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SUBSYMMETRIC WEAK∗ SCHAUDER BASES AND
FACTORIZATION OF THE IDENTITY
RICHARD LECHNER
Abstract. LetX∗ denote a Banach space with a subsymmetric weak∗ Schauder
basis satisfying condition (C). We show that for any operator T : X∗ → X∗,
either T (X∗) or (IdX∗ −T )(X∗) contains a subspace that is isomorphic to X∗
and complemented in X∗. Moreover, we prove that `p(X∗), 1 ≤ p ≤ ∞ is
primary.
1. Introduction and results
In [3], Casazza and Lin showed that for any bounded linear projection Q on a
Banach space S with a subsymmetric basis, either Q(S) or (Id−Q)(S) contains
a subspace which is isomorphic to S and complemented in S. Our first main
result Theorem 1.1 extends their result to Banach spaces having a subsymmetric
weak∗ Schauder basis which satisfies the subsequent condition (C).
Condition (C). Let U denote a Banach space with normalized unconditional basis
(ej)∞j=1, whose normalized associated coordinate functionals (e∗j )∞j=1 form a uncondi-
tional weak∗ Schauder basis of U∗. Given A ⊂ N, we define the bounded projection
PA : U∗ → U∗ by
PA
( ∞∑
j=1
aje
∗
j
)
=
∞∑
j∈A
aje
∗
j , (1.1)
where the above series converge in the weak∗ topology of U∗.
We say that U∗ together with its unconditional weak∗ Schauder basis (e∗j )∞j=1
satisfies condition (C), if for every infinite set Λ ⊂ N and every θ > 0, we can find
a sequence (Aj)∞j=1 of pairwise disjoint and infinite subsets of Λ, such that for all
(x∗j )∞j=1 ⊂ U∗ with ‖x∗j‖U∗ ≤ 1 there exists a sequence of scalars (aj)∞j=1 ∈ `1 with
‖(aj)∞j=1‖`1 = 1 such that ∥∥∥ ∞∑
j=1
ajPAjx
∗
j
∥∥∥
U∗
≤ θ. (C)
The above series converges in the weak∗ topology of U∗.
Theorem 1.1. Let S∗ denote a Banach space with a subsymmetric weak∗ Schauder
basis satisfying condition (C). Then for any given bounded operator T : S∗ → S∗,
there exist operators M,N : S∗ → S∗ such that for H = T or H = IdS∗ −T , the
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diagram
S∗
IdS∗ //
M

S∗
S∗
H
// S∗
N
OO
‖M‖‖N‖ ≤ 48K7uK4s (1.2)
is commutative. Consequently, H(S∗) contains a subspace which is isomorphic to
S∗ and complemented in S∗.
We prove Theorem 1.1 in Section 4.
A related concept is the notion of a primary Banach space: a Banach space X
is primary, if for every bounded projection Q : X → X either Q(X) or (Id−Q)(X)
is isomorphic to X (see e.g. [6]). In [2], Casazza, Kottman and Lin showed that for
any Banach space S with a symmetric basis (ej)∞j=1, the following Banach spaces
are primary:
.
(∑
S
)
, where the direct sum is either the `p-sum for 1 < p < ∞ or the
c0-sum, and S is not isomorphic to `1;
.
(∑
n Sn
)
, where the direct sum is either the `p-sum for 1 < p < ∞ or the
c0-sum, and Sn = span{e1, . . . , en};
.
(∑
`∞
)
p
, 1 ≤ p <∞.
These results were later complemented by Capon in [1], who showed that the Banach
spaces
.
(∑
S
)
1 and
(∑
S
)
∞,
.
(∑
n Sn
)
1 and
(∑
n Sn
)
∞,
are primary. Theorem 1.2 below adds `p(S∗) to that list (S∗ may be non-separable).
Theorem 1.2. Let S∗ denote a Banach space with a subsymmetric weak∗ Schauder
basis satisfying condition (C). Then for all 1 ≤ p ≤ ∞ and any given bounded
operator T : `p(S∗) → `p(S∗), there exist operators M,N : `p(S∗) → `p(S∗) such
that for H = T or H = Id`p(S∗)−T , the diagram
`p(S∗)
Id`p(S∗) //
M

`p(S∗)
`p(S∗)
H
// `p(S∗)
N
OO
‖M‖‖N‖ ≤ 48K7uK4s , (1.3)
is commutative. Consequently, `p(S∗) is primary.
The proof of Theorem 1.2 is given in Section 5.
The method of proof for both our main theorems is based on the recent result [4].
2. Notation
Let X be a Banach space and let X∗ denote its dual. We say a sequence (x∗n)∞n=1
in X∗ converges weak∗ to x∗ ∈ X∗, if
lim
n
〈x∗n, x〉 = 〈x∗, x〉, x ∈ X.
In this case we write w*lim x∗n = x∗.
We say that (e∗j )∞j=1 ⊂ X∗ is a weak∗ Schauder basis for X∗, if there exists a
basis (ej)∞j=1 for X such that the associated coordinate functionals of (ej)j = 1∞
are (e∗j )∞j=1, i.e. 〈e∗j , ej〉 = 1 and 〈e∗j , ei〉 = 1, i, j ∈ N, i 6= j. Thus,
x∗ = w*lim
n→∞
n∑
j=1
〈x∗, ej〉e∗j , x∗ ∈ X∗.
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For more details we refer to [8, 6]. From now on, whenever we encounter a series
in the Banach space
. X, U or S, the mode of convergence is in the norm topology of X, U or S;
. X∗, U∗ or S∗, the mode of convergence is in the weak∗ topology of X∗, U∗
or S∗.
We say the weak∗ Schauder basis (e∗j )∞j=1 of X∗ is unconditional, if there exists a
constant C ≥ 1 such that for all sequences of scalars (aj)∞j=1 with
∑∞
j=1 aje
∗
j ∈ X∗
holds that ∥∥∥ ∞∑
j=1
γjaje
∗
j
∥∥∥
X∗
≤ C sup
j∈N
|γj |
∥∥∥ ∞∑
j=1
aje
∗
j
∥∥∥
X∗
, (γj)∞j=1 ∈ `∞. (2.1)
We denote the infimum over all such constants C ≥ 1 by Ku. Note that
(ej)∞j=1 is unconditional if and only if (e∗j )∞j=1 is unconditional.
We say that a weak∗ Schauder basis (e∗j )∞j=1 of X∗ is subsymmetric, if the fol-
lowing two conditions are satisfied:
(a) (e∗j )∞j=1 is unconditional;
(b) Let (nj)∞j=1 ⊂ N be an increasing sequence, and let Y(nj)∞j=1 denote the weak∗ clo-
sure of span{e∗nj}∞j=1. Then the operator S(nj)∞j=1 : X∗ → Y(nj)∞j=1 given by
S(nj)∞j=1
( ∞∑
j=1
aje
∗
j
)
=
∞∑
j=1
aje
∗
nj , (2.2)
is isomorphic.
Note that
(ej)∞j=1 is subsymmetric if and only if (e∗j )∞j=1 is subsymmetric.
We define Ks by
Ks = sup
{‖S(nj)∞j=1‖, ‖S−1(nj)∞j=1‖ : (nj)∞j=1 ⊂ N is increasing}.
The constant Ks is finite (see [8, Chapter II, Theorem 21.2]).
For all 1 ≤ p ≤ ∞ and for any Banach space X, we define as usual `p(X) by{
(yn)∞n=1 : yn ∈ X and ‖(yn)∞n=1‖`p(X) =
( ∞∑
n=1
‖yn‖X
)1/p
<∞
}
.
We conclude this section with two remarks on condition (C).
Remark 2.1. Any Banach space U∗ with an unconditional weak∗ Schauder basis
(e∗j ) in which `1 does not embed, satisfies condition (C).
Remark 2.2. `∞ with the standard unit vector weak∗ Schauder basis (ej)∞j=1 satisfies
condition (C).
First, we will show that Remark 2.1 is indeed correct. To this end, assume that
condition (C) does not hold. Then there exists an infinite set Λ ⊂ N and a θ > 0,
such that for any sequence (Aj)∞j=1 of pairwise disjoint and infinite subsets of Λ,
we can find (x∗j )∞j=1 ⊂ U∗ with ‖x∗j‖U∗ ≤ 1 such that for all scalars (aj)∞j=1 ∈ `1
with ‖(aj)∞j=1‖`1 = 1 we have ∥∥∥ ∞∑
j=1
ajPAjx
∗
j
∥∥∥
U∗
> θ.
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If we put y∗j = PAjx∗j and y˜∗j = y∗j /‖y∗j ‖U∗ , j ∈ N, then we obtain by uncondition-
ality ∥∥∥ ∞∑
j=1
aj y˜
∗
j
∥∥∥
U∗
> θ/Ku,
thus, (y˜∗j )∞j=1 is equivalent to the standard unit vector basis of `1.
To see that Remark 2.2 is valid, let Λ ⊂ N denote an infinite set, and let θ > 0.
Pick any sequence (Aj)∞j=1 of pairwise disjoint subsets of Λ, and let (xj)∞j=1 denote
any sequence of vectors in `∞ with ‖xj‖`∞ ≤ 1, j ∈ N. Choose N ∈ N such that
1
N ≤ θ, and define aj = 1N if j ≤ N , and aj = 0 whenever j > N . Then clearly∥∥∥ ∞∑
j=1
ajPAjxj
∥∥∥
`∞
= 1
N
≤ θ.
3. Two subspace annihilation lemmata
We will present two lemmata, which are used in the proof of our first main result
Theorem 1.1 to almost diagonalize an operator T : X∗ → X∗. Although we use
Lemma 3.1 only for m = 1 here, we give the proof for general m ∈ N here, for later
reference.
Lemma 3.1. Let X denote a Banach space with a normalized basis (ej)∞j=1, such
that the associated coordinate functionals (e∗j )∞j=1 form a weak∗ Schauder basis of
X∗. Let Λ0 ⊂ N denote an infinite set, m,n ∈ N, x∗1, . . . , x∗n ∈ X∗ and η > 0.
Then we can find a finite set F ⊂ Λ0 with cardinality |F| = 2m such that
max
1≤j≤n
∣∣∣〈∑
k∈F
εkek, x
∗
j
〉∣∣∣ ≤ η, ε ∈ E,
where the set of signs E = E(F) is given by
E =
{
(εk)k∈F : εk ∈ {±1},
∑
k∈F
εk = 0
}
.
Proof. Firstly, we will prove that given x∗ ∈ X∗, there exists an infinite set Λ ⊂ Λ0
such that
|〈ek, x∗〉 − 〈ek′ , x∗〉| ≤ η
m
, k, k′ ∈ Λ. (3.1)
To this end, we define the sets
M` =
{
j ∈ Λ0 : η2m (`− 1) ≤ 〈ej , x
∗〉 < η2m`
}
, ` ∈ Z.
Since |〈ej , x∗〉| ≤ ‖x∗‖ < ∞, there are only finitely many ` ∈ Z for which M` is
non-empty. Hence, since
⋃
`∈ZMl = Λ0, at least one of the sets M`, ` ∈ Z has to
be infinite. Clearly, this infinite set satisfies (3.1).
Now we will just repeatedly use (3.1). We begin by selecting Λ1 ⊂ Λ0 so that
|〈ek, x∗1〉 − 〈ek′ , x∗1〉| ≤
η
m
, k, k′ ∈ Λ1.
Let 1 ≤ i ≤ n− 1 and assume we have already chosen infinite sets Λ0 ⊃ Λ1 ⊃ Λ2 ⊃
· · · ⊃ Λi−1 such that
max
1≤j≤i−1
|〈ek, x∗j 〉 − 〈ek′ , x∗j 〉| ≤
η
m
, k, k′ ∈ Λi−1.
By replacing Λ0 with the infinite set Λi−1 in (3.1), we can find an infinite set
Λi ⊂ Λi−1 such that
max
1≤j≤i
|〈ek, x∗j 〉 − 〈ek′ , x∗j 〉| ≤
η
m
, k, k′ ∈ Λi.
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Stopping the induction after n steps, we obtain
max
1≤j≤n
|〈ek, x∗j 〉 − 〈ek′ , x∗j 〉| ≤
η
m
, k, k′ ∈ Λn. (3.2)
We choose any F ⊂ Λn with |F| = 2m and let ε = (εk)k∈F ∈ E = E(F),
i.e. εk ∈ {±1} is such that
∑
k∈F εk = 0. Then since F ⊂ Λn, we obtain from (3.2)
that ∣∣∣〈∑
k∈F
εkek, x
∗
j
〉∣∣∣ = ∣∣∣ ∑
k∈F
εk=1
〈ek, x∗j 〉 −
∑
k∈F
εk=−1
〈ek, x∗j 〉
∣∣∣ ≤ η, 1 ≤ j ≤ n. 
The following Lemma is an abstract version of an argument which Lindenstrauss
used in [5] (see also [6]) to show that `∞ is prime (which means that every infinite
dimensional complemented subspace of `∞ is isomorphic to `∞).
Lemma 3.2. Let U denote a Banach space with a normalized unconditional basis
(ej)∞j=1, such that the associated coordinate functionals (e∗j )∞j=1 form an uncondi-
tional weak∗ Schauder basis of U∗. Let Λ ⊂ N denote an infinite set, η > 0 and
ϕ ∈ U∗∗. If U∗ together with (e∗j )∞j=1 satisfies condition (C), then there exists an
infinite set A ⊂ Λ such that
sup
‖x∗‖U∗≤1
|〈ϕ, PAx∗〉| ≤ η.
Proof. Let η > 0, ϕ ∈ U∗∗ \ {0}, and assume the conclusion of the Lemma is false.
Hence, for all infinite sets A ⊂ Λ there exists x∗ with ‖x∗‖U∗ = 1 such that
〈ϕ, PAx∗〉 > η. (3.3)
We define θ = η2‖ϕ‖U∗∗Ku and choose (Aj)
∞
j=1 with Aj ⊂ Λ, j ∈ N according to
condition (C). By our assumption (3.3), we can find x∗j ∈ U∗ with ‖x∗j‖U∗ = 1,
j ∈ N, such that
〈ϕ, PAjx∗j 〉 > η. (3.4)
By condition (C) we can find a sequence (aj)∞j=1 ∈ `1 with ‖(aj)∞j=1‖`1 = 1 such
that ∥∥∥ ∞∑
j=1
ajPAjx
∗
j
∥∥∥
U∗
≤ θ = η2‖ϕ‖U∗∗Ku . (3.5)
But on the other hand, we obtain from (3.4) that〈
ϕ,
n∑
j=1
ajPAjx
∗
j
〉
> η,
for a large enough n ∈ N. Combining the latter estimate with (3.5), we arrive at
the contradiction
η <
〈
ϕ,
n∑
j=1
ajPAjx
∗
j
〉
≤ ‖ϕ‖U∗∗
∥∥∥ n∑
j=1
ajPAjx
∗
j
∥∥∥
U∗
≤ η/2. 
4. Proof of Theorem 1.1
For convenience of the reader, we restate Theorem 1.1 here below.
Theorem 4.1 (Main result Theorem 1.1). Let S∗ denote a Banach space with a
subsymmetric weak∗ Schauder basis satisfying condition (C). Then for any given
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bounded operator T : S∗ → S∗, there exist operators M,N : S∗ → S∗ such that for
H = T or H = IdS∗ −T , the diagram
S∗
IdS∗ //
M

S∗
S∗
H
// S∗
N
OO
‖M‖‖N‖ ≤ 48K7uK4s (4.1)
is commutative. Consequently, H(S∗) contains a subspace which is isomorphic to
S∗ and complemented in S∗.
Proof. In this proof, we use the following constants:
ηi = K−1u 4−i−1, i ∈ N. (4.2)
Step 1: Inductive construction of the block basis. Let (sj)∞j=1 denote
the subsymmetric basis of S, and let (s∗j )∞j=1 denote the associated coordinate
functionals, which form a weak∗ Schauder basis for S∗, such that condition (C) is
satisfied. We put A1 = N, choose B1 = {1, 2}, and we define
b1 = s1 − s2 and b∗1 = s∗1 − s∗2. (4.3)
By Lemma 3.2, there exists an infinite collection A2 ⊂ A1 \ {1, 2}, such that
sup
‖x∗‖S∗≤1
|〈T ∗b1, PA2x∗〉| ≤ η1. (4.4)
Now assume we have already chosen infinite sets A1 ⊃ A2 ⊃ · · · ⊃ Ai, pairwise
disjoint finite sets Bj ⊂ Aj with |Bj | = 2, 1 ≤ j ≤ i− 1 and that we have defined
bj = sk0 − sk1 and b∗j = s∗k0 − s∗k1 , k0, k1 ∈ Bj , k0 < k1, (4.5)
for all 1 ≤ j ≤ i − 1. By Lemma 3.1, we can find a set Bi ⊂ Ai with |Bi| = 2 so
that if we put
bi = sk0 − sk1 and b∗i = s∗k0 − s∗k1 , k0, k1 ∈ Bi, k0 < k1, (4.6)
we have the estimate
i−1∑
j=1
|〈bi, T b∗j 〉| ≤ ηi. (4.7)
By Lemma 3.2, there exists an infinite set Ai+1 with
Ai+1 ⊂ Ai \
{
k ∈ N : k ≤ max ( i⋃
j=1
Bi
)}
(4.8)
such that
sup
‖x∗‖S∗≤1
∣∣∣〈T ∗bi, PAi+1x∗〉∣∣∣ ≤ ηi. (4.9)
This completes the inductive step.
The estimates (4.4), (4.7) and (4.9) imply
i−1∑
j=1
|〈bi, T b∗j 〉| ≤ ηi, i ∈ N, (4.10a)
∣∣∣〈bi, T ∞∑
j=i+1
ajb
∗
j
〉∣∣∣ ≤ ηi∥∥∥ ∞∑
j=i+1
ajb
∗
j
∥∥∥
S∗
, i ∈ N, (4.10b)
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whenever (aj)∞j=1 ⊂ R is such that
∑∞
j=i+1 ajb
∗
j ∈ S∗.
Step 2: Basic operators. We define the operators B,Q : S∗ → S∗ by
Bx∗ =
∞∑
j=1
1
‖b∗j‖S∗
〈x∗, sj〉b∗j , x∗ ∈ S∗, (4.11a)
Qx∗ =
∞∑
j=1
‖b∗j‖S∗
|Bj | 〈bj , x
∗〉s∗j , x∗ ∈ S∗. (4.11b)
We will now show that B and Q are bounded linear operators. To this end, let
x∗ =
∑∞
j=1 ajs
∗
j . Firstly, note that∥∥∥B( ∞∑
j=1
ajs
∗
j
)∥∥∥
S∗
≤
∥∥∥ ∞∑
j=1
1
‖b∗j‖S∗
ajs
∗
k0(j)
∥∥∥
S∗
+
∥∥∥ ∞∑
j=1
1
‖b∗j‖S∗
ajs
∗
k1(j)
∥∥∥
S∗
,
where {k0(j), k1(j)} = Bj , j ∈ N. By unconditionality, we obtain ‖b∗j‖S∗ ≥ K−1u
and ∥∥∥B( ∞∑
j=1
ajs
∗
j
)∥∥∥
S∗
≤ K2u
(∥∥∥ ∞∑
j=1
ajs
∗
k0(j)
∥∥∥
S∗
+
∥∥∥ ∞∑
j=1
ajs
∗
k1(j)
∥∥∥
S∗
)
,
Furthermore, by (4.8) we have that sk0(j) < sk0(j+1) and sk1(j) < sk1(j+1), j ∈ N.
The weak∗ Schauder basis (s∗j )∞j=1 is subsymmetric, hence∥∥∥B( ∞∑
j=1
ajs
∗
j
)∥∥∥
S∗
≤ 2K2uKs
∥∥∥ ∞∑
j=1
ajs
∗
j
∥∥∥
S∗
. (4.12)
Secondly, if we write bj = sk0(j) − sk1(j) for k0, k1 ∈ Bj , k0 < k1, j ∈ N, we
obtain
‖Qx∗‖S∗ ≤
∥∥∥ ∞∑
j=1
‖b∗j‖S∗
|Bj | 〈sk0(j), x
∗〉s∗j
∥∥∥
S∗
+
∥∥∥ ∞∑
j=1
‖b∗j‖S∗
|Bj | 〈sk1(j), x
∗〉s∗j
∥∥∥
S∗
.
Since (s∗j )∞j=1 is subsymmetric, the right hand side of the latter inequality is domi-
nated by
Ks
∥∥∥ ∞∑
j=1
‖b∗j‖S∗
|Bj | 〈sk0(j), x
∗〉s∗k0(j)
∥∥∥
S∗
+Ks
∥∥∥ ∞∑
j=1
‖b∗j‖S∗
|Bj | 〈sk1(j), x
∗〉s∗k1(j)
∥∥∥
S∗
.
Since ‖b
∗
j ‖S∗
|Bj | ≤ 1, unconditionality yields
‖Qx∗‖S∗ ≤ 2KsKu‖x∗‖S∗ . (4.13)
One can easily verify that QB = IdS∗ , i.e. the diagram
S∗
IdS∗ //
B !!
S∗
S∗
Q
==
(4.14)
is commutative. Consequently, B is an isomorphism onto its range and its range is
complemented by BQ.
Step 3: Conclusion of the proof. Observe that at least one of the two
following sets is infinite:
{j ∈ N : |〈bj , T b∗j 〉| ≥ 1} or {j ∈ N : |〈bj , (IdS∗ −T )b∗j 〉| ≥ 1}.
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If the left set is infinite we denote it by J and put H = T , and if the left set is
finite, we denote the right set by J and we define H = IdS∗ −T . In either case, we
obtain
J is infinite and |〈bj , Hb∗j 〉| ≥ 1, j ∈ J. (4.15)
Let Y = B(S∗) and note that (4.12), (4.13) and (4.14) yields
S∗
IdS∗ //
B

S∗
Y
IdS∗
// Y
Q|Y
OO
‖B‖‖Q|Y ‖ ≤ 4K3uK2s . (4.16)
Now, define P : S∗ → Y by
Px∗ =
∑
j∈J
〈bj , x∗〉
〈bj , Hb∗j 〉
b∗j , x
∗ ∈ S∗, (4.17)
and observe that by (4.15), the unconditionality of (s∗j )∞j=1 (and thus, the uncon-
ditionality of (b∗j )∞j=1) and the definition of B and Q (see (4.11)), we obtain
‖Px∗‖S∗ ≤ 2Ku‖BQx∗‖S∗ , x∗ ∈ S∗.
Combining the latter estimate with (4.12) and (4.13) yields
‖Px∗‖S∗ ≤ 8K4uK2s‖x∗‖S∗ , x∗ ∈ S∗. (4.18)
A straightforward calculation shows that for all y =
∑
j∈J ajb
∗
j ∈ Y , the following
identity is true:
PHy − y =
∑
i∈J
∑
j∈J:j<i
aj
〈bi, Hb∗j 〉
〈bi, Hb∗i 〉
b∗i +
∑
i∈J
〈
bi, H
∑
j∈J:j>i ajb
∗
j
〉
〈bi, Hb∗i 〉
b∗i . (4.19)
Since |〈bj , y〉| ≤ ‖bj‖S‖y‖S∗ , we obtain |aj | ≤ ‖y‖S∗ . Hence, by (4.15) and the
crucial off diagonal estimate (4.10a), we obtain∥∥∥∥∑
i∈J
∑
j∈J:j<i
aj
〈bi, Hb∗j 〉
〈bi, Hb∗i 〉
b∗i
∥∥∥∥
S∗
≤ 2‖y‖S∗
∑
i∈N
ηi. (4.20)
Using (4.15) and the second off diagonal estimate (4.10b), we obtain by uncondi-
tionality ∥∥∥∥∑
i∈J
〈
bi, H
∑
j∈J:j>i ajb
∗
j
〉
〈bi, Hb∗i 〉
b∗i
∥∥∥∥
S∗
≤ 2
∑
i∈J
ηi
∥∥∥ ∑
j∈J:j>i
ajb
∗
j
∥∥∥
S∗
≤ 2Ku‖y‖S∗
∑
i∈N
ηi.
(4.21)
Recall that in (4.2) we put ηi = K−1u 4−i−1, i ∈ N. Thus, inserting the esti-
mates (4.20) and (4.21) into (4.19) yields
‖PHy − y‖S∗ ≤ 13‖y‖S∗ , y ∈ Y. (4.22)
Let J : Y → S∗ denote the operator given by Jy = y, then, by (4.22), PHJ :
Y → Y is invertible and ‖(PHJ)−1‖ ≤ 32 . Thus, if we define V = (PHJ)−1P , the
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diagram
Y
IdY //
PHJ   
J

Y
Y
(PHJ)−1
>>
S∗
H
// S∗
P
`` V
OO
‖J‖‖V ‖ ≤ 12K4uK2s (4.23)
is commutative. Merging the diagrams (4.16) and (4.23) concludes the proof:
S∗
M

IdS∗ //
B

S∗
Y
IdY //
J

PHJ
''
Y
Q|Y
OO
Y
(PHJ)−1
77
S∗
H
// S∗
P
gg V
OO
N
YY
‖M‖‖N‖ ≤ 48K7uK4s . (4.24)

5. Direct sums of Banach spaces with a weak∗ subsymmetric basis
We begin this section by introducing notation specific to the two parameter case.
Then we extend the subspace annihilation lemmata in Section 3 to the two param-
eter case and use them to prove our second main result Theorem 1.2.
5.1. Notation. Let X denote a Banach space with normalized basis (xj)∞j=1, such
that their normalized associated coordinate functionals (x∗j )∞j=1 form a weak∗ Schauder
basis of X∗. For each i ∈ N, let qi : `p(X∗) → X∗ denote the canonical norm 1
coordinate projection given by
yi
(
(yn)∞n=1
)
= yi, (yn)∞n=1 ∈ `p(X∗).
Let I ⊂ N and define QI : `p(X∗)→ `p(X∗) as the natural norm 1 projection onto
the coordinates indexed by I, i.e.
qiQI(yn)∞n=1 = yi, i ∈ I and qiQI(yn)∞n=1 = 0, i /∈ I,
for all (yn)∞n=1 ∈ `p(X∗). For i ∈ N, we will sometimes write Qi instead of Q{i}.
For each i ∈ N, we define Ii : X∗ → `p(X∗) as the canonical isometric embedding
of X∗ into the i-th coordinate of `p(X∗), which is given by
qiIix
∗ = x∗ and qkIix∗ = 0, k ∈ N, k 6= i, i ∈ N.
We define the sequence (eij)∞i,j=1 ⊂ `p(X∗) by
eij = Iix∗j , i, j ∈ N;
hence, the associated coordinate functionals fij : `p(X∗)→ R are given by
〈fij , y〉 = 〈qiy, xj〉, y ∈ `p(X∗), i, j ∈ N.
Given any sequence of scalars (aij)∞i,j=1 for which (w*limn→∞
∑n
j=1 aijx
∗
j )∞i=1 ∈
`p(X∗), we define
∞∑
i,j=1
aijeij =
( ∞∑
j=1
aijx
∗
j
)∞
i=1
=
(
w*lim
n→∞
n∑
j=1
aijx
∗
j
)∞
i=1
. (5.1)
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Thus, we have the identity
∞∑
i,j=1
〈fij , y〉eij =
( ∞∑
j=1
〈qiy, xj〉x∗j
)∞
i=1
= y, y ∈ `p(X∗).
For K ⊂ N2, we define the projection RK : `p(X∗)→ `p(X∗) by
RKy =
∞∑
i,j=1
〈fij , y〉1K(i, j)eij ,
where 1K(i, j) = 1 if (i, j) ∈ K, and 1K(i, j) = 0 if (i, j) /∈ K. If (x∗j ) is uncondi-
tional, then RK is bounded.
5.2. Two subspace annihilation lemmata for direct sums. The following
lemmata are two parameter versions of the subspace annihilation lemmata presented
in Section 3.
Lemma 5.1. Let X denote a Banach space with a normalized basis (xj)∞j=1, such
that their normalized associated coordinate functionals (x∗j )∞j=1 form a weak∗ Schauder
basis of X∗. Let 1 ≤ p ≤ ∞ and let Λ0 ⊂ N denote an infinite set. Then, given
m ∈ N, y1, . . . , ym ∈ `p(X∗), n0 ∈ N, η > 0 and M ∈ N, there exists a finite set
F ⊂ Λ0 with |F| = 2M such that
max
1≤`≤m
∣∣〈∑
k∈F
εn0kfn0k, y`
〉∣∣ ≤ η, ε ∈ E, (5.2)
where the set of signs E = E(n0,F) is given by
E =
{
(εn0k)k∈F : εn0k ∈ {±1},
∑
k∈F
εn0k = 0
}
.
Proof. Since the proof of Lemma 5.1 is completely analogous to that of Lemma 3.1,
we will omit it. 
Lemma 5.2. Let U denote a Banach space with a normalized unconditional basis
(uj)∞j=1, such that their normalized associated coordinate functionals (u∗j )∞j=1 form
an unconditional weak∗ Schauder basis of U∗. Let U∗ satisfy condition (C), 1 ≤
p ≤ ∞, and let Λi ⊂ N, i ∈ N denote infinite sets. Let ϕ ∈ (`p(U∗))∗ and η > 0.
Then there exist infinite sets and Ji ⊂ Λi, i ∈ N such that
sup
‖y‖`p(U∗)≤1
|〈ϕ,R{i}×Jiy〉| ≤ η, i ∈ N. (5.3)
Proof. If we assume Lemma 5.2 is false, then there exists an i0 ∈ N such that
sup
‖y‖`p(U∗)≤1
|〈ϕ,R{i0}×Ay〉| > η, (5.4)
for every infinite set A ⊂ Λi0 . We define θ = η2‖ϕ‖(`p(U∗))∗Ku and choose a sequence
(Aj)∞j=1 of pairwise disjoint, infinite subsets of J according to (C). By (5.4), we can
find a sequence (yj)∞j=1 in `p(U∗) with ‖yj‖ ≤ 1, j ∈ N such that
〈ϕ,R{i0}×Ajyj〉 > η, j ∈ N. (5.5)
Next, define u∗j = qi0yj , j ∈ N and choose (aj)∞j=1 ∈ `1 with ‖(aj)∞j=1‖`1 = 1
according to (C) such that∥∥∥ ∞∑
j=1
ajPAju
∗
j
∥∥∥
U∗
≤ θ = η2‖ϕ‖(`p(U∗))∗Ku . (5.6)
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By (5.5), we obtain an integer n ∈ N such that
η < 〈ϕ,
n∑
j=1
ajR{i0}×Ajyj〉 ≤ ‖ϕ‖(`p(U∗))∗
∥∥∥ n∑
j=1
ajR{i0}×Ajyj
∥∥∥
`p(U∗)
. (5.7)
Observe that
∑n
j=1 ajR{i0}×Ajyj = Ii0
∑n
j=1 ajPAjuj , hence, combining (5.6) and (5.7)
leads to the contradiction
η ≤ ‖ϕ‖(`p(U∗))∗
∥∥∥ n∑
j=1
ajPAjuj
∥∥∥
U∗
≤ η/2. (5.8)

5.3. Proof of main result Theorem 1.2. In this section we prove our second
main result Theorem 1.2, which we repeat here below (see Theorem 5.3). The
proof involves inductively constructing a block basis in each coordinate of `p(S∗),
1 ≤ p ≤ ∞. The order by which we proceed is determined by the linear order ≺ on
N2, which is defined as follows: Let <` denote the lexicographic order on N2 and
define
(i0, j0) ≺ (i1, j1) if and only if (i0 + j0, i0) <` (i1 + j1, i1),
for all (i0, j0), (i1, j1) ∈ N2 (see Figure 1). Let O≺ : N2 → N denote the unique
bijective function that preserves the order ≺, i.e.
O≺((i0, j0)) < O≺((i1, j1)) if and only if (i0, j0) ≺ (i1, j1),
for all (i0, j0), (i1, j1) ∈ N2.
(1,1)
(1,2)
(2,1)
(1,3)
(2,2)
(3,1)
(1,4)
(2,3)
(3,2)
(4,1)
Figure 1. The first 10 Elements of N2 with respect to the order ≺.
Theorem 5.3 (Main result Theorem 1.2). Let S∗ denote a Banach space with
a subsymmetric weak∗ Schauder basis satisfying condition (C). Then for all 1 ≤
p ≤ ∞ and any given bounded operator T : `p(S∗) → `p(S∗), there exist operators
M,N : `p(S∗)→ `p(S∗) such that for H = T or H = Id`p(S∗)−T , the diagram
`p(S∗)
Id`p(S∗)//
M

`p(S∗)
`p(S∗)
H
// `p(S∗)
N
OO
‖M‖‖N‖ ≤ 48K7uK4s , (5.9)
is commutative. Consequently, `p(S∗) is primary.
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Proof. For the definition of eij and fij we refer to Section 5.1. Within this proof,
we identify
ηk ↔ ηk0k1 , Bk ↔ Bk0k1 , bk ↔ bk0k1 , b∗k ↔ b∗k0k1 ,
whenever O≺((k0, k1)) = k. We conclude this preliminary step by defining
ηk = K−1u 4−k−1, k ∈ N. (5.10)
Step 1: Inductive construction. We will now inductively (with respect to
the order ≺ on N2) construct sequences (b(ε)ij )∞i,j=1 and (b∗(ε)ij )∞i,j=1. We begin by
putting J1,i = N, i ∈ N, B1 = {(1, 1), (1, 2)} and define
b
(ε)
11 = e11 − e12 and b∗(ε)11 = f11 − f12. (5.11)
By Lemma 5.2, there exist infinite sets J2,i ⊂ N, i ∈ N with
J2,i ⊂ J1,i \ {1, 2}, (5.12)
such that
sup
‖y‖`p(S∗)≤1
|〈T ∗b∗(ε)1 , R{i}×J2,iy〉| ≤ η1, i ∈ N. (5.13)
Let us assume that we have already
. selected infinite sets Jk,i ⊂ N, i ∈ N, 1 ≤ k ≤ K and finite sets Bk ⊂ N2
with |Bk| = 2, 1 ≤ k ≤ K − 1 such that
Bk = Bk0k1 ⊂ ({k0} × Jk,k0) \ ({k0} × Jk+1,k0), (5.14a)
whenever 1 ≤ k ≤ K − 1 and O≺((k0, k1)) = k, and that
Jk+1,i ⊂ Jk,i
∖ {
j ∈ N : j ≤ max{j′ ∈ N : ∃i′ ∈ N, (i′, j′) ∈ k⋃
`=1
B`
}}
, (5.14b)
for all i ∈ N and 1 ≤ k ≤ K − 1;
. defined b(ε)k , b
∗(ε)
k by
b
(ε)
k = ek0j − ek0j′ and b∗(ε)k = fk0j − fk0j′ , (5.14c)
whenever 1 ≤ k ≤ K−1, O≺((k0, k1)) = k and (k0, j), (k0, j′) ∈ Bk = Bk0k1
with j < j′;
. obtained the estimates
k−1∑
`=1
|〈b∗(ε)k , T b(ε)` 〉| ≤ ηk, (5.14d)
sup
‖y‖`p(S∗)≤1
∣∣〈T ∗b∗(ε)k , R{i}×Jk+1,iy〉∣∣ ≤ ηk, i ∈ N, (5.14e)
for all 1 ≤ k ≤ K − 1.
We now come to the inductive step. To this end, choose (K0,K1) ∈ N2 with
O≺((K0,K1)) = K. The set JK,K0 is infinite (see (5.14a)), hence, by Lemma 5.1
there exists a set F ⊂ JK,K0 with |F| = 2 such that
K−1∑
`=1
∣∣〈fK0j − fK0j′ , T b(ε)` 〉∣∣ ≤ ηK , j, j′ ∈ F. (5.15)
We define the collection
BK = BK0K1 = {K0} × F, (5.16)
and note that (with the possible exception of BK ∩ ({K0} × JK+1,K0) = ∅) condi-
tion (5.14a) holds true for K + 1. We will take care of the possible exception by
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appropriately choosing JK+1,i, i ∈ N at a later stage of the proof. Next, we define
the functions b(ε)K , b
∗(ε)
K and the signs εK0,j , j ∈ F by
b
(ε)
K = eK0j − eK0j′ , b∗(ε)K = fK0j − fK0j′ , j, j′ ∈ F, j < j′, (5.17)
which is in accordance with (5.14c). Combining (5.15) with (5.18) yields
K−1∑
`=1
∣∣〈b∗(ε)K , T b(ε)` 〉∣∣ ≤ ηK , (5.18)
showing that (5.14d) holds for K+ 1, as required. Since all the sets Bk, 1 ≤ k ≤ K
are finite, we can apply Lemma 5.2 to find infinite sets JK+1,i, i ∈ N with
JK+1,i ⊂ JK,i
∖ {
j ∈ N : j ≤ max{j′ ∈ N : ∃i′ ∈ N, (i′, j′) ∈ K⋃
`=1
B`
}}
, (5.19)
such that the following estimate is satisfied:
sup
‖y‖`p(S∗)≤1
∣∣〈T ∗b∗(ε)K , R{i}×JK+1,iy〉∣∣ ≤ ηK , i ∈ N, (5.20)
Note that (5.19) and (5.20) imply (5.14b) and (5.14e) for K + 1. Moreover, (5.19)
also implies BK∩({K0}×JK+1,K0) = ∅, which completes the missing part of (5.14a)
for K + 1 (see (5.16)).
Altogether, we completed the inductive step, and we know that (5.14) is true for
K + 1.
Step 2: Basic operators. We define the operators B,Q : `p(S∗)→ `p(S∗) by
By =
∞∑
i,j=1
〈fij , y〉 1‖b(ε)ij ‖`p(S∗)
b
(ε)
ij , y ∈ `p(S∗), (5.21a)
Qy =
∞∑
i,j=1
‖b(ε)ij ‖`p(S∗)
|Bij | 〈b
∗(ε)
ij , y〉eij , y ∈ `p(S∗). (5.21b)
For the mode of convergence of the above series, we refer to (5.1).
We will now show that B and Q are bounded linear operators. To this end, let
y ∈ `p(S∗) and observe that by (5.14c), ‖By‖`p(S∗) is dominated by∥∥∥ ∞∑
i,j=1
〈fij , y〉 1‖b(ε)ij ‖`p(S∗)
ekij`ij
∥∥∥
`p(S∗)
+
∥∥∥ ∞∑
i,j=1
〈fij , y〉 1‖b(ε)ij ‖`p(S∗)
ekijmij
∥∥∥
`p(S∗)
,
where {(kij , `ij), (kij ,mij)} = Bij , i, j ∈ N. By unconditionality we obtain that
‖b(ε)ij ‖`p(S∗) ≥ K−1u , i, j ∈ N, and subsequently
‖By‖`p(S∗) ≤ K2u
∥∥∥ ∞∑
i,j=1
〈fij , y〉ekij`ij
∥∥∥
`p(S∗)
+K2u
∥∥∥ ∞∑
i,j=1
〈fij , y〉ekijmij
∥∥∥
`p(S∗)
.
Furthermore, by (5.14b) we have that `ij < `i(j+1) and mij < mi(j+1), i, j ∈ N.
The weak∗ Schauder basis (s∗j )∞j=1 of S∗ is subsymmetric, hence
‖By‖`p(S∗) ≤ 2K2uKs
∥∥∥ ∞∑
i,j=1
〈fij , y〉ekijj
∥∥∥
`p(S∗)
= 2K2uKs
∥∥∥ ∞∑
i,j=1
〈fij , y〉eij
∥∥∥
`p(S∗)
= 2K2uKs‖y‖`p(S∗).
(5.22)
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Similarly, we obtain that ‖Qy‖`p(S∗) is dominated by∥∥∥ ∞∑
i,j=1
‖b(ε)ij ‖`p(S∗)
|Bij | 〈fkij`ij , y〉eij
∥∥∥
`p(S∗)
+
∥∥∥ ∞∑
i,j=1
‖b(ε)ij ‖`p(S∗)
|Bij | 〈fkijmij , y〉eij
∥∥∥
`p(S∗)
,
which, since (s∗j )∞j=1 is subsymmetric, gives us the following upper bound for ‖Qy‖`p(S∗):
Ks
∥∥∥ ∞∑
i,j=1
‖b(ε)ij ‖`p(S∗)
|Bij | 〈fkij`ij , y〉ei`ij
∥∥∥
`p(S∗)
+Ks
∥∥∥ ∞∑
i,j=1
‖b(ε)ij ‖`p(S∗)
|Bij | 〈fkijmij , y〉eimij
∥∥∥
`p(S∗)
.
Using ‖b
(ε)
ij ‖`p(S∗)
|Bij | ≤ 1, we obtain by unconditionality
‖Qy‖`p(S∗) ≤ 2KsKu‖y‖`p(S∗). (5.23)
One can easily verify that QB = Id`p(S∗), i.e. the diagram
`p(S∗)
Id`p(S∗) //
B $$
`p(S∗)
`p(S∗)
Q
::
(5.24)
is commutative. Consequently, B is an isomorphism onto its range, and its range
is complemented by BQ.
Step 3: Factorization of the identity. With i ∈ N fixed, observe that at
least one of the two following sets is infinite:
Ki = {j ∈ N : |〈b∗(ε)ij , T b(ε)ij 〉| ≥ 1}, Li = {j ∈ N : |〈b∗(ε)ij , (Id`p(S∗)−T )b(ε)ij 〉| ≥ 1}.
Thus, clearly one of the following two sets is infinite:
{i ∈ N : Ki is infinite} or {i ∈ N : Li is infinite}
If the left set is infinite, we denote it by I and we put Ji = Ki, i ∈ I as well as
H = T ; if the left set is finite, we denote the right set by I, and we define Ji = Li,
i ∈ I as well as H = Id`p(S∗)−T . In either of these two cases, we obtain that
I is infinite, Ji is infinite, i ∈ I and |〈b∗(ε)ij , Hb(ε)ij 〉| ≥ 1, i ∈ I, j ∈ Ji. (5.25)
Let Y = B(`p(S∗)) and define A : `p(S∗) → Y , y 7→ By. Thus, by (5.22), (5.23)
and (5.24), the following diagram is commutative:
`p(S∗)
Id`p(S∗) //
A

`p(S∗)
Y
Id`p(S∗)
// Y
Q|Y
OO
‖A‖‖Q|Y ‖ ≤ 4K3uK2s . (5.26)
Now, put K = {O≺(i, j) : i ∈ I, j ∈ Ji} and define P : `p(S∗)→ Y by
Py =
∑
k∈K
〈b∗(ε)k , y〉
〈b∗(ε)k , Hb(ε)k 〉
b
(ε)
k , y ∈ `p(S∗). (5.27)
Recall that at the beginning of the proof we identified b(ε)k with b
(ε)
k0k1
and b∗(ε)k with
b
∗(ε)
k0k1
, whenever O≺((k0, k1)) = k. Observe that by (5.25), unconditionality and the
definition of B and Q (see (5.21)), we obtain that
‖Py‖`p(S∗) ≤ 2Ku‖BQy‖`p(S∗)
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Combining the latter estimate with (5.22) and (5.23) yields
‖Py‖`p(S∗) ≤ 8K4uK2s‖y‖`p(S∗). (5.28)
A straightforward calculation shows that for all y =
∑
k∈K akb
(ε)
k ∈ Y , the
following identity is true:
PHy − y =
∑
k∈K
∑
`∈K:`<k
a`
〈b∗(ε)k , Hb(ε)` 〉
〈b∗(ε)k , Hb(ε)k 〉
b
(ε)
k +
∑
k∈K
〈
H∗b∗(ε)k ,
∑
`∈K:`>k a`b
(ε)
`
〉
〈b∗(ε)k , Hb(ε)k 〉
b
(ε)
k .
(5.29)
Since |〈b(ε)j , y〉| ≤ ‖b(ε)j ‖S‖y‖`p(S∗), we obtain |aj | ≤ ‖y‖`p(S∗). Hence, by (5.25)
and the off-diagonal estimate (5.14d), we obtain
∥∥∥∥∑
k∈K
∑
`∈K:`<k
a`
〈b∗(ε)k , Hb(ε)` 〉
〈b∗(ε)k , Hb(ε)k 〉
b
(ε)
k
∥∥∥∥
`p(S∗)
≤ 2‖y‖`p(S∗)
∑
k∈N
ηk. (5.30)
Using (5.25), (5.14b), (5.14a) and the other off-diagonal estimate (5.14e) yields
∥∥∥∥∑
k∈K
〈
H∗b∗(ε)k ,
∑
`∈K:`>k a`b
(ε)
`
〉
〈b∗(ε)k , Hb(ε)k 〉
b
(ε)
k
∥∥∥∥
`p(S∗)
≤ 2
∑
k∈K
ηk
∥∥∥ ∑
`∈K:`>k
a`b
(ε)
`
∥∥∥
`p(S∗)
.
(5.31)
By (5.21a), estimate (5.22) and by unconditionality, we obtain∥∥∥ ∑
`∈K:`>k
a`b
(ε)
`
∥∥∥
`p(S∗)
≤ 2K3uKs‖y‖`p(S∗).
The latter estimate together with (5.31) yields
∥∥∥∥∑
k∈K
〈
H∗b∗(ε)k ,
∑
`∈K:`>k a`b
(ε)
`
〉
〈b∗(ε)k , Hb(ε)k 〉
b
(ε)
k
∥∥∥∥
`p(S∗)
≤ 4K3uKs
∑
k∈K
ηk‖y‖`p(S∗). (5.32)
Recall that we put ηk = K−1u 4−k−1, k ∈ N, (see (5.10)). Combining the esti-
mates (5.30) and (5.32) with (5.29) yields
‖PHy − y‖`p(S∗) ≤ 13‖y‖`p(S∗), y ∈ Y. (5.33)
Let J : Y → `p(S∗) denote the operator given by Jy = y, then PHJ : Y → Y is
invertible by (5.33). Thus, if we define V = (PHJ)−1P , the following diagram is
commutative:
Y
IdY
,,
J

Y
Y
(PHJ)−1
;;
`p(S∗)
H
// `p(S∗)
P
bb V
OO
‖J‖‖V ‖ ≤ 12K4uK2s . (5.34)
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The operators J and V are both bounded, thus merging the diagrams (5.26)
and (5.34) yields the commutative diagram
`p(S∗)
M

Id`p(S∗) //
A

`p(S∗)
Y
IdY
,,
J

Y
Q|Y
OO
Y
(PHJ)−1
;;
`p(S∗)
H
// `p(S∗)
P
bb V
OO
N
YY
‖M‖‖N‖ ≤ 48K7uK4s . (5.35)
Step 4: `p(S∗) is primary. Let Q : `p(S∗)→ `p(S∗) denote a bounded projection.
Then by (5.9), we know that `p(S∗) is either isomorphic to a complemented sub-
space ofQ(`p(S∗)), or isomorphic to a complemented subspace of (Id`p(S∗)−Q)(`p(S∗)).
Moreover, since `p(S∗) is the `p-sum of a Banach space, `p(S∗) is isomorphic
to `p(`p(S∗)). Thus, by Pełczyński’s decomposition method (see [7]; see also [9,
II.B.24]), we obtain that eitherQ(`p(S∗)) is isomorphic to `p(S∗), or (Id`p(S∗)−Q)(`p(S∗))
is isomorphic to `p(S∗). 
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