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TOWARDS A QUANTUM LEFSCHETZ HYPERPLANE THEOREM IN
ALL GENERA
H. FAN AND Y.-P. LEE
Abstract. An effective algorithm of determining Gromov–Witten invariants of smooth hy-
persurfaces in any genus (subject to a degree bound (1)) from Gromov–Witten invariants of
the ambient space is proposed.
0. Introduction
0.1. A brief history. Let D ⊂ X be a smooth hypersurface in a smooth projective variety.
One important question in Gromov–Witten theory is to determine all genus Gromov–Witten
invariants of D by the invariants of X. An example is the quintic hypersurface in P4. In
genus 0, this relationship enters A. Givental’s mirror theorem (in for example [Giv96]) as a
key step to compute genus 0 invariants for the quintic 3-folds, or more generally semipositive
complete intersections in the projective spaces. This genus zero relationship has been further
generalized into the quantum Lefschetz hyperplane theorem in [Kim99,Lee01,CG07], relating
genus-0 Gromov–Witten theory of an ample hypersurface from the (twisted) theory of the
ambient space. One ingredient in this genus zero quantum Lefschetz hyperplane theorem
is the functoriality of virtual classes based on a classical idea in enumerative geometry and
proven in [Kon94,KKP03].
In high genus, a na¨ıve generalization of the main result in [KKP03] is not valid. That is,
the Gromov–Witten theories of hypersurfaces are very different from the twisted theories of
the ambient spaces. A simple example is a quartic curve in a quartic surface. Although there
is no completely satisfactory proposal of the quantum Lefschetz in higher genus, there have
been various approaches, most of which put a special focus on the quintic hypersurface of P4.
In genus 1, there are works in [Zin09,LK16] among others. In higher genus there is an ongoing
mixed spin P -field approach pioneered by H.-L. Chang, J. Li, W.-P. Li and C.-C. Liu in, e.g.,
[CLLL16,CGLZ17]. More recently, while this article was under preparation, S. Guo, F. Janda
and Y. Ruan in [GJR17] announced a new method which determines higher genus invariants of
quintic 3-folds via twisted invariants of the ambient space P4 plus some “effective invariants”
which are finite for a fixed genus. In the same paper the authors used this in genus 2 to
prove the BCOV holomorphic anomaly conjecture [BCOV94], and we expect it to be useful
in higher genus. There are other interesting works on quintic 3-folds including [GR16,GR17]
and many others. In general, the question remains: To what degree can the Gromov–Witten
invariants of a hypersurface of all genera be determined by those of the ambient space?
In this paper, we would like to propose a different method of computing the Gromov–
Witten invariants of a hypersurface. Although our current algorithm is subjected to a degree
bound (1), similar bounds also explicitly or inexplicitly appear in other works. For example,
[Wu17, Conjecture 1.5] proposed exactly the same bound in determining quintic invariants.
Meanwhile, in the work of [GJR17], 2g − 2 ≥ 5d appears as a condition of their effective
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invariants which are needed in computing the quintic invariants. We hope that this different
approach provides a new angle and might be of independent interest in Gromov–Witten
theory.
0.2. Weak form of the quantum Lefschetz hyperplane theorem. Let D ⊂ X be a
smooth hypersurface in a smooth projective variety X. Let ℓ ∈ NE(D) be an effective curve
class in D. We are only concerned about the cohomology insertions that are restrictions of
classes in X. We make the following definition.
Definition 0.1. Consider the morphism H∗(X)→ H∗(D) given by the restriction under the
inclusion of D into X. Denote its image as the following.
H∗(D)X = im(H
∗(X)→ H∗(D)).
We also make the following convention, which is consistent with all previous results on the
quantum Lefschetz hyperplane theorem.
Convention 1. When GW invariants of D is mentioned, we always refer to only invariants
whose cohomology insertions lie in H∗(D)X .
Now we are ready to present some consequences of the results in Section 1.2.
Theorem 0.2. When D is an ample hypersurface in X, the (descendant) Gromov–Witten
invariants of D for a fixed genus g0 (of any degree) are determined by GW invariants of X
and a finite number of GW invariants of D with g ≤ g0 and
(1) (ℓ,D) ≤ 2g − 2.
When D is an ample Calabi–Yau three-dimensional hypersurface in X, all descendant
Gromov–Witten invariants of fixed genus g and effective curve class ℓ ∈ NE(D) can be ex-
pressed in terms of (descendant) Gromov–Witten invariants of X and a finite number of
invariants of D
〈 〉Dg′,0,ℓ′ , for g
′ ≤ g, ℓ′ < ℓ, and (ℓ′,D) ≤ 2g′ − 2,
where 〈 〉Dg′,0,ℓ′ is the genus g
′, 0-pointed GW invariants on D with class ℓ′. In particular,
when D = Q is the quintic threefold in P4, and when g ≤ 3, the GW invariants of D are
completely determined.
This can be considered as a weak form of quantum Lefschetz hyperplane theorem in higher
genus. Previous results are all in genus zero, cf. [Kim99,Lee01,CG07] and genus one [Zin09].
The main technique in the proof of the above theorem is the virtual localization in an auxiliary
space X (introduced in Section 2.1).
Remark 0.3. Let us point our a few take-aways from our method.
(a) It confirms that, in principle, the traditional localization method of moduli of stable
maps is powerful enough to effectively determine Gromov–Witten invariants of a hy-
persurface assuming the knowledge of low-degree invariants (finitely many degrees if
the hypersurface is ample) for each genus.
(b) The localization formula can be naturally reorganized according to Givental’s tech-
nique (briefly discussed in section 3).
For example, since localization is also available in the symplectic geometric definition of
Gromov–Witten theory, (a) indicates that we have similar relations in the symplectic setting.
It might be possible that these results together with some deep symplectic geometric results
(e.g., [IP13]) can give us more insights in the algebraic setting.
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1. Statements of main results
1.1. Twisted Gromov–Witten invariants. We recall the definitions and set up the no-
tations of the twisted Gromov–Witten invariants. Let Y be a smooth projective variety, E
be a vector bundle over Y , and Mg,n(Y, β) be the moduli stack of stable maps from genus g,
n-pointed curves to Y with class β ∈ NE(Y ) in the Mori cone of curves. Let
ftn+1 :Mg,n+1(Y, β)→Mg,n(Y, β)
be the map forgetting the last marked point. It gives rise to a universal family overMg,n(Y, β).
Furthermore, the evaluation map of the last marked point
evn+1 :Mg,n+1(Y, β)→ Y
serves as the universal stable map over Mg,n(Y, β).
Given the setting, there is a C∗-action on E by scaling the fibers. Let λ be the corresponding
equivariant parameter. By projectivity of Y , there exists a two term complex of vector bundles
over Mg,n(Y, β)
0→ E0g,n,β → E
1
g,n,β → 0
representing the element R(ftn+1)∗ev
∗
n+1E ∈ D
b(Mg,n(Y, β)). Denote by Eg,n,β the two term
complex [E0g,n,β → E
1
g,n,β], on which there is a C
∗-action induced from the action on E. It is
easy to see that the equivariant Euler class of Eg,n,β
eC∗(Eg,n,β) :=
eC∗(E
0
g,n,β)
eC∗(E1g,n,β)
∈ H∗(Mg,n(X,β)) ⊗C C[λ, λ
−1]
is well defined.
The twisted Gromov–Witten invariants needed for this paper are of the following form:
〈ψk1α1, . . . , ψ
knαn〉
X,E
g,n,β :=
∫
[Mg,n(X,β)]vir
1
eC∗(Eg,n,β)
∪
n∏
i=1
ψkii ev
∗
i αi.
It’s an element in C[λ, λ−1].
Convention 2. We distinguish two types of the equivariant twisted invariants. When the
C
∗ acts on the fibers on E by “positive” scaling, sending a vector v to λv, we write E+ for
the equivariant bundle and use the notation .
〈· · · 〉X,E
+
g,n,β
for the corresponding equivariant twisted invariant. Similarly, 〈· · · 〉X,E
−
g,n,β stands for invariants
with inverse scaling action v 7→ λ−1v.
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1.2. Quantum Lefschetz. Let D ⊂ X be a smooth hypersurface in a smooth projective
variety X. Let
vdimD = vdim(Mg,n(D, ℓ)) = (1− g)(dim(D)− 3) + (ℓ,−KD) + n.
In N1(D), N1(X), we say ℓ ≥ ℓ
′ if ℓ−ℓ′ is effective. Here we abuse the notation and use ℓ, ℓ′ as
curve classes both in D and in X via pushforward. By classical Lefschetz hyperplane theorem,
when dimD > 2, H2(D) = H2(X) and not much information is lost by this identification.
Recall the notation in Definition 0.1.
Theorem 1.1. Let g ≥ 0, ℓ ∈ N1(D) such that 2g− 2 < (ℓ,D). Let α1, . . . , αn ∈ H
∗(D)X be
cohomology classes and a1, . . . , an ∈ N be nonnegative integers such that
n∑
i=1
(ai + deg(αi)) =
vdimD. There is a formula expressing the Gromov–Witten invariant
〈ψa1α1, . . . , ψ
anαn〉
D
g,n,ℓ
in terms of the following.
• Invariants of the form 〈ψk1α′1, . . . , ψ
kn′α′n′〉
D,O(D)+⊕O−
g′,n′,ℓ′ where g
′ ≤ g, ℓ′ < ℓ,
• Invariants of the form 〈ψk1α′1, . . . , ψ
kn′α′n′〉
X,O(−D)−
g′,n′,ℓ′ where g
′ ≤ g and ℓ′ ≤ ℓ.
• At most one invariant of the form 〈ψk1α′1, . . . , ψ
knα′n〉
X,O+
g,n,ℓ
The proof of this theorem will occupy the next section. We first explicate some conse-
quences here. Recall we adopt the Convention 1.
Corollary 1.2. When D is an ample hypersurface in X, the (descendant) Gromov–Witten
invariants of D for a fixed genus g0 (of any degree) are determined by GW invariants of X
and a finite number of GW invariants of D with g ≤ g0 and (ℓ,D) ≤ 2g − 2.
Proof. By Theorem 1.1, if (ℓ,D) > 2g − 2 it can be expressed in terms of the twisted in-
variants on X and the twisted invariants on D of lower inductive order. By the quantum
Riemann–Roch theorem in [CG07], the twisted invariants can be expressed in terms of ordi-
nary invariants of the same of lower inductive order. At the end of the recursive process, the
genus and degree bounds will be reached. Note that any insertion of 1 can be removed by the
string equation, and we assume henceforth no such insertion. Now, given g and ℓ, the virtual
dimension vdimD − n above is fixed. Therefore, there are only finite number of choices of
insertions for a given n. Indeed, when n >> 0, most of the insertions must be of degC = 1,
which can be removed by divisor and dilaton equations. Therefore, only a finite number of
GW invariants are needed. 
This can be considered as a weak form of quantum Lefschetz hyperplane theorem in higher
genus.
When D is a Calabi–Yau threefold, the relation between twisted and untwisted invariants
in D is especially simple.
Lemma 1.3. Suppose D is a Calabi–Yau threefold, the twisted invariants
〈ψa1σ1, . . . , ψ
anσn〉
D,O−⊕O(D)+
g,n,ℓ
can be determined by the invariant 〈 〉Dg,0,ℓ
TOWARDS QLHT IN ALL GENERA 5
Proof. Since the virtual dimension of Mg,n(D, ℓ) is n, it follows from the string equation,
dilaton equation, divisor equation and the projection formula that
〈ψa1σ1, . . . , ψ
anσn〉
D,O−⊕O(D)+
g,n,ℓ = Cg,n,ℓ(a, σ)〈 〉
D,O−⊕O(D)+
g,0,ℓ ,
where Cg,n,ℓ(a, σ) is a constant depending on g, n, ℓ, ai and σi via the above equations. The
explicit formula is given in Section 1.3.
It is not difficult to see that
(eC∗((O ⊕O(D))g,0,ℓ))
−1 = (−1)1−gλ2g−2−(ℓ,D)(1 +O(λ−1)).
Since dim([Mg,0(D, ℓ)]
vir) = 0 already, the only summand that contributes nontrivially to
the integral is the leading term (−1)1−gλ2g−2−(ℓ,D). As a result,
(2) 〈 〉
D,O−⊕O(D)+
g,0,ℓ = (−1)
1−g〈 〉Dg,0,ℓλ
2g−2−(ℓ,D).
This completes the proof. 
Note that the constant Cg,n,ℓ can be made explicit. We present it in the Section 1.3. In
this (CY3) case, Corollary 1.2 has an especially simple form.
Corollary 1.4. When D is an ample CY3 hypersurface in X, all descendant Gromov–Witten
invariants of fixed (g, n, ℓ) with 2g − 2 < (ℓ,D) in D can be expressed in terms of GW
invariants of X and a finite number of GW invariants of D
〈 〉Dg′,0,ℓ′ , for g
′ ≤ g, ℓ′ < ℓ, and (ℓ′,D) ≤ 2g′ − 2.
In particular, when D = Q is the quintic threefold in P4, and when g ≤ 3, the GW invariants
of D are completely determined.
Proof. The first part follows directly from Lemma 1.3. For the quintic case, (ℓ,D) ≥ 5
for ℓ 6= 0. and hence 2g − 2 < (ℓ,D) for g ≤ 3. Therefore, the GW invariants of D are
completely determined by those of P4, which in turn are completely determined. For example,
by results of Givental in [Giv01], all higher genus invariants of P4 are determined by genus
zero invariants. In genus zero, the J-function of P4 are known in [Giv96] and a reconstruction
theorem in [LP04b] completely determines all genus zero (decendant) invariants from the
J-function. 
Remark 1.5. Corollaries 1.2 and 1.4 are reminiscent of the holomorphic anamoly conjec-
ture of Bershadsky–Cecotti–Ooguri–Vafa [BCOV93,BCOV94]. The first step towards linking
these two will be a generating function formulation alluded in Remark ??(b) Indeed, the
recent remarkable result by Guo, Janda and Ruan [GJR17], posted while this paper was in
preparation, accomplished genus two case via a different method.
The main ingredient in formulating and proving Theorem 1.1 is the virtual localization
on the moduli of stable maps to an auxiliary (dim(X) + 1)-dimensional space X, defined in
Section 2.1.
1.3. Multiple point functions of Calabi–Yau threefolds. Now let D be any Calabi–Yau
threefold. As mentioned above, the virtual dimension of Mg,n(D, ℓ) is n. It follows that the
cohomology class insertions must be divisors. In this case, there is a closed formula for the
multiple point function in terms of 0-pointed invariants. Let H be any divisor in D. (In the
context of GW theory, one often has H =
∑
i t
ihi, where {hi} is a basis of H
2(D) and {ti}
the dual coordinates.)
6 H. FAN AND Y.-P. LEE
Proposition 1.6. Let D be a Calabi–Yau threefold. Fix integers N,n,m ≥ 0 such that
N ≥ n+m. Let∑
k1,...,km,
l1,...,ln
〈Hψk1 , . . . ,Hψkm , ψl1 , . . . , ψln , 1, . . . , 1〉Dg,N,dℓ
m∏
i=1
xkii
n∏
j=1
y
lj
j
=
n∑
p=0
(
p∏
r=1
(2g +m+ r − 4)
)
σp(y1, . . . , yn)(
m∑
i=1
xi +
n∑
j=1
yj)
N−m−p
(∫
ℓ
H
)m
Ng,ℓ
where
σp(y1, . . . , yn) =
∑
1≤j1<···<jp≤n
yj1 · · · yjp
is the p-th elementary symmetric polynomial,
∫
ℓH = (ℓ,H) the pairing, and
Ng,ℓ := 〈 〉
D
g,0,ℓ.
Proof. One can check that both sides satisfy the string, dilaton and divisor equations, which
then uniquely determines the function up to Ng,ℓ. 
The above formula can be used to organize invariants of the following form
〈
A+BH
w1 − ψ
, . . . ,
A+BH
wn − ψ
〉g,n,ℓ
which occur frequently in the virtual localization.
Corollary 1.7.
〈
t01 + t1H
1− z1ψ
, . . . ,
t01 + t1H
1− znψ
〉Dg,n,d
=Ng,d
∑
p+q+m=n
tp+q0
(∫
ℓ
H
)m
tm1
(2g +m+ p− 4)!
(2g +m− 4)!
·
(m+ q)!
m!q!
σp(z1, . . . , zn)
(
n∑
i=1
zi
)q
,
where m, p, q are nonnegative integers in the above formula, and by definition
(2g +m+ p− 4)!
(2g +m− 4)!
=
(
p∏
r=1
(2g +m+ r − 4)
)
.
2. Virtual localization on the master space
In this section, Theorem 1.1 is proved.
2.1. The master space and its fixed loci.
2.1.1. Compactified deformation to the normal cone. Define X to be the compactified defor-
mation to the normal cone as follows. Consider the product X ×P1. Pick two distinct points
on P1 and call them 0 and ∞, then
X = BlD×{0}X × P
1.
There is a birational morphism X→ X × P1, and it can be composed with projections to X
and P1. We denote the first composition by p : X → X and the second by π : X → P1. The
fiber
X0 := π
−1({0}) ∼= X ∪D PD(O ⊕O(D))
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is the union of X and PD(O ⊕O(D)). These two pieces glue transversally along the hyper-
surface D ⊂ X and the section
D ∼= PD(O(D)) ⊂ PD(O ⊕O(D)).
The following subvarieties of X will be used frequently.
• X∞ := π
−1({∞}) ∼= X;
• X0 is the irreducible component of X0 which is isomorphic to X;
• D0 := PD(O) ⊂ PD(O ⊕O(D)) ⊂ X0.
2.1.2. Fixed loci on X. One can put C∗ actions on the base P1 fixing 0 and ∞. There are
different choices and we need to fix one throughout this paper. We make the following
convention.
Convention 3. The C∗ action acts on the tangent space of 0 ∈ P1 with weight −1.
It induces a C∗ action on X × P1 by acting trivially on the first factor X. Since X is the
blow-up of a fixed locus, there is an induced C∗ action on X. This action acts trivially on X,
but scales on the fibers of the P1 fibration PD(O ⊕O(D)).
Under this C∗ action, the fixed loci are
(a)D0, (b)X0, (c)X∞,
and their normal bundles are
(a) ND0/X = OD(D) ⊕ OD with the induced C
∗ action of character 1 on OD(D) factor
and of character −1 on OD factor.
(b) NX0/X = OX(−D) with the induced C
∗ action of character −1 on the fibers.
(c) NX∞/X = OX with the induced C
∗ action of character 1 on the fibers.
We introduce the following notations for curve classes.
Definition 2.1. Let γ′, γ ∈ NE(X) such that
• γ denotes the pushforward of the the fiber class in the P1 bundle PD(O ⊕O(D));
• γ′ denotes the class of the strict transform of {p} × P1 ⊂ X × P1 where p 6∈ D.
Definition 2.2. • Let iX0 : X0 → X be the inclusion of X0.
• Let iD0 : D0 → X be the inclusion of D0.
Lemma 2.3.
N1(X) = (iX0)∗N1(X)⊕ Zγ ⊕ Zγ
′.
The proof is straightforward.
2.2. The decorated graphs. We recall the general framework of virtual localization. Let Y
be a smooth projective variety admitting an action by a torus T = (C∗)m. It induces an action
of T on Mg,n(Y, β) and on its perfect obstruction theory. Let Mα be the connected compo-
nents of the fixed loci Mg,n(Y, β)
T labeled by α with the inclusion iα : Mα →֒ Mg,n(Y, β).
The virtual fundamental class [Mg,n(Y, β)]
vir can be written as
[Mg,n(Y, β)]
vir =
∑
α
(iα)∗
[Mα]
vir
eT (Nvirα )
where [Mα]
vir is constructed from the fixed part of the restriction of the perfect obstruction
theory of Mg,n(Y, β), and the virtual normal bundle N
vir
α is the moving part of the two term
complex in the perfect obstruction theory of Mg,n(Y, β) restricted to Mα.
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In the following we apply the above localization to the case Y = X. Moreover, we make
the following convention.
Convention 4. We only consider Mg,n(X, β) such that β ∈ (iX0)∗N1(X) ⊕ Nγ throughout
the rest of the paper, with the only exception in Section ??.
Consider T = C∗ acting on X as described in Section 2.1.1. By analyzing the summands of
the virtual localization formula, one can index the fixed loci of Mg,n(X, β) by the decorated
graphs defined below.
Definition 2.4. A decorated graph Γ = (Γ, ~p, ~β,~s, ~χ) for a genus-g, n-pointed, degree β
C
∗-invariant stable map consists of the following data.
• Γ a finite connected graph, V (Γ) the set of vertices and E(Γ) the set of edges;
• F (Γ) = {(e, v) ∈ E(Γ)× V (Γ) | v incident to e} the set of flags;
• the label map ~p : V (Γ)→ {D0,X0,X∞};
• the degree map ~β : E(Γ) ∪ V (Γ)→ NE(X);
• the marking map ~s : {1, 2, . . . , n} → V (Γ) for n > 0;
• the genus map ~g : V (Γ)→ Z≥0.
They are required to satisfy the following conditions:
• V (Γ), E(Γ), F (Γ) determine a connected graph.
•
∑
e∈E(Γ)
~β(e) +
∑
v∈V (Γ)
~β(v) = β.
•
∑
v∈V (Γ)
~g(v) + h1(|Γ|) = g, where h1(|Γ|) is the “number of loops” of the graph Γ.
To simplify the notations, we will sometimes denote ~p(v), ~β(v), ~β(e), ~s(i), ~g(v) by pv, βv , βe, si, gv ,
respectively.
Let f : (C, x1, . . . , xn) → X be a C
∗ invariant stable map. We can associate a decorated
graph Γ to f as the following.
Vertices:
• The connected components in f−1(XT ) are either curves or points. Assign a vertex v
to a connected component cv in f
−1(XT ).
• Define pv = D0, X0 or X∞ depending on whether f(cv) ⊂ D0, X0 or X∞, respectively.
• When cv is a curve, define βv = f∗[cv] ∈ N1(X). When cv is a point, define βv = 0.
• When cv is a curve, define gv to be the genus of cv . When it is a point, define gv = 0.
• When the i-th marking lies in the component cv, we define si = v.
Edges:
• Assign each component of C −
⋃
v∈V (Γ)
cv an edge e. Let ce be the closure of the
corresponding component.
• Write βe = f∗[ce] ∈ N1(X). Due to Convention 4, βe is a multiple of γ. Write ke the
integer such that βe = keγ.
Remark 2.5. If the numerical class of f∗([C]) had nontrivial coefficient on ℓ
′, the assignment
of the graph would have involved a balancing condition on the nodes. See [FL16], or [MM15]
for details. This general case is not needed in this paper.
Definition 2.6. For our convenience, we introduce the following notations.
• Ev denotes the set of edges that are incident to v;
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• val(v) = |Ev| denotes the valence of v.
• nv is the number of markings on the vertex v.
Lemma 2.7. Suppose f∗([C]) = ℓ ∈ (iD0)∗N1(D). If there is one v ∈ V (Γ) such that
pv = X∞, then Γ is a graph with a single vertex and without any edge. The same conclusion
holds if there is one i such that psi = X∞. In particular, each graph we consider in the paper
is either a trivial one over X∞, or a bipartite graph with vertex components over D0 and X0.
Proof. This is due to the fact that the curve class βΓ has no horizontal l
′ components and is
connected. 
The fixed loci of Mg,n(X, β) can be grouped by the decorated graphs. Denote by MΓ
the union of fixed components parametrizing stable maps corresponding to Γ and by NvirΓ
the virtual normal bundle of MΓ. The next goal is to make the localization residue for
each MΓ more explicit. A few more definitions are introduced below, partially following
[Liu13, Definition 53].
Definition 2.8. A vertex v ∈ V (Γ) is called stable if 2gv − 2 + val(v) + nv > 0. Let V
S(Γ)
be the set of stable vertices in V (Γ). Let
V 1(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = 1, nv = 0},
V 1,1(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = nv = 1},
V 2(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = 2, nv = 0}.
The union of V 1(Γ), V 1,1(Γ), V 2(Γ) is the set of unstable vertices.
Definition 2.9. Define an equivalence relation ∼ on the set E(Γ) by setting e1 ∼ e2 if there
is a v ∈ V 2(Γ) such that e1, e2 ∈ Ev. Let E(Γ) := E/ ∼.
One easily sees that a class [e] ∈ E(Γ) consists of a chain of edges, say e1, e2, . . . , em such
that ei and ei+1 intersect at a vi ∈ V
2(Γ). There are also two vertices v0 ∈ e1 and vm ∈ em
such that v0, vm 6∈ V
2(Γ).
Definition 2.10. Define V in[e] = {v1, . . . , vm−1} and V
end
[e] = {v0, vm}.
Definition 2.11. DefineE
leg
(Γ) to be the set of edge classes [e] ∈ E(Γ) such that V end[e]
⋂
V 1(Γ) 6=
∅ or V end[e]
⋂
V 1,1(Γ) 6= ∅.
Definition 2.12. V D0(Γ) := {v ∈ V (Γ) | pv = D0} and V
P (Γ) := {v ∈ V (Γ) | pv = X0}.
Definition 2.13. Define V D0,S[e] = V
D0(Γ) ∩ (V in[e] ∪ (V
end
[e] ∩ V
S(Γ))). In other words, they
are all the D0 vertices on the chain [e] except for unstable ones at the two ends. Similarly,
we define V X0,S[e] = V
X0(Γ) ∩ (V in[e] ∪ (V
end
[e] ∩ V
S(Γ))).
Definitions 2.8-2.13 are artificially introduced mostly because we want to label certain
terms in the virtual localization formula later.
2.3. Recursion. In this subsection we derive the recursion formula which yields Theorem 1.1.
The idea is to consider equivariant Gromov–Witten invariants on X which on the one hand
vanish by dimension reason, and on the other hand provide relations among invariants on D
and (twisted) invariants on X thanks to the localization formula. Here we note that each
fixed locus in X is either isomorphic to D or X. Our claim is that, by carefully choosing
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the ingredients, one can obtain a set of relations which completely determine invariants on D
from those on X.
Let ℓ ∈ NE(D) be an effective curve class. Recall that
vdimD = vdim(Mg,n(D, ℓ)) = (1− g)(dim(D)− 3) + (ℓ,−KD) + n.
We can similarly denote
vdimX = vdim(Mg,n(X, (iD0)∗ℓ)) = (1− g)(dim(X) − 3) + (ℓ,−KD) + (ℓ,D) + n.
Let α1, . . . , αn ∈ H
∗(D)X be cohomology classes and a1, . . . , an ∈ N be nonnegative integers
such that
n∑
i=1
(ai + deg(αi)) = vdimD. By localization theorem, we can find a lifting of
cohomology classes α˜1, . . . , α˜n ∈ H
∗
C∗
(X) such that i∗D0α˜i = αi. Fix such a lifting and consider
the invariant
(3) 〈ψa1 α˜1, . . . , ψ
an α˜n〉
X
g,n,(iD0 )∗ℓ
.
For virtual dimension reason, we have
Lemma 2.14. If 2(g − 1) < (ℓ,D), 〈ψa1 α˜1, . . . , ψ
an α˜n〉
X
g,n,(iD0)∗ℓ
= 0.
The virtual localization formula states that
〈ψa1 α˜1, . . . , ψ
an α˜n〉
X
g,n,(iD0)∗ℓ
=
∑
Γ
ContΓ,(4)
where ContΓ is the localization residue associated with the fixed locusMΓ whose closed points
are invariant stable maps assigned corresponding to the graph Γ. We can separate graphs
with 1 vertex and graphs with more than 1 vertices.
〈ψa1 α˜1, . . . , ψ
an α˜n〉
X
g,n,(iD0)∗ℓ
=
∑
|V (Γ)|=1
ContΓ +
∑
|V (Γ)|>1
ContΓ.
This formula can be made more explicit as the following.
〈ψa1 α˜1, . . . , ψ
an α˜n〉
X
g,n,(iD0)∗ℓ
=〈ψa1α1, . . . , ψ
anαn〉
D,O−⊕O(D)+
g,n,ℓ + 〈ψ
a1 α˜1|X∞ , . . . , ψ
an α˜n|X∞〉
X,O+
g,n,ℓ +
∑
|V (Γ)|>1
1
Aut(Γ)

 ∑
{i[e]}[e]∈E(Γ)\Eleg(Γ)
∏
v∈V S(Γ)
〈. . . 〉pv,Evgv,val(v),βv

 ,
(5)
where the sum ranges over all decorated graphs of genus g, degree ℓ with n markings. A few
explanations about the notations are in order:
(a) In “〈. . . 〉pv,Evgv,val(v),βv”, when pv = D0, the twisting bundle Ev = O
− ⊕ O(D)+. When
pv = X0, Ev = O(−D)
−. pv won’t be X∞ in this summation by Lemma 2.7.
(b) Let {Ti} be a C-basis of H
∗(D;C) and {T i} the dual basis. In the summation, each
i[e] in {i[e]}e∈E(Γ)−Eleg(Γ) determines an element Ti[e] in the basis {Ti}. And we run
over all basis for each edge class in E(Γ)− E
leg
(Γ).
(c) 〈. . . 〉pv,Evgv,val(v),βv is formulated according to the following rules. For the i-th marking,
the class ψaiαi|psi is inserted into 〈. . . 〉
psi ,Esi
gsi ,val(si),βsi
as long as si 6∈ V
1,1(Γ). For each
[e] ∈ E¯(Γ), insertions are added according to the following rules.
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Notations:
• For any [e] ∈ E(Γ), let v+ and v− be the two vertices in V
end
e (whichever to be v+, v−
is arbitrary).
• Define ι+ to be the inclusion ι+ : D → X if pv+ = X0, or the identity map ι+ : D → D
if pv+ = D0. ι− is defined in the same way according to pv− .
• Let e+(e− resp.) be the edge in the class [e] that contains v+(v− resp.).
• For a vertex v, define δv to be 1 if pv is D0, and −1 if it is X0.
Rules: For each edge class [e] ∈ E(Γ), an insertion is added into 〈· · · 〉
pv+ ,Ev+
gv+ ,val(v+),βv+
and
〈· · · 〉
pv− ,Ev−
gv− ,val(v−),βv−
factor for each v+, v− as long as it is a stable vertex. These insertions are
explicitly described below.
• Suppose one of v+ and v− is in V
1(Γ). Say v− ∈ V
1(Γ). Then
(ι+)∗
(
1
ke−
·
Edge(Γ, [e])
δv+(λ+D)/ke+ − ψ
)
is inserted into the summand 〈· · · 〉
pv+ ,Ev+
gv+ ,val(v+),βv+
.
• Suppose one of v+ and v− is in V
1,1(Γ). Say v− ∈ V
1(Γ) and the marking on v− is
the i-th marking of Γ. Then
(ι+)∗
((
δv−(λ+D)/ke−
)ai αi|psi
δv−(λ+D)
·
Edge(Γ, [e])
δv+(λ+D)/ke+ − ψ
)
is inserted into the summand 〈· · · 〉
pv+ ,Ev+
gv+ ,val(v+),βv+
.
• Suppose otherwise. An insertion
(ι+)∗
(
Edge(Γ, [e])Ti[e]
δv+(λ+D)/ke+ − ψ
)
should be placed in the summand 〈· · · 〉
pv+ ,Ev+
gv+ ,val(v+),βv+
. In the meantime an insertion
(ι−)∗
(
T i[e]
δv−(λ+D)/ke− − ψ
)
should be placed in the 〈· · · 〉
pv− ,Ev+
gv− ,val(v−),βv−
summand.
This Edge(Γ, [e]) can be computed in our case.
Edge(Γ, [e]) =
1
ke
(−λ)
|V
D0,S
[e]
|
D
|V
X0,S
[e]
|
∏
v∈V in
[e]
( ∑
e′∈Ev
δv(λ+D)
2
ke′
) ∏
e∈[e]
ke−1∏
m=1
(
−λ+
m
ke
(λ+D)
)
(−1)ke−1
[
ke−1∏
m=1
m
ke
(λ+D)
]2 .
2.3.1. Conclusion of proof. When |V (Γ)| = 1, the two possible graphs are pv = D0 and
pv = X∞ where v is the unique element in V (Γ). These two cases correspond to the two
summands in the first line of the right hand side of (5)
〈ψa1α1, . . . , ψ
anαn〉
D,O−⊕O(D)+
g,n,ℓ + 〈ψ
a1 α˜1|X∞ , . . . , ψ
an α˜n|X∞〉
X,O+
g,n,ℓ
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To obtain the form of the Theorem 1.1, we notice that
〈ψa1α1, . . . , ψ
anαn〉
D,O−⊕O(D)+
g,n,ℓ = (−1)
1−g〈ψa1α1, . . . , ψ
anαn〉
D
g,n,ℓλ
−2+2g−(ℓ,D).
The reason is the following. As part of the assumption, we already have
n∑
i=1
(ai + deg(αi)) =
vdimD. We know the twisting
1
eC∗(Og,n,ℓ ⊕O(D)g,n,ℓ)
= λ−2+2g−(ℓ,D) + . . . .
But there is no room for the lower degree terms to come into play. In equation (5), one can
easily verify that all other terms are lower order terms as described in Theorem 1.1. This
concludes the proof of Theorem 1.1.
2.4. An Example. Let D be P1 and X be P2. D embeds into X as a line. Consider ℓ to be
the degree 1 class in D. Applying equation (5), we get the following.
(6) 〈 〉D0,0,1λ
−3 = 〈 〉P
2,O+
0,0,1 + (lower order terms).
Denote the hyperplane class in P2 by H. One easily finds out that the lower order terms
consists of
(7) 〈
H
−λ− ψ −H
〉
P2,O(−1)−
0,1,1 .
Expand the geometric series
H
−λ− ψ −H
= −
H
λ
(
1−
ψ +H
λ
+
(
ψ +H
λ
)2
+ . . .
)
.
By counting the virtual dimension, the only nonzero term is
−〈
H(ψ +H)2
λ3
〉
P2,O(−1)−
0,1,1 .
One expands to get
−〈
Hψ2 + 2H2ψ
λ3
〉
P2,O(−1)−
0,1,1 .
Since h0(P1,O(−1)) = h1(P1,O(−1)) = 0, the above is nothing but an untwisted invariant.
One expand to get
−〈Hψ2〉P
2
0,1,1λ
−3 − 2〈H2ψ〉P
2
0,1,1λ
−3.
Writing out the small J-function for P2, one gets
〈Hψ2〉P
2
0,1,1 = −3, 〈H
2ψ〉P
2
0,1,1 = 1.
Plugging everything into Equation (6), one computes 〈 〉D0,0,1 = 1 which is exactly what we
expect.
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3. Towards a generating function formulation
In this section, a generating function formulation of Theorem 1.1 in the case of D = Q,
the quintic hypersurface in X = P4, is sketched.
It should be possible to organize the recusion (5) for general pair of (X,D) into a more
useful form using generating functions. An interesting and simplifying situation is when D
is a Calabi-Yau hypersurface of dimension 3, when the notations are greatly simplified. Here
we consider the case when X = P4 and D = Q the quintic hypersurface. It is our hope
that by reorganizing our relations in terms of generating functions, the partition function Fg
might be expressed in terms of Fg′ with g
′ < g (mod finitely many low degree terms). In this
section, we would like to demonstrate the generating function form of Equation (5) under this
specific quintic 3-fold case. The general case should work similarly. This formulation follows
Givental’s approach [Giv01b,Giv01]. (See also [LP04].)
3.1. A sketch of formulation. We present the sketch of generating function formulation in
this subsection. While some ingredients can be computed explicitly here, like the hypertail
contribution at Q0, others haven’t been done yet. The I-function and the hypertail contribu-
tion at Q0 will be computed later in section 3.2 and 3.3. These explicit computations are also
used in demonstrating the fact that the degree bound (1) cannot be improved, as is discussed
in Section A.3.
Let us introduce the following notations
〈〈α1, . . . , αn〉〉
Q
g (t) =
∑
d>0
∞∑
n=0
1
m!
〈α1, . . . , αn, t, . . . , t〉
Q
g,n+m,dlq
dl,
〈〈α1, . . . , αn〉〉
X,O(−5)−
g (t) =
∑
d>0
∞∑
n=0
1
m!
〈α1, . . . , αn, t, . . . , t〉
X,O(−5)−
g,n+m,dl′ q
dl′ .
Let SX(t) be a linear operator on H∗(X) defined as follows.
SX(t, z)T = T +
∑
d1>0,d2≥0
qd1l
′+d2γ
〈〈
T
z − ψ
, Tα
〉〉X
0,d1l′+d2γ
Tα.
The big J-function JX(t) is defined as
JX(t, z) = 1 + (SX(t, z)(Tα), 1)XTα,
where (, )X is the intersection pairing on X. Also let V
X(t, w, z) be a bilinear pairing onH∗(X)
as follows.
V X(t, w, z)(T1, T2) =
(T1, T2)
w + z
+
∑
d1>0,d2≥0
qd1l
′+d2γ
〈〈
T1
w − ψ
,
T2
z − ψ
〉〉X
0,d1l′+d2γ
.
We have the standard fact that
V X(t, w, z)(T1, T2) =
(
S(t, w)T1, S(t, z)T2
)
w + z
.
We make the following definitions.
Definition 3.1. (a) tQ0 = [zJ
X(t = 0, z) − z]+|Q0 , tX0 = [zJ
X(t = 0, z) − z]+|X0 .
(b) tˆQ0(T ) = [S
X(t = 0, z)T ]+|Q0 , tˆX0(T ) = [S
X(t = 0, z)T ]+|X0 .
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(c) E(w, z;T1, T2) = [V
X(t = 0, w, z)(T1 , T2)]
z,w
+ .
Here [· · · ]z,w+ means keeping only the w
azb terms with a, b ≥ 0 while expanded as z/λ,w/λ
series (the (T1, T2)/(w + z) term is also thrown away).
We call tQ0 , tX0 the hypertail contributions at Q0 and X0, respectively.
Remark 3.2. The I-function is calculated in Section 3.2 and the restriction of small JX to
Q0 can be explicitly read off from the I-function. tQ0 is therefore calculated in Section 3.3.
In principle, all hypertails can be computed. But it is unclear to us whether it can be made
explicit.
Since localization formula is homogeneous in λ, we will set λ = 1 for simplicity. Let Ω be
the set of genus g stable graphs, and Γ0 the stable graph with one single genus g vertex. To
make the text more readable, only in equation (8) (9), we abuse the notation by temporarily
• write 〈〈· · · 〉〉Qg instead of 〈〈· · · 〉〉
Q
g (t = tQ0(−ψ)), and
• write 〈〈· · · 〉〉
X,O(−5)−
g instead of 〈〈· · · 〉〉
X,O(−5)−
g (t = tX0(−ψ)).
Now with these definitions, we can apply localization formula to the following generating
series. ∑
d1>0,d2≥0
qd1l
′+d2γ〈 〉g,0,d1l′+d2γ
=
∑
d≥0
〈 〉X,O
−
g,0,dl q
dl + (−1)1−g 〈〈 〉〉Qg + 〈〈 〉〉
X,O(−5)−
g +
∑
Γ∈Ω
Γ 6=Γ0
∑
{ie}e∈E(Γ)
{ae,be}e∈E(Γ)
∏
v∈V (Ω)
(
(−1)1−gv 〈〈· · · 〉〉Qgv + 〈〈· · · 〉〉
X,O(−5)−
gv
)
.
(8)
Here the term
∑
{ie}e∈E(Γ)
{ae,be}e∈E(Γ)
∏
v∈V (Ω)
(
(−1)1−gv 〈〈· · · 〉〉Qgv + 〈〈· · · 〉〉
X,O(−5)−
gv
)
is defined by packaging
the insertion rules in equation (5). The explanation will be similar to the one in equation (5).
The text will be unnecessarily long but the idea is very straightforward. Therefore, instead
of explaining it into every detail, we would like to demonstrate how to write this term in the
case when Γ consists of two vertices of genus g1 and g2, respectively. Let {T1, . . . , TN} be a
basis of H∗(X) and {T 1, . . . , TN} its dual basis.
Example 3.3. Suppose Γ consists with two vertices of genus g1 and g2 with an edge con-
necting them. This last summand can be written as the following.∑
N≥i≥1
a,b∈Z≥0
[E(w, z;Ti, T
i)]wazb
(
(−1)1−gv
〈〈
(−ψ)aT i|Q0
〉〉Q
gv
+
〈〈
(−ψ)aT i|X0
〉〉X,O(−5)−
gv
)
(
(−1)1−gv
〈〈
(−ψ)bTi|Q0
〉〉Q
gv
+
〈〈
(−ψ)bTi|X0
〉〉X,O(−5)−
gv
)(9)
If there are more edges, the matching of insertions should be made similarly. An easy
implication of our Theorem 1.1 is that
∑
d1>0,d2≥0
qd1l
′+d2γ〈 〉g,0,d1l′+d2γ do not have those terms
where 2− 2g + 5d1 + d2 > 0. Hence[ ∑
d1,d2≥0
qd1l
′+d2γ〈 〉g,0,d1l′+d2γ
]
2−2g+5d1+d2>0
= 0,
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where [· · · ]2−2g+5d1+d2>0 means we truncate the series leaving the q
d1l′+d2γ terms such that
the inequality holds. The truncation can often be ignored in low genus. For example when
g = 2, 3, we can simply say ∑
d1>0,d2≥0
qd1l
′+d2γ〈 〉g,0,d1l′+d2γ = 0.
On the other hand, the genus g quintic partition function is already all collected in one of the
summands on the right hand side of equation (8). By string/dilaton/divisor equations, the
summand 〈〈 〉〉Qg (t = tQ0(−ψ)) can be reduced into a variation of quintic partition function in
the following form.
(10) 〈〈 〉〉Qg (t = tQ0(−ψ)) =
∑
d≥0
Fd,g(q
l′ , qγ)〈 〉Qg,0,d.
Fd,g(q
l′ , qγ) is computed in equation (21) in the Appendix and simplified in section A.2.
We believe equation (8) could shed some light into describing the quintic partition functions.
But it requires more talented people to provide new inputs into this computation, especially
regarding how to understand the generating series 〈〈· · · 〉〉
P4,O(−5)−
g .
3.2. The I-function of X. We demonstrate the calculation of the equivariant small I-
function and J-function of X in this subsection. The big I-function (and hence J-function in
principle) are also computable, but are far more complicated.
Recall X has a map to P4 × P1, and the C∗ action is a lifting from an action on P4 × P1.
The C∗ acts on P4 trivially. But a λ ∈ C∗ acts on P1 by sending [x : y] to [x : λy] (Suppose
[0 : 1] is our 0 ∈ P1). The equivariant cohomology on P1 has the presentation
H∗C∗(P
1) = C[h, λ]/(h − λ)h.
Denote H the pullback of the hyperplane class in P4, and E the (equivariant) exceptional di-
visor in X. Notice that one can realize X as an equivariant hypersurface in PP4×P1(O(−KP4)⊕
O(h)). By a slight abuse of notation, O(−KP4) and O(h) are pulled-back from P
4 and P1,
respectively. Under this embedding, equivariant divisor X is of class −KP4 + h+OP (1).
Denote D by Q, D0 by Q0 and introduce the following notations:
• l ∈ NE(X) is the line class supporting on Q0;
• l′ ∈ NE(X) is the line class supporting on X0.
It is easy to see that the Mori cone is generated by l′, γ and γ′ (defined in Definition 2.1) and
l = l′ + 5γ. We write
β = d1l
′ + d2γ + d3γ
′ = d1l+ (d2 − 5d1)γ + d3γ
′.
It follows from the results of Givental [Giv97] that the small I-functions of GW theory of
hypersurfaces in smooth toric varieties can be written down explicitly
IX = eP/z
∑
β
qβe(β,P )Iβ ,
Iβ =
d2∏
m=1
(−E + 5H − λ+ h+mz)
d1∏
m=1
(H +mz)5
d2−5d1∏
m=1
(−E − λ+ h+mz)
d2−d3∏
m=1
(−E + 5H +mz)
d3∏
m=1
(h− λ+mz)
d3∏
m=1
(h+mz)
,
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where P = t01+ t1H+ t2E+ t3h is a general element in H
≤2(X). We use the convention that
I0 = 1, 1/(−n)! = 0 when n is a positive integer, and
1
d∏
m=1
(P +mz)
:=
0∏
m=−∞
(P +mz)
d∏
m=−∞
(P +mz)
.
To obtain the J-function [Giv97], we need to perform the mirror transformation. The
summand that has nonzero coefficient of 1/z is when d1 = 0, d2 = 1, d3 = 0 or d2 = 0, d3 =
0 with d1 being arbitrary. If we only restrict to the curve classes β = d2γ, the mirror
transformation can be read off from the 1/z coefficient of the following.
qγeP/z+t1−t2
−E + 5H − λ+ h+ z
(−E − λ+ h+ z)(−E + 5H + z)
= qγeP/z+t1−t2
(
1/z +O(1/z2)
)
.
Therefore the mirror transformation takes t0 to t0 + q
γet1−t2 , and we get the restricted J-
function as follows
JX(d1 = d3 = 0) = e
(−qγet1−t2 )/zIX(d1 = d3 = 0).
This will be made explicit in the next section.
3.3. The hypertail tQ0. In this subsection, we show how to calculate the hypertail contri-
butions and explicitly compute its restriction to Novikov variables qkγ . Firstly, we recall that
in the present setting, the C∗ fixed points consist of three components: Q0, X0 and X∞. We
are interested in the hypertail associated to Q0.
Recall the following definition tQ0 =
[(
zJX(t = 0, z)
)
|Q0 − z
]
+
, where [· · · ]+ is the power
series trunction in z.
A few explanatory remarks are in order. The divisors restrict to Q0 as follows
E|Q0 = −λ, E|X0 = 5H, h|Q0 = 0, h|X0 = 0.
By a slight abuse of notation, we denote H|Q0 as H. Furthermore, the “gamma” factors in
the denominator of the J-function expand according to the following rules extracted from the
localization. When there is no λ in the factor, it expands as a power series in z−1
1
d∏
m=1
(P +mz)
=
(
1
d!zd
)
1
d∏
m=1
(1 + Pmz )
and (1 + Pmz ) then expands as geometric series in z
−1. If it involves λ, then it expands in
power series in z and λ−1. For example,
1
d∏
m=1
(P + λ+mz)
=
1
d∏
m=1
(λ+mz)
1
d∏
m=1
(1 + Pλ+mz )
and (1 + 1λ+mz ) then expands as geometric series in z.
We now explain the geometric meaning of the hypertail contribution. Without loss of
generality, we set all ti = 0. (The values can be reconstructed from the string and divisor
TOWARDS QLHT IN ALL GENERA 17
equations.) By [Bro09] or [FL16] the Laurent series expansion in 1/z (power of z is bounded
below, but unbounded above) of JX|Q0 , we have
(11) JX|Q0 = 1 +
tQ0(z)
z
+
∑
d>0,n
qdl
n!
Tα
〈
Tα
z(z − ψ)
, tQ0(−ψ), . . . , tQ0(−ψ)
〉Q
0,n+1,dl
,
where tQ0(z) is a series in z and Novikov variable q
l. More precisely, tQ0(z) is a partial sum
of the localization formula for the function
zJX − z =
∑
d1≥0,d2≥0
qd1l
′+d2γTα
〈
Tα
z − ψ
〉X
0,1,d1l′+d2γ
,
summing only over the graphs such that
(a) first marking lies on a vertex v over Q0 of degree 0 genus 0;
(b) there is a single edge coming out of vertex v.
Geometrically, tQ0 is a sum of tail contributions emanating from the vertex Q0, and thus
named.
Example 3.4. Let’s take d1 = 0.
(12) J0 := J
X(ti = 0, q
l = 0)|Q0 = e
−qγ/z
∑
d2≥0
qd2γ
d2∏
m=1
(5H +mz)
d2∏
m=1
(mz)
d2∏
m=1
(5H + λ+mz)
.
One can thus read off the corresponding hypertail contribution by multiplying z and take a
truncation for positive power terms. For example when d2 = 1, the corresponding hypertail
contribution is
5H + z
5H + λ+ z
− 1 =
−λ
5H + λ+ z
,
where the denominator is expanded as a z-series. When d2 = 2, the corresponding hypertail
contribution is [
1
z
(
1
2
−
5H + z
(5H + λ+ z)
+
(5H + z)(5H + 2z)
2(5H + λ+ z)(5H + λ+ 2z)
)]
+
,
where [ ]+ is the truncation to get the positive power terms. In this case, one can check by
hand that it’s the sum of two graphs: one with a degree 2 edge and one with two consecutive
degree 1 edges.
Example 3.5. It is not completely obvious how to handle directly genus 0 degree 1l local-
ization computation via summation over graphs due to the complexity of the arrangement
of 5 fiber classes. Using the hypertails to compute it is relatively easy. First, we extract the
coefficients of qd2γ in tQ0(z) for d2 ≤ 5 (via computers). Then, we are left to determine the
following expression [∑
n≥0
1
n!
〈tQ0(−ψ), . . . , tQ0(−ψ)〉
P4,O(−5)−
0,n,1
]
q5γ
.
It can be easily done by imposing the (C∗)5 action on P4 and using localization. Our Maple
program successfully returns 2875 as the answer. In principle, one can write a program to
compute twisted invariants of P4 and use this method to get other low degree/genus quintic
invariants.
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The hypertails tQ0 and tX0 can be computed, and will enter as a component in the gener-
ating function formulation later. Below we write down the case where d3 = 0 explicitly for
tQ0 . The general case can be done similarly, but the formulas are more complicated.
Definition 3.6. Define Hk =
k∑
i=1
1/i to be the harmonic series.
Proposition 3.7. Set qγ
′
= 0 (d3 = 0). Then we have
tQ0(q
γ′ = 0) =
∞∑
m=1
1
λ+mz
∑
d1≥0,d2≥m
qd1l
′+d2γ
λd2−2
A1(d1, d2,m)
−H ·
∞∑
m=1
1
λ+mz
∑
d1≥0,d2≥m
qd1l
′+d2γ
λd2−1
5A2(d1, d2,m)
−H ·
∞∑
m=1
1
(λ+mz)2
∑
d1≥0,d2≥m
qd1l
′+d2γ
λd2−2
5A1(d1, d2,m) +O(H
2),
(13)
where
A1(d1, d2,m) =
(
5d1
d2 −m
)
(−1)d2−m−1md2−2
(d1!)5(d2 − 5d1)!
,
A2(d1, d2,m) =
(5d1)!
(d1!)5
(−1)d2−m−1md2−1
(
C(d1, d2,m)
(m− 1)!
+
(d2 − 2−mHd1)
m!(d2 −m)!
(
m
d2 − 5d1
))
,
C(d1, d2,m) =
d2−m∑
i=0
(−1)i
i!
(
d2 − i
5d1
)
Hd2−i
(d2 − i−m)!
.
Here we use the convention that
(
a
b
)
= 0 if b > a and 1n! = 0 when n is negative.
Proof. Recall the explicit form of the I-function from Section 3.2. Also recall that its 1/z
term consists of two parts:
(a) qγeP/z+t1−t2/z;
(b) Terms associated to Novikov variables qd1l
′
(i.e., where d2 = d3 = 0).
Part (b) appears because of the following hypergeometric factor.
∏0
m=−∞(−E − λ+ h+mz)∏−d1
m=−∞(−E − λ+ h+mz)
.
However we are only concerned with the hypertail contribution at Q0. Since E|Q0 = λ, h|Q0 =
0, part (b) vanishes for IX|Q0 , and we can compute the restriction of J-function using only
(a).
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The computation is straightforward. We roughly sketch the methods and leave the details
to the readers. It’s easy to see that
JX|Q0 = e
−qγ/z
∑
d1,d2≥0
qd1l
′+d2γ
d2∏
m=1
(5H +mz)
d1∏
m=1
(H +mz)5
d2−5d1∏
m=1
(mz)
d2∏
m=1
(5H + λ+mz)
= e−q
γ/z
∑
d1,d2≥0
qd1l
′+d2γ
d2!
(d1!)5(d2 − 5d1)!
(
1 + 5H
(
Hd2 −Hd1 −
d2∑
m=1
1
λ+mz
))
d2∏
m=1
(λ+mz)
.
(14)
We expand e−q
γ/z =
∞∑
i=0
(
−qγ
z
)i
/i!. Recall that tQ0 = [zJ
X(ti = 0) − z]+. Our general
strategy is the following. Suppose A(z) is a power series in z. Notice[
1
z
A(z)
]
+
=
A(z)−A(0)
z
.
Therefore, we can simply regard each 1/z as such a difference operator. Its effect on a general
power series is complicated. But note that the effect of 1/z on
1
λ+mz
is just a multiplication
by scalar as follows. [
1
z
·
1
λ+mz
]
+
=
−m
λ
·
1
λ+mz
.
If we expand the summands into partial fractions, we can easily apply these difference operator
and finish our computation. This can be done by Lagrange interpolation. For example,
1
d2∏
m=1
(λ+mz)
=
d2∑
m=1
1
λ+mz
·
1∏
j 6=m
(λ− jλ/m)
=
d2∑
m=1
1
λ+mz
·
(−1)d2−mmd2−1
(m− 1)!(d2 −m)!λd2−1
.
(15)
Along this line, one will apply e−q
γ/z on the elementary fractions. We would like to note that
in the middle of the computation, it will involve the following elementary lemma.
Lemma 3.8.
a∑
i=0
(−1)i
(
a
i
)(
b− i
c
)
=
(
b− a
b− c
)
.
There are various proofs of this lemma. For example, one can use the standard generating
function technique in combinatorics. We omit the details. The rest of the computation is
routine. 
In the appendix, we will calculate the FK,d,g, which uses only tQ0(q
l′ = 0).
20 H. FAN AND Y.-P. LEE
Corollary 3.9.
tQ0(q
l
′
= 0) =
∞∑
m=1
(
−mm−2qmγ
(m− 1)!λm−2(λ+mz)
− 5H ·
5mm−2qmγ
(m− 1)!λm−2(λ+mz)2
−
5H
λ+mz
·
(
5mm−2(mHm −m− 2)q
mγ
(m− 1)!λm−1
+
gm(mq
γ/λ)
λ
))
,
(16)
where gm(z) =
∑
i>m
zi
i!(i −m)
.
Appendix A. On the degree bound
by H. Fan, Y.-P. Lee and E. Schulte-Geers
As mentioned in the Introduction, our results on the quantum Lefschetz are subjected to
a degree bound (1). In this appendix, we give strong evidences that the degree bound cannot
be improved using the method discussed in this paper. Curiously, using a different approach,
the authors in [GJR17] also arrived at the same range of indeterminacy in the special case of
Calabi–Yau threefolds.
In this appendix, we discuss the special case ofX = P4 andD = Q the quintic hypersurface.
In our proof of Theorem 1.1, we uses only curve classes ℓ ∈ NE(D) → NE(X), and the
resulting degree bound is of the form 2g−2 < (ℓ.D). It turns out that the same degree bound
remains even if a general curve class β ∈ NE(X) is used. This conclusion will be discussed in
Section A.3.
We use the following notation. When discussing Gromov–Witten invariants of Q or P4,
since their Mori cones are one-dimensional, we only write a curve class as an integer d to
indicate d times of their generators. For example, 〈· · · 〉Qg,n,d.
Let’s shift our attention back to equation (3). In quintic case, we only need to consider
〈 〉Xg,0,dl =
∫
[Mg,0(X,dl)]vir
1.
If 5d < 2g − 2, Lemma 2.14 fails. It appears to be remedied by considering the curve class
dl + Kγ instead of dl for a sufficiently large integer K. By a standard virtual dimension
computation, we have
Lemma A.1. vdim(Mg,0(X, dl +Kγ)) = 5d+ 2− 2g +K.
Therefore when 5d+ 2− 2g +K > 0,∫
[Mg,0(X,dl+Kγ)]vir
1 = 0.
Similar as before, we are left to analyze the graph sum. The leading term is the sum of graphs
where there is a vertex over the quintic having the highest possible degree d.
Definition A.2. Let G be the set of degree dl+Kγ, genus g, 0-marked graphs with a vertex
of degree d genus g over Q0.
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Similar to equation (4), we have
0 = 〈 〉Xg,0,dl+Kγ =
∑
Γ∈G
ContΓ +
∑
Γ6∈G
ContΓ.(17)
Without essential differences, the ContΓ can be made explicit just like the ones in equation
(5). Therefore, we won’t repeat the lengthy descriptions here. Note that when K = 0,∑
Γ∈G
ContΓ = 〈 〉
Q,O−⊕O(5)+
g,0,dl , thus going back to the situation of (5).
Notice graphs in G has the following properties:
(a) Except the degree d genus g vertex over Q0, other vertices (if any) are of degree 0
genus 0;
(b) As a result there is no loop in the underlying graph.
One can evaluate those tree contributions coming out of the degree d genus g vertex over Q0.
By combining with Proposition 1.6,
∑
Γ∈G
ContΓ can be calculated explicitly. In particular, it
will be of the form FK,d,g〈 〉
Q
g,0,dλ
−2(1−g)+5d−K . The rest of the Appendix focuses on explicitly
computing the coefficients FK,d,g.
To bypass some of the combinatorics, we will use the J-function of X to extract the local-
ization contribution of rational trees attached to the quintic vertex (See Section 3.2). But
before that, we need to establish a formula for multiple point functions of Q.
A.1. Computing FK,d,g. Now the leading term FK,d,g〈 〉
Q
g,0,dλ
−2(1−g)−5d−K can be charac-
terized as the qKγ coefficient of
(18)
∑
n≥0
1
n!
〈tQ0(−ψ), . . . , tQ0(−ψ)〉
Q
g,n,dλ
−2(1−g)−5d.
Recall that by string/dilaton/divisor equations,
∑
n≥0
1
n!
〈tQ0(−ψ), . . . , tQ0(−ψ)〉
Q
g,n,d can be
simplified into the form Fd,g(q
l′ , qγ)〈 〉Qg,0,dλ
−K where Fd,g(q
l′ , qγ) is a power series in ql
′
, qγ .
Definition A.3. Fd,g(q
l
′
, qγ) is a power series in ql
′
, qγ defined by the following equation.
∑
n≥0
1
n!
〈tQ0(−ψ), . . . , tQ0(−ψ)〉
Q
g,n,d = Fd,g(q
l
′
, qγ)〈 〉Qg,0,dλ
−K
To simplify notations, recall we write Ng,d = 〈 〉
Q
g,0,d.
Lemma A.4.
〈
s11 + t1H
1− z1ψ
, . . . ,
sn1 + tnH
1− znψ
〉Qg,n,d
=Ng,d
∑
I⊂(n),p≤|I|
sItI¯d
|I¯|
[
p∏
r=1
(2g + |I¯ |+ r − 4)
]
· σIp(z)
(
n∑
i=1
zi
)|I|−p
,
where (n) = {1, 2, . . . , n}, I¯ = (n)−I, sI =
∏
i∈I
si (tI¯ defined similarly), σ
I
p(z) is the elementary
symmetric polynomial of degree p only using variables zi, i ∈ I.
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It’s a direct consequence of Proposition 1.6. Our goal is a formula for the following.
〈
s11 + t1H
1− z1ψ
+
u1H
(1− z1ψ)2
, . . . ,
sn1 + tnH
1− znψ
+
unH
(1− znψ)2
〉Qg,n,d.
A direct expansion shows that the expression can be written as∑
J⊂(n)
〈
∏
k∈J¯
◦ sk1 + tkH
1− zkψ
,
∏
j∈J
◦ ujH
(1− zjψ)2
〉Qg,n,d,
where
∏◦ means that different factors are treated as being in different insertions. Notice that
applying 1+ zk
∂
∂zk
turns the denominator of the k-th insertion into its square. A few further
steps could go as follows.
Ng,d
∑
J⊂(n)

∏
j∈J
(
1 + zj
∂
∂zj
) ·
·

 ∑
I⊂(n),p≤|I|
sItI¯d
|I¯|
[
p∏
r=1
(2g + |I¯|+ r − 4)
]
· σIp(z)(
n∑
i=1
zi)
|I|−p


∣∣∣∣∣∣
sj=0,tj=uj ,j∈J
=Ng,d
∑
I⊂(n),p≤|I|
[
p∏
r=1
(2g + |I¯|+ r − 4)
]
·
∑
J⊂I¯,t≤|J |
([
t−1∏
r=0
(|I| − p− r)
]
· σIp(z)σ
J
t (z)(
n∑
i=1
zi)
|I|−p−t · sItI¯−JuJd
|I¯|
)
The equality is because the substitution sj = 0, j ∈ J kills all the summands when I
⋂
J 6= ∅.
Now a substitution is enough to determine Fd,g(q
l
′
, qγ).
Definition A.5.
A¯1(m) =
∑
d1≥0,d2≥m
qd1l
′+d2γA1(d1, d2,m), A¯2(m) =
∑
d1≥0,d2≥m
qd1l
′+d2γA2(d1, d2,m).
We have the following huge unsimplified expression for Fd,g(q
l′ , qγ).
Fd,g(q
l
′
, qγ) =
∞∑
n=1
1
n!
∑
k1,··· ,kn>0
∑
I⊂(n)
|I|∑
p=0
d|I¯|
{[
p∏
r=1
(2g + |I¯|+ r − 4)
]
·
∑
J⊂I¯
|J |∑
t=0
([
t−1∏
r=0
(|I| − p− r)
]
· σIp(k1, . . . , kn)σ
J
t (k1, . . . , kn)(
n∑
i=1
ki)
|I|−p−t ·
∏
i∈I
A¯1(ki)
∏
l∈I¯−J
5(−A¯2(kl))
∏
j∈J
5(−A¯1(kj))



 .
(19)
In order to simplify it, we first observe that the summation over ki can be rearranged, as the
ki only appears after the elementary symmetric polynomials. Secondly, notice that the sets
I, J are only used as indices for the partitions {ki}. Since {ki} ranges over all partitions of K,
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the sum is invariant under the symmetric group Sn action on the indices of {ki}. Therefore
we conclude that only the sizes of the disjoint subsets I, J ⊂ (n) matter in this sum.
Fd,g(q
l
′
, qγ) =
∞∑
n=1
∑
a+b≤n
a,b≥0
1
a!b!(n − a− b)!
(−5d)n−a ·


a∑
p=0
b∑
t=0
p∏
r=1
(2g + n− a+ r − 4) ·
t−1∏
r=0
(a− p− r) ·

 ∑
k1,··· ,kn>0
(
n∑
i=1
ki)
a−p−tσp(k1, . . . , ka)σt(ka+1, . . . , ka+b) ·
a∏
i=1
A¯1(ki)
a+b∏
j=a+1
A¯1(kj)
n∏
l=a+b+1
A¯2(kl)



 .
(20)
Here the relationship with the previous summation is that a = |I|, b = |J |. Also note that
we make some rearrangement of factors (e.g. pull out the factors 5 from the third line
and combine them into (5d)n−a in the first line). We can further combine the elementary
symmetric polynomials.
Fd,g(q
l
′
, qγ) =
∞∑
n=1
∑
a+b≤n
a,b≥0
1
a!b!(n − a− b)!
(−5d)n−a ·


a∑
p=0
b∑
t=0
p∏
r=1
(2g + n− a+ r − 4) ·
t−1∏
r=0
(a− p− r) ·

(ap)(bt)(a+b
p+t
) ∑
k1,...,kn>0
(
n∑
i=1
ki)
a−p−tσp+t(k1, . . . , ka+b) ·
a+b∏
i=1
A¯1(ki)
n∏
l=a+b+1
A¯2(kl)



 .
(21)
In particular when ql
′
= 0,
A¯1(m) = −
mm−2qmγ
(m− 1)!
, A¯2(m) = −
mm−2(m− 2 +mHm)q
mγ
(m− 1)!
+ gm(mq
γ),
where gm(z) =
∑
i>m
zi
i!(i−m)
. For the convenience of later discussion, we need to set up a
notation.
A.2. Simplifying the generating series Fd,g(z). In this subsection, Lagrange inversion
will be heavily used. A good reference of related techniques could be, for example, [Sta13].
From now on, we will let z = qγ . LetK be a positive integer and consider the sum (m = 2g−4)
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Fd,g(z) =
∞∑
n=1
∑
a+b≤n
a,b≥0
(−1)n
a!b!(n − a− b)!
(−5d)n−a·
{ a∑
p=0
b∑
t=0
p∏
r=1
(m+ n− a+ r) ·
t−1∏
r=0
(a− p− r)
(
(ap)(
b
t)
(a+bp+t)
∑
k1,...,kn>0
( n∑
i=1
ki
)a−p−t
·
σp+t(k1, . . . , ka+b)
a+b∏
i=1
kki−1i z
i
ki!
n∏
l=a+b+1
[
(kl − 2 + klHkl)k
kl−1
l z
kl
kl!
− gkl(klz)
])}
Here Hk denotes the harmonic sum Hk =
∑k
j=1
1
j and gk(z) =
∑
d>k
zd
d!(d−k) .
We use formal power series and begin with a straightforward observation. Let
Sa+b,p+t(K) :=
∑
k1+...+kn=K
ki≥1
σp+t(k1, . . . , ka+b)
a+b∏
i=1
kki−1i z
i
ki!
n∏
l=a+b+1
((kl − 2kl + klHkl)kkl−1l zkl
kl!
− gkl(klz)
)
.
(22)
Let
T (z) =
∑
n≥1
nn−1
n!
zn.
It is well known that T (x) (the “tree function”) is the formal power series satisfying T (x) =
zeT (x), and that for a formal power series F the coefficients of G(x) := F (T (x)) are given by
(Lagrange inversion)
[x0]G(x) = [x0]F (x), [xk]G(x) =
1
k
[yk−1]F ′(y)eky = [yk](1− y)F (y)eky for k ≥ 1.
As a result, one easily sees that
T (x)
1− T (x)
=
∑
i≥1
ii
i!
xi.
Using these ingredients, one can rewrite Sa+b,p+t(K) as
Sa+b,p+t(K) =
(
a+ b
p+ t
)
[uK ]
T (zu)a+b
(1 − T (zu))p+t
Q(z, u)n−(a+b),
where
Q(z, u) =
∑
k≥1
(
(k − 2 + kHk)k
k−1zk
k!
− gk(kz)
)
uk.
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Now let i ≥ 0 be fixed and consider the coefficient of (−5d)i (that is: a = n − i) in the
power series Fd,g(z) under the condition k1 + . . .+ kn = K. Define
fi,K =
∑
n≥1
∑
n−i+b≤n
n−i,b≥0
(−1)n
(n− i)!b!(i − b)!
·
{ n−i∑
p=0
b∑
t=0
Kn−i−p−t
p∏
r=1
(m+ i+ r) ·
t−1∏
r=0
(n− i− p− r)
(
(n−ip )(
b
t)
(n−i+bp+t )
Sn−i+b,p+t(K)
)}
.
Clearly only n with n− i−p− t ≥ 0 need to be considered. Using that, the observation above
and changing the order of summation and cancelling/rewriting gives
fi,K =
i∑
b=0
1
b!(i− b)!
[∑
p≥0
b∑
t=0
(
m+ i+ p
p
)(
b
t
)
·
{ ∑
n≥i+p+t
(−1)nKn−i−p−t
(n− i − p− t)!
(
n− i+ b
p+ t
)−1
Sn−i+b,p+t(K)
}]
=[uK ]
1
i!
i∑
b=0
(
i
b
)[∑
p≥0
b∑
t=0
(
m+ i+ p
p
)(
b
t
){ ∑
n≥i+p+t
(−1)nKn−i−p−t
(n− i− p− t)!
T (zu)n−i+b
(1− T (zu))p+t
Q(z, u)i−b
}]
=[uK ]
1
i!
i∑
b=0
(
i
b
)[∑
p≥0
b∑
t=0
(
m+ i+ p
p
)(
b
t
){
(−1)i+p+te−KT (uz)
T (zu)b+p+t
(1− T (zu))p+t
Q(z, u)i−b
}]
=[uK ]
1
i!
i∑
b=0
(
i
b
)[∑
p≥0
(
m+ i+ p
p
){
(−1)i+pe−KT (uz)
(
1−
T (zu)
1− T (zu)
)b T (zu)b+p
(1 − T (zu))p
Q(z, u)i−b
}]
=[uK ]
1
i!
(1− T (uz))m+i+1
i∑
b=0
(
i
b
)[{
(−1)ie−KT (uz)
(
1−
T (zu)
1− T (zu)
)b
T (zu)bQ(z, u)i−b
}]
=[uK ]
(−1)i
i!
(1− T (uz))m+i+1e−KT (uz)
(
T (zu)
(
1−
T (zu)
1− T (zu)
)
+Q(z, u)
)i
Now note that
Q(z, u) =
T (zu)
1− T (zu)
− 2T (zu) +G(z, u),
where
G(z, u) =
∑
k≥1
(Hkkkzk
k!
− gk(kz)
)
uk.
Summing over i gives∑
i≥0
(−5d)ifi,K = [u
K ](1− T (uz))m+1e−KT (uz)+5d(1−T (zu))G(z,u)
= zK [uK ](1 − T (u))m+1e−KT (u)+5d(1−T (u))G(z,u/z)
= zK [yK ](1− y)m+2e5d(1−z)G(z,ye
−y/z)
Finally summing over K ≥ 0 gives
Fd,g(z) = (1 − z)
m+2e5d(1−z)G(z, e
−z).
To simplify further, one needs the following lemma.
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Lemma A.6.
(1− z)G(z, e−z) = − log(1− z).
Proof. We have to show that for m ≥ 1 the coefficient gm := [z
m]G(z, e−z) = Hm. We have
gm =
1
m!
m∑
k=1
(−1)m−k
(
m
k
) k∑
j=1
1
j
(
km − (k − j)m
)
Rewrite 1j (k
m − (k − j)m) =
∑m
i=1(−1)
i+1
(m
i
)
ji−1km−i, then
gm =
1
m!
m∑
k=1
(−1)m−k
(
m
k
) k∑
j=1
1
j
(
km − (k − j)m
)
=
m∑
i=1
(−1)i+1
(
m
i
)[
1
m!
m∑
k=1
(−1)m−k
(
m
k
)( k∑
j=1
ji−1km−i
)]
=
m∑
i=1
(−1)i+1
(
m
i
)
1
i
= Hm

Here the equality from the second to the third line follows from the following facts.
(a)
(∑k
j=1 j
i−1km−i
)
is polynomial of degree m in k, with leading term k
m
i ;
(b) the alternating sum ∆f,m :=
∑m
k=0(−1)
m−k
(m
k
)
f(k) is the m-th forward difference of
f in 0;
(c) if f is polynomial of degree ≤ m then ∆f,m = m! [x
m]f(x).
It follows that the final result is extremely simple:
Theorem A.7.
Fd,g(z) = (1− z)
2g−2−5d.
As a brief side note, we would like to discuss the general Fd,g(q
l
′
, qγ) without qγ being set
to 0. Let A(u) := −
∑
m≥1 A¯1(m)u
m and B(u) := −
∑
m≥1 A¯2(m)u
m. The same computation
as above gives
Fd,g =
∑
K≥0
[uK ]e−KA(u)(1 + uA′(u))−(m+1)e5d(A(u)(1−uA
′(u))+B(u)).
Let h(u) denote the compositional inverse of the formal power series ueA(u), then this can be
rewritten as:
Fd,g =
(
1 + h(1)A′(h(1))
)−(m+2)
exp
(
5d
(
A(h(1))(1 − h(1)A′(h(1))) +B(h(1)
))
.
A.3. Conclusion. Theorem A.7 implies that whenever 2−2g+5d ≤ 0, if 2−2g+5d+K > 0,
FK,d,g is always 0. Thus by adding multiples of γ, we do not gain new understanding beyond
the degree bound.
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What if we use a general curve class d1l+Kγ + d3γ
′? Let us define the number FK,d3,d,g
to be the corresponding coefficient in (18), with the curve class dl +Kγ in (17) replaced by
d1l+Kγ + d3γ
′. Extensive numerical checks suggest that
FK,d3,d1,g = (−1)
d3FK+d3,d1,g
(
K + d3
K
)
.
As a result, the same degree bound remains.
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