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We carry over the pioneer work of Kunze and Stein concerning representa- 
tion theory and harmonic analysis on X(2, R) to the group G = SZ42, K), K 
a locally compact totally disconnected nondiscrete field. The main result 
is that convolution by an D’(G) function, 1 < p < 2, is a bounded operator 
onLZ(G). To accomplish this result we develop the appropriate estimates (which 
depend upon the work of Sally et al.) that enable us to apply the Kunze and 
Stein interpolation theory to the Fourier-Laplace transform for the group G. 
Best possible estimates are obtained, 
INTRODUCTION 
In this paper we extend the remarkable results of Kunze and Stein [I] 
concerning the Fourier-Laplace transform and the boundedness of 
D-convolution for SL(2, R) to the group G = SL(2, K), where K is 
a locally compact, totally disconnected, nondiscrete field. The broad 
methods of proof are analogous to those of [l] but the detailed proofs 
are quite different due to the totally disconnected nature of the field 
K and depend heavily on the work of Sally et al. [3-51 on the group G. 
In particular, since the Fourier-Laplace transform is indexed by 
the characters (dual group) of the multiplicative group of the field in 
question, it is necessary in [l] and in our work to prove the bounded- 
ness of certain functions on this set. In the case of the real (respectively, 
complex [2]) field, where the dual group in question is R x 2, 
(respectively, R x Z), the boundedness argument involves extensive 
analytic function theory; in contrast, however, the dual group of the 
multiplicative group of K is a countable union of copies of the circle 
group, and hence the boundedness argument involves showing that the 
bound can be made uniform over all circles. 
One more contrasting property of the totally disconnected fields is 
worth mentioning. The special functions (e.g., the gamma function) 
1 This research was supported in part by National Science Foundation Grant 
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can often be written in explicit form thereby allowing best possible 
estimates to be made in our work which was not possible in the case of 
the connected fields. 
The reader is referred to Kunze and Stein [I] as a general reference 
to the techniques employed in this paper and for an account of the 
development of the subject. The detailed definitions and properties of 
the totally disconnected fields may be found in Weil’s book [6]. A 
summary of the harmonic analysis on K and G may be found in 
Sally’s paper [3]. 
The organization of this paper is as follows: Section I contains a 
summary of the properties of the totally disconnected fields and the 
relevant harmonic analysis on the fields K and the groups G; in 
Section II the main theorem and corollaries are stated and proved; 
Section III contains a discussion of the discrete series of representa- 
tions for G and the proof of the boundedness of convolution by LP on 
L2(G), 1 < p < 2. 
SECTION I 
In this section we summarize the analysis necessary for the proof 
of the main theorem of this paper (Theorem 2.1). Let K be a locally 
compact, totally disconnected, nondiscrete field, 0 the ring of integers 
in K. Let B be the maximal ideal of 0 and 7 be the generator of 8. 
Ojsl is a finite field of order q, which we will always assume to be odd. 
K+ and K* will respectively denote the additive and multiplicative 
groups of K. There is an absolute value 1 * ) defined on K satisfying 
d(m) = 1 a 1 dx, aEK, U-1) 
where dx is Haar measure on K+. 
We are mainly interested in the set z* of characters of K”. As 
mentioned earlier, 
G !a Y- x 92, U.2) 
where we now set F = {t ( -r/In q < t < rr/ln q); 7 is isomorphic 
to the unit circle in the complex plane. Explicitly, let x E K*, n E fi. 
We can write 77 = [ * lis * T*, that is 
T(X) = 1 x liS r*(x), SET, ?i-* E 92. (1.3) 
Since t and t + 2ri/ln q determine the same character 1 * 1’ + r*, the 
notation t EC shall always be understood to mean --n/In q < 
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Imt <.rrilny.If V* _~I 1, we say that n is unramified or has ramifica- 
tion degree 0. For each 7~* + 1, there is a positive integer h called the 
ramification degree of n *. We then say that x = j * jis * n* also has 
ramification degree h. The reader is referred to Sally [3, Section 1, 
pp. 408-4121 for the detailed definitions. 
We now summarize the necessary results about harmonic analysis on 
G. The group G is the set of all matricesg of the form 
ad - bc -.-= 1 (1.4) 
where a, b, c, d E K and group multiplication is ordinary matrix 
multiplication. G acts as a transitive transformation group on its 
ground field K as follows: if g E G is given by (1.4) and x E K, then 
ax -$ c 
x’g= bx+d’ (1.5) 
whenever bx + d # 0. 
We now define the principal series of representations of G. These 
representations all act on the separable Hilbert space L2(K) and are 
indexed by the characters of K*. If n E G, the representation 
T(.; 7~) corresponding to rr is defined as follows. For g E G given by 
(1.4) and CELL 
(T(g; ~)f)(x) = n-(bx + d) / bx + d I-‘f(x *g) a.e. (1.6) 
There exists a set of representations ti(.; n) unitarily equivalent 
to T(*; r) which may be extended to an analytic family of uniformly 
bounded representations for G. This is the content of the following 
theorem due to Sally [3, Theorem 5.2, p. 4391. 
THEOREM 1.1. There exist representations i?(*; n*, s) of G on L2(K) 
with the following properties: 
(i) For each fixed character 7~ *on%andsEC, -1 < Res < 1, 
& n*, s) is a uniformly bounded continuous representation of G on 
L2(K). 
(ii) For each fixed rr* on ??/ and g E G, &g; rr*, s) is an analytic 
operator-valued function on - 1 < Re s < 1, that is, 
4(s) = @(g; r*, s) E, 11) (1.7) 
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is an analytic function on -1 < Res < 1 for every gtzG and f, 
‘I E 2 = L2(K). 
(iii) The representations I?(*; ‘T*, it) are unitarily equivalent to 
the corresponding representations of the principal series dejbed in (1.6). 
The notion of normalization and the resulting analytical conse- 
quences are originally due to Kunze and Stein [l] who proved the 
analogous theorem for the real field. The extension to SL(2, C) 
appears in [2]. Sally [3, p. 4401 h as g iven the following explicit bound 
for R(g; z-*, s): 
where h is the ramification degree of 7~*, o = Re s and K, is a positive 
constant (we assume K, > 1) depending only on u and bounded on 
theset 101 ,<aforallar < 1. 
We define the Fourier-Laplace transform on G as follows. The 
Fourier-Laplace transform of f ELI(G) is the operator-valued 
function j defined by 
where - 1 < Re s < 1, 7r* E % and dg is right Haar measure on G. 
It is an easy consequence of (1.8) and (1.9) that 
II An*; s>llm G K7P9f/Il 9 (1.10) 
where 0 = Re s. Notice that jl(rr*; s + 2Ajln q) = 3(7r*; s) is implied 
by the periodicity of the absolute value 1 * j. 
The Fourier-Laplace transform is insufficient for the Fourier 
analysis of an arbitrary function in L2(G). One must use not only the 
principal series of representations (i.e., those appearing in the 
Fourier-Laplace transform), but also the so-called discrete series and 
the special representation S,, . The discrete series consists of represen- 
tations D,(n), indexed by p = T, E, ~7, where E is a primitive (q - I)-st 
root of unity in K and n ranges over the integers. The exact form of 
these representations need not concern us. What is of interest, how- 
ever, is the way in which these representations appear in the Plancherel 
formula for G [Eq. (1.12) below]. 
Thus, let G be the collection of representations T(.; Z-) (the 
principal series); D,(n), p = 7, E, 67 (the discrete series); and S, (the 
special representation). For f ELM we define the full Fourier (or 
5W12/4-4 
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Fourier-Plancherel) transform off to be the operator-valued function 
s defined on G given by 
The Plancherel formula for G states that the full Fourier transform 
can be extended to an isometry between L2(G) and a Hilbert space 
LG) of operator-valued-function on G. Explicitly, the theorem [4, 
Theorem 1, p. 6631 states that 
where q is the order of the residual field defined in the introduction. 
Since a(*; z-*, it) is unitarily equivalent to T(*; 7r*, it) it follows that 
II 3c(“*; it>jg = 1) kqT(*; 7f*, it))ll; (1.13) 
An immediate consequence of Eqs. ( 1.12) and (1.13) is that 
(1.14) 
SECTION II. THE HAUSDORFF-YOUNG THEOREM FOR G 
Throughout the remainder of the paper we employ the following 
notation: 7 is the interval -n/in q < t < njln q; q is the order of 
the residual field of K defined in section I; h is the ramification degree 
of the multiplicative character rr; p’ shall always denote the conjugate 
index of p, i.e., 11~ + 1,‘~’ = 1; A(a, b ,...) and B(a, b ,...) shall denote 
constants which depend on the constants a, b,... and may be different 
from one line to the next. The operators 3 act on the Hilbert space 
A? = P(G). 
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We begin this section by stating our main theorem and four 
corollaries and then devote the remainder of this section to their 
proof. 
THEOREM 2.1. Let 1 < p < 2 and let p’ be its conjugate index, 
l/p $ 1 /p’ = 1. Then for each ramjfication degree 0 ,< h < co, there 
exists a measure dt(p, u, h) on Jo such that 
(S II iIT*; u + it)ll$ qp, 03 h) .T ) 
llP# 
< 4u, P) Ml, 2 (2.1) 
where f is simple and 1 /p’ - l/p < u < l/p - 1 /p’ and A(a, p) is 
independent of h. The measures dt( p, u, h) are given by 
&(p, g, h) z.z p-‘o’)‘Z dt, (2.2) 
where k = 1 + (2/p - 1)/l cr 1, h > 0, and 
dt(p, u, 0) = 1 1 - q’O’+i’ I@’ dt. (2.3) 
COROLLARY 2.2. (A)F 07 each jixed p, 1 < p < 2, and h > 0 
there exists a u0 , 0 < u0 < l/p - lip’, such that 
(f II h-*; 
u + it)ll;: dt 
1 
I” G 4P> 4 Ilfll, (2.4) 
whenever -(TV < u < a,, and f is simple. 
(B) For h = 0 
(1 II f(l; 0 + it>ll$ dt)“” < A(p, u) Ilfll, (24 
whenever 0 < u < IJp - l/p’ or l/p’ - l/p < u < 0 and f is 
simple. 
COROLLARY 2.3. For each p, 1 < p < 2 and each simple f 
SUP 
ts.T.,Tr*& 
II &*; qm < A(P) Ilfll, * (2.6) 
COROLLARY 2.4. For eachp, 1 <p -C 2, lip’ - l/p < u < l]p - l]p’ 
and each simple f 
;yj II &*, u + NIL \( A(P, u’, h> Ilfll, , (2.7) 
where h is the rami$cation degree of n?r*. 
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COROLLARY 2.5. The Fourier transform, initially de$ned for 
f ELI(G) n P(G) h as a unique bounded “extension to all of D(G), 
1 < p -:: 2 with the following property: f(n*, s) is analytic for each 
f E I,“, I < p < 2, for l/p’ - 1 !p < Re s < 1;‘p - lip’. Furthermore, 
the extension satisfies (2.1) as well as Corollaries 2.2, 2.3, and 2.4. 
In order to prove the above theorem and corollaries it will be 
necessary to interpolate between two different I,” spaces. We begin by 
proving a theorem which is a variant of a theorem due to Kunze and 
Stein [l, Theorem 4, p. 161. 
THEOREM 2.6. Let N be a measure space and let T be a linear map 
from simple functions on N to analytic operator-valued functions such 
that 9 = Tf is periodic on the strip 01~ < Re s < /3,, , i.e. 9(s + iL) = 
S(s), where L is a positive real number. Suppose that for q, < UI < ,/l < ,f3,, 
we have 
sup II 9(P + it)llm G A, llflll (2.8) 
o<t<L 
for all simple f. Then we may conclude 
(2.9) 
wherel<p<2,l/p+l~q==l,y=ol+~(~--)andtheparameter 
r is determined by l/p = (1 + 7)/2. A, depends on 01,/$ andL but not on f. 
Proof of Theorem 2.6. Define a new analytic operator-valued 
function ‘3 by 
Y(s) = e(s2-f12)2F(s) (2.11) 
Then it is easy to verify that 
and 
SUP II F(B + W, & %llflll (2.12) 
--m<t<m 
9 satisfies the conditions of Theorem 4 in [I] and we can conclude 
that 
(2.14) 
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If we express (2.14) in terms of F by (2.11) we see that 
where A, depends on 01, j3 and L but not on f. This concludes the proof 
of Theorem 2.6. 
Proof of Theorem 2.1. Let us first consider the ramified case, 
h > 0, and fix h and rr* throughout the argument. By (1.10) and 
(1.14) we have that 
SUP 4 -h’a”*ll &*; a + qlm d A(a) llflll 9 
t&J- 
(2.16) 
where - 1 < 01 < 1, and 
(S qh // j$T*; it)lj” 
.F 
dt 1 112 
< 
( 4Tr(q - 1) l/Z 
4 
In 4 
) llf I!2 . (2.17) 
We will now apply Theorem 2.6 to inequalities (2.16) and (2.17) 
above, proceeding as follows. Fix p, 1 < p < 2 and let u be given. 
First assume 0 < u < l/p - l/p’ and set T = 1 /p - l/p’ and 
cy = a/r. Then 0 < 0 < 01 < 1. Our choice of T and 01 is motivated 
by the relations 
and 
l/p = 4 - (1 - T) + 1 * 7 
u = 0 * (1 - T) + 01.7, 
which are the interpolation parameters of Theorem 2.6. 
Let us define an analytic function 8((s) by 
l(s) = qMl-w2, (2.18) 
where k = 1 + l/a, and a new operator-valued function C!? by 
9(s) = b(s)&*; s), (2.19) 
where -1 < Res < 1. 
Inequalities (2.16) and (2.17) can be rewritten in terms of c?? to yield 
;zj II q, + ~% d 44 llflll (2.20) 
and 
(2.21) 
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The application of Theorem 2.6 to inequalities (2.20) and (2.21) 
results in 
(2.22) 
In terms off, obtained from (2.19), this last estimate states that 
(1 II .f(““i 0 + iq”,: WJ, 0, h) 9 ) 
I’@ < 40, P) llfll, > (2.23) 
where dt(p, u, h) is given by (2.2). The remaining case, in which 
l/p’ - 1:lp < u < 0, is treated analogously. This concludes the 
proof for the ramified case. 
We now proceed to the proof of the unramified case, i.e., ++ = 1, 
h = 0. By Eqs. (1.10) and (1.14) we have that 
;;; II 3(1; 01 + wo < 44 llflll (2.24) 
and 
(s, / I - qit 12// f(l;it)~/;dt)“~ < (b(q2 gl;F + “)l” llfl12. (2.25) 
Let p, u, T and CL be as before, define an analytic function e(s) by 
e(s) = 1 - 43, (2.26) 
and define a new analytic operator-valued function 3 by 
W) = 4) 3u; s), (2.27) 
for - 1 < Re s < 1. Inequalities (2.24) and (2.25) may be reexpressed 
in terms of $3 to yield 
and 
(2.28) 
(s, 11 qit>,,; q2 < ( h~qzq;l~~tp + y2 llfl12. (2.29) 
Another application of Theorem 2.6 to inequalities (2.28) and (2.29) 
yields 
(2.30) 
HARMONIC ANALYSIS OF sL(2) 393 
In terms off’ (2.30) becomes 
G 4u, PI Ml, Y (2.31) 
where dt(p, a, 0) is given by (2.3). The remaining case l/p’ - 1,‘~ < 
g < 0 is proven analogously. This concludes the proof of Theorem 2.1. 
Proof of Corollary 2.2. (A) Fix p, 1 < p < 2, and let h > 0. By 
Theorem 2.1, 
where k = 1 + (2/p - 1)/l u I. In order for dt(p, (T, h) > dt, we must 
have 1 - k/ u / > 0 or 1 u I ,< 2 - 2/p = 2/p’. We are therefore led 
to set u,, = min[l/p - l/p’, 2/p’], for then dt( p, CT, h) > dt wherever 
1 u / < CT,, . Thus 
(s II 3cr*; u + it)l$ dt 1 llP’ d Jo, P) llfll, 7 (2.32) 9- 
whenever ---go < 0 < o0 . This concludes the proof of Corollary 2.2, 
part (A). 
(B) Recall from Theorem 2.1 that 
dt(p, u, 0) = I 1 - q(‘“‘+‘*) ID’ dt. 
Let 0 < 1 u ] < l/p - l/p’. Then 
1 1 - (pl+it) 1 > p _ 1* 
In connection with Theorem 2.1 this results in the estimate 
(2.33) 
whenever 0 < 1 u 1 < l/p - l/p’. (2.33) clearly implies part (B) of 
Corollary 2.2 and completes the proof. 
In order to prove Corollaries 2.3 and 2.4 we need the following 
classical-type lemma which is similar to Lemma 26 of [l]. 
LEMMA 2.7. Let b(s) b e a ( numerical-valued) analytic function in an 
open region containing the closed strip, cy < Re s < ,l3, where (Y < /3. We 
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also assume $ is periodic in the strip, i.e., C$(S + iL) = d(s), where L is a 
positive real number. Suppose for some p >, 1 that. ’ . 
s oL 1 +(a + it)\” dt < 1 s 
L 
and I d(P + W dt d 1 
0 
Let 01 < y < /3. Then 
sup I d(r + q d 4 
o<t<.L 
where A depends on L, 01, p, y andp but does not depend on 4. 
Proof of Lemma 2.7. Define a new analytic function 0 by 
19(s) = Ce~s2-52)~(s). 
(2.34) 
(2.35) 
(2.36) 
s m m I8(, + it)\” dt < 1 and 1 e(/? + it)\” dt < 1. (2.37) -co s -02 
Now 6’ satisfies the conditions of Lemma 26 in [l] and we can 
conclude that 
SUP I @Y + ;t>l d & (2.38) 
-m<t<m 
where B depends only 
+ by (2.36) we have 
on a, /3, y andp. If we express (2.38) in terms of 
Notice that 8 has the same domain as 4. If C is chosen appropriately 
(depending only on L, 01, /3 and p) we have 
sup I $(Y + it)1 Q 4 (2.39) 
O<t<L 
where A is an appropriate constant depending on L, 01,/3, y and p but 
not on (b. This concludes the proof of the lemma. 
Proof of Corollary 2.3. First assume h > 0 and let (TV be the 
positive real number defined in part (A) of Corollary 2.2. Choose a 
positive number o1 such that 0 < u1 < u. and let ur be fixed 
throughout the remainder of the argument. For simplicity we also 
assume Ijf jJp = 1. If we set cr = u1 and u = -ur in (2.4) we arrive 
at the following two equations: 
s II &-*; u1 + it)ll”,: dt < A&  o$” (2.40) .F- 
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and 
s II 3@*; - q + it>/;;: dt < A(p, Ul>“‘. (2.41) 9- 
Choose <, 71 to be two vectors in A/‘, subject to the restrictions 
I/ 6 11 < 1 and 11 q 11 < 1, but otherwise arbitrary. Then by the well- 
known properties of the Hilbert-Schmidt norms 
Hence if we let 
$@I = 1/&, d(.h*; 4 4, 4, (2.43) 
then 
s 1 +(a, + it)/“’ dt < 1 and s 1 $(-q + it)“’ dt < 1. (2.44) 
It is clear that 4 is analytic in an open region containing 
-ui < Re s < al; in fact, + is analytic in - 1 < Re s < 1. Moreover, 
according to the discussion at the end of Section I we know that 
3(77*; s) is periodic with period 2+ln 4. Thus 4 obeys the same 
periodicity and the conditions of Lemma 2.7 are satisfied. We con- 
clude that 
(2.45) 
where C depends only on ur and p’. Expressed in terms of3 by (2.43), 
the inequality becomes 
where B(ai , p) = CA(a, , p) is independent of 5 and q. The 
supremum of the left-hand side over Ij 5 (I < 1, II q I/ < 1 becomes 
sup II j(r”; it>llm < qu, , 9). 
t&7 
(2.47) 
Equation (2.5) also implies (2.40) and (2.41), where u1 may be 
chosen arbitrarily subject to the restriction 0 < u1 < l/p - l/p’. 
Hence Eq. (2.47) also holds for rr * = 1, which is the unramified case. 
Equation (2.47) clearly implies the conclusion of Corollary 2.3 which 
completes the proof. 
396 GULIZIA 
Proof of Corollary 2.4. The proof follows the same lines as that 
of Corollary 2.3 but is somewhat more complicated. Let f be simple 
subject to the restriction I]f\[, = 1. First of all assume h > 0, and let 
ui be arbitrary, subject to the restriction 0 < o’l < l/p - l/p’. By 
(2.1) and (2.2) 
s II f-k*; u + ;t)lj;: Q~~‘(~-~‘=‘)‘~ dt < A@, p)“’ s- 
for l/p’ - l/p < (T < l/p - l/p’, where k = 1 + (2/p - 1)/I u 1. 
Choose 6,~ E 2 such that Jj .$ jJ < 1, Jj 17 ]) < 1, and define an analytic 
function $ by 
VW = ( fb’*; 4 4, 7). (2.49) 
Then ( #(s)l < ]lf’(n*; s)lino < Ilj(n*; s)lIP, . As an immediate conse- 
quence of (2.49), it follows that 
s ~ 1 Z&J + it)l”’ qhp’(1--l”=‘)‘2 dt < A(a, p)“‘. (2.50) 
If we rewrite Eq. (2.50) with CJ = 0 and u = u1 , we have that 
s / #(it)l”’ qhp’12 dt < JO, p)“‘, (2.51) 
and 
7 
s ~ 1 #(ul + it)1 php’(l--klol)‘Z dt < A(a, , p)“‘, (2.52) 
where K, = 1 + (2/p - l)/ql . Define a new analytic function q!~ by 
f+(s) = 1 /Aqh-)‘2~(S), (2.53) 
where A = max[A(O, p), A(u, , p)]. 
Equations (2.51) and (2.52), expressed in terms of 4 by (2.53), 
become 
s ~ ) #it)]” dt < 1 (2.54) 
and 
s ~ 1 +(ul + it)]“’ dt < 1. (2.55) 
+ satisfies the conditions of Lemma 2.7 and we conclude that 
;z; I $(u + a < c (2.56) 
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for 0 < u < o1 , where C depends on u, or and p’ but not on 4. 
Equation (2.56), reexpressed in terms off by (2.49) and (2.53), becomes 
SUP Q hh-kid/2 ,( f@*; fJ + q 6,7l)l G A(p, u, Ul), (2.57) t&T 
where A(p, 0, (TJ = AC. (We have used the fact that p’ depends onp.) 
It should be noted that o must be strictly less than g1 , for 
A(p, (T, ul) --f co as (T + cri . 
We now take the supremum of the left-hand side of Eq. (2.57) over 
all II t II < 1, II 7 II < 1, noticing that the right-hand side is inde- 
pendent of E, 7, and drop the restriction Ilfi/, = 1. The result is 
A similar result holds for l/p’ - 1 /p < ui < 0 < 0. 
Nowassumeh = O(n* = l),llfllp = l,andlet~,~,a,andobeas 
they were for the ramified case. By Eqs. (2.1) and (2.3) 
s ~ [I f-(1; u + it)jl;: I 1 - q(io’+it) 1” dt < A(u, p)“’ (2.59) 
for 1 /p’ - 1 /p < u < lip - l/p’. Define an analytic function $ by 
VW = ( f-(1 ; 4 5, 4 (2.60) 
and notice that I $($)I < [lj(l; s)jlm < /lf(l; s)lb,. It follows from 
Eq. (2.59) that 
I ~ I i,b(u + it)/“’ 1 1 - q(‘“‘+it) lP’ dt < A(u, p)“‘. (2.61) 
If we rewrite equation (2.61) with u = 0 and u = ur , we have that 
and 
s 3 1 z,b(it)l”’ I 1 - qi  1” dt < JO, p)“’ (2.62) 
s ~ 1 #(q + it)l”’ 1 1 - q(“‘+it) ID’ dt < A(o, , p)“‘. 
As before, define a new analytic function 4 by 
4(4 = WV - 4”) VW> 
where A = max[A(O, p), A(u, , p)]. 
(2.63) 
(2.64) 
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Equations (2.62) and (2.63), expressed in terms of 4 by (2.64), 
become 
I ~ / +(&)I” dt < 1 (2.65) 
and 
s ~ 1 $(q + it)l”‘dt < 1. 
4 satisfies the conditions of Lemma 2.7 and we conclude that 
sup I $(g + it)1 < c 
fE3- 
(2.67) 
for 0 < u < ur , where C depends on 0, ur andp’ (equivalently p) but 
not on 4. If we reexpress equation (2.67) in terms of j by (2.60) and 
(2.64), and proceed as in the ramified case, we may conclude that 
w$ I 1 - q”+it I II f(1; (5 + q!m < A(p, 0, 4 llfll, , (2.68) 
where 0 < u < ur. A similar result holds for l/p’ - l/p < or < 0 < 0. 
Equations (2.58) and (2.68) clearly imply the conclusion of Corollary 
2.4 for u # 0. In fact for a given u # 0, we need only choose a ur 
such that -ur < u < ur and 0 < ur < l/p - l/p’. The case 
u = 0 is Corollary 2.3 and the proof is complete. 
Proof of Corollary 2.5. It is clear from Corollary 2.4 that 3(7r*; S) 
has a unique bounded extension to all of U(G). Equation (2.7) 
implies that for each 7~ *, the bounds are uniform whenever s = u + it 
is restricted to a compact subset of l/p’ - l/p < Re s < l/p - l/p’. 
But 3 is analytic whenever f E L1( G) n P(G) and hence a simple 
limiting argument ensures that p is analytic in l’p - 1 /p < Re s < 
l/p - l/p’, for each f ED(G). S imi ar 1 1 imiting arguments show that 
the extension of j to all of D(G) also satisfies inequality (2.1) of 
Theorem 2.1 as well as the inequalities of Corollaries 2.2, 2.3 and 2.4. 
This concludes the discussion of Corollary 2.5. 
SECTION III. THE D-CONVOLUTION THEOREM 
In this section we state and prove the LP-convolution theorem 
(Theorem 3.2). We begin by defining the convolution of two functions. 
Let G be a locally compact group with right Haar measure dx. If 
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f and g are two measurable functions on G, the convolution off with g, 
denoted f ;i; g, is the function on G defined by 
(f * a4 = JJ;g(rVW) Q!Y, (3-l) 
whenever the integral makes sense. 
The method of proof of this convolution theorem involves the full 
Fourier transform. As contrasted to the normalized principal series, 
we need not be concerned with the analytic structure of the discrete 
series and special representations. The reason is that the measures are 
bounded away from zero. We proceed as follows. 
Let X be the set of discrete series and special representations. We 
make X into a discrete measure space by assigning to each representa- 
tion the corresponding measure appearing in the Plancherel formula 
(1.12). The following lemma concerns the full Fourier transform 
defined by Eq. (1.11) restricted to the measure space X. 
LEMMA 3.1. Let f E L1(G) n Lp(G) and let 5 be the full Fourier 
transform off restricted to X. The mapping f -+ 9 satisfies 
Furthermore, this mapping may be extended to all of Lp(G) and the 
extension also satisfies (3.2). 
Proof of Lemma 3.1. As mentioned above the measures of the 
discrete series and special representations are bounded away from zero. 
With this observation the proof is identical to the proof given by 
Kunze and Stein [I, Corollary to Theorem 8, p. 521. In fact, if m is 
the infimum of the measures occurring on X, A(p) = ml/P--l. This 
concludes the discussion of Lemma 3.1. 
THEOREM 3.2. Let f ELZ(G) and g E Lp(G), 1 < p < 2. Then 
(f *g)(x) exists almost everywhere and f * g E L2(G). Furthermore, 
If *g II2 < 4P) llfllz II g IIP (3.3) 
In other words, convolution by an LP(G) function, 1 < p < 2, is a 
bounded operator on L2( G). 
Proof of Theorem 3.2. It is sufficient to show that (3.3) holds for 
f ELI(G) r\ L2(G) and g ELI(G) n Lp(G). Let h = f *g and let 9, 
9 and 2 be the full Fourier transforms off, g and h respectively. 
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The full Fourier transform takes a convolution of two functions 
into the ordinary product of the full Fourier transforms of the two 
functions, viz., 
3Y=F09 (3.4) 
Since g satisfies the requirements of Corollary 2.3, we have that 
where B(p) is independent of g. Similarly, since the measures of the 
discrete series and special representations are bounded away from zero, 
Lemma 3.1 states that 
II ~(fl)llm d C(P) II g l/B (3.6) 
where 0 is a discrete series representation or the special representation, 
and C(p) is independent of g. Combining this result with (3.5) we 
have 
II 93 llm e 4) II B IIP > (3.7) 
where II Ilrn is the L” norm in the measure space e and A(p) = 
~awP)~ WI* It now follows from (3.4) that 
II 2 II2 < II s- I12 II9 llm d 4P) II 9 II2 II g l/B . (3.8) 
Finally, we use the fact that the full Fourier transform is an isometry, 
i.e., 11 A? \I2 = /j h II2 , I/ 9= )I2 = ijfljz , and (3.8) then becomes 
II h II2 d 4) llf IL II ‘f l/2 * (3.9) 
This concludes the proof of Theorem 3.2. 
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