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A similarity measure is a useful tool for determining the similarity of two objects. Since Atanas-
sov [K. Atanassov, Intuitionistic fuzzy sets, Fuzzy Sets and Systems 20 (1986) 87–96.] originated the
idea of intuitionistic fuzzy sets (IFSs), many diﬀerent similarity measures between IFSs have been
proposed in the literature. In this paper we propose several reasonable measures to calculate the
degree of similarity between IFSs, in which the proposed measures are induced by Lp metric. Numer-
ical examples demonstrate that the proposed similarity measures perform well in pattern recognition
problems. Finally, we apply the proposed measures to analyze the behavior of decision making.
 2006 Elsevier Inc. All rights reserved.
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A similarity measure is an important tool for determining the degree of similarity
between two objects. Since Atanassov [1] originated the idea of intuitionistic fuzzy sets
(IFSs), many diﬀerent similarity measures between IFSs have been proposed in the liter-
ature. Li and Cheng [15] discussed some similarity measures on IFSs and then proposed
a suitable similarity measure between IFSs which is the ﬁrst one to be applied to pattern
recognition problems. Later, Liang and Shi [16] proposed several similarity measures to0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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these measures. Furthermore, Mitchell [17] interpreted IFSs as ensembles of ordered fuzzy
sets from a statistical viewpoint to modify Li and Cheng’s measures. On the other hand,
Hung and Yang [14] proposed another method to calculate the distance between IFSs
based on the Hausdorﬀ distance. They then used this distance to generate several similarity
measures between IFSs that are suited to be used in linguistic variables.
One goal of fuzzy set theory would be, according to Zadeh [25], to represent how the
human mind perceives and manipulates information. Thus, we can realize the fuzzy set
idea may be frequently used when we perceive the outside world or even when we think.
It seems the human brain processes many hedges like good, very good, long, very long,
tall, very tall, brilliant, and more brilliant, etc., to name only a few out of inﬁnite, more
easily than numbers. One of the most important facts of human thinking is its ability to
summarize information into fuzzy sets which bear an approximation relation to the pri-
mary data. In fuzzy sets, a membership function assigns to each element of the universe
of discourse a number from the unit interval to indicate the degree of belongingness to
the set under consideration. The degree of non-belongingness in fuzzy sets is automatically
just the complement to 1 of the membership degree. However, a human being who
expresses the degree of membership of a given element in a fuzzy set very often does
not express a corresponding degree of non-membership as the complement to 1. This illu-
minates a well-known psychological fact that linguistic negation not always identiﬁes with
logical negation (cf. [11]). Thus Atanassov [1] introduced the concept of IFSs which have
been found to be highly useful in dealing with vagueness. Because this fuzzy set general-
ization can present the degrees of membership and non-membership with a degree of
hesitancy, the knowledge and semantic representation becomes more meaningful and
applicable (cf. [1–3]). Fuzzy sets are IFSs but the converse is not necessarily true (cf.
[1]). These IFSs have been widely studied and applied in various areas such as logic pro-
gramming (cf. [5,6]), decision making problems [19] medical diagnosis [8], etc.
In this paper, we propose a method to calculate the degree of similarity between IFSs,
in which the proposed similarity measures are induced by Lp metric. Numerical experi-
ments demonstrate that the proposed similarity measures are reasonable in measuring
the degree of similarity between IFSs. Finally, we apply the proposed measures to analyze
the behavior of decision making. The remainder of this paper is organized as follows. In
Section 2, we introduce these IFSs and some deﬁned similarity measures between them.
Because IFSs are isomorphic to interval-valued fuzzy sets, the Lp metric between intervals
is also given. In Section 3, we use this metric to generate several similarity measures
between IFSs. Several numerical examples are presented in Section 4, which reveals the
characteristic features of the proposed measures. In Section 5, we apply the proposed mea-
sures in analyzing the behavior of decision making. Conclusions will be stated in Section 6.2. Preliminaries
2.1. Intuitionistic fuzzy set
An IFS eA in X is deﬁned by Atanassov [1] as
eA ¼ fðx; l~AðxÞ; m~AðxÞÞjx 2 Xg;
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l~AðxÞ : X ! ½0; 1; m~AðxÞ : X ! ½0; 1;
with the condition
0 6 l~AðxÞ þ m~AðxÞ 6 1 8x 2 X :
The numbers l~AðxÞ and m~AðxÞ denote the degree of membership and non-membership of x
to eA, respectively. Obviously, a fuzzy set A corresponds to the following IFS witheA ¼ fðx; lAðxÞ; 1 lAðxÞÞjx 2 Xg:
For each IFS eA in X, we will call
p~AðxÞ ¼ 1 l~AðxÞ  m~AðxÞ
the intuitionistic index of x in eA. It is a hesitancy degree of x to eA (cf. [1–3]). Obviously,
0 6 p~AðxÞ 6 1 8x 2 X :
Note that for an IFS eA, if l~AðxÞ ¼ 0 then m~AðxÞ þ p~AðxÞ ¼ 1, and if l~AðxÞ ¼ 1 then m~AðxÞ ¼ 0
and p~AðxÞ ¼ 0. In this paper, we denote IFS(X) as the set of all IFSs in X.
An interval-valued fuzzy set (IVFS) is a fuzzy set whose membership function is many-
valued and forms an interval in the membership scale. This idea is the simplest one that
can capture the imprecision of membership grades. It was ﬁrst proposed by Sambuc
[18], under the name U-fuzzy sets. Assume that F is an IVFS with membership function
[F*(x),F
*(x)]. If we denote F ðxÞ ¼ l~AðxÞ and F ðxÞ ¼ 1 m~AðxÞ, then an IFS is clearly just
as another encoding of an IVFS. Besides, Deschrijver and Kerre [9] showed that there
exists an isomorphism between IVFS(X) and IFS(X), where IVFS(X) denotes the set of
all IVFSs on X. That is, IVFSs are equivalent to IFSs. But their interpretative settings
and motivation between IFSs and IVFSs are diﬀerent. The IVFS captures the idea of
an ill-deﬁned membership grade due to the lack of knowledge of its elements. However,
the idea of IFS stems from evaluating degrees of membership and non-membership inde-
pendently (cf. [10]). Interval-valued and intuitionistic approaches were initially appealing
ideas embraced by many researchers in fuzzy sets. But there is still a question ‘‘Is the name
‘intuitionistic’ appropriated in IFS?’’ Dubois et al. [10] pointed out a terminological clash
between ‘‘intuitionistic’’ in IFS and what is currently understood as intuitionistic logic.
However, Atanassov [4] gave the answer to Dubois et al. [10] with the relation between
IFS and intuitionistic logic. For those interested researchers, they may refer to Dubois
et al. [10], Atanassov [4] and also Grzegorzewski and Mrowka [12].
In the following, we present some basic operations on IFSs which will be needed in our
next discussion.
Deﬁnition 2.1. If eA and eB are two IFSs of the set X, then
(i) eA  eB if and only if "x 2 X, l~AðxÞ 6 l~BðxÞ and m~AðxÞP m~BðxÞ;
(ii) eA ¼ eB if and only if "x 2 X, l~AðxÞ ¼ l~BðxÞ and m~AðxÞ ¼ m~BðxÞ;
(iii) eAc ¼ fðx; m~AðxÞ; l~AðxÞÞjx 2 Xg, where eAc is the complement of eA.
Measuring the similarity between IFSs is important in pattern recognition research.
Some methods have previously been advanced to calculate the degree of similarity between
IFSs [15–17,14,22]. In the following, we shall review these similarity measures. In the study
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following deﬁnition.Deﬁnition 2.2. A mapping S : IFSs(X) · IFSs(X)! [0,1]. SðeA; eBÞ is said to be the degree
of similarity between eA 2 IFSsðX Þ and eB 2 IFSsðX Þ, if SðeA; eBÞ satisﬁes the following
properties (P1–P4):
(P1) 0 6 SðeA; eBÞ 6 1;
(P2) SðeA; eBÞ ¼ 1 if and only if eA ¼ eB;
(P3) SðeA; eBÞ ¼ SðeB; eAÞ;
(P4) SðeA; eCÞ 6 SðeA; eBÞ and SðeA; eCÞ 6 SðeB; eCÞ if eA  eB  eC , eC 2 IFSsðX Þ.
Assume that there are two IFSs eA and eB in X = {x1, . . . ,xn}, the degree of similarity
between the two IFSs, eA and eB, can then be calculated as follows [15]:
SpdðeA; eBÞ ¼ 1 1ﬃﬃﬃnpp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
jm~AðiÞ  m~BðiÞjpp
s
;
where m~AðiÞ ¼ ðl~AðxiÞ þ 1 m~AðxiÞÞ=2, m~BðiÞ ¼ ðl~BðxiÞ þ 1 m~BðxiÞÞ=2 and 1 6 p <1. Be-
cause IFSs are equivalent to IVFSs, eA ¼ fðx; l~AðxÞ; m~AðxÞÞjx 2 Xg can be described by a
set of ordered pairs fðx; I ~AðxÞÞjx 2 Xg, where the interval I ~A ¼ ½l~AðxÞ; 1 m~AðxÞ. Then
m~AðiÞ is the middle point of the interval ½l~AðxiÞ; 1 m~AðxiÞ. Similarly, m~BðiÞ is also the mid-
dle point of the interval ½l~BðxiÞ; 1 m~BðxiÞ. The distance between intervals
½l~AðxiÞ; 1 m~AðxiÞ and ½l~BðxiÞ; 1 m~BðxiÞ may be deﬁned as jm~AðiÞ  m~BðiÞjp. Then, Li
and Cheng [15] deﬁned the distance Dpd between IFSs eA and eB as
DpdðeA; eBÞ ¼ 1ﬃﬃﬃnpp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
jm~AðiÞ  m~BðiÞjpp
s
:
Clearly, Spd ð¼ 1 DpdÞ is a similarity measure since distance and similarity measures are
dual concepts. This measure is not only easily interpreted in geometry but also easily cal-
culated in practical cases. Furthermore, Li and Cheng [15] applied the similarity measure
to pattern recognition problems.
Liang and Shi [16] proposed the following similarity measures between IFSs. Let
/
teAeBðiÞ ¼ jl~AðxiÞ  l~BðxiÞj=2 and /feAeBðiÞ ¼ jð1 m~AðxiÞÞ=2 ð1 m~BðxiÞÞ=2j. They usedð/
teAeBðiÞ þ /feAeBðiÞÞp to measure the distance between ½l~AðxiÞ; 1 m~AðxiÞ and ½l~BðxiÞ; 1
m~BðxiÞ. Thus, the distance between IFSs eA and eB was given by
DpeðeA; eBÞ ¼ 1ﬃﬃﬃnpp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
ð/
teA eBðiÞ þ /feA eBðiÞÞpp
s
;
and SpeðeA; eBÞ ð¼ 1 DpeðeA; eBÞÞ was deﬁned as a similarity measure between eA and eB.
To get more information on IFSs, Liang and Shi [16] used the middle point m~AðiÞ to
partition the interval ½l~AðxiÞ; 1 m~AðxiÞ into two subintervals. One is ½l~AðxiÞ;m~AðiÞ and
the other is ½m~AðiÞ; 1 m~AðxiÞ. Then they considered the middle points, say m~A1ðiÞ and
m~A2ðiÞ, of these two subintervals. That is,
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l~AðxiÞ þ m~AðiÞ
2
; m~A2ðiÞ ¼
m~AðiÞ þ 1 m~AðxiÞ
2
:
By the same way, m~B1ðiÞ and m~B2ðiÞ are the middle points of subintervals ½l~BðxiÞ;m~BðiÞ and
½m~BðiÞ; 1 m~BðxiÞ, respectively. That is,
m~B1ðiÞ ¼
l~BðxiÞ þ m~BðiÞ
2
; m~B2ðiÞ ¼
m~BðiÞ þ 1 m~BðxiÞ
2
:
Thus, they use (/s1(i) + /s2(i))
p to measure the distance between ½l~AðxiÞ; 1 m~AðxiÞ and
½l~BðxiÞ; 1 m~BðxiÞ, where /s1(i) and /s2(i) are given as follows:
/s1ðiÞ ¼
jm ~A1ðiÞ  m ~B1ðiÞj
2
; /s2ðiÞ ¼
jm ~A2ðiÞ  m ~B2ðiÞj
2
:
The distance between eA and eB is
Dps ðeA; eBÞ ¼ 1ﬃﬃﬃnpp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
ð/s1ðiÞ þ /s2ðiÞÞpp
s
:
Hence, they used Sps ðeA; eBÞ ð¼ 1 Dps ðeA; eBÞÞ to measure the degree of similarity between eA
and eB. In comparison of Spd and Sps , the formula of Spd is simpler than Sps , but Sps can catch
more information in IFSs than Spd .
Mitchell [17] adopted a statistical approach and interpreted IFSs as ensembles of
ordered fuzzy sets to modify Li and Cheng’s similarity measure. Let qlðeA; eBÞ and
qmðeA; eBÞ denote the similarity measures between the ‘‘low’’ membership functions l~A
and l~B and between the ‘‘high’’ membership functions 1 m~A and 1 m~B, respectively, as
follows:
qlðeA; eBÞ ¼ Sðl~A; l~BÞ ¼ 1 1ﬃﬃﬃnpp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
jl~AðxiÞ  l~BðxiÞjpp
s
;
qmðeA; eBÞ ¼ Sð1 m~A; 1 m~BÞ ¼ 1 1ﬃﬃﬃnpp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
jm~AðxiÞ  m~BðxiÞjpp
s
:
He then deﬁned the modiﬁed similarity measure between eA and eB with
SmodðeA; eBÞ ¼ 1
2
ðqlðeA; eBÞ þ qmðeA; eBÞÞ:
Hung and Yang [14] suggested some similarity measures between IFSs. First, they use
the idea of Hausdorﬀ distance to deﬁne the distance between IFSs eA and eB as follows:
dHðeA; eBÞ ¼ 1n Xn
i¼1
maxfjl~AðxiÞ  l~BðxiÞj; jm~AðxiÞ  m~BðxiÞjg:
Based on the Hausdorﬀ metric, Grzegorzewski [11] also made generalizations of the Ham-
ming distance, the Euclidean distance and their normalized versions between IFSs. The
distance dH in Hung and Yang [14] is exactly the same as the Hausdorﬀ-type normalized
Hamming distance lh of Eq. (21) in Grzegorzewski [11]. Furthermore, Hung and Yang [14]
used the distance dH to generate three similarity measures:
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SeðeA; eBÞ ¼ expðdHðeA; eBÞÞ  expð1Þ
1 expð1Þ ;
ScðeA; eBÞ ¼ 1 dHðeA; eBÞ
1þ dHðeA; eBÞ :
It is known that distance measures and similarity measures are dual concepts. There-
fore, Wang and Xin [23] proposed the distance measures between IFSs eA and eB as follows:
dwx1ðeA; eBÞ ¼ 1n Xn
i¼1
jl~AðxiÞ  l~BðxiÞj þ jm~AðxiÞ  m~BðxiÞj
4

þmaxfjl~AðxiÞ  l~BðxiÞj; jm~AðxiÞ  m~BðxiÞjg
2

and
dwx2ðeA; eBÞ ¼ 1ﬃﬃﬃnpp Xn
i¼1
ð/lðiÞ þ /mðiÞÞp
 !1=p
¼ DpeðeA; eBÞ;
where /lðiÞ ¼ jl~AðxiÞ  l~BðxiÞj=2, /mðiÞ ¼ jm~AðxiÞ  m~BðxiÞj=2.
Based on the geometrical interpretation of IFSs, Szmidt and Kacprzyk [20] proposed
some distances between IFSs, which are characterized by three parameters: the degree
of membership l, the degree of non-membership m, and the hesitation degree p. Based
on the extension of the Hamming distance to fuzzy sets, Szmidt and Kacprzyk [20] intro-
duced the following distance between IFSs eA and eB:
‘IFSðeA; eBÞ ¼ 1
2n
Xn
i¼1
jl~AðxiÞ  l~BðxiÞj þ jm~AðxiÞ  m~BðxiÞj þ jp~AðxiÞ  p~BðxiÞjð Þ:
Clearly, 0 6 ‘IFSðeA; eBÞ 6 1. Later, Hung [13] considered an entropy of IFSs induced by the
distance ‘IFS where he made its comparison to Burillo and Bustince [7] and Szmidt and
Kacprzyk [21]. To analyze the extent of agreement in a group of experts, Szmidt and
Kacprzyk [22] proposed a similarity measure between eA and eB based on ‘IFSðeA; eBÞ. They
considered whether eA is more similar to eB than to eBc. That is, their proposed measure,
SskðeA; eBÞ, can answer the question if eA is more similar or more dissimilar to eB, where
SskðeA; eBÞ ¼ ‘IFSðeA; eBcÞ  ‘IFSðeA; eBÞ:
Obviously, 1 6 SskðeA; eBÞ 6 1 and SskðeA; eBÞ ¼ SskðeB; eAÞ.
In comparison of dH of Hung and Yang [14], lh of Grzegorzewski [11] and ‘IFS of
Szmidt and Kacprzyk [20], they all have the property that dHðeA; eBÞ ¼
lhðeA; eBÞ ¼ ‘IFSðeA; eBÞ ¼ 0 if eA ¼ eB. However, Szmidt and Kacprzyk [20] and Grzegorzew-
ski [11] only discussed distances between IFSs. But, similarity measures are very useful in
areas, such as pattern recognition, machine learning and decision making. We see that
Szmidt and Kacprzyk [22] proposed a similarity measure Ssk based on ‘IFS and Hung
and Yang [14] created similarity measures S‘, Se and Sc based on the distance dH. Let
us compare these similarities. Take eA ¼ fð0:5; 0:4; 0:1Þg and eB ¼ fð0:5; 0:4; 0:1Þg with
the coordinate (l,m,p). Clearly, eA ¼ eB. But, SskðeA; eBÞ ¼ 0:1 because of ‘IFSðeA; eBcÞ ¼ 0:1
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inition 2.2. That is, two identical IFSs cannot get a similarity measure of 1 from Ssk. On
the other hand, we have that
S‘ðeA; eBÞ ¼ SeðeA; eBÞ ¼ ScðeA; eBÞ ¼ 1:
Thus, similarity measures S‘, Se and Sc satisfy property (P2) of Deﬁnition 2.2. That is, two
identical IFSs can get a similarity measure of 1 from S‘, Se and Sc so that they are suitable
in distinguishing two patterns.
2.2. Lp distance between two intervals
Let R be a Euclidean space and I ¼ f½a; bja; b 2 R; a 6 bg be the set of closed intervals
in R. For any two intervals x = [x1,x2], y = [y1,y2] 2 I, we deﬁne the distance between x
and y as
dpðx; yÞ ¼ ðjx1  y1jp þ jx2  y2jpÞ1=p; where pP 1: ð1Þ
The term jx1  y1jp + jx2  y2jp in (1) is the sum of the diﬀerences between the lower
bounds and the upper bounds of the intervals x and y. This corresponds to representing
an interval [a,b] 2 I as a point ða; bÞ 2 R2, where the lower bounds of the intervals are rep-
resented in the x-axis, and the upper bounds in the y-axis, and then computing the Lp dis-
tance between the points (x1,x2) and (y1,y2). Therefore, the distance in Eq. (1) is a suitable
extension of the Lp metric to interval. Next, we will show that
lim
p!1
dpðx; yÞ ¼ maxfjx1  y1j; jx2  y2jg: ð2ÞLemma 1. For any non-negative real numbers a and b, we havelim
p!1
ðap þ bpÞ1=p ¼ maxfa; bg; where p P 1:Proof. The lemma is obvious whenever (i) a or b equal 0, or (ii) a = b, because limp!12
1/p
= 1. If a5 b then we will show that
lim
p!1
ðap þ bpÞ1=p ¼ maxfa; bg:
Let us assume, with no loss of generality, that a < b, and let a = (ap + bp)1/p. Then
lim
p!1
ln a ¼ lim
p!1
lnðap þ bpÞ
p
:
Using L’Hospital’s rule, we have
lim
p!1
ln a ¼ lim
p!1
ap ln aþ bp ln b
ap þ bp
¼ lim
p!1
ða=bÞp ln aþ ln b
ða=bÞp þ 1
¼ ln b:
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lim
p!1
a ¼ lim
p!1
ðap þ bpÞ1=p ¼ b ð¼ maxfa; bgÞ: 
By Lemma 1, we have (2). Let us denote limp!1dp(x,y) as d1(x,y). Then it is easy to
see that d1(x,y) is the Hausdorﬀ distance between x and y.3. Similarity measures based on the Lp metric
For an IFSs eA of X = {x1,x2, . . . ,xn}, let I ~AðxiÞ be a subinterval on [0,1] given by
I ~AðxiÞ ¼ ½l~AðxiÞ; 1 m~AðxiÞ; i ¼ 1; 2; . . . ; n:
Let IFS(X) be the set of all IFSs of X and let Int(X) be the set of all corresponding intervals
I ~A of eA in IFS(X). It is known that IFSs are isomorphic to IVFSs. Thus, we can use the
interval I ~AðxiÞ to represent uniquely any eA in IFS(X).
Using the Lp metric deﬁned in (1), we have
dpðI ~AðxiÞ; I ~BðxiÞÞ ¼ jl~AðxiÞ  l~BðxiÞjp þ jm~AðxiÞ  m~BðxiÞjpð Þ1=p; pP 1:
Hence we can deﬁne the distance LpðeA; eBÞ between eA and eB as follows:
LpðeA; eBÞ ¼ 1n Xn
i¼1
dpðI ~AðxiÞ; I ~BðxiÞÞ: ð3Þ
Then we have the following properties of (3).
Proposition 3.1. The defined distance LpðeA; eBÞ between IFSs eA and eB satisfies the following
properties (D1–D4):
(D1) 0 6 LpðeA; eBÞ 6 21=p;
(D2) eA ¼ eB if and only if LpðeA; eBÞ ¼ 0;
(D3) LpðeA; eBÞ ¼ LpðeB; eAÞ;
(D4) If eA  eB  eC , eA; eB; eC 2 IFSsðX Þ, then LpðeA; eBÞ 6 LpðeA; eCÞ and
LpðeB; eCÞ 6 LpðeA; eCÞ.
Proof. It is easy to see that LpðeA; eBÞ satisﬁes the properties (D1)–(D3). We therefore only
prove (D4). Let eA  eB  eC , then l~AðxiÞ 6 l~BðxiÞ 6 l~CðxiÞ, and m~AðxiÞP m~BðxiÞP m~CðxiÞ,
"xi 2 X. It follows that
jl~AðxiÞ  l~BðxiÞjp 6 jl~AðxiÞ  l~CðxiÞjp; jl~BðxiÞ  l~CðxiÞjp 6 jl~AðxiÞ  l~CðxiÞjp;
jm~AðxiÞ  m~BðxiÞjp 6 jm~AðxiÞ  m~CðxiÞjp; jm~BðxiÞ  m~CðxiÞjp 6 jm~AðxiÞ  m~CðxiÞjp;
) jl~AðxiÞ  l~BðxiÞjp þ jm~AðxiÞ  m~BðxiÞjp 6 jl~AðxiÞ  l~CðxiÞjp þ jm~AðxiÞ  m~CðxiÞjp;
jl~BðxiÞ  l~CðxiÞjp þ jm~BðxiÞ  m~CðxiÞjp 6 jl~AðxiÞ  l~CðxiÞjp þ jm~AðxiÞ  m~CðxiÞjp
) LpðeA; eBÞ 6 LpðeA; eBÞ; LpðeB; eCÞ 6 LpðeA; eCÞ:
Thus the property (D4) is obtained. h
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lim
p!1
dpðI ~AðxiÞ; I ~BðxiÞÞ ¼ maxfjl~AðxiÞ  l~BðxiÞj; jm~AðxiÞ  m~BðxiÞjg:
Therefore,
L1ðeA; eBÞ  lim
p!1
LpðeA; eBÞ ¼ dHðeA; eBÞ:
It means that dHðeA; eBÞ is the limit case of LpðeA; eBÞ as p!1. Furthermore, limp!121/p
= 1 in (D1). It implies that 0 6 L1ðeA; eBÞ 6 1.
We know a reasonable distance measure between IFSs should satisfy the properties
(D2)–(D4). However, in many practical applications, one may be more interested in
whether or not ﬁtting well in reality. Thus, we use the example proposed by Wang and
Xin [23] to illustrate the distance measure Lp performs well in reality. Considering the
three IFSs eA, eB, eC in X = {x}, whereeA ¼ fðx; 1; 0Þg; eB ¼ fðx; 0; 1Þg; eC ¼ fðx; 0; 0Þg:
Wang and Xin [23] use the 10-person-voting model to interpret these IFSs. eA represents 10
persons all voting for a person; eB represents 10 persons all voting against him; eC repre-
sents 10 persons all hesitating. Next, we use Lp to measure the diﬀerence between eA andeB, eC
LpðeA; eBÞ ¼ 21=p; LpðeA; eCÞ ¼ 1; p P 1:
From the above, we know
LpðeA; eCÞ < LpðeA; eBÞ; p P 1:
It means that the diﬀerence between eA and eC is less than the diﬀerence between eA and eB.
So, the proposed distance measure Lp is quite reasonable for us to think that the diﬀerence
between eA and eC is less than the diﬀerence between eA and eB. But
L1ðeA; eBÞ ¼ L1ðeA; eCÞ ¼ 1:
This means that the diﬀerence between eA and eC is equal to the diﬀerence between eA and eB,
i.e., L1 = dH is not reasonable. Therefore, we propose a better distance between IFSs.
Furthermore, the proposed distance is easy to interpret from geometrical viewpoint. On
the other hand, the distance dwx1ðeA; eBÞ proposed by Wang and Xin [23] can be regarded
as a linear combination of L1ðeA; eBÞ and L1ðeA; eBÞ.
It is well known that similarity measures can be generated from distance measures.
Therefore, we may use the proposed distance measure to deﬁne a similarity measure.
Let f be a monotone decreasing function. Since 0 6 LpðeA; eBÞ 6 21=p,
f ð21=pÞ 6 f ðLpðeA; eBÞÞ 6 f ð0Þ:
This implies
0 6 f ðLpð
eA; eBÞÞ  f ð21=pÞ
f ð0Þ  f ð21=pÞ 6 1:
Thus, we may deﬁne the similarity measure between IFSs eA and eB as follows:
SðeA; eBÞ ¼ f ðLpðeA; eBÞÞ  f ð21=pÞ
f ð0Þ  f ð21=pÞ : ð4Þ
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Next, we follow the way of Hung and Yang [14] to choose
f ðxÞ ¼ 1 x; expðxÞ and 1
1þ x :
Then the corresponding similarity measures between eA and eB are given by
Sp‘ðeA; eBÞ ¼ 21=p  LpðeA; eBÞ
21=p
; ð5Þ
SpeðeA; eBÞ ¼ expðLpðeA; eBÞÞ  expð21=pÞ
1 expð21=pÞ ; ð6Þ
SpcðeA; eBÞ ¼ 21=p  LpðeA; eBÞ
21=pð1þ LpðeA; eBÞÞ : ð7Þ4. Numerical examples
To illustrate the proposed similarity measures are reasonable, we borrow several exam-
ples from Liang and Shi [16] and Wang and Xin [23]. For convenience, we consider p = 2
in similarity measures Sp‘ , S
p
e and S
p
c .
Example 1 [16]. Assume that there are three patterns denoted with IFSs in
X = {x1,x2,x3}. The three patterns are denoted as follows:
eA1 ¼ fðx1; 0:3; 0:3Þ; ðx2; 0:2; 0:2Þ; ðx3; 0:1; 0:1Þg;eA2 ¼ fðx1; 0:2; 0:2Þ; ðx2; 0:2; 0:2Þ; ðx3; 0:2; 0:2Þg;eA3 ¼ fðx1; 0:4; 0:4Þ; ðx2; 0:4; 0:4Þ; ðx3; 0:4; 0:4Þg:
Assume that a sample eB ¼ fðx1; 0:3; 0:3Þ; ðx2; 0:2; 0:2Þ; ðx3; 0:1; 0:1Þg is given. To interpret
the notions of these patterns, we borrow the idea of Wang and Xin [23]. Given three kinds
of mineral ﬁelds, each is featured by the content of three minerals and contains one kind of
typical hybrid minerals. The three kinds of typical hybrid minerals are represented by IFSseA1, eA2, eA3 in X, respectively. Given another kind of hybrid mineral eB, to which ﬁeld does
this kind of mineral eB most probably belong to? By Eqs. (5)–(7), we have
S2‘ðeA1; eBÞ ¼ 1; S2‘ðeA2; eBÞ ¼ 0:933; S2‘ðeA3; eBÞ ¼ 0:800;
S2eðeA1; eBÞ ¼ 1; S2eðeA2; eBÞ ¼ 0:881; S2eðeA3; eBÞ ¼ 0:675;
S2cðeA1; eBÞ ¼ 1; S2cðeA2; eBÞ ¼ 0:853; S1cðeA3; eBÞ ¼ 0:624:
From this data, it is evident that eA1 ¼ eB. That is, the sample eB belongs to the patterneA1. The proposed similarity measures together with those of Liang and Shi [16]; Mitchell
[17] and Hung and Yang [14] show the correct classiﬁcation according to the principle of
maximum membership degree.Example 2 [16]. Assume that there are three patterns denoted with IFSs in
X = {x1,x2,x3}. The three patterns are denoted as follows:
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Assume that a sample eB ¼ fðx1; 0:4; 0:4Þ; ðx2; 0:6; 0:2Þ; ðx3; 0:0; 0:8Þg is given. By Eqs. (5)–
(7), we have
S2‘ðeA1; eBÞ ¼ 0:833; S2‘ðeA2; eBÞ ¼ 0:933; S2‘ðeA3; eBÞ ¼ 0:598;
S2eðeA1; eBÞ ¼ 0:723; S2eðeA2; eBÞ ¼ 0:881; S2eðeA3; eBÞ ¼ 0:427;
S2cðeA1; eBÞ ¼ 0:674; S2cðeA2; eBÞ ¼ 0:853; S2cðeA3; eBÞ ¼ 0:381:
It is seen that the sample eB belongs to the pattern eA2 according to the principle of the max-
imum degree of similarity between IFSs. This classiﬁcation result is the same as Liang and
Shi [16].Example 3 [16]. Assume that there are two patterns denoted with IFSs in X = {x1,x2,x3}.
The two patterns are denoted as follows:
eA1 ¼ fðx1; 0:2; 0:2Þ; ðx2; 0:2; 0:2Þ; ðx3; 0:2; 0:2Þg;eA2 ¼ fðx1; 0:4; 0:4Þ; ðx2; 0:4; 0:4Þ; ðx3; 0:4; 0:4Þg:
Assume that a sample eB ¼ fðx1; 0:3; 0:3Þ; ðx2; 0:3; 0:3Þ; ðx3; 0:1; 0:3Þg is given. By Eqs. (5)–
(7), we have
S2‘ðeA1; eBÞ ¼ 0:900; S2‘ðeA2; eBÞ ¼ 0:859;
S2eðeA1; eBÞ ¼ 0:826; S2eðeA2; eBÞ ¼ 0:761;
S2cðeA1; eBÞ ¼ 0:788; S2cðeA2; eBÞ ¼ 0:716:
Based on the above results, it is seen that the sample eB belongs to the pattern eA1
according to the principle of the maximum degree of similarity between IFSs. This classi-
ﬁcation result is diﬀerent from Liang and Shi [16], where their measure Sps cannot classify
this sample because of Sps ðeA1; eBÞ ¼ Sps ðeA2; eBÞ.
Example 4 [23]. Considering a pattern recognition problem about the classiﬁcation
of building materials, four classes of building material are represented by IFSseA1; eA2; eA3; eA4 in X = {x1,x2, . . . ,x12}, respectively. Given another kind of unknown
building material eB, our aim is to justify which class the unknown pattern eB belongs
to. These IFSs are shown in Table 1. From Table 1, we have
S2‘ðeA1; eBÞ ¼ 0:566; S2‘ðeA2; eBÞ ¼ 0:559; S2‘ðeA3; eBÞ ¼ 0:798; S2‘ðeA4; eBÞ ¼ 0:969;
S2eðeA1; eBÞ ¼ 0:393; S2eðeA2; eBÞ ¼ 0:387; S2eðeA3; eBÞ ¼ 0:671; S2eðeA4; eBÞ ¼ 0:943;
S2cðeA1; eBÞ ¼ 0:350; S2cðeA2; eBÞ ¼ 0:344; S2cðeA3; eBÞ ¼ 0:620; S2cðeA4; eBÞ ¼ 0:928:
It is seen that the pattern eB belongs to the class eA4 according to the principle of the max-
imum degree of similarity between IFSs. This result is the same as Wang and Xin [23].
Table 1
Twelve kinds of materials are represented by IFSs
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12
l~A1 ðxÞ 0.173 0.102 0.530 0.965 0.420 0.008 0.331 1.000 0.215 0.432 0.750 0.432
m~A1 ðxÞ 0.524 0.818 0.326 0.008 0.351 0.956 0.512 0.000 0.625 0.534 0.126 0.432
l~A2 ðxÞ 0.510 0.627 1.000 0.125 0.026 0.732 0.556 0.650 1.000 0.145 0.047 0.760
m~A2 ðxÞ 0.365 0.125 0.000 0.648 0.823 0.153 0.303 0.267 0.000 0.762 0.923 0.231
l~A3 ðxÞ 0.495 0.603 0.987 0.073 0.037 0.690 0.147 0.213 0.501 1.000 0.324 0.045
m~A3 ðxÞ 0.387 0.298 0.006 0.849 0.923 0.268 0.812 0.653 0.284 0.000 0.483 0.912
l~A4 ðxÞ 1.000 1.000 0.857 0.734 0.021 0.076 0.152 0.113 0.489 1.000 0.386 0.028
m~A4 ðxÞ 0.000 0.000 0.123 0.158 0.896 0.912 0.712 0.756 0.389 0.000 0.485 0.912
l~BðxÞ 0.978 0.980 0.798 0.693 0.051 0.123 0.152 0.113 0.494 0.987 0.376 0.012
m~BðxÞ 0.003 0.012 0.132 0.213 0.876 0.756 0.721 0.732 0.368 0.000 0.423 0.897
Table 2
Six kinds of materials are represented by IFSs
x1 x2 x3 x4 x5 x6
l~C1 ðxÞ 0.739 0.033 0.188 0.492 0.020 0.739
m~C1 ðxÞ 0.125 0.818 0.626 0.358 0.628 0.125
l~C2 ðxÞ 0.124 0.030 0.048 0.136 0.019 0.393
m~C2 ðxÞ 0.665 0.825 0.800 0.648 0.823 0.653
l~C3 ðxÞ 0.449 0.662 1.000 1.000 1.000 1.000
m~C3 ðxÞ 0.387 0.298 0.000 0.000 0.000 0.000
l~C4 ðxÞ 0.280 0.521 0.470 0.295 0.188 0.735
m~C4 ðxÞ 0.715 0.368 0.423 0.658 0.806 0.118
l~C5 ðxÞ 0.326 1.000 0.182 0.156 0.049 0.675
m~C5 ðxÞ 0.452 0.000 0.725 0.765 0.896 0.263
l~BðxÞ 0.629 0.524 0.210 0.218 0.069 0.658
m~BðxÞ 0.303 0.356 0.689 0.753 0.876 0.256
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minerals and contains one kind of typical hybrid mineral. The ﬁve kinds of typical hybrid
mineral are represented by IFSs eC1, eC2, eC3, eC4, eC5 in X = {x1,x2, . . . ,x6}, respectively.
Given another kind of hybrid mineral eB, to which ﬁeld does this kind of mineral eB most
probably belong to? These IFSs are shown in Table 2. From Table 2, we have
S2‘ ðeC1; eBÞ ¼ 0:783; S2‘ ðeC2; eBÞ ¼ 0:743; S2‘ ðeC3; eBÞ ¼ 0:506; S2‘ ðeC4; eBÞ ¼ 0:842; S2‘ ðeC5; eBÞ ¼ 0:872;
S2eðeC1; eBÞ ¼ 0:651; S2eðeC2; eBÞ ¼ 0:597; S2eðeC3; eBÞ ¼ 0:336; S2eðeC4; eBÞ ¼ 0:735; S2eðeC5; eBÞ ¼ 0:781;
S2cðeC1; eBÞ ¼ 0:600; S2cðeC2; eBÞ ¼ 0:545; S2cðeC3; eBÞ ¼ 0:298; S2cðeC4; eBÞ ¼ 0:688; S2cðeC5; eBÞ ¼ 0:738:
It is seen that the pattern eB belongs to the class eC5 according to the principle of the max-
imum degree of similarity between IFSs. This result is also the same as Wang and Xin [23].
From Examples 1–5, we see that the proposed similarity measures are reasonable.
Therefore, we apply these measures to pattern recognition.5. Application to pattern recognition
One of the most active and promising areas of applications for the mathematics of uncer-
tainty has been in the ﬁeld of pattern recognition and clustering. Pattern recognition
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within data in order to recognize patterns and classify objects. The technique of clustering is
aimed at partitioning the observations into groups (‘‘clusters’’) so that the pairwise dissim-
ilarities between those assigned to the same cluster tend to be smaller than those in diﬀerent
clusters. As with most clustering methods, sources of errors and variation are not formally
considered in hierarchical procedures. This means that a clustering method will be sensitive
to outliers, or noise points. To reduce the eﬀects of outliers or noise, Yang andWu [24] pro-
posed a similarity-based clustering (SCM) method which is robust to noise and outliers.
Let the data set be X ¼ ft1; . . . ; tng where tj is a feature vector in the s-dimensional
Euclidean space Rs and c is the speciﬁed number of clusters. Yang and Wu [24] considered
maximizing the objective function J(z) with
JðzÞ ¼
Xc
i¼1
Xn
j¼1
exp ktj  zik
2
b
 ! !c
; ð8Þ
where z = (z1, . . . ,zc), exp(ktj  zik2/b) is the similarity measure between tj and the ith
cluster center zi, ktj  zik is the Euclidean norm, c > 0, and
b ¼
Pn
j¼1ktj tk2
n
; where t ¼ 1
n
Xn
j¼1
tj:
Since the clustering result is inﬂuenced by c, Yang and Wu [24] proposed correlation
comparison algorithm (CCA) to select c. According to the fact that the parameter c con-
trols the location of the peaks of J(z), they considered the total similarity function ~JðtkÞcm
for each data point tk with
~JðtkÞcm ¼
Xn
j¼1
exp ktj  tkk
2
b
 ! !cm
; k ¼ 1; . . . ; n;
where cm = 5 m, m = 1,2,3, . . . In fact, we may also choose cm = 4 m. An ideal choice of a
shift for c is actually dependent on the data set. However, Yang and Wu [24] recom-
mended a shift of ﬁve for c according to their numerical observations so that we used
cm = 5 m. The correlation between the values of ~JðtkÞcm and ~JðtkÞcmþ1 are calculated. That
is, CCA is based on a correlation comparison procedure with ‘‘c1 = 5, c2 = 10’’, ‘‘c2 = 10,
c3 = 15’’, ‘‘c3 = 15, c4 = 20’’,    etc. The CCA then is summarized as follows:
Correlation comparison algorithm (CCA)
S1. Set m = 1 and give a threshold 1.
S2. Calculate the correlation of the values of ~JðtkÞcm and ~JðtkÞcmþ1 .
S3. If the correlation is greater than or equal to the threshold 1
THEN choose cm to be the estimate of c;
ELSE m = m + 1 and GOTO S2.
Since Yang and Wu [24] suggested a threshold around 0.97–0.999, we choose 0.97 for
the threshold in this section. After the parameter c is estimated using CCA, the next step is
to ﬁnd a zi that maximizes the objective function J(z). Diﬀerentiating J(z) with respect to
all zi, we obtain
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dzi
¼
Xn
j¼1
2
c
b
ðtj  ziÞ exp ktj  zik
2
b
 ! !c
ð9Þ
and set (9) to zero. The necessary condition that maximizes J(z) is
zi ¼
Pn
j¼1tj exp  ktjzik
2
b
  c
Pn
j¼1 exp  ktjzik
2
b
  c : ð10Þ
This necessary condition can be re-expressed as follows. First, we take the similarity
relation S(tj,zi) with
Sij ¼ Sðtj; ziÞ ¼ exp ktj  zik
2
b
 !
ð11Þ
and then the necessary condition (10) becomes
zi ¼
Pn
j¼1S
c
ijtjPn
j¼1S
c
ij
: ð12Þ
This forms the similarity clustering algorithm (SCA). Thus, after the CCA is imple-
mented to get an estimate c, the SCA that will be used to ﬁnd the peaks of the objective
function is then summarized as follows:
Similarity clustering algorithm (SCA)
Initialize zð0Þi ; i ¼ 1; . . . ; c and give ;
Set iteration counter ‘ = 0;
S1. Estimate Sð‘þ1Þij by Eq. (11).
S2. Estimate zð‘þ1Þi by Eq. (12).
Increment ‘; Until maxi
zð‘þ1Þi  zð‘Þi  < .
When one processes SCA, all the cluster centers, zi, will change positions for each iter-
ation. If the data set has only one peak on the objective function, all the centers will grad-
ually centralize to that unique peak. In this case, we will claim there is only one cluster for
this data set. When the data set has more than one peak on the objective function, we can
randomly give more initial cluster centers to process SCA and these centers will then cen-
tralize to the peaks of the objective function. The problem here is what kind of the initial-
ization can guarantee that all peaks (clusters) will be found simultaneously. To solve this
problem, Yang and Wu [24] suggested to set all data points to be the initial centers (i.e.,
zð0Þ ¼ ðzð0Þ1 ; . . . ; zð0Þn Þ ¼ ðt1; . . . ; tnÞÞ. They successfully showed that all peaks (clusters) will be
found for this initialization.
Therefore, the above processes include the following: (i) process CCA to estimate the
parameter c, (ii) process SCA with zð0Þ ¼ ðzð0Þ1 ; . . . ; zð0Þn Þ ¼ ðt1; . . . ; tnÞ. Finally we process
the single linkage algorithm with the ﬁnal positions of n cluster centers to ﬁnd the optimal
cluster number c* and identify these c* clusters. This forms the structure of SCM which is
summarized as follows:
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S1. Estimate c using CCA.
S2. Process SCA with zð0Þ ¼ ðzð0Þ1 ; . . . ; zð0Þn Þ ¼ ðt1; . . . ; tnÞ.
S3. Process the single linkage algorithm with the ﬁnal n cluster centers.
S4. Find the optimal cluster number c* according to the Hierarchical Clustering tree.
S5. Identify these c* clusters.
Yang and Wu [24] also showed that the SCM has three robust clustering characteristics:
(i) robust to the initialization (cluster number and initial guesses); (ii) robust to cluster vol-
umes (ability to detect diﬀerent volumes of clusters); (iii) robust to noise and outliers.
Therefore, SCM is used to analyze the patterns of IFSs.
Let eA be an IFS in a universe of discourse X = {x}, where eA ¼ fðx; l~AðxÞ; m~AðxÞÞg. In the
decision making problem, we can say that the expert eA votes for  to the extent
0 6 l~AðxÞ 6 1 and votes against  to the extent 0 6 m~AðxÞ 6 1 l~AðxÞ. Because IFS is iso-
morphic to interval-valued fuzzy sets, eA ¼ fðx; l~AðxÞ; m~AðxÞÞg can be described by a set of
order pairs fðx; I ~AðxÞÞg, where the interval I ~AðxÞ ¼ ½l~AðxÞ; 1 m~AðxÞ. From Section 2.2 we
know that the interval I ~AðxÞmay be regarded as the point ðl~AðxÞ; 1 m~AðxÞÞ 2 R2. Next, we
consider 15 experts who vote for/against a given decision described by the following IFSs
on X:
eA1 ¼ fðx; 0:91; 0:08Þg; eA2 ¼ fðx; 0:93; 0:07Þg; eA3 ¼ fðx; 0:87; 0:12Þg;eA4 ¼ fðx; 0:85; 0:14Þg; eA5 ¼ fðx; 0:79; 0:20Þg; eA6 ¼ fðx; 0:19; 0:80Þg;eA7 ¼ fðx; 0:10; 0:82Þg; eA8 ¼ fðx; 0:06; 0:90Þg; eA9 ¼ fðx; 0:03; 0:82Þg;eA10 ¼ fðx; 0:07; 0:73Þg; eA11 ¼ fðx; 0:50; 0:50Þg; eA12 ¼ fðx; 0:45; 0:55Þg;eA13 ¼ fðx; 0:40; 0:50Þg; eA14 ¼ fðx; 0:42; 0:48Þg; eA15 ¼ fðx; 0:46; 0:46Þg:
It is an interesting problem for us to analyze the voting behavior of these experts. Clus-
tering analysis, which is a method of clustering of a data set into groups displaying similar
characteristics, is an approach to unsupervised learning and one of the major techniques
used in pattern recognition. Furthermore, IFSs eA1; . . . ; eA15 may be regarded as 15 points
in R2 from the above discussion. Therefore, we use SCM to explore the structure of this
data set. The Hierarchical Clustering tree of the ﬁnal states of all data point is shown in
Fig. 1. The increase in y-coordinate represents the distance between clusters. Fig. 1 shows
that there are three well-separated clusters in the ﬁnal states of the data points and hence
c* = 3. That is, eA1; . . . ; eA5 belong to cluster 1; eA6; . . . ; eA10 belong to cluster 2; andeA11; . . . ; eA15 belong to cluster 3. The corresponding cluster centers are as follows:
eC1 ¼ fðx; 0:875; 0:119Þg; eC2 ¼ fðx; 0:089; 0:813Þg; eC3 ¼ fðx; 0:444; 0:499Þg:
Now, suppose we have another expert who votes for/against a given decision described
by the IFSs eB ¼ fðx; 0:60; 0:38Þg. What cluster does the opinion of expert eB belong to? To
answer this question, we use the proposed similarity measures to calculate the degree of
similarity between eB and eC1; eC2; eC3 as follows:
11 15 12 13 14  6  7  8  9 10  1  2  3  4  5
0
0.1
0.2
0.3
0.4
0.5
0.6
Fig. 1. The hierarchical clustering tree of the ﬁnal states of the data points.
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S2eðeC1; eBÞ ¼ 0:583; S2eðeC2; eBÞ ¼ 0:355; S2eðeC3; eBÞ ¼ 0:765;
S2cðeC1; eBÞ ¼ 0:531; S2cðeC2; eBÞ ¼ 0:315; S2cðeC3; eBÞ ¼ 0:720:
It is seen that the pattern eB belongs to the cluster 3 according to the principle of the max-
imum degree of similarities between IFSs.6. Conclusions
This paper presented a novel method to measure the similarity between IFSs. First,
we adopt the concept of Lp metric to deﬁne the distance between IFSs. To illustrate that
this distance is better in reality, we borrowed the data set from Wang and Xin [23]. We
found that this distance is well suited to the 10-person-voting model. We then used this
distance to generate several similarity measures between IFSs. Some numerical examples
were performed to assess the performance of the proposed measures. The results indi-
cated the proposed measures to be good in pattern recognition problems. Finally, we
applied the proposed measures to analyze the behavior of decision making. The experi-
ment results showed that the proposed approach can give an insight in the decision mak-
ing behavior.
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