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PREFACE
This thesis describes an investigation of fission in light Pb 
nuclei, induced by heavy ions. All experiments were performed at the 
Department of Nuclear Physics, at the Australian National University, 
using the 14UD pelletron accelerator.
The project was suggested by Professor J.O. Newton. The bulk of 
the experimental work was carried out by Dr. J.R. Leigh, Dr. W.
Galster and myself. Professor Newton, Dr. S.H. Sie, Mr. D. Conley and 
Mr. R.J. Charity took part in various stages of the experimental 
programme. The inspiration to build a MWPC for use in detecting 
evaporation residues was Jack Leigh's, whilst the multi-angle detector 
was an existing design of Dr. T.R. Ophel.
Data reduction was carried out by myself, using programs already 
in existence (written by Dr. I.G. Graham). The statistical model 
codes MBII and ORNL ALICE were adapted to run on the ANU Univac 1108 
computer by Dr. S.H. Sie. The running of these codes was shared 
between Jack Leigh and myself. The program to calculate evaporation 
residue angular distributions was written by myself.
I was helped in the interpretation of this data by many 
discussions with Jack Leigh, and John Newton.
Much of the work described in this thesis has appeared or will 
appear in the following publications:
(i) "Applications of a simple MWPC to measurement of Heavy
(A ~ 200) evaporation residues", by J.R. Leigh, D.J. Hinde 
and W. Galster, Nuol. Instr. and Meth. 186 (1981) 541.
(ii) "A multi-angle detector for heavy ion reaction studies", by
T.R. Ophel, W. Galster, D.J. Hinde and J.R. Leigh, accepted 
for publication by Nuol. Instr. and Meth.
(iii) "Fission imposed limits to the angular momentum carried by
evaporation residues from the 200Pb compound nucleus", by
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J.R. Leigh, D.J. Hinde, J.O. Newton, W. Galster and 
S.H. Sie, submitted to Phys. Rev. Lett.
(iv) "Fission and evaporation competition in 200Pb", by D.J. Hinde, 
J.R. Leigh, J.O. Newton, W. Galster and S.H. Sie, submitted
to Nuet. Phys. A.
No part of this thesis has been submitted for a degree at any 
other university.
~T.
D.J. Hinde
Canberra, 
January 1982.
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VABSTRACT
Compound nuclei of Pb ranging in mass from A = 192 to A = 200 have 
been formed in heavy-ion fusion reactions. Their decay by fission and 
particle emission have been studied, fission probabilities having been 
determined at bombarding energies ranging from below the Coulomb 
barriers to those giving compound nuclear excitation energies of 80 
MeV, and angular momenta up to 75 ft.
Two reactions, 19F + 181Ta and 30Si + 170Er, have been used to form 
200Pb. At the same excitation energy in the compound nucleus, the 
angular momenta brought in by these two reactions are different. This 
permits the determination of the fission probability in a narrow range 
of angular momenta. By measuring excitation functions for fission and 
evaporation residues, the fission probability was determined at 
angular momenta between 12 h and 64 h, for a small range of excitation 
energies. The results were compared with the predictions of the 
rotating liquid drop/statistical model codes ORNL ALICE and MBII.
Good agreement was obtained, though no unique parameter set (af/av> B^ ) 
which best fitted the data was found. The parameter set (1.00, 0.83) 
was adopted, which fitted the (HI, xny) and (HI, xna) channels, which 
were measured for this nucleus only.
Using this parameter set, the measured fission probabilities from 
the compound nuclei 198Pb, 195Pb and 192Pb were fitted, within the 
experimental error caused by uncertainty in charged particle emission 
from these nuclei. Thus a value of the liquid drop surface asymmetry 
parameter (k) of 1.78 appears to fit the experimental data in this 
mass region.
A full analysis of heavy ion induced fission should account for 
temperature and shell corrections to the liquid drop model, as a 
function of both excitation energy and angular momentum. However, 
because of the uncertainty in even the basic parameters of the liquid
vi
drop model, it is concluded that more experimental determinations of 
fission probabilities over a wide mass range to high precision, 
analysed using a simple picture, in the spirit of the liquid drop 
model, may clarify the confusing picture of heavy ion induced fission 
which now exists.
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CHAPTER 1
INTRODUCTION
1.1 GENERAL
The properties of nuclei at high excitation energy and high 
angular momentum are the subject of intense experimental and 
theoretical research. This is aimed at understanding both bulk 
nuclear properties, and the influence of the single particle nature of 
nuclei on these properties. In part, the experimental research effort 
was stimulated by the prediction in 1966 [Mye66] of an "island” of 
nuclei of mass A -300, whose ground states should be stable against 
fission. The liquid drop model [Mye66], which describes the bulk 
properties of nuclei, predicts that fission barriers should not exist 
for such super-heavy nuclei. However large positive shell effects (a 
manifestation of the single particle nature of nuclei) are predicted 
to increase their fission barriers by over 10 MeV [Mor72].
The lack of experimental evidence for the existence of such 
super-heavy nuclei in their ground states (lower limits to the cross- 
section for their formation in fusion reactions are < 10~36 cm2 
[Bas80]) has stimulated other fields of study, in particular the 
dynamics of the fusion process. The negative experimental result has 
been explained by a combination of factors, principally consisting of 
limitations to the fusion process [Bas74] and the disappearance of 
shell effects with excitation energy [Mor72]. Fission experiments on 
lighter nuclei have not yet been able to isolate the effects of shell 
corrections on fission cross-sections resulting from heavy ion induced 
fusion reactions. The existence of fission isomers however shows that 
these effects are present at low excitation energies.
The effect of shell corrections on heavy ion induced fission 
cross-sections over a wide mass range may be difficult to identify,
2since it has been suggested [Bec77a] that the rotating liquid drop 
model [Coh74] as it stands is inadequate for describing the fission 
process even at high excitation energies, where shell effects are 
expected to be small. Unfortunately the measurements on which this 
conclusion is based are rather fragmentary, and have certain 
ambiguities regarding the true identity of particles assigned to 
compound nucleus fission [Pla80]. This makes a clear cut analysis 
difficult. Other results of experiments in which fission probabilities 
have been investigated are often incomplete, in that fusion cross- 
sections have not been measured, so fission probabilities cannot be 
reliably extracted from the data. The analyses are often performed in 
different ways, with different assumptions, and the resulting fission 
barrier which is extracted is highly dependent on these assumptions. 
The present state of experimental results in this field thus makes it 
difficult to produce an overall picture of the variation of fission 
probabilities, let alone fission barriers, across the periodic table.
Consequently it was decided that a series of precise measurements 
of fission probabilities over a range of masses, analysed in a 
systematic way, could make a valuable contribution to our under­
standing of the fission process and nuclear properties at high 
excitation energy and angular momentum. In particular, the variation 
of fission barriers with nuclear charge and mass, and the possible 
influence of shell effects on observed cross-sections would be 
investigated. For the latter reason the lead region was chosen for 
initial study, due to the large and varying shell effects present.
This thesis presents our first measurements in this mass region.
The zero angular momentum fission barriers calculated in the liquid 
drop picture are inadequate to describe heavy ion induced fission, 
because of the large angular momentum brought into the nucleus. The 
effect of this on fission barriers can easily be demonstrated. The 
moment of inertia of the saddle point is necessarily larger than that 
of the equilibrium deformation. This means that as angular momentum 
is put into the nucleus, the rotational energy of the saddle point 
rises less than that of the equilibrium deformation. Thus the fission 
barrier decreases with angular momentum. Though this effect has been 
investigated by several authors, the most comprehensive study was by
3Cohen, Plasil and Swiatecki [Coh74]. Their rotating liquid drop model 
(RLDM) of fission is widely used in the analysis of experimental data 
from heavy ion reactions. To date, however, precise experimental 
results of the fission probability as a function of angular momentum 
have not been available to thoroughly test this model. The teim 
fission probability is used to define the "total" probability, 
including fission from all nuclei formed in the de-excitation of the 
compound system. Fission from a particular nucleus will be referred 
to as first- or "nth"-chance fission.
Measurement of fission probabilities as a function of angular 
momentum is important not only to give information on the fission 
process itself, but also for the field of nuclear structure. This is 
because identification of nuclear levels up to high spin can only be 
made if the nucleus does not fission at such angular momenta. The 
study of continuum y-rays, following particle evaporation from the 
compound system, has revealed several aspects of nuclear behaviour 
[DiaSO] . This is also limited by fission competition at high angular 
momenta. For nuclei heavier than lead, the limiting angular momentum 
above which the fission probability is greater than one half decreases 
rapidly with fissility x, given by x - Z 2/50 A [Coh74] , where Z is the 
nuclear charge and A the nuclear mass number. This fact limits the 
range of heavy nuclei whose level structure can be investigated using 
fusion reactions, though nuclei up to Z =86 (Radon) have been 
thoroughly investigated in this way [Hor77],[P0I8I].
Measurement of the fission probability in a fusion reaction 
generally involves an average over a wide range of angular momenta. A 
nucleus can, however, be made at the same excitation energy with two 
different reactions. The limiting angular momentum quantum numbers 
(denoted by Lx and L2) above which the compound nucleus is not 
populated will in general be different. If fission and fusion cross- 
sections for both reactions are measured, it has been demonstrated 
[Zeb74] that the fission probability in the range (L2 - Lj) can be 
extracted. This has been done previously for two nuclei. Zebelman et 
dl. [Zeb74] studied 170Yb, and used four reactions, giving three 
angular momentum ranges. Miller et dl. [Mil78] studied 194Hg, and 
measured the fission probability in two angular momentum ranges at
4different excitation energies. However, the errors quoted [Zeb74] on 
the fission probability in the angular momentum range (L2 - L1) are 
large (> 50%), and the number of angular momentum windows is limited 
by available target/projectile combinations.
By measuring excitation functions for fission and fusion, a 
result with a smaller statistical error can be achieved. Furthermore, 
the fission probability over the whole angular momentum range can be 
extracted, though not independently of excitation energy. This will 
be discussed in detail in section 5.4. For those nuclei where only 
one target/projectile combination is used in their formation, it is 
still important to measure the fission probability over a wide range 
of angular momenta, and thus excitation and bombarding energy, since 
this allows a more strict definition of the statistical model 
parameters used in fitting the data [PlaSO]. It is also valuable to 
measure as many properties of the system as can be reliably predicted 
by the statistical model, to further restrict the parameters used in 
the analysis.
1.2 EXPERIMENTAL METHODS
The lead compound nuclei (C.N.) formed in this study range from 
A =200 to A =192. The nucleus 200Pb was formed by two fusion 
reactions: 19F with 181Ta, and 30Si with 170Er. Fission and
evaporation residue (E.R.) excitation functions were measured from 
below the Coulomb barriers to a compound nuclear excitation energy of 
80 MeV and angular momentum 70 fi. The latter corresponds to a fission 
barrier of 1.0 MeV, according to the rotating liquid drop model. 
Angular distributions of fission fragments were measured at several 
energies, though the behaviour was found to follow a l/sin8 
distribution within experimental error. Evaporation residue angular 
distributions were measured at all energies and a computer code was 
written to predict the approximate shape of the distribution close to 
zero degrees. A AE - E telescope allowed identification of fission 
fragments, whilst energy and time of flight (E - t) measurements 
identified the slow evaporation residues. For both reactions H.I., 
xny excitation functions were measured, using a Ge(Li) detector to 
identify the y-rays. For the 19F on 181Ta reaction, the excitation
5function for evaporated alpha particles was measured using a AE - E 
telescope located at back angles. For this reaction, an evaporation 
residue-alpha particle angular correlation experiment was performed at 
one energy, to identify the cause of the shoulder observed in the E.R. 
angular distributions.
Using beams of 28Si incident on targets of 164Er, 167Er and 170Er, 
the compound nuclei 198Pb, 195Pb and 197Pb were formed. In these 
reactions, excitation functions (each point consisting of an angular 
distribution) were measured for fission and evaporation residues. For 
the compound nucleus 192Pb, no cross-section in the E.R. excitation 
function exceeded 60 mb, corresponding to a maximum fission 
probability of (0.952 ± 0.003).
In all cases, absolute cross-sections were normalised with 
respect to Rutherford scattering (except the H.I., xny excitation 
functions), and relative solid angles so determined agreed well with 
geometrical measurements. Thus from an experimental point of view, 
the absolute cross-sections normalised by Rutherford scattering are 
estimated to be correct within a 5% systematic error. An important 
source of error in such measurements can be incorrect particle 
identification due to competing processes such as incomplete fusion or 
deep inelastic collisions [Pla80]. However theoretical considerations 
suggest that neither should be significant, and that complete fusion 
is the dominant channel in this case. No experimental evidence 
contradicted that conclusion. Thus the experimental results can be 
quoted with confidence.
6CHAPTER 2 
THEORY
2.1 INTRODUCTION
The Bohr independence hypothesis [Boh36] is the basic idea upon 
which the quantitative models predicting compound nuclear decay are 
based. It states that the formation and decay of a compound nucleus 
are independent. This is not strictly true for heavy ion reactions. 
However if the hypothesis is reworded to read that the formation and 
decay of a given compound nuclear state are independent, then this is 
the basis upon which calculations of fission cross-sections induced by 
heavy ion fusion reactions have been made. For the hypothesis to be 
valid, it is essential that the relaxation time for all nuclear 
degrees of freedom is less than the lifetime of the compound nucleus. 
The term ’’equilibrated compound nucleus” may be used to describe a 
system in which the Bohr independence hypothesis is valid. In this 
work however, such a system will henceforth be described as a compound 
nucleus. Following Bass [Bas73], the initial configuration of the 
combined system will be referred to as the contact state.
For fission studied following heavy ion fusion reactions, all 
quantitative analyses have been performed by splitting the reaction 
into two distinct and separate processes on the basis of their 
characteristic times. The fusion of projectile and target is treated 
first, equilibration occurring in ~ lCf21 seconds. Subsequently, the 
de-excitation of the compound nucleus is analysed, the first step in 
the de-excitation generally occurring after ~ 10-20 seconds, and the 
total time for de-excitation to the ground state taking longer than 
10"16 seconds. However, in certain classes of fusion reaction, the 
lifetime of the composite system formed is so short that an 
equilibrated compound nucleus cannot be formed. In these cases, it
7would be desirable to be able to describe all stages in the evolution 
of the configuration of the two fusing nuclei. Though dynamical 
calculations have been made of heavy ion collisions, both by the TDHF 
method, and in a liquid drop picture, a detailed calculation 
considering all relevant degrees of freedom is not yet available to be 
used in the quantitative analysis of all types of reaction.
Reactions are thus divided into several categories, though 
ideally there should be no abrupt transition between different types 
of collision. Two categories can be defined which are of particular 
relevance to compound nucleus fission studies, because they produce 
reaction products almost identical to fission fragments from the fully 
relaxed compound nucleus. The first can result from any target and 
projectile combination having high relative angular momentum. Though 
the nuclei can reach close enough to be subject to the attractive 
nuclear force, the angular momentum barrier does not permit fusion, 
and the nuclei separate, after exchanging matter. This type of 
reaction is known as a deep inelastic collision (D.I.C.).
The second category has been called fast fission [Gre79], and 
occurs when ein attempt is made to produce a compound nucleus which has 
a zero fission barrier. Both reactions are characterised by a wide 
fragment mass distribution, though fast fission tends to be peaked at 
symmetric division. The experimental signature of fast fission is 
illustrated in Fig. 2.1, which shows an increase in the FWHM of the 
fission fragment mass distribution as the zero fission barrier limit 
is approached and passed. This type of reaction product is expected 
to be associated with a contact state with lifetime intermediate 
between those of deep inelastic collisions and compound nucleus 
reactions. In a statistical model calculation, nuclei with a zero 
fission barrier are assumed to fission with unit probability, so fast 
fission reactions do not affect the comparison of theory and 
experiment.
Quantitative theories which allow calculation of entrance channel 
limitations to the complete fusion reaction will be presented. They 
show that for the reactions studied, D.I.C. should not occur. The 
theoretical bases upon which the rotating liquid drop/statistical 
model codes used in the analysis will be given. Some limitations to
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Fig.  2 .1 :  FWHM o f  t l ie  mass d i s t r i b u t i o n  o f  f i s s i o n  p r o d u c t s  as  a
f u n c t i o n  o f  t h e  l i m i t i n g  a n g u l a r  momentum £ ft ( see  eqn.  ( 2 . 4 ) ) .max
The cu rve  i s  t o  gu ide  t h e  eye (from [PlaSOa]) .
t h e  commonly used  d e s c r i p t i o n s  w i l l  be d i s c u s s e d  bu t  no q u a n t i t a t i v e  
c o r r e c t i o n s  w i l l  be made, s i n c e  even t h e  f i r s t  o r d e r  d e s c r i p t i o n s  o f  
th e  p r o c e s s e s  a r e  no t  y e t  f u l l y  u n d e r s to o d .
2.2 FUSION
2 . 2 .1  I n t r o d u c t i o n
The i n t r a n u c l e a r  p o t e n t i a l  V i s  d e f in e d  to  be t h e  sum o f  t h e
D
r e p u l s i v e  Coulomb te rm and t h e  a t t r a c t i v e  n u c l e a r  te rm  V , t h u s
- V N +
Zl Z2e ‘ ( 2 . 1)
R i s  t h e  d i s t a n c e  between t h e  c e n t r e s  o f  th e  two n u c l e i ,  and a r e
t h e i r  n u c l e a r  c h a r g e s .  The n u c l e a r  p o t e n t i a l  can be w r i t t e n  i n  many 
ways ( see  f o r  example S e c t i o n  2 . 2 . 3 ) ,  however in  t h i s  s im ple  
d e s c r i p t i o n  a Woods-Saxon p o t e n t i a l  o f  dep th  V0 , r a d i u s  and 
d i f f u s e n e s s  6 may be u s e d ,  t h u s
VB
fR - R..11
1 + exp N«  J J Z  i Z :
2
+
R ( 2 . 2)
9For projectile trajectories with impact parameter greater than 
zero, a repulsive angular momentum dependent term must be added. The 
potential then becomes a function of angular momentum Zh
VB(£) = VB + £(Sl + 1) ’ (2-3;)
where y is the reduced mass of the projectile, and Z the angular 
momentum quantum number. The most important property of the barrier 
is its height. By finding the radius at which the first differential 
of VD(&) is stationary, the height can be found. That radius is
D
called Rn(£), and the barrier height is then V D (Z) evaluated at RD(&). b B B
The sharp cutoff approximation is often used as the fusion 
criterion. This states that if the centre-of-mass bombarding energy E 
is greater than the barrier height, the nuclei will fuse with unit 
probability, otherwise no fusion occurs. For E>V^, the nuclei will 
fuse up to a maximum angular momentum Z , at which V„(Z) =E. The 
sharp cutoff approximation can thus be defined in terms of angular 
momentum dependent transmission coefficients T^
TZ = 1 for Z < Z )max
TZ = 0 for Z > Zmax
The value of Z can be evaluated by substitution of Vn by E in max B
equation (2.3), giving
E h 2 Z (Z +1) . max max (2.5)
The fusion cross-section a„xl is defined byCN
CO
orH = ttX2 2 (21 + 1) T , (2.6)
JL=0
(where X is the reduced wavelength of the projectile) but in the sharp 
cutoff approximation, equation (2.4) can be applied, giving
10
aCN
£max
ttX2 2 (2£ + 1) .
£=0
(2.7)
Equation (2.5) is likely to give a non-integral value of £ , makingiricix
equation (2.7) approximate if integral values of £ are used. Though 
for ££20, negligible error occurs, the summation can be approximated 
by an integral, in which case equation (2.7) becomes
CN u X ‘ \ £ (£ + max max 1)1 (2.8)
Substituting for £ (£ + 1) from equation (2.5) givesmax max
2uR (& )
a  = ttX2 . -  B max CN *2 [E-V (2.9)
which reduces to
a = ttR (£ )CN B max E (2 .10)
R^(£ ) does not vary rapidly with £ , and is often taken to be aB max J 1 ' max
constant, equal to the value of R^(0). Substituting R^ in equation 
(2.10) gives
öCN = ml{1 (2.11)
This equation is commonly known [Sco76] as the sharp cutoff 
expression. The approximation that Rg(£max) eclual to R^ for all 
£^ax is the major source of error. The sharp cutoff expression 
predicts that the fusion cross-section varies linearly with 1/E, with 
intercepts VD and ttR2 At high energies (defined in section 2.2.3)
D D
and low energies (< V ), this formula does not fit the experimentalb
data, however for intermediate energies this description works well 
[Sco76].
For bombarding energies < VD, the ability of the projectile to 
tunnel through the potential barrier can give a fusion cross-section 
where the sharp cutoff model predicts none. To describe this, the 
parabolic barrier model is used.
11
2.2.2 Parabolic Barrier Model
The transmission of a particle through a parabolic barrier is 
simply described by the Hill-Wheeler expression
Tj, = {1 +exp[2u(VBW) -Ej/ltaj,]}“1 , (2.12)
where is the angular momentum dependent width of the parabola. 
Rather than calculate the transmission through the potential barrier 
described by equation (2.1), which would be complex, a simpler 
calculation in which the potential around its maximum is approximated 
by an inverted parabola can be made. This method is due to Thomas 
[Tho59]. It consists of calculating the second derivative d2V_(£)/dR2
D
at the point where dVD(&)/dR =0, and producing a parabola whose
D
curvature at the maximum is identical to that of VD(£). TheD
calculated potential VD(&) and the parabolic approximation for it are 
shown in Fig. 2.2, for the case of 197Au + 14N, for £ = 0 and 50. For 
energies not more than ~ 5 MeV below the barrier, the width and shape 
of the parabola is obviously similar to that of V^. The radius R^(£) 
is not set to R (0) as for the sharp cutoff expression, it is
D
recalculated for each £ value.
Fig. 2.2: Calculated
potentials and their 
parabolic approximations 
for the collision of 14N 
with 197Au , for & = 0 and 
50 (from [Tho59]).
5 10
Rodius ( fermis )
-  Au + N
PARABOLIC
12
Sub-barrier fusion by penetration through the potential barrier 
is accounted for in equation (2.12). For light systems (e.g.
12C + 12C), sub-barrier fusion due to this mechanism is important. By 
comparing the Sommerfeld parameter alone, it is apparent that barrier 
penetration for a heavier system (such as 30S i + 170Er) should be less 
important. This can also be demonstrated from equation (2.12). 
Denoting the light system by primes, and defining = V^ /fiud and 
Vß = Vß/tioj, the ratio of transmission coefficients at an energy cVß 
below the barrier is approximately given by
T
TV = exp[2Ttc(VJj - Vß)] . (2.13)
Since Vß<Vß, the ratio T0/T^ « 1 .  In absolute terms, for 30Si 
bombarding 1/0Er at an energy 0.95 Vß, T ^ - 5 X 10-4.
It will be demonstrated in section 2.2.5 that other mechanisms 
can cause sub-barrier fusion for heavy systems, and in section 5.2.2 
that quantum-mechanical tunnelling is not significant. However, at 
energies above Vß, the parabolic barrier model should describe fusion 
well. Nevertheless, at energies greatly above Vß, the description 
breaks down, because the nuclei are able to come into close contact. 
This will be explained in the next section.
2.2.3 Critical Distance Models
The concept of a critical distance was first introduced 
explicitly by Galin et at. [Gal74]. Glas and Mosel [Gla75] derived a 
general formula for the fusion cross-section taking the critical 
radius of Galin as a "point of no return". However, several authors 
had previously introduced the closely related critical angular 
momentum as a limitation to fusion reactions (for example Wilczynski 
[Wil73] and Bass [Bas73]). It will be shown that these models differ 
only in their fusion criterion at a critical nuclear separation, which 
Glas and Mosel called the critical distance.
The models of Bass and Wilczynski, which are similar, will be 
described first. The criterion for fusion of both Bass and Wilczynski 
is that the attractive nuclear force at the critical radius must be
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greater than the sum of the repulsive Coulomb and centrifugal forces. 
The Coulomb and centrifugal energies and forces can be exactly 
described, however some prescription must be used for the nuclear term. 
Bass and Wilczynski use the liquid drop model to describe nuclei, 
which are assumed to be spherical, and to remain so until fusion 
occurs. The latter assumption is justified by the short time of the 
collision 10-21 seconds) relative to other processes (see Section 
2.2.5).
The energy U of the two nuclei is defined by Wilczynski to be 
that of two liquid drops, with volume and surface energies V and S. 
The force on the system at the contact point, given by r = Rj + R2 , is 
defined by
F duj
ldr  ^r=Rx +R2
(2.14)
where R 1 and R2 are the equivalent sharp radii of the projectile and 
target nuclei under consideration. At separation r = Rx + R2, there is 
no force due to the volume term, thus
F
r=Rx +R2
+ dr
:Ri +R;
(2.15)
Other terms in the liquid drop mass formula are neglected. Defining 
the surface energy as yA, where A is the surface area of the nucleus, 
by geometrical arguments, and assuming sharp surfaces
F CYj + y2) 2ttR 1R2 R 1 + R 2 (2.16)
Wilczynski shows that for a diffuse surfaced liquid drop, the maximum 
attractive force occurs at r = + R2 (where the R^ are the half­
density radii of the nuclei), and is given by equation (2.16).
The critical value of £ above which fusion cannot occur > 
because the total force is repulsive, is then given by the balance of 
forces:
2tt(y 1 +y2) Rx 
r i + R 2
Z Z e‘ 1 2
(Ri +R2)
£ (£ . + 1) fi2
+ crlt crit--------. (2.17)
y(R! + r2)
The complete fusion cross-section (o^) for all systems is then 
defined by
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CN ttX'
crit
S
£=0
(2Ü + 1) T, (2.18)
where the values of may be taken from the parabolic barrier model.
The surface tension y is taken from the liquid drop description of the
2 Anucleus. The liquid drop surface energy is equated with c2A , the 
surface tension of a sphere, thus
2 2/4ttR t y . = c0A.l i  2 l (2.19)
and defining v,R. = r.A.0l 0 l (2.20)
gives
c2
1 47Tr?
(2.21)
Since these formulae relate to the liquid drop picture, an 
appropriate value of rQ should be used. Wilczynski uses 1.20 fm, 
together with a surface energy coefficient
1 - K N - Z
2n
( 2 . 22 )
where k = 1.78, a2 =17.9 MeV. These values correspond to the best 
parameters of Myers and Swiatecki (1967) [Mye67]. This gives
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Y. 0.99 1 - 1.78 N - Z MeV fm-  2 (2.23)
The effects of other terms in the liquid drop mass formula are
not considered, though they are important in determining the value of
c2 in equation (2.22). The omission of other terms may be justifiable
in that the nuclear overlap is negligible at a separation r = Rj + R2.
The radii R^ are calculated using equation (2.20). The value of the
radius parameter appropriate to give the half density radius must be
used. Wilczynski uses rly =1.11 fm [Wil73] and 1.08 fm in a later
'2
publication [Wi179]. Myers [Mye73] defines the half density radius, 
inferred from electron scattering and p-mesic atom experiments, as
r y = r0 -A'h , (2.24)
where
rQ = 1.163 fm for the matter distribution 
rQ = 1.128 fm for the charge distribution.
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Using equation (2.20), nuclear radii can then be calculated. For 
A - 200, r 1/ =1.134 fm. Increasing the radius parameter of Wilczynski 
to agree with the Myers value would increase Using the
parameters of Wilczynski should thus give a lower limit to & . .
These parameters will be used in calculations presented in Section 
5.2.4.
The model of Bass derives the nuclear potential and thus force as 
a function of separation, rather than at a fixed point. By analogy 
with the potential between two plane parallel diffuse surfaces 
described by the liquid drop model, the nuclear potential between 
nuclei whose surface diffuseness is d is given by
VN
4Try
dR1R2 
R 1 + R2 exp -
r - (Ri + R2) j
d J
(2.25)
The potential described by equation (2.25) is known as a "proximity 
potential" [Ran74]. Evaluating dV^/dr at r = R x + R2 gives
4TryR ^ 2
Ri + R2 (2.26)
in exact agreement with the nuclear force of Wilczynski. For 
convenience, Bass defines two parameters x and y, where x is the ratio 
of the Coulomb force to the nuclear force and y Z 2 is the ratio of the 
centrifugal force to twice the nuclear force, all evaluated at 
r = Rx + R2 . Thus
ZiZ2e2
4ttT(R1 + R2) RxR2
2UCR!+R2;)2 4ltTRiR2 '
Bass defines Y = c 2/47Trg, y = m 0A 1A2/A1 + A 2 , R^ = r ^  A. 
rQ = r i/ • Thus equations (2.27) and (2.28) become
l/s
X = Z 1Z 2
r oc2 a ; V 3(a :/3 + a 2/3)
(2.27)
(2.28)
and sets
(2.29)
ti2 ______+ A 2________
2 m or 0 C 2 A ^ 3 A 2/s (A^3 + a / 3 )
(2.30)
In terms of x and y, &crit as defined by equation (2.17) becomes
16
crit
1 -x
2y (2.31)
By defining rQ = rx/ , for the same value of c„, the value of y is 
increased over that calculated by Wilczynski. Thus it is obvious that 
^crit *s i-ncreased (from equation 2.17). Bass uses values of 
c2 =17.0 MeV and rQ =1.07 fm, resulting in a value of y = 1.18 MeV/fm2 . 
Bass then departs from the simple picture of Wilczynski, by 
introducing a friction force, which acts to increase the effective 
&crit* The potential barriers between two nuclei are shown 
schematically in Fig. 2.3, for £ values of 70 and 80. For £ = 70, the 
potential gradient at r = Rj + R2 is zero, so this corresponds to £cr^t * 
At an energy Ex in the centre-of-mass (C.M.) frame (indicated on the 
figure), for £ = 80, the force at the critical radius R 1 + R2 is 
repulsive, yet the nuclei have sufficient energy to interpenetrate to 
a separation less than the critical radius. Energy will be dissipated 
in collisions between nucleons of the two nuclei, particularly after 
the half density points have been passed, when the matter density in 
the overlap region will exceed the equilibrium density. This friction 
will have two effects:
(i) The relative radial motion will be reduced.
(ii) Relative angular momentum (£h) will be transformed into 
intrinsic angular momentum.
Bass assumed that the friction force (acting only inside r = R 1. + R2) 
instantaneously stops radial motion. If the nuclei are assumed to 
roll on one another, rather than sticking at one point and rotating 
like a dumbbell, the relative angular momentum will be reduced to 
£ = 5/7 £ > where £ ft is the asymptotic angular momentum. In general,
£ . _ can be written ascrit
'crit f . £crit (2.32)
where f = 5/7 for rolling friction, and f < 5/7 for sticking [Bas74] . 
Thus the limiting asymptotic angular momentum at which the fusion 
cross-section saturates is given by
h
'crit
111 - x 
2y (2.33)
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L = 70
R , + R2 r
Fig. 2.3: Schematic inter-
nuclear potential as a 
function of nuclear 
separation, for orbital 
angular momenta 70 h 
and 80 h.
and the cross-section is given by equation (2.18) with replaced
by f'crit •OO
The model of Glas and Mosel [Gla75] combines the parabolic 
barrier model with a general critical distance model. The criterion 
for fusion in this case is only that the nuclei must reach the 
critical distance, which is thus a "point of no return". As with the 
models of Wilczynski and Bass, the critical distance is identified 
with the sum of the half density radii of the two nuclei. From the 
conclusion of Galin et at. [Gal74a] (who analysed angular 
distributions of evaporated particles from the compound system 117Te) 
a value of r =1.00 fm was adopted. The fusion cross-section is 
defined as
CN IT* 2 2 (21*1) T P1=0
(2.34)
where the T^ are given by the parabolic barrier transmission 
coefficients (equation 2.12), with hu)^  fixed to be liw, and Rg(&) fixed 
to R , as is used in the sharp cutoff model. In equation (2.3), yR2,
D
the moment of inertia, is replaced by J(R), which allows for rolling 
or sticking of the combined system by using a moment of inertia
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different from the rigid body value, if required. Generally J (R) = yR2 
is used.
The fusion probability ?0 is given by
1 £< £cr (2.35)
0 £ > £cr
corresponding to the projectile reaching the critical radius or not.
The value of & can be calculated using equations (2.2) and (2.5),
with the Coulomb, nuclear and centrifugal potentials being evaluatedV Vat R = r (A/3 + A03) rather than at R_,, the position of the £ = 0 cr cr 1 2 B r
interaction barrier. Values of £ and £ are shown in Fig. 2.4 asmax cr
a function of energy for the system 32S + 27A1 (from [Gla75]). The 
smaller of the two £ values limits the fusion cross-section. The 
value of £ depends strongly on the form taken for the potential, so 
is not well-defined.
By approximating the summation in equation (2.34) by an integral, 
Glas and Mosel can define the fusion cross-section by
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ftw j 1 + exp[2Tr(E -VB)/fio3] 1
aCN = 2pE ln] \ + exp [2tt (E - V g - J ^ f E  - vcr5/Jß)/t.oj] J > (2’36)
where V and J are the potential barrier and moment of inertia of the 
system at the interaction barrier; and J are the potential
height and moment of inertia of the system at the critical distance
1/ ij
Rcr = rCr^i + ^ 2  ^' Making the assumption that J = yRz, this reduces 
at low energies to
aCN = TTRjjO - Vb/E) (2.37a)
identical to the sharp cutoff model formula (equation 2.10), and at 
high energies above Ex (where the limiting angular momentum is £^  —  
see fig. 2.4) to
aCN = ^Rc r a - V cr/E) • (2.37b)
To conclude this section, a qualitative comparison of the three 
models described will be made. Referring to Fig. 2.5, the potentials 
for a colliding system as a function of the asymptotic relative 
angular momentum are schematically shown. Using these potentials, 
rather than calculating different potentials for each model, the 
effects of the different fusion criteria alone will be demonstrated.
For bombarding energy Ex (not related to E} of Fig. 2.4), the
interaction barrier (approximated here as the barrier at r = R (£ = 0))
is higher than E1 at angular momenta greater than 60 h, thus fusion is
only possible for £<60. At the critical radius, for £<60, the
potential gradient is attractive, so for all models fusion will occur
for £<60. At a bombarding energy E2, the interaction barrier
(defined as above) is higher than E2 for angular momenta greater than
140 h, thus fusion is only possible when £<140. All models however
require that the critical distance is reached before the fusion
decision may be made, thus fusion may occur only for £ <120 ft. The
model of Glas and Mosel predicts that fusion will occur for all values
of £<120 ft, since the critical distance has been reached. The model
of Bass predicts that fusion will only occur for 9 < 7/5 where
£ . =80 ft, defined as the angular momentum at which dV/dr = 0 atc n t
Rcrit* Thus fusion occurs for £<112 ft. The model of Wilczynski, 
without the factor 7/5 to account for friction, predicts fusion at
angular momenta < 80 ft.
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Fig .  2 .5 :  Schemat ic
i l l u s t r a t i o n  o f  t h e  
i n t e r n u c l e a r  p o t e n t i a l  
as a f u n c t i o n  o f  
n u c l e a r  s e p a r a t i o n ,  f o r  
a range  o f  o r b i t a l  
a n g u la r  momenta. The 
i n t e r a c t i o n  b a r r i e r  RD
D
and c r i t i c a l  d i s t a n c e
R a re  shown, c r
o o
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I t  i s  g e n e r a l l y  ac c e p te d  t h a t  from ex p e r im en ta l  measurements o f  
f u s i o n  c r o s s - s e c t i o n s ,  t h e  models o f  Bass and Glas and Mosel b e t t e r  
account  f o r  t h e  ex p e r im e n ta l  d a t a ,  t h e  f u s io n  c r o s s - s e c t i o n s  p r e d i c t e d  
by W ilczynsk i  a t  h igh  e n e r g i e s  be ing  to o  sm a l l .  There i s  some 
am bigu ity  in  t h i s  comparison in  t h a t  t h e  p ro c e s s  o f  incom plete  f u s io n  
( a l s o  known as mass ive  t r a n s f e r )  may well  be i n d i s t i n g u i s h a b l e  from 
complete f u s i o n  in  t h e  exper im en t s  per formed (many be ing  AE/E o r  t im e-  
o f - f l i g h t  i d e n t i f i c a t i o n s  o f  e v a p o r a t i o n  r e s i d u e s ,  o t h e r s  u s i n g  mica 
t r a c k  d e t e c t o r s  [BasSO]), r e s u l t i n g  in  an o v e r e s t i m a t e  o f  t h e  h igh  
energy  complete  f u s i o n  c r o s s - s e c t i o n .  Thus t h e  Bass and Glas-Mosel  
models ,  which ap p ea r  t o  g ive  good f i t s ,  may a c t u a l l y  be f i t t i n g  d a t a  
which i n c l u d e s  incom ple te  f u s i o n .  W ilczynsk i  has d e s c r i b e d  a model o f  
f u s i o n  and inc om ple te  f u s i o n ,  d e r i v e d  from t h e  f u s i o n  model d e s c r i b e d ,  
which ap p ea r s  t o  f i t  well  t h e  r a t h e r  s c a r c e  ex p e r im e n ta l  d a t a  where 
t h e s e  two e f f e c t s  have been s e p a r a t e d .  Th is  w i l l  be d e s c r i b e d  in  t h e  
f o l l o w in g  s e c t i o n .
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2.2.4 Incomplete Fusion
The incomplete fusion process (which is also known as massive 
transfer) is a fusion reaction in which only a fraction of the 
projectile is captured by the target. The remainder of the projectile 
continues roughly on a Coulomb trajectory, generally with a velocity 
around that of the beam particles. Such reactions can be identified 
by the lower momentum transferred to the compound nucleus which is 
formed, though only when the residual fragment continues in a forward 
direction. This reaction was first identified for heavy ion 
projectiles by Sikkeland et al. [Sik62], who measured fission fragment 
angular correlations for a variety of target and projectile 
combinations. The result of one such measurement is shown in Fig. 2.6 
(taken from [Sik62]) with the expected correlation angles for 
different captured fragments shown, assuming the residual fragments 
continue in a forward direction. This assumption should be true for 
the reaction of 207 MeV 20Ne on 209ßi. As Sikkeland points out, if 
the residual fragment recoils in a backward direction the compound 
nuclear velocity will be greater than the velocity in a complete 
fusion reaction, so this technique is only feasible for high beam 
energies (E » VD) and of course for highly fissionable systems.
D
Other later experiments [Siw79], [Siw79a], [Geo79] have 
identified incomplete fusion by measuring coincidences between residual 
target fragments and characteristic y-rays in the evaporation residue 
formed after de-excitation of the compound system. These measurements 
have been well described by the "sum rule" model for fusion and 
incomplete fusion of Wilczynski et al. [Wi180] which is an extension 
of the model of fusion due to Wilczynski described in 2.2.3 [Wil73].
Wilczynski et al. describe incomplete fusion as a binary process, 
in which ejectiles have an average velocity close to that of the beam 
particles. From the singles measurements of Artukh et al. [Art71], it 
was shown that projectile fragment cross-sections depended 
exponentially on the ground state Q-value Q . It was suggested 
[Bon71] that this could be explained by postulating a contact state, 
consisting of the projectile and target connected by a neck, in 
partial statistical equilibrium. The probability p(i) for any 
reaction i which proceeds via the partially equilibrated system, is
22
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Fig. 2.6: Fission fragment
angular correlation for 
the reaction of 20Ne 
with 209Bi at a 
bombarding energy of 
207 MeV. The expected 
correlation angles for 
the capture of various 
fragments are shown 
(from [Sik62]).
^2(deg)
then given by an exponential factor analogous to the level density in 
the compound system formed:
P(i) “ exp{[Qgg(i) -Qc(i)]/T} . (2.38)
Here T is an effective temperature and is the change in the Coulomb 
interaction energy due to the transfer of charge. is given by
z£zf - zinzin L 1^2 ^2 (2.39)
where is a parameter related to the separation of the target and 
projectile in the contact state, and Z^n , Z2n and Z^Z^ are respectively 
the nuclear charges before and after the reaction.
This equation is applied to complete fusion as well as to binary 
division of the contact state. With no further constraints, complete
fusion is dominant because of the large negative value of Q compared
f f Cto reactions in which Z2 is non-zero.
Complete fusion however is taken to be limited by the critical
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a n g u l a r  momentum g iven  by t h e  W i lczynsk i  model o f  f u s i o n ,
d e f i n e d  by e q u a t io n  (2.17) i n  s e c t i o n  2 . 2 . 3 .  Above t h e  f o r c e
a t  t h e  c r i t i c a l  r a d i u s  i s  r e p u l s i v e ,  so a t r a n s m i s s i o n  c o e f f i c i e n t
i s  d e f i n e d ,  which i n  t h e  sharp  c u t o f f  l i m i t  t a k e s  v a l u e s  o f  = 1 f o r
Z<Z  . and Tn = 0 f o r  Z > Z . To make t h e  model more r e a l i s t i c ,  T„ c r i t  Z c r i t  * Z
i s  p a r a m e t e r i s e d  as
Z -
1 + exp c r i t
l M  J
- 1
(2.40)
g iv in g  a smooth c u t o f f  around The " b a l a n c e  o f  f o r c e s "  concept
d e s c r i b e d  by e q u a t io n  (2.17)  i s  a l s o  a p p l i e d  t o  incom plete  f u s i o n .
The f i r s t  a s sumpt ion  made i s  t h a t  on a v e ra g e ,  t h e  a n g u la r  momentum 
c a r r i e d  by t h e  p r o j e c t i l e  i s  d iv i d e d  e q u a l l y  among t h e  c o n s t i t u e n t  
n u c leo n s .  Mien a f r a c t i o n  f ( i )  o f  t h e  p r o j e c t i l e  mass i s  c a p t u r e d  by 
th e  t a r g e t ,  i t  c a r r i e s  in  a n g u l a r  momentum £ ( i ) f t  g iven by
* ( i )  = f ( i )  • & > (2.41)
where £h i s  t h e  t o t a l  a n g u l a r  momentum o f  t h e  p r o j e c t i l e .  Now 
app ly ing  e q u a t io n  (2 .17)  t o  t h e  t a r g e t  and c a p t u r e d  f ragment system,  a 
v a lu e  o f  t h e  c r i t i c a l  a n g u l a r  momentum  ^ ( i ) f i  can be c a l c u l a t e d ,  in  
a s i m i l a r  manner as f o r  f u s i o n .  I t  t h e n  fo l l o w s  from e q u a t io n  (2.41)  
t h a t  t h e  c o r r e s p o n d in g  a n g u l a r  momentum o f  t h e  p r o j e c t i l e  as  a whole 
i s  given  by
*c r i t Ci)h -  [ f ( i ) ] ' 1 * ; r i t C « * -  (2-42)
As s u c c e s s i v e l y  g r e a t e r  f r a c t i o n s  o f  t h e  p r o j e c t i l e  a r e  e j e c t e d  from 
t h e  system, t h e  v a l u e  o f  t h e  i n c r e a s e s .  Thus w i th  i n c r e a s i n g
an g u la r  momentum above t h e  l i m i t i n g  v a l u e  f o r  f u s i o n ,  s u c c e s s i v e  
incom ple te  f u s i o n  "windows" a p p ea r ,  i n  which i n c r e a s i n g l y  l a r g e  
f r a c t i o n s  o f  t h e  p r o j e c t i l e  do n o t  f u s e .  The l i m i t i n g  a n g u l a r  
momentum a t  which complete and incom ple te  f u s io n  r e a c t i o n s  cease  
(&maX) i-s t a k e n  by W i lczynsk i  e t  d l .  t o  be t h a t  g iven  by t h e  model o f  
Glas and Mosel ( s e c t i o n  2 . 2 . 3 ) .  Within  t h i s  range  o f  a n g u l a r  momentum, 
a l l  r e a c t i o n  channe ls  a r e  assumed t o  c o n s i s t  o f  f u s i o n  and inc o m p le te  
f u s i o n ,  and t h e i r  r e l a t i v e  p r o b a b i l i t i e s  a re  g iven  by t h e  p ro d u c t  
p ( i )  T ^ ( i ) ,  where p ( i )  and T ^ ( i )  a r e  d e s c r i b e d  by e q u a t io n s  (2 .38)  and 
(2 .40)  r e s p e c t i v e l y .  S ince  t h e  sum o f  a l l  p r o b a b i l i t i e s  must be u n i t y ,
24
a n o r m a l i s a t i o n  f a c t o r  i s  i n t r o d u c e d ,  d e f in e d  by
£  T ( i )  p ( i )  = (2 .43)
i  S.
The c r o s s - s e c t i o n  f o r  a g iven  r e a c t i o n  channe l  ( i )  i s  th e n  g iven  by
£max
O(i)  = itV  £  (2£. + l )  N T ( i )  p ( i )  . (2.44)
£,=0
There a re  f o u r  p a r a m e te r s  which may be a d j u s t e d  t o  f i t  t h e
ex p e r im en ta l  d a t a .  The f i r s t  i s  t h e  e f f e c t i v e  t e m p e ra t u r e  T in
e q u a t io n  ( 2 .3 8 ) .  T h i s  p a r a m e te r  d e f i n e s  th e  p r o p o r t i o n  o f  inc om ple te
fu s io n  a t  a n g u l a r  momenta below  £  ^ f o r  f u s i o n .  Th is  q u a n t i t y  has
no t  been measured ,  y e t  i s  presumably  << 1. The v a l u e  used  by [WilSO],
o f  T =3 MeV, i s  n o t  i n c o n s i s t e n t  w i th  t h e  p r e v io u s  assumption .  The
second p a r a m e te r ,  t h e  v a lu e  o f  i s  de te rm ined  p r i n c i p a l l y  by
t h e  va lue  t a k e n  f o r  t h e  s u r f a c e  t e n s i o n  o f  n u c l e a r  m a t t e r  y.  A l a r g e r
va lu e  o f  y w i l l  g ive  h i g h e r  v a l u e s  o f  £c r ^ ( i ) .  The d i f f u s e n e s s  A£
d e f in e d  in e q u a t i o n  (2 .40)  has  a s i m i l a r  e f f e c t  t o  y. I f  A£ i s  l a r g e ,
t h e  t r a n s m i s s i o n  c o e f f i c i e n t  T ^ ( i )  w i l l  f a l l  more s low ly  above
^ c r i t ^ ’ and ^ ie 1 a r g e r  v a lu e  o f  p ( i )  f o r  r e a c t i o n s  w i th  low £ ^
( e . g .  fu s io n )  w i l l  a l low  e f f e c t i v e  c o m p e t i t io n  beyond t h e  sh a rp  c u t o f f
l i m i t  &c r ^ ( i ) .  The p a r a m e te r  q^ used in  e q u a t io n  (2 .39)  does no t
have a l a r g e  e f f e c t  on t h e  model p r e d i c t i o n s ,  however a l a r g e r  v a l u e
o f  q^ would r e d u c e  t h e  p r o b a b i l i t y  o f  inc om ple te  f u s i o n  a t  a n g u l a r
momenta below £ . f o r  f u s i o n ,c n t
The e x p e r im e n ta l  d a t a  o f  Wilczynski .  e t  a t .  , c o n s i s t i n g  o f  
e x c i t a t i o n  f u n c t i o n s  f o r  t h e  two dominant incom ple te  f u s io n  channe ls  
from t h e  r e a c t i o n  o f  12C and 160Gd (namely ( 12C,a)  and ( 12C , 2 a ) ) ,  a r e  
w el l  f i t t e d  u s i n g  t h e  p a r a m e te r  s e t  g iven  below:
y = 0.95  MeV f n f 2
A£ = 2 ft
T = 3 MeV
q = 0.06 f n f 1 .nc
The f i t  t o  t h e  e x p e r im e n ta l  e x c i t a t i o n  f u n c t i o n s  and t h e  p r e d i c t i o n s  
o f  v s .  £ a r e  shown in  F ig .  2 .7  ( take n  from W ilczynsk i  e t  a t .
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^Lab(^max) > ^eV
fusion
ANGULAR MOMENTUM, L (ft)
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500 --100
BEAM ENERGY , MeV
Fig .  2 .7 :  C a l c u l a t i o n s  o f
f u s io n  and incom ple te  
fu s io n  r e a c t i o n s  as a 
f u n c t i o n  o f  a n g u l a r  
momentum and beam 
energy ,  f o r  t h e  system 
12C + 16 °Gd. The 
p r e d i c t i o n s  a re  
compared w i th  
exp e r im e n ta l  d a t a  in  
( b ) , and show good 
agreement (from 
[WilSO]) .
[W il80]) .  The same p a r a m e te r  s e t  was used  in  t h e  c a l c u l a t i o n s  f o r  19F 
on 181Ta and 30Si on 170Er p r e s e n t e d  in  s e c t i o n  5 . 2 . 4 .
2 . 2 . 5  S u b - B a r r i e r  Fus ion
C o n t ra ry  t o  t h e  e x p e c t a t i o n  ( ex p re s s ed  in  S e c t i o n  2 . 2 . 2 )  t h a t  t h e  
p a r a b o l i c  b a r r i e r  model shou ld  d e s c r i b e  s u b - b a r r i e r  f u s i o n  w e l l ,  
e x p e r im en ta l  d a t a  shows t h a t  in  g e n e ra l  observed  c r o s s - s e c t i o n s  a re  
h i g h e r  th a n  th o s e  p r e d i c t e d  a t  s u b - b a r r i e r  bombarding e n e r g i e s .  There 
a re  many p o s s i b l e  e x p l a n a t i o n s  f o r  t h i s  phenomenon, b u t  no a l l -  
embracing model e x i s t s .  S e v e r a l  p o s s i b l e  e x p l a n a t i o n s  w i l l  be 
d i s c u s s e d .
The app rox im at ion  made in  th e  p a r a b o l i c  b a r r i e r  model causes  th e
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w id th  o f  t h e  p a r a b o l a  t o  be l e s s  than  t h a t  o f  t h e  shape to  which i t  i s  
an ap p ro x im a t io n ,  as can be seen in  F ig .  2 .2 .  Th i s  weakness o f  t h e  
p a r a b o l i c  b a r r i e r  model i s  a p p a re n t  f o r  l i g h t  p r o j e c t i l e  and t a r g e t  
c o m bina t ions ,  where t h e  e f f e c t  i s  l a r g e s t  due to  t h e  smal l  Coulomb 
p o t e n t i a l  g i v i n g  a r a t h e r  f l a t  b a r r i e r .  The p a r a b o l i c  b a r r i e r  model 
w i l l  t e n d  t o  o v e r e s t i m a t e ,  r a t h e r  th a n  u n d e r e s t i m a t e  s u b - b a r r i e r  
c r o s s - s e c t i o n s  [A v i78 ] . Thus e x p l a n a t i o n s  based  on th e  p h y s i c s  o f  t h e  
c o l l i d i n g  system must be sough t .  These can be d iv i d e d  i n t o  two 
c a t e g o r i e s ,  b a sed  on i n t r i n s i c  n u c l e a r  p r o p e r t i e s  o r  on p r o c e s s e s  
o c c u r r i n g  d u r in g  t h e  c o l l i s i o n .
The f i r s t  c a t e g o r y  comprises  t h e  e f f e c t  o f  t h e  s t a t i c  n u c l e a r
d e fo rm a t io n  and t h e  zero  p o i n t  v i b r a t i o n .  Both w i l l  cause  t h e  n u c l e a r
shape t o  d e v i a t e  from s p h e r i c i t y ,  caus ing  th e  i n t e r a c t i o n  b a r r i e r  VDhi
to  occur  a t  a d i f f e r e n t  n u c l e a r  s e p a r a t i o n  RD, dependent  upon t h e
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r e l a t i v e  o r i e n t a t i o n  o f  t h e  t a r g e t  and p r o j e c t i l e .  Th is  i s  
i l l u s t r a t e d  in  F ig .  2 .8 .  At v a l u e s  o f  R l a r g e r  t h a n  t h a t  f o r
D
s p h e r i c a l  n u c l e i  Rn (0 ) ,  t h e  b a r r i e r  M w i l l  be lowered ,  due t o  t h eb d
d ec re ase d  Coulomb r e p u l s i o n ,  w h i l s t  f o r  s m a l l e r  s e p a r a t i o n s ,  w i l l  
be i n c r e a s e d .  For bombarding e n e r g i e s  above t h e  h i g h e s t  ( o r i e n t a t i o n  
dependent )  b a r r i e r ,  t h i s  i s  expec ted  t o  have l i t t l e  e f f e c t  on t h e  
f u s io n  c r o s s - s e c t i o n  [Vaz74] , however f o r  e n e r g i e s  E £ V g ( 0 ) ,  t h e  
c r o s s - s e c t i o n  w i l l  o b v io u s ly  be i n c r e a s e d .
The second c a t e g o r y  can be d iv i d e d  i n t o  two p a r t s .  The f i r s t  
c o n s i s t s  o f  dynamic e f f e c t s  t e n d in g  t o  i n c r e a s e  t h e  b a r r i e r  h e i g h t .  
Th is  can be e f f e c t e d  by t h e  dynamical  d i s t o r t i o n  o f  t h e  n u c l e i  due to  
t h e  Coulomb r e p u l s i o n ,  t e n d i n g  t o  g ive  c o a x i a l  o b l a t e  shapes .  J e n s e n  
and Wong [Jen70] have c a l c u l a t e d  t h a t  such an e f f e c t ,  even in  t h e  most 
f a v o u r a b l e  c a s e s  ( n u c l e i  n o t  r e s i s t a n t  a g a i n s t  d i s t o r t i o n )  i s  o n ly  a 
few p e r  c e n t ,  and conc lude  t h a t  t h e  r o t a t i o n  o f  pe rm anen t ly  deformed 
p r o l a t e  n u c l e i ,  due t o  t h e  to r q u e  e x e r t e d  by t h e  Coulomb f o r c e ,  such 
t h a t  t h e i r  symmetry axes  a r e  p e r p e n d i c u l a r  t o  t h e  c o l l i s i o n  a x i s ,  i s  
more im p o r ta n t  i n  i n c r e a s i n g  t h e  b a r r i e r  h e i g h t .  However, i t  has  been 
shown [Hol69] t h a t  d u r i n g  t h e  c o l l i s i o n  t ime  r o t a t i o n s  o f  on ly  5° 
would be e x p e c te d ,  even f o r  t h e  c o l l i s i o n  o f  t h e  h i g h l y  deformed 
n u c l e i  158Gd and 238U. T h i s  could  have a c o n s i d e r a b l e  e f f e c t  on t h e  
c r o s s - s e c t i o n  below t h e  b a r r i e r ,  as c a l c u l a t i o n s  f o r  1 60 + 1 54Sm show a
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Barrier Heights for Fusion of 0+  Sm
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Fig. 2.8: Barrier heights as function of the relative orientation of
the projectile and target. Adapted from [Sto81].
reduction in the fusion cross-section of a factor of 1.5 [Sto81]. 
However, experimentally, cross-sections are larger than those for 
spherical nuclei.
The second dynamical effect is the formation of a neck between 
the two colliding nuclei [Kra79a]. This would increase the fusion 
cross-section at sub-barrier energies. It is expected that neck 
formation should be more important for massive systems with large Z1Z2, 
since the large Coulomb repulsion causes the interaction barrier to be 
located closer to the critical radius, and thus neck formation is more 
likely [Sto80]. No quantitative calculations are available on this 
aspect of sub-barrier fusion, however the measurements of Beckerman et 
al. [Bec80] on fusion with isotopes of Ni suggest that valence 
neutrons strongly influence sub-barrier fusion.
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Of the various effects listed, the static nuclear deformation has 
been experimentally studied most extensively. The results of Stokstad 
et at. [Sto78], [StoSO] on the fusion of 160 and 40Ar with isotopes 
of Sm ranging in shape from spherical to strongly deformed show some 
effect of the static deformation, however the results cannot be fully 
described by this explanation. The use of a polarised and unpolarised 
beam of 7Li by Möbius et at. [M’ob81] demonstrated clearly that the 
static oblate deformation of 7Li has an effect on the fusion cross- 
section as would be expected.
In conclusion, following Sikora et at. [Sik79], it appears that a 
large part of sub-barrier fusion can be attributed to the static 
deformation of the target and projectile, the remainder being caused 
by necking effects, particularly for heavy systems. Unfortunately, at 
present, there is no quantitative model for taking these effects 
properly into account, and extracting transmission coefficients for 
sub-barrier fusion. One qualitative method exists, due to Vaz and 
Alexander [Vaz74], which produces good fits to most experimental data.
In this model, the interaction barrier Vn(£) is considered to
D
have a distribution of values between VD(£) -A  and V (£) + A, where
D D
V (£) is the interaction barrier for the nuclei in a spherical state.D
Equal weights are applied to all values of Vß, and an average 
transmission coefficient <T^) is then defined by
V A<V = N-2AW ^ *  <2'45)
VB A
The T^[Vß(£)] are given by the parabolic barrier model, and N is the 
number of summations. (As N -*°° a more precise result will be 
obtained.) Originally applied to total reaction cross-sections, it 
was later used to fit fusion cross-sections [Vaz78], which are 
expeced to constitute a large fraction of the reaction cross-section 
at low energies. At bombarding energies above Vß(£=0) +A, the 
averaging has negligible effect on the cross-section, however the £ 
cutoff is not so sharp as for the parabolic barrier model. For a 
deformed system, this is likely to be a more correct description than 
tile parabolic barrier prediction without modification.
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2.3 THE FISSION PROCESS
In heavy ion induced fission measurements, the dominant 
quantities determining the fission width T^ (and thus the fission 
cross-section) are the height of the fission barrier E^, and the level 
density parameter at the saddle point a^ . The latter parameter is 
discussed in Section 2.4. Since a^ and the fission barrier alone are 
used in the analysis of the results presented in this work, other 
aspects of fission such as the total kinetic energy release, or the 
processes occurring in the descent from the saddle point to scission 
are not considered, since though interesting in themselves, they have 
no direct bearing on the calculation of fission probabilities.
2.3.1 The Liquid Drop Model
This model pictures the nucleus as a charged liquid drop 
possessing surface tension. The mass of a nucleus can be simply 
described by the semi-empirical mass formula (originated by von 
Weizsäcker [Wei35]) , which contains fixed terms depending only on the 
constituents of the nucleus, and shape dependent liquid drop terms. 
Thus
2/M = M^N + M Z - cxA + c2A 3 f (shape)
(2.46) 
Z 2+ c3 ~YF ' g(shape) + shell + pairing corrections .
A
N is the number of neutrons and M their mass, Z is the number ofn
protons, the mass of hydrogen, and A is the mass number. The 
shell corrections are a function of nuclear shape. They will be 
ignored in the present discussion, but are considered in Section 
2.3.3. The first two terms are the masses of the constituent 
particles at infinity, and are fixed.
The term cxA is the volume energy, and since the volume is taken
to be fixed, is independent of nuclear shape. Thus the surface energy
V 9 , 1/c2A 3 and the Coulomb energy c3 Z /A 3 remain. The variation of the
surface and Coulomb energies with deformation (see eqn. (2.50)) is
shown for a nucleus with large fissility in Fig. 2.9, together with
the sum of the two terms. The surface and Coulomb energies in the
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spherical configuration are defined as 
deformed configuration as E^ and E . 
written as
Fig. 2.9: Surface, Coulomb
and total energies of a 
nucleus as a function of 
deformation. For each , 
a has the value giving 
the smallest total energy. 
Other terms in the shape 
expansion are not 
considered (from [Van73]).
c(0) , „(0) , .E and E , and m  as c *
The nuclear mass can then be
M = M_ + E + E , R s c (2.47)
where M is the sum of all shape independent terms, and
2/c A 3 . f (shape) ,
E = c3 -rr- • g (shape) 
A 3
(2.48)
For a given deformation, the difference in mass from that at zero 
deformation is given by
(2.49)
The lowest maximum in E between the equilibrium deformation and the 
scission point is the fission barrier E^, and the deformation at which 
this occurs is known as the saddle point deformation. If a nucleus 
becomes slightly more deformed than the saddle point, it will fission, 
since there is no barrier to prevent it.
Making for the moment the simplifying assumption that the nucleus 
takes up an axially symmetric shape, the radius as a function of angle 
R(0) can be given by
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R(0) = R [1 +2 a P (cos 0) ] . (2.50)
n
Taking only the even term a2, the shape functions f and g become 
[Mye74]
f = 1 + j  a2 - . ..
(2.511
For small a2 the further terms may be ignored, then substituting the 
above definitions of f and g into equations (2.48) and (2.49) gives 
the fission barrier
Ef (2.52)
When there is no barrier against fission from the spherical state, 
E^ = 0, thus
(2.53)
which can be rewritten as
s
1 . (2.54)
This ratio is defined as the nuclear fissility parameter (x). When 
x>l, a nucleus has no equilibrium shape, and decays immediately by 
fission. For a nucleus with x<l, a fission barrier will occur, at a 
given deformation. The barrier height can in principle be calculated 
from equation (2.49). Rewriting it in terms of the liquid drop 
energies gives
E = c2A2/3 [ f - f C0)] + C3 - £  [ g - g (0)] . (2.55)
A 73
The parameters c2 and c3 were determined by fitting measured ground 
state masses and experimental fission barriers (in particular that of 
201T1), after subtracting an empirical ground state shell correction 
from each. The inclusion of fission barriers in the fit allows a more 
accurate determination of the values of the parameters c2 and c3, 
since they are highly correlated in fitting ground state masses alone. 
Unfortunately, even with the most sophisticated liquid drop model (the
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droplet model of Myers [Mye74]), the overall trend of fission barriers 
as a function of mass number is not correctly predicted, suggesting 
that some effect has not been included in the formulation. This 
deviation between the experimental and calculated fission barriers is 
shown in Fig. 2.10. However, most of the experimental fission 
barriers used in fitting the parameters were derived from measurements 
involving proton or alpha particle beams. The statistical model 
analyses were performed without knowledge of the fusion cross-sections, 
and considered only first chance fission [Mor72a]. The latter point 
is very likely to be incorrect (see Section 5.4.4). Hence there is 
some doubt regarding the accuracy of the fission barriers used to 
derive the parameters c2 and c 3. Nevertheless, the general trend of 
the variation of fission barriers with x is undoubtedly correct.
2.3.2 The Rotating Liquid Drop Model (RLDM)
In heavy ion reactions, a large amount of angular momentum 
(> 100ft) can be given to the contact state formed. In these reactions, 
a term must be added to the equation describing the fission barrier, 
to take into account the variation of the rotational energy with 
nuclear shape.
Many authors have considered the problem of the rotating liquid 
drop, however the most widely ranging study is that of Cohen, Plasil 
and Swiatecki [Coh74]. From this model, the fission barriers, and 
fission barrier variations with angular momentum, were derived and 
used in the Statistical Model Analysis (Section 5.4).
The effective potential energy of the nucleus can be taken from 
equation (2.47) ignoring M„, thus
M = Es + E c . (2.56)
Now introducing a rotational energy, E ,K
M = Es +Ec +ER . (2.57)
For the spherical configuration, which minimises E ,
,(0) . E(o) +EC0) +E(0)
s c R (2.58)
33
100 HO 120 130 140 150 160
Neutron num ber, N
Fig. 2.10: Part (c) shows the difference between saddle masses
derived from experimental results (a) and those calculated using 
the droplet model (b) (from [Mye74]).
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where ands c a r e  a l r e a d y  d e f i n e d ,  and
(Lh)2
2J<°> '
(2.59)
i s  t h e  moment o f  i n e r t i a  o f  t h e  s p h e r i c a l  c o n f i g u r a t i o n ,  and Lh 
t h e  a n g u l a r  momentum o f  t h e  n u c l e u s .  Both t h e  e l e c t r o s t a t i c  and 
r o t a t i o n a l  f o r c e s  t e n d  t o  d i s r u p t  t h e  s p h e r i c a l  shape ,  w h i l s t  t h e  
s u r f a c e  energy  i s  s m a l l e s t  f o r  t h e  s p h e r i c a l  c o n f i g u r a t i o n .  A 
p a ra m e te r  y (ana logous  t o  th e  f i s s i l i t y  p a r a m e te r  x) can be d e f i n e d ,  
which i s  t h e  r a t i o  o f  t h e  r o t a t i o n a l  energy  to  t h e  s u r f a c e  ene rgy ,  
bo th  f o r  t h e  s p h e r i c a l  c o n f i g u r a t i o n .  Thus
and (2.60)
The r o t a t i o n a l  ene rgy  o f  t h e  n u c l e u s  f o r  an a r b i t r a r y  shape i s  d e f in e d  
by
Er = h (shape)  E ^  . (2.61)
I f  t h e  f u n c t i o n s  f ( s h a p e ) ,  g(shape)  and / i (shape) a r e  known, t h e n  f o r  a 
given  shape t h e  mass o r  p o t e n t i a l  energy  (M) can be found.  Thus f o r  a 
g iven  s e t  o f  x and y,  which s p e c i f y  t h e  r e l e v a n t  p r o p e r t i e s  o f  t h e  
n u c l e u s ,  t h e  shape  wi th  minimum energy  can be found,  and i s  i d e n t i f i e d  
wi th  t h e  e q u i l i b r i u m  (or  ground s t a t e )  c o n f i g u r a t i o n .  The p o t e n t i a l  
energy  o f  shapes  l e a d in g  to  t h e  s c i s s i o n  c o n f i g u r a t i o n  can a l s o  be 
c a l c u l a t e d ,  and t h e  s a d d le  p o i n t  energy  can be found.  Thus t h e  
f i s s i o n  b a r r i e r  can be c a l c u l a t e d  f o r  any v a lu e  o f  x and y.
As a n g u l a r  momentum i s  p u t  i n t o  a n u c l e u s  ( th e  n u c l e u s  chosen 
d e f i n e s  x ) , t h e  o r i g i n a l l y  s p h e r i c a l  shape no lo n g e r  has  t h e  low es t  
energy ,  r a t h e r  t h e  e q u i l i b r i u m  shape  i s  an o b l a t e  s p h e r o i d ,  due t o  t h e  
h ig h e r  moment o f  i n e r t i a  o f  t h a t  shape ( see  F ig .  2 . 1 1 ) .  For n u c l e i  
w i th  x g r e a t e r  t h a n  0 .8 1 ,  f u r t h e r  a n g u l a r  momentum causes  t h e  o b l a t e  
s p h e r o id  to  d i s i n t e g r a t e  ( f i s s i o n )  v i a  a t r i a x i a l  d e fo rm a t io n  a t  t h e  
c r i t i c a l  v a l u e  y ^ . N uc le i  w i th  x < 0 . 8 1  ( i . e .  w i th  mass < 250 f o r  13- 
s t a b l e  n u c l e i )  s u f f e r  a change in  shape  a t  y^,  b u t  do n o t  f i s s i o n  ( s e e  
Fig .  2 . 1 2 ) .  The new shape i s  e l l i p s o i d a l ,  w i th  t h r e e  unequa l  axes .
I t  r o t a t e s  about  i t s  s h o r t e s t  a x i s  so as t o  maximise t h e  moment o f
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y = yn
SADDLE POINT
SCISSION
x > 0.81
SCISSION
Fig. 2.11: Schematic illustration of the variation of equilibrium
nuclear shapes as their rotational energy (y) increases. For 
nuclei with x>0.81, fission occurs at y^, whilst for those with 
x<0.81, only a shape change occurs at y^, fission occurring at 
yn  (see Fig. 2.12) .
xc «0.81
Ql 02 Q3 0.4 0.5 Q6 Q7 OB 09 1.0
Fig. 2.12: The values of
y^ and y „  as a
function of fissility x
are shown, calculated
using the rotating
liquid drop model. At
x>x , fission occurs c
directly y^ is reached 
(from [Pla80a]).
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inertia, and thus minimise the rotational energy. As the angular 
momentum is increased further, the shape becomes more elongated, and 
tends to become axially symmetric about the longest axis (prolate), 
until a second critical value of y is reached, indicated by y on 
Figs. 2.11 and 2.12. At this point, the nucleus has no barrier 
against fission.
At each value of y, the equilibrium and saddle point deformations
are recalculated in the RLDM framework, to minimise the energies of
each. However, if we make the simplifying assumption that the shapes
remain the same, the reason for the general variation of the fission
barrier as a function of angular momentum becomes clear. For zero
angular momentum, the equilibrium shape is spherical, so the moment of
inertia has its minimum value. The saddle point is considerably
deformed, and the moment of inertia is much larger. Starting with a
fission barrier E ,- = E - E at L = 0, then the variation of the saddle f sp eq
point and equilibrium energies will be as shown in Fig. 2.13 by the 
dashed lines, due to the inverse dependence of the rotational energy 
on the moment of inertia. The fission barrier thus decreases from its 
maximum value at L = 0 to zero at a value of L equivalent to y .
The effect of recalculation of the critical deformations at each 
value of y is considerable. This is shown in Fig. 2.13, and is also 
illustrated in Fig. 2.14, where for a nucleus with x = 0.70 
(corresponding to 200Pb), the mean cross-sections through the 
equilibrium and saddle point shapes are shown, for y = 0 (corresponding 
to L = 0) and for y = 0.04 (corresponding to L = 68) . The difference 
in the shape (and thus moment of inertia) of the saddle point in 
particular is considerable. The "necking in" at the saddle point is 
an important feature of the shape.
By making a simple parameterisation [Fab79] a good approximation 
to the saddle point shapes calculated by the Rotating Liquid Drop 
Model can be made. A "neck parameter" r, being the ratio of the 
geometrical cross-section at the neck to that of the corresponding 
ellipsoid (un-necked shape) is defined. This is illustrated in Fig. 
2.15. The second parameter is 3, the ratio of the difference between 
the major and minor axes (AR) to the equivalent spherical radius R0. 
Thus 3 = AR/R0.
/
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>- 30
f, approx \
ANGULAR MOMENTUM (Ti)
Fig. 2.13: The energies of the saddle point and equilibrium
deformations are shown as a function of angular momentum for 149Tb 
The dashed lines indicate the energies of the L = 0 shapes, whilst 
the solid lines show the RIDM calculations. The difference 
between the two is particularly marked for the fission barrier 
at high angular momenta (from [Pla74]).
Using this parameterisation, the liquid drop potential energy 
surface for 238U can be calculated, and is shown in Fig. 2.16 (taken 
from [Fab79]), for L = 0 (y = 0) . The equilibrium shape is 
approximately spherical, with (3-0 and r-1.0. The contours show a 
pass between two peaks leading from the equilibrium deformation to a 
steep valley ending in fission. The shape of this pass is .reminiscent 
of a horse's saddle, hence the name saddle point. Also shown is the 
potential energy surface for L = 60 (y>yj^). There is no potential 
minimum, in other words there is no equilibrium deformation, and the
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y =0.04
x = 0.7
F i g .  2 . 1 4 :  Mean c r o s s - s e c t i o n s
t h r o u g h  t h e  e q u i l i b r i u m  
c o n f i g u r a t i o n  an d  t h e  
s a d d l e  p o i n t  d e f o r m a t i o n  
f o r  y = 0 and  y = 0 . 0 4 ,  f o r  a  
n u c l e u s  w i t h  x = 0 . 7 0  
( 20 0 P b ) .  The c h a n g e  i n  
s h a p e  c a l c u l a t e d  i n  t h e  
RLDM p i c t u r e  i s  c o n s i d e r ­
a b l e  ( f r o m  [ C o h 7 4 ] ) .
-------AL'______
F i g .  2 . 1 5 :  P a r a m e t e r i s a t i o n  o f
n u c l e a r  s h a p e s  t o  i n c l u d e  n e c k i n g .  
The a r e a  o f  t h e  n e c k e d  s h a p e  a t  
i t s  minimum i s  r  t i m e s  t h e  
u n - n e c k e d  v a l u e  ( f r o m  [ F a b 7 9 ] ) .
n u c l e u s  i s  n o t  s t a b l e .  G i v e n  v a l u e s  o f  x and y ,  t h e  p o t e n t i a l  e n e r g y  
s u r f a c e ,  an d  t h u s  t h e  f i s s i o n  b a r r i e r  ca n  b e  c a l c u l a t e d  i n  t h e  
r o t a t i n g  l i q u i d  d r o p  p i c t u r e .  A l l  t h a t  r e m a i n s  i s  t o  s p e c i f y  x an d  y ,  
s o  v a l u e s  f o r  , E ^ ^  an d  E ^ ^  m u s t  be  c a l c u l a t e d .  I n  t h e  p a p e r  o f  
C oh en ,  P l a s i l  and S w i a t e c k i  [ C o h 7 4 ] , t h e  f o l l o w i n g  f o r m u l a e  w e r e  u s e d :
( 0 ) -  C2A2/3 = 1 7 . 9 4 4  1s l
( 0 )
c
z 2
■ C 3 1/
A /3
3 e 2 Z
5 r  10 A
 -  1 . 7 8 3 f N  - Z ] 2 )  A
Vs
2/A y3 MeV ( 2 . 6 2 )
0 .7 0 5 3 MeV ( 2 . 6 3 )
39
U-238 U-238 
I- 60
BETH BETH
Fig. 2.16: Liquid drop potential energy surface for 2 3 8U, at angular
momenta 0 ft and 60 ft. The shape is defined by the $ and r 
parameters of Faber et dl. At 60 ft, there is no barrier against 
fission (from [Fab79]).
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It follows that the value of r0 used was 1.225 fm. The critical 
parameters c2 and c3 were taken from the best liquid drop model 
values as of 1967 [Mye67] (Lysekil Parameters) . The first point to 
note is that the rigid body moment of inertia is used in calculating 
. This is expected to be correct for excitation energies 
corresponding to temperatures >0.5 MeV and large deformations [Bra74] 
and also for high angular momenta [Hag77]. This is because the rigid 
body moment of inertia is expected to be correct when shell and 
pairing effects become small [Bra74]. Since the majority of heavy ion 
induced fission occurs at high temperature and angular momentum, the 
approximation of using rigid body moments of inertia should not result 
in serious error.
It should be emphasised that c2 and rQ are just parameters, 
calculated from fits to experimental ground state masses and fission 
barriers using the form of the liquid drop mass formula as given. The 
use of different or more complex mass formulae such as the droplet 
model [Mye74] (which considers terms in the mass formula up to higher 
order in A) or the model of Krappe et at. based on a Yukawa-plus- 
exponential potential [Kra79] results in different values and forms 
The droplet model gives a smaller value for r0 offor c2 and c3.
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1.18 fm, which is in agreement with charge radii calculated from 
electron scattering experiments. It would not however be appropriate 
to substitute rQ =1.18 fm in the expression for E^^ (equation 2.63), 
since the droplet model expression for contains not one term but 
five. The extra four terms account for the volume distribution of 
charge, diffuseness of the nuclear surface, the Pauli exclusion 
principle and the surface charge distribution. These effects all 
reduce the total Coulomb energy. Hence when they are all included in 
one term, a larger value of rQ must be chosen.
Whilst it would be better to compare the results of heavy ion 
induced fission experiments with more detailed models, only the simple 
RLDM description of Cohen, Plasil and Swiatecki [Coh74] has to date 
been incorporated into statistical model codes. Thus results are 
almost invariably compared with those from the simple model. Because 
of the great complexity of performing a full calculation within a 
shell model framework, and the many effects which must be considered, 
a consistent comparison of results with a simple model may reveal the 
most significant effects of shell corrections. This is discussed 
further in Chapter 6.
2.3.3 Shell Corrections to the RLDM Picture
The ground state masses of nuclei show a systematic variation 
from those calculated using the liquid drop model. Shown in the upper 
section of Fig. 2.17 (from Myers and Swiatecki [Mye66]) is the 
difference between the calculated and true masses (called the 
experimental shell effect), as a function of the neutron number. 
Several deep minima of up to 10 MeV occur, separated by broad maxima. 
The minima occur where the nuclei are particularly stable, and are 
associated with certain numbers of constituent neutrons or protons 
These are the so-called magic numbers. The effect of magic numbers is 
clearly seen in many nuclear properties, however the ground state mass 
is particularly relevant to fission studies. The fission barrier is 
defined to be the difference between the nuclear mass at the saddle 
point deformation and that at the equilibrium deformation. For L = 0, 
the latter corresponds to the ground state mass, and a deviation from 
the liquid drop value will thus affect the fission barrier.
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Fig. 2.17: Experimental shell corrections are shown in the upper
section, as a function of neutron number. Calculated shell 
corrections (for a Gaussian functional form) are shown below, 
together with the difference between the two values (from [Mye66]).
The presence of magic numbers is explained by the shell model.
In this picture, the nucleus is described in terms of independent 
particles moving in the average potential caused by all the other 
particles. Neutrons and protons are considered separately. For a 
given potential, discrete nuclear energy levels exist. Given a 
spherical potential, the magnetic substates are degenerate. Each 
orbital of spin J then can accommodate (2J +1) neutrons and (2J +1) 
protons. Considering one component only, magic numbers will occur as 
successive energy levels are filled. This can be illustrated 
qualitatively by the concept of "complete bunching" of levels used by 
Myers and Swiatecki [Mye66]. Fig. 2.18 shows schematically the 
distribution of energy levels found experimentally, and in the limits 
of no bunching and complete bunching. The energy levels as a function 
of particle number for the latter cases are then as shown in Fig. 2.19. • 
The total energy of the nucleus is given by summing the energies of 
all particles. Negative shell corrections occur around the magic 
numbers shown, where the particle energies are below those in the 
unbunched limit. Positive corrections are formed in an analogous way. 
Filled shells below the highest occupied shell make no contribution 
since the mean energy is the same as in the unbunched limit.
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DegeneroteUnbunched Bunched
Fig. 2.18: Schematic
illustration of the 
distribution of energy 
levels in nuclei. The 
experimental situation is 
shown in the central 
column, whilst the 
extremes of no bunching 
(liquid drop picture) and 
complete bunching are 
shown to the left and 
right (taken from 
[Mye66]).
Particle number
Fig. 2.19: Energy of each
level in nuclei in the 
limits of no bunching 
(dashed line) and 
complete bunching (solid 
line). The experimentally 
observed situation lies 
between these two 
extremes (from [Mye66]).
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The magic numbers calculated using an angular momentum 
independent potential do not agree with those observed experimentally. 
By the introduction of a spin-orbit force, the original shells are 
split and mixed. However, using a Woods-Saxon potential, and 
adjusting the strength of the spin-orbit term, gaps in the nuclear 
energy levels occur corresponding to the observed magic numbers.
Using the shell model, quantitative corrections can be applied to the 
liquid drop fission barriers.
The shell corrections incorporated in the liquid drop model of 
Myers and Swiatecki [Mye67] were not however of this type. Instead, a 
semi-empirical correction was applied, valid only for small 
deformations. It was observed that as a nucleus deformed from a 
spherical state, the density of levels was reversed from its state at 
sphericity. Thus a shell correction function given by
9 - 02A = A. (1 - 202) e (2.65)
was applied. 0 is a generalised deformation parameter. This is shown 
for positive corrections in Fig. 2.20(a). When added to the liquid 
drop energy, the total energy is as shown in Fig. 2.20(b) and (c).
For a positive shell correction, the ground state tends to be prolate, 
whilst for a negative correction, a spherical ground state is 
favoured. The magnitude of the correction was adjusted to fit the 
data, and shell correction minima were centred at experimentally 
determined magic numbers. A comparison of ’’experimental” and 
calculated shell corrections to ground state masses is shown in Fig. 
2.21. Good agreement is observed.
Because of the rapid damping of the shell correction function 
with deformation, no shell correction was applied.at the saddle point 
deformation. This may seem reasonable, since the shell correction is 
due to the degeneracy associated with the spherical shape. As the 
shape deviates from sphericity, the magnetic substates for a given L 
split in energy. This is shown in Fig. 2.22, for prolate spheroidal 
deformations of a harmonic oscillator potential. However, it can be 
seen that for shapes of high symmetry, such as a spheroid whose major 
to minor axis ratio (c/a) can be described by two small integers, the 
levels group into degenerate shells. Because these shapes are less
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Energy
Fig. 2.20: Shell correction used by [Mye67] is shown in (a). The
variable 0 is a generalised deformation parameter. (b) and (c) 
show the liquid drop energy as a function of 0 (dotted line) and 
the total energy with the addition of both positive and negative 
shell corrections (adapted from [Mye67]).
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Fig. 2.21: Experimental shell effects (upper), calculated shell
correction using the functional form given in equation (2.65), and 
the difference between the two (taken from [Mye67]).
symmetrical, the effect is reduced. The introduction of spin-orbit 
and other terms in the potential will tend to reduce the effects still 
more. Nevertheless, it is apparent that even from this qualitative 
consideration, shell effects at the saddle point should not be ignored.
To calculate the quantitative effect of shell corrections on 
fission barriers, the method generally used is that of Strutinski 
[Str67], [Str68]. Using a realistic shell model, the potential energy
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Ratio of axes, c/a
Deformation «
Fig. 2.22: Energy levels
of a harmonic 
oscillator potential 
for prolate 
deformations. The 
variable e - V2 a2. 
Closed shells do not 
necessarily occur at 
the same magic number 
for different 
deformations (from 
[Nix72]).
U. of each state is calculated as a function of deformation. The 1
latter quantity is usually described by two variables, hence the term 
potential energy surface is used. The total potential energy U^ T to 
first order is equal to the sum of single particle energies IF , thus
The values of IF for low-lying levels are uncertain, and in particular 
the gross variation of the total potential energy U^ T with deformation 
is not expected to be calculated correctly. No local fluctuations are 
however produced because such levels have fully populated magnetic 
substates, and the effect of deformation on states of opposite 
magnetic quantum number tends to cancel (see Fig. 2.22). Thus shell 
corrections are caused only by the levels lying close to the Fermi 
surface. The properties of these levels are well known, so the local 
fluctuations in U , are expected to be calculated correctly. The 
variation of with deformation is shown schematically in Fig. 2.23, 
calculated by both the liquid drop and shell models. The gross
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Downward curvature"^ 
from crossover of levels
Downward displacement 
to make trend agree with 
droplet model
Downward slope 
from initial occupation Upward curvature 
from volume conservation
ELONGATION OF DEFORMED NUCLEUS. 5
Fig. 2.23: Deformation energy of a nucleus as a function of the
generalised deformation 6. The upper full curve shows U^, the 
energy calculated in the shell model picture. The lower dashed 
curve shows the liquid drop energy. The upper dashed curve is 0^ 
(equation 2.66). Adding (U^ T - Ü^) to the liquid drop energy gives 
the shell-corrected energy (lower full curve) (from [Van73]).
behaviour of in the latter case is clearly incorrect.
The corrections due to shell effects alone are isolated by the 
Strutinski procedure. U^ T is recalculated in the shell model picture 
after smoothing the occupation probabilities of the levels over an 
energy interval y, giving a smoothed value of U^, referred to as 0^. 
The shell correction AU . ... is then given by
AUshell (2.66)
The value of y must be chosen to allow averaging over levels between 
major shells, yet must not allow levels distant from the Fermi surface
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Fig. 2.24: The lowest section of
this figure is similar to Fig.
2.22. For a nucleus with a
magic number of nucleons at a
major to minor axis ratio of
2 (c/a = 2), but non-magic for
the spherical configuration,
a shell correction 6E . assh
shown is found. When summed 
with the liquid drop energy, 
the resultant fission barrier 
is as illustrated in the 
upper section.
to affect the calculated value. Shell effects so calculated are shorn 
schematically in Fig. 2.24, for a magic number of nucleons at 
deformation c/a = 2. They are then added to the liquid drop potential 
energy, to give the total energy (top of figure). The effect of shell 
corrections both at the equilibrium deformation and at the saddle 
point is substantial (> 3 MeV). The shell correction potential energy 
surface (P.E.S.) in the 3,r parameterisation (see Section 2.3.2) for 
2 3 8U is shown in Fig. 2.25(a), for L = 0 and L = 60. Compared to the 
liquid drop model potential energy surfaces shown in Fig. 2.16 for the 
same nucleus, the shell effects are substantial, and exist even at 
large angular momenta, at least for zero temperature. The total 
potential energy surfaces are shown in Fig. 2.25(b). The most notice-
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Fig. 2.25: Part (a) shows the shell correction P.E.S. in the ß-r
parameter!sation for 233U at angular momentum 0 ü and 60 ti. When 
summed with the liquid drop P.E.S. (shown in Fig. 2.16) the result 
illustrated in (b) is found. At 60 li, a 4 MeV fission barrier is 
calculated to exist (adapted from [Fab79]).
able and significant effect of the shell corrections is to give a 
4 MeV fission barrier at L=60, whereas the liquid drop picture alone 
predicts a zero fission barrier.
Analysis of heavy ion induced fission without the introduction of 
detailed shell model modifications to the liquid drop description thus 
depends on the decay of shell corrections with temperature, as 
discussed in the next section.
2.3.4 Temperature Corrections to the RLDM Picture
The high excitation energy at which nuclei must generally be
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formed following HI, fusion reactions, means that the compound nucleus 
resulting from fusion is not produced in a cold state. Two effects 
follow from the hot state of the initial compound nucleus. The first 
of these modifies the basic liquid drop description of the nucleus.
Heating the nucleus reduces the equilibrium density, which 
results in expansion of the nucleus with a consequent reduction in the 
Coulomb energy. However, it also results in a reduction in the 
surface tension per unit area. In the work of Hasse and Stocker 
[Has73], the equilibrium density p(T) is given by
P(T) = p(0) (1 - aT2) (2.67)
and the surface tension y(T) by
Y(T) = Y(0)(1 -BT2) , (2.68)
where (0) refers to the value for the cold nucleus. The thermo­
dynamic temperature T can be related to the local excitation energy E^ 
approximately by = aT2. Taking the nuclear incompressibility 
modulus as 190 MeV [Has73], the value of 3 is 0.0114 MeV-2, whilst a 
is 0.0032 MeV-2. By defining the volume integral of the density to 
equal the number of nucleons (A) in the nucleus,
4TTr^pCT) = A (2.69)
the variation of rQ with temperature can be determined:
r0(T) = r0(O)(l+cxT2)V3 (2.70)
= r0(0) (1 + aT2) . (2.71)
The fissility parameter x is given by equation (2.54).
(0) (0)definitions of E v and E given belowc
; C 0 )
's
;(0)
(T)
(T)
4Tirn(T) y(T)
3 _
5 r, m Av,
Using the
(2.72)
(2.73)
the variation of x with T can be simply derived, and is given by
equation (2.75) below:
E (T) E (0) 
x(1) = x (°) E (0) ’ E (T) 1 - t  aT2 1  + 3 - ~  a T23  J 1 l  °  Jx(0) (2.74)
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x(T) - x (0) [1 + (3 - a)T2] . (2.75)
Taking a nucleus with x = 0.70 (200Pb) at T = 0, the value of x 
appropriate for an excitation to T = 2 MeV (E - 80 MeV) is 0.72. This 
is instrumental in reducing the L = 0 fission barrier from 12.8 MeV to 
10.4 MeV, a decrease of 19%.
The second effect of heating the nucleus concerns the shell 
corrections to the LDM picture. The excitation energy, by depleting 
the lower shell of nucleons and populating the higher one, tends to 
attenuate the shell effects. The higher the excitation energy, the 
less effect a closed shell has on the potential energy of the nucleus. 
This effect has been described by Ramamurthy et al. [Ram70]. The 
saddle point (or transition state) is defined to be the deformation at 
which the nuclear entropy is a minimum. The Fermi gas expression 
S=2(aE^) (where Erj, is the local excitation energy at the saddle 
point Erj, = E x ~E^) identifies the point of minimum entropy with the 
point of minimum local excitation energy E„. However, shell effects 
modify the Fermi gas picture, and numerical calculations [Ram70] show 
a variation of S2 with E^ illustrated in Fig. 2.26. The value of S2 
deviates from the expected behaviour S2 = 4aE^. As the excitation 
energy is increased, the curve asymptotically approaches the value 
given by
thus can be considered as attenuating with a decay constant of 
~  10 MeV. Shell model calculations of Moretto [Mor72] , for super­
heavy nuclei, support this conclusion, shell effects completely 
disappearing at 60 MeV excitation energy.
2.4 THE STATISTICAL MODEL
The statistical model describes the de-excitation of equilibrated 
compound nuclei from states with well-defined excitation energy and 
angular momentum. In heavy ion fusion reactions, nuclei are generally 
at sufficiently high excitation energy that the mean spacing between 
levels is less than their mean width. In this continuum of levels, 
the level density can be described instantaneously by level density
S2 = 4a(ET -A (2.76)
The shell correction Ashell at the ground state for zero temperature
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Fig. 2.26: Entropy
squared (S2) plotted 
against excitation 
energy for 208Pb and 
242Pu. The attenuation 
of shell corrections 
with increasing 
excitation is evident 
(from [Ram70]).
formulae, derived using statistical mechanics. It has been shown by 
Moretto [Mor72] that the probability P(E^,0) of a nucleus with 
excitation energy E^ existing with a deformation 0 is given by
P(E ,0) d0 = A'~h . p(E ) d0 . (2.77)
E^ is the local excitation at deformation 0, and is given by
et = EX " V(G) • (2.78)
V(0) is the potential energy at deformation 0, and can be identified 
with the relative saddle mass (Eg ) or the yrast energy E^^. A' is 
the differential of the level density with respect to energy, 
evaluated at E^, and m is the inertial mass. The term p(E^) is the 
level density due to internal degrees of freedom at deformation 0. It 
accounts for essentially all the fluctuations of probability with 
respect to deformation [Mor72].
For a non-fissioning system, the probability as a function of 
deformation approaches zero for all large deformations. For a system 
which may fission, the probability along a certain trajectory in 
deformation space never goes to zero, rather it reaches a minimum
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value, then rapidly increases for increasing deformation. The minimum 
in probability is called the transition state, and through equations 
(2.77) and (2.78) can be identified with the saddle point deformation.
Using the fact that the deformation probability is determined 
principally by the level density p(E^), the fission width can then be 
defined as
ff (L) (2L + 1) 2ttP(Ex,L)
Erp(S . P- )
pf [ET (s.p.) -k] (2.79)
where barrier penetrability is not included. Similarly, the particle 
emission width for particle V is given by [Zeb74],[Bec78]
V L) (2sv +1) °° L+i2ttp(Ex ,L) £=0 j=|l_£| (2J + 1)
e t (J)-bv
X I PvtET(J) Tv(e;) d£ • (2-80)
0
E (s.p.) is the local excitation energy at the saddle point, whilst 
E^(J) is the local excitation energy at the equilibrium deformation in 
the residual nucleus formed following particle emission. B^ is the 
particle binding energy, T^(e) is the transmission coefficient for 
particle V with kinetic energy e carrying orbital angular momentum £, 
and s^ is its intrinsic spin. L is the angular momentum of the 
initial compound nucleus, whilst J is that of the residual nucleus.
The denominator p(Ex ,L) is the level density in the emitting nucleus. 
Unless absolute widths are being calculated, it will cancel with the 
term in the expression for T^, when T^/T^ is calculated.
Many level density formulae exist, for differing treatments of 
angular momentum. The method of decrementing the excitation energy by 
the appropriate rotational or potential energy (equivalent to equation 
(2.78)) was shown to give a reasonable description of level densities 
by Lang [Lan66] when the formula
P(Et) = E'2 exp[2(aET)‘5] (2.81)
was used, where a is known as the level density parameter. This
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equation, together with equations (2.79) and (2.80) are used in the
statistical model code MBII, and in a modified form in ORNL ALICE.
These codes were used in the analysis of the data. Discussion of the
£
values used for a, E , T (e), etc., will be presented in Section 5.4.X V
It should be noted here that the level density parameter a at the 
saddle point deformation (a_p) and at the equilibrium deformation (a^ ) 
are expected to be different. This can be attributed to two causes.
The first is due to the fact that the nucleus has a skin of 
finite thickness, where the nuclear density is low. As the nucleus is 
deformed, the fraction with the interior nucleon density is reduced.
It has been shown by Bishop et dl. [Bis72] (for the case of a 
trapezoidal rather than Woods-Saxon potential), that the ratio (R) of 
the single particle level density parameters for deformed and 
undeformed nuclei is given by
11 4 -2/ VR = -J5 + 45 [C /3 +2c/3] , (2.82)
where c is the ratio of major to minor axes. For a nucleus with
x = 0.70 (2 0 0Pb), the ratio of major to minor axes at the saddle point
deformation (for y =0) is - 3.5 [Coh74], giving R =1.04, whilst at the
ground state they are equal, giving R = 1.00. Using the approximation
that R = a~/a , the value of ar/a for a nucleus with no angular f v f v 0
momentum would be expected to equal 1.04. At an angular momentum y,j 
(75 fi for 200Pb), where the equilibrium shape is the same as the 
saddle point shape, af/av would be unity. Thus for a typical heavy 
ion fusion reaction producing 200Pb, the nuclear skin thickness effect 
might cause a^/a^ to take an average value of ~ 1.02.
The ratio a^/a^ may also be expected to be greater than unity due 
to shell effects. For zero temperature, the nuclear ground state is 
expected to be at a minimum in the shell corrected P.E.S., whilst the 
saddle point is likely to be at a maximum. It has been shown that 
displacement from the liquid drop prediction to a lower energy reduces 
the level density, whilst displacement to a higher energy increases it 
[Str68], [Bis72]. Thus at excitation energies (and hence 
temperatures) at which shell effects are expected to be present, a 
value of af/av greater than unity may often apply. At excitation
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energies greater than ~ 30 MeV for heavy nuclei the disappearance of 
shell effects should cause a^/av to take a value not much greater than 
unity. For very low excitation energies (<5MeV) calculations [Bis72] 
show a£/av taking values > 1.5. This may explain the experimentally 
determined value of a^/a =1.35 for the C.N. 201T1 [Bur64] , and 
a^/a =1.51 for 213At [Kho66], for light ion induced fission.
In the analysis of the experimental data, due to the uncertainty
in both a^/a^ and B^, constant values were taken, though variation of
a_r/a and Bc with both E and L would be expected. Thus the results f V f x
of the statistical model analysis should not be relied upon in detail.
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CHAPTER 3
EXPERIMENTAL METHODS
All experiments were performed at the A.N.U. Department of 
Nuclear Physics. The 14UD Pelletron tandem electrostatic accelerator 
was used at terminal voltages up to 14.6 MV to accelerate 19F and 
2s, 2 9, 3 Ogj, ions extracted from the negative ion sputter source.
Most of the experiments performed in this study involved the 
detection and identification of particles. The first four sections of 
this chapter are accordingly devoted to these experiments. The final 
section (3.5) describes the y-ray measurement used to determine the xn 
evaporation residue excitation functions.
3.1 PARTICLE IDENTIFICATION TECHNIQUES
Methods of identifying particular reaction products can be 
divided into three basic categories:
(i) Differential energy loss (AE - E).
(ii) Time of Flight (T.O.F.).
(iii) Magnetic deflection.
Combinations of these three techniques can be used if both the mass 
and charge of a particle must be determined. Each method will be 
considered for identification of fission fragments, light ions (Z <2) 
and evaporation residues (E.R.).
3.1.1 AE - E Measurement
This is the most commonly used technique, due to its simplicity. 
The rate of energy loss (- dE/dx) of a non-relativistic ion in a
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medium is given by the non-relativistic Bethe-Bloch equation
dE
dx
'eff In mv
2 ">
(3.1)
where m is the electron mass;
I is the mean ionisation potential of the medium; 
v is the velocity of the incident ion;
Z ^  is the charge of the incident ion.
For light ions at high velocities, all the electrons are likely to be 
stripped, and takes the value for the bare nucleus (Z) . In all
other cases, and particularly for heavy ions, the ionic charge is less 
than the nuclear charge. Betz [Bet72] has shown that the following 
empirical relationship is obeyed for a wide range of ion species:
'eff 1 - 1.032 exp (3.2)
where b is a constant for each species given by
2e
f i
,0.69 (3.3)
For a given species (A,Z), dE/dx will increase as the energy increases 
from zero, due to the increase of the effective charge. At some point, 
this increase will not offset the 1/v2 term in equation (3.1), and 
dE/dx will peak, and subsequently decline. Since dE/dx is a function 
of velocity (and thus energy E) it is generally necessary to measure 
both dE/dx and E to allow identification. Shown in Fig. 3.1 are the 
values of dE/dx as a function of E for the various ion species 
observed in these measurements, taken from the tabulations of 
Northcliffe and Schilling [Nor70]. The shaded area with high dE/dx 
corresponds to fission fragments originating from a nucleus with 
Z ~  80, A ~  200. No other reaction products are near this region.
The AE - E method is thus suitable for identifying fission fragments. 
The resolution of AE detectors is not however sufficient to allow 
identification of particular ion species in the fission fragment mass 
and charge distribution.
The AE - E method is ideally suited for identifying both the mass 
and charge of light ions. For this purpose, it is possible to use a
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Fig. 3.1: dE/dx for various ion species observed in the experiments
performed in this study. E.R. from the Si induced reactions have 
an average energy of ~ 20 MeV, whilst those from the 19F reactions 
have ~ 12 MeV. Taken from the tabulations of [Nor70].
three detector telescope, with two AE detectors. A wider range of 
particle types and energies may then be identified and measured.
Evaporation residues of mass ~ 200 produced by reactions with 19F 
and 28>80Si ions at bombarding energies accessible with the 14UD 
accelerator have low energy (between 10 and 20 MeV). Because of their 
low velocity, they are incompletely stripped, and thus have a low 
dE/dx. Fig. 3.1 shows that beam particles with the same energy as 
typical evaporation residues have a similar dE/dx. Such particles are 
produced by scattering at apertures in the beam lines, and at forward 
angles were found to be produced in much greater quantities than 
evaporation residues. Though it may have been possible to reduce the 
flux of slit-scattered beam particles, it is unlikely that they could 
be eliminated. Thus the AE - E method was rejected for the 
identification of evaporation residues. Other techniques will now be 
considered.
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3.1.2 Time of Flight
By measuring the time of flight of a particle over a known 
distance, its velocity is defined. In conjunction with an energy 
measurement, the mass of the particle can be inferred:
E = ^Mv2 -* M 2E = v2 (3.4)
s
V  = —  M = ET2 . 4  ,
Q
(3.5s
where s is the flight path;
T is the time of flight.
In the reactions of 19F on 18 lTa. and 30Si on 170Er, the only 
particles with mass similar to those of evaporation residues are 
target nuclei. These are produced at forward angles by the recoil of 
projectiles to backward angles. Even at bombarding energies below the 
Coulomb barrier, the cross-section is relatively small due to the 
small Rutherford scattering cross-section at backward angles. At 
bombarding energies above the Coulomb barrier, the cross-section is 
obviously reduced further. The energy of recoils is higher than that 
for evaporation residues because of the larger momentum transfer. It 
can easily be shown that the ratio of their energies at zero degrees 
in the laboratory frame is given by
E fREC = . M I
e e .r . " M^ + m^
where M is the target mass;
m is the projectile mass.
(3.6)
For the reactions under study, this ratio is - 3.5. Thus by measuring 
energy and time of flight, evaporation residues can be identified 
uniquely. Multiply scattered recoils, produced at large angles 
(> 50°) with low energy but high cross-section, are observed at angles 
~ 20° with low intensity, even when using thin (~ 50 yg cm-2) targets. 
Though they have the same energy and similar time-of-flight as 
evaporation residues, their intensity was sufficiently low to cause no 
problems.
The A.N.U. tandem accelerator is a D.C. machine, not capable of 
providing beam pulses of short duration (at the moment). To measure
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the time of flight of particles, it is thus necessary to use two 
detectors. The first must give a timing signal at the beginning of 
the flight path (the start detector), whilst the second is located at 
the end of the flight path and must provide a timing signal and 
measure the particle energy. This is called the stop detector.
Evaporation residues passing through the start detector must lose 
some energy in order to be detected. In losing energy, particles are 
inevitably deflected away from their initial direction by each 
collision. This process is called small angle scattering, or multiple 
scattering. This has been investigated by Sigmund and Winterbon 
[Sig74] among others. They find that the half angle for scattering is 
given by
2 Z jZ 2 e 2 ^m
i = --- c-----' c T
"2 Ea (3.7)
Zj and Z2 are the ion and target atomic numbers, E is the energy of 
the incident ion, a is the screening radius [Lin68] and T =Tra2NX, with 
N being the particle density and X the target thickness. The factors 
C and m are variable, depending on the target thickness [Sig74].
This formula clearly shows that for evaporation residues (Zj = 82) 
passing through the start detector with low energy (10 MeV <E <20 MeV) 
the half angle will be large compared with that for beam particles.
It is thus important that the start detector should be sufficiently 
thin to cause no evaporation residues to be scattered away from the 
stop detector. If this condition were not fulfilled, the efficiency 
of the time of flight system would be less than 100%. It is equally 
important that the start detector give a signal with 100% efficiency, 
for the same reason. A multi-wire proportional counter (MWPC) 
operated at low gas pressure has been shown to fulfil these require­
ments by Breskin and Zwang [Bre77]. A similar detector was thus 
constructed, and successfully used as the start detector. A Si 
surface barrier detector (Si SBD) was used as the stop detector.
3.1.3 Magnetic Deflection
The compound nucleus formed following a fusion reaction initially 
has the momentum vector of the projectile. This is modified by 
evaporation of light particles in the de-excitation of the compound
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nucleus. Their momentum is however small compared to that of the 
projectile, and the deflection of the evaporation residue is 
generally limited to a few degrees. Thus the E.R. differential cross- 
section peaks in the beam direction. For the case of 150 MeV 
30S i + 170Er, 90% of the total E.R. cross-section is found forward of 
10°. At forward angles, the flux of elastically scattered projectiles 
is large, and removal of beam particles before any detector would be 
desirable. Magnetic deflection using the A.N.U. Enge split-pole 
spectrograph was considered. However, calculations showed that the 
magnetic rigidity of E.R. and beam particles was similar, and together 
with the large range of ionic charge and velocity made this method 
unattractive.
The velocities of E.R. and beam particles are very different, the 
velocity ratio varying as the inverse ratio of their respective masses, 
due to the conservation of linear momentum. Thus a velocity filter 
(Wien filter) consisting of crossed magnetic and electric fields, 
adjusted to give no deflection to E.R., would be suitable for removing 
beam particles. E.R. excitation functions and angular distributions 
from reactions of 58,G4Ni on 58>64Ni have been measured by Beckerman 
et o.l. [Bec80] using the BNL velocity filter. Cross-sections below 
0.1 mb were measured. The large magnetic field required (several KG 
over £ 1 m) meant that such a device was too complex to be designed and 
built at the A.N.U. in the time available. Thus elastically scattered 
beam particles were accepted into the time of flight apparatus.
3.2 THEORY OF DETECTOR OPERATION
The basic theory of operation of the detectors used, together 
with details of their construction where appropriate, will be 
described.
3.2.1 Si Surface Barrier Detector
These detectors are used extremely widely, because of their 
compact size, ease of operation and good performance. Detectors are 
commercially available, varying in thickness from < 20 pm to several 
millimetres. However, all the detectors used in this series of
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experiments were of A.N.U. manufacture, following the prescription of 
England [Eng74]. The lower limit on the thickness is due to the 
difficulty of making such a thin detector of uniform thickness 
(important for AE measurements) by etching. Thus Si SBDs are 
generally limited in use as AE detectors to particles with nuclear 
charge Z£10. For more massive nuclei, gas ionisation chambers are 
used as AE detectors, since uniformity of thickness can readily be 
assured, and the detector thickness can easily be varied by changing 
the gas pressure.
The principles of operation of Si detectors are so widely known 
and documented that no description will be given. A good account is 
given by England [Eng74].
5.2.2 Gas Ionisation Chamber
In this type of detector, silicon is replaced as the stopping 
medium by a gas. This means that detectors equivalent to only 0.1 ym 
of Si can be easily made, thus they are suitable as AE detectors for 
heavy ions.
Particles enter the gas volume through a thin window in the 
confining chamber wall. As they pass through the gas they lose energy, 
producing ionisation. The electrons and positive ions so produced are 
separated by an electrical field applied perpendicular to the particle 
path. The field must be of sufficient strength to remove the 
electrons before recombination can take place with the positive ions. 
The electrons are collected on the anode, and a signal proportional to 
the energy lost in the gas is obtained.
The slow drift velocity of the positive ions means that the 
electrons contribute the majority of the signal on a time scale of 
~ ysec. This can be shown as follows. If charge Ne moves towards the 
anode, experiencing a potential drop AV, the work done is NeAV. The 
bias supply of the anode keeps the voltage V0 constant by applying 
charge AQ, thus
NeAV = V0AQ . (3.8)
The current AQ/At is thus related to AV/At, which is proportional to 
the velocity of the moving charge. From equation (3.8) it also
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follows that the signal depends on the voltage drop the electrons 
experience. Thus the signal size depends on the position of the 
ionisation track, which degrades the resolution. This is overcome by 
placing a grid (Frisch grid) between the ionisation track and the 
anode. The grid is biased such that electrons move towards it, but on 
reaching it are attracted to the anode. Due to the shielding the grid 
produces, the anode is aware of the electrons only after they have 
passed the grid. The potential drop AV is thus constant, regardless 
of the track position. Thus the resolution is improved.
The type of gas used depends upon the application of the detector. 
For simply providing a AE signal, with no time information, isobutane 
(C4H10) is suitable, because of its high molecular weight, and thus 
high dE/dx. Gases with a lower dE/dx require a higher gas pressure to 
give the same energy loss. This is a disadvantage, since stronger and 
thus thicker entrance windows must then be used. For detectors used 
when timing is required, a lighter gas, such as a mixture of methane 
and argon, is used. This gives a' faster electron drift velocity, and 
thus better time resolution. In our case, isobutane was used, since 
good time resolution was not required. The energy needed to produce 
an ion pair is ~ 30 eV, thus between 105 and 106 electrons are 
produced by a typical particle. The AE resolution due to statistical 
fluctuations in this number is consequently << 1%. The most important 
limitation to the AE resolution is given by energy loss straggling.
Put simply, particles of the same type with the same energy may lose 
differing amounts of energy in the same thickness of gas. This is an 
absolute limitation to the resolution attainable. The best figures 
obtained to date show a AE resolution of ~ 2% [Dar80]. This is only 
attainable when a large fraction of the particle energy is lost in the 
gas. With many species incident on the detector, a lower gas pressure 
must usually be used, and typical resolutions of between 3% and 4% are 
attained. This allows Z identification up to Z ~ 30. This is not 
sufficient to resolve the fission fragment charge distribution from 
mass ~ 200 compound nuclei, since the fission Z distribution peaks at 
Z-40. Nevertheless, fission fragments can be identified 
unequivocally.
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3.2.3 Multi-Wire Proportional Counter
The multi-wire proportional counter (MWPC), as its name suggests, 
is a gas counter operated in the proportional regime, with many anode 
wires rather than one. Thus the operation of the simple proportional 
counter will be discussed first.
A proportional counter consists of a wire anode of small diameter 
in a gas. The electrical field E around the wire at radius r is given 
by
E = l Ä ö 7 -  ^
where VQ is the applied voltage,
b is the radius of the cathode, 
a is the radius of the wire anode.
Close to the wire, the field is much stronger than at a distance, due 
to the 1/r term. Electrons produced in the gas by the passage of an 
ionising particle are attracted to the anode. In the increasing field, 
the electrons gain more energy between collisions as they get closer 
to the wire. Once that energy is sufficient to ionise the gas, then 
electron multiplication takes place, and a Townsend avalanche is 
created. This is shown schematically in Fig. 3.2, where the electron 
multiplication factors are shown as a function of electrical field 
strength. This axis can be related to the distance from the anode wire 
by equation (3.9). The rapid movement of the electrons produced close 
to the wire gives a fast negative signal. This is of small size due 
to the small potential the electrons have travelled through. The 
repulsion of the positive ions from the anode wire to the cathode 
produces a slower signal of large size. The two components of the 
signal are shown schematically in Fig. 3.3.
A multi-wire proportional counter usually consists of a plane of 
parallel anode wires. These are generally oriented parallel to the 
particle track. The cathodes are planar, rather than cylindrical in 
the case of a single wire proportional counter. If required, a 
separate output can be taken from each wire, and thus position 
sensitivity is achieved. The avalanche counter is a similar detector, 
in which gas amplification in the proportional region takes place.
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Fig. 3.2: Schematic representation of the variation of signal
amplification with the applied electrical field strength. The 
various operational regions are indicated.
Fig. 3.3: Schematic
illustration of the two 
components of the fast 
signal from a 
proportional wire. The 
electron component 
alone is used for fast 
timing.
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However, in this detector a uniform field is maintained between a 
planar parallel anode and cathode. The field is of sufficient 
strength to cause a Townsend avalanche, thus amplifying the original 
signal.
A detector has been described by Breskin and Zwang [Bre77] which 
possesses many of the features of an avalanche counter, including its 
good time resolution. It is robust and easy to construct, since the 
electrodes are of wire construction. Hence it is called a multi-wire
v
65
proportional counter (MWPC). It consists effectively of two avalanche 
counters back to back, with anode and cathodes of wire construction, 
rather than being planar. The wire anode makes it similar to a MWPC 
of standard design, however this detector is mounted with the anode 
plane perpendicular to the particle tracks. The suggested principles 
of the operation of this detector are as follows [Bre79]. Electrons 
produced by ionisation of the gas in the gaps between the anode and 
two cathode planes are accelerated in the electrical field, which is 
approximately uniform (except adjacent to the wires). In a similar 
manner to an avalanche counter, gas amplification occurs in this gap. 
However, as in a proportional counter, the enhanced field around the 
wires causes further amplification, thus large pulses can be obtained. 
For timing applications, only the leading edge of the pulse is used. 
This is considerably smaller. The reason is that the fastest 
component of the signal is due to the motion of electrons produced 
immediately around the wire. The bulk of the signal, however, is due 
to the slow drifting of positive ions away from the wires over the 
majority of the potential difference applied across the detector, and 
is thus unsuitable for giving a timing signal. Signal rise times of 
~ 5 nsec, after passage through fast preamplifiers, have been obtained.
3.3 EXPERIMENTAL APPARATUS
All particle detection experiments were carried out within a51cin 
diameter scattering chamber. Turntables were located on the base and 
lid, with angular scales visible through windows in the chamber walls. 
Verniers with 0.1° intervals allowed accurate positioning of detectors. 
The detectors used for identifying fission fragments, alpha particles 
and evaporation residues will be described in the following sections.
3.3.1 Fission Fragment Detectors
As described in Section 3.2.2, fission fragments were identified 
using a counter telescope. The AE signal was given by a gas 
ionisation chamber, and the residual energy by a Si surface barrier 
detector. Two gas chambers were used. Common features will be 
described first.
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The flight path of particles through the gas was ~ 7 cm, which 
allowed isobutane pressures of only 20 torr to be used. Thus formvar 
windows of thickness < 40 yg cnf2 were sufficient to contain this 
pressure. The technique for making such windows free of pinholes will 
be described. A 5% molar solution of formvar in chloroform was made.
A well cleaned glass microscope slide was placed vertically in the 
solution, which was then drained away. The thickness of the remaining 
formvar film could be increased or decreased by increasing or 
decreasing the rate of flow of the solution. The formvar film was 
then floated off the glass slide in water, and mounted on the 
stainless steel window holder using the formvar solution as cement.
The window thicknesses were initially measured by an optical 
interference technique, and by a-particle energy loss. Both methods 
agreed to within 15%. By comparison with a calibrated set of films, 
window thicknesses could be found by inspection of the optical 
interference colours in reflection. Windows were checked for leaks in 
a test chamber pumped by an oil diffusion pump. Those found to be gas 
tight by this method were generally found to be leak-proof in the 
scattering chamber, where the ion pump and low pressure allowed 
extremely small leaks to be observed. The window holders were 
constructed to allow a Ta collimator to be clipped onto their outer 
face. This collimated the detectors.
The anodes and cathodes were constructed of printed circuit board, 
gold-plated to give better vacuum properties. Cables were all teflon 
insulated. The gas chambers themselves were machined from aluminium 
or stainless steel. The lack of materials with bad outgassing 
properties permitted the detectors to be used without a gas flow 
system. By cleaning all components carefully, and pumping the chamber 
on a vacsorb for about a day before an experiment, the detector would 
function on one filling of gas without significant AE signal 
reduction, for over 24 hours. (Deterioration is caused by the out- 
gassing of electro-negative gases such as oxygen into the isobutane 
counter gas, causing trapping of the electrons.) The great advantage 
of this feature was that it allowed a simple external gas handling 
system to be used, without the complication of ensuring accurate and 
constant gas flow.
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The Si detectors used to give the residual energy signal were of 
A.N.U. manufacture, and typically of 200 y in thickness, sufficient to 
stop the beam particles. The detectors were connected to the gas 
handling system by flexible stainless steel bellows, which allowed 
them to be moved through a wide angular range.
The first detector, which was used only to measure fission cross- 
sections from the 19F + 181Ta reaction, was of simple design, following 
that of Fowler and Jared [Fow75]. This is shown schematically in Fig. 
3.4. Window apertures were up to 3 mm in diameter.
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Fig. 3.4: Diagram of the
single-windowed gas- 
ion is at ion- chamber.
The window material 
was changed from VYNS 
to Formvar. Electrons 
are attracted from the 
ionisation track past 
the Frisch grid to the 
collector electrode.
For all other fission measurements, a more sophisticated detector 
of multiple anode design was used. This is shown schematically in 
Fig. 3.5, and photographs of the disassembled detector appear in Figs. 
3.6 and 3.7. A full description is given by Ophel et al. [0ph81].
This gas cell had apertures for eight window holders, separated by 15°, 
all pointing at the centre of the scattering chamber. At the back of 
the gas cell were eight Si detectors, which measured the residual 
energy of particles entering the detector through each of the eight 
windows. The grid and anode used to collect the AE signal was in 
eight sections, connected electrically, each corresponding to one 
window position. Thus AE - E measurements at eight different angles 
could be made, yet only nine preamplifiers and amplifiers were used,
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Fig. 3.5: Schematic diagram of the multi-angle detector without the
lid. The cut-away anode and grid reveal the residual energy Si 
surface barrier detectors also shown in projection below.
rather than sixteen. The AE signal was identified with the correct E 
counter (and thus angle) by slow logic electronics. The gas cell was 
connected to the external gas handling system by a V  stainless steel 
bellows, which allowed a limited angular travel of ~ 90°. Collimators, 
which were located externally on the window holders, could be varied 
to give solid angles between 0.02 msr and 2.5 msr, the latter
Fig. 3.6: View of the multi-angle detector with the lid and anode
plane removed. The segmented grid and anode are clearly seen.
Fig. 3.7: Both the grid and anode have been removed, revealing the
eight Si SBD residual energy detectors. The eight window holders 
are individually removable.
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corresponding to the full window diameter of 5 mm. Due to its large 
gas volume, it was not necessary to change the isobutane counter gas 
even over a 3 day run, if care had been taken in using only cleaned 
components in its assembly.
3.3.2 Alpha-Particle Detectors
As described in Section 3.1.1, Si SBD telescopes were used to 
detect and identify alpha particles. The two detectors were mounted 
as close as possible, within their cans, giving a separation of ~ 8 mm. 
The aperture defining the solid angle of a telescope was located 
before the AE counter. It was ensured that the area of the residual 
energy detector was sufficient to collect all alpha particles passing 
through the defining aperture, even following multiple scattering in 
the AE detector. The AE counter was typically 25 y in thickness, 
allowing a-particles of energy greater than 6 MeV to pass through.
The E counter was typically 2000 y in thickness, sufficient to stop 
15 MeV protons.
5.3.3 Evaporation Residue Detector
The time of flight technique was used to identify evaporation 
residues, using a MWPC to give the start signal, a Si SBD giving the 
stop signal. A full description of the system is given by Leigh et 
dl. [Lei81]. Due to the limited size of the scattering chamber and to 
the convenience of using a gas cell already in existence, the multi­
angle detector (see Section 3.3.1) was used, with all but one window 
opening blanked off, and the grid and anode removed.
The stainless steel bellows connecting the chamber to the 
external gas handling system exerted considerable force on the gas 
chamber. However, the counter was securely located on the scattering 
chamber turntable at two points, ensuring that it was a stable 
platform for E.R. measurements. This was important, since an angular 
error of 0.2° could be detected.
The MWPC was located just beyond the gas counter window, which 
was mounted on a specially shortened window holder. This, together
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with the relocation of the Si stop detector nearer the back wall, 
allowed a flight path of up to 9 cm to be obtained. The arrangement 
is shown schematically in Fig. 3.8. In Fig. 3.9, a sectional view of 
the MWPC used to give the start signal is shown. This was mounted 
inside a standard A.N.U. Si detector can. The anode and cathode grid 
supports were made of annuli of printed circuit board. The anode grid 
consisted of 20 y Cu-Be wires, spaced by 1 mm. These were soldered 
onto the printed circuit board annulus. Similarly the cathodes were 
of 50 \i wire, soldered with a 2 mm spacing. The annuli were mounted 
to give a 3.2 mm spacing between electrode planes. This was found to 
give the optimum signal rise time and magnitude at a pressure of 
2 torr.
9 cm. FLIGHT PATH
MOUNTING
CRADLE
M.WP.C. LARGE
AREA
Si SBD
WINDOW AND 
COLLIMATOR MOUNT
Fig. 3.8: Schematic sectional view of the time-of-flight apparatus
located within the 8-angle gas chamber.
An experiment was performed with gold evaporated formvar foils as 
cathodes, however the improvement due to the slightly better signal 
rise time was offset by the scattering of E.R. beyond the angle 
subtended by the stop detector. Since the time resolution obtained 
using a fully gridded MWPC was quite sufficient (approaching 1 nsec 
FWHM), grids were used for all experiments.
The stop signal was given by an A.N.U. manufactured Si SBD of
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Fig. 3.9: Cross-section of
the MWPC used as the 
start detector in the 
T.O.F. measurements. A 
standard A.N.U. Si 
detector can contained 
the PCB annuli on which 
the grids were mounted.
typical thickness 200 p. This stopped beam particles which entered 
the detector, allowing elastically scattered particles to be 
identified.
To ensure that E.R. giving a start signal in the MWPC were not 
deflected from the stop detector by multiple scattering in the gas, 
several measures were taken. A gas pressure of only 2 torr was used 
(corresponding to ~ 80 pg cm”2 of gas), which allowed a formvar window 
of only 10 yg cm”2 to be of sufficient strength. A fully gridded MWPC 
was used, rather than one with foil cathodes. Finally, the stop 
detector was 22 mm in diameter, corresponding to an angle subtended at 
the window of > ±5°.
To check that these measures were sufficient, two experiments 
were performed. In the first, an E.R. angular distribution from the 
fusion of 92.6 MeV 12C with 141Pr was measured, and the total cross- 
section extracted (by the method described in Section 5.2.1). The 
result, of 1135 ±70 mb, was compared to the published value of 
1100 ±50 mb. The latter measurement was made by Plasil et al. [Pla80] 
using a carbon foil and channel plate as a start detector, and was 
stated to have no error due to multiple scattering in the carbon foil. 
The agreement was satisfying. The second experiment consisted of 
several determinations at different gas pressures of the E.R. cross-
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sections from the reaction of 1 60 + 1 97Au at 100 MeV, at a fixed angle. 
The pressure was varied from 1 torr to 4 torr, that is from 0.5 to 2 
times the operating pressure. No variation of cross-section was found, 
within a statistical error of 5%. From these two results, we could be 
confident that evaporation residues were not scattered away from the 
stop detector.
Some fraction of the particles giving a start signal may have 
been stopped by the wires which made up the electrode planes of the 
MWPC. Since the fraction must be the same for all particles, this 
simply caused the effective detector solid angle to be smaller than 
that given by the external collimator alone. The effective solid 
angle was calculated from the yield of elastically scattered particles 
recorded in the stop detector, so no error was caused by the presence 
of the wires.
In conclusion, the time of flight apparatus described constituted 
a simple, robust and effective detector of evaporation residues.
3.4 EXPERIMENTAL PROCEDURE 
3.4.1 Normalisation
In the determination of absolute cross-sections, an accurate 
method of normalisation must be used. For measurement of the xn 
evaporation residues by the y-technique, it was not possible to place 
a detector within the 5.1 cm diameter chamber to detect elastically 
scattered projectiles. Furthermore, the use of a thick backing of Pb 
on the targets would have made scattering from the 181Ta or 170Er 
target material difficult to identify, even if a monitor detector were 
installed. Thus normalisation using Rutherford scattering was not 
possible. Absolute cross-sections were consequently extracted using 
the target thickness, integrated beam current and the solid angle and 
efficiency of the Ge(Li) detector.
For the measurement of fission, E.R. and alpha particle cross- 
sections, Rutherford scattering was used, at energies below the 
Coulomb barrier VD, or well-forward of the grazing angle. Detector
D
angles and solid angles were thus determined. The principle of the 
method used for the fission and a-particle measurements will be
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described first. It was done at a sub-barrier energy.
Two detectors, located approximately symmetrically on either side 
of the beam axis, and with similar solid angles were used for 
normalisation. These detectors were calibrated by using a third 
monitor (or monitors), located at a backward angle (> 90°). This 
detector, by virtue of its angle, could be collimated by a large 
aperture, whose area was determined to better than 1% using an optical 
comparator. Its solid angle was thus accurately known. Furthermore, 
at backward angles, Rutherford scattering does not vary rapidly with 
angle, a 1% variation corresponding to 0.3° at 100° for 19F + 181Ta. 
Thus by detecting N elastic events, and knowing da/dft^t^(0) and the 
monitor solid angle ^ Njon to high precision, a factor T proportional 
to the integrated beam current and target thickness could be found:
N dadft , Ruth
(0) . AftMon . T . (3.10)
To ensure that the detector angles remained constant, and were not 
altered due to movement of the beam spot, a target of 197Au in the 
form of a strip of width 0.5 mm evaporated onto a 10 yg cm-2 C foil 
was used.
The sequence of measurements made is shown schematically in Fig. 
3.10. With the forward angle monitors in their symmetric positions, a 
measurement was made of elastic scattering well below the Coulomb 
barrier, with sufficient statistics in all counters (generally 
~  10,000 counts, giving 1% statistics). The detectors, which were 
mounted on a turntable, were then moved through an angle exactly equal 
to their nominal separation. Thus for detectors at nominal angles 0X 
and 02 (where 02 =-0j), the detector at 0X is moved through -20x 
exactly, to a nominal angle -01 (Fig. 3.10(b)). Denoting the 
deviation of detector 1 from 0X by +AX, the true angle changes from 
(02 + A ^  to (-01 + A2) . The number N of elastic events detected at 
angle 0 relative to the number detected in the monitor is given by
N (Q)
N„Mon
da
dft (0) AftRuth
da Aft,
dft^ jon Mon
(3.11)
But
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Fig. 3.10: Sequence of measurements made in calibrating the monitor
detectors at 0X and 02 (nominal angles).
dQ
dq
Ruth
(0) « (sin40/2) - 1 (3.12)
and sin(-0) = -sin(0), thus at angle (01 +AX)
'0i + M ] " 1
Ri » sin
whilst at angle (-0X + AX),
RJ “ sin
2
- 1
sin f0i -*il
- 1
(3.13)
(3.14)
Then the ratio Rj/RJ, which is measured, is given by
Ri
r;
sin4 l 2 J .
sin4 +*i]
< 2 )
(3.15)
Thus Ax can be found, and the true angle of detector 1 being known, 
the solid angle can be determined from equation (3.11). This 
procedure is repeated for detector 2 (Fig. 3.10(c)). Knowing the 
ratio of elastic events in the two monitors for the strip target, the 
ratio when using full area targets defines the beam spot position. 
Thus corrections to angles and solid angles of detectors may be made 
as appropriate. Monitors were located at 0<3O°, at which angles
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elastic scattering was shown to follow the Rutherford formula even at 
the highest energies (see Figs. 4.1 and 4.2).
The normalisation method used in the E.R. angular distribution 
measurements was similar to the method used to calibrate the monitors 
in the fission measurements. For these experiments, however, strip 
targets were always used, so the beam spot position was always well- 
defined. A monitor detector with large solid angle was located at an 
angle of < 40°, such that by including the almost unresolved Coulomb 
excitation with the elastic scattering, the sum could be described by 
the Rutherford scattering formula at all energies. This was checked 
by angular distribution measurements, and shown to be true (see Figs. 
4.1 and 4.2). The effect of beam spot movement on the angle and solid 
angle of the ~ 40° monitor was limited by the use of the strip targets. 
The largest possible variation in the number of elastic particles 
detected (N ) for a given T (defined by equation (3.10)) was less 
than 2%. Where elastic scattering from the target strip was resolved 
in energy from that from the carbon backing (at angles > 5°) the ratio 
R of elastic scattering in the E.R. detector to that in the monitor 
was simply given by the ratio of the solid angles multiplied by the 
ratio of Rutherford scattering cross-sections (equation (3.11)). By 
demanding symmetry in the values of R when the E.R. detector was at 
positive and at negative angles, the value of A could be determined by 
a least squares fit.
Equation (3.11) can be rewritten for the evaporation residue 
detector with solid angle A a ^  as
an (e;i AnRuth ER
da AQda Mon
^  fA'> . _L 
dßRuth C 3 A ’
(3.16)
Mon
where
i Aa.,da Mon
da A a rDMon ER
(3.17)
and is a constant. The E.R. detector angle 0 was known, so by a least 
squares fit, the value of A was determined, using all the values of R 
measured in taking E.R. angular distributions, for 0>5°.
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The E.R. differential cross-section do/df! is given byER
Aft
ER _ l * T >
ER “"“ER
where T is defined from equation (3.10) by
Mon
Aft..Mon
Combining these two equations gives
Nda ER
da I-1
dflMo
dft. Mon
n^
, Aft.. da Mon
dft.. Aft Mon ER
(3.18)
(3.19)
(3.20)
The factor in brackets is simply equal to A, which has been determined 
to high precision, thus
N,
A . (3.21)da 'ERdftER Mon
The monitor detector was used at all angles for normalisation, 
not just forward of 5°. This is advantageous because Rutherford 
scattering varies very rapidly with angle close to the beam axis.
Using the E.R. detector in a self-normalising way could lead to large 
errors in the extracted E.R. cross-section for a given energy, if the 
true angle were different from that used in calculating the Rutherford 
cross-section. Using the 40° monitor, and evaluating A by a least 
squares fit to all data makes angular errors just another random error 
on the angle axis rather than the cross-section axis. Because of the 
small separation of the target and the detector collimator (69.5 mm), 
a small random angular error (estimated to be ~  ±0.15°) was present 
caused by the change in effective target position with beam focusing. 
This error corresponded to approximately ±10% in the value of da/dft^. 
It was thus decided that to detect more than ~  100 E.R. at any one 
angle would not give a point with significantly smaller error, due to 
the inherent 10% error caused by the angular uncertainty, more points 
with a slightly larger random error being of more value.
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3.4.2 Targets
Targets of 181Ta and 1 7 0 > 1 6 8 >1 6 7 >1 6 6 >1 6 4pr Were prepared by- 
rolling and evaporation. The thicknesses of the rolled targets were 
generally measured by weighing, whilst the evaporated targets were 
measured by weighing a reference foil, placed with the targets in the 
evaporator, and by Rutherford scattering. One rolled target of 
181Ta had its thickness determined by elastic scattering, measured 
using a detector of known solid angle, together with the integrated 
beam current. This was later used for the y-ray experiment, with a 
3.4 mg cm“2 layer of natural Pb evaporated onto the back. Further 
details of the targets used are in the appropriate experimental 
sections. The principal properties of all the targets used are shown 
in Table I.
3.4.3 Fission Measurement
For the 19F + 181Ta reaction, the single AE -E gas ionisation 
chamber was used to measure angular distributions on one side of the 
beam direction. Fixed monitors at 15° and 40° on the opposite side 
were used for normalisation. Angular distributions of fission 
fragments were measured from 10° to 80° in 5° steps at beam energies 
of 126 and 96 MeV. The excitation function, from 84 to 126 MeV, in 2 
and 4 MeV steps, was measured at 30°. The rolled 18iTa target was 
~  750 yg cm-2 in thickness. This was measured using the known 
detector solid angle, the integrated beam current and the Rutherford 
scattering cross-section. According to the tabulations of Northcliffe 
and Schilling [Nor70], this thickness caused averaging of the 
excitation function over ~  1.7 MeV. This value was sufficiently low 
to cause only a small error in the cross-section at the lowest beam 
energies, where the cross-section was changing most rapidly as a 
function of beam energy.
All fission excitation functions for reactions with Si beams were 
measured using the eight angle counter. This was positioned so that the 
third window was at zero degrees, and was blanked off. The beam was 
stopped in a finger located in front of the gas chamber. The current 
measured from this finger was used only to optimise the beam. The
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remaining detectors were then at +30°, +15°, -15°, -30°, -45°, -60° 
and -75°. The ±15° detectors were used principally as monitors, and 
were fitted with window mounted collimators of 1 mm diameter. Never­
theless, from their summed spectra, the fission cross-section da/dS7 
was determined to better than 10% where the total fission cross- 
section exceeded 100 mb. Because of the change in the Rutherford 
scattering cross-section, the ±30° detectors had 1 mm collimators, 
while the -45°, -60° and -75° detectors were collimated by the full 
window aperture, being 5 mm in diameter. The Erbium targets for the 
fission measurements were of two types, whose properties are described 
in Table I. For measurements well above the Coulomb barrier, where 
the fission cross-section did not vary rapidly with energy, self- 
supporting rolled targets were used, with thicknesses corresponding to 
4, 7 and 4 MeV for 170Er, 167Er and 164Er respectively. The thick­
nesses were measured by observing the widths of the elastic peaks 
backscattered from the targets, at a bombarding energy of 120 MeV.
Thus the mean bombarding energy in the target was determined, without 
recourse to tabulated energy loss values. For bombarding energies 
around the Coulomb barrier (125 to 135 MeV) targets evaporated onto 
15 pg cm-2 C foils were used. These were only ~ 50 yg cm-2 in thick­
ness, and gave mean bombarding energies only 0.4 MeV below the 
incident beam energy. Thus averaging the rapidly increasing cross- 
section over a broad energy range was avoided, resulting in a lower, 
and more precise value for the fission cross-section. A further 
target, consisting of a 10 yg cm-2 C foil with a 0.5 mm wide strip of 
197Au , evaporated centrally across it, was used to calibrate the ±15° 
monitor detectors.
The angular distributions of fission fragments from the fission 
of 200Pb in the reaction of 19F on 181Ta (at 96 and 126 MeV) were 
found to show an accurate l/sinO^ dependence. Thus it was concluded 
that angular distributions taken at 15° intervals were sufficient to 
determine the fission cross-sections to the required accuracy. The 
fission excitation functions from the reactions of 30Si with 170Er, 
28Si with 170Er, 28Si with 167Er and 28Si with 164Er were measured at 
beam energies from 125 MeV to 180 MeV, in 5 MeV steps. For the 30Si 
beam, the same natural cone as for the 28Si beam was used in the
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sputter source, resulting in a relatively low beam current. The 
highest beam energy at which a measurement was made with the 30Si beam 
was restricted to 170 MeV, at which energy only 2 nA was available on 
target. Terminal voltages on the tandem accelerator were between 
12.6 MV and 14.1 MV. Measurements were made with the thin evaporated 
targets at 125, 130 and 135 MeV. At 125 MeV, sufficient fission 
fragments were collected in all seven detectors to give ~ 10% 
statistics. At the higher energies, where the cross-sections were 
much larger, data was collected until ~ 400 fission fragments had been 
detected in each of the 45°, 60° and 75° detectors. The three Erbium 
isotopic targets were mounted on one target ladder, so that three 
cross-sections could be measured without changing the beam energy. 
Measurements at a given beam energy varied from 90 minutes to 10 hours.
Some measurements were made bombarding 166Er and 168Er with 28Si 
beams, and five cross-sections were measured from the reaction of 29Si 
with 15b>168i17°gr? all producing Pb compound nuclei. The 29Si beam 
was again extracted from a natural silicon cone. As these measure­
ments add little to the arguments developed in this thesis, they are 
not presented or discussed. They were consistent with a smooth 
behaviour of with compound nucleus mass.
The electronics arrangement used for all fission measurements 
with Si beams is shown in Fig. 3.11. For the 19F beam measurements, a 
similar, though obviously simpler system was used. The outputs from 
all seven fission fragment E detectors were fed into the eight input 
sum amplifier, which gave an identifier output, which was stored on 
magnetic tape with the E signal output. This permitted the use of 
only three ADCs, rather than eight, to record the fission spectra.
The AE, summed E and identifier signals were recorded event-by-event 
on magnetic tape. The total count rate was limited to less than 200 
per second, keeping dead times negligible. The data were analysed 
off-line using a multi-dimensional sorting program with two- 
dimensional display, written by Dr. I.G. Graham. This program was 
used, in conjunction with others written by Dr. Graham, for all off­
line data reduction.
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Fig. 3.11: Electronics arrangement for fission measurements,
are identified as follows:
Preamp.: Ortec 125 or 142B Preamplifier.
203: Tennelec 203 BLR Linear Amplifier.
TSCA: Canberra 1457 Timing Single Channel Analyser.
LG+S: Canberra 1454 Linear Gate and Stretcher.
ADC: Canberra 8060 Analogue to Digital Converter.
Symbols
3.4.4 Singles Alpha-Particle Measurement
A trial experiment showed that a-particle cross-sections of 
~  1 barn result from the reaction of 19F with light target materials 
(for example 12C). The yield is strongly peaked in the forward 
direction due to kinematic effects. Hence to observe alpha particles 
emitted from a heavy compound nucleus, it is necessary to make 
measurements in the backward hemisphere. This conclusion has been 
reached by many authors. The following experiment was performed to 
identify alpha particles emitted from the compound nucleus at backward 
angles.
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Two Si SBD telescopes were located on the 51 cm scattering 
chamber upper turntable, separated by 110°. Rectangular collimators 
gave solid angles of 0.67 msr. On the lower turntable, two detectors 
with 0.12 msr solid angle were placed at +30° and -30°. Of thickness 
200 p, they served as monitors detecting elastically scattered 
particles.
Because of the need to reduce the yield of a-particles from light 
impurities, measurements were performed only for the 19F + 181Ta 
reaction. Tantalum does not oxidise rapidly, whereas Erbium, being a 
rare earth, burns in air, so readily does it oxidise. The 181Ta 
target was a rolled self-supporting foil, of thickness ~ 900 yg cm-2.
A thicker target was not used because of the requirement that cross- 
sections be measured near the Coulomb barrier, where due to the 
rapidly varying cross-section, averaging over too large an energy 
range would perturb the experimental results from the true cross- 
section. A 20 yg cm”2 carbon target was used for estimation of the 
(small) yield from light impurities at back angles.
The monitor angles and solid angles were normalised using the 
procedure described in section 3.4.1, the detector at +30° nominal 
angle being turned through -60° to a nominal angle of -30°, and vice- 
versa. This was done at a beam energy of 70 MeV, 14 MeV below the 
Coulomb barrier, allowing the two alpha particle telescopes placed at 
plus and minus 125° to monitor Rutherford scattering. Together with 
geometrical measurements, this procedure gave excellent agreement with 
the Rutherford scattering cross-section.
Using the ±30° detectors as monitors, angular distributions were 
measured from 85° to 165°, at 105 MeV and 120 MeV beam energies. An 
excitation function taken at 160° was measured from 70 MeV to 120 MeV 
in 5 MeV steps. At every angle and energy, a short measurement was 
made on the carbon target to estimate the energy spectrum and yield 
from light impurities in the 181Ta target. This will be discussed 
further in section 4.3.2.
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3.4.5 Evaporation Residue Measurement
Evaporation residues from 19F on 181Ta and 3 0 , 2 8 Si on 
l7 0 ,l6 7 ,l64^r were measured using the experimental apparatus described 
in section 3.3.3. The time of flight apparatus was placed inside the 
gas chamber of the eight angle fission counter. This allowed a flight 
path of up to 9 cm, and the large gas volume made adjustment of the 
low (2 torr) gas pressure simple. The detector was placed behind the 
end window of the gas chamber as shown in Fig. 3.12. This allowed a 
monitor counter to be positioned at < 40° for E.R. detector angles of 
less than +14°. Measurements were made on both sides of the beam axis, 
from +14° to -25°. This was important for normalisation of the 
results.
GAS
CHAMBER
NEGATIVE
ANGLES
■BEAM STOP
DETECT( BEAM
TARGET
POSITIVE
ANGLES •FIXED
MONITOR
Fig. 3.12: Diagram showing the location of the E.R. detector and
monitor detector within the 51 cm scattering chamber.
A combined beam integrator and electron suppressor was mounted on 
the face of the gas chamber. The electron suppression, using small 
rare-earth magnets, was beneficial in reducing noise in the MWPC due 
to a large electron flux associated with high beam intensities. The 
beam cup, though unsuppressed, at least allowed optimum focusing of 
the beam. Macor (an insulating machineable glass) was used to moLint 
the cup on the gas chamber. The monitor solid angle was 1.13 msr,
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corresponding to a 5 mm diameter collimator at 132 mm. This ensured 
that even at the most forward angles, where the E.R. cross-sections 
were highest, the monitor elastic yield was ~ 10 times the number of 
evaporation residues detected. Hence the experimental accuracy was 
not limited by the monitor.
For the 19F + 181Ta measurement, the solid angle of the E.R. 
detector was 0.040 msr, defined by a circular aperture 0.5 mm in 
diameter. This corresponded to a maximum angular acceptance of ±0.2°. 
For all Si + Er measurements, the collimator was 1.0 mm in diameter and 
subtended a maximum angle of ±0.4°. The reasons for this were twofold. 
Firstly, the maximum beam current was much lower for 30Si than for 19F, 
since a natural Si cone was used in the ion source. Secondly, the 
E.R. cross-sections from reactions of Si on Er were between 2 and 8 
times lower than those from 19F on 181Ta. This increase in solid 
angle by a factor four allowed the Si measurements to be made in ~ 15 
days of accelerator running time.
The targets used in the E.R. measurements are listed in Table I. 
They consisted of strips of isotope, evaporated onto frame mounted 
carbon foils of ~ 15 pg cm-2 thickness. A mask was carefully set to 
give strips in the centre of the frame. By using such strip targets, 
the effective beam spot position from which E.R. could originate was 
precisely and stably defined over the course of a measurement. A beam 
spot movement of ±1 mm, which can easily occur, would result in a 
quite unacceptable angular error of ±0.8°. A strip of 0.5 mm width 
would be expected to give an angular error of < 0.2°, unless the beam 
spot were on the extreme edge of the strip, in which case the lack of 
yield would be noticeable. This error was acceptable, so a width of 
0.5 mm was chosen. For the measurement with 30Si projectiles the 
width was increased to 1.0 mm because of the lower available beam 
intensity. Nevertheless the increased possibility of angular error 
was not found to result in a significantly larger scatter of the data 
points.
The target thicknesses were chosen to allow any intrinsic 
structure in the angular distributions to be seen. Multiple 
scattering in the target is discussed quantitatively in section 5.1.2. 
According to calculations, for both 19F and 30,28Si induced reactions,
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the FWHM of the multiple scattering distributions was between 1.0 and 
2.0°. From the results shown in section 4.2.3, it can be seen that 
this should not have any significant effect on the distributions. 
Multiple scattering of recoiling target nuclei will also occur.
Though at forward angles their higher energy distinguishes them from 
E.R., recoils at more backward angles have an energy similar to that 
of E.R. Though the probability of multiple scattering through £ 40° 
is small, it does occur. Together with the large cross-section for the 
production of such particles, recoils with the same energy as E.R. may 
be observed at forward angles. The target thicknesses chosen reduced 
this effect to negligible proportions. Measurements using beams of lower 
momenta and thicker targets may however be affected by this phenomenon.
In measuring angular distributions, it was extremely important to 
make measurements on both sides of the beam. This allowed the zero 
angle to be defined precisely (to < 0.1°). Thus the definition of all 
angles at which measurements were made was only limited by the 
positioning of the turntable, estimated to contribute ±0.03°, and the 
beam spot position, estimated to have an error less than ±0.2°. 
Furthermore, by measuring angles similar in magnitude on opposite 
sides of the beam, if possible consecutively, the effect of any 
systematic deviation in the beam position on the final cross-section 
extracted from the data would cancel. Thus a typical string of angles 
at which measurements were made was as follows:
-6°, +7°, -12°, +11°, -3°, +4°, etc.
Angular steps were dependent on the shape of the distribution, but 
were typically 1°, and not less than 0.5°. Due to the uncertainty in 
the position of the 0° point until after the measurement, it 
occasionally happened that points taken at apparently different 
positive and negative angles were in fact at the same absolute angle. 
This was of no real importance however. The distributions were 
measured over as wide an angular range as was feasible. To extract 
the total E.R. cross-section from an angular distribution it is 
important to know how the extrapolation to both zero degrees and large 
angles should be carried out. This is particularly so for the former, 
due to the zero degree peaking of the angular distribution. Thus 
measurements were made from as close as 1.3° to the beam axis to as
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far as 25°. Measurements at more forward angles were made difficult 
because of the very high Rutherford scattering cross-section and the 
physical dimensions of the beam and detector aperture. At the most 
"backward" angles, the small cross-section made further measurements 
unnecessary. The angular range at positive angles was limited to 
< +14° by the presence of the monitor counter. That on the opposite 
side was effectively unlimited.
Due to the measurement of an E.R. cross-section taking far longer 
than a fission cross-section, the energy intervals in the excitation 
functions were larger. For 19F on 181Ta, full distributions of up to 
25 points were measured, at 85, 95, 105 and 115 MeV. At intermediate 
energies only ~ 6 points were taken, and interpolated shapes used to 
extract cross-sections. Full distributions of ~ 15 points were 
measured at 130, 140, 148 and 160 MeV for 30Si on 170Er, and at most 
of the following energies 125, 130, 140, 150, 165 and 180 MeV for the 
28Si induced reactions.
A further aspect of the experimental procedure stems from the 
limited lifetime of Si detectors subject to large numbers of heavy 
ions incident on them. For the 19F beams, stop detectors were found 
to withstand ~ 3 days of use before the energy resolution became 
unacceptable, corresponding to ~ 8 x 108 particles. Due to their 
higher stopping power, 30,?3Si particles caused the detectors to "die" 
typically in 24 hours, corresponding to ~ 2 x188 incident particles. 
Thus for the 19F measurement, a Si SBD stop detector lasted for the 
whole run, whilst for the heavier beam the scattering chamber and gas 
chamber had to be opened to replace detectors several times during a 
run.
The electronics arrangement used for the E.R. experiments is 
shown in block form in Fig. 3.13. It is divided into the fast 
(timing) electronics, located at the beamline, and the slow (logic) 
electronics in the accelerator control room. Small modifications have 
been made to the logic section over the course of the experiments. 
However the main features described have been constant, except for the 
recording of the MWPC AE signal. For the Si experiments, where the E.R. 
velocity was higher and the flight time shorter, fast preamplifiers, 
which gave no AE output were used. Though the AE signal was generally
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Symbols not identified on Fig. 5.11 are as follows:
Ortec 142B or HMI Berlin fast preamplifier.
: Ortec 454 Timing Filter Amplifier.
: Ortec 473A Constant Fraction Discriminator.
: Canberra 1458 nanosecond Delay.
Canberra 1443 Time Analyser.
Canberra 1446 Coincidence Unit.
Ortec 416A Gate and Delay Generator.
: Coincidence, Anti-coincidence.
recorded, it proved during analysis that the energy and time of flight 
information was sufficient to unambiguously define the E.R., and the 
AE signal provided no useful additional information.
The preamplifiers were either Ortec 142 B's, with a transformer 
time pickoff, or homemade fast preamplifiers. The former gave 
intrinsic signal rise times of ~ 10 nsec, compared to the fast 
amplifiers’ 5 nsec. For the slower E.R. resulting from the fusion of 
19F with 181Ta, the longer risetime was adequate. After passing
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through timing filter amplifiers (Ortec 454) and constant fraction 
discriminators (Ortec 473A), a time resolution of ~ 2 nsec was 
achieved. The lower thresholds of the constant fractions had to be 
adjusted to ensure they were not triggering on noise, yet did not cut 
off pulses due to E.R. For the E signal, this was done by observation 
of the on-line sorted spectrum, however no problem was encountered.
The AE threshold was checked with the elastically scattered particles. 
Their energy loss was ~ 0.3 times that of E.R. By ensuring that all 
elastic events recorded in the stop detector (low gain singles) had an 
appropriate TAC pulse (low gain coincidence), the registration of all 
E.R. was ensured.
The only unusual feature on the logic side of the electronics was 
the recording of the stop detector energy signal, in coincidence with 
the TAC signal, at both high and low gain. This allowed the 
collection of both E.R. and elastic events in coincidence with the TAC. 
Rates in the E.R. detector were kept typically at 2 KHz (beam 
intensity permitting). Consequently electronic dead time was 
negligible (measured to be < 1%). All clastic spectra to be recorded 
on magnetic tape were prescaled by an appropriate factor depending on 
the detector angle. Hence the computer data collection rate was kept 
below ~ 0.2 KHz, giving negligible dead time.
Data was subsequently sorted off-line, though all summations 
agreed well with those made on-line. In the monitor spectrum at 40°, 
all Coulomb excitation peaks were integrated together (whether 
resolved or not) to give the total (Rutherford) cross-section. It had 
already been checked that this procedure gave the Rutherford cross- 
section at all bombarding energies (see results in section 4.1.1).
3.4.6 E.R. -a Coincidence Measurement
The physical arrangement of this experiment was very similar to 
that of the singles E.R. measurement, however the monitor counter was 
replaced by a Si detector telescope, of large area which subtended 
16.6° in plane, and ±12.5° out of plane. This was moveable between 
30° and 148°, both limits being due to the detector can intercepting 
the beam. The AE detector, of thickness 25 y, allowed all a-particles
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of energy greater than 5 MeV incident upon it to pass through. A Ni 
foil of thickness 33 mg cm“2, placed in front of it, stopped beam 
particles but transmitted a-particles of energy greater than 8 MeV.
The target was the same 181Ta strip as used in the singles measurement. 
This target, bombarded by a 105 MeV 19F beam, was chosen because it 
gave the largest E.R. cross-section of the reactions studied, and the 
beam was the most intense.
The E.R. detector was located at a known angle, and the alpha 
particle angular correlation was measured, at angular intervals of 15° 
or 20°. The coincidence probability was determined by the ratio of 
E.R. in coincidence with a particles to the "singles" E.R.
The fixed E.R. angles were -6.5°, -8.5°, -10.5° and -15.5°. More 
forward angle measurements were limited by the high rate of 
elastically scattered particles. At 6.5°, the lowest ratio of 
coincidences to elastics was ~ 10“5. Also at more forward E.R. angles 
the alpha particles in coincidence peak closer to 0° and 180°, where 
they cannot be measured. At 15.5°, the lower E.R. cross-section 
caused the absolute rate of coincidence events detected to be small. 
From the singles a measurement, it was known that only ~ 10% of E.R. 
have emitted alpha particles, so the probability for double alpha 
particle emission was assumed to be negligible (confirmed by 
statistical model calculations).
The emission of other particles from the compound nucleus in its 
de-excitation causes it to be deflected from the kinematic angle 
defined by alpha particle emission alone. Allied to the limited out- 
of-plane angular acceptance of the a-telescope, this resulted in the 
integrated coincidence probability being less than unity.
The electronics arrangement is shown in Fig. 3.14. It is similar 
in principle to the singles E.R. electronics, however two TACs were 
used. The first, started by the alpha particle E detector and stopped 
by the T.O.F. stop detector, identified coincident alpha particles.
The second TAG identified E.R. in "singles". Singles alpha particles 
were not recorded because of the high yield from light impurities at 
angles more forward than 90°. As in all measurements, the number of 
pulses presented to the computer was recorded.
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Fig. 5.14: Electronics arrangement for E.R. -a coincidence measure­
ment. All symbols are as indicated in Figs. 3.11 and 3.13.
3.5 GAMMA-RAY MEASUREMENT 
3.5.1 Scope
These measurements were performed to identify particular E.R. 
channels produced after the formation of the compound nucleus 200Pb.
The characteristic y-rays emitted in their de-excitation were detected. 
The target thickness, integrated beam current and detector efficiency 
were known. Hence by measuring the number of y-rays emitted in 
transitions to the ground state an absolute cross-section for a 
particular evaporation residue channel could be determined. Unless 
great care is taken in determining the detector efficiency, beam 
current and the target thickness and uniformity, there can be 
considerable uncertainty in the absolute cross-sections extracted. 
Since the technique relies on the identification of one y-ray, in 
order not to include containment lines, a detector of good resolution 
should be used. Ge(Li) detectors are used almost universally for 
these discrete line studies. There is a limit to the cross-section
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which can be measured for a particular system. This limit depends on 
the number of other lines in the spectrum, the y-ray background from 
reactions with materials other than the target, the equipment used and 
the time spent collecting data.
It was necessary to stop the E.R. in the target, due to long 
isomeric lifetimes (up to 10 ysec in 195Pb) in the xn evaporation 
residues. Otherwise these would have allowed the y-ray emitted in the 
transition to the ground state to occur after the E.R. reached the 
beam dump. A natural Pb backing of sufficient thickness to stop the 
recoiling E.R. was thus evaporated onto the targets of 181Ta and 170Er. 
This backing was thicker than the isotopic targets, and contributed a 
high continuum background of y-rays emitted from the fission fragments 
produced in reactions on the Pb.
From these experiments the excitation functions for the xn 
residues produced after formation of the C.N. 200Pb by the two 
reactions 19F + 181Ta and 30S i + 170Er were determined, and absolute 
cross-sections were measured to < ±30%.
The products of xn evaporation from the compound nucleus 200Pb 
decay by electron capture and 3+ emission, with half lives of 
~ minutes, to nuclei with Z =81 and Z =80. These are the same nuclei 
which are produced by axn and pxn evaporation, so the latter 
evaporation channels are obscured by the decay of the xn products.
Thus to identify axn and pxn products, the y-rays resulting from the 
decay of the xn products must be rejected.
3.5.2 Apparatus and Procedure
The targets of 181Ta and 170Er were located in a chamber 
5.1 cm in diameter. This was mounted centrally above an angular 
correlation table, on one of whose arms a 10% efficiency Ortec coaxial 
Ge(Li) was mounted, such that the face of the detector can was 10 cm 
from the target. The beam was taken out of the chamber to a paraffin 
wax filled beam dump, inside which was a magnetically suppressed 
Faraday cup for beam integration.
The 181Ta target was 750 yg cm“2 thick, and was in fact the
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target used for the fission measurement, so its thickness at the 
centre was known to ±10% from that measurement. Natural Pb, of thick­
ness 3.4 mg cm"2 (measured by weighing) was evaporated onto the back, 
sufficient to stop evaporation residues even for the highest beam 
energies. A thicker target was not used because the shape of the 
excitation functions of the xn residues was required for comparison 
with statistical model calculations. The 170Er target was a rolled 
target, measured to be 800 pg cm-2 thick by weighing. Due to non­
uniformities caused by the rolling process, the central density had a 
25% error assigned to it, giving 800 ± 200 pg cm-2. Because of the 
higher momentum of the 30Si beam, a thicker Pb backing, measured to be 
6.4 mg cm-2 was used. It was important that the backing was 
sufficiently thick to stop all E.R., as the xn excitation functions 
would be distorted if some escaped, since the fraction would vary with 
beam energy. Furthermore, an error would occur in the absolute xn 
cross-section determined from the measurement. Because of the higher 
stopping power of the 30Si beam, the 170Er target caused averaging 
over a wider energy interval than for the reaction 19P on 181Ta (4.0 
rather than 1.7 MeV). However, a thinner target could not be used 
because the background from the y-rays originating from reactions on 
the Pb was already very high at the higher bombarding energies.
By observing the y-rays from a natural Pb target bombarded by the 
19F beam, it was found that no prominent y-ray occurred in the range 
850 to 1060 keV, the energy region of interest.
Measurements were made in energy steps of 5 or 10 MeV, with the 
Ge(Li) positioned at 125° with respect to the beam. This minimised 
neutron damage, and made angular distribution measurements unnecessary, 
since the second coefficient a2 of the Legendre polynomials describing 
the angular shape is - zero at 125°. The coefficient is expected to 
be small for the E(2) transitions of the ground state rotational bands. 
Since the ground state transitions are at 881 keV, 964 keV, 967 keV 
and 1049 keV for the 7n, 6n, 5n and 4n evaporation residues, internal 
conversion of the transitions is small; < 1%.
The relative efficiency of the Ge(Li) as a function of energy was 
found with a 152Eu source, using the relative intensities of Riedinger 
et al. [Rie70] . The absolute Ge(Li) efficiency was determined with a
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60Co source. A second Ge(Li) was placed at 90° to the beam, on the 
opposite side of the beam line. The 60Co was in the form of an open 
source, placed in the beam spot position, as was the 152Eu source.
The two y-rays at 1172 and 1333 keV were detected in coincidence, and 
a rough angular correlation was measured. From the coincidence 
efficiency, the efficiency of the Ge(Li) at 1172 and 1333 keV was 
determined, and the 152Eu calibration was normalised by these results.
Two short experiments were performed attempting to identify the 
y-rays resulting from axn and pxn evaporation from 200Pb, and extract 
the cross-sections for these processes. Firstly a pulsed beam was 
used, and the out of beam spectrum subtracted from that taken in-beam. 
However statistics were so poor that no cross-sections could be 
extracted. Secondly, a neutron detector, in coincidence with the 
Ge(Li) detector allowed us to identify prompt y-rays. However 
statistics were again poor, partly due to the large background from 
the thick Pb backing evaporated onto the target. Thus the axn and pxn 
residues were not measured.
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CHAPTER 4
EXPERIMENTAL RESULTS
4.1 FISSION
4.1.1 Normalisation
The fission excitation functions for Si induced reactions were 
measured using the multi-angle detector. The two detectors at ±15° 
were used for normalisation, their angles and solid angles having been 
measured by the method described in section 3.4.1. The solid angles 
calculated by this method were 0.0572 msr and 0.0303 msr for the +15° 
and -15° detectors respectively. This should be compared with the 
geometrically determined solid angles of 0.0359 and 0.0315 msr. The 
difference between the two measurements is 4% for each detector. The 
difference in the summed solid angles (which is the quantity used in 
normalisation) differ by less than 1%.
The solid angles of the other detectors (AfL) were measured 
geometrically. This was easier since the aperture diameters were 1 mm 
or 5 mm, so the areas could be determined with greater accuracy. 
Cross-sections for detector i, having collected particles, were 
then given by
the number of elastically scattered particles detected in the monitors 
and da/d^ is the Rutherford scattering cross-section at the mean 
measured monitor angle. At all energies, the number of elastically 
scattered particles collected in each detector was noted. The 
measured values of da/df! (a for elastically scattered beam particles 
could be compared with the calculated Rutherford scattering cross-
df!.l
do (4.1)
where AQ is the sum of the measured monitor solid angles, is
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sections (ö ). The measured excitation functions are shown in Fig.
4.1, plotting a j/a vs- bombarding energy. The data for all beam and
target combinations used are shown, the solid circles indicating self-
supporting thick targets, the open circles thin evaporated targets.
The summed 30° detectors show Rutherford behaviour at all energies,
with a mean value of a of 0.98. The detector at 45° shows ael R
slight rise above the Rutherford prediction at bombarding energies
above 170 MeV, however the mean value of o -,/c^  for those points belowel R
this energy is 1.01. At energies below 145 MeV, the mean value for 
the 60° counter is 0.94, whilst at energies below 128 MeV for the 75° 
detector, a /cr^  bas va-*-ue 1*00. The consistency between all 
detectors (except that at 60°) shows that the normalisation method was 
reliable. The standard deviation of one measurement for any detector 
is - 2%. This error cannot be accounted for wholly by statistics, 
however it is of such small size that in the extraction of fission 
cross-sections, it was ignored. Thus even when elastic scattering in 
a given detector was well described by Rutherford scattering, self­
normalisation was not used, the 15° monitors provided normalisation. 
The 60° detector shows a consistent discrepancy of 6% from the 
expected value of cj^ / g .^ This would only have a small effect on the 
total fission cross-section extracted (< 2%), however the solid angle 
was adjusted to give a mean value of 1.00 for Ge]/Gp- This was 
justified because the fission cross-sections also were 0.94 of the 
value expected assuming a l/sin0 dependence.
The fission excitation function for the reaction of 19F with 
181Ta was measured at 30°, Rutherford scattering providing 
normalisation at all energies. The validity of this procedure was 
checked in the angular distribution measurement at the highest 
bombarding energy of 126 MeV. For the angular distributions, a 
monitor counter at 15° on the opposite side of the beam provided 
normalisation. The angular distribution of elastically scattered 19F 
at 126 MeV is shown in Fig. 4.2. At 30°, the behaviour of ö /a is 
still Rutherford. Using the quarter point method, a reaction cross- 
section (excluding Coulomb excitation) of 1314 mb was found.
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u s i n g  t h e  m u l t i - a n g l e  d e t e c t o r .  The open p o i n t s  i n d i c a t e  t h e  u se  
o f  t h i n  e v a p o ra te d  t a r g e t s ,  w h i l s t  t h e  s o l i d  p o i n t s  r e f e r  t o  s e l f -  
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126 MeV yF + lö'Ta 
ELASTIC SCATTERING
Fig. 4.2: Elastic scattering
angular distribution for 
the reaction of 126 MeV 
19F with 181Ta. At angles 
< 40°, the scattering 
shows Rutherford behaviour. 
The line guides the eye.
4.1.2 Fission Spectra
Typical AE vs E plots for fission from the reaction of 150 MeV 
28Si with 167Er are shown in Fig. 4.3 for all seven detectors used in 
the multi-angle counter. No problem in identifying fission fragments 
was found, there was always a distinct gap between them and other 
reaction products.
4.1.3 Angular Distributions
Angular distributions of fission fragments from the reaction of 
19F + 181Ta were studied at 96 MeV and 126 MeV. Cross-sections at 
angles between 10° and 80° were measured, in angular steps of 5°. The 
results are shown in Fig. 4.4. Laboratory cross-sections and angles 
were converted to the centre-of-mass (C.M.) frame assuming symmetric 
fission, with a total kinetic energy (T.K.E.) of 147 MeV, following
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400
Fig. 4.3: Residual energy vs. energy loss spectra for seven detectors,
at the angles indicated, for the reaction of 150 MeV 28Si with 
167Er. Fission fragments, with high AE, are well-resolved, and in 
off-line analysis were integrated within a multi-sided area as 
shown for the 45° detector. Logarithmic projections of E and AE 
are shown for the 60° detector.
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Fig. 4.4: Fission fragment angular distributions from the reaction of
19F with 181Ta. The distributions show a 1/sinO behaviour within 
experimental error.
the systematics of Viola [Vio66]. The experimental data are compared 
with a 1/sinO distribution, which would be expected of a system with 
very large angular momentum. Within experimental error, the data fit 
the curves, so a l/sin0 distribution was assumed for all bombarding 
energies.
For fission induced with Si beams, each excitation function point 
consisted of measurements at 15°, 30°, 45°, 60° and 75°. These 
corresponded to angles between 20° and 90° in the C.M. frame. For any 
individual measurement, no deviation from a l/sin0 behaviour was 
observed within error (see Fig. 4.5). By averaging all 30 results 
taken at bombarding energies of 140 MeV or lower, the value of 
27Tsin0. da/dlTü for the 15° and 30° angles could be compared with the 
mean value for all angles. The 15° detectors gave a value 0.96 times 
the mean value, whilst the 30° detectors were 0.99 of the mean value. 
This small deviation has a negligible effect on the total cross-
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Fig.  4 .5 :  R e p r e s e n t a t i v e  f i s s i o n  a n g u l a r  d i s t r i b u t i o n s  from r e a c t i o n s
o f  28Si w i th  Er t a r g e t s .  do/dO i s  g iven  by 2Trsin0^M-da/dfi . The
s t r a i g h t  l i n e s  th ro u g h  t h e  d a t a  a r e  l e a s t  s q u a re s  f i t s  to  a da/dC! =
l / s i n 0 „ „  d i s t r i b u t i o n .  From t h e s e  t h e  t o t a l  c r o s s - s e c t i o n s  were CM
e x t r a c t e d .
s e c t i o n  e x t r a c t e d ,  so a l / s i n 0  d i s t r i b u t i o n  was assumed f o r  a l l  
e n e r g i e s .
4 . 1 . 4  E x c i t a t i o n  F u n c t io n s
For t h e  r e a c t i o n  o f  19F w i th  181Ta a t  bombarding e n e r g i e s  o f  96 
and 126 MeV, f i s s i o n  a n g u l a r  d i s t r i b u t i o n s  measured between 0 = 1 3 °  and 
90° in  t h e  C.M. frame a l lowed  t h e  t o t a l  f i s s i o n  c r o s s - s e c t i o n  )
to  be de te rm ined  w i th o u t  assuming a l / s i n 0  d i s t r i b u t i o n  in  th e  c e n t r e -
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of-mass (C.M.) frame. For all other energies, was calculated
assuming the angular distributions had the following form:
Now
K
sin0
öfis 27Tsin0 ' dQ ^ . de
(the upper limit is tt/2 since two fission fragments are always 
produced), thus
/TT/2
fis 27Tsin6 • — 7— q • d0 s m 0
fis
7T/2
2ttK d0 = tt2K .
(4 .2)
(4 .3)
(4 .4)
(4.5)
But K is given by equation (4.2) if da/d^(0) and 0 are known. This is 
the case for the measurements at laboratory angles of 30°. Thus the 
total cross-section was extracted. As in the angular distribution 
measurements, the conversion from the laboratory frame to the C.M. 
frame was made assuming symmetric fission, with T.K.E. =147 MeV. At 
96 and 126 MeV, the mean value of K calculated for each angle was used. 
The excitation function so determined is shown in Fig. 4.6, plotted 
against bombarding energy.
The excitation functions for the Si induced reactions were 
calculated using the formula
afis
TT
2
7
2
i=l
2TTsin0 aa
CM d^ CM
7
2
i=l
(4 .6)
In this expression, a l/sin0 distribution is not explicitly assumed, 
but the points are weighted according to the square of their standard 
deviation (a n ^ ^ )  rather than weighted equally. However, using the 
latter method, the difference in cross-section is almost always < 1%. 
The former method is likely to be more accurate where the number of 
fission fragments detected is small, and so was used at all energies. 
Fission excitation functions for the reaction of 30Si. with 170Er, and 
28Si with 164>167>17°pr are shown in Fig. 4.7. All excitation
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Fig. 4.6: Fission excitation
function for the reaction 
of 19F with 181Ta.
Angular distributions 
were measured at 96 and 
126 MeV bombarding energy. 
The line guides the eye.
functions show a smooth behaviour with compound nuclear mass number, 
and bombarding energy. The fission cross-sections for the reaction of 
28Si with the 164Er target were corrected for the isotopic abundances 
of other Er isotopes (total 24%) using the isotopic analysis supplied 
with the target material, and the measured fission cross-sections for 
the 166Er, 167Er, 168Er and 170Er isotopes.
4.2 EVAPORATION RESIDUES
4.2.1 Normalisation
The method of normalisation is described in section 3.4.1. A
typical example of elastic scattering for the reaction of 19F + 181Ta,
detected in the E.R. counter, as a function of angle is shown in Fig.
4.8, normalised with respect to the monitor (N ,/Nw is defined inr el Mon
eqn. 3.11). The Rutherford scattering cross-section for the E.R. 
detector is known, since its angle is known, thus for each point, a 
value of A (A = da/dQ(G^o )^ . Ai^^/AQ^) can be found, and by fitting
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Fig. 4.7: Fission excitation functions following the reactions of
2 8 , 3 0Si with 1 70>161>1 64Er, plotted against centre-of-mass 
bombarding energy. A smooth behaviour with compound nucleus mass 
is observed. The lines guide the eye.
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Fig .  4 .8 :  Angular  d i s t r i b u t i o n  o f  e l a s t i c a l l y  s c a t t e r e d  p a r t i c l e s
d e t e c t e d  in  t h e  T.O.F.  a p p a r a t u s ,  no rm a l i s e d  u s in g  th e  f i x e d  
m on i to r  a t  40°.
a l l  p o i n t s  by t h e  l e a s t  s q u a re s  method,  an average  v a l u e  can be 
o b t a in e d .  P o i n t s  t a k e n  on e i t h e r  s i d e  o f  t h e  beam d i r e c t i o n  a r e  
i n d i c a t e d ,  and i t  can be seen t h a t  bo th  s e t s  o f  d a t a  show t h e  same 
v a r i a t i o n  w i th  a n g l e ,  showing t h a t  t h e  zero  ang le  has been de te rm ine d  
c o r r e c t l y .  For t h e  19F + 181Ta f u l l  a n g u l a r  d i s t r i b u t i o n s ,  a v a l u e  o f  
A was e x t r a c t e d  a t  each bombarding energy .  For t h e  f o u r  e n e r g i e s  
measured,  a v a r i a t i o n  o f  l e s s  t h a n  ±2% was observed  in  t h e  v a l u e s  o f  A. 
For t h e  28S i  induced  r e a c t i o n s ,  t h e  a r e a s  o f  t h e  d e t e c t o r  c o l l i m a t o r s  
were measured u s in g  an o p t i c a l  com para to r ,  and t h e  v a lu e  o f  A a t  
130 MeV bombarding energy  was c a l c u l a t e d  t o  be 1.01 x i o 5 m b / s r ,  w i t h i n  
an e s t i m a t e d  e r r o r  o f  5%. Using t h e  ex p e r im en ta l  d a t a  from each 
t a r g e t  a t  a l l  e n e r g i e s ,  f o r  170Er ,  167Er and 164Er,  v a l u e s  o f  A o f  
1.01 x i o 5, 1.08 x 105 and 1.03 x l o 5 m b/s r  r e s p e c t i v e l y  were found.  The 
d i s c r e p a n c y  f o r  t h e  167Er t a r g e t  i s  n o t  f u l l y  u n d e r s to o d .  No cause  in  
th e  d a t a  r e d u c t i o n  o r  a n a l y s i s  could  be found.  P o s s i b l e  p h y s i c a l  
r e a s o n s  t o  e x p l a in  t h i s  i n c lu d e  t h e  l a t e r a l  and a x i a l  p o s i t i o n i n g  o f
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the effective target spot, causing a change in the monitor angle and 
solid angle. A further explanation might be attributed to the wires 
of the MWPC. When Si detectors were changed during the experiment, 
the MWPC was moved slightly. If it were not repositioned identically, 
a 50 pm cathode wire may have crossed the collimating aperture. For a 
collimator diameter of 1 mm, this could have a 7% effect at maximum. 
This remains a possible explanation. Since no conclusion was reached, 
other than that the discrepancy was real, the measured values of A 
were used to normalise each excitation function. Even if this 
assumption is wrong, all values lie within ±4% of the mean for the 
three targets. For the 30S i + 170Er reaction, a different monitor 
solid angle was used. The results were consistent at different 
energies. The plots of N /N^ for the 28Si induced reactions are 
shown in Fig. 4.9, for all points at which scattering from the C 
backing was well resolved from that from the target strip. The 
statistical error on each point is negligible, however a random 
angular error of ±0.15° was assigned to each point.
4.2.2 Spectra
Shown in Fig. 4.10 are two typical spectra, from 19F and 30Si 
induced reactions. It can be seen that the E.R. are well separated 
from the slit-scattered elastic tail. In neither case is there a low 
energy cutoff, all E.R. registering a sufficiently large energy signal. 
This is true for all angles and energies at which measurements were 
made. The time resolution of the detection system used for the Si 
induced reactions was improved by the use of fast preamplifiers. 
Together with the 2 cm longer flight path, this meant that the faster 
E.R. (resulting from the higher momentum of the Si projectiles) were 
as well resolved from the elastic tail as E.R. from the 19F induced 
reaction. The best time resolution of 1.3 nsec could be improved if 
one species of ion only were incident on the detector. Fission 
fragments formed in the same reactions are also incident on the MWPC, 
and cause such a large quantity of ionisation that breakdown of the 
detector can occur at voltages much lower than those which produce 
breakdown for elastically scattered particles alone. Thus voltages,
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Fig. 4.9: Elastic scattering angular distributions compared to
Rutherford scattering predictions. Data were taken on both sides 
of the beam direction. The different angular range for 
28Si + 170Er causes the gradient to appear different.
and hence signal amplitudes, lower than those which are optimum for 
beam particles and E.R. must be used. Despite this limitation, the 
time of flight (T.O.F.) system is clearly adequate for the purpose.
At forward angles, where the E.R. have been deflected principally 
by neutrons alone, the E.R. energy spectrum is not broad, whereas at 
larger angles, corresponding to charged particle emission from the 
nucleus, the E.R. energies are spread over a much wider energy range.
For the 19F + 181Ta reaction, the AE signal from the MWPC was 
recorded. Although this was not used in the subsequent data reduction, 
a typical spectrum of AE vs. T.O.F. is shown in Fig. 4.11. The poor 
AE resolution 25%) causes a greater scatter of the data points, 
making the separation of E.R. from the elastic tail less clear than by 
using the E vs. T.O.F. method (see Fig. 4.10). The latter method was
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Fig. 4.10: Energy vs. Time-of-Flight spectra for two reactions
resulting in the formation of 200Pb. Evaporation residues are 
clearly separated from slit-scattered beam particles. Projections 
A and C show the time-of-flight for particles defined in energy by 
the vertical lines on the two-dimensional matrix. Projections B 
and D show the time spectrum for elastically scattered particles. 
Better time resolution for the 30Si measurement was achieved by 
improved electronics, and together with the increased flight path 
allowed equally good separation of the faster E.R.
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Fig. 4.11: Energy loss vs. time-of-flight spectrum of slit-scattered
beam particles and E.R. from the reaction of 95 MeV 19F with 181Ta, 
observed at 4.5°. Elastically scattered particles have a AE 
centroid at ~ channel 150, and short time of flight.
used in the extraction of all cross-sections. The AE spectrum does 
show that due to their lower AE signal, elastic events can be used to 
check that all E.R. are being accepted by the electronics system.
4.2.3 Angular Distributions
Shown in Fig. 4.12 are the full E.R. angular distributions 
measured for the two fusion reactions leading to the compound nucleus 
2°°pb. g ^  resulting from the 30Si + 170Er reaction are not
spread as far from the beam direction as those formed in the 
19F + 181Ta reaction. Since the same nucleus is formed at similar 
excitation energies in the two reactions, the particles evaporated 
will be very similar, however the higher momentum of the 30Si 
projectile, which is completely transferred to the compound nucleus, 
causes a more forward peaked distribution. The absolute differential 
cross-section at 0° is however similar in the two cases, which is a 
consequence of the lower E.R. cross-section for the 30Si initiated
reaction.
no
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<> NEGATIVE ANGLES
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Fig .  4 .1 2 :  Angular  d i s t r i b u t i o n s  o f  e v a p o r a t i o n  r e s i d u e s  from
r e a c t i o n s  p roduc ing  t h e  compound n u c l e u s  200Pb. The s m a l l e r  
a n g u l a r  range  o f  E.R. produced in  t h e  30Si induced  r e a c t i o n  i s  
c l e a r l y  shown. The cu rves  a r e  t o  gu ide  t h e  eye.
An i n t e r e s t i n g  f e a t u r e  o f  a l l  t h e  a n g u l a r  d i s t r i b u t i o n s  i s  t h e  
change in  s l o p e ,  o c c u r r i n g  a t  ~  9° f o r  t h e  19F + 181Ta c a s e ,  and 6° f o r  
t h a t  o f  30Si + 170Er.  Th i s  f e a t u r e  has  been observed  p r e v i o u s l y  in  
E.R. a n g u l a r  d i s t r i b u t i o n s .  Two p o s s i b l e  e x p l a n a t i o n s  a r e  based  on 
th e  em is s ion  o f  an a lp h a  p a r t i c l e .  The f i r s t  i s  s imply  a lp h a  p a r t i c l e  
e v a p o r a t i o n  from t h e  e q u i l i b r a t e d  n u c l e u s .  The second e x p l a n a t i o n  i s  
incom ple te  f u s i o n ,  w i th  an a lp h a  p a r t i c l e  l e f t  t o  c o n t in u e  on a 
g r a z i n g  t r a j e c t o r y .  The r e s u l t s  o f  an a n g u l a r  c o r r e l a t i o n  exper im en t  
per formed (see  s e c t i o n s  4 . 3 . 3  and 5 . 1 . 3 )  sugges t  t h a t  t h e  c r o s s -  
s e c t i o n  f o r  a lp h a  p a r t i c l e  e v a p o r a t i o n  i s  g r e a t e r  th a n  t h a t  f o r  
incom ple te  f u s i o n ,  and s i n c e  n e i t h e r  i s  l a r g e  compared t o  t h e  f u s i o n
Ill
cross-section (< 10%) it was taken that the full E.R. angular 
distribution was due to complete fusion. The extrapolation to zero 
degrees was performed by fitting the forward angle data points to a 
kinematically calculated E.R. angular distribution for neutron 
evaporation only (section 5.1.1). The estimated error on the extra­
polated zero degrees cross-section is ±25%.
The E.R. angular distributions from the fusion of 28Si with 170Er, 
1G7Er and 154Er are shown in Fig. 4.15. For the distributions 
measured at the lowest energies, the cross-sections were low. This 
meant that it was not feasible to measure many points, so the shape of 
the angular distribution at the next highest energy was fitted to the 
data points to extract the total cross-section. A relatively large 
(±20%) error was assigned to these low cross-sections. The angular 
distributions at the highest bombarding energies show a very different 
shape from those at low energies, particularly for the i67Er and 1&4Er 
targets. This is emphasised in Fig. 4.14, where the distribution from 
180 MeV 28Si + 164Er is compared with that from 130 MeV 28Si + 170Er.
At angles beyond 7° the shapes are very similar, whilst forward of 
this angle, the shapes diverge dramatically. If it is accepted that 
E.R. are deflected to larger angles by the emission of a-particles, 
then this phenomenon can be simply explained. Statistical model 
calculations show that the emission of an alpha particle shields a 
nucleus from fission, due to the a-particle taking away a relatively 
large amount of excitation energy and angular momentum, and producing 
a residual nucleus with (generally) a higher fission barrier. 
Conversely, neutron emission, though removing some excitation energy 
and angular momentum, produces a residual nucleus with a higher 
neutron binding energy and lower fission barrier. Thus compared to 
neutron emission, a-particle emission gives the E.R. a better chance 
of survival against fission. At high bombarding energies, the mean 
angular momentum input is high, and the fission probability is high, 
particularly for 192Pb. Thus a larger fraction of the E.R. cross- 
section would be expected to be due to a-particle emission, and not 
solely neutron emission. The shape of the E.R. angular distributions 
reflects this effect.
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Fig. 4.14: Angular
distributions of E.R. 
for reactions leading 
to highly fissile and 
less fissile compound 
nuclei (192Pb and 
198Pb). The curves 
guide the eye.
The shapes of the angular distributions were assumed to be 
exponentially decreasing at angles greater than those at which 
measurements were made. For all measurements of full distributions, 
the contribution from these angles to the total cross-section was less 
than 2% and in most cases less than 1%. Together with the similarity 
in shape of most angular distributions, it was concluded that the 
error resulting from the large angle extrapolation was very small.
The extrapolation to zero degrees for angular distributions resulting 
from bombardment of the 167Er and 164Er targets could not always be 
performed as was described for the distributions resulting from the 
formation of 200Pb. For the former reactions, at the higher 
bombarding energies, only a small fraction of the E.R. cross-section 
resulted from xn evaporation only, thus the experimental distribution 
could not be fitted with the kinematics calculation (section 5.1.1).
In these cases, a larger error was assigned to the extrapolated zero 
degrees cross-section (±40%). However, since the cross-section at 
zero degrees was much lower in these cases (see Fig. 4.14), the
\  l70Er 4- 28Si (130 MeV) 
x 10
der
d a
(m b /s r )
♦, \
N. <\■y X.
164Er + 28Si 
(180 MeV)
Y x\
\  \
J______ L.
f t .
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contribution to the total cross-section was small, and thus the error 
on the total cross-section extracted was similar to that for the other 
distributions.
4.2.4 Excitation Functions
The E.R. cross-section (a^) was extracted from the angular 
distributions using the smooth curves drawn through the data points 
(see Figs. 4.12, 4.13) multiplied by 2TTsin0. This gave dö/d0, which 
was then integrated over the full angular range, thus
Typical examples of da/d0 as a function of angle are shown in 
Fig. 4.15, together with the effect of a ±25% variation in the zero 
degree cross-section on the total cross-section. For the curve shown, 
the resulting variation in the total E.R. cross-section is less than 
±5%. This is true in all cases, so a relative error of ±5% was 
assigned to most extracted cross-sections. Those for which only a few 
angular distribution points were measured had correspondingly larger 
error bars.
The E.R. excitation functions for all reactions are shown in Fig. 
4.16. The upper scale refers to the 19F bombarding energy, the lower 
to the 30Si, 28Si bombarding energy. The error bars indicated on the 
points are those discussed previously. The results show a smooth 
variation with bombarding energy, as would be expected, and also a 
smooth variation with compound nuclear mass number for the Si induced 
reactions. The E.R. excitation function measured for the 164Er target 
was corrected for the isotopic composition of the target in the same 
way as the fission excitation function. For 16GEr and 168Er 
impurities, for which no E.R. measurements were made, it was assumed 
that the E.R. cross-sections would show the same smooth behaviour with 
energy as adjacent measured distributions. Absolute cross-sections 
were estimated assuming a smooth variation with mass number. This 
procedure is expected to introduce a negligible error in the final
Ö .ER (4.7)o
results.
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180 MeV 28Si
er - 8 6  mb
± 2.5 mb
150 MeV
er = 62 m b
>. 150 MeV 28Si+l70Er
er =154 mb
Fig .  4 .15 :  E v a p o ra t io n  r e s i d u e  a n g u l a r  d i s t r i b u t i o n s  m u l t i p l i e d  by
2iTsin0 t o  g ive  d a /d0 .  T o ta l  c r o s s - s e c t i o n s  were e x t r a c t e d  u s in g  
t h e  smooth l i n e s  th rough  t h e  d a t a  p o i n t s .  For t h e  c e n t r a l  curve ,  
t h e  e f f e c t  o f  a ±25% v a r i a t i o n  o f  da/d<P (0°)  i s  shown by t h e  
dashed l i n e s .  P o s i t i v e  and n e g a t i v e  a ng le s  a r e  i n d i c a t e d  by f u l l  
and ho llow c i r c l e s .
4 . 3  EVAPORATED PARTICLES 
4 .3 .1  E.R. - a  Coincidence
This  measurement was per formed f o r  t h e  r e a c t i o n  o f  105 MeV 
19p + 181p a> The a b s o l u t e  c r o s s - s e c t i o n s  o f  t h e  E.R. a n g u l a r  
d i s t r i b u t i o n  were known, so no a b s o l u t e  n o r m a l i s a t i o n  was n e c e s s a r y .  
The energy c a l i b r a t i o n  o f  t h e  a lp h a  p a r t i c l e  t e l e s c o p e  was made by t h e
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Fig .  4 .16 :  E v ap o ra t io n  r e s i d u e  e x c i t a t i o n  f u n c t i o n s  p l o t t e d  a g a i n s t
beam energy .  The cu rves  guide  t h e  eye.
use  o f  a Radio-Thorium s o u rc e .
Shown in  F ig .  4 .17  a r e  t h e  c o i n c id e n c e  p r o b a b i l i t i e s  as a 
f u n c t i o n  o f  t h e  ang le  o f  t h e  a - t e l e s c o p e  with  r e s p e c t  t o  t h e  beam, f o r  
th e  fo u r  E.R. d e t e c t o r  a n g l e s .  At t h e  most forward  E.R. d e t e c t o r  
a n g l e ,  t h e  r a t e  o f  c o i n c id e n c e s  was < 10~6 o f  t h e  e l a s t i c  r a t e  in  t h e  
E.R. d e t e c t o r .  A measurement o f  a more forward ang le  was th u s  n o t  
p r a c t i c a b l e ,  nor  u s e f u l ,  s i n c e  t h e  m a j o r i t y  o f  t h e  a - p a r t i c l e s  would 
appea r  c l o s e  t o  0° and 180°,  and th u s  be unmeasurab le .
The t o t a l  c o i n c id e n c e  p r o b a b i l i t y  a t  each E.R. ang le  was found by
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Fig .  4 .17 :  To t h e  r i g h t  a r e  shown t h e  p r o b a b i l i t i e s  o f  d e t e c t i n g  a -
p a r t i c l e s  i n  c o i n c id e n c e  w i th  e v a p o r a t io n  r e s i d u e s  as a f u n c t i o n  
o f  th e  l a b o r a t o r y  ang le  o f  th e  a - p a r t i c l e  t e l e s c o p e ,  f o r  E.R. 
d e t e c t o r  a n g le s  o f  6 . 5 ° ,  8 . 5 ° ,  10 .5° and 15 .5° .  The i n t e g r a t e d  
p r o b a b i l i t i e s ,  when m u l t i p l i e d  by t h e  a b s o l u t e  E.R. c r o s s - s e c t i o n s  
shown t o  t h e  l e f t ,  gave c r o s s - s e c t i o n s  f o r  E.R. e m i t t i n g  a -  
p a r t i c l e s  as i n d i c a t e d  by t h e  s o l i d  square  p o i n t s .  C a l c u l a t e d  
E.R. a n g u l a r  d i s t r i b u t i o n s  f o r  5n and a4n e v a p o r a t i o n  a r e  compared 
w i th  t h e  s i n g l e s  and c o i n c i d e n t  E.R. d i s t r i b u t i o n s .
i n t e g r a t i n g  t h e  measured p o i n t s ,  and assuming t h e  p r o b a b i l i t y  a t  
unmeasured an g le s  was d e s c r i b e d  by th e  dashed l i n e s  shown i n  F ig .  4 .1 7 .  
For a l l  bu t  t h e  measurement a t  t h e  6 .5°  E.R. an g le ,  t h i s  sh o u ld  n o t  
i n t r o d u c e  a p p r e c i a b l e  e r r o r ,  however in  th e  l a t t e r  c a s e ,  o n ly  a lower 
l i m i t  t o  t h e  c o i n c id e n c e  p r o b a b i l i t y  could  be e x t r a c t e d .  Values  o f  
> 4%, 24%, 41% and 38% f o r  t h e  6 . 5 ° ,  8 . 5 ° ,  10.5° and 15 .5° m e asu re ­
ments r e s u l t e d .  The maximum p r o b a b i l i t y  was no t  100% b ecause  o f  t h e
118
^  lab. 
90
VELOCITY (cm/nssc)
Fig. 4.18: Diagram showing the mean velocity of a-particles in
coincidence with E.R., as a function of laboratory angle. The 
solid line passing through the points is centred at the velocity 
of the recoiling 2 0 0 Pb compound nucleus (V^) .
limited out-of-plane angular acceptance of the a-particle telescope 
(±12.5°). Multiplying the singles E.R. cross-section (previously 
measured) at the appropriate angle by the integrated coincidence 
probability gives a number proportional to the cross-section of E.R. 
which emit alpha particles. These are shown in Fig. 4.17 by solid 
squares, with the singles E.R. angular distribution calculated for the 
isotropic evaporation of one a-particle and 4 neutrons (see section 
5.1.3) .
Using the energy calibration of the a-particle telescope, an 
experimental velocity diagram was constructed. This is illustrated in 
Fig. 4.18, showing the mean coincident alpha particle velocity in the 
laboratory frame as a function of angle. A circle centred on the C.M. 
velocity, corresponding to an alpha-particle energy of 20 MeV, fits 
the data at all angles within experimental error (which is principally 
statistical).
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Fig. 4.19: Angular
distributions of a- 
particles from the 
bombardment of 12C with 
19F at energies between 
70 and 120 MeV. The 
lines guide the eye.
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From a qualitative point of view, the E.R. - a coincidence data is 
completely consistent with evaporation from the compound system. 
Further discussion of these results and those of 4.3.2 are presented
in 5.1.3.
4.3.2 Singles Alpha-Particles
Alpha particles are produced at forward angles with large cross- 
section from reactions of beam particles with light impurities (often 
12C and 160) on the target. Shown in Fig. 4.19 are several angular 
distributions measured for the reaction of 19F with 12C. The cross- 
section scale on the left has an absolute error of ~ ±40%, due to 
uncertainty in the target thickness. The integrated yield over all 
angles is > 1 b. Taking a target of 181Ta, of thickness 1 mg cm-2, 
with 10 yg cm-2 of 12C and 1G0 on each face, 35% of the nuclei on the 
target are 12C and 1G0. Taking into account the large a-particle 
cross-sections from light impurities, identification of a-particles 
evaporated from a compound nucleus at forward angles is very difficult.
120
Fig. 4.20: AE vs. E
spectrum from the a- 
particle telescope, for 
the bombardment of 12C
and 181Ta by 95 MeV xyF. 
The a-particles (with 
high AE) from the heavy 
system are clearly 
separated from those 
from the light system.
1 9
The high C.M. velocity of the light a-emitting system (from reactions 
with the impurities) causes the a-part.icle energy spectrum at backward 
angles to be divided into those resulting from the heavy (Pb) system, 
with higher energy, and those from the light system, with lower energy. 
This is illustrated in Fig. 4.20, where the spectrum of a-particles 
from the reaction of 19F + 12C and 19F + 181Ta at 95 MeV and 160° are 
compared. The a-particles resulting from the latter reaction can be 
readily identified. A background at energies above the cutoff applied 
to integrate the evaporation a-particles was present due to the light 
impurities. This contribution was estimated by comparing spectra 
recorded at 70 MeV bombarding energy (below the Coulomb barrier on 
181Ta) from the C target and the light impurities on the 181Ta target. 
Assuming the energy spectrum from the impurities varied as that from 
the C, by measuring the spectrum from C at all bombarding energies and 
detector angles at which measurements were made with the 181Ta target, 
and scaling by a factor correcting for target thickness taken from the 
70 MeV measurement, the impurity contribution was estimated. Even at
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Fig. 4.21: Angular distributions of a-particles identified as
resulting from reactions on the 181Ta, at 19F bombarding energies 
of 105 and 120 MeV. Assuming an isotropic distribution indicated 
by the dashed lines, the cross-sections shown resulted. The 
angles 01Q5 and 012o are the scattering angles corresponding to 
the limiting angular momentum of the fusion reaction.
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the most forward angle (85°), this was less than 10%. Thus the light 
impurities contributed a negligible error to the cross-sections 
extracted.
Alpha particle angular distributions measured at 105 MeV and 120 
MeV are shown in Fig. 4.21. These show a distribution consistent with 
isotropy at backward angles, but with a rise in cross-section at more 
forward angles. This is not due to the inclusion of a-particles from 
light impurities. The rise at a more forward angle for the higher 
energy point suggests that breakup of the 19F projectile may be 
responsible. From the fusion cross-sections extracted in section 5.2, 
an angular momentum corresponding to the limit of the fusion cross- 
section can be calculated. The scattering angle corresponding to such 
an angular momentum is shown for both bombarding energies in Fig. 4.21.
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Qx = 4tt ^ (160)
(MeV)
Fig. 4.22: Alpha-particle
excitation function 
for the reaction of 
19F with 18 :Ta, as a 
function of bombarding 
energy. The points at 
105 and 120 MeV were 
taken from angular 
distributions. The 
curve is to guide the 
eye.
This is not inconsistent with the possible explanation of projectile 
breakup. Such a breakup may or may not result in fusion of the more 
massive (15Nj fragment with the target. The results described in 
section 4.3.1 show that at a bombarding energy of 105 MeV, the data 
are consistent with a-particle evaporation, however with a grazing 
angle of 90°^, the angular distribution and energy of coincident 
alpha particles resulting from a small fraction of incomplete fusion 
may be difficult to separate from a-particles resulting from 
evaporation.
There can be little doubt, however, that the isotropic 
contribution at angles backward of 130° represents evaporation. 
Cross-sections were extracted accordingly, taking the mean value of 
do/dC! in the C.M. system, and multiplying by 4tt to give o .
An excitation function for the reaction of 19F with 181Ta was 
measured at 160° in 5 MeV steps, the a-particle evaporation cross- 
section being calculated as above. This is shown in Fig. 4.22. The 
cross-sections between 105 MeV and 120 MeV agree well with those taken 
from the angular distributions. At energies below 105 MeV, it is 
possible that a contribution from projectile breakup may be included,
123
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Fig .  4 .23 :  E x c i t a t i o n  f u n c t i o n s  f o r  xn e v a p o r a t io n  from t h e  compound
n u c le u s  200Pb, formed in  two r e a c t i o n s .  S y s te m a t i c  e r r o r s  due t o  
t a r g e t  t h i c k n e s s  u n c e r t a i n t y  a re  no t  shown. The curves  a r e  to  
guide  t h e  eye.
i n c r e a s i n g  i n  magni tude as t h e  g r a z i n g  ang le  moves back t o  160° with  
d e c r e a s i n g  bombarding energy .  The c r o s s - s e c t i o n s  below 105 MeV in  
t h i s  case  would n o t  n e c e s s a r i l y  r e p r e s e n t  t h e  a - p a r t i c l e  e v a p o r a t io n  
c r o s s - s e c t i o n .  S t a t i s t i c a l  model c a l c u l a t i o n s  s u g g es t  t h a t  t h e s e  
c r o s s - s e c t i o n s  cannot  be accounted  f o r  s o l e l y  by e v a p o r a t io n  ( see  
s e c t i o n  5 . 4 . 2 ) .
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4 . 3 . 3  xn E x c i t a t i o n  F u n c t io n s
The c r o s s - s e c t i o n s  f o r  xn e v a p o r a t i o n  r e s i d u e s  from t h e  200Pb 
were measured bo th  f o r  19F + 181Ta. and 30Si + 170Er.  E x c i t a t i o n  
f u n c t i o n s  were measured in  5 o r  10 MeV s t e p s .  These a re  shown in  Fig .
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4.23. The errors shown are statistical only. For the 30S i + 170Er 
reaction at high bombarding energies, the errors are large due to the 
poor peak to background ratio from y-rays produced in reactions on the 
thick (6.4 mg cm-2) natural Pb backing. There may be a systematic 
error on the absolute cross-sections, which is due to uncertainties in 
the target thickness, detector efficiency and integrated beam charge. 
For the 181Ta target, whose thickness was known to ±10% (section 
3.5.2), the systematic error on the cross-sections is estimated to be 
±15%. The thickness of the 170Er target was not known to better than 
±25%, so a systematic error of ±30% was assigned to the cross-sections 
extracted. This is not of importance, since the absolute cross- 
sections were not used in the statistical model analysis, however the 
values extracted do agree (within errors) with the xn cross-sections 
calculated by the statistical model, when fitting the total E.R. 
cross-sections as measured by the time of flight technique. More 
important is the mean bombarding energy in the target. For the 101Ta 
target, this is known to ±0.2 MeV. The 170Er target, with a larger 
uncertainty in the thickness and a higher stopping power of the Si 
beam had an uncertainty of ±1.0 MeV assigned.
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CHAPTER 5
ANALYSIS AND DISCUSSION
5.1 EVAPORATION RESIDUE ANGULAR DISTRIBUTIONS
5.1.1 Calculation of Distributions
The deflection of an E.R. from its initial direction is due to 
the sum of all the recoil velocities given to it by evaporated 
particles. Ideally, the calculation of E.R. angular distributions 
should be done within the framework of a Monte-Carlo statistical model 
code. This is because the kinetic energy of one emitted particle will 
affect subsequent particle emission, due to the fixed excitation 
energy available. Using an energy spectrum to characterise each 
particle emission step, it is inevitable that a finite probability is 
given for the emission of particles with summed energies which are 
physically unrealistic, being either too high or too low. Neverthe­
less, in the absence of a Monte-Carlo code, and since an exact 
calculation was not required, this method was used.
It was assumed that each evaporation step was completely 
independent, apart from the mass of the nucleus depending upon 
previous particle emission, and the built-in dependence of the energy 
spectrum on the emitting C.N. through using the MBII calculated energy 
spectra. The compound nucleus velocity vector in the C.M. frame could 
be calculated using the energy spectra predicted by the statistical 
model code MBII, for any particle type emitted. However, to then 
determine the effect on this distribution of a second particle 
emission, it would be necessary to perform a three-dimensional (3-D) 
convolution in velocity, polar angle and azimuthal angle (v,0,<t>).
This would require considerable computer memory. It is possible to 
make an approximation to reduce the convolution to two dimensions, by 
virtue of the low recoil velocity imparted to the heavy nucleus by
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particle emission compared to that given by the projectile. If the 
compound nucleus velocity in the laboratory frame is not substantially 
altered by particle emission, then the angular distribution due to the 
emission of a subsequent particle can be calculated using the initial 
centre-of-mass velocity, and not the distribution of velocities 
resulting from the prior evaporation.
In this approximation, the laboratory distribution in Ö and (j> or 
x and y was calculated for each particle evaporation, and the separate 
distributions convoluted successively using a Fast Fourier Transform, 
routine. To economise on memory size and allow the best possible 
resolution, only two 2-D arrays were used. The calculated E.R. 
angular distribution resulting from the emission of one particle was 
convoluted with the result of preceding evaporation, until sufficient 
excitation energy was removed from the compound system. Using this 
method, angular distributions from specific evaporation chains (e.g.
6n, a4n, p5n) could be calculated. The approximation that the 
compound nucleus velocity is unaffected by evaporation can be related 
to the width of the E.R. angular distribution. Assuming that a 
deviation of ±20% in the velocity spectrum will not produce a 
•significant error, angular distributions extending to 11° should be 
reliable. This implies that evaporation residue angular distributions 
resulting from neutron emission only will not be much affected by the 
approximation, but that axn distributions (which extend beyond 15°) 
should not be relied upon to a high degree of accuracy. In view of 
the other assumptions made, and limitations discussed below resulting 
from them, the effect of 2-D rather than 3-D convolution should not be 
significant overall.
The compound nucleus was assumed to be formed in a complete 
fusion reaction, with full momentum transfer from the projectile to 
the fused system. Calculations showed that multiple scattering in the 
target had a negligible effect on the measured angular distributions, 
so it was not included in the code. The emission of all particle 
types was assumed to be isotropic. This is expected to be a good 
approximation for neutron emission. For a-particle emission, our 
measurements showed a distribution consistent with isotropy, in 
agreement with measurements on the compound system 194Hg [Mil78]. On
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this basis, a-particle and proton emission were taken to be isotropic 
in the C.M. frame. A deviation from isotropy would cause the 
calculated E.R. angular distribution to be slightly more forward 
peaked, due to the deviation increasing the relative yield at 0° and 
180°. The most significant source of error is fission competition.
This would not be so in a Monte-Carlo code, nor if all fission 
occurred from the compound nucleus 200Pb. However, the results of 
Andersen et at. [And80] suggest that multi-chance fission is very 
important in this mass region, so in the present calculation, fission 
will affect the final result. The reason is that the fission 
probability is dependent on previous particle emission. The emission 
of several low energy particles from a particular nucleus will allow a 
further fission step, and increase the fission probability of that 
nucleus. Thus those nuclei which emit several low energy particles 
are likely to be removed by subsequent fission from the E.R. spectrum. 
This simple calculation cannot account for such correlation, so if 
fission is an important decay mode (> 40%) then the reliability of the 
calculated E.R. angular distributions is low. In particular, for E.R. 
resulting from formation of 192Pb, where the fission probability 
reaches 95%, the calculations should not be expected to agree with the 
data. For 200Pb formed at low angular momenta, agreement should be 
good, and this was observed.
5.1.2 Multiple Scattering in the Target
If a target of excessive thickness is used, any structure in the 
E.R. angular distributions will be lost due to multiple scattering. 
Because of the low velocity and high charge of the Pb E.R. formed in 
these fusion reactions, multiple scattering even in thin targets must 
be considered, and multiple scattering in the detection system must be 
guarded against (see Section 3.3.3).
The theory of Sigmund and Winterton [Sig74] is particularly 
appropriate for calculations of multiple scattering from thin targets, 
and calculation of the large angle tail of a distribution, both of 
which are relevant for E.R. angular distribution measurements. This 
theory is valid for randomly oriented target nuclei, and considers
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Fig. 5.1: Calculated
multiple scattering of 
Pb ions of 10 and 20 
MeV through various 
thicknesses of target 
materials indicated on 
the figure. Taken from 
the tabulations of 
[Sig74].
only binary collisions, assumes azimuthal symmetry, and neglects all 
energy loss. It is only valid for small scattering angles (< 20°), 
for several reasons concerned with the computational technique.
Results are tabulated in terms of the reduced thickness and reduced 
scattering angle. For a given target thickness, the width of the 
angular distribution is inversely proportional to the particle energy, 
whilst varying the target thickness gives a different functional form 
to the distribution (see equation (3.7)).
Multiple scattering angular distributions are shown in Fig. 5.1 
for three cases, all calculated using the Thomas-Fermi potential. The 
narrowest distribution results from 20 MeV Pb traversing 46 yg cm-2 of 
Er. This corresponds to a typical E.R. energy from the reaction of Si 
on Er, and the thickness corresponds approximately to the mean 
distance travelled by E.R. in the target. The half-angle of 0.6° 
means that the effect of multiple scattering on experimental 
distributions is negligible. The second curve, of width 0.7°, 
corresponds to 10 MeV Pb passing through 32 yg cm 2 of Ta. This is 
rather greater than the nominal target half-thickness of 20 yg cm-2, 
but again will not affect the measured distributions. The widest 
distribution corresponds to 10 MeV Pb traversing 160 yg cm 2 of Ta.
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MULTIPLE SCATTERING
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THICKNESS 
(/xg cm '2) 
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Fig. 5.2: Calculated
angular distributions 
of E.R. resulting from 
the evaporation of the 
particles indicated.
In this case, any structure in the original distribution would be 
obscured. Targets of such thickness were thus not used. The use of 
thicknesses of 80 yg cm-2 and 40 yg cm-2 respectively for the Er and 
Ta targets reduced multiple scattering in the target to negligible 
proportions. The C backing was not traversed by E.R., only by the 
beam. There was thus no contribution from scattering in the C foil.
5.1.3 Results and Comparison with Data
The calculated distributions resulting from the evaporation of 
one neutron, one proton and one alpha particle from 200Pb formed by 
the fusion of 19F with 181Ta are each shown in Fig. 5.2. The dip at 
zero degrees observed in all cases is due to the energy distributions 
having a Maxwellian shape, rather than peaking at zero energy. The 
energy spectra used in these calculations are all those given by the 
code MBII. By convolution of the appropriate 2-D distributions, E.R. 
angular distributions resulting from given decay chains were 
calculated. Examples for 5n, p4n and a4n evaporation are shown in 
Fig. 5.3. The dip at zero degrees is no longer in evidence due to the
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Fig. 5.3: Convolution of
distributions such as 
are shown in Fig. 5.2 
result in E.R. angular 
distributions as are 
shown here.
convolution. Neutron evaporation is expected to be dominant in this 
mass region. Applying the angular distribution calculated for 5n 
evaporation channel to the measured E.R. angular distribution from 95 
MeV ]9F on 181Ta gives a good fit at angles < 8° (see Fig. 5.4), 
however at larger angles a shoulder suggests that the evaporation of 
a-particles may be important. The evaporation a-particle cross- 
section for this reaction has been measured (section 4.3.2).
Comparing the singles data with the code ALICE gives the results shown 
in Fig. 5.5, plotted as a fraction of the fusion cross-section. At 
the higher energies, where the data are expected to be reliable, the 
agreement is good (calculations by MBII give results just 10% lower in 
cross-section than those by ALICE). Thus the a-particle evaporation 
cross-section at 95 MeV should be well represented by the calculated 
cross-section. However, normalising the calculated axn evaporation 
residue distribution to this cross-section gives the E.R. angular 
distribution shown by the dashed line in Fig. 5.4. Clearly this only 
accounts for ~ half the magnitude of the shoulder. The evaporation of
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Fig. 5.4: Calculated
angular distributions 
of E. R. resulting 
from the fusion of 95 
MeV 19F with 181Ta.
protons does not give a sufficient compound nucleus recoil velocity to 
make a contribution at 10°. Thus it was concluded that a-particles 
emitted from the colliding system were responsible for the shoulder.
Assuming for the moment the shoulder were due to the isotropic 
evaporation of a-particles, a cross-section can be extracted by 
fitting the calculated E.R. angular distributions to those measured, 
from 85 to 120 MeV bombarding energy. These axn cross-sections are 
indicated on Fig. 5.5 as a E.R., and should be compared with the 
dashed line on that figure (the difference between the dashed and 
solid lines is caused by fission). Even with this extreme assumption, 
the shoulder represents just ~ 8% of the fusion cross-section. The 
shoulder could instead be attributed entirely to incomplete fusion.
If this were the case, a smaller fraction of the fusion cross-section 
could account for it. This will be explained. Experimental evidence 
suggests that some incomplete fusion occurs in grazing angle 
collisions [Geo79], [JinSO]. From the measured fusion cross-sections,
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Pig. 5.5: Alpha-particle cross-sections plotted as a fraction of the
fusion cross-section. Data points are indicated by circles. 
"Singles" refers to the total evaporated a-particle cross-section, 
whilst "E.R." refers to those nuclei emitting an a-particle and 
surviving fission.
the angular momentum and thus the scattering angle corresponding to 
the limit of the fusion reaction can be calculated, and are shown in 
Fig. 5.6 as 0^. Even allowing for the effect of the nuclear 
potential, which is not considered in Fig. 5.6, the scattering angles 
lie in the range 90° ±30° for a wide range of bombarding energies.
The evaporation residue shoulder is obviously most sensitive to a- 
part.icles emitted around 90°, thus the cross-section required to cause 
the shoulder is less chan if the a-particles were evaporated 
isotropically. Estimating that a cross-section ~ two times lower 
would suffice, then ~ 4% of the fusion cross-section could be due to 
incomplete fusion.
However, we know that > half the magnitude of the shoulder is due 
to evaporation, at bombarding energies above 105 MeV (see Fig. 5.5), 
'thus only ~ 2% of the fusion cross-section can be attributed to
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. 5.6: Scattering angle
in the C.M. frame 
corresponding to the 
limiting angular 
momentum of the fusion 
reaction. The 
variation with 
bombarding energy is 
shown for 19F + 181Ta.
Compared to the
corresponding fusion cross-sections of > 1000 mb this is negligible 
for the less fissionable systems such as 200Pb and 198Pb, though it 
may become important for 195Pb and 192Pb at the highest bombarding' 
energies, where as little as 5% of the fusion cross-section survives 
fission.
To accurately determine the cross-section for incomplete fusion 
it would be desirable to make an angular correlation measurement of a- 
particles in coincidence with olZ evaporation residues. Such a 
measurement is being planned. In the absence of such data, and 
considering the tentative nature of the assignment of a small part of 
the E.R. angular distribution shoulder to incomplete fusion, it was 
decided that the whole E.R. angular distribution would be assumed to 
derive from complete fusion. The complete fusion cross-sections were 
then calculated accordingly.
5.2 FUSION CROSS-SECTION ANALYSIS
5.2.1 Extraction of Fusion Cross-Sections from the Data
The fusion cross-section was defined as the sum of the fission 
and E.R. cross-sections. The E.R. cross-section may include a small 
fraction of incomplete fusion, and at the highest Si bombarding 
energies, a small amount of fission for zero fission barrier may be
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included. In the latter case, all the entrance channel conditions for 
fusion are fulfilled, so in that respect it may be defined as fusion, 
though it is unlikely that a completely equilibrated compound nucleus 
would be formed. The incomplete fusion is only tentatively assigned, 
as yet from the experimental data, but using the model of Wilczynski 
(section 5.2.4), incomplete fusion with residual fragments of mass > 1 
comprises less than 3% of the fusion cross-section up to the highest 
19F bombarding energies, and less than 6% up to 165 MeV 30Si 
bombarding energies (section 5.2.4). Thus the complete fusion cross- 
sections extracted are unlikely to have an error greater than ~ 5% due 
to misidentification of reaction products. [Incomplete fusion with a 
residual neutron or proton would have an insignificant effect on 
fission cross-sections and probabilities.]
The mean bombarding energy in the target was not always identical 
for measurements of E.R. cross-sections and fission cross-sections. 
This was due to both target thickness effects, and unmatched 
bombarding energies for the 19F + 181Ta reaction. Where the bombarding 
energies were the same, the fusion cross-section was just taken to be 
the sum of the measured E.R. and fission cross-sections. Where 
energies were not matched, the higher cross-section was added to an 
interpolated value of the lower. Thus at high bombarding energies, an 
interpolated value of the E.R. cross-section was added to the fission 
cross-section. The fusion excitation functions so extracted are shown 
in Figs. 5.7, 5.8 and 5.9, for 19F + 181Ta, 30Si + 170Er and 
28Si + 1G4>167’17°Er respectively. The cross-sections are plotted 
against the inverse of the centre-of-mass bombarding energy, and in 
this form are expected to show a linear (or approximately linear) 
variation, which is observed experimentally. The insets on each 
figure show the fusion excitation functions as a function of 
laboratory bombarding energy for 19F + 181Ta, 30Si + 170Er and 
28Si + 170Er. For the reaction of 28Si with 164Er, the effect of the 
isotopic composition of the target (74% 164Er) was taken into account 
by using the corrected fission and E.R. cross-sections.
5.2.2 Analysis of Excitation Functions
Many analyses of fusion excitation functions have used the well
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FUSION EXCITATION FUNCTION
A  = 10.0
A =6.0
PARABOLIC BARRIER 
MODEL FIT A =0.0
Fig. 5.7: Fusion cross-section vs. 1/E^ and (inset) vs. bombarding
energy. The parabolic barrier model fit represents the data well 
at energies above the Coulomb barrier (84 MeV) without 
modification (A =0.0 MeV).
known "sharp cutoff equation" [Sco76]
°CH =^b(1-VE) ’
V Vwhere Rn can be defined by R„ = r n(A.3 + A 3). 
D 13 D 1 Z
(5.1)
Equation (5.1) is valid
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Fig. 5.8: Similar to Fig. 5.7 but for the reaction of 30Si with 17cEr,
with a Coulomb barrier of 128 MeV.
for bombarding energies (E) well above the fusion barrier VD.
D
Applying a least squares fit to the measured data points in the linear 
region, the following values of and were extracted (Table II). 
The data were also analysed using the parabolic barrier model 
described in section 2.2.2. As noted there, the value of R (£) is not
D
assumed to be equal to R (£=0), it is recalculated for each % value. 
Increasing angular momentum causes the value of R (£) to decrease. By
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Fig. 5.9: Fusion excitation functions for 28Si induced reactions.
Inset is shown the fit at low bombarding energies for the 
28S i + 170Er reaction. Note the interrupted inverse energy scale 
at 0.90 x 10“2 .
fitting data with a wide range of i values, a higher value of R (£ =0) 
should thus result from the parabolic barrier model formula rather 
than the sharp cutoff formula. This value should be more correct than 
that found using the sharp cutoff model formula, because of the severe 
approximation used in the derivation of the latter. The values of 
extracted by the two methods should however be almost identical.
138
Table II
System
Sharp Cutoff Parabolic Barrier
VB rb rB VN VB r b rB VN
1 9 F + 1 8 1T a 76.1 10.90 1.309 10.7 76.9 11.44 1.374 5.8
30Si + 170Er 109.2 11.58 1.339 9.2 109.4 11.78 1.363 7.0
28Si + 170Er 110.2 11.45 1.335 9.5 110.4 11.67 1.361 7.1
28Si + 167Er 110.5 11.43 1.338 9.4 110.7 11.63 1.361 7.2
28Si + 1 6 4Er 110.2 11.40 1.539 10.1 110.7 11.64 1.367 7.1
The nuclear potential used in the parabolic barrier model 
subroutines of the statistical model codes was specified as follows:
VN = -V0 expt-C^ - r)/6'] , (5.2)
where r is the nuclear separation, VQ the potential depth, its 
radius and 5 the diffuseness. The radius was given by the formulavR^ t = r^, • A 3, where r^ is the radius parameter. By varying V0, r and 
6, a parameter set was found which fitted the experimental excitation 
functions in the linear region. This was not done by a least squares 
method, since many equally good solutions were found with different 
parameter sets. The parameter sets used in fitting each excitation 
function are shown in Table III, and the resulting values of the 
fusion barrier Vn and radius Rn are shown in Table II. The values of
D D
VD are very similar to those found using the sharp cutoff formula, but
D
the R are larger, as expected. (Potentials are in MeV, radii in fm.) B
Table III
System vo rN 6
19F + 181Ta 100 1.100 0.80
30Si + 170Er 130 1.125 0.60
28Si + 1 70Er 130 1.123 0.60
28Si + 167Er 130 1.123 0.60
28Si + 16 4Er 130 1.128 0.60
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The fusion barrier is the sum of the nuclear and Coulomb 
energies. Since R is known, the Coulomb term can be calculated, and 
the nuclear potential extracted. The deviation from the point charge 
expression for the Coulomb energy is expected to be accurate to ~ 0.6% 
at the fusion radius in this mass region (corresponding to ~ 0.6 MeV), 
so the point charge expression was used [Sco76]. The values of 
calculated in the sharp cutoff and parabolic barrier models are given 
in Table II. It can be seen that a considerable difference exists.
Due to the point charge approximation and the statistical errors in 
the data, an error of ±1 MeV was assigned to each result.
The best fits to the data by the parabolic barrier model are 
shown in figs. 5.7, 5.8 and 5.9. It can be seen that the calculated 
cross-sections at bombarding energies £ V are too low. This is
D
expected, particularly as the 181Ta and Er targets are strongly
deformed. As discussed in section 2.2.5, no quantitative model based
on nuclear properties exists which correctly predicts sub-barrier
cross-sections. We used the empirical method of Vaz and Alexander,
which consists of varying the fusion barrier linearly from \r + A to
V_ -A, and calculating an average transmission coefficient (section b
2.2.5). The values of A which best fitted the experimental data were 
6.0 MeV for 19F + 181rfa, and 7.2 MeV for all Si induced reactions. The 
best fits are shown inset in Figs. 5.7, 5.8 and 5.9, together with the 
predictions with A = 0 and 10 MeV. No attempt has been made to extract 
any more quantitative information from fitting the sub-barrier fusion. 
The best fitting values of A, 6.0 and 7.2 MeV, are in agreement with 
the values found by Vaz and Alexander in the analysis of reaction 
cross-sections of heavy ions on highly deformed targets, thus the 
experimental cross-sections are in general agreement with existing 
data.
A simple comparison with the Bass model can be made to predict 
whether deep inelastic reactions should be expected. These would be 
likely to cause error in the extracted fission cross-sections and thus 
probabilities. The bombarding energy at which friction is likely to 
occur is given by Ex . Using Bass’ parameters, for 19F + 181Ta,
Ex =144 MeV, whilst for 30S i + 170Er, E2 =178 MeV. Deep inelastic 
reactions start at E2 , given by E2 =E1[1 +K(1 -f2)/f2]. The parameter
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K is a positive constant dependant upon the colliding system. The 
factor f is expected to take a value < 5/?, thus from the Bass model, 
one may conclude that deep inelastic collisions should not occur at 
any bombarding energies used in this study. All fission observed 
should thus result from compound nucleus decay.
5.2.3 Calculation of Compound Nuclear 
Population Distributions
Compound nucleus population distributions in several previous 
fission probability measurements have been extracted from fusion 
cross-sections by means of the sharp cutoff approximation, in other 
words a triangular distribution with angular momentum has been assumed. 
Using the parabolic barrier model, the angular momentum cutoff is less 
sharp, due to quantum mechanical tunnelling through the potential 
barrier. The range of barrier heights present in the collison of 
deformed nuclei results in a still broader cutoff. The three types of 
calculated population distributions are shown in Pig. 5.10, for a high 
(165 MeV) and low (130 MeV) bombarding energy for the fusion of 30Si 
with 170Er. At the lower bombarding energy the difference in shape 
between the sharp cutoff distribution and the distribution calculated 
using the "range of barrier heights" method [Vaz74] is substantial.
The parabolic barrier model with A =0.0 underestimates the cross- 
section. At the high bombarding energy, the difference in shapes is 
not marked, and using the unmodified parabolic barrier model, with 
A =0.0 MeV, statistical model calculations of the fission probability 
were altered by<<l%.
The initial population distributions calculated using the 
modified parabolic barrier model are unlikely to be exactly correct, 
since the assumption of a spectrum of barrier heights with all values 
having the same probability is almost certainly wrong. Thus it is 
inevitable that the actual initial population distribution will differ 
somewhat from the calculations. However, this has been shown to have 
a negligible effect on the statistical model calculations at the 
higher bombarding energies. At bombarding energies £ V^, the 
calculated fission probabilities should not be considered reliable, 
due to the possibility that the population distributions are not as 
calculated.
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Fig. 5.10: Calculated population distributions in 200Pb following the
fusion of 30Si with 170Er. The difference in shape for the 
various models is marked close to the Coulomb barrier, but becomes 
small at high bombarding energies.
5.2.4 incomplete Fusion
The model of Wilczynski describing incomplete fusion has been 
successful in fitting the main features of a number of measurements 
(see section 2.2.4). Using the parameters determined from these 
systems, calculations were performed for the dominant incomplete 
fusion channels in the reactions of 19F + 181Ta and 30Si + 170Er. These 
are illustrated in Figs. 5.11 and 5.12. The first noteworthy point is 
that, the incomplete fusion probability is not zero even for Z = 0. The 
absolute probability is dependent mainly on the value of the 
temperature parameter T and considerable variation is possible. 
Incomplete fusion with the residual fragment being a neutron or proton 
would not have a large effect on statistical model calculations and 
would be difficult to measure experimentally. The probability for
(2
J+
l).
N
jJ
,.e
xp
(^
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COMPLETE AND INCOMPLETE 
FUSION OF l9F + l8'Ta
COMPLETE
FUSION
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J(h)
Fig. 5.11: Complete and incomplete fusion as a function of angular
momentum (Jh), calculated using the Wilczynski model, for the 
collision of 19F with 181Ta. The ejectile is indicated for each 
curve. The sharp cutoff angular momenta are indicated for several 
bombarding energies on the upper scale.
(19F,oO and (30Si,a) incomplete fusion for low and intermediate 
bombarding energies (indicated on the upper scales in the figures) was 
calculated to be 3% and 6% respectively. Because of the uncertainty 
in the numbers, and their small value, no modifications were made to 
the complete fusion cross-sections extracted from the data. Secondly, 
the angular momentum and thus bombarding energy at which the 
incomplete fusion channels (particularly that which results in a 
residual a-particle) become important is 60 h (125 MeV) and 70 h (165 
MeV) for 19F + 181Ta and 30Si + 170Er respectively. They correspond to
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Fig. 5.12: As for Fig. 5.11, but for the reaction of 30Si with 170Er.
the maximum bombarding energies used in each reaction. These angular 
momenta may be lower limits (section 2.2.4), however even using the 
calculated values, the 19F and 30Si induced reactions do not reach the 
angular momenta at which the incomplete fusion reactions dominate.
The calculated incomplete fusion probabilities for the 28Si 
induced reactions are similar to those shown for 30Si + 170Er, however 
the maximum bombarding energy used was 180 MeV, at which energy a 
considerable fraction of the cross-section is calculated to be due to 
incomplete fusion. Most of the difference between the total fusion 
cross-section at 180 MeV and 165 MeV would be attributed to incomplete 
fusion in this calculation. Because of the lower angular momentum 
input and the lower excitation energy of the heavy products of 
incomplete fusion, they should be more stable against fission, thus an 
increase in the E.R. cross-section might initially be expected from
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165 MeV bombarding energy to 180 MeV. This is not observed, within 
experimental error.
For the compound nuclei resulting from the fusion of 28Si with Er 
isotopes, the fission probability is calculated to reach ~ unity at 
angular momenta ranging from 30 h (164Er) to 50 fi (1/0Er) (section 
5.4.5). Thus even accounting for the lower angular momentum input in 
incomplete fusion (24/28 of the incident value for "a-particle 
incomplete fusion"), the angular momentum at which it occurs is so high 
that the products should fission with almost unit probability. To be 
sensitive to the reduction of the fission probability due to 
incomplete fusion, it must occur at angular momenta where the fission 
probability is less than unity. Thus for the systems studied here, 
incomplete fusion according to the model of Wilczynski should not have 
a significant effect, and analysis using the assumption of no 
incomplete fusion should be adequate.
An experiment is planned to measure angular correlations, of a- 
particles in particular, in coincidence with all E.R. This should 
allow us to determine whether there is a component due to incomplete 
fusion in the a-spectrum at ~ the grazing angle, or whether there is a 
component at all angles, corresponding to the calculated incomplete 
fusion probability at low angular momenta.
5.3 FISSION PROBABILITY ANALYSIS OF 200Pb
5.3.1 Extraction of Probability from Data
The fission probability P^ is usually defined in terms of the
measured fission cross-section o^. , and the fusion cross-section cr .fis CN
The latter may or may not have been measured, however in all cases
(5.3)
The bar over the Pf indicates that this is an average over a wide 
range of angular momenta. When the fission probability is large, P^ 
may also be defined in terms of the evaporation residue cross-section
Thus
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(5.4)
If the fusion cross-section has been extracted from the direct 
summation of measured fission and evaporation residue cross-sections, 
then the error on the resultant value of P is the same, 
independent of the formula used. Denoting the standard deviation by 
A, if
CN °fis + °ER
then
(Aö ) gER Afis + Q fis AER 
(Gfis+GER)4
(5.5)
(5.6)
and
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(5.7)
However, it has already been noted that the effective bombarding 
energies of the fission and evaporation residue measurements were not 
always the same, due principally to different target thicknesses.
Thus the fusion cross-section could not be directly defined as in 
equation (5.5). Because of the excellent fit of the fusion excitation 
functions by the parabolic barrier model, it was concluded that the 
fusion cross-section taken from the fit would have a smaller random 
error than an individual data point. The quality of the fits, and the 
agreement in gradient and intercepts of all the Si induced measure­
ments, suggested that the random error of one point taken from the best 
fitting parameter set should be < 1%. This is small compared to the 
error on individual fission or E.R. cross-sections, so could be
neglected. The error (A„ ) assigned to P~ was then given by
f 1
2
(An ) 
f
[A )2fis
CN
ER
CN
(5.8)
if the fusion cross-section is taken to be independent of 
individual fission and E.R. measurements. Thus
[a p 1f 2 fAfis] 2 OT ^ER
K J [Gfis GCN " °ERV. /
(5.9)
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FISSION PROBABILITY OF
Ff DEFINED BY FISSION MEASUREMENT 
R DEFINED BY E.R MEASUREMENT
EXCITATION ENERGY (MeV)
Fig. 5.13: Measured fission probability of 2ü0Pb as a function of
excitation energy (see text). The upper curve with higher 
probability is derived from the 30S i + 170Er measurements, whilst 
the lower is from 19F + lslTa. The bold lines are used to define 
the probabilities at the excitation energies indicated by the 
vertical dashed lines.
depending upon whether a fission or E.R. measurement was used to 
define the fission probability.
Defining the fission probability by equations (5.3) and (5.4), 
and the error bars by (5.9), fission probabilities in 200Pb formed by 
the reaction of 19F + 181Ta and 30Si + 170Er were calculated. These are 
shown in Fig. 5.13, plotted as a function of the excitation energy 
above the liquid drop ground state of 200Pb (see section 5.4.2). For
147
Ex =76.5 MeV 
L = 64 ± I 
PAL) =0.99 ± 0.05
46.5 MeV
25 ± 3
R(L) = 0.26 ±0.02
CALCULATED
DIFFERENCE
POPULATION
CALCULATED
DIFFERENCE
POPULATION
Fig. 5.14: Examples of calculated population distributions using the
best-fitting parabolic barrier model parameters. At the same , 
the 30Si projectile brings in more angular momentum than 19F. The 
"difference population" in both cases has a FWHM of 18 ti. The 
mean angular momentum of the difference population (L) is shown 
for both cases.
fission probabilities > 0.6, the E.R. cross-section defines the 
probability more accurately than the fission cross-section, whilst 
below 0.6 the reverse is the case. For a given excitation energy, the 
fission probability for the 30Si + 170Er reaction is higher than that 
for the 19F + 181Ta reaction. Shown in Fig. 5.14 are the calculated 
initial compound nucleus population distributions for excitation 
energies of 76.5 MeV and 46.5 MeV. The ordinate shows G =T (2L + 1),L» Li
whilst the abscissa defines the compound nucleus angular momentum Lti. 
In all cases, the angular momentum input of the 30Si induced reaction 
is higher than that of the 19F reaction. Since the fission
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probability increases with angular momentum (due to the reduction of 
the fission barrier) it would be expected that the fission probability 
would be higher for the 30Si reactions.
The angular momentum distribution may be specified by one L value. 
This could be the mean, root mean square, or other values. Usually 
however, the angular momentum given is that at which the transmission 
coefficient T becomes half of its value at L = 0. For the case of a
l_i
distribution which is close to a sharp cutoff shape, this specifies 
the limiting angular momentum well. Due to the deformation of the 
target nuclei, the distributions for the reactions studied here depart 
substantially from the sharp cutoff shape, particularly at bombarding 
energies around the Coulomb barrier. Because of the weighting of each 
L value by (2L +1), the commonly used L value does not describe well 
the limiting angular momentum of the population distribution. Instead, 
the angular momentum at which oT drops to half its maximum value wasLj
taken to specify the limiting angular momentum. Angular momenta so 
calculated are indicated on Fig. 5.13. In all cases, for the same 
excitation energy, the limiting angular momenta vary by ~ 15 fi. The 
difference in fission probability for the two reactions is due to this 
difference in input population. Calculation of the fission 
probability of the ’’difference population” alone (shown in Fig. 5.14 
for two cases by the thick lines) will be made in section 5.3.2. 
Returning to Fig. 5.13, for the same input angular momentum, the 
fission probabilities for the two reactions are similar, even though 
the excitation energy differs by over 10 MeV. In fact, the measure­
ment at the higher excitation energy has a slightly higher probability. 
This would be expected for a system where multi-chance fission is 
important (see section 5.4.4). Nevertheless, the fission probability 
is a much stronger function of angular momentum than excitation energy 
for this system.
5.3.2 Angular Momentum Dependence 
of the Fission Probability
For a compound nucleus formed with differing limiting angular 
momenta at the same excitation energy, the fission probability can be 
determined for the difference population. This was demonstrated by
Zebelman et dl. [Zeb74] for the compound system 170Yb. The formula 
describing the probability will be derived in the same way as in 
[Zeb74], however different notation will be used.
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The fission probability defined in equation (5.3) can be wTitten 
in terms of the fission probabilities for individual L values, P^L) 
(including fission at all steps in the de-excitation of the compound 
nucleus), thus
ttX 2 2  (2L + 1) . T  . P-(L)
1=0 L
ttX 2 2 (2L + 1) . T
£=0 L
(5.10)
The factors before the summations will cancel. Two different reaction 
channels x and y can be defined. By the Bohr independence hypothesis, 
the fission probability P^(L) will not depend on the reaction channel, 
though the T^ will. Defining the reduced fusion cross-section 5 ^  as
CN 2 (2L+1) T£=0 L
(5.11)
and substituting in equation (5.10), for channels x and y equations 
(5.12) follow:
Pf (x)
p £ (y)
2 (2L + 1)T (x) P r (L) ^
L=0 L t
CN (x)
2 (2L + 1)T (y) Pf (L)
L=0 L *
5CN(y)
(5.12)
Multiplying by the denominators and subtracting the two equations 
gives
Pf(x)-GCN(X) -pf(y)*GCN(y) 2 (2L + 1) . [T (x) -T (y)] Pf (L) .
L=0 (5.13)
Using equation (5.11), the following relation is derived for the 
difference between the two reaction channels:
Taking t h e  r a t i o  o f  e q u a t io n s  (5 .13)  t o  (5 .1 4 ) ,
Pf « . ö CNCx) - P £ ( n . ö CN(y) C2L + ! ) •  U L(x) - T L(y)]  , P f (L)
_  _  CO
GC N ^  _GCN('y ') 2 (2L + 1) . [Tt (x) - Tt (y)]
L=0 L L
= Pf (L)x_y . (5 .15)
The r e s u l t  i s  s imply  t h e  f i s s i o n  p r o b a b i l i t y  o f  th e  d i f f e r e n c e  
p o p u l a t i o n  ( i l l u s t r a t e d  in  F ig .  5 . 1 4 ) .  I f  t h e  d i f f e r e n c e  between th e  
T^(x) and Tj (y) were s u f f i c i e n t l y  smal l  to  g ive a d i f f e r e n c e  
p o p u l a t i o n  < 1 ti in  w id th ,  th e n  t h e  r e s u l t  would n o t  be P ^ ( L ) , bu t  
P^(L) i t s e l f .  Th is  i s  n o t  p o s s i b l e  in p r a c t i c e  f o r  ex p e r im e n ta l  
r e a s o n s ,  so t h e  r e s u l t  o f  a measurement i s  P^(L) smoothed over  a range  
o f  a n g u l a r  momenta. Thus f o r  any e x c i t a t i o n  energy a t  which two 
p r o b a b i l i t i e s  P^(x) and P^(y) can be d e f in e d ,  th e  c e n t r o i d  o f  t h e  
d i f f e r e n c e  p o p u l a t i o n  can be found,  and P ^ (L )x r can be e x t r a c t e d  
u s ing  e q u a t i o n  ( 5 .1 5 ) .  Due t o  th e  av e ra g in g  over  a range  o f  L, th e
P f ( L ) x , w i l l  s u b s e q u e n t ly  be r e f e r r e d  t o  as P ^ ( L ) . By u s i n g  v a l u e s  
o f  t h e  f u s i o n  c r o s s - s e c t i o n  ta k e n  from t h e  b e s t  f i t  t o  th e  
ex p e r im e n ta l  e x c i t a t i o n  f u n c t i o n s ,  and u s in g  f i s s i o n  p r o b a b i l i t i e s  
ta k en  from t h e  smooth curves  drawn th rough  th e  d a t a  p o i n t s  in  F ig .
5 .13 ,  t h e  e f f e c t  o f  random e x p e r im e n ta l  e r r o r s  on t h e  v a l u e  o f  P ^ L )  
e x t r a c t e d  was minimised.  Choosing e x c i t a t i o n  e n e r g i e s  shown by t h e  
v e r t i c a l  d o t t e d  l i n e s  c o n n e c t in g  t h e  two e x p e r im en ta l  c u rv e s ,  t h e  
v a lu e s  o f  P^(L) were c a l c u l a t e d ,  and a r e  shown in  Fig .  5 .15  as a 
f u n c t i o n  o f  t h e  a n g u l a r  momentum c e n t r o i d  o f  t h e  d i f f e r e n c e  p o p u l a t i o n  
( L ) . The FWHM o f  t h e  d i f f e r e n c e  p o p u l a t i o n  was ~  18 Ti in  a l l  c a s e s .  
The p o i n t  w i th  t h e  lowest  p r o b a b i l i t y  a t  L =12 ,  was taken  d i r e c t l y
from t h e  measured f i s s i o n  p r o b a b i l i t y  o f  19F + 10 iTa, a t  e x c i t a t i o n  
energy  44 MeV. The e x c i t a t i o n  energy  o f  th e  o t h e r  d a t a  p o i n t s  a r e  
shown i n  F ig .  5 .1 6 ,  where t h e  c e n t r o i d  o f  th e  d i f f e r e n c e  p o p u l a t i o n  i s  
p l o t t e d  as a f u n c t i o n  o f  t h e  e x c i t a t i o n  energy .  Thus t h e  p o i n t s  shown 
in  F ig .  5.15  span an e x c i t a t i o n  energy  range  o f  32.5  MeV. However,
18 1 .
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Lft)
Fig. 5.15: Experimentally
determined variation 
of fission probability 
with compound nucleus 
angular momentum.
due to the difference in rotational energies at 65 li and 22 h, the 
available excitation energy E used in the level density formula only 
varies by 14 MeV, rather than 32.5 MeV. Ideally, the variation of 
P^(L) should be found for a fixed excitation energy, however a very 
large number of different reactions would have to be performed to 
achieve this. This range of excitation energies does not have a great 
effect on the fission probabilities, particularly for P^(L) >0.5.
This is shown in detail in section 5.4.3, where statistical model 
calculations for fixed or varying excitation energies are compared 
with the data. This has also been illustrated qualitatively in Fig. 
5.13, where the variation of P^ with E_^  for fixed angular momentum was 
small.
The statistical errors on the points were calculated assuming 
that the variables occurring in equation (5.15) were independent.
Since smoothed quantities were substituted for all variables, this 
should be true. The largest contribution to the error comes from the 
error on the measured fission probability P^(x) for the 30Si reaction.
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Fig. 5.16: Centroid of the difference population vs. E . The
calculated values using the parabolic barrier model with the 
empirical modification of Vaz and Alexander [.Vaz74] are shown, 
together with the calculated values in the sharp cutoff limit.
The error bars given on Fig. 5.15 do however include a contribution 
from all the variables. From inspection of the curves shown in Fig. 
5.13, and the fusion excitation functions, a random error of ±2% was 
assigned to the highest probabilities. This would appear to be a 
conservative estimate. For the lowest values of P^(L), the errors on 
each variable approach 10%. Systematic errors may also occur in the 
evaluation of P.p(L) . The most obvious source concerns the value of L 
taken from the centroid of the difference population. A variation in 
the shape of the initial 200Pb population distributions of the 19F and 
30Si induced reactions would change the centroid. By calculating the 
centroids in the sharp cutoff approximation, lower limits were found, 
which are shown by the dashed line in Fig. 5.16. The error of the 
value of L assigned to each probability was taken to be half the 
difference between the L value calculated in the sharp cutoff 
approximation, and that calculated using the modified parabolic 
barrier model. For all but the four lowest points, the assigned error
~I i " I I I---------- 1---------- 1---------- 1---------- r
-------  PARABOLIC BARRIER
-------  SHARP CUTOFF
o'
/
_J______L_____ I_____ I_____ L_ _ _ _ _ _ J_ _ _ _ _ _ I_ _ _ _ _ _ J_ _ _ _ _ _ I_
40 50 60 70 80
Ex (MeV)
153
was < 2 fi. I t  shou ld  be no ted  t h a t  t h e  adopted p o p u l a t i o n
d i s t r i b u t i o n s  and v a l u e s  o f  L were used  in  t h e  s t a t i s t i c a l  model
c a l c u l a t i o n s  ( s e c t i o n  5 . 4 . 3 ) ,  and a s h i f t  in  t h e  d a t a  would s h i f t  t h e
c a l c u l a t e d  v a l u e s  by t h e  same amount. Thus t h e  u n c e r t a i n t y  in  t h e
a n g u l a r  momentum c e n t r o i d  o n ly  a f f e c t s  t h e  a b s o l u t e  v a l u e s  o f  P^(L)
e x t r a c t e d  from t h e  d a t a ,  and n o t  t h e  comparison between expe r im en t  and
c a l c u l a t i o n s .  A s y s t e m a t i c  e r r o r  in  one o f  t h e  c r o s s - s e c t i o n s  u sed  t o
e v a l u a t e  as a f u n c t i o n  o f  E f o r  t h e  19F and 30Si induced  r e a c t i o n s  f x
would o f f s e t  one o f  t h e  cu rves  o f  P^, and r e s u l t  in  an e r r o r  in  a l l  
t h e  v a l u e s  o f  P^.(L) e x t r a c t e d .  The v a l u e s  o f  P^(L) a t  t h e  two h i g h e s t  
a n g u l a r  momenta a re  1.03  ± 0 .0 4  and 0.99  ± 0 . 0 4 .  The ave rage  o f  t h e s e  
r e s u l t s  (1.01  ±0 .0 3 )  can be compared wi th  t h e  va lu e  o f  0 .98 ,  
c a l c u l a t e d  u s in g  th e  code MBII. I t  can be seen t h a t  w i t h i n  
e x p e r im en ta l  e r ro r , ,  t h e  r e s u l t s  ag ree .  Th is  s u g g e s t s  t h a t  any 
s y s t e m a t i c  e r r o r s  between t h e  19F and 30Si measurements must be very  
smal1.
From t h e  c o n c l u s i o n s  o f  t h e  p r e c e d in g  arguments ,  c o n s i d e r a b l e  
con f idence  can be p la ced  in  t h e  ex p e r im en ta l  v a lu e s  o f  P^.(L). The 
v a r i a t i o n  w i th  L o f  P^(L) i s  ap p ro x im a te ly  symmetr ica l  v a r y in g  from ~  
zero  t o  ~  u n i t y .  Hence even though t h e  d i f f e r e n c e  p o p u l a t i o n s  average  
over  ~  ±9 h ,  th e  e x p e r i m e n t a l  v a lu e  o f  L where P ^ L )  = 0 . 5  shou ld  
c o r r e c t l y  r e p r e s e n t  t h e  unsmoothed v a lu e .  Thus t h e  a n g u l a r  momentum 
a t  which t h e  f i s s i o n  p r o b a b i l i t y  eq u a l s  0 .5  i s  (33 ± 2) fi, a t  51 MeV 
e x c i t a t i o n  above th e  l i q u i d  drop (zero  a n g u l a r  momentum) ground s t a t e .
I f  i t  i s  assumed t h a t  t h e  f i s s i o n  p r o b a b i l i t y  i s  c o m p le te ly  
in dependen t  o f  e x c i t a t i o n  e n e rg y ,  the n  t h e  method d e f i n e d  by e q u a t io n  
(5.15)  can be a p p l i e d  t o  i n d i v i d u a l  e x c i t a t i o n  f u n c t i o n s .  The r e s u l t s  
taken  from t h e  19F + 181Ta and 30S i + 170Er e x c i t a t i o n  f u n c t i o n s  a re  
shown i n  F ig .  5 .17 .  The e r r o r s  a r e  l i k e l y  t o  be l a r g e r ,  due t o  t h e  
i n c o r r e c t  i n i t i a l  assum pt ion ,  b u t  comparing t h e s e  v a l u e s  w i th  t h o s e  
e x t r a c t e d  u s in g  bo th  e x c i t a t i o n  f u n c t i o n s  s im u l t a n e o u s l y ,  t h e  a g r e e ­
ment i s  r em arkab ly  good. The va lu e  o f  L f o r  which P^ . = 0 .5  i s  32 ft, 
compared to  t h e  p r e v io u s  r e s u l t  o f  33 fi. The h i g h e s t  p r o b a b i l i t y  
however i s  1 .0 8 ,  showing t h a t  t h e  e r r o r s  a r e  l a r g e r  f o r  t h i s  method.
I t  should  be expec ted  t h a t  t h e  p r o b a b i l i t i e s  c a l c u l a t e d  a r e  too  l a r g e ,  
s i n c e  th e  h i g h e r  a n g u la r  momentum measurement i s  n e c e s s a r i l y  a t  a
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higher excitation energy. Thus the
Fig. 5.17: Fission
probability vs. angular
momentum extracted from
the experimental data
assuming no variation of
P-(L) with H . f x
and the factorising out of P^ .(L) in equation (5.12) is not strictly 
possible. Nevertheless, to give the approximate variation of P^L) 
with L, this method can be used.
The assumption that P^ is independent of E^ can be investigated 
using the approximate formula [Van73] for the ratio of fission to 
neutron emission widths:
Y~ “ f exP
B - n f (5.16)
where is the neutron binding energy, E^ the fission barrier, and 
T is the nuclear temperature given by
- 1 to 2 MeV (5.17)
when E^ is the local excitation energy (defined in section 2.4). The 
experimental term will have the minimum variation with T when E^ = B . 
For 200Pb, and its neutron evaporation residues, this is approximately 
true (±2 MeV) for angular momenta between 20 h and 40 ft. Equation
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Fig. 5.18: Calculation of
[Ilag77] showing the
variation of P^ . with L and
E in 19 6Pb. x
(5.16) docs not fully describe the variation of fission probability 
with excitation energy, since the availability of more multi-chance 
fission steps is ignored.
This question is considered further in section 5.4.3, where full
statistical model calculations are compared with the data. The
fission probability in 196Pb calculated by Hagelund and Jensen [Hag77]
as a function of L and E is however shown here in Fig. 5.18. Atx
excitation energies above 30 MeV, the variation of fission probability 
with E is rather small, particularly for L ~ 40. Thus the excitationX
energy independence of P^(L) has been shown qualitatively to be a good 
approximation.
5.4 STATISTICAL MODEL ANALYSIS
5.4.1 Computer Codes Used
Analysis of all experimental data was performed using two 
computer codes, ORNL ALICE [Pla77], and MBIT [Bec77b]. The former was
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derived from the statistical model code ALICE, which considers only 
s-wave particle emission. Modification [Pla77] allowed particle 
emission to reduce the compound nuclear angular momentum by a (user 
defined) fixed amount, depending on the particle emitted. The code 
MBII considers the angular momentum carried by emitted particles 
explicitly, thus is likely to give more reliable predictions. Due to 
its greater rigour, it takes more computer time to do a complete 
calculation (> 10 times longer), thus for initial parameter searches, 
ORNL ALICE (henceforth referred to as ALICE) was used.
The operational procedure which the codes follow in calculating 
compound nuclear decay is rather different, and is determined by their 
treatment of angular momentum. Both start with the initial population 
distribution, either user provided or calculated by the parabolic 
barrier model subroutine PARAP. The population is binned .into units 
1 MeV by 1 fi. Because of the simple angular momentum treatment, ALICE 
can take an initial compound nucleus angular momentum bin and follow 
the de-excitation by particle emission until the neutron binding 
energy is reached, or fission occurs, at which points the calculation 
stops. This is repeated until all populated angular momenta have been 
considered. However, in MBII, after the emission of only one particle, 
the compound nucleus population from one energy and angular momentum 
bin is spread over many bins (> 100) with appreciable population, 
because a wide range of angular momenta have appreciable probability 
of being populated. Thus it is not practicable to follow particle 
emission from each initial angular momentum bin all the way to the 
neutron binding energy. Rather, the first stage of decay from the 
compound system is calculated for all angular momenta and emitted 
particle types, giving the population distributions in the residues 
following the evaporation of one particle. Then the decay 
probabilities of each residual nucleus are calculated, and a second 
set of population distributions is evaluated. This procedure is shown 
schematically in Fig. 5.19, for several stages of the calculation 
(from [Kar80]).
The n-th chance probabilities (widths) for particle emission and 
fission are calculated according to the statistical model formulae 
given in section 2.4. These are repeated here, all symbols having the
157
N -3N -4
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Fig. 5.19: Schematic illustration of the steps which the code MBI1
takes in calculating the decay pattern from a compound nucleus 
(from [Kar80]).
same meaning:
r£ cc (2L + l)
E -E (L) x sp
p j E  - E (L) - k] dk f L x sp (5.18)
00 L+£
(2S + 1) 2 2 (2.) + 1)
V £=0 J=|L-£| 0
E -E . (J)-B x m m  v
x p [E - E . (J) - B - e] T (e) de . f v L x m m  ^ J v J v v J (5.19)
The factor 2ttp(E^) has been omitted since ratios T£/r^ are always 
calculated. The level densities p£ and p^ are given by
p(ET) E“ exp (2 /aE,r) , 
where E£ is the excitation energy decremented by the appropriate
(5.20)
rotational energies E ^ n (J) and E (L), and a is the level density
parameter. The value of E (L) is calculated using the subroutinesp
FISROT in both codes. This is based on the rotating liquid drop model,
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using the Lyeskil parameters listed in section 2.3.2. The fission 
barrier E^L) is calculated from the difference between the rotating 
liquid drop saddle point and equilibrium deformation masses. The 
rotational energy of the saddle point deformation E (L) is then 
defined relative to the rotational energy of the equilibrium 
deformation E^.^(L) by the following equation
V L) = +EdL) -Bf • f5-21)
The factor scales the liquid drop barrier height. There is no a 
priori reason why the barrier should be scaled by a factor independent 
of L, however that is the convention.
£The transmission coefficients T (e) of emitted particles are 
calculated from an optical model subroutine. Different optical model 
parameters are used in the two codes. While this has only a small
effect on the calculated neutron inverse reaction cross-sections (and
0
thus T^), the two codes differ substantially in the predicted a- 
particle and proton inverse reaction cross-sections. Since the MBII 
parameters gave a better fit to the measured a-particle cross-sections 
(see section 5.4.2), they were also used in ALICE for all particle 
types. The use of the same optical model parameters in both codes 
makes comparisons between results from the two more meaningful.
The initial compound nucleus excitation energy E is defined by 
the reaction Q-value. This can be calculated by the codes, using 
liquid drop masses, or can be given by the user. Using liquid drop 
masses for the projectile and target is obviously wrong, since they 
are in their ground states before the collision. The compound nucleus 
is however formed at high excitation energy and angular momentum, 
where shell and pairing effects should be negligible. Thus the use of 
the liquid drop mass in calculating the reaction Q-value and thus E 
should be appropriate. Through similar reasoning, particle binding 
energies were provided by the liquid drop model subroutine, rather 
than by supplying experimental (ground state) values. This is 
discussed with reference to the measured xn excitation functions in 
the next section.
The level densities at the saddle point (p^ ) and at the 
equilibrium deformation in the residual nucleus after particle
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emission (p^ ) are taken to be of the form given by equation (5.20).
The level density parameter for particle emission a^ is taken to be 
constant for all particle types. The value of a^=A/10 (where A is 
the C.N. mass number) was chosen, in common with [Bec77] and [Bec77a]. 
The use of a different value (A/8 or A/12) had little effect on all 
but a-particle cross-sections (see section 5.4.5 for a fuller 
discussion). Since the calculated cross-sections for the 19F + 181Ta 
reaction agreed reasonably well with experiment, the value A/10 was 
retained. The parameter a^/a^ however has as much influence on the 
calculation of fission-evaporation competition as the fission barrier 
scaling factor B^ . Both a^/a^ and B^ were varied independently in 
fitting fission probabilities. The results are shown in section 5.4.3. 
With ar7a fixed, decreasing B,. increased the fission probability, 
whilst at a fixed value of B^, increasing a^ ./a^  had the same effect.
Angular momentum removal by particle evaporation from the 
compound nucleus is treated approximately in the code ALICE. The 
compound nucleus angular momentum is reduced by and for
neutron, proton and a-particle emission. The recommended values of 
=& =1 h, and =4 ft were used. These gave reasonable agreement 
with the results of the code MBIT.
5.4.2 Fitting Evaporation Channels
Using the adopted values of af/an and B^ which fitted the 
experimental fission probabilities (see section 5.4.3), the 
calculations of ALICE and MBII were compared with the measured xn and 
a-particle evaporation excitation functions from 200Pb.
Initially, the "liquid drop" option in ALICE (which uses liquid 
drop masses for all particles participating in the reaction) was used 
to calculate the reaction Q-value. This gave Q = -25.0 MeV. The 
calculated 6n excitation function for 19F + 181Ta, as shown by the bold 
line in Fig. 5.20, peaked ~ 5 MeV below that determined experimentally. 
The use of ground state masses for the target, projectile and the 
compound nucleus gave Q = -23.7 MeV, making the disagreement worse. 
Because the compound nucleus is formed at high bombarding energy and 
angular momentum, shell and pairing effects will be negligible (see
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(mb)
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MB H
Fig. 5.20: Excitation functions for xn evaporation from the compound
nucleus 200Pb formed by the fusion of 19F with 181Ta and 30Si with 
170Er. The curve labelled L.D. Q-value is the ALICE calculation 
using the liquid drop masses of all participants to calculate the 
Q-value. For greater clarity, compare with Fig. 4.23.
section 2.3.3), so the liquid drop mass should be used in calculating 
the Q-value. Using experimentally determined ground state masses for 
projectile and target, a Q-value of -30.7 MeV resulted. The MBII and 
ALICE predictions for this case are indicated on Fig. 2.20 by the dot- 
dashed and solid lines respectively. Liquid drop neutron binding 
energies were used in all cases. The fit to the data is good. The 
experimental data from the two reactions can be plotted as a function 
of excitation energy, since this is now known. Taking the ratio of 
individual xn channels to the total measured xn cross-sections allows
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Fig. 5.21: The xn
excitation functions 
for 200Pb compared 
with the MBII 
calculation. The 
dashed lines guide 
the eye. The poor 
fit at low cross- 
sections is probably 
due to target thick­
ness effects.
the results from the two reactions to be compared as illustrated in 
Fig. 5.21. Within error, both sets of experimental xn excitation 
functions are identical, individual channels peaking at the same 
excitation energy, and having the same shape. The MBII predictions 
for 30Si + 170Er are shown by the solid lines. The wider peaks of the 
experimental excitation functions are probably due to the energy 
averaging caused by the ~ 1 mg cnE2 targets. Despite this, the agree­
ment between the two sets of experimental results and the calculated 
excitation function suggests that the correct Q-value has been used, 
and that the codes calculate neutron emission with sufficient accuracy. 
The xn excitation functions calculated for the 19F + 181Ta reaction are 
almost identical to those shown in Fig. 5.21 for 30Si + 170Er. They 
only differ at the lowest excitation energies. The similarity is 
presumably due to the xn products being defined by fission competition, 
rather than entrance channel limitations at all but the lowest 
energies.
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Fig. 5.22: Comparison of
experimental and 
calculated a-particle 
evaporation cross- 
sections from the 
reaction of 19F with 
181Ta, as a function 
of bombarding energy. 
The difference 
between calculated 
curves marked a and 
a E.R. is due to 
fission competition.
Of the charged particles emitted from the 2 0 0Pb system, only a - 
particles were measured. As was discussed in section 4.3.2, only the 
experimental results at the higher energies should be compared with 
statistical model calculations. The a-particle evaporation cross- 
sections calculated by ALICE and MBII are compared with the data in 
Fig. 5.22. Both predictions are made using the optical model 
parameters of MBII. At high energies, the MBII parameter set gives a 
good representation of the experimental cross-sections.
As a fraction of the fusion cross-section, a-particle emission 
does not reach 10% (see section 5.1.3). However, the statistical 
model codes show that those nuclei emitting a-particles have a greater 
chance of surviving fission than those which emit only neutrons. Fig. 
5.22 shows the cross-sections for alpha-particle evaporation residues 
from the reaction 19F + 181Ta, calculated by ALICE. These should be 
compared with the calculated singles a-particle cross-sections. From 
this it can be seen that even at 120 MeV bombarding energy, only 20% 
of those nuclei which emit an a-particle undergo fission. This is due 
to the larger fission barrier of the residual nucleus, and the 
reduction of excitation energy and angular momentum following a- 
particle emission. This should be compared with the total fission
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probability of 0.66. Thus at this bombarding energy, ~ 15% of those 
nuclei surviving fission do so because an a-particle was emitted. An 
error in the calculated cx-particle cross-section could thus influence 
the predicted E.R. cross-sections to a greater extent than would be 
the case if the fission probability was low.
Extending this argument to the lighter isotopes of lead, where 
the measured fission probability of 192Pb is greater than 95% at the 
highest bombarding energy, a correct calculation of a-particle 
emission widths is obviously vital. This is discussed further in 
section 5.4.5. This argument can also be applied to proton emission, 
though to a lesser extent, since proton emission does not remove so 
much energy from the compound nucleus.
5.4.3 Fission Probability of 200Pb
The experimental fission probabilities for the compound nucleus
200Pb, as described in section 5.3.1, were fitted using the code ALICE,
allowing the parameters a^/a and to vary. The level density
parameter a^ was fixed at the value A/10. The angular momenta removed
by particles emitted from the compound system were fixed at
Ü =£ =1 fi, £ =4 ti, which are the recommended values. Chi-squared n p a
fits were made to both sets of experimental data (19F + 181Ta and 
30S i + 170Er) simultaneously. The input populations used were those 
calculated by the parabolic barrier model, using the parameter sets 
which best fitted the experimental fusion data. A contour plot of 
chi-squared per point (xVn) is shown in Fig. 5.23 as a function of 
a^/a^ and B^ . There is obviously no unique parameter set (a^/a^, B^ ) 
which describes the experimental data best. Rather, a long narrow 
valley in the X2/n surface exists. The height of the floor of the 
valley is also shown in Fig. 5.23, as a function of B^ . For each B^ 
value, the value of a^ ./a^  was minimised. The variation of X2/n for 
the best fitting parameter sets is small over a range of values of B^ . 
Together with the minimum absolute value of x2/n = 2.5, this suggests 
that predicted curves of P^ against E^ for different parameter sets 
are closer in shape to each other than to the data. Inspection of the 
ALICE calculation for (1.00, 0.79) in Fig. 5.24 shows that the major
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Fig .  5.23:  R e s u l t s  o f  ALICE c a l c u l a t i o n s  a p p l i e d  t o  th e  expe r im en ta l
f i s s i o n  p r o b a b i l i t y  d a t a ,  as  a f u n c t i o n  o f  bo th  a ^ / a ^  and B^.
d e v i a t i o n  from t h e  e x p e r im e n ta l  p o i n t s  occurs  a t  t h e  lowest  
p r o b a b i l i t i e s  and e x c i t a t i o n  e n e r g i e s .  By o m i t t i n g  t h e  t h r e e  lowest  
p o i n t s  f o r  each r e a c t i o n  in  t h e  yv2 f i t s ,  va lu e s  o f  X2^ n = 1 were found, 
however t h e  shape o f  t h e  v a l l e y  in  th e  x ?/ n c on tou r  p l o t  was i d e n t i c a l  
( s ee  F ig .  5 . 2 3 ) ,  i n d i c a t i n g  t h a t  th e  d i f f e r e n t  p a ra m e te r  s e t s  d id  not  
f i t  t h e  low p r o b a b i l i t y  p o i n t s  a t  a l l .  Th is  can be conf irmed by 
p l o t t i n g  t h e  p r e d i c t e d  p r o b a b i l i t i e s  f o r  p a r a m e te r  s e t s  (0 .9 4 ,  0.75) 
and (1 .00 ,  0.79) which a r e  shown in  F ig .  5 .25 .  The d i f f e r e n c e  between 
t h e  two s e t s  i s  minimal .  The v a l u e  o f  X2/ n ° f  u n i t y  o b t a i n e d  when t h e  
low es t  p o i n t s  were o m i t t e d  shows t h a t ,  a p a r t  from t h e s e  p o i n t s ,  the  
s t a t i s t i c a l  model c a l c u l a t i o n s  g ive  a good r e p r e s e n t a t i o n  o f  t h e  
ex p e r im e n ta l  d a t a .
As has been n o te d  p r e v i o u s l y ,  t h e r e  a r e  s e v e r a l  r e a s o n s  why th e  
low bombarding ene rgy  d a t a ,  t a k en  a t  e n e r g i e s  < V , shou ld  n o t  be 
r e l i a b l e .  The ma jor  one i s  t h e  u n c e r t a i n t y  in  t h e  shape o f  th e  
compound n u c l e u s  a n g u l a r  momentum d i s t r i b u t i o n  f o r  bombarding e n e r g i e s  
c l o s e  t h e  Coulomb b a r r i e r .  That  t h i s  i s  s u f f i c i e n t  to  cause  a major  
change in  t h e  p r e d i c t e d  p r o b a b i l i t y  can be dem ons t r a ted  by c a l c u l a t i n g  
f o r  a t r i a n g u l a r  p o p u l a t i o n  d i s t r i b u t i o n  ( th e  sha rp  c u t o f f  
a p p ro x im a t io n ) .  At E ^ = 4 6 . 5  MeV, t h e  19F + 181Ta r e a c t i o n ,  t h e  
c a l c u l a t e d  p r o b a b i l i t y  was reduced  to  ~  67% o f  i t s  p r e v io u s  v a lu e .
X  per point X  per point vs. Bf
for the best fitting value of af/a
10 10
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Fig. 5.24: Comparison of calculated with experimental results, as
a function of E . The best-fitting ALICE and MBII calculations
are shown, for a,./a =1.00.* t v
Conversely, a more diffuse distribution would increase the fission 
probability rather more dramatically, since rises rapidly above 
L = 20. Thus a relatively minor change in the calculated shape of the 
input population could improve the fit to the low energy data. The 
assumption made that fission fragment angular distributions follow a 
1/sinO distribution at the lowest bombarding energies (and thus 
angular momenta) is likely to be wrong. However, deviation from the 
1/sin0 behaviour was not seen within experimental error for the 
reaction of 96 MeV 19F + 181Ta, and even a considerable deviation at 
forward angles would be unlikely to reduce the total cross-section by
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Fig.  5 .25 :  Comparison o f  t h e  c a l c u l a t e d  v a r i a t i o n  o f  P vs .  E u s in g
x X
ALICE, f o r  two d i f f e r e n t  s t a t i s t i c a l  model p a ra m e te r  s e t s .  The 
d i f f e r e n c e  between t h e  two s e t s  o f  r e s u l t s  i s  minimal.
more t h a n  10%.
I t  may be concluded  t h a t  t h e  ex p e r im e n ta l  low energy  c r o s s -  
s e c t i o n s  a r e  c o r r e c t ,  w i t h i n  ~  ±10%, and t h e  assumptions  made i n  
c a l c u l a t i n g  t h e  f i s s i o n  p r o b a b i l i t i e s  a r e  t h e  most l i k e l y  cause  o f  t h e  
d i s c r e p a n c y .
Having observed  t h a t  e x c lu d in g  t h e  p o o r ly  f i t t i n g  low v a l u e s  o f  
does no t  a f f e c t  t h e  minimum o f  t h e  y 2 f i t s  ( see  F ig .  5 . 2 3 ) ,  i t  can 
be concluded  t h a t  t h e  p a r a m e te r  s e t  which b e s t  f i t s  t h e  d a t a  i s  
a ^ /a ^  = 0 .95 ,  B^ = 0 .75 .  T h e o r e t i c a l  e x p e c t a t i o n s  a re  t h a t  a ^ / a ^ ^ l . O O .  
S ince  t h e  q u a l i t y  o f  f i t  changes l i t t l e  over  a c o n s i d e r a b l e  range  o f  
p a r a m e te r  s e t s ,  t h e  s e t  a ^ / a  = 1 . 0 0 ,  B^ = 0.79 was adop ted ,  as a 
compromise between e x p e r im e n ta l  and t h e o r e t i c a l  ev id en ce .  This  
am bigu i ty  w i l l  be d i s c u s s e d  f u r t h e r  i n  th e  n e x t  s e c t i o n .  Using t h e s e
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Fig. 5.26: Comparison of experimental fission and E.R. excitation
functions, for the reactions forming 200Pb, with statistical model 
code calculations. The agreement is extremely satisfying.
parameters, the ALICE calculations were compared with the raw data on 
200Pb. As illustrated in Fig. 5.26, the quality of fit is excellent, 
as would be expected from the analysis. Using the code MBII, with 
identical parameters, the predicted fission cross-sections were too 
high. However, with increased to 0.83, the two codes agreed almost 
identically. The two calculations are compared in Fig. 5.24, and show 
very little variation. The need for a higher value of B^ is likely to 
be associated with the approximate treatment given to angular momentum 
removal by ALICE, thus the more reliable value of B^. is 0.83. The two 
codes can also be investigated in their predictions of P^(L) vs. L, in 
comparison with the experimental data. By taking the calculated 
values of P^ shown in Fig. 5.24, and treating them as experimental 
data, a direct comparison with the data can be made. Using this
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Pig. 5.27: Calculation
of Pf(L) and P (L) by 
ALICE (corresponding 
to smoothed and 
unsmoothed curves 
respectively) 
compared with 
experimental data.
The agreement is very 
good. The difference 
between P^(L) and 
P^(L) is not great.
method, the variation of E with L, and the value of the centroid L ofx
the difference population were identical for the experimental data and 
the calculation. It is also possible to calculate P^(L) for 
individual L values, again as a function of E , to show the difference 
between the smoothed results and the true P^(L) . These calculations 
are shown in Figs. 5.27 and 5.28, in comparison with the experimental 
data, for ALICE and MBII respectively. In both cases, the agreement 
of the smoothed curves with the data points is remarkably good, and 
the difference between the calculated smoothed curves (giving P^(L)), 
and the exact Calculation of P^(L) is not great. It is also useful to 
compare the experimental values of P^(L) for varying E with 
calculated values of P^(L) (unsmoothed) for fixed E^ _. This is done in 
Fig. 5.29, for excitation energies of 73.4 MeV and 53.8 MeV, as 
calculated by MBII. At low values of P^(L), the predictions vary 
substantially, however for P^(L) >0.5, the dependence of P^(L) on E^ 
is not strong. Thus it can be concluded that the experimentally 
determined compound nuclear angular momentum at which P^(L) =0.5 is
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Fig. 5.28: As for Fig.
•5.27, however the 
calculation is done 
by the code MBII. 
For the parameter 
set used, the first 
chance fission 
probability is also 
shown.
well defined, and over a wide range of excitation energies (F, =90 MeV
to 30 MeV) lies between 30 fi and 35 ti.
In Fig. 5.29, the rotating liquid drop model fission barrier used 
in calculating the MBII results is shown. The factor 0.83 is included. 
The barrier reaches zero at L = 75, whilst P^L) reaches 0.5 at L=33.
At this angular momentum, the fission barrier height is 7.8 MeV. This 
shows that the commonly quoted = 0 limit to evaporation residue 
survival is rather liberal, at least for heavy nuclei. Though the 
experimental results are not sensitive to the barrier height at L = 0, 
if the functional form of the RLDM barrier is assumed, the L = 0 
barrier can be extrapolated (for the hot nucleus). A height of 10.3 
MeV is found.
For the adopted parameter set (1.00, 0.83), the first chance 
fission probability can be found as a function of L, using MBII. This 
is shown in Fig. 5.28. It is evident that multi-chance fission must 
be important to raise the probability to that found for the full
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Fig. 5.29: Comparison of experimental values of P^(L) with MBII
calculations of P r(L) for fixed E . Also shown is the fission f x
barrier which results from scaling the RLDM barrier by 0.83 (the 
value of adopted for the calculations).
calculation. This is discussed in the next section.
5.4.4 Multi-Chance Fission
Fission from each stage in the neutron evaporation cascade is 
calculated and presented directly by MBII, so this code was used 
exclusively for multi-chance fission calculations. The fission cross- 
sections from each mass number (A) in the neutron decay chain are 
shown in Fig. 5.30, for three parameter sets, (1.06, 0.94), (1.00,
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Fig. 5.30: Fission cross-section from each of the nuclei formed in
the decay of 200Pb to 194Pb by neutron emission. The mean number 
of pre-fission neutrons V is shown for three parameter sets which 
fit the experimental data of vs. E .
0.83) and (0.91, 0.75). The first parameter set favours first chance 
fission, the adopted set gives similar cross-sections at all stages in 
decay, whilst for the third parameter set last chance fission is 
dominant. The distributions of fission with mass number can be 
characterised by the mean number of pre-fission neutrons, shown on 
Fig. 5.30 by v. The experimental data on P as a function of 
excitation energy would suggest that the parameter set (1.06, 0.94), 
which favours first chance fission, is not a good description of the 
experimental situation, and that a value of 4 > v > 3  should be found. 
However, this conclusion rests on the assumption that the code MBII 
describes correctly the particle evaporation and fission processes. 
From the conclusions of sections 2.3 and 2.4, it is apparent that, due 
to the influence of shell effects, both the ratio a^/a^ and may
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vary with excitation energy, thus in fitting the total fission 
probability with fixed values, the calculated variation of fission 
cross-sections with mass number does not necessarily reflect the 
experimental situation. Nevertheless, it is evident that multi-chance 
fission is extremely important in this nucleus, and a calculation 
allowing only first chance fission would not give a correct result.
To determine experimentally the contribution from a particular 
mass number in the de-excitation chain is difficult, and only one 
aspect of the distribution of chances can generally be extracted from 
an experiment. Using the blocking technique, Andersen et at. [And80] 
measured the contribution of fission with lifetimes > 10”16 seconds 
(100 as) , corresponding approximately to last chance fission. For the 
reaction of 160 with natural W, giving Pb compound nuclei with A =198, 
199, 200 and 202, a maximum long lifetime component of - 24% was found. 
One may take last chance fission to be represented exactly by life­
times greater than 10"1D seconds. This assumption is reasonably good, 
as can be seen from Fig. 5.31, where the origin of fission in the 
reaction of 97 MeV 160 with 182W is shown. The parameter set giving 
- 24% last chance fission in the present analysis is approximately 
(1.00, 0.83). Even within the limits of the approximation, the 
parameter sets (0.91, 0.75) and (1.06, 0.94) clearly would not give 
agreement.
A second way to determine the contribution of multi-chance
fission is to measure the mean number of pre-fission neutrons, v. If
this could be done to within ±0.5, the value of a^/a^ (within the
parameterisation used) could be determined to ±0.03, and thus the
distribution of fission over A could be roughly defined (bearing in
mind the fact that a^/a^ and are not necessarily constants as a
function of E and L). x
A third experimental method can be used to define the first, or 
first plus second chances of fission. Forming the compound nucleus 
with mass number A and limiting angular momentum B  ^ at excitation 
energy E , the fission probability can be measured. Then, the nucleus 
with mass A-l or A-2 can be formed, at an excitation energy equivalent 
to nucleus A after emitting two neutrons [E - AE]. If the fission 
probability can be defined from L = 0 to [B - AL] (where AL is the
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Fig. 5.31: Calculated contour
plot showing the origin of 
fission from the nucleus 
198Pb formed by the fusion 
of 97 MeV 1G0 with 182W. 
Lifetimes are also shown. 
Last chance fission 
corresponds approximately 
to t > 1CT16 seconds 
(adapted from [AndSO]).
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Fig. 5.32: Schematic
diagram showing the 
population 
distributions in a 
nucleus A (above) and 
A-2 (below) which would 
allow the sum of first- 
and second-chance 
fission to be 
determined.
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mean angular momentum removed by neutron emission) then the difference 
in measured probabilities must be due to the first chance(s) of 
fission. This is illustrated schematically in Fig. 5.32. An 
appropriate choice of target and projectile must however be made, such 
that the above conditions be met. In this scries of measurements, the 
angular momentum criterion could not be met for the compound nuclei 
200Pb and 198Pb.
An experiment has been planned to measure the mean number of pre­
fission neutrons (v) by measuring angular correlations of neutrons in 
coincidence with fission fragments. The results are not yet available
5.4.5 Analysis of Fission of 192 200Pb
The simplest version of the liquid drop model predicts that for 
nuclides with fixed Z, a reduction in A will cause the fission 
probability to increase, due to the greater fissility x, given 
approximately by x = Z 2./50 A. Thus the fission probability in Pb 
nuclei should increase from the system with A = 200 to that with A = 192 
This was observed. Because of this increase in P^, over most of the 
bombarding energy range P^>0.5, and is defined by the evaporation 
residue cross-section. Thus in comparing the data with calculations, 
the evaporation residue cross-sections will be shown, rather than 
values of P^. General parameter searches were made using ALICE, 
specific calculations were made using MBII.
Initially, almost all parameters were kept identical to the 
adopted set which fitted the more complete 200Pb data. Only the 
parameters used in the parabolic barrier model analysis of the fusion 
excitation functions were changed slightly. These are detailed in 
section 5.2.2. The results of the ALICE calculations are shown in 
Fig. 5.33, compared with the experimental evaporation residue cross- 
sections from the 200Pb, 198Pb, 195Pb and 192Pb compound nuclei. The 
calculations do not correctly predict the variation of P^ . with mass 
number. The parameter set (1.00, 0.79) fits the 200Pb data, but 
underestimates P^ for 192Pb. This can be rectified by many means, 
however the most obvious is to change the liquid drop fission barrier 
scaling factor B^. Fig. 5.34 shows that with varying from 0.79 to
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Fig. 5.33: Experimental E.R. excitation functions for Pb compound
nuclei 200, 19S, 195 and 192 are compared with the calculations of 
ALICE, using the parameter set which best fitted the 200Pb data.
A systematic deviation occurs.
0.76 over the range of masses, an adequate fit can be obtained. Using 
the same procedure with MBII, values of ranging from 0.83 to 0.80 
produced almost identical results, as might be expected from the codes’ 
agreement in the fitting of the 200Pb data.
From this result, it could be concluded that the fission barrier 
decreases more rapidly than would be expected on the basis of the 
liquid drop model, as one moves further from the doubly closed shell 
at Z=82, N = 126. This conclusion is premature, because the fission 
probability is determined by many other factors than a^/a^ and B^ .
They include the inverse reaction cross-sections calculated for 
particle emission, the possibility of incomplete fusion reactions, the
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Fig. 5.54: Comparison of experimental E.R. excitation functions with
those calculated for ajC/av = 1*00 and B^ adjusted to fit the data. 
The codes ALICE and MBII agree closely when B,. for MBII is 0.04 is 
greater than that for ALICE. The data can be fitted well.
absolute value of the level density parameter a , shell effects and 
particle binding energies. These will be considered in turn, after 
the possibility of experimental error is discussed.
The evaporation residue angular distributions resulting from the 
28Si induced reactions (leading to compound nuclei 198Pb, 195Pb and
1 q 2Pb) were measured using the same equipment, during the same 
experimental period. Different targets were bombarded sequentially at 
the same beam energy, and the absolute calibration by Rutherford 
scattering agreed to ±4%. It is consequently difficult to envisage a 
systematic error of sufficient magnitude to cause the deviation from 
the liquid drop description. Together with the smooth deviation from 
the calculated behaviour, this suggested that experimental error was
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not the reason for the discrepancy.
The inverse reaction cross-sections used were those calculated by 
the optical model subroutine of the codes. The parameter set from 
MBII was used, which gave good fits to the experimental xn and a- 
particle evaporation cross-sections measured for 200Pb. It would not 
be expected that the parameters used should change appreciably from 
A =200 to A =192. As was noted in section 5.4.2, for 200Pb at the 
higher bombarding energies, a-particle emission contributed 25% of the 
evaporation residue cross-section, since it shields the nucleus from 
fission. With increasing fissility, the relative importance of 
charged particle (and particularly a-particle) emission in determining 
the evaporation residue cross-section increases. The ALICE 
calculations show that for 192Pb formed at 28Si bombarding energies 
greater than 160 MeV, averaging over all angular momenta, less than 2% 
of evaporation residues survive if they emit only neutrons. Emitting 
a proton, the ratio is 20% whilst for an a-particle it is 35%. Thus 
the experimental and calculated values of P^ are increasingly 
sensitive to charged particle emission, as the fissility increases.
If the evaporated proton cross-section were calculated to be larger 
than the true value, this would lead to a higher predicted evaporation 
residue cross-section, particularly for the lighter isotopes. Since 
the proton cross-section was not measured, due to experimental 
difficulties, the veracity of this explanation for the anomaly cannot 
be directly checked. To reduce the calculated evaporation residue 
cross-section for 192Pb to that measured, solely by reducing the 
calculated proton cross-section, a reduction to 65% of the original 
value would have to be made. This is not unreasonable. It can be 
concluded that the varying value of B^ , needed to fit the experimental 
data could be fully explained by the calculated proton inverse 
reaction cross-sections being too high.
The calculation of particle emission is made assuming the 
emitting nuclei are spherical. Blann, and Blann and Komoto [Bla79], 
[BlaBl] have shown that the large nuclear deformation which sets in at 
angular momentum y (see section 2.3.2) should cause amplification of 
the probabilities for the emission of a-particles and heavier clusters. 
The RLDM predicts that for nuclei with x>0.70, y is only a little
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lower than y . The shell model calculations of Faber et al. [Fab79] 
however indicate that the angular momentum at which the highly 
deformed prolate deformation becomes lowest in energy is much less 
than the RLDM prediction for light Pb isotopes. If this is the case, 
it may be necessary to make a thorough study of a-particle emission 
from these nuclei.
Incomplete fusion reactions are not considered in the statistical 
model analysis. Their effect is to increase the experimental 
evaporation residue cross-sections, since charge and energy is removed 
from the contact state before the compound nucleus is formed. The 
incomplete fusion predicted by the model of Wilczynski can be divided 
into two types, that occurring at high angular momenta only, and that 
occurring at all angular momenta. The former would only be present at 
bombarding energies above 165 MeV (see section 5.2.4), corresponding 
to limiting angular momenta greater than 65 h. Statistical model 
calculations show that even after the emission of an alpha particle, 
the fission probability at these angular momenta is essentially unity, 
particularly for the 192Pb case. This fact, together with the 
disagreement of experiment and theory at all angular momenta, suggests 
that this class of incomplete fusion does not affect the evaporation 
residue cross-sections. The second class, representing a constant 
fraction of the fusion cross-section, could cause the experimental 
evaporation residue cross-section to increase. If incomplete fusion 
were incorporated into the statistical model analysis, the variation 
in the value of needed to fit the data from 200Pb to 192Pb would be 
increased. However, due to the uncertainty in both the model and data 
regarding the cross-sections for such incomplete fusion, no 
quantitative calculations performed.
The absolute value of a^ was taken as A/10. Variation of this 
value affects the cross-section for evaporated a-particles 
substantially. In the bombardment by 120 MeV 19F of 181Ta, giving the 
compound nucleus 200Pb, variation of a^ from A/8 to A/12 caused the a- 
particle cross-section to increase from 35 mb to 98.mb. However, the 
experimental value for the evaporation cross-section shows that a 
value of a^ of A/10 is appropriate in conjunction with the particular 
parameters used in the optical model codes, and values of A/S or A/12
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should not be used. This does not however imply that the value A/10 
is necessarily closest to the true situation.
The reason for the effect of a^ on a-particle emission can be 
qualitatively shown as follows. To a first approximation, we can 
write
r exp(2 / a U ) a *  ^ a cr---- CC ----------------------
Y ____
n exp(2 / a U ) 1 n n
(5.22)
r
p—  a exp (2(/a U ~ya U )) , (5.23)f r ^ k a a n n v Jn
where U is the local excitation energy in the residual nucleus. But 
a^ = (A - 4)/x, whilst a = (A - l)/x where x is a variable commonly 
having values between 8 and 12. Hence
ra
Tn
CC
oc exp (i-i/fl)7u< - o- J ’
(5.24)
(5.25)
since A - 200,
In this case, U ~  U +10 MeV, because of the Coulomb barrier against 
charged particle emission. Thus a-particle emission is less inhibited 
the larger is the value of x. The effect of variation of x on 
neutron/fission competition can also be seen. An analogous expression 
to equation (5.26) can be derived, with U replaced by U^. However, 
-U^ is given approximately by the difference between the fission 
barrier and neutron binding energies, which are similar in this case 
(~ 10 MeV each), so r^/T is not strongly influenced by the value of x. 
A value of a^ of A/8 would fit the 192Pb evaporation residue 
excitation function, and those for 195Pb and 198Pb. However, as was 
noted previously, the measured a-particle cross-section from 200Pb 
would be underestimated by almost a factor of two. Thus such a change 
of the adopted statistical model parameters is inadmissible.
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The effect of shell corrections must be considered both at the 
equilibrium deformation and at the saddle point, as a function of both 
excitation energy and angular momentum. To do this rigorously is 
beyond even the capabilities of large computers. However, fission 
barriers have been calculated by Faber, Ploszajczak and Faesslcr 
[Fab79] for several light Pb nuclei within the 3,r shape 
parameterisation described in section 2.4. These results will be 
discussed in section 5.5.
The neutron binding energies used in a statistical model 
calculation are normally not considered to contribute to the error on 
the fission barrier extracted. This is reasonable for nuclei where 
the fission barrier is much larger than neutron binding energies, or 
for nuclei near stability, where the liquid drop contribution to the 
binding energy is well known and the fission barriers vary much more 
than the neutron binding energies. The range of Pb nuclei studied are 
far from stability, and the neutron binding energies are approximately 
the same as the fission barriers. The increase in fission from 200Pb 
to ls2Pb is partly caused by the 1.7 MeV reduction in the L = 0 
barrier, and partly by the increase in the neutron binding energy of 
1.35 MeV. As has been noted, this change of ~ 3.0 MeV in (B^ - B^) is 
sufficient to suppress almost all neutron evaporation residues for 
192Pb. Thus it is clear that the proton and a-particle binding 
energies must be calculated correctly. Since the analysis was being 
made within the liquid drop picture, the binding energies (without 
pairing) as calculated by the codes’ liquid drop model subroutines 
were used.
Concluding this section, it is apparent that considerable 
uncertainty exists in the variation of fission barrier heights from 
200Pb to 192Pb. The absolute barrier heights are also uncertain, due 
to the lack of experimental sensitivity to the ratio a^/a^. This was 
fixed to be unity, a not unreasonable value for these reactions. It 
would not be expected to vary significantly from 200Pb to 192Pb, since 
the nuclear shapes and properties are similar. Thus fission barrier 
scaling factors of 0.83, 0.82, 0.81 and 0.80 were found for 200Pb,
198Pb, 195Pb and 192Pb respectively. Due to the increasing importance 
of charged particle emission for the lighter isotopes, and the lack of
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e x p e r i m e n t a l  r e s u l t s  f o r  p ro to n  e v a p o r a t io n  and incom ple te  f u s i o n ,  an 
e r r o r  o f  ±0.03 was a s s ig n e d  t o  f o r  192Pb, t a k i n g  t h e  200Pb r e s u l t  
as  f i x e d .  The a b s o l u t e  e r r o r  on a l l  v a l u e s  caused by th e  
u n c e r t a i n t y  in  a ^ / a ^  i s  e s t i m a t e d  t o  be +0.04 and -0 .1 5  from t h e  
s t a t i s t i c a l  model f i t s  to  t h e  200Pb f i s s i o n  p r o b a b i l i t y  d a t a .
5 . 5  DISCUSSION OF RESULTS FOR 1 9 2 _ 2 0 0 Pb
The s u r f a c e  asymmetry p a r a m e te r  k i n  t h e  l i q u i d  drop model 
d e s c r i b e s  t h e  dependence o f  t h e  s u r f a c e  energy on t h e  n e u t ro n  ex ce ss .  
Th is  a f f e c t s  t h e  v a l u e s  o f  x which a r e  c a l c u l a t e d  u s in g  t h e  fo rmula
(5.27)
D ef in ing  ( N - Z ) / A  as  I ,  then  t h i s  becomes
___ Z2/A
2a / c .  (1 - kI 2) s 3
(5.2S)
In t h e  o r i g i n a l  l i q u i d  drop model,  k was f i x e d  t o  be equal  to  t h e  
e q u i v a l e n t  c o n s t a n t  in  t h e  volume energy  te rm,  so was g iven  t h e  va lu e  
1.78 .  The c o r r e s p o n d in g  b e s t  v a lu e  o f  2 a ^ / c 3 was th e n  found t o  be 
50 .9 .  These  a r e  known as t h e  L ysek i l  v a l u e s ,  and were used  in  th e  
p r e s e n t  a n a l y s i s .
An a n a l y s i s  o f  t h e  measured o u t e r  b a r r i e r  h e i g h t s  o f  a c t i n i d e  
n u c l e i  was per formed  by P a u l i  and L ed e rg e rb e r  [P au71] . By a p p ly in g  
s h e l l  c o r r e c t i o n s ,  t h e y  were a b l e  t o  e x t r a c t  t h e  l i q u i d  drop 
c o n t r i b u t i o n  t o  th e  b a r r i e r .  They d e f in e d  a reduced  f i s s i l i t y  
p a r a m e te r  £ as
2as
C = A d  - K l 2) , (5 .29)
c 3
where x = Z 2/A£.  A b e s t  f i t  was o b t a in e d  when t h e  fo l l o w in g  p a ra m e te r s  
were used
C = 5 2 .8 (1  - 2 .84  I 2) . (5 .30)
This  o f  co u r s e  depends upon th e  acc u racy  o f  t h e  s h e l l  c o r r e c t i o n s  
a p p l i e d .  N e v e r t h e l e s s ,  o t h e r  a u t h o r s  [Bri73] have s uppo r ted  t h i s
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conclusion for actinide nuclei. Several theoretical models have been 
proposed, in which the value of k varies from 2.3 for the model of 
Möller and Nix [MÖ181] to a value of 4.0 for the earlier model of 
Krappe and Nix [Kra73]. For the 208Pb region, a study of experimental 
results by Schrader [Sch80] however showed that the value 1.78 best 
represented the data. Thus there is considerable uncertainty as to 
the true situation. This is partly caused by a lack of experimental 
data over a wide range of values of I.
For the purpose of producing nuclei with a wide range of I, heavy 
ion fusion reactions are extremely suitable, since they permit 
extremely neutron deficient isotopes to be formed. Thus compound 
nucleus fission may seem to be the ideal tool to investigate this 
subject. However, upon more detailed consideration, there are many 
uncertainties involved in the analysis of such data, as has been 
emphasised in previous sections. The major points will be considered, 
which apply particularly to this measurement.
(a) With increasing fissility for differing A, different aspects of 
nuclear decay properties affect the fission cross-sections 
measured, for example charged particle emission.
(b) Shell corrections are not explicitly considered in the 
statistical model analysis. Though expected to disappear at high 
excitation energies, the experimental evidence [And80] for the 
importance of multi-chance fission suggests that their effects on 
fission barriers, level densities and moments of inertia should 
be included in the analysis. Since shell corrections usually 
vary in a systematic way for nuclei with fixed Z and varying A, 
they may conceal the true isospin dependence unless correctly 
accounted for.
(c) It is not always clear that a statistical model analysis truly 
gives a unique (a^/a^, B^ ) parameter set which best fits the data. 
In this case, without a multi-chance fission measurement, no best 
value of could be found, though for a variety of reasons the 
value B^ = 0.83 was adopted.
(d) The nucleus is invariably produced at reasonably high excitation, 
yet the effects of temperature on the liquid drop model
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parameters are rarely considered. The variation with decreasing 
excitation energy must also be accounted for, if multi-chance 
fission is important.
(e) The fission barrier in heavy ion fission reactions is not 
determined at L = 0, but at higher values, depending on the 
fissility. The rotating liquid drop model is used to extrapolate 
to L = 0. This is probably valid for high excitation energies 
(see our results for P^(L) vs. L in 200Pb), however in a shell 
corrected calculation, shell effects as a function of both 
excitation energy and angular momentum should be considered.
From these conclusions, it is apparent that the rotating liquid 
drop/Fermi gas model used to analyse the experimental results reported 
here represents a gross oversimplification. Even within this model, 
as was noted in section 5.4, there is considerable uncertainty as to 
which parameters should be used. We have shown however that by 
extensive measurements, the statistical model parameters may be 
constrained in some respects, to give some chance of determining the 
trend in fission barriers with A, if not the liquid drop L = 0 cold 
fission barrier. Since it may be possible that shell effects have a 
significant effect, ideally a series of measurements of as a
function of A (for fixed Z) would be made in a mass region where shell 
effects were not large.
Our measurements range from the compound nucleus 200Pb to 192Pb. 
Due to multi-chance fission, the range of nuclei over which fission 
makes a contribution probably exceeds 10 mass units. As has been 
emphasised, the fission barrier scaling factors adopted from the 
statistical model analysis are at the moment somewhat arbitrary. The 
variation from 200Pb to 192Pb is also uncertain, in that the proton 
evaporation cross-section was not measured. Taking the likely error 
on the calculated proton cross-sections as ±50%, then the error on 
for 192Pb takes the value 0.03, if for 200Pb is assumed fixed. The 
range of values of Bf and thus fission barriers is as shown in Table 
IV, still taking the result for 200Pb as fixed. Any possible 
contribution from incomplete fusion is ignored. It would however tend 
to increase the variation of the fission barriers extracted.
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Table IV
200Pb 198Pb 195Pb 192Pb
Bf 0.83 0.82 1 0.01 0.81 1 0.02 0.80 + 0.03
E£ (L = 0) 10.5 10.1 10.1 9.5 10.2 8.8 10.3
20 - LIQUID DROP MODEL FISSION BARRIERS 
LYSEKIL PARAMETERS 
PAULI + LEDERGERBER 
F.P.F i
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(L = 0) 
(MeV) LYSEKIL x 0.83
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0  SCHRODER
THIS WORK
A (Z = 82)
Fig. 5.35: Calculations of L =0 fission barriers for cold nuclei, for 
a range of Pb isotopes. The liquid drop barriers using either the 
Lysekil or Pauli and Ledergerber parameters are shown by the solid 
and dashed lines. Shell corrected barriers [Fab79] are indicated 
by F.P.F. Extrapolations to L =0 from experimental results from 
hot nuclei give the data points shown (see text).
These barriers are plotted in Fig. 5.35, as a function of the 
mass number of the compound nucleus. These should be compared with 
the thick solid line, which is the locus of L =0 Lysekil liquid drop 
model barriers, and the faint line, which shows 0.83 of those barriers. 
The data points are fitted well by the line 0.83 xLysekil. The thick
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dashed line shows the barrier heights predicted using the parameter 
set of Pauli and Ledergerber [Pau71], found from fitting shell 
corrected experimental actinide fission barriers. This curve does not 
show the required variation with A. This is emphasised by the 
experimental results for 208>207>206pp_ They were extracted by 
Schrader [SchBO] from electrofission measurements, the ground state 
only being corrected for shell effects. Though shell effects at the 
saddle point could reduce the barriers, it is unlikely that the Pauli 
and Ledergerber prediction would be reached. Thus our results for 
02-2 oopb SLlpport the conclusion of Schrader that the original 
(Lysekil) liquid drop model parameters best fit the experimental data 
in this mass region.
Also shown in Pig. 5.35 are the L = 0 fission barriers calculated 
by Faber, Ploszajczak and Faessler [Fab79] (henceforth referred to as 
FPF). Using the Lysekil liquid drop parameters, they found that the 
shell corrected fission barriers were lower than the original values. 
This was caused by a large negative correction at the fission barrier 
due to the neutron shell. The comparison is extended in Fig. 5.36, 
where the LDM barriers and FPF barriers arc shown as a function of 
angular momentum. At angular momenta below ~ 40 h, the shell 
corrected barrier is lower than the liquid drop barrier. The effect 
of this result will be discussed later with respect to multi-chance 
fission.
The factor 0.83 scaling the liquid drop barrier is reasonable, 
firstly in comparison with analyses of other systems (for example a 
factor 0.83 was found by Plasil for 149Tb [Pla80]) and secondly in 
comparison with theoretical calculations. The two dominant causes of 
the reduction of from unity are considered to be the finite range 
of the nuclear force, and the high temperature of the compound nuclei 
formed. The former effect has been discussed by Krappe et dl. [Kra79], 
who find that for nuclei of mass A > 200, saddle masses and thus 
fission barriers are not greatly changed from the liquid drop values. 
This is not unreasonable, since both models fit their data to measured 
fission barriers in this mass region. For 200Pb, a reduction of not 
more than 5% would be expected [Kra79, p.1008]. Temperature 
corrections were discussed in section 2.3.3, following Hasse and
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Fig. 5.56: Fission barriers as a function of angular momentum. The
full curve shows the barrier as predicted by the RLDM using the 
Lysekil parameters, whilst the dashed line shows the effect of 
shell corrections for zero temperature calculated by Faber et at. 
(adapted from [Fab79]).
Stocker [Mas73]. It was shown that the fissility x may be considered 
as a function of the thermodynamic temperature T, with the following 
approximate functional form:
where
x(T) = x(0) . [1 + (3 -a) T2] ,
(3 - a) = 0.0082 ,
(5.31)
(5.32)
For this case, a=A/10-20, thus T =/E /20. The nuclear temperature 
T thus ranges from 2 MeV to 0 MeV as the nucleus de-excites from its 
initial excitation energy of 80 MeV. The mean effect on x for this 
range of temperatures can be approximated as follows:
c 0.0082 3x (T) dT T  + 3 Tx(T) _ •'o _
x(0)
f  dT r<
o
(5.33)
x(T) = 1.011.x(0) .
For 200Pb, this causes the fission barrier to decrease from 12.7 MeV
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t o  11 .7  MeV, g iv i n g  a v a l u e  o f  B^ , = 0 .92 .  Th is  i s  l i k e l y  t o  u n d e r ­
e s t i m a t e  e x p e r im e n ta l  d a t a ,  beca u se  t h e  f i s s i o n  c r o s s - s e c t i o n  depends 
e x p o n e n t i a l l y  on t h e  b a r r i e r ,  n o t  l i n e a r l y .  The e f f e c t  o f  t h e  f i n i t e  
range  o f  t h e  n u c l e a r  f o r c e ,  and t h e  lower s h e l l - c o r r e c t e d  b a r r i e r ,  
would cause  t h i s  va lu e  t o  be reduced  p e rhaps  t o  ~  0 .85 .  O bvious ly  
t h e r e  i s  a c o n s i d e r a b l e  e r r o r  i n h e r e n t  in  t h i s  number, bu t  i t  shows 
t h a t  q u a l i t a t i v e l y ,  a va lu e  o f  B^ . o f  0.83 i s  n o t  u n re a s o n a b le  f o r  
200Pb.
The n e g a t i v e  s h e l l  c o r r e c t i o n  a t  t h e  s a d d le  p o i n t ,  as c a l c u l a t e d  
by FPF, may have a c o n s i d e r a b l e  e f f e c t  on l a s t  chance f i s s i o n .  The 
t e m p e r a t u r e  c o r r e c t i o n  t o  t h e  l i q u i d  drop model f avou rs  f i r s t  chance 
f i s s i o n ,  s i n c e  x(T) i n c r e a s e s  w i th  T. The lower s h e l l - c o r r e c t e d  
b a r r i e r  would however f av o u r  l a s t  chance f i s s i o n ,  due to  th e  f a d in g  
out  o f  s h e l l  e f f e c t s  w i th  i n c r e a s i n g  t e m p e r a t u r e .  A second r e a s o n  f o r  
i n c r e a s e d  l a s t  chance f i s s i o n  can be found when l e v e l  d e n s i t i e s  a re  
c o n s id e re d .  S ince  t h e  s a d d le  p o i n t  has  a p r o l a t e  d e fo rm a t io n ,  w i th  
l a r g e  moment o f  i n e r t i a ,  i t  i s  expec ted  [Bjo73] t h a t  low l y i n g  
c o l l e c t i v e  l e v e l s  w i l l  enhance t h e  l e v e l  d e n s i t y .  The e q u i l i b r i u m  
de fo rm a t io n  i s  e x p e c te d  t o  r o t a t e  about  i t s  symmetry a x i s  [F a b 7 9 ] , 
[Coh74] , and th u s  l a c k  c o l l e c t i v e  l e v e l s .  However, w i th  i n c r e a s i n g  
e x c i t a t i o n  energy t h e  c o u p l in g  between i n t r i n s i c  and c o l l e c t i v e  s t a t e s  
w i l l  mean t h a t  t h e  s i n g l e - p a r t i c l e  d e s c r i p t i o n  i n c l u d e s  a l l  l e v e l s ,  
and t h e  i n c r e a s e d  l e v e l  d e n s i t y  w i l l  d i s a p p e a r  [Gra76] . Thus l a s t  
chance f i s s i o n  cou ld  be c o n s id e r e d  to  have a s p e c i a l  s t a t u s ,  because  
o f  i t s  s e n s i t i v i t y  t o  n u c l e a r  s t r u c t u r e .  M u l t i - c h a n c e  f i s s i o n  a t  
h i g h e r  e x c i t a t i o n  e n e r g i e s  t e l l s  us more about  t h e  l i q u i d  drop 
b e h a v io u r  o f  t h e  n u c l e u s .  In p a r t i c u l a r ,  t h e  v a l u e s  o f  a ^ / a ^  and T 
a f f e c t  m u l t i - c h a n c e  f i s s i o n ,  as does t h e  v a r i a t i o n  o f  t h e  f i s s i o n  
b a r r i e r  w i th  d e c r e a s i n g  n e u t ro n  exce ss .
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CHAPTER 6
SUMMARY AND CONCLUSION 
6.1 EXPERIMENTAL METHODS
(a) Rutherford scattering was used for normalisation in the 
extraction of absolute cross-sections from experimental data.
Great care was taken to ensure that detector angles and relative 
solid angles were accurately determined. Geometrical measure­
ments were made as a check of those determined using Rutherford 
scattering. From comparisons of results at different beam 
energies, and using different targets, the error on the 
calibration of absolute cross-sections was found to be less than 
±4% for all experiments except the xn measurement.
(b) Fission fragments were identified with a AE - E telescope. Such 
events were well-defined in the AE - E matrix, being cleanly 
separated from all other reaction products. Together with the 
large mass difference between projectile and target [Pla79], this 
suggests that compound nucleus fission is the dominant cause of 
mass ~ 100 fragments. Theoretical calculations also show that 
fission fragments should result almost exclusively from the 
complete fusion reaction. From this evidence, all fission was 
assumed to result from an equilibrated compound nucleus. Several 
other measurements of this type [Bec77a] using projectiles and 
targets less different in mass have not been able to cleanly 
separate fission fragments, indicating that deep inelastic 
collisions may well be making a contribution.
(c) A simple, compact and robust time-of-flight system was developed 
to identify evaporation residues, comprising a MWPC start 
detector operated at a pressure of 2 torr, and a Si stop detector. 
In the E -t matrix, evaporation residues were well-separated from 
slit-scattered beam particles, and from recoiling target nuclei.
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The evaporation residue energy spectra showed symmetric peaking, 
suggesting again that the complete fusion reaction was dominant.
(d) Angular distributions were measured for all particles of interest, 
allowing precise determination of total cross-sections. Measure­
ments were made from below the Coulomb barriers to bombarding 
energies approaching 1.5 times that energy. Such a wide range of 
compound nuclear excitation energies makes more stringent demands 
on the statistical model analysis.
6.2 EXPERIMENTAL RESULTS
(a) Fission fragment angular distributions displayed a l/sin0 
behaviour within experimental error. Total cross-sections were 
extracted accordingly. At bombarding energies close to the 
Coulomb barrier, this could cause an over-estimate of the fission 
cross-section, however any systematic error is expected to be
< 10%.
(b) Evaporation residue angular distributions were measured from 1.3° 
to 25° (in the laboratory frame). A simple kinematics program 
was written to calculate evaporation residue angular 
distributions. Although several approximations had to be made, 
these should not be significant close to zero degrees. Good 
agreement was found at measured angles, so the extrapolation of 
the angular distributions to 0° could be made with more 
confidence. Thus a ±5% error was assigned to evaporation residue 
cross-sections.
(c) Structure in evaporation residue angular distributions was 
observed. This was made possible by the use of thin evaporated 
targets. By measuring a-particle angular correlations in 
coincidence with evaporation residues, and by comparison with 
calculations, the structure was shown to be due to a-particle 
emission from the composite system. From a singles measurement 
of a-particles at back angles, it was concluded that a-particle 
evaporation was the main contributor, with a possible component 
from incomplete fusion. This question is currently being 
investigated.
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Variation of the shape of the evaporation residue angular 
distributions was observed to occur, related to the fission 
probability in the compound system. Statistical model 
calculations showed that for highly fissionable systems, nuclei 
surviving fission do so by emitting charged particles. This was 
in qualitative agreement with the angular distribution shapes 
observed.
(d) The fusion cross-section was defined as the sum of the fission
and evaporation residue cross-sections. Fusion excitation
functions showed a linear behaviour as a function of 1/E , ascm
would be expected, with small random errors (< ±5%). The results 
for different target and projectile combinations were all in 
qualitative agreement. Sub-barrier fusion was in excess of that 
predicted by the parabolic barrier model. This is in agreement 
with existing experimental data for heavy ion reactions on 
targets with a large static deformation. Using a simple 
modification of the parabolic barrier model to describe sub­
barrier fusion, the compound nucleus population distributions 
were calculated.
(e) The xn excitation functions were measured by detecting the y-rays 
emitted in the transitions to the ground states, using a Ge(Lij 
detector. It proved impossible to measure the proton evaporation 
cross-section, due presumably to its small cross-section, and 
prolific production of protons in other reactions. The a- 
particle evaporation cross-section was measured only for the
19F + 181Ta reaction due to similar difficulties.
6.3 FISSION PROBABILITY OF 200Pb
Heavy ion, xn reactions have been used for many years as a tool 
to study the discrete energy levels in the evaporation residues 
produced. Recently, interest lias centred on nuclear properties at 
very high angular momenta. These have been investigated to a large 
extent by studying the continuum y-rays emitted after neutron 
evaporation has ceased, at ~ the neutron binding energy above the 
yrast line. However, the rotating liquid drop model of fission
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p r e d i c t s  t h a t  f i s s i o n  p ro v id e s  a l i m i t  t o  t h e  an g u la r  momentum t h a t
any n u c l e u s  can accommodate, and y - r a y  s tu d y  i s  th u s  l i m i t e d .  This  i s
because  t h e  moment o f  i n e r t i a  o f  t h e  s a d d le  p o i n t  i s  l a r g e r  th a n  t h a t
o f  t h e  e q u i l i b r i u m  de fo rm a t io n .  Hence w i th  i n c r e a s i n g  an g u la r
momentum, t h e  r o t a t i o n a l  energy o f  th e  e q u i l i b r i u m  de fo rm a t io n  r i s e s
more r a p i d l y  tha n  t h a t  o f  t h e  s a d d le  p o i n t .  Consequen t ly ,  t h e  f i s s i o n
b a r r i e r  d e c r e a s e s  w i th  i n c r e a s i n g  a n g u l a r  momentum. The i n c r e a s e  in
th e  f i s s i o n  p r o b a b i l i t y  r e s u l t i n g  from t h i s  r e d u c t i o n  o f  b a r r i e r
h e i g h t  has  been s t u d i e d  p r e v i o u s l y ,  though on ly  u s in g  r a t h e r
incom ple te  o r  i n a c c u r a t e  ex p e r im e n ta l  d a t a .  These gave p r o b a b i l i t i e s
in  q u a l i t a t i v e  agreement w i th  t h e  r o t a t i n g  l i q u i d  drop model,  however
a c c u r a t e  q u a n t i t a t i v e  compar isons  o f  exper iment  and th e o ry  had n o t
been made. We have measured t h e  f i s s i o n  p r o b a b i l i t y  P^(L) in  200Pb as
a f u n c t i o n  o f  a n g u l a r  momentum from 12 h t o  64 h.  Over t h i s  range ,
th e  f i s s i o n  p r o b a b i l i t y  was observed  to  r i s e  smoothly from
0.055 ±0 .0 0 7  t o  1.01 ± 0 . 0 3 .  This  measurement was ach ieved  by forming
t h e  compound n u c l e u s  200Pb u s in g  two f u s i o n  r e a c t i o n s ,  19F + 181Ta and
30Si + i70Er.  At t h e  same compound n u c l e u s  e x c i t a t i o n  energy  E , t h e
f i s s i o n  p r o b a b i l i t y  f o r  t h e  l a t t e r  r e a c t i o n  was h i g h e r ,  due t o  t h e
l a r g e r  a n g u l a r  momentum i n p u t .  Fo llowing  t h e  method o f  Zebelman e t  a l .
[Z eb 7 4 ] , t h e  f i s s i o n  p r o b a b i l i t y  o f  t h e  ’’d i f f e r e n c e  p o p u l a t i o n ” was
e x t r a c t e d  from t h e  d a t a .  E x c i t a t i o n  f u n c t i o n s  f o r  t h e  two r e a c t i o n s
were measured,  t h u s  many d i f f e r e n t  v a l u e s  o f  could  be chosen,  each
w i th  a d i f f e r e n t  a n g u la r  momentum c e n t r o i d  f o r  t h e  d i f f e r e n c e
p o p u l a t i o n .  Over t h e  a n g u la r  momentum range  quo te d ,  t h e  e x c i t a t i o n
energy  v a r i e d  from 44 MeV to  76.5  MeV, a range  o f  32 .5  MeV. Deducting
t h e  r o t a t i o n a l  energy  le a v e s  an e f f e c t i v e  e x c i t a t i o n  energy range  o f
j u s t  14 MeV. The expe r im en ta l  d a t a  s u g g e s te d  t h a t  f i s s i o n
p r o b a b i l i t i e s  were no t  v e ry  s e n s i t i v e  t o  e x c i t a t i o n  energy ,
p a r t i c u l a r l y  f o r  P ^ > 0 . 5 .  This  was su p p o r ted  by s im ple  t h e o r e t i c a l
arguments and s t a t i s t i c a l  model c a l c u l a t i o n s .  A f i s s i o n  p r o b a b i l i t y
o f  0.50  was found a t  L = 3 3 ± 2 ,  f o r  E = 5 1 .1  MeV.x
The d a t a  were compared w i th  s t a t i s t i c a l  model c a l c u l a t i o n s  u s in g  
t h e  codes ORNL ALICE and MBII.. F i t t i n g  t h e  xn e x c i t a t i o n  f u n c t i o n s  
showed t h a t  t h e  Q-value  shou ld  be c a l c u l a t e d  u s in g  t h e  ground s t a t e  
masses o f  t h e  p r o j e c t i l e  and t a r g e t ,  b u t  t h e  l i q u i d  drop mass o f  t h e
192
compound nucleus formed. This is reasonable when the disappearance of 
shell effects with excitation energy is considered. With parameters 
a^/a =1.00 and B^. = 0.83, MBII gave excellent agreement with 
experiment (as did ALICE for 1.00, 0.79). It can be concluded that, 
within experimental error, a liquid drop fission barrier scaled by 
0.83 gives a good picture of the experimental barrier from L =20 to 50. 
It should be noted however that the fission is spread over the whole 
chain of neutron evaporation products, from A =200 to 194. Thus even 
though the angular momentum averaging is greatly reduced, the results 
are still an average over a wide range of excitation energy and nuclei. 
The fission barrier scaling factor of 0.83 required to fit the data is 
in general agreement with data for other systems, though the use of a 
different value for a^/a would change the value of B^ appreciably.
It can be concluded from the experimental data alone that fission 
indeed limits the angular momentum which a nucleus can accommodate.
The fission probability rises rapidly, from 10% to 90% in just 25 
units of angular momentum. The fission barrier at L =33 (where 
P^ . = 0.5) is calculated to be 7.76 MeV (for B^ = 0.83), and at L = 45 
(where P^ = 0.9), 5.6 MeV. This can be compared with the liquid drop 
neutron binding energy for 200Pb of 7.37 MeV. The commonly quoted 
limit to evaporation residue cross-sections of E^(L) =0 is thus rather 
conservative. At least for heavy nuclei with A >100 (which emit 
principally neutrons), the limit to evaporation residues may more 
accurately be given by the angular momentum at which
Br -Ef(L) = 2 MeV . (6.1)
This conclusion is valid as long as shell effects do not play a major 
role in determining fission probabilities in heavy ion induced fission.
6.4 MULTI-CHANCE FISSION
Statistical model calculations have shown that multi-chance 
fission is extremely important in 200Pb. This is emphasised by the 
results of Andersen et al. [AndSO], who showed, using the blocking 
technique, that up to 24% of the fission cross-section for light Pb 
nuclei could be attributed to "late-chance" or even last chance 
fission alone. This result may not represent the effect of the
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liquid drop properties of the nucleus, due to the importance of 
nuclear structure effects on last chance fission. In particular, the 
calculations of Faber et at. [Fab79] showed that shell effects reduced 
the fission barrier of light Pb nuclei (A < 202) between L = 0 and 40, 
which would increase last chance fission.
Using the parameter set a^/a^ = 1.00 and B^ = 0.83 (1.00, 0.83), 
each chance of fission was calculated to contribute approximately the 
same proportion of the total cross-section for 200Pb formed by the 
fusion of 105 MeV 19F + 181Ta. The parameter set used strongly 
influenced this prediction, (1.06, 0.94) favouring first chance 
fission, whilst for (0.91, 0.75), last chance fission is dominant.
Thus a measurement of the mean number of pre-fission neutrons would 
place an additional firm constraint on the parameters used. It should 
be emphasised that for these nuclei, multi-chance fission is the only 
fission property strongly affected by the parameter set chosen (sec 
section 5.4.3). Multi-chance fission is affected both by shell 
corrections and the excitation energy (see section 5.5). Thus the 
parameter set which best describes the experimental situation should 
not necessarily be compared with theoretical expectations based on a 
model not including shell or temperature effects. In other words, a 
value of a^/a >1.00 need not be expected.
A measurement of the mean number of pre-fission neutrons (v) 
would nevertheless be valuable, and an experiment is planned to 
measure V using the neutron-fission coincidence technique.
6.5 FISSION BARRIERS FROM 200Pb TO 192Pb
The liquid drop and rotating liquid drop models have been used 
for many years as the basis for theoretical investigations of the 
fission process, using the Strutinski method [Str67] to calculate 
shell corrections. From these calculations, the existence of 
properties of the proposed superheavy nuclei have been predicted. 
Unfortunately, the parameters defining the fission barrier in the 
liquid drop model are correlated, and from nuclear masses alone it is 
difficult to extract the values.
In the liquid drop model, the parameter which completely
de te rm in e s  t h e  f i s s i o n  p r o p e r t i e s  o f  a n u c l e u s  i s  the  f i s s i l i t y  x. 
Tliis i s  d e f i n e d  as fo l l o w s :
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Z2/A ____
2a /  c (1 - K l 2) s *
( 6 . 2)
(6 .3)
where t h e  symbols have th e  same meaning as d e s c r i b e d  i n  s e c t i o n s  2 . 3 . 2  
and 5 .5 .  From one measured f i s s i o n  b a r r i e r ,  f o r  a given  va lu e  o f  I 
(neu t ron  e x c e s s ) ,  t h e  r a t i o  2a / c  can be de te rm ined .  I f  many measure-  
ments e x i s t e d ,  w i th  d i f f e r i n g  v a l u e s  o f  I 2 , t h e n  both  2as / c 3 and K 
could  be de te rm ine d .
U n t i l  r e c e n t l y ,  ve ry  few measurements had been made o f  f i s s i o n  
b a r r i e r s  below t h e  a c t i n i d e  r e g i o n .  Th is  meant t h a t  on ly  a small  
r ange  o f  1 was a v a i l a b l e .  In t h e  o r i g i n a l  work o f  Myers and S w ia te ck i  
[Mye67], th e  v a l u e  o f  k was t a k e n  to  be 1.78 (w i th  2 a ^ / c 3 = 5 0 . 9 ) ,  t h e  
same v a lu e  t h a t  was found in  t h e  analogous  volume energy term. These 
v a l u e s  a re  known as t h e  L ysek i l  p a r a m e te r s .  Analyses  o f  r e s t r i c t e d  
e x p e r im en ta l  d a t a  have produced  agreement w i th  t h e  l i q u i d  drop va lue  
(k = 1.78) by S c h ra d e r  [Sch80] o r  d i sag ree m en t  by P a u l i  and L ede rg e rb e r  
[Pau71] , who found k = 2 .84 .  I t  i s  a l s o  p o s s i b l e  t h a t  t h e  e f f e c t i v e  
v a l u e  o f  k changes  w i th  mass ( see  t h e  d r o p l e t  model o f  Myers [Mye77]).  
T h e o r e t i c a l  c a l c u l a t i o n s  have g iven  a wide range  o f  v a l u e s  o f  k, up t o  
4 . 0 ,  w i th  a s s o c i a t e d  changes in  t h e  r a t i o  2as / c 3 ( see  s e c t i o n  5 . 5 ) .  
Thus t h e  b a s i c  p a r a m e te r s  upon which l i q u i d  drop f i s s i o n  b a r r i e r s  a r e  
p r e d i c t e d  a r e  e x t re m e ly  u n c e r t a i n .  An ex p e r im e n ta l  d e t e r m i n a t i o n  o f  k 
by measur ing  f i s s i o n  b a r r i e r s  ove r  a range  o f  i s o t o p e s  c o v e r in g  a 
b road  range  o f  n e u t r o n  excess  would be v a l u a b l e .  The heavy ion  f u s i o n  
r e a c t i o n  i s  s u i t a b l e  in  t h a t  v e ry  n e u t ro n  d e f i c i e n t  i s o t o p e s  may be 
produced by a p p r o p r i a t e  cho ice  o f  t a r g e t  and p r o j e c t i l e .  However, as  
was emphasised in  s e c t i o n  5 . 5 ,  v e ry  many u n c e r t a i n t i e s ,  bo th  
ex p e r im e n ta l  and t h e o r e t i c a l ,  r educe  t h e  con f ide nce  one can p l a c e  in  
e x t r a c t e d  b a r r i e r s .  N e v e r t h e l e s s ,  measurement over  a s u f f i c i e n t l y  
wide mass range  may al low one va lu e  o f  K to  be favoured .
Taking t h e  l i q u i d  drop f i s s i o n  b a r r i e r s  p r e s e n t e d  by S ch rad e r
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[Sch80] for z08,207,20GPb, and the observed variation in barrier 
heights for 200Pb to 192Pb (including an appropriate relative error), 
we were able to show that a small value of k such as is predicted by 
the liquid drop model using the Lysekil parameters is favoured, at 
least in the Pb region. A more sophisticated analysis may be 
performed subsequent to an experimental determination of the cross- 
sections for proton evaporation and incomplete fusion.
6.6 CONCLUSION
We have shown that it is possible, through extensive, accurate 
and complete measurements to determine the fission probability as a 
function of angular momentum. The variation in excitation energy 
concomitant with the angular momentum variation was shown to have a 
small effect on the probabilities. The experimental results were 
compared with predictions of the simple rotating liquid drop/ 
statistical model codes ORNL ALICE and MBIT. The former was found to 
give reasonable agreement with MBII if the recommended angular 
momentum removal parameters were used. Excellent agreement between 
theory and experiment was obtained using parameters ac/a =1.00 and 
B^ . = 0.83, though no unique parameter set was found. The rotating 
liquid drop model thus appears to give a good description of the 
fission of z00Pb when scaled by 0.83, between L =20 and L =50. Multi­
chance fission was calculated to be important, and to depend upon the 
parameter set chosen. Last chance fission is probably strongly 
affected by nuclear structure, and in particular by shell effects.
Fission probabilities from 200Pb to 192Pb were measured, and 
their variation with neutron excess was shown to be consistent with 
the liquid drop model picture, with k = 1.78. Considerable uncertainty 
however is caused by the increased importance of charged particle 
emission from the more fissile systems.
A full analysis of heavy ion induced fission should take into 
account corrections to the liquid drop picture itself, and shell 
corrections. Their variation with excitation energy and angular 
momentum should be considered. However, there is such uncertainty in 
even the basic parameters of the liquid drop model that over-
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correction may conceal more than it reveals. The principal require­
ment in this field is for more reliable data, over a wide range of 
masses and neutron excesses. A consistent analysis using a simple 
rotating liquid drop model, in the spirit of the original liquid drop 
model, may then allow correlations to be made between known properties 
of the fissioning system and observed fission probabilities. In 
this manner, the confusing and uncertain picture of heavy ion fission 
which exists today may be clarified.
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