Analytic and approximate solutions for the energy eigenvalues generated by a confined softcore Coulomb potentials of the form a/(r + β) in d > 1 dimensions are constructed. The confinement is effected by linear and harmonic-oscillator potential terms, and also through 'hard confinement' by means of an impenetrable spherical box. A byproduct of this work is the construction of polynomial solutions for a number of linear differential equations with polynomial coefficients, along with the necessary and sufficient conditions for the existence of such solutions. Very accurate approximate solutions for the general problem with arbitrary potential parameters are found by use of the asymptotic iteration method.
I. INTRODUCTION A. Confined atoms in d = 3 dimensions
In order to fix ideas we considered first a simple model [17] for a soft confined atom obeying a Schrödinger equation in d = 3 dimensions of the form (−∆ + V )ψ = Eψ, where V (r) is an attractive central potential with Coulomb and confining terms. If we assume a wave function of the form ψ(r) = Y m ℓ (θ, φ)r ℓ exp(−g(r)), then we find the radial eigenequation implies (E − V (r))r = rg ′′ (r) + 2(l + 1)g ′ (r) − r(g ′ (r)) 2 .
If we now choose g(r) = 1 2 (vr + ωr 2 ), v > 0, ω > 0, we obtain the following family of exact solutions V (r) = v − ℓ + 1 r + ωr + ω 2 r 2 , E = (3 + 2ℓ)ω − v 2 /4, l = 0, 1, 2, . . .
The lowest radial excitations of the familiar Coulomb and oscillator problems are recovered from the special cases ω = 0 or v = 0. Such specific exact solutions allow for analytical reasoning and explorations. In addition, the explicit results provide relevant test problems for the complementary approaches that must be used to complete the solution space. The question of the existence of exact solutions and the methods for finding them are therefore an important part of the overall task. As in the choice of the function g(r) in the simple illustration above, it is often the case in this context that exactness has something to do with polynomials. Thus part of the paper involves the issue of when an ordinary differential equation admits polynomial solutions. As we shall see, the 'asymptotic iteration method' [11] plays a role both in the construction of exact solutions and also in finding approximations for arbitrary values of the problem parameters.
B. Formulation of the problem in d dimensions
The Schrödinger equation in d > 1 dimensions, in atomic units = 2µ = 1, with a spherically symmetric potential V (r) can be written as [13] Hψ ≡ [−∆ d + V (r)] ψ(r) = Eψ(r), 
Thus V (r) is continuous and V (r) → ∞. Consequently, by Theorem XIII.67 of Reed-Simon-IV [25] , we know that H has purely discrete eigenvalues and a complete set of eigenfunctions. Meanwhile, for d ≥ 3, by Theorem XIII.69 of the same reference, we have a similar conclusion if we admit the Coulomb singularity in V (r) by allowing β = 0. For the case of hard confinement, r ≤ R < ∞ with Dirichlet boundary conditions at r = R, and β > 0, so that V (r) is continuous, we know from Theorem 23.56 of Ref. [16] that again H has a purely discrete spectrum. These general results cover the cases we consider in this paper. A comparable class of potentials has been carefully analysed in Refs. [1, 7] . In order to express (3) in terms of d-dimensional spherical coordinates (r, θ 1 , θ 2 , . . . , θ d−1 ), we separate variables using
where Y ℓ1,...,ℓ d−1 (θ 1 . . . θ d−1 ) is a normalized spherical harmonic [4] with characteristic value ℓ(ℓ + d − 2), and ℓ = ℓ 1 = 0, 1, 2, . . . (the angular quantum numbers). One obtains the radial Schrödinger equation as
where k = d + 2ℓ. Since the potential V (r) is less singular than the centrifugal term,
where A is a constant.
We note that the Hamiltonian and boundary conditions of (6) are invariant under the transformation
thus, given any solution for fixed d and ℓ, we can immediately generate others for different values of d and ℓ. Further, the energy is unchanged if k = d + 2ℓ and the number of nodes n is constant. Repeated application of this transformation produces a large collection of states; this has been discussed, for example, in Ref. [14] .
In the present work we study the exact and approximate solutions of the Schrödinger eigenproblem generated by a confined soft-core Coulomb potential in d-dimensions, where d > 1. As we have discussed above, for the cases we consider, the spectrum of this problem is discrete, all eigenvalues are real and simple, and they can be arranged in an increasing sequence λ 0 < λ 1 < · · · → ∞. The paper is organized as follows. In section II, we set up the Schrödinger equation for the potential (4) and discuss the correspondence second-order differential equation. In section III, we present our method of solution that relies on the analysis of polynomial solutions of the differential equation
and different variants of this general differential-equation class. We discuss in particular necessary and sufficient conditions on the equation parameters for it to have polynomial solutions. A brief review of the asymptotic iteration method (AIM) is presented in section IV. In section V, the exact and approximate solutions for the problem are discussed, based on the results of section II; and approximate solutions are found for arbitrary potential parameters a, b, c and β by an application of AIM . An analysis of the corresponding exact and approximate solutions for the pure confined Coulomb case β = 0 is presented in section VI. The 'hard confinement' case, that is to say when the same system confined to the interior of an impenetrable spherical box of radius R, is discussed in section VII. In each of these sections, the results obtained are of two types: exact analytic results that are valid when certain parametric constraints are satisfied, and accurate numerical values for arbitrary sets of potential parameters.
II. SETTING UP THE DIFFERENTIAL EQUATION
In this section, we consider the d-dimensional radial Schrödinger equation for d > 1 :
We note first that the differential equation (8) has one regular singular point at r = 0 with exponents given by the roots of the indicial equation
and an irregular singular point at r = ∞. For large r, the differential equation (8) assumes the asymptotic form
with an asymptotic solution
The roots s of Eq.(9), namely,
determine the behaviour of u d nl (r) as r approaches 0, only s ≥ 1/2 is acceptable, since only in this case is the mean value of the kinetic energy finite [21] . Thus, the exact solution of (8) will assume the form
where we note that u d nl (r) ∼ r (k−1)/2 as r → 0. On insertion of this ansatz wave function into (8), we obtain the differential equation for f n (r) as
In the next section, we study the polynomial solutions of this differential equation which itself lies within a larger class of differential equations given by
where τ 2,0 , τ 2,1 , τ 2,2 and a i,j are real constants for i = 3, 4 and j = 0, 1, 2, 3.
III. THE METHOD OF SOLUTION
The necessary condition ( [12] , Theorem 6) for polynomial solutions y(r) = n k=0 c k r k of the second-order linear differential equation (14) is
provided a 
The proof of (16) follows from an application of the Frobenius method. We note that the recurrence relations (16) can be written as a system of linear equations in the unknown coefficients c i , i = 0, . . . , n given by
where
Thus, for zero-degree polynomials c 0 = 0 and c n = 0, n ≥ 1, we must have γ 0 = β 1 = α 2 = 0, thus, in addition to the necessary condition τ 2,0 = 0, the following two conditions become sufficient
For the first-degree polynomial solution, c 1 = 0, and c n = 0, n ≥ 2, we must have γ 0 c 0 + δ 0 c 1 = 0, β 1 c 0 + γ 1 c 1 = 0, α 2 c 0 + β 2 c 2 = 0 and α 3 c 1 = 0, thus, in addition to the necessary condition α 3 = 0 or
it is also required that the following two 2 × 2-determinants simultaneously vanish
= 0, and
For the second-degree polynomial solution, c 2 = 0 and c n = 0 for n ≥ 3, it is necessary that γ 0 c 0
, and α 4 c 3 = 0, from which we have the necessary condition
along with the vanishing of the two 3 × 3-determinants
For the third-degree polynomial solution, c 3 = 0 and c n = 0 for n ≥ 4, we then have the necessary condition
along with the vanishing of the two 4 × 4-determinants,
and
For the fourth-degree polynomial solution (n = 4), c 4 = 0 and c n = 0 for n ≥ 5, we then have the necessary condition
along with the vanishing of the two 5 × 5-determinants,
Similar expressions for higher-order polynomial solutions can be easily obtained. The vanishing of these determinants can be regarded as the sufficient conditions under which the coefficients τ 2,1 and τ 2,2 of Eq. (13) can be expressed in terms of the other parameters.
IV. THE ASYMPTOTIC ITERATION METHOD AND SOME RELATED RESULTS
The asymptotic iteration method (AIM) is an iterative algorithm originally introduced [11] to investigate the analytic and approximate solutions of the differential equation
where λ 0 (r) and s 0 (r) are C ∞ −differentiable functions. A key feature of this method is to note the invariant structure of the right-hand side of (30) under further differentiation. Indeed, if we differentiate (30) with respect to r, we obtain
where (31), we obtain
Thus, for (n + 1) th and (n + 2) th derivative of (30), n = 1, 2, . . . , we have
respectively, where
From (33) and (34), we have
Clearly, from (36) if y, the solution of (30), is a polynomial of degree n, then δ n ≡ 0. Further, if δ n = 0, then δ n ′ = 0 for all n ′ ≥ n. In an earlier paper [11] , we proved the principal theorem of AIM, namely
Theorem IV.1. Given λ 0 and s 0 in C ∞ (a, b), the differential equation (30) has the general solution
if for some n > 0
where λ n and s n are given by (35).
Recently, it has been shown [30] that the termination condition (38) is necessary and sufficient for the differential equation (30) to have polynomial-type solutions of degree at most n, as we may conclude from Eq.(36). The application of AIM to a number of problems has been outlined in many publications. The applicability of the method is not restricted to a particular class of differentiable functions (e.g. polynomials or rational functions), rather, it can accommodate any type of differentiable function. The fast convergence of the iterative scheme depend on a suitable choice for the starting values of r = r 0 and the correct asymptotic solutions near the boundaries [10] .
V. EXACT AND APPROXIMATE SOLUTIONS FOR THE SOFT-CONFINED SOFTCORE COULOMB POTENTIAL
Comparing equation (13) with (14) and using parameters given by
the exact solution of (8) assumes the following form
and n counts the number of zeros of f n ′ (r) = 0, hence the number of nodes in the wave function solution. The coefficients C i can be easily evaluated using the four-term recurrence relations (16),
using the necessary condition
The potential parameters a, b, c and β satisfy sufficient conditions according to the following scenarios: for a zerodegree polynomial solution, n ′ = 0, if f 0 (r) = 1, the ground-state solution of equation (8) is given by
with ground-state eigenenergy 
In the next section, we shall focus on the case of β = 0 which corresponds to the Coulomb potential perturbed by an added polynomial in r. In the rest of this section, we shall assume β > 0. For a first-degree polynomial solution,
and the exact solution wave function of equation (8) reads
subject to the following two conditions related the potential parameters
Since
given by (47). In summary, the exact solutions of Schrödinger's equation
is explicitly given by
In Figure 1 , we display the un-normalized ground-state solution using (49) for b = β = 1 and different values of k.
For the rest of the spectrum we use the asymptotic iteration method as described in section IV, starting with 
where g(r) = 1 corresponds to the exact solution (46), equation (48) yields the second-order differential for g(r) as
Hence, we may initiate AIM with
The question is then to find the initial value r 0 that stabilizes the computation of the termination-condition roots (38). To this end, we take the highest of the absolute values among all the roots of
which yields r 0 ∼ 3, henceforth we shall fix r 0 at r 0 = 3 for all of our numerical computations. In Table I , we report our results from AIM for first 12 decimal places. The eigenvalue reported in Table I were computed using Maple version 16 running on an IBM architecture personal computer and we have chosen a high-precision environment. In order to accelerate our computation we have written our own code for a root-finding algorithm instead of using the default procedure Solve of Maple 16. The results of AIM may be obtained to any degree of precision, although we have reported our results to only the first twelve decimal places, For a second-degree polynomial solution, n ′ = 2, of (13), we have and the exact solution of equation (8) reads
where i counts the number of roots of the polynomial solution (53) subject to the simultaneous conditions relating the parameters a, b, c and β,
In particular, for
The exact solution of the Schrödinger equation for 0 < r < ∞
is
subject to the relation among the parameters b, c and β given by
As an example, for b = c = 1 and k, the roots of equation (58) for β > 0 are β 1 = 0.760 237 519 523 249 5 and β 2 = 3.854 071 917 077 363 6. We display in Figure 2 the exact solutions as given by (57). For a third-degree polynomial solution, n ′ = 3, of equation (13),
and the exact solution of equation (8) reads where
and the parameters a, b, c and β satisfy, by means of (28) and (29), the conditions
For arbitrary values of the potential parameters a, b, c and β that do not necessarily obey the above conditions, we may use AIM directly to compute the eigenvalues accurately, as the zeros of the termination condition (38). The method above can also be used to verify the exact solutions we have obtained earlier. For arbitrary parameters, we employ AIM with
and compute the AIM sequences λ n and s n as given by Eq.(35). We note that for given values of the potential parameters a, b, and of k = d + 2ℓ, the termination condition δ n = λ n s n−1 − λ n−1 s n = 0 yields again an expression that depends on both r and E. Thus, in order to use AIM as an approximation technique for computing the eigenvalues E we need to feed AIM with a suitable initial value of r = r 0 that could stabilize AIM (that is, to avoid oscillations). Again, for our calculations in Table II , we have used r 0 = 3.
VI. EXACT AND APPROXIMATE SOLUTIONS FOR THE PURE COULOMB POTENTIAL PLUS LINEAR AND OSCILLATOR RADIAL TERMS
In this section, we focus our attention on the case of β = 0, specifically we study the exact and approximate eigenenergies of a hydrogenic atom with a Coulomb potential [9] in the presence of an external linear term and an for V (r) = 1/(r + 1) + r + r 2 and different values of the angular momentum ℓ. The initial value used by AIM is r0 = 3. The subscript N refers to the number of iteration used by AIM. harmonic oscillator. We have
This soft-confined potential has been the subject of intensive study over the past few decades in a wide range of contexts [6, 18, 19, 26, 27] . In the light of solutions to the equation (14), we discuss the quasi-exact solutions of Schrödinger equation for the potential (64) and their connection with the solution of the biconfluent heun equation [3, 8, 15, [22] [23] [24] 28] where we extend the some of the known results to arbitrary dimensions and provide a compact analytic solutions that we use to verify our approximation method using AIM. For this purpose, we set β = 0 in the differential equation (13) to obtain r f
This equation can easily be compared with (14) for a 4,3 = a 3,3 = τ 3,3 = 0, in which case equation (14) reduces to
with polynomial solutions y n = n j=0 C j r j only if τ 2,0 = n a 3,0 , and polynomial coefficients C j that satisfy the three-term recurrence relations, derived by use of the Frobenius method, given by
In this case, the first few polynomials are f 0 (r) = 1 providing τ 2,1 = 0,
On other hand, as noted earlier, (65) is a special case of the biconfluent Heun differential equation [20, 28, 29] zf
Indeed, by a simple comparison, with z = √ b r, between (68) and (64), we find by using
that we can express the analytic solutions of (66) in terms of the Bi-confluent Heun functions [20, 28, 29] as
with polynomial solutions providing 1, 2 , . . . . To this end, the polynomial solutions of the differential equation
where the coefficients C j are easily computed by means of the three-term recurrence relations, using (67),
subject to the termination condition C j+1 = 0. Thus, the first few polynomial solutions are given explicitly as
For arbitrary values of the potential parameters, we may initiate the asymptotic iteration method to solve the eigenvalue problem independently of the above mentioned constraints. Although, AIM was applied previously to study this potential [2, 5] , we claim that we obtain here more accurate and consistent numerical results. Using AIM with
and computing the AIM sequences λ n and s n using (35), we evaluate, recursively, the roots of the termination condition (38), starting with the initial value r 0 = 3, similar to the technique used to report Table II . In Table III , we use AIM to verify the 'exact' ground state energy (74) for a = b = 1, then apply AIM to the higher excited states. In Table IV , it is clear that we have greatly improved on the earlier AIM results of Barakat [5] . These results also highlight the conclusion obtained by Amore et. al. [2] on the fast convergence of AIM for this particular problem. In Table V using the Riccati-Padé method (RPM), we report a simple comparison comparing our results with those obtained earlier by Amore et. al. [2] . An immediate reason for the improvement noted in the results of Tables IV and V a consequence of the appropriate structures of the asymptotic solutions near zero and infinity (40). This illustrates the importance of using a more adequate asymptotic solution [10] that usually yields better stability, convergence, and accuracy of AIM. for V (r) = 1/r + cr + r 2 where c is determined from (74). The initial value used by AIM is r0 = 3. The subscript N refers to the number of iteration used by AIM.
c n E d=3 n0
c n E In this section, we turn our attention to study the d-dimensional radial Schrödinger equation
with the potential
We employ the following ansatz for the wave function
where the (R − r) factor is inserted to ensure the vanishing of the radial wave function u d nl (r) at the boundary r = R. On substituting (80) into (78), we obtain the following second-order differential equation for the functions f n (r),
This differential equation goes beyond the equation discussed in section III, so we introduce another more general class of differential equation that that allows us to analyze the polynomial solutions of (81).
Theorem VII.1. The second-order linear differential equation has a polynomial solution y(r) = n j=0 c j r j , if
and so on, for higher-order polynomial solutions. The vanishing of these determinants can be regarded as the conditions under which the coefficients τ 3,1 , τ 3,2 and τ 3,3 of Eq.(82) are determined in terms of the other coefficients. for V (r) = 1/(r + 1) − r + r 2 for different radius of confinement R . The initial value employed by AIM is r0 = R/2. The subscript N refers to the number of iterations used by AIM.
