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In order to get a correct evaluation of the response function 
of a scatterer in the time domain, a deconvolution operation is 
necessary. This operation is made difficult by the absence of 
information at low frequencies. We present a technique here whose 
purpose is the reconstruction of the low frequency part by extrap-
olation. 
Practically, the spectrum is sampled at given points and a 
polynomial passing by the same points is constructed. The samples 
in the unknown part are determined by trying different values and 
looking for a minimum distance between the actual spectrum and the 
approximating polynomial. Numerical results and an actual ultra-
sonic signal are presented. 
INTRODUCTION 
It is theoretically possible to get important information on 
the shape of a defect in a solid by studying in the time domain the 
signal reflected back after an irradiation with a very short ultra-
sonic pulse [1-3]. 
Practically it is necessary to perform a deconvolution operation 
to take off the effect of the frequency response of the transducer 
used in the experiment. At low frequencies, the signal over noise 
ratio is very small and one cannot get directly a correct estimation 
of the response function of the target in this frequency range which 
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contains important information. We study here the possibility to 
use the data in the known frequency range to extrapolate the response 
function toward low frequencies. The purpose is to have a purely 
numerical technique that could be used automatically by a computer 
and be implemented in an imaging system. 
It appears that the extrapolation is made theoretically 
possible by the fact that the signals are limited in the time 
domain. 
Practically the technique consists in the sampling of the 
spectrum and in the construction of an approximating polynomial 
passing by the samples. The sampling intervals are chosen such that 
one or two unknown points occur in the unknown low frequency band. 
Trying different values for these unknown points, one reconstructs 
a new spectrum by interpolation between the sample points. On an 
idea based on Tchebycheff approximation, the reconstructed spectrum 
should not differ from the actual spectrum if the assumed values in 
the unknown band are correct. 
We present results on a numerical simulation and on a real 
ultrasonic signal obtained for a flat defect in a block of iron 
located at 15 cm under its surface. 
THEORETICAL ASPECTS 
Effect of the Band Limitation 
The operation of deconvolution should give in an ideal case the 
response set) of the target to an infinitely short incident pulse. 
To take off the influence of the transducer, one records first a 
reference echo so(t) generally obtained with a flat infinite plane 
under normal incidence, and afterwards records Sl(t) the echo from 
the target obtained with the same transducer. One performs the 
Fourier transformation of the two signals Ao(oo) and Al(oo). By 
division of the complex amplitude in the Fourier domain, one gets 
the transfer function A(oo) = Al(oo)/Ao(oo) of the scatterer. The 
inverse Fourier Transform of A(oo) should be set) the impulse 
response of the target. We must point out that as the Fourier 
transformations require integration from minus infinity to plus 
infinity in both domains, the functions should be known on the Whole 
axis. Practically this knowledge is impossible in both domains: 
In the time domain one should have to record the signal indefinitely; 
in the frequency domain the ratio Al(oo)/Ao(oo) is reliable only in a 
band (001<00<002). Outside of this interval, the noise is too strong 
and leads to wrong evaluations of A(oo). 
We show the effect of this band limitation on a numerical 
simulation. We consider a triangular signal set) in the time 
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Figure 1. Original shape of triangular signal. 
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domain (Fig. I), then perform its Fourier transform and limit the 
frequency range to the interval wI, w2. The boundaries correspond 
to that of an actual transducer (Fig. 2). When performing the 
inverse Fourier Transform of this band-limited function, one gets 
important oscillations which are mainly due to the absence of low 
frequencies (Fig. 3). 
For defect characterization, the importance of the knowledge of 
the low frequency response may be seen on the development of A(w) in 
power series valid at low frequencies: 
[1 ] 
For two dimensional targets Ao is proportional to the surface 
of the target; A2 is a function of the depth of the inclined target 
along the direction of propagation. 
For three dimensional targets, if set) is to be the ramp 
response function [4], Ao is of the order of the volume for 
spheroidal scatterer; A2 is related to the depth of the target 
(~ Born radius); A3 gives the skewness of the time response 
function. 
Is it possible practially to use the data in the known band to 
estimate the spectrum at low frequencies? Mathematically this opera-
tion is possible when the function is analytical in the complex 
plane. In the general case of scattering the function A(w) is not 
analytical. This results in very sharp peaks and discontinuities 
on the real frequency axis. These features correspond to 
resonances: waves travelling back and forth in or around the target 
and so for an infinitely long time. This makes impossible the 
extrapolation in the general case. 
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Figure 2. Amplitude spectrum of triangular signal; the dotted lines 
limit the range of the assumed transducer . 
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Figure 3. Inverse Fourier Transform after band limitation of 
spectrum in Figure 2. 
Effect of the Time Limitation of Echoes 
In practice the signals are limited in the time domain (one 
reason is to make possible the calculation of the Fourier Transform). 
Let ~(t) be the limited version of set): ~(t) = set) for I t I < T 
and zero elsewhere. It results that one cannot anymore treat 
correctly the resonances because one gates out the echoes coming 
after a given delay. 
Let ~(w) be the Fourier Transform of ~(t). The time limitation 
of ~(t) makes ~(w) analytical [5]. In consequence the knowledge of 
~(w) in the whole complex plane may be deduced from its knowledge in 
one part of it. 
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One can precise the properties of ~(w) resulting from the time 
limitation 
~ Jt -iwt By definition A (w) = s (t) e dt 
-1" 
[2] 
The energy of the gated signal is finite: 
E = f1" \s(t) \2 dt 
-k' C I1:(00) ( Ow < 00 [3] 
Using Schwartz's inequality one can show that the modulus of 
~(w) and of its derivatives are bounded 
\l:(w)\ < e\W\TV2;E 
\l:'(w)\< e\W\1"TV2TE 
and so on for derivatives of any order. 
[4] 
The inequalities characterize the fact that the time limitation 
results in a smoothness of the spectrum. This smoothness being 
greater as T is diminished. 
Approximation of ~(w) Using Polynomials 
We may use the "smoothness" of ~(w) to approximate the amplitude 
spectrum by polynomials. We have chosen to treat independently the 
Real ~R(W) and Imaginary ~I(W) parts of ~(w). We then may use the 
classical results of analysis of real functions. We detail here the 
operation on ~R(W), the treatment in ~I(W) is exactly the same. 
Basically the spectrum is sampled and one constructs the 
polynomial passing by the sampling points. 
The sampling intervals are chosen sufficiently small to satisfy 
the Nyquist sampling theorem for the time limited function. 
In the experiments if w2 is the highest frequency given by the 
transducer one has typically to sample between 20 and 40 values 
between - w2 and w2' 
Some samples (one or two unknown) have to be taken in the 
unknown low frequency band and have to be determined. 
Let us see first what would be the properties of the approxima-
tion of ~R(W) by the polynomial if one knows the right ordinates 
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~R(Wi) for the samples in the unknown band. Using Lagrange's 
interpolation formula: 
n 
P(W)= 
i=O 
[5] 
The error Rn(w) made when one takes p(w) as an approximation of 
AR(w) may be shown [6] to be: 
'V Rn(W)=AR(w)-P(w) 
~ (n+l) 
R (w) = (w-wo ) (w-w l ) ••. (w-wn ) R (n) 
n (n+l) [6] 
~(n+l) is the n+l derivative of ~R(W) taken at a frequency n between 
R(n) 
-w2 and w2. 
It appears [6] that Rn(w) is a minimum when the wis are chosen 
as the zeroes of the Tchebycheff polynomial of order (n+l) defined 
in the interval (-W2,+W2). Furthermore the maximum error is the 
same allover the interval of definition and is proportional to the 
(n+l) derivative of ~R(W). 
This property is classically used in the design of digital 
filters [7] called equi ripple filters. We use it here to determine 
the unknown samples ~R(Wi) in the low frequency cut-off band. 
We try different values for these samples and so get different 
Polynomials. An example of ~R(W) and of a polynomial is given in 
Figure 4. We make the hypothesis that if one guesses a wrong value 
for the samples, one creates a distortion of the spectrum which 
cause an increase of the values of the derivatives of high order and 
then increase the error as given by formula [6]. 
For each new assumed value of the unknown samples, we get a new 
polynomial and evaluate a distance D between the polynomial and the 
function ~R(W) in the known band. In order to take into account the 
possible presence of noise in the spectrum, we perform an average 
by summing over a frequency interval ~w in the known band 
POLYNOMIAL EXTRAPOLATION APPLICATION TO DEFECTS 
D = f Ip(w) - AR (w) I dw. 
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[7] 
we then look for the minimum of D. For this m1n1mum as we will see 
on the results, p(OJ) reconstructs back correctly the function ~R(w) 
in the low frequency range. 
RESULTS 
The numerical simulation in Figure 1 has been chosen close to 
experimental conditions. The time interval tJ.T between two samples 
in the time domain is 20 ns. As is well known (see for example in 
Ref. 5) the sampling operation induces a periodicity in the 
frequency domain (aliasing) and generates the folding of spectra 
around the Nyquist frequency __ 1_ = 25 MHz. 
2tJ.T 
As the signal ~(t) is limited in the time domain, it will have 
an infinite bandwidth in the frequency domain. The folding of 
spectra of the sampled sequence ~[nT] will thus produce an error 
in the evaluation of the spectrum. Within the bandwidth of the 
transducer (1 to 5 MHz), we evaluate that the folded part is at 
least 20 dB inferior to the actual spectrum. As we will see on 
the final result, the error produced is negligible. 
To evaluate a spectrum, we perform a Discrete Fourier Transform 
with a Fast Fourier Transform algorithm with 1024 points. In the 
time domain, the length represents at most 256 samples. The time 
interval is completed by zeroes to 1024 points. The signal is 
f (M Hz) 
-1 
Figure 4. Example of the sampling (x) of real part of ~(w). Two 
unknown samples occur below 1 MHz. 
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eventually corrected of a very slow drift which may be caused by 
unwanted resonances of the transducer and may appear for high 
amplifications of the signal. One corrects the mean and the slope 
of the signal in order to r~ve a zero value of the signal at its two 
edges. The object of this treatment is to avoid as much as possible 
the presence of errors in the lower part of the known frequency band 
and to minimize the errors induced in consequence in the reconstruc-
tion of the unknown low frequency part. 
We have not used windows other than rectangular in the time 
domain in the ignorance of their consequences on the process of 
reconstruction. In the frequency domain, the interval between two 
values obtained with the FFT with 1024 points is f = 1 = 
1024flT 
0.0488 MHz. The edges of the band of the transducer f1 = 1 MHz and 
f2 = 5 MHz correspond approximately to integer positions k1 = f1 = 20 
and k2 = f2 = 102. 
flf 
M 
As mentioned before, we treat independently the real and 
imaginary parts of the Fourier Transform. But the treatments are 
slightly different because of the parities of these two functions. 
The real part ~R(W) is even and we do not know its value at 
the origin. We choose Tn+1 (x) = cos«n+1)arcos x) in such a manner 
that it has no zero at x = 0 but instead has roots symmetrical 
versus x = O. 
This has for effect that the zeroes in the low frequency part 
are as near as possible for the lower edge of the known band. 
It appears that this configuration improves the results. 
The degree n+1 necessary has been evaluated by trials on the 
numerical simulation where the right values were known in advance. 
On the example of Figure 5 the degree is 30 (it should be less for 
functions with slower variations). Thus we choose to use the 30 
roots of the Tchebycheff polynomial between -1 et +1. This deter-
mines the positions of the 30 samples in frequency between integer 
positions -k2 = -102 and k2 = 102. We may note that the positions 
of the roots do not generally correspond to integer positions. We 
have chosen for simplicity to take the nearest integer near the 
root as the position of the samples in the Lagrange formula (5). 
There are two unknown samples for k between 1 and 20. We have 
chosen the range of frequency flw to evaluate the distance in formula 
(7) as the interval between the four first samples in the known band. 
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Figure 5. 'V In dashed is the reconstructed part of AR(w). 
In the Figure 5, the dashed line is the low frequency part 
obtained from the minimum of D. This part differs very few from 
the true one. We may remar~ that the result is good although the 
first zero of the function AR(w) was not even in the band. 
For the treatment of the imaginary part ~I(W)' one may take 
advantage of the parity of the function. Indeed ~I(w) is an odd 
function of frequency and by consequence AI(O) = O. We thus have 
the knowledge of one sample in the low frequency gap. We choose the 
degree of the Tchebycheff polynomial in sort that w = 0 is one root. 
In our example n = 28. One is then left with one unknown sample 
for positive frequency in the low frequency gap. The search for the 
minimum of D with just one unknown parameter is then very quick. 
In the Figure 6, in dashed line, is plotted the reconstructed 
part. Again we have not plotted the actual data which superimpose 
exactly to this curve. 
In Figure 7, we have plotted the inverse Fourier Transform of 
~(w). The result obtained is very similar to the initial triangle 
of Figure 1. Particularly the dissymetry is well given back. We 
remark that the upper edge has been rounded off by the lack of high 
frequencies (we recall here that the amplitude spectrum is supposed 
zero for frequencies greater than 5 MHz). 
We now expose the treatment of a real ultrasonic signal given 
by a flat circular defect in iron. 
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Figure 6. In dashed is the reconstructed part of ~I(w). 
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Figure 7. Triangle after reconstruction of low frequencies. 
The defect is obtained by the forging of two blocks which have 
been engraved with the shape of a disc of 10mm of diameter. The two 
blocks are assembled under high pressure at high temperature. It 
results that the flat defect is embedded in the block of iron at 
150mm under its surface. 
As is shown in Reference 3, if one deconvolves the echo of the 
inclined target by the echo of the target under normal incidence, one 
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should have, back in the time doamin a function proportional to the 
length of the target which has intersected the wavefront at a given 
time. In the case of a circular defect of radius a, this line 
function should take the shape of a semi-ellipse with its axis 
related to the radius a and to the angle of incidence [1]. 
In Figure 8 is plotted the amplitude spectrum of the inclined 
target normalized by the spectrum obtained under normal incidence. 
We note the absence of information for frequencies under I MHz. 
In Figure 9 we see the inverse Fourier Transform of the 
spectrum of Figure 8. The result presents huge oscillations and is 
unsatisfactory. 
We have used the treatment as described before for the numerical 
simulation. In order to minimize the possible effect of noise we 
have smoothened the amplitude spectrum by a moving average on 3 
points. 
We may remark at this point that the distance 0 is more 
sensitive to the displacement of the unknown sample which has the 
highest frequency. It was possible though to get a correct evalua-
tion of the samples. 
o 5 f (MHz) 
Figure 8. Amplitude spectnum of inclined defect in iron after 
normalization. 
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Figure 9. Inverse Fourier Transform of spectrum in Figure 8. 
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Figure 10. Inverse Fourier Transform of spectrum in Figure 8 after 
reconstruction of low frequencies. 
It was possible to evaluate the validity of the result because 
the v~lue k(O) at zero frequency is known theoretically [3]. The 
value obtained by the numerical algorithm overestimated the expected 
value by 10% only. 
In Figure 10 we have plotted the inverse Fourier Transform of 
the completed spectrum. In dotted line is plotted the expected 
shape of the line function. The agreement is fairly good. 
CONCLUSION 
It appears possible to use numerical methods to extend the 
range of frequencies toward low frequencies for deconvolution 
"POLYNOMIAL EXTRAPOLATION APPLICATION TO DEFECTS 371 
procedure. The technique presented uses a sampling of the spectrum 
and the trials of samples in the unknown band. The idea of the 
method is that if one guesses the right values of the unknown samples, 
the interpolation polynomial between the samples should not differ 
of the true spectrum. The results presented show a good agreement 
with expected results. 
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