Abstract. In recent years, there have been increased efforts towards defining rigorous operational semantics for a range of agent programming languages. At the same time, there have been increased efforts to develop logical frameworks for modelling belief, desire and intention (and related notions) that make closer connections to the workings of particular architectures, thus aiming to provide some computational interpretation of these abstract models. However, there remains a substantial gap between the more abstract logical approaches and the more computationally oriented operational approaches. In this paper, we present a modelling of the mental states of PRS-like agents developed using a combination of dynamic logic and BDI logic that allows a mapping between the operational semantics and the model-theoretic semantics, considering the statics, though not the dynamics, of mental states. This represents a first step towards bridging the gap between theory and practice for an agent programming language that includes a simple notion of intention.
Introduction
As more agent programming languages are designed and more implementations of existing languages developed, there is an increased need to provide such languages with precise definitions. For agent languages and systems, two types of semantic definition have been the focus of much research: operational semantics, usually in Plotkin-style transition systems, and "denotational" semantics, usually based on modal logic with Kripke-style possible worlds semantics, including such descendants as temporal logic and dynamic logic. However, especially for languages based on a BDI (Belief, Desire, Intention) agent architecture, there remains a substantial gap between the two levels of semantic description. This gap means that "cognitive" properties of agents, such as rationality and commitment, that are typically modelled at the higher "denotational" level of abstraction, are not systematically connected to the properties of implemented agents as described at the operational level.
In recent years, there have been increased efforts towards defining rigorous operational semantics for a range of agent programming languages. In this paper, we focus on languages based on the BDI architecture as embodied in PRS and its variants, Georgeff and Lansky [8] , Georgeff and Ingrand [7] , Lee et al. [12] , and the abstract architecture of Rao and Georgeff [15] . However, precisely because operational definitions typically dispense with "cognitive" concepts such as rationality, commitment and goal-directedness, in favour of notions such as process, concurrency and (computational) environment and state, an operational semantics provides only limited assistance to developers of agent programs in reasoning about these higher-level properties. A contributing factor is that, whereas for the case of knowledge, there is a standard way of ascribing knowledge to an agent derived from the computational interpretation of its program, as in the approach of Fagin et al. [6] , the notions of belief, desire and intention do not enjoy this property -at least not for the specific notions employed in PRS style languages.
1
On the other hand, starting with the work of Cohen and Levesque [3] , there has been a strand of research aiming to formalize the logical properties of intention -both as understood by Bratman [1] and as instantiated in various BDI agent architectures, e.g. Rao and Georgeff [14] , Konolige and Pollack [11] , Wooldridge [18] . One major problem with such semantic modelling from the point of view of agent programming is that there is no clear way of mapping the abstract BDI models onto the computational states of an implemented agent (i.e. the converse problem to that described above), although the work of Singh [17] on strategies, and of Cavedon and Rao [2] on plans is a step in this direction. The consequence is that any properties of an agent's mental states that are shown to hold in virtue of some semantic modelling do not necessarily apply to the implemented agent being modelled, potentially making the higher-level analysis irrelevant for practical considerations.
In this paper, we provide a modelling for the semantics of PRS-like agents' mental states, focusing on the statics of such states (we do not consider belief revision or intention update in this paper). We present a logical modelling of PRS-like agent programs based on a new logic which we call Agent Dynamic Logic (ADL), that combines elements from Emerson and Clarke's Computation Tree Logic [5] , Pratt's Propositional Dynamic Logic [13] and Rao and Georgeff's BDI Logic [14] .
We begin with brief summaries of Computation Tree Logic and BDI Logic.
Computation Tree Logic
In Computation Tree Logic (CTL), Emerson and Clarke [5] , the basic idea is that temporal logic formulae are evaluated over a tree-like branching time structure whose states correspond to the internal states of a computation, and whose branches represent possible computation sequences. A distinction is made between path formulae and state formulae: path formulae are evaluated with respect to paths, i.e. single branches in the time tree (so refer to the properties of a single possible computation sequence), while state formulae are evaluated with respect to states (so refer to properties of the set of possible computation sequences emanating from a state). 
The following definition of a "world" is from Rao and Georgeff [14] . Finally, the semantics of CTL state and path formulae can be defined with respect to (time points and paths in) worlds using the following definitions. The properties of trees ensure that the first two auxiliary definitions are well defined.
Definition 7.
For any point t in a CTL time tree T , ≺ , the subtree of T , ≺ generated from t, denoted T t , ≺ t , is defined to be that subtree of T , ≺ consisting of the set of points T t = {u ∈ T : t u}, where ≺ t is defined as ≺ restricted to T t .
Definition 8. Let T , ≺ be a CTL time tree, let p be a path in T and let t be a time point in p.
The successor s p (t) of t in p is that state u ∈ p for which t ≺ u but there is no v ∈ p with t ≺ v ≺ u.
Definition 9. Let S be a set of states and let L be a language for expressing time-independent properties of states (we assume there is a satisfaction relation |= between states and formulae of L). Let w be a world over a CTL time tree
T , ≺ based on S. Then w satisfies a CTL formula at a time point t in T as follows.
BDI Logic
To enable Computation Tree Logic to be used for modelling rational agents, Rao and Georgeff [14] extended CTL with modal operators for modelling beliefs, desires (goals) and intentions. In this section, we give a reconstruction of this framework more suited to modelling PRS-like agents. The basic notion is a BDI interpretation, which in Rao and Georgeff's framework, is a set of worlds over the subtrees of a single time tree, where this time tree is a branching time structure as described above, and each "world" consists of an assignment of a state to each time point in the tree over which it is based. The semantics is augmented to include (accessibility) relations on situations corresponding to each modality, see also Wooldridge [18] .
The following definition is a simplification of Rao and Georgeff's in that only the propositional version is given, and also a slight modification, in that the set of states S is made explicit. However, in our version of the logic, which we call BDI-CTL, we introduce a modification to the language that makes it more suitable for reasoning about PRS-like agents. In particular, the language BDI-CTL includes three modal operators, B (belief), G (goal) and I (intention), but the operators G and I are defined in terms of other primitives that are based on elements of dynamic logic.
The formal definitions of the accessibility relations in Rao and Georgeff's framework rely on the notion of a subworld of a world. A subworld of a world w contains, for each time point t, a subset of the possible futures of t that w admits, according to whether or not the corresponding path is contained in the subtree from which the subworld is derived.
Definition 10.
A subworld of a world w over a time tree T , ≺ based on a set of states S is the world w restricted to a subtree of T , ≺ whose root is the root of w.
Definition 11. A BDI interpretation is a tuple T , ≺, S, W, B, I where T , ≺ is a time tree, S is a nonempty set of states, W is a nonempty set of worlds based on S with each world over a subtree of T , ≺ , B is a subset of W × T × W defined only for tuples (w, t, w ) for which t is a time point in w and w , and I is a function W × T → W mapping each time point t in a world w to a subworld of w whose root is t.
Any particular world w ∈ W defines a set of futures the agent considers possible starting from the initial situation in that world. Since each world is based on a branching time structure, the actions are modelled as being nondeterministic. However, since the agent has only partial information about its environment, it may be ignorant of exactly which situation it is embedded in; the agent considers only that it is embedded in a situation in which its current beliefs are true. This ignorance is captured using the relation B. More formally, the beliefs of the agent in some situation w t (at a time point t in a world w) are precisely those propositions holding at all epistemic alternatives w , i.e. in those situations w t such that B(w, t, w ). The relation on situations is assumed to be symmetric, transitive and Euclidean, and moreover, the relations B and I are assumed to satisfy the condition that B(w, t, w ) iff B (I(w), t, I(w ) ), i.e. the epistemic alternatives of I(w) at t are the intended subworlds of the epistemic alternatives of w at t.
The intentions of the agent are those actions the agent considers that eventually it will successfully perform, according its current view of the world, i.e. not taking into account the potential for the world to change so as to force the agent to revise or abandon its intentions. Intentions are modelled using the function I, which defines, for any particular world, which futures in that world are intended by the agent: in the "intended" futures, all the agent's actions are performed successfully. More formally, the intentions of an agent with respect to a world w are those action formulae π for which on all possible futures in I(w), the agent does π, i.e. the intentions of an agent are represented by formulae of the form BA✸do(π), and this is the basis of the definition below. For the purposes of exposition, in this section, we will simply assume that each formula do(π) is an atomic propositional formula satisfiable at a situation. Finally, the goals of the agent are simply those formulae α such that the agent intends to perform the action achieve γ.
Definition 12. Let T , ≺, S, W, B, I be a BDI interpretation. Then a world
w ∈ W satisfies a BDI logic formula at a time point t in w as follows.
Agent Dynamic Logic
In this section, we adapt BDI logic to include a modelling of PRS-like agent programs using dynamic logic. In Propositional Dynamic Logic (PDL), Pratt [13] , see also Goldblatt [9] , the execution of a standard computer program is modelled using transition functions over internal machine states. For such programs, execution is assumed always to be successful (though not necessarily terminating) and machine states are assumed to change only as the result of program execution. However, in modelling agent programs, both these assumptions need to be relaxed: success is not always guaranteed and the environment is subject to change due to forces external to the agent. Moreover, though this is not considered in this paper, the agent's mental states (beliefs, goals and intentions) also change through time.
Analogous to PDL, the language ADL (Agent Dynamic Logic) includes modal operators corresponding to each program (concrete hierarchical plan) φ, and the semantics is based on computation trees, as in the approach of Harel [10] . However, the semantics is much more closely aligned to the behaviour of the PRS-like interpreter than more general earlier frameworks for modelling action, e.g. Segerberg [16] , Singh [17] and Cavedon and Rao [2] . In particular, we aim, following Cavedon and Rao's work, to make explicit reference to the dynamic logic of action in modelling the agent's intentions.
The original semantics of PDL was defined in terms of a family of binary state transition relations R π , one for each program π. The relation R π is intended to capture the possible input-output pairs corresponding to π: more precisely, s, t ∈ R π iff t is a state that can be reached through executing π starting at the initial state s. In ADL, an interpretation consists of a family of BDI interpretations (sets of worlds) R π , one for each (agent) program, with the important modification that the worlds may be over trees with finite branches. This derives from the semantics of PDL based on computation trees developed by Harel [10] . The reason for using BDI interpretations to capture the meaning of programs, rather than just worlds (or computation trees in Harel's sense), is that the meaning of the test statement in the PRS-like language must be defined with respect to the agent's belief states, not with respect to world states. In our semantics, states are understood as world states external to the agent, not machine states internal to the agent. Now consider the conditional and iterative constructs. In standard PDL, the if-then-else and while statements are defined in terms of the sequencing, union, iteration and test primitives as follows.
But the conditional and iterative constructs in PRS agent programs behave very differently: the tests in the PRS statements are tests, not on the state of the world, but on the agent's belief state (a distinction not needed for standard PDL). Thus the set of possible worlds that realize an execution of a PRS-like agent's program must ultimately be defined with respect to the agent's beliefs (at execution time).
Definition 13. A PRS interpretation is a pair S, R , where S is a set of states and R is a family of sets of BDI interpretations R π based on S, one such BDI interpretation for each program π.

Definition 14. Let S, R be a PRS interpretation and T , ≺, S, W, B, I be a BDI interpretation. Then a world w ∈ W satisfies the formula do(π) at a time point t in w as follows. w |= t do(π) if some subworld of w is the prefix of a world in R π
Definition 15. A subworld w is a prefix of a world w if for each end node n of w, there is a world w n such that replacing each n in w by w n results in the world w .
Each primitive action π (except for the special action achieve γ -see below), is assumed to be modelled by a set of worlds each over a computation tree of depth 1, one world for each possible initial state s ∈ S: call such a world a π-world. Each π-world with root s has one child state for each possible outcome of executing the action π in s. In addition, a subworld of each π-world is assumed to define the successful executions of π (note that this makes the notion of success state dependent). This definition is meant to capture both the nondeterminism inherent in action execution, a feature of standard programs that can also be modelled in PDL, and also the notion of intended successful execution of an action. Now each BDI interpretation contains a set of worlds, with the situations in those worlds possibly related under the epistemic alternative and intended future relations B and I. The meaning of each R π is a set of BDI interpretations where the initial situations of all the worlds in the interpretation form a single equivalence class of epistemic alternatives, and where the relation I is defined by inheriting this relation from each world (this makes the notion of success independent of the agent's beliefs).
We need to define operations on sets of BDI interpretations that correspond to the program construction operators, in particular for sequencing, alternation and iteration, which, in standard PDL, are expressed using composition, set union and reflexive, transitive closure (of binary state transitions relations). The operation for sequencing is a kind of "concatenation" of worlds, analogous to concatenation of computation sequences. Let w 1 and w 2 be worlds over time trees T 1 and T 2 , let s be an end point of T 1 and let r be the root of T 2 . Say w 2 extends w 1 at s if the state associated with s, w 1 (s), equals that associated with r in T 2 , w 2 (r), and the set of states associated with the epistemic alternatives of w 1 (s) is the same as that associated with the epistemic alternatives of w 2 (r). Then the concatenation of w 1 and w 2 , denoted w 1 ⊕ w 2 , is a world over a time tree in which, intuitively, each state at each end point s of T 1 is replaced by a copy of the world w 2 whenever w 2 extends w 1 at s. The definition of w 1 ⊕ w 2 can be made more precise as follows. and a world w 2 in W 2 that extends w 1 at s (if one exists). We assume that for each distinct state, there is only one world in W 2 whose root is associated with that state, hence there is at most one world in W 2 that extends w 1 at s, for any given end point s of w 1 .
For alternation, we utilize an operation that merges two worlds if they have identical initial states. Let w 1 and w 2 be worlds over time trees T 1 and T 2 with roots r 1 and r 2 , and suppose that w 1 (r 1 ) = w 2 (r 2 ) and the set of states associated with the epistemic alternatives of both situations are the same. Then the merger of w 1 and w 2 , denoted w 1 w 2 , is that world formed by identifying the two roots and joining together w 1 and w 2 at this situation. We can finally give the constraints on the sets of computation trees R π that ensure that each respects the operational semantics of the program construction operators.
In the definition for the test statement α?, s, s denotes a tree with two elements, a root node and a child node, both with the associated state s, and ℘ denotes the powerset constructor, assuming all initial situations of the trees in any element of the powerset are belief equivalent (so such situations satisfy Bα).
The family of relations R π must be extended from programs to (concrete hierarchical) plans. Let W denote the set of all possible worlds, B 0 the set of BDI interpretations all of whose worlds are of depth 0, and define b |= α for a BDI interpretation with set of worlds W if for each world w ∈ W, w |= t α where t is the root of w. Then the family of relations R π must be extended to sets of concrete hierarchical plans. The definition below is based on the definition of concurrency as sequence interleaving. The operator | is used to denote list concatenation, i.e.
[π|P ] denotes a plan whose highest level program is π and which has a suffix P . Definition 18. The relations R π for the empty program Λ and for programs achieve γ corresponding to a subgoal γ are defined as follows.
Here pre(π), post(π) and context(π) are the precondition, postcondition and context of a plan π in the plan library L. Thus Λ is executable in every situation in every world, and leaves the state unchanged, while achieve γ is modelled as a set of PRS interpretations in which γ is achieved by the successful execution of a (hierarchical) plan built from plans in the plan library. Note carefully that this condition is actually a set of recursive definitions of R achieve γ for all formulae γ at once; it is recursive because the plans π may include subgoals of the form achieve δ (and here, of course, δ may be γ). Thus the meaning of achieve γ involves a least fixpoint construction.
Definition 19. Let P be a concrete hierarchical plan. Then the relation R P is defined as follows. i∈I W i = {head (W i ) ⊕ W i : i ∈ I and W i ∈ i∈I {W − W i ∪ tails(W i )}} Here, head (w) is the subworld of w derived from the subtree of depth 1 starting at the root of w, and tails(w) is the set of worlds that are derived from those subtrees of w whose root nodes are the children of the root node of w.
Conclusion
We presented a formal modelling of the mental states of PRS-like agents based on a combination of Computation Tree Logic, Propositional Dynamic Logic and BDI Logic called Agent Dynamic Logic. This provides a modelling much more closely aligned to the operational semantics of PRS-like agents than in previous work, and to some extent explains how the notions of belief, desire and intention are employed in PRS-like architectures. The formalism also enables a rigorous semantic definition of subgoals achieve γ as corresponding to plans which, when successfully executed within the PRS-like architecture, actually will achieve the subgoal γ provided that no contingency arises during execution that forces the plan's abandonment. One limitation of the present work is that only the statics of mental states has been modelled -the temporal structures used in the modelling capture the "future directedness" of the agent's intentions as viewed from a single point in time, but not the changes in the agent's mental state as time progresses; a more complete model would include such mental state dynamics.
