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ABSTRACT 
Background: Deep learning algorithms achieve high classification accuracy in many applications but 
their integration into clinical processes remains scarce, partly due to their perceived lack of 
transparency. Attention layers in deep neural networks increase model interpretability by identifying 
which components of the input are attended to at any point in time. 
Objective: To evaluate the feasibility of using an attention-based neural network for predicting the 
risk of readmission within 30 days of discharge from the intensive care unit (ICU) based on longitudinal 
electronic medical record (EMR) data and to leverage the interpretability of the model to describe 
patients-at-risk. 
Methods: A  “time-aware attention” model was trained using publicly available EMR data (MIMIC-III) 
associated with 45,298 ICU stays for 33,150 patients. The analysed EMR data included static (patient 
demographics) and timestamped variables (diagnoses, procedures, medications, and vital signs). 
Bayesian inference was used to compute the posterior distribution of network weights. The prediction 
accuracy of the proposed model was compared with several baseline models, including recursive 
neural networks and logistic regression, and evaluated based on average precision, AUROC, and F1-
Score. Odds ratios (ORs) associated with an increased risk of readmission were computed for static 
variables. Diagnoses, procedures, and medications were ranked according to the associated risk of 
readmission. The model was also used to generate reports with predicted risk (and associated 
uncertainty) justified by specific diagnoses, procedures, medications, and vital signs. 
Results: A Bayesian ensemble of 10 time-aware attention models could be trained to predict the risk 
of readmission within 30 days of discharge from the ICU and led to the highest predictive accuracy 
(average precision: 0.282, AUROC: 0.738, F1-Score: 0.353). Male gender, number of recent admissions, 
age, admission location, insurance type, and ethnicity were all associated with risk of readmission. A 
longer length of stay in the ICU was found to reduce the risk of readmission (OR: 0.909, 95% credible 
interval: 0.902, 0.916). Groups of patients at risk included those requiring cardiovascular or ventilatory 
support, those with poor nutritional state, and those for whom standard medical care was not suitable, 
e.g. due to contraindications to surgery or medications. 
Conclusions: The presented deep learning model considers the full clinical history of a patient and can 
be used to gain insight into the patient population at increased risk of readmission. Ultimately, the 
development of interpretable machine learning techniques such as proposed here is necessary to 
allow the integration of predictive models in clinical processes. 
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Introduction 
Modern machine learning algorithms such as artificial neural networks with multiple hidden (“deep”) 
layers are able to extract relevant features from medical data and make predictions for previously 
unseen patients. Examples of successful applications of deep learning techniques in the medical 
domain include the classification of skin cancer images with accuracy comparable to dermatologists 
[1], the prediction of cardiovascular risk factors from retinal fundus photographs [2], and the 
prediction of diseases including severe diabetes, schizophrenia, and various cancers based on 
information contained in electronic medical records (EMR) [3]. Nonetheless, integration of machine 
learning assistants into clinical processes remains scarce and actual benefits for patient care are yet 
to be demonstrated [4]. This is due in part to the perceived lack of transparency, or “black box” nature, 
of neural networks [5]. 
Attention layers in deep neural networks enable them to focus on a subset of inputs (features) and 
respond accordingly, increasing model performance. They also offer much-needed model 
interpretability, by identifying which components of the input are attended to at any point in time. 
Current deep learning architectures used for risk prediction based on EMR data generally employ 
attention layers on top of recurrent cells [6-8] (e.g. Long Short-Term Memory, LSTM [9], or Gated 
Recurrent Units, GRU [10]). While these models led to state of the art results in prediction accuracy, 
the use of recurrent cells is associated with several drawbacks: interpretation of results is hampered 
by outputs being a nonlinear combination of current input and current memory state, lack of set-
invariance (i.e. outputs differ based on the specific sequence of timestamped variables within the EMR, 
even if these variables were recorded at the same time) [11] and long training times due to difficulties 
in parallelizing these sequential algorithms. In addition, it is usually not possible to understand the 
way in which specific time stamps associated with medical codes impact risk predictions, as time 
encodings may be added or appended to embedded medical codes before being input to recurrent 
cells. Neural networks relying entirely on attention mechanisms have been proposed as an alternative 
to overcome the limitations of recurrent neural networks, with comparable or improved accuracy on 
several language processing tasks [12] and when used for risk predictions based on EMR data [13]. 
The present study introduces a novel, attention-based, neural network architecture which can be used 
for interpretable risk prediction based on static and timestamped variables contained in EMR data. 
As an exemplar application, the proposed model is used to predict a patient’s risk of readmission 
within 30 days of discharge from the intensive care unit (ICU) based on longitudinal EMR data. 
Readmission to the ICU is an adverse outcome experienced by approximately 10% of critically ill 
patients following discharge [14, 15]. It may be an indicator of poor or incomplete medical care as 
transfers between healthcare professionals have been linked to an increased rate of adverse events, 
higher mortality, and hospital stays [15-18]. If patients at high risk of readmission could be identified, 
appropriate interventions, such as careful patient evaluation before discharge, planning for proper 
placement of the patient after discharge, and a safe and thorough handover of patient care between 
healthcare providers, could be implemented and patient outcomes could be improved [19]. 
Readmission to the ICU also represents a major source of avoidable costs for the health care system, 
as up to 30% of total hospital costs and 1% of the US gross national product are directly linked to ICU 
expenses [20]. Points-based scores such as the Acute Physiology and Chronic Health (APACHE) score 
[21] and the Simplified Acute Physiology Score (SAPS) [22] are routinely used in ICUs to evaluate 
severity of illness and predict mortality risk; they may also be useful in predicting the risk of 
readmission [23]. However, a recent study comparing several scores used to predict the risk of 
readmission within 48 hours from discharge determined only moderate discrimination power (area 
under the receiver operating characteristic curve between 0.65 and 0.67) [24]. It is plausible that the 
application of novel machine learning algorithms to EMR data could lead to more accurate predictions.  
Thus, the aims of the present study are: 1) to evaluate the feasibility of using an attention-based neural 
network for predicting the risk of readmission within 30 days of discharge from the ICU based on 
longitudinal EMR data; 2) to leverage the interpretability of attention-based deep learning models to 
gain a better understanding of intensive-care patients at increased risk of readmission. Methods Study Population 
The presented algorithms were evaluated on the publicly available MIMIC-III dataset (ethics approval 
was not required) [25]. This dataset comprises deidentified health data associated with 61,532 ICU 
stays and 46,476 critical care patients at Beth Israel Deaconess Medical Center in Boston, 
Massachusetts between 2001 and 2012. 
The considered supervised learning task consists of predicting, for a given ICU stay, whether the 
patient will be readmitted to the ICU within 30 days from discharge. Patients were excluded if they 
died during the ICU stay (N=4,787 ICU stays), were not adults (18 years old or older) at the time of 
discharge (N=8,129 ICU stays) or died within 30 days from discharge without being readmitted to the 
ICU (N=3,318 ICU stays). The final study population comprised 45,298 ICU stays for 33,150 patients, 
labelled as either positive (N=5,495) or negative (N=39,803) depending on whether a patient did or 
did not experience readmission within 30 days from discharge. To develop and evaluate the 
considered methods, patients were subdivided randomly into training (80%), validation (10%), and 
testing sets (10%). Note that this subdivision was based on patient identifiers and not on ICU stay 
identifiers to prevent information leaks between datasets (since the prediction is based on the entire 
clinical history of a patient).  Model Variables 
The EMR of a patient can be represented as a set of static and timestamped variables: 
𝐸𝐸𝐸𝐸𝐸𝐸 = {𝑋𝑋ν} ∪ ��Xij, Tij�� 
where 𝑋𝑋ν is the ν-th static variable, 𝑋𝑋𝑖𝑖𝑖𝑖  is the 𝑗𝑗-th timestamped variable of the 𝑖𝑖-th data type and 𝑇𝑇𝑖𝑖𝑖𝑖  
is the elapsed time, measured in hours, between the time when the variable was recorded and the 
time when a prediction is made based on the EMR data. 
In the present study, static variables included the patient’s gender, age, ethnicity, insurance type, and 
marital status. Each ICU stay was associated with a length of stay covariate and the previous location 
of the patient prior to arriving at the hospital (admission location). An additional static variable was 
given by the number of ICU admissions in the year preceding the considered ICU stay. 
Data types of timestamped variables included international classification of diseases and related 
health problems (ICD-9) diagnosis and procedure codes, prescribed medications, and vital signs of the 
patient. Specifically, assessed vital signs of the patient comprised heart rate, systolic and diastolic 
blood pressure, blood glucose and pH, Glasgow Coma Scale (eye response, verbal response, motor 
response components), body temperature, respiratory rate, fraction of inspired oxygen, oxygen 
saturation, and body mass index (BMI). Elapsed times associated with timestamped variables were 
determined based on either the time and date of occurrence (whenever available) or the time and 
date of discharge from the corresponding hospital admission. In the present study, the simplifying 
assumption is made that diagnosis and procedure codes are available immediately at the time of 
discharge from the ICU. Categorical values of static or timestamped variables associated with less than 
100 ICU stays were re-labelled as “other”. Proposed Artificial Neural Network Architecture with Time-Aware Attention 
At a high level, the proposed artificial neural network (ANN) architecture assigns a numerical score to 
each type of timestamped variables (e.g. each ICU stay will be associated with a diagnoses score, a 
medications score, a heart rate score, etc.), concatenates these scores with the considered static 
variables, feeds the resulting vector to a “logistic regression layer” (i.e. a fully connected layer with a 
sigmoid activation function) and outputs the risk of readmission within 30 days. A schematic 
representation of the network architecture is presented in Figure 1 while specific details are given in 
the following sections. 
Static Variables 
Static variables of a patient are represented as a vector 𝑥𝑥static ∈ ℝ𝑑𝑑static (categorical variables are one-
hot encoded), where 𝑑𝑑static corresponds to the number of static variables.  
Diagnoses and Procedures 
For timestamped variables of data type 𝑖𝑖 ∈ {diagnoses, procedures}, a dictionary is used to map the 
recorded codes in a patient’s EMR to an integer valued vector 𝑥𝑥𝑖𝑖 ∈ ℝ𝑑𝑑𝑖𝑖  and an associated vector of 
elapsed times 𝑡𝑡𝑖𝑖 ∈ ℝ𝑑𝑑𝑖𝑖 . If a patient’s EMR contains less than 𝑑𝑑𝑖𝑖  codes of the 𝑖𝑖-th data type, zero-
padding is used. 
An embedding layer is used to map the codes in 𝑥𝑥𝑖𝑖  to a higher dimensional vector space, resulting in 
a matrix 𝐸𝐸𝑖𝑖 = (𝑒𝑒𝑖𝑖1, … , 𝑒𝑒𝑖𝑖𝑖𝑖, 0, … ,0) ∈ ℝ𝑑𝑑𝑖𝑖×𝑚𝑚𝑖𝑖  where 𝑚𝑚𝑖𝑖  is the embedding dimension and 𝑛𝑛  is the 
number of codes of data type 𝑖𝑖 in a patient’s EMR. 𝑚𝑚𝑖𝑖  is set proportional to the fourth root of the 
dictionary size of the corresponding data type [8]. 
A second embedding layer is used to map the codes in 𝑥𝑥𝑖𝑖  to corresponding relevance decay constants, 
resulting in a vector λ𝑖𝑖 = (λ𝑖𝑖1, … , λ𝑖𝑖𝑖𝑖, 0, … ,0) ∈ ℝ𝑑𝑑𝑖𝑖 . The rationale behind this step is that the rate at 
which medical codes lose relevance over time should depend on the type of code itself. For example, 
both a diagnosis of dermatitis and a diagnosis of diabetes may be relevant for prediction purposes if 
made shortly before the time of prediction; however, if these diagnoses were made one year before 
the time of prediction only the diagnosis of diabetes is likely to still be relevant. 
Next, a time-aware attention layer is used to integrate information from timestamped variables of the 
𝑖𝑖-th data type. The proposed time-aware attention mechanism is similar to dot-product attention [26] 
but additionally takes into account the recording times of variables. In a first step, hidden 
representations 𝑢𝑢𝑖𝑖𝑖𝑖 ∈ ℝ𝑚𝑚𝑖𝑖  of the embedded codes are obtained by: 
𝑢𝑢𝑖𝑖𝑖𝑖 = tanh�𝑊𝑊𝑖𝑖𝑒𝑒𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑖𝑖� 
The relevance α𝑖𝑖𝑖𝑖 ∈ ℝ of a code is computed through a learned context vector 𝑐𝑐𝑖𝑖 ∈ ℝ𝑚𝑚𝑖𝑖  as: 
α𝑖𝑖𝑖𝑖 = exp�𝑐𝑐𝑖𝑖𝑇𝑇𝑢𝑢𝑖𝑖𝑖𝑖 − �λ𝑖𝑖𝑖𝑖� ⋅ 𝑡𝑡𝑖𝑖𝑖𝑖�∑ exp�𝑐𝑐𝑖𝑖𝑇𝑇𝑢𝑢𝑖𝑖𝑖𝑖 − �λ𝑖𝑖𝑖𝑖� ⋅ 𝑡𝑡𝑖𝑖𝑖𝑖�𝑖𝑖𝑖𝑖=1 = exp�𝑐𝑐𝑖𝑖𝑇𝑇𝑢𝑢𝑖𝑖𝑖𝑖� ⋅ exp�−�λ𝑖𝑖𝑖𝑖� ⋅ 𝑡𝑡𝑖𝑖𝑖𝑖�∑ �exp�𝑐𝑐𝑖𝑖𝑇𝑇𝑢𝑢𝑖𝑖𝑖𝑖� ⋅ exp�−�𝜆𝜆𝑖𝑖𝑖𝑖� ⋅ 𝑡𝑡𝑖𝑖𝑖𝑖��𝑖𝑖𝑖𝑖=1  
This way, the relevance of an embedded code 𝑒𝑒𝑖𝑖𝑖𝑖 decays exponentially over time with rate �λ𝑖𝑖𝑖𝑖�. The 
summary vector 𝑠𝑠𝑖𝑖 ∈ ℝ𝑚𝑚𝑖𝑖  is then computed as a weighted average of the embedded codes: 
𝑠𝑠𝑖𝑖 = �α𝑖𝑖𝑖𝑖𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖=1
 
Notice that this representation is set-invariant, i.e. if a set of codes was recorded at the same time the 
representation is independent of the codes’ specific order of appearance within the EMR. Finally, a 
fully connected layer is used to compute a score ρi ∈ ℝ from the summary vector 𝑠𝑠𝑖𝑖. 
Medications 
Medications are processed similarly to diagnosis and procedure codes. However, standard dot-
product attention [26] is applied to medications associated with the current ICU stay instead of using 
time-aware attention on all medications in the patient’s EMR. This choice was made to reduce 
computational complexity (given the large number of medications associated, on average, with each 
ICU stay) and based on the hypothesis that medications administered during previous ICU stays had 
limited relevance for the classification task at hand. 
Vital Signs 
The patient’s charts were used to determine vital signs in the 48 hours preceding discharge from the 
ICU [27]. Vital signs comprised: heart rate, systolic and diastolic blood pressure, blood glucose and pH, 
Glasgow Coma Scale (eye response, verbal response, motor response components), body temperature, 
respiratory rate, fraction of inspired oxygen, oxygen saturation, and body mass index. Multiple 
measurements within one hour were averaged. Missing data was addressed by using linear 
interpolation if any data was recorded during the ICU stay and median imputation otherwise. Thus, 
each ICU stay was associated with 13 time series of length 48. 
Deep learning approaches and, in particular, convolutional neural networks with residual connections 
(ResNet) [28, 29] have been shown to provide competitive accuracy in time series classification tasks. 
In the proposed ANN architecture, each vital sign time series is processed by a different ResNet. 
Differently from previous work [28], the output of the global pooling layer is passed to a fully 
connected layer which outputs a score ρ ∈ ℝ.  
Deep Representation 
The “deep” representation of a patient’s EMR can thus be obtained by concatenating the static 
variables and the determined scores as [𝑥𝑥static; ρ1; … ; ρ𝑘𝑘] for 𝑘𝑘 data types of timestamped variables.  
The final layer of the ANN is fully connected with a sigmoid activation function. It is applied to the 
vector of concatenated variables and outputs the estimated risk 𝑟𝑟 of readmission within 30 days from 
discharge: 
𝑟𝑟 = σ(𝑤𝑤𝑇𝑇[𝑥𝑥static; ρ1; … ; ρ𝑘𝑘] + 𝑏𝑏)   (1) 
Baselines 
The accuracy of the proposed ANN with time-aware attention is compared with the following 
baselines: 
• RNN+Attention. An ANN similar to the proposed architecture but where diagnoses, 
procedures, and medications are fed to bidirectional recursive neural networks with dot-
product attention layers applied to the outputs of the RNNs after each input [26]. Specifically, 
recurrent cells are implemented using gated recurrent units (GRU).  
• Attention. An ANN similar to the proposed architecture but using dot-product attention [26] 
instead of time-aware attention to process diagnosis and procedure codes.  
• RNN. An ANN similar to the proposed architecture but where diagnoses, procedures, and 
medications are fed to bidirectional GRUs. The final states of the GRUs are passed on to the 
fully connected layers that compute scores for timestamped variables.  
• Logistic Regression. Linear regression is applied to each vital sign time series [27]; logistic 
regression is then applied to the resulting coefficients together with the considered static 
variables. Interpretation 
For the proposed attention-based ANN architecture, the weights of the final fully connected layer may 
be used to determine the impact of static and timestamped variables on estimated risk. Applying a 
logit function to both sides of Equation (1) and rewriting the vector 𝑤𝑤 as a concatenation of elements 
that are multiplied with the different components of the input vector leads to: logit(𝑟𝑟) = [𝑤𝑤static;𝑤𝑤1; … ;𝑤𝑤𝑘𝑘]𝑇𝑇[𝑥𝑥static; ρ1; … ; ρ𝑘𝑘] + 𝑏𝑏 
Thus, as in traditional logistic regression, the elements of 𝑤𝑤 can be interpreted as increases in log-
odds for unplanned early readmission if the corresponding static variables or scores are increased by 
one unit. 
It is also of interest to determine which codes (e.g. diagnoses, procedures, medications) are associated 
with a prediction of high risk. Notice that dot-product attention or time-aware attention layers 
compute a weighted average of embedded codes; a fully connected layer is then used to output a 
score ρ for each data type. By passing single codes (i.e. the rows of the embedding matrix) to the fully 
connected layer computing the score ρ, it is possible to associate each code with a score. The higher 
the score, the higher the risk of readmission when a patient’s EMR contains that code. 
Finally, the ResNets used to process time series of vital signs can be used to generate class-specific 
activation maps (CAM) [28]. CAMs provide visual clues about regions of time series that the ResNet 
considers relevant for the classification task. Bayesian Inference 
Given training data 𝒟𝒟, stochastic gradient descent is usually employed to obtain maximum likelihood 
estimates (MLE) of the parameters ω of a neural network:  
ωMLE = arg𝑚𝑚𝑚𝑚𝑥𝑥
ω
𝑙𝑙𝑙𝑙𝑙𝑙 𝑃𝑃(𝒟𝒟|ω) 
However, the use of point estimates does not allow assessment of uncertainty in risk predictions or 
network parameters, the latter being relevant for model interpretation. An alternative consists of 
using Bayesian inference to compute the posterior distribution of the weights given the training data,  
𝑃𝑃(ω|𝒟𝒟) . Unfortunately, direct computation of this posterior is intractable. Stochastic variational 
inference with mean-field approximation provides a way to approximate the posterior distribution of 
the weights [30, 31]. It finds the parameters θ of a distribution on the weights 𝑞𝑞(ω|θ) that minimize 
the Kullback-Leibler (KL) divergence with the true Bayesian posterior on the weights: 
θ∗ = arg 𝑚𝑚𝑖𝑖𝑛𝑛
θ
 𝐾𝐾𝐾𝐾[𝑞𝑞(ω|θ) || 𝑃𝑃(ω|𝒟𝒟)] 
In the present study the variational posterior is assumed to be a diagonal Gaussian distribution and is 
estimated using the Bayes by Backprop algorithm [32]. The prior on a network weight is set to the 
scale mixture of two zero-mean Gaussian densities with standard deviations of σ1 = 1 and σ2 = 𝑒𝑒−6, 
respectively, and mixture weight π = 0.5. 
After θ∗ has been computed, it is possible to repeatedly sample a set of network parameters and make 
risk predictions for given data 𝒟𝒟. This way, 95% credible intervals can be determined for network 
parameters (or combinations thereof) and risk predictions. Further, it is possible to average risk 
predictions and construct an ensemble classifier.  
A drawback of stochastic variational inference is that it effectively doubles the number of parameters 
of the network (as mean and standard deviation of a Gaussian distribution must be computed for each 
parameter). To keep the computational cost manageable, Bayesian inference is applied to all network 
parameters but the parameters of the ResNets used to process vital sign time-series, for which 
maximum likelihood estimates are employed. Training 
To compare the classification accuracy of the considered neural network architectures, maximum 
likelihood estimates of network parameters were obtained using a log-loss cost function on the 
training data, extensive use of dropout with 50% probability after each embedding, RNN, and 
attention layers [33], and stochastic gradient descent with an Adam optimizer (batch size of 128 and 
learning rate of 0.001) [34]. Early stopping was implemented by terminating training after no 
improvement in average precision on the validation data for 10 training epochs. Similarly, Bayes by 
Backprop was used to train the proposed Time-Aware Attention network and construct an ensemble 
classifier using 10 sets of sampled network weights.  Statistical Analysis 
Baseline characteristics were determined for the analysed patient population. The prediction accuracy 
of each considered algorithm was evaluated based on average precision, AUROC, and F1-Score. Note 
that average precision may reflect algorithmic performance on imbalanced datasets better than 
AUROC as it does not reward true negatives [35]. The F1-Score was maximized over different threshold 
values on risk predictions. In addition, training times per epoch were compared across the considered 
ANN architectures.  
To interpret the coefficients of the attention-based ANN, the Time-Aware Attention network was re-
trained using Bayes by Backprop on all available data. Training was terminated if there was no 
improvement in the expected lower bound (ELBO) for 10 epochs. Diagnoses, procedures, and 
medications were ranked according to their associated average scores and corresponding 95% 
credible intervals were determined using 10,000 network samples. 
An additional 100 network samples were used to generate justifiable patient reports including average 
predicted risk of readmission within 30 days with associated 95% credible intervals, selected class-
specific activation maps derived from vital signs, and lists of diagnoses, procedures, and medications 
in the patient’s EMR colour coded according to the product between associated score ρ and attention-
assigned relevance α. Platt scaling was used to refine the calibration of predictions [36]. 
Software was implemented in Python using Scikit-learn [37] and PyTorch [38]; the developed 
algorithms are publicly available [39]. Results Baseline Characteristics 
Baseline characteristics of the analysed patient population are reported in Supplementary Table S1. 
In total the model was trained using 21 static variables, 994 unique ICD-9 diagnosis codes, 300 unique 
ICD-9 procedure codes, 571 unique medications, and 13 vital signs. The embedding dimension for 
diagnoses, procedures, and medications was set to 12, 10, and 10, respectively. Each patient’s EMR 
contained at most 490 ICD-9 diagnosis codes, 81 ICD-9 procedure codes, and 131 medications 
associated with the current ICU stay. Model Comparison 
Average precision, AUROC, and F1-score for the considered algorithms are reported in Table 1. 
Summary statistics for the RNN+attention model were slightly higher than for the time-aware 
attention model, likely due to the additional RNN layers in the RNN+attention model (average 
precision: 0.279 vs. 0.260, AUROC: 0.737 vs. 0.721). Making attention modules aware of elapsed times 
provided an overall advantage over standard dot-product attention (average precision of 0.260 vs 
0.251). Results could be improved further by using a Bayesian ensemble of 10 time-aware attention 
models, this classifier was associated with the overall highest summary statistics (average precision of 
0.282). 
As expected, models based solely on attention mechanisms trained faster than RNN-based models 
(Table 2). However, training time per epoch was largely dominated by the time required to train the 
different ResNets for processing of vital signs. 
Table 1.  Summary statistics for the different algorithms used to predict readmission within 30 days of 
discharge from the intensive care unit. Average precision on validation data determined “early 
stopping” of training. RNN: recursive neural network; AUROC: area under the receiver operating 
characteristic. 
 Average Precision AUROC F1-Score 
Time-Aware Attention (Bayesian Ensemble) 0.282 0.738 0.353 
Time-Aware Attention 0.260 0.721 0.345 
RNN+Attention 0.279 0.737 0.350 
Attention 0.251 0.703 0.329 
RNN 0.224 0.661 0.290 
Logistic Regression 0.231 0.659 0.291 
 
Table 2. Training time per epoch (mean ± standard deviation) on an NVIDIA Tesla K80 graphics card 
for the different neural network architectures used to predict unplanned patient readmissions within 
30 days of discharge. RNN: recursive neural network. 
 Training Time per Epoch (sec) 
Time-Aware Attention 107.504 ± 0.569 
RNN+Attention 139.114 ± 0.608 
Attention 107.903 ± 0.551 
RNN 139.666 ± 0.958 
 Interpretation of the Time-Aware Attention Model 
Table 3 reports the exponentiated coefficients of the last fully-connected layer of the time-aware 
attention model with a sigmoid activation function. They can be interpreted as odds ratios (OR) for 
readmission within 30 days from ICU discharge. A longer length of stay in the ICU had a protective 
effect on the odds of experiencing readmission, with an expected OR of 0.909 (95% credible interval 
of [0.902, 0.916]) between patients who stayed in the ICU one day longer than other patients with the 
same values for other covariates. Male gender, a higher number of recent admissions, and older age 
were all associated with higher odds of readmission (OR: 1.627 [1.515, 1.748], 1.378 [1.326, 1.433], 
and 1.008 [1.007, 1.009], respectively). Patients with admission location clinic referral/premature 
delivery (OR: 0.576 [0.508, 0.653]) or physician referral/normal delivery (OR: 0.490 [0.424, 0.566]) had 
lower odds of readmission compared with patients admitted through the emergency department. 
Patients insured through government, with private health insurance, or who self-paid the 
hospitalization had lower odds of readmission compared with Medicare patients (OR: 0.277 [0.180, 
0.426], 0.570 [0.520, 0.625], 0.119 [0.043, 0.324], respectively); however, the odds were similar 
between Medicare and Medicaid patients (OR: 0.999 [0.994, 1.004]). Marital status was not associated 
with a difference in odds. Black/African American patients were more likely to experience readmission 
than white patients (OR: 1.400 [1.153, 1.700]). Differences in scores computed for diagnoses, 
procedures, and medications were all associated with differences in odds of readmission. This was 
true also regarding scores associated with vital signs, except for the fraction of inspired oxygen score 
and the oxygen saturation score. 
Scores for individual diagnosis, procedure, and medication codes associated with an increased risk of 
readmission within 30 days of discharge from the ICU are reported in Table 4. Patients-at-risk include 
subjects suffering from nutritional marasmus and/or requiring gastrostomy. Similarly, patients 
diagnosed with a foreign body in the larynx or with fractured vertebrae are also at increased risk of 
early readmission. Another group of interest includes patients for whom standard medical care is not 
possible, e.g. due to contraindications to surgery or medications, such as hydantoin derivatives (a class 
of anticonvulsants), and requiring desensitization to allergens. Additional focus should be placed on 
cardiovascular patients affected by acute and chronic heart failure and/or requiring aortic valve 
replacement or treatment with diuretics (e.g. spironolactone, torsemide) or anticoagulants (e.g. 
heparin sodium, phytonadione). Finally, critically ill patients who required continuous invasive 
mechanical ventilation for 96 consecutive hours or more are also at increased risk of readmission. 
Table 3. The exponentiated coefficients of the last fully-connected layer of the time-aware attention 
model with a sigmoid activation function can be interpreted as odds ratios for experiencing an adverse 
outcome following discharge from the intensive care unit, similarly to traditional logistic regression. 
Patients with gender: “female”, ethnicity: “white”, marital status: “married/life partner”, insurance: 
“Medicare”, admission location: “emergency room admit” constitute the reference group. Asterisks 
indicate that the odds ratio’s credible interval (CI) does not include one. 
OR [95% CI] Covariate 
0.909 [0.902 0.916]* Length of Stay (days) 
1.627 [1.515 1.748]* Gender: Male 
1.378 [1.326 1.433]* Number of Recent Admissions 
1.008 [1.007 1.009]* Age (years) 
0.576 [0.508 0.653]* Admission Location: Clinic Referral/Premature Delivery 
0.999 [0.994 1.004] Admission Location: Other/Unknown 
0.490 [0.424 0.566]* Admission Location: Physician Referral/Normal Delivery 
1.001 [0.996 1.006] Admission Location: Transfer from Hospital/Extramural 
1.000 [0.995 1.005] Admission Location: Transfer from Skilled Nursing Facility 
0.277 [0.180 0.426]* Insurance: Government 
0.999 [0.994 1.004] Insurance: Medicaid 
0.570 [0.520 0.625]* Insurance: Private 
0.119 [0.043 0.324]* Insurance: Self Pay 
1.098 [0.832 1.451] Marital Status: Other/Unknown 
1.000 [0.995 1.005] Marital Status: Single 
0.999 [0.994 1.004] Marital Status: Widowed/Divorced/Separated 
1.002 [0.997 1.007] Ethnicity: Asian 
1.400 [1.153 1.700]* Ethnicity: Black/African American 
1.078 [0.873 1.332] Ethnicity: Hispanic/Latino 
0.818 [0.684 0.979]* Ethnicity: Other/Unknown 
0.440 [0.257 0.752]* Ethnicity: Unable to Obtain 
5.066 [4.689 5.473]* Score: Diagnoses 
2.863 [2.791 2.937]* Score: Procedures 
6.141 [5.546 6.800]* Score: Medications 
1.319 [1.290 1.350]* Score: Body Temperature 
1.560 [1.534 1.586]* Score: Diastolic Blood Pressure 
1.003 [0.998 1.009] Score: Fraction of Inspired Oxygen 
1.131 [1.094 1.169]* Score: Glasgow Coma Scale (Eye Response) 
1.154 [1.091 1.221]* Score: Glasgow Coma Scale (Motor Response) 
1.217 [1.187 1.247]* Score: Glasgow Coma Scale (Verbal Response) 
1.354 [1.312 1.398]* Score: Blood Glucose 
1.870 [1.844 1.897]* Score: Heart Rate 
1.002 [0.997 1.007] Score: Oxygen Saturation 
1.115 [1.071 1.161]* Score: pH 
2.498 [2.462 2.536]* Score: Respiratory Rate 
2.221 [2.188 2.254]* Score: Systolic Blood Pressure 
1.163 [1.113 1.216]* Score: Body Mass Index (BMI) 
 
Table 4. ICD-9 diagnosis and procedure codes and medications associated with the largest scores when 
predicting readmission within 30 days following discharge from the intensive care unit. Notice that 
the final diagnoses/procedures/medications scores for each patient are computed as a weighted 
average of the scores associated with each individual item. CI: credible interval; ICD: international 
classification of diseases and related health problems. 
Score [95% CI] ICD-9 Diagnoses 
7.4 [5.4 9.5] Foreign body in larynx 
7.4 [4.8 9.9] Surgical or other procedure not carried out because of contraindication 
7.0 [3.4 10.7] Nutritional marasmus 
6.9 [3.7 10.3] Hydantoin derivatives causing adverse effects in therapeutic use 
6.8 [3.2 10.3] Acute on chronic combined systolic and diastolic heart failure 
6.8 [5.1 8.5] Acute on chronic systolic heart failure 
6.7 [4.0 9.6] Need for desensitization to allergens 
6.2 [2.6 9.7] Myelopathy in other diseases classified elsewhere 
5.9 [4.4 7.4] 
Subdural hemorrhage following injury without mention of open intracranial 
wound, with no loss of consciousness 
5.3 [2.4 8.4] Other specified alveolar and parietoalveolar pneumonopathies 
Score [95% CI] ICD-9 Procedures 
6.2 [5.3 7.0] Other gastrostomy 
4.6 [4.1 5.2] Percutaneous [endoscopic] gastrostomy [PEG] 
4.6 [3.4 5.7] Transcatheter embolization for gastric or duodenal bleeding 
4.3 [3.9 4.6] Continuous invasive mechanical ventilation for 96 consecutive hours or more 
3.9 [2.8 5.2] Repair of vertebral fracture 
3.7 [2.5 4.9] Transfusion of coagulation factors 
3.6 [2.8 4.6] Open and other replacement of aortic valve 
3.4 [1.7 5.0] Systemic arterial pressure monitoring 
3.3 [2.0 4.5] Other percutaneous procedures on biliary tract 
3.1 [1.7 4.6] Extraction of other tooth 
Score [95% CI] Medications 
6.0 [3.2 8.8] Spironolactone 
4.9 [3.4 6.5] Heparin Sodium 
4.5 [3.0 6.1] Fluid Bag 
4.2 [1.0 7.6] Readi-Cat 2 (Barium Sulfate 2% Suspension) 
3.8 [0.6 6.7] Allopurinol 
3.7 [2.0 5.5] Lactulose 
3.7 [0.9 6.6] Torsemide 
3.6 [-0.6 7.3] Albumin 5% (12.5g / 250mL) 
3.6 [0.9 6.5] Mycophenolate Mofetil 
3.4 [1.9 5.0] Phytonadione  Patient Reports 
Figure 2 shows two examples of interpretable patient reports. The first patient is an 83-year-old 
woman suffering from nutritional marasmus; she required parenteral infusion of concentrated 
nutritional substances and was given furosemide and intravenous normal saline (NS) fluid. She was 
also diagnosed with acute respiratory failure and other disorders of the neurohypophysis, associated 
with a prescription of cosyntropin. The model also highlights a sudden drop in diastolic blood pressure 
shortly before discharge from the ICU. Her predicted risk of readmission within 30 days is 94%, with a 
credible interval between 80% and 99%. 
The second patient is a 59-year-old man diagnosed with alcoholic cirrhosis of the liver, other sequelae 
of chronic liver disease, alcohol withdrawal delirium and a urinary tract infection with pseudomonas. 
He required continuous invasive mechanical ventilation and was given spironolactone, possibly to 
treat hypertension. The model highlights a spike in systolic blood pressure during the day before 
discharge. His predicted risk of readmission is 92%, with a credible interval between 77% and 98%. Discussion Principal Results 
In the present manuscript, an attention-based deep learning architecture is proposed for risk 
prediction based on EMR data, with focus on predicting risk of readmission within 30 days of discharge 
from the ICU. The proposed time-aware attention model performed with similar accuracy to recursive 
neural networks, consistent with a previous study which predicted clinical outcomes using the MIMIC-
III data [13]. Since training attention-based networks is more efficient than training RNNs, it should be 
possible to scale the proposed architecture to larger datasets and frequently update model weights 
as new data is collected within hospitals. Accuracy could be improved further by constructing a 
Bayesian ensemble of classifiers. By formulating the time-aware attention model in a Bayesian setting 
it was possible to evaluate not only  predictive performance [13, 40] but also to derive credible 
intervals on network parameters and risk predictions; as well as to provide a high degree of 
interpretability for all model coefficients including those encoding the longitudinal aspect of EMR data. Comparison with Prior Work 
The developed model supports several previous studies which identified associations between 
increased risk of readmission and male gender, older age, admission location and Glasgow coma scale 
[19, 41-43]. Interestingly, previous work found that length of ICU stay was higher among readmitted 
patients [19, 42, 43]; however, the present study suggests that if a patient stayed in the ICU one 
additional day the odds of readmission were decreased by approximately 10%. This finding could be 
a result of considering a more comprehensive set of administrative and diagnostic variables in a 
patient’s EMR and indicates a potential benefit of prolonging ICU stays. 
This study also identified patients requiring cardiovascular or ventilatory support as being at increased 
risk of readmission [24] and supports the inclusion of a patient’s nutritional state in future risk 
prediction models [44]. Further, this study emphasizes that patients for whom standard medical care 
is not possible, e.g. due to contraindications to surgery or medications, may also be at increased risk 
of readmission, a finding which should be examined further by future studies.  
Compared with previous work on predicting general hospital readmission, this study also identified a 
significant risk for patients belonging to minority groups [45, 46] but not for patients living alone [46, 
47]. Finally, Medicaid and Medicare patients may be at increased risk of ICU readmission compared 
with privately insured patients [47, 48]. Limitations 
The present study has several limitations. Since all dates in the MIMIC-III dataset were shifted to 
protect patient confidentiality, it was not possible to ascertain which patients had at least 12 months 
of prior data, possibly leading to incorrect values for the number of ICU admissions in the year 
preceding discharge for some patients. The use of attention mechanisms with multiple keys/values or 
multiple attention heads [12] was not assessed; however, these algorithms might be more relevant 
for networks with a decoder component or multi-class/multi-label classification tasks. The proposed 
model does not address interactions between static variables. Further, information from clinical notes 
[49] was not included and the simplifying assumption was made that various diagnosis- and 
procedure-related codes were available immediately at the time of discharge. Including prior medical 
knowledge in the model (e.g. normal ranges of vital signs) is currently not possible. A larger 
prospective study using local hospital data will be used to address these limitations. Conclusions 
In conclusion, this study presents an attention-based deep-learning model for predicting the risk of 
readmission within 30 days of discharge from the ICU. The model considers the full clinical history of 
a patient and can be used to gain insight into the patient population at increased risk of readmission. 
Ultimately, the development of interpretable machine learning techniques such as proposed here is 
necessary to allow the integration of predictive models in clinical processes. Bibliography 
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Readmission Within 30 Days No Readmission Within 30 Days  
N=5,495 N=39,803 
Num. Recent Admissions  
(Mean [Range]) 
0.7 [0-23] 0.3 [0-12] 
Length of Stay (Days)  
(Mean [Range]) 
5 [0-117] 4 [0-173] 
Age (Years) (Mean [Range]) 65 [18-100] 63 [18-103] 
Gender Male 3136 (57.1 %) 22536 (56.6 %) 
Admission Location 
Emergency Room Admit 2537 (46.2 %) 17251 (43.3 %) 
Clinic Referral / Premature 1086 (19.8 %) 7950 (20.0 %) 
Transfer from Hospital / Extramural 1011 (18.4 %) 6546 (16.4 %) 
Phys Referral / Normal Delivery 797 (14.5 %) 7843 (19.7 %) 
Transfer from Skilled Nursing Facility 44 (0.8 %) 168 (0.4 %) 
Other / Unknown 20 (0.4 %) 45 (0.1 %) 
Ethnicity 
White 3974 (72.3 %) 28508 (71.6 %) 
Black / African American 679 (12.4 %) 3806 (9.6 %) 
Other / Unknown 489 (8.9 %) 4523 (11.4 %) 
Hispanic / Latino 174 (3.2 %) 1462 (3.7 %) 
Asian 116 (2.1 %) 920 (2.3 %) 
Unable to Obtain 63 (1.1 %) 584 (1.5 %) 
Insurance 
Medicare 3328 (60.6 %) 20850 (52.4 %) 
Private 1487 (27.1 %) 13596 (34.2 %) 
Medicaid 550 (10.0 %) 3676 (9.2 %) 
Government 109 (2.0 %) 1222 (3.1 %) 
Self-Pay 21 (0.4 %) 459 (1.2 %) 
Marital Status 
Married / Life Partner 2604 (47.4 %) 19215 (48.3 %) 
Single 1511 (27.5 %) 10471 (26.3 %) 
Widowed / Divorced / Separated 1182 (21.5 %) 8248 (20.7 %) 
Other / Unknown 198 (3.6 %) 1869 (4.7 %) 
Supplementary Table S1. Baseline characteristics of the analysed intensive care unit (ICU) stays. Conflicts of Interest 
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ICD-9: international classification of diseases and related health problems version 9 
BMI: body mass index 
ANN: artificial neural network 
CAM: class-specific activation map 
MLE: maximum likelihood estimate 
OR: odds ratio 
 
 
Figures 
 
 
Figure 1. Schematic representation of the proposed neural network architecture. There is a total of 13 
ResNets (the schematization only shows 5) to process time-series data related to heart rate, systolic 
and diastolic blood pressure, blood glucose and pH, Glasgow Coma Scale (eye response, verbal 
response, motor response components), body temperature, respiratory rate, fraction of inspired 
oxygen, oxygen saturation, and body mass index. 
 
 Figure 2. Examples of interpretable patient reports for an 83-year old woman (top) and a 59-year-old 
man (bottom); see main text for detailed descriptions. Red indicates a higher score or risk, blue a lower 
one. CI: 95% credible interval; SBP: systolic blood pressure; DBP: diastolic blood pressure; HR: heart 
rate; BPM: beats per minute; RR: respiratory rate. 
 
