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Abstract
V.I. Arnold [Russian Math. Surveys 26 (2) (1971) 29–43] con-
structed miniversal deformations of square complex matrices under
similarity; that is, a simple normal form to which not only a given
square matrix A but all matrices B close to it can be reduced by sim-
ilarity transformations that smoothly depend on the entries of B. We
construct miniversal deformations of matrices under congruence.
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1 Introduction
The reduction of a matrix to its Jordan form is an unstable operation: both
the Jordan form and a reduction transformation depend discontinuously on
the entries of the original matrix. Therefore, if the entries of a matrix are
known only approximately, then it is unwise to reduce it to Jordan form.
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Furthermore, when investigating a family of matrices smoothly depending
on parameters, then although each individual matrix can be reduced to its
Jordan form, it is unwise to do so since in such an operation the smoothness
relative to the parameters is lost.
For these reasons, V.I. Arnold [1] (see also [2, 3]) constructed miniversal
deformations of matrices under similarity; that is, a simple normal form to
which not only a given square matrix A but all matrices B close to it can be
reduced by similarity transformations that smoothly depend on the entries
of B. Miniversal deformations were also constructed for:
• real matrices with respect to similarity [15] (see also [2, 3]; this normal
form was simplified in [18]);
• complex matrix pencils [12] (i.e., matrices of pairs of linear mappings
U ⇉ V ; other normal forms of complex and real matrix pencils were
constructed in [18, 25], see also [19]);
• complex and real contragredient matrix pencils [18] (i.e., matrices of
pairs of counter linear mappings U ⇄ V );
• matrices of selfadjoint operators on a complex or real vector space with
scalar product given by a skew-symmetric, or symmetric, or Hermitian
nonsingular form, see [16, 8, 29, 30] and [4, Appendix 6];
• matrices of linear operators on a unitary space [5]. Deformations of
selfadjoint operators (Hermitian forms) on a unitary space are studied
in [34].
All matrices that we consider are complex matrices.
In Section 2, we formulate Theorem 2.2 that gives miniversal deformations
of matrices of bilinear forms; i.e., miniversal deformations of matrices with
respect to congruence transformations
A↦ STAS, S is nonsingular
(and hence miniversal deformations of pairs consisting of a symmetric matrix
and a skew-symmetric matrix since each square matrix can be expressed
uniquely as their sum; see Remark 3.1). A more abstract form of Theorem
2.2, in the spirit of Arnold’s article [1], is given in Theorem 3.1 of Section 3.
We prove Theorem 3.1 in Sections 4–7. The proof is based on Lemma 4.2,
which gives a method for constructing miniversal deformations. This lemma
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follows from a general theory of miniversal deformations. In Section 8 we give
its constructive proof and find a congruence transformation that reduces a
matrix to its miniversal deformation. Analogous interactive methods for
constructing transforming matrices in the reduction to versal deformations
of matrices under similarity and of matrix pencils under equivalence were
developed in [17, 26, 27].
A preliminary version of this article appeared in 2007 preprint [13]; it
was used in [14] for constructing the Hasse diagram of the closure ordering
on the set of congruence classes of 3 × 3 matrices. The authors also recently
obtained miniversal deformations of matrices of
• sesquilinear forms [11] (which allows to construct miniversal deforma-
tions of pairs (H1,H2) of Hermitian matrices because each square ma-
trix can be expressed uniquely as their sum H1 + iH2),
• pairs of skew-symmetric forms [9], and
• pairs of symmetric forms [10].
2 The main theorem in terms of holomorphic
matrix functions
Define the n × n matrices:
Jn(λ) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ 1 0
λ ⋱⋱ 1
0 λ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Γn ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ⋰−1 ⋰
1 1−1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We use the following canonical form of complex matrices for congruence.
Theorem 2.1 ([21]). Each square complex matrix is congruent to a direct
sum, determined uniquely up to permutation of summands, of matrices of the
form
Hm(λ) ∶= [ 0 ImJm(λ) 0 ] (λ ≠ 0, λ ≠ (−1)m+1), Γn, Jk(0) (1)
in which λ ∈ C is determined up to replacement by λ−1.
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This canonical form was obtained in [21] basing on [31, Theorem 3] and
was generalized to other fields in [24]; a direct proof that this form is canonical
was given in [22, 23].
Let
Acan =⊕
i
Hpi(λi) ⊕⊕
j
Γqj ⊕⊕
l
Jrl(0), r1 ⩾ r2 ⩾ . . . , (2)
be the canonical form for congruence of an n × n matrix A. Then
STAS = Acan (3)
for a nonsingular S. All matrices that are close to A are represented in the
form A +E in which E ∈ Cn×n is close to 0n.
Let S(E) be an n×n matrix function that is holomorphic on a neighbor-
hood of 0n, which means that S(E) is an n×n matrix whose entries are power
series in n2 entries of E, and these series are convergent in this neighborhood
of 0n. Let S(0n) = S in which S is from (3). We define the matrix functionD(E) by
Acan +D(E) = S(E)T (A +E)S(E). (4)
Then D(E) is holomorphic at 0n and D(0n) = 0n. Our purpose is to find a
simple form of D(E) by choosing a suitable S(E). In Theorem 2.2, we giveD(E) with the minimal number of nonzero entries that can be attained by
using transformations (4).
By a (0,∗) matrix we mean a matrix whose entries are 0 and ∗. Theorem
2.2 involves the following (0,∗) matrices, in which all stars are placed in one
row or column:● The m × n matrices
0↖ ∶=
⎡⎢⎢⎢⎢⎣
∗⋮ 0∗
⎤⎥⎥⎥⎥⎦
if m ⩽ n, or
⎡⎢⎢⎢⎢⎢⎢⎣
∗ ⋯ ∗
0
⎤⎥⎥⎥⎥⎥⎥⎦
if m ⩾ n,
0Ý ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗
0∗ 0
0⋮
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
if m ⩽ n, or
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ 0 ∗ 0 ⋯
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
if m ⩾ n,
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0å ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0∗
0 0∗⋮
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
if m ⩽ n, or
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ∗ 0 ∗ ⋯
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
if m ⩾ n
(if m = n then we can use both the left and the right matrix).● The matrices
0↗,0Ü,0ä; 0↘,0ß,0ç; 0↙,0Þ,0æ
are obtained from 0↖,0Ý,0å by the clockwise rotation through 90○; respec-
tively, 180○; and 270○.● The m × n matrices
0↕ ∶=
⎡⎢⎢⎢⎢⎢⎣
∗ ⋯ ∗
0
⎤⎥⎥⎥⎥⎥⎦
or
⎡⎢⎢⎢⎢⎢⎣
0
∗ ⋯ ∗
⎤⎥⎥⎥⎥⎥⎦
(0↕ can be taken in any of these forms), and
Pmn ∶=
⎡⎢⎢⎢⎢⎢⎣
0 . . . 0⋮ ⋱ ⋮ 0
0 . . . 0 0 ∗ . . . ∗
⎤⎥⎥⎥⎥⎥⎦
in which m ⩽ n (5)
(Pmn has n −m − 1 stars if m < n).
Let Acan = A1 ⊕A2 ⊕ ⋅ ⋅ ⋅ ⊕At be the decomposition (2), and let D(E) in
(4) be partitioned conformably to the partition of Acan:
D = D(E) =
⎡⎢⎢⎢⎢⎢⎣
D11 . . . D1t
⋮ ⋱ ⋮Dt1 . . . Dtt
⎤⎥⎥⎥⎥⎥⎦
. (6)
Write D(Ai) ∶= Dii, D(Ai,Aj) ∶= (Dji,Dij) if i < j. (7)
Our main result is the following theorem, which we reformulate in a more
abstract form in Theorem 3.1.
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Theorem 2.2 ([13]). Let A be a square complex matrix, let A
can
be its canon-
ical matrix (2) for congruence, and let S be a nonsingular matrix such that
STAS = A
can
. Then all matrices A+E that are sufficiently close to A can be
simultaneously reduced by some transformation
A +E ↦ S(E)T (A +E)S(E), S(E) is nonsingular and
holomorphic at zero, S(0) = S (8)
to the form A
can
+ D in which D is a (0,∗) matrix whose stars represent
entries that depend holomorphically on the entries of E, the number of stars
in D is minimal that can be achieved by transformations of the form (8), and
the blocks of D with respect to the partition (6) are defined in the notation
(7) as follows:
(i) The diagonal blocks of D are defined by
D(Hm(λ)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎣
0 0
0↙ 0
⎤⎥⎥⎥⎥⎦
if λ ≠ ±1 (all blocks are m ×m),
⎡⎢⎢⎢⎢⎣
0å 0
0↙ 0ç
⎤⎥⎥⎥⎥⎦
if λ = 1 (m is even by (1)),
⎡⎢⎢⎢⎢⎣
0Ý 0
0↙ 0ß
⎤⎥⎥⎥⎥⎦
if λ = −1 (m is odd by (1));
(9)
D(Γn) =
⎧⎪⎪⎨⎪⎪⎩
0Ý if n is even,
0å if n is odd;
(10)
D(Jn(0)) = 0Þ. (11)
(ii) The off-diagonal blocks of D whose horizontal and vertical strips contain
summands of A
can
of the same type are defined by
D(Hm(λ), Hn(µ)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(0, 0) if λ ≠ µ±1,
⎛
⎝
⎡⎢⎢⎢⎢⎣
0↖ 0
0 0↘
⎤⎥⎥⎥⎥⎦
, 0
⎞
⎠ if λ = µ−1 ≠ ±1,
⎛
⎝
⎡⎢⎢⎢⎢⎣
0 0↗
0↙ 0
⎤⎥⎥⎥⎥⎦
, 0
⎞
⎠ if λ = µ ≠ ±1,
⎛
⎝
⎡⎢⎢⎢⎢⎣
0↖ 0↗
0↙ 0↘
⎤⎥⎥⎥⎥⎦
, 0
⎞
⎠ if λ = µ = ±1;
(12)
6
D(Γm,Γn) =
⎧⎪⎪⎨⎪⎪⎩
(0, 0) if m − n is odd,
(0↖, 0) if m − n is even; (13)
D(Jm(0), Jn(0)) =
⎧⎪⎪⎨⎪⎪⎩
(0Þ, 0Þ) if m ⩾ n and n is even,
(0Þ +Pnm, 0Þ) if m ⩾ n and n is odd. (14)
(iii) The off-diagonal blocks of D whose horizontal and vertical strips contain
summands of A
can
of different types are defined by
D(Hm(λ),Γn) =
⎧⎪⎪⎨⎪⎪⎩
(0, 0) if λ ≠ (−1)n+1,([0↖ 0↗], 0) if λ = (−1)n+1; (15)
D(Hm(λ), Jn(0)) = ⎧⎪⎪⎨⎪⎪⎩(0, 0) if n is even,(0↕, 0) if n is odd; (16)
D(Γm, Jn(0)) = ⎧⎪⎪⎨⎪⎪⎩(0, 0) if n is even,(0↕, 0) if n is odd. (17)
For each A ∈ Cn×n, the vector space
T (A) ∶= {CTA +AC ∣C ∈ Cn×n} (18)
is the tangent space to the congruence class of A at the point A since(I + εC)TA(I + εC) = A + ε(CTA +AC) + ε2CTAC (19)
for all C ∈ Cn×n and ε ∈ C.
The matrix D from Theorem 2.2 was constructed such that
C
n×n = T (Acan)⊕D(C) (20)
in which D(C) is the vector space of all matrices obtained from D by replac-
ing its stars by complex numbers. Thus, the number of stars in D is equal to
the codimension of the congruence class of Acan; it was independently calcu-
lated in [6]. The codimensions of *congruence classes of canonical matrices
for *congruence were calculated in [7]. Simplest miniversal deformations of
matrix pencils and contagredient matrix pencils [18], canonical matrices for
*congruence [11], and canonical pairs of skew-symmetric matrices [10] were
constructed by analogous methods.
Theorem 2.2 will be proved as follows: we first prove in Lemma 4.2 that
each (0,∗) matrix that satisfies (20) can be taken as D in Theorem 2.2, and
then verify that D from Theorem 2.2 satisfies (20).
7
Example 2.1. Let A be any 2×2 or 3×3 matrix. Then all matrices A+E that
are sufficiently close to A can be simultaneously reduced by transformations
(8) to one of the following forms
[0
0
] + [∗ ∗
∗ ∗
] , [1
0
] + [0 0
∗ ∗
] , [1
1
] + [0 0
∗ 0
] ,
[ 0 1
−1 0
] + [∗ 0
∗ ∗
] , [0 1
λ 0
] + [0 0
∗ 0
] (λ ≠ ±1), [0 −1
1 1
] + [∗ 0
0 0
] ,
or, respectively,⎡⎢⎢⎢⎢⎢⎣
0
0
0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
1
0
0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ ∗ ∗
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦ ,⎡⎢⎢⎢⎢⎢⎣
1
1
0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
1
1
1
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
∗ ∗ 0
⎤⎥⎥⎥⎥⎥⎦ ,⎡⎢⎢⎢⎢⎢⎣
0 1
−1 0
0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
∗ ∗ 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
0 1
λ 0
0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦ (λ ≠ 0,±1),⎡⎢⎢⎢⎢⎢⎣
0 1
0 0
0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 ∗
∗ 0 ∗
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
0 −1
1 1
0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
0 0 0
∗ ∗ ∗
⎤⎥⎥⎥⎥⎥⎦ ,⎡⎢⎢⎢⎢⎢⎣
0 1
−1 0
1
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
∗ ∗ 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
0 1
µ 0
1
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ (µ ≠ ±1),⎡⎢⎢⎢⎢⎢⎣
0 −1
1 1
1
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
∗ 0 0
0 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
0 1 0
0 0 1
0 0 0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
0 0 0
∗ 0 ∗
⎤⎥⎥⎥⎥⎥⎦ ,⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 −1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎣
0 0 0
∗ 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ .
Each of these matrices has the form Acan + D in which Acan is a direct
sum of blocks of the form (1) (the zero entries outside of these blocks in Acan
are not shown) and the stars in D are complex numbers that tend to zero as
E tends to 0. The number of stars is the smallest that can be attained by
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using transformations (8); it is equal to the codimension of the congruence
class of A.
3 The main theorem in terms of miniversal
deformations
The notion of a miniversal deformation of a matrix with respect similarity
was given by Arnold [1] (see also [3, § 30B]). It can be extended to matrices
with respect to congruence as follows.
A deformation of a matrix A ∈ Cn×n is a holomorphic map A ∶ Λ → Cn×n
in which Λ ⊂ Ck is a neighborhood of 0⃗ = (0, . . . ,0) and A(0⃗) = A.
Let A and B be two deformations of A with the same parameter space
Ck. We consider A and B as equal if they coincide on some neighborhood of
0⃗ (this means that each deformation is a germ). We say that A and B are
equivalent if the identity matrix In possesses a deformation I such that
B(λ⃗) = I(λ⃗)TA(λ⃗)I(λ⃗)
for all λ⃗ = (λ1, . . . , λk) in some neighborhood of 0⃗.
Definition 3.1. A deformation A(λ1, . . . , λk) of a square matrix A is called
versal if every deformation B(µ1, . . . , µl) of A is equivalent to a deforma-
tion of the form A(ϕ1(µ⃗), . . . , ϕk(µ⃗)) in which µ⃗ = (µ1, . . . , µl), all ϕi(µ⃗) are
power series that are convergent in a neighborhood of 0⃗, and ϕi(0⃗) = 0. A
versal deformation A(λ1, . . . , λk) of A is called miniversal if there is no versal
deformation that has less than k parameters.
For each (0,∗) matrix D, we denote by D(C) the space of all matrices
obtained from D by replacing the stars with complex numbers (as in (20))
and by D(ε⃗) the parameter matrix obtained from D by replacing each (i, j)
star with the parameter εij. This means that
D(C) ∶= ⊕
(i,j)∈I(D)
CEij , D(ε⃗) ∶= ∑
(i,j)∈I(D)
εijEij, (21)
in which every Eij is the matrix unit (its (i, j) entry is 1 and the others are
0) and
I(D) ⊆ {1, . . . , n} × {1, . . . , n}
9
is the set of indices of the stars in D.
We say that a deformation of A is simplest if it has the form A+D(ε⃗) in
which D is a (0,∗) matrix. Definition 3.1 of versality for a simplest deforma-
tion can be reformulated in the spirit of Section 2 as follows.
Definition 3.2. A simplest deformation A + D(ε⃗) of a square matrix A is
versal if there exists an n × n matrix S(X) and a neighborhood U ⊂ Cn×n of
0n such that
(i) the entries of S(X) are power series in variables xij , i, j = 1, . . . , n (they
form the n × n matrix of unknowns X = [xij]),
(ii) these series are convergent in U and S(0n) = In,
(iii) S(E)T (A +E)S(E) ∈ A +D(C) for all E ∈ U .
Since each square matrix is congruent to its canonical matrix, it suffices to
construct miniversal deformations of canonical matrices (2). Their miniversal
deformations are given in the following theorem, which is another form of
Theorem 2.2.
Theorem 3.1 ([13]). Let A
can
be a canonical matrix (2) for congruence. A
simplest miniversal deformation of A
can
can be taken in the form A
can
+D(ε⃗),
where D is the (0,∗) matrix partitioned into blocks Dij (as in (6)) that are
defined by (9)–(17) in the notation (7).
Remark 3.1. Each square matrix A can be represented uniquely as
A =S +C , S is symmetric and C is skew-symmetric. (22)
A congruence of A corresponds to a simultaneous congruence of S and C .
Thus, if Acan is a canonical matrix for congruence given in Theorem 2.1 and
Acan = Scan + Ccan is its representation (22), then (Scan,Ccan) is a canonical
pair for simultaneous congruence of pairs of symmetric and skew-symmetric
matrices. The pairs (Scan,Ccan) were described in [23, Theorem 1.2(a)].
Theorem 3.1 admits to derive a miniversal deformation of (Scan,Ccan); that
is, to construct a normal form with minimal number of parameters to which
all pairs (S ,C ) that are close to (Scan,Ccan) and consist of symmetric and
skew-symmetric matrices can be reduced by transformations(S ,C )↦ (STS S, STCS), S is nonsingular,
in which S smoothly depends on the entries of S and C . All one has to
do is to express Acan + D(ε⃗) as the sum of symmetric and skew-symmetric
matrices.
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4 A method for constructing miniversal de-
formations
In this section, we give a method for constructing simplest miniversal defor-
mations; we use it in the proof of Theorem 3.1.
The deformation
U(ε⃗) ∶= A + n∑
i,j=1
εijEij, (23)
in which Eij are the matrix units, is universal in the sense that every deforma-
tion B(µ1, . . . , µl) of A has the form U(ϕ⃗(µ1, . . . , µl)), in which ϕij(µ1, . . . , µl)
are power series that are convergent in a neighborhood of 0⃗ and ϕij(0⃗) = 0.
Hence every deformation B(µ1, . . . , µl) in Definition 3.1 can be replaced by
U(ε⃗), which gives the following lemma.
Lemma 4.1. The following two conditions are equivalent for any deforma-
tion A(λ1, . . . , λk) of a matrix A:
(i) The deformation A(λ1, . . . , λk) is versal.
(ii) The deformation (23) is equivalent to A(ϕ1(ε⃗), . . . , ϕk(ε⃗)) for some
power series ϕi(ε⃗) that are convergent in a neighborhood of 0⃗ and such
that ϕi(0⃗) = 0.
If U is a subspace of a vector space V , then each set v + U with v ∈ V is
called an affine subspace parallel to U .
The proof of Theorem 3.1 is based on the following lemma, which gives
a method of constructing miniversal deformations. A constructive proof of
this lemma is given in Theorem 8.1.
Lemma 4.2. Let A ∈ Cn×n and let D be a (0,∗) matrix of size n × n. The
following three statements are equivalent:
(i) The deformation A +D(ε⃗) of A (see (21)) is miniversal.
(ii) The vector space Cn×n decomposes into the direct sum
C
n×n = T (A)⊕D(C)
in which T (A) and D(C) are defined in (18) and (21).
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(iii) Each affine subspace of Cn×n parallel to T (A) intersects D(C) at exactly
one point.
Proof. Let us define the action of the group GLn(C) of nonsingular n × n
matrices on the space Cn×n by
AS ∶= STAS, A ∈ Cn×n, S ∈ GLn(C). (24)
The orbit AGLn of A under this action consists of all matrices that are con-
gruent to A.
By (19), the space T (A) is the tangent space to the orbit AGLn at the
point A. Hence D(ε⃗) is transversal to the orbit AGLn at the point A if
C
n×n = T (A) +D(C)
(see definitions in [3, § 29E]; two subspaces of a vector space are called
transversal if their sum is the whole space).
This proves the equivalence of (i) and (ii) since a transversal (of the
minimal dimension) to the orbit is a (mini)versal deformation; see [2, Section
1.6] or [32, Part V, Theorem 1.2]. The equivalence of (ii) and (iii) is obvious.
Recall that the orbits of canonical matrices (2) under the action (24) were
also studied in [6, 14].
Corollary 4.1. A simplest miniversal deformation of A ∈ Cn×n can be con-
structed as follows. Let T1, . . . , Tr be a basis of the space T (A), and let
E1, . . . ,En2 be the basis of Cn×n consisting of all matrix units Eij. Removing
from the sequence T1, . . . , Tr,E1, . . . ,En2 every matrix that is a linear combi-
nation of the preceding matrices, we obtain a new basis T1, . . . , Tr,Ei1 , . . . ,Eik
of the space Cn×n. By Lemma 4.2, the deformation
A(ε1, . . . , εk) = A + ε1Ei1 + ⋅ ⋅ ⋅ + εkEik
is miniversal.
For each M ∈ Cm×m and N ∈ Cn×n, define the vector space
T (M,N) ∶= {(STM +NR´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n-by-m
, RTN +MS´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m-by-n
) ∣S ∈ Cm×n, R ∈ Cn×m}. (25)
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Lemma 4.3. Let A = A1⊕ ⋅ ⋅ ⋅ ⊕At be a block-diagonal matrix in which every
Ai is ni×ni. Let D = [Dij] be a (0,∗) matrix of the same size and partitioned
into blocks conformably to the partition of A. Then A + D(ε⃗) is a simplest
miniversal deformation of A for congruence if and only if
(i) each affine subspace of Cni×ni parallel to T (Ai) (which is defined in
(18)) intersects Dii(C) at exactly one point, and
(ii) each affine subspace of Cnj×ni ⊕Cni×nj parallel to T (Ai,Aj) (which is
defined in (25)) intersects Dji(C)⊕Dij(C) at exactly one point.
Proof. By Lemma 4.2(iii), A+D(ε⃗) is a simplest miniversal deformation of A
if and only if for each C ∈ Cn×n the affine subspace C+T (A) contains exactly
one D ∈ D(C); that is, for each C exactly one matrix in D(C) has the form
D = C + STA +AS ∈ D(C), S ∈ Cn×n. (26)
Let us partition D, C, and S into blocks conformably to the partition of A.
By (26), for each i we have Dii = Cii + STiiAi +AiSii, and for all i and j such
that i < j we have
[Dii Dij
Dji Djj
] = [Cii Cij
Cji Cjj
] + [STii STji
STij S
T
jj
] [Ai 0
0 Aj
] + [Ai 0
0 Aj
] [Sii Sij
Sji Sjj
] .
Thus, (26) is equivalent to the conditions
Dii = Cii + STiiAi +AiSii ∈ Dii(C) for 1 ⩽ i ⩽ t (27)
and
(Dji,Dij) = (Cji,Cij)+ (STijAi +AjSji, STjiAj +AiSij) ∈ Dji(C)⊕Dij(C) (28)
for 1 ⩽ i < j ⩽ t. Hence, for each C ∈ Cn×n there exists exactly one D ∈ D of
the form (26) if and only if
(i′) for each Cii ∈ Cni×ni there exists exactly one Dii ∈ Dii of the form (27),
and
(ii′) for each (Cji,Cij) ∈ Cnj×ni ⊕Cni×nj there exists exactly one (Dji,Dij) ∈
Dji(C)⊕Dij(C) of the form (28).
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Corollary 4.2. In the notation of Lemma 4.3, A + D(ε⃗) is a miniversal
deformation of A if and only if each submatrix of A +D(ε⃗) of the form
[Ai +Dii(ε⃗) Dij(ε⃗)
Dji(ε⃗) Aj +Djj(ε⃗)] with i < j
is a miniversal deformation of Ai ⊕ Aj. A similar reduction to the case of
canonical forms for congruence with two direct summands was used in [6] for
the solution of the equation XA +AXT = 0.
We are ready to prove Theorem 3.1. Let Acan = A1 ⊕A2 ⊕⋯⊕At be the
canonical matrix (2), and let D = [Dij]ti,j=1 be the (0,∗) matrix constructed
in Theorem 3.1. Each Ai has the form Hn(λ), or Γn, or Jn(0), and so there
are 3 types of diagonal blocks D(Ai) = Dii and 6 types of pairs of off-diagonal
blocks D(Ai,Aj) = (Dji,Dij), i < j; they were defined in (9)–(17). In the next
3 sections, we prove that all blocks of D satisfy the conditions (i) and (ii) of
Lemma 4.3.
5 Diagonal blocks of D
Let us verify that the diagonal blocks of D defined in part (i) of Theorem 2.2
satisfy the condition (i) of Lemma 4.3.
5.1 Diagonal blocks D(Hn(λ))
Due to Lemma 4.3(i), it suffices to prove that each 2n-by-2n matrix A =[Aij]2i,j=1 can be reduced to exactly one matrix of the form (9) by adding
[ST11 ST21
ST12 S
T
22
] [ 0 In
Jn(λ) 0 ] + [ 0 InJn(λ) 0 ][S11 S12S21 S22]
= [ ST21Jn(λ) + S21 ST11 + S22
ST22Jn(λ) + Jn(λ)S11 ST12 + Jn(λ)S12]
in which S = [Sij]2i,j=1 is an arbitrary 2n-by-2nmatrix. Taking S22 = −A12 and
the other Sij = 0, we obtain a new matrix A with A12 = 0. To preserve A12, we
hereafter must take S with ST11+S22 = 0. Therefore, we can add S
T
21Jn(λ)+S21
to the (new) A11, ST12 + Jn(λ)S12 to A22, and −S11Jn(λ) + Jn(λ)S11 to A21.
Using these additions, we can reduce A to the form (9) on the strength of
the following 3 lemmas.
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Lemma 5.1. Adding SJn(λ)+ST with a fixed λ and an arbitrary S, we can
reduce each n × n matrix to exactly one matrix of the form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if λ ≠ ±1,
0å if λ = 1,
0Ý if λ = −1.
(29)
Proof. Let A = [aij] be an arbitrary n×n matrix. We will reduce it along its
skew diagonals
a11 a12 a13 ⋯ a1n
a21 a22 a23 ⋯ a2n
a31 a32 a33 ⋯ a3n
⋯ ⋯ ⋯ ⋯ ⋯
an1 an2 an3 ⋯ ann
starting from the upper left corner; that is, in the following order:
a11, (a21, a12), (a31, a22, a13), . . . , ann. (30)
We reduce A by adding ∆A ∶= SJn(λ) + ST in which S = [sij] is any n × n
matrix. For instance, if n = 4 then
∆A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λs11 + 0 + s11 λs12 + s11 + s21 λs13 + s12 + s31 λs14 + s13 + s41
λs21 + 0 + s12 λs22 + s21 + s22 λs23 + s22 + s32 λs24 + s23 + s42
λs31 + 0 + s13 λs32 + s31 + s23 λs33 + s32 + s33 λs34 + s33 + s43
λs41 + 0 + s14 λs42 + s41 + s24 λs43 + s42 + s34 λs44 + s43 + s44
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Case 1: λ ≠ ±1. We reduce A to 0 by induction: Assume that the first t − 1
skew diagonals of A in the sequence (30) are zero. To preserve them, we
must and will take the first t− 1 skew diagonals of S equal to zero. If the tth
skew diagonal of S is (x1, . . . , xr), then we can add
(λx1 + xr, λx2 + xr−1, λx3 + xr−2, . . . , λxr + x1) (31)
to the tth skew diagonal of A. Each vector (c1, . . . , cr) ∈ Cr is represented in
the form (31) since the corresponding system of linear equations
λx1 + xr = c1, λx2 + xr−1 = c2, . . . , λxr + x1 = cr
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has a nonzero determinant for all λ ≠ ±1. We make the tth skew diagonal of
A equal to zero.
Case 2: λ = 1. We say that a vector (v1, v2, . . . , vr) ∈ Cr is symmet-
ric if it is equal to (vr, . . . , v2, v1), and skew-symmetric if it is equal to(−vr, . . . ,−v2,−v1). Let us consider the equality(x1, x2, . . . , xr) + (0, y2, . . . , yr) = (a1, a2, . . . , ar) (32)
in which x⃗ = (x1, . . . , xr) is symmetric and y⃗ = (y2, . . . , yr) is skew-symmetric.
The following two statements hold:
(a) If r is odd, then for each a1, . . . , ar there exist unique x⃗ and y⃗ satisfying
(32).
(b) If r is even, then for each a1, . . . , ar−1 there exist unique ar, x⃗, and y⃗
satisfying (32), and for each a2, . . . , ar there exist unique a1, x⃗, and y⃗
satisfying (32).
Indeed, if r = 2k + 1, then (32) takes the form(x1, . . . , xk, xk+1, xk, . . . , x1) + (0, y2, . . . , yk+1,−yk+1, . . . ,−y2) = (a1, . . . , a2k+1),
and so it can be rewritten as follows:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
1 1 ⋱
⋱ ⋱ 0
1 1
1 0 −1
⋰ ⋰ ⋰
1 0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
x2
⋮
xk+1
y2
⋮
yk+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1
a2
⋮
ak+1
ak+2
⋮
a2k+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The matrix of this system is nonsingular since we can add the columns of the
second vertical strip to the corresponding columns of the first vertical strip
and reduce it to the form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1 1
⋱ ⋱
1 1
0
1 ⋱
⋱ 0
1
0
−1
⋰
−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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with nonsingular diagonal blocks. This proves (a).
If r = 2k, then (32) takes the form
(x1, . . . , xk, xk, . . . , x1) + (0, y2, . . . , yk,0,−yk, . . . ,−y2) = (a1, . . . , a2k),
and so it can be rewritten as follows:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
1 1 ⋱
⋱ ⋱ 0
1 1
1 0
⋰ ⋰ −1
1 0 ⋰
1 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
x2
⋮
xk
y2
⋮
yk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1
a2
⋮
ak
ak+1
ak+2
⋮
a2k
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The matrix of this system is 2k-by-(2k − 1) and can be reduced as follows.
For i = 1, . . . , k − 1, we add the ith column of the second vertical strip to the
ith column of the first vertical strip or subtract it from the (i + 1)st column
of the first vertical strip and obtain⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
1 1 1 ⋱
⋱ ⋱ ⋱ 0
1 1 1
1 0
0 ⋰ −1
⋰ 0 ⋰
0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
or
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1 ⋱
⋱ ⋱ 0
0 1
1 0
⋰ 1 ⋰ −1
1 ⋰ 0 ⋰
1 1 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The first matrix without the first row and the second matrix without the last
row are nonsingular. This proves (b).
Since λ = 1, we can add ∆A = SJn(1) + ST to A. The matrix S is an
arbitrary of size n × n, write it in the form S = B +C in which
B ∶=
S + ST
2
and C ∶=
S − ST
2
(33)
are its symmetric and skew-symmetric parts. Then
SJn(1) + ST = S + SJn(0) + ST = 2B + (B +C)Jn(0),
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and so we can add to A any matrix
∆A = 2B + (B +C)Jn(0) (34)
in which B = [bij] is symmetric and C = [cij] is skew-symmetric.
We reduce A to the form 0å along the skew diagonals (30) as follows.
Taking b11 = −a11/2, we make the (1,1) entry of A equal to zero. Reasoning
by induction, we fix t ∈ {1, . . . , n − 1} and assume that
• the first t − 1 skew diagonals of A have been reduced to the form 0å
(that is, these diagonals coincide with the corresponding skew diagonals
of some matrix of the form 0å) and these skew diagonals are uniquely
determined by the initial matrix A;
• if t ⩽ n and S preserves the first t−1 skew diagonals of A (i.e., the first
t−1 skew diagonals of (34) are zero) then the first t−1 skew diagonals
of B are zero.
Let t ⩽ n. Then the tth skew diagonal of (34) has the form
(b1, b2, . . . , br) + (0, c2, . . . , cr) (35)
in which (b1, b2, . . . , br) is an arbitrary symmetric vector (it is the tth skew
diagonal of 2B) and (c2, c3, . . . , cr) is an arbitrary skew-symmetric vector (it
is the (t − 1)st skew diagonal of C). The statements (a) and (b) imply that
we can make the tth skew diagonal of A as in 0å by adding (35). Moreover,
this skew diagonal is uniquely determined, and to preserve it the tth skew
diagonal of B must be zero.
For instance, if t = 2 ⩽ n, then we add (b1, b1) and reduce the second
skew diagonal of A to the form (∗,0) or (0,∗). If t = 3 ⩽ n, then we add(b1, b2, b1) + (0, c2,−c2) and make the third skew diagonal of A equal to 0.
Let t > n. Let us take S in which the first t − 1 skew diagonals are equal
to 0. Then the tth skew diagonal of (34) has the form
(b1, b2, . . . , br) + (c1, c2, . . . , cr) (36)
in which (b1, b2, . . . , br) is the tth skew diagonal of 2B is symmetric and(c1, c2, . . . , cr) is the (t − 1)st skew diagonal of C without the last entry.
Thus, (b1, b2, . . . , br) is any symmetric, c1 is arbitrary, and (c2, c3, . . . , cr) is
any skew-symmetric. Adding (36), we reduce the tth skew diagonal of A to
0.
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Case 3: λ = −1. We can add SJn(−1)+ST to A. Write S in the form B +C,
in which B and C are defined in (33). Then
∆A = SJn(−1) + ST = −S + SJn(0) + ST = −2C + (B +C)Jn(0).
We reduce A to the form 0Ý along the skew diagonals (30) as follows. The(1,1) entry of ∆A is 0; so we cannot change a11. Reasoning by induction,
we fix t ∈ {1, . . . , n − 1} and assume that
• the first t − 1 skew diagonals of A have been reduced to the form 0Ý
and these diagonals are uniquely determined by the initial matrix A;
• if t ⩽ n and S preserves the first t−1 skew diagonals of A (i.e., the first
t−1 skew diagonals of (34) are zero) then the first t−1 skew diagonals
of C are zero.
If t ⩽ n, then we can add to the tth skew diagonal of A any vector(c1, c2, . . . , ct) + (0, b2, . . . , bt)
in which (c1, . . . , ct) is skew-symmetric (it is the tth skew diagonal of −2C)
and (b2, . . . , bt) is symmetric (it is the (t − 1)st skew diagonal of B). We
make the tth skew diagonal of A as in 0Ý. For instance, if t = 2 ⩽ n, then we
add (c1,−c1)+ (0, b2) and make the second skew diagonal of A equal to zero.
If t = 3 ⩽ n, then we add (c1,0,−c1) + (0, b2, b2) and reduce the third skew
diagonal of A to the form (∗,0,0) or (0,0,∗).
Let t > n. Let us take S in which the first t − 1 skew diagonals are equal
to 0. Then we can add to the tth skew diagonal of A any vector(c1, c2, . . . , cr) + (b1, b2, . . . , br)
in which (c1, . . . , cr) is skew-symmetric (it is the tth skew diagonal of −2C),
b1 is arbitrary, and (b2, . . . , br−1) is symmetric (it is the (t−1)st skew diagonal
of B without the first and the last elements). We make the tth skew diagonal
of A equal to zero.
Lemma 5.2. Adding Jn(λ)S+ST , we can reduce each n×n matrix to exactly
one matrix of the form ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if λ ≠ ±1,
0ç if λ = 1,
0ß if λ = −1.
(37)
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Proof. By Lemma 5.1, for each n × n matrix B there exists R such that
M ∶= B +RJn(λ) +RT has the form (29). Then
MT = BT + Jn(λ)TRT +R.
Write
Z ∶=
⎡⎢⎢⎢⎢⎢⎣
0 1
⋰
1 0
⎤⎥⎥⎥⎥⎥⎦ .
Because ZJn(λ)TZ = Jn(λ), we have
ZMTZ = ZBTZ + Jn(λ)(ZRZ)T +ZRZ.
This ensures Lemma 5.2 since ZBTZ is arbitrary and ZMTZ is of the form
(37).
Lemma 5.3. Adding SJn(λ) − Jn(λ)S, we can reduce each n × n matrix to
exactly one matrix of the form 0↙.
Proof. Let A = [aij] be an arbitrary n × n matrix. Adding
SJn(λ) − Jn(λ)S = SJn(0) − Jn(0)S
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s21 − 0 s22 − s11 s23 − s12 . . . s2n − s1,n−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sn−1,1 − 0 sn−1,2 − sn−2,1 sn−1,3 − sn−2,2 . . . sn−1,n − sn−2,n−1
sn1 − 0 sn2 − sn−1,1 sn3 − sn−1,2 . . . snn − sn−1,n−1
0 − 0 0 − sn1 0 − sn2 . . . 0 − sn,n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
we reduce A along the diagonals
an1, (an−1,1, an2), (an−2,1, an−1,2, an3), . . . , a1n
to the form 0↙.
5.2 Diagonal blocks D(Γn)
Due to Lemma 4.3(i), it suffices to prove that each n × n matrix A can be
reduced to exactly one matrix of the form (10) by adding ∆A ∶= STΓn+ΓnS.
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Write Γn as the sum of its symmetric and skew-symmetric parts: Γn = Γ(s)n +
Γ
(c)
n , where
Γ
(s)
n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ⋰
0 ⋰
0 1
0 −1
0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Γ
(c)
n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ⋰
−1
1
−1
1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
if n is even,
Γ
(s)
n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ⋰
−1
1
−1
1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Γ
(c)
n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ⋰
0 ⋰
0 1
0 −1
0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
if n is odd.
Then the symmetric and skew-symmetric parts of ∆A are
∆A(s) = STΓ(s)n + Γ(s)n S, ∆A(c) = STΓ(c)n + Γ(c)n S
in which S = [sij] is any n × n matrix.
Case 1: n is even. Then
∆A(s) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 + 0 sn1 + 0 −sn−1,1 + 0 . . . s21 + 0
0 + sn1 sn2 + sn2 −sn−1,2 + sn3 . . . s22 + snn
0 − sn−1,1 sn3 − sn−1,2 −sn−1,3 − sn−1,3 . . . s23 − sn−1,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 + s21 snn + s22 −sn−1,n + s23 . . . s2n + s2n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
∆A(c) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
sn1 − sn1 −sn−1,1 − sn2 sn−2,1 − sn3 . . . −s11 − snn
sn2 + sn−1,1 −sn−1,2 + sn−1,2 sn−2,2 + sn−1,3 . . . −s12 + sn−1,n
sn3 − sn−2,1 −sn−1,3 − sn−2,2 sn−2,3 − sn−2,3 . . . −s13 − sn−2,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
snn + s11 −sn−1,n + s12 sn−2,n + s13 . . . −s1n + s1n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We reduce A = [aij] to the form 0Ý along its skew diagonals (30) as
follows. The (1,1) entry of ∆A = ∆A(s) +∆A(c) is zero, and so the (1,1)
entry of A is not changed. Reasoning by induction, we fix t ∈ {1, . . . , n − 1}
and assume that
• the first t skew diagonals of A have been reduced to the form 0Ý and
they are uniquely determined by the initial A;
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• the addition of ∆A preserves the first t skew diagonals of A if and only
if the first t − 1 diagonals of S starting from the lower left diagonal
⋯ ⋯ ⋯ ⋯ ⋯
sn−t+2,1 ⋯ ⋯ ⋯ ⋯
⋯ ⋯ ⋯ ⋯ ⋯
sn−1,1 ⋯ ⋯ ⋯ ⋯
sn1 sn2 ⋯ sn,t−1 ⋯
are zero and its tth diagonal
(sn−t+1,1, sn−t+2,2, sn−t+3,3 . . . , sn−2,t−2, sn−1,t−1, sn,t)
is symmetric if t is odd and skew-symmetric if t is even.
Write
(v1, v2, . . . , vt) ∶= ((−1)t−1sn−t+1,1, . . . , sn−2,t−2,−sn−1,t−1, sn,t) ;
this vector is symmetric for all t.
The (t + 1)st skew diagonal of ∆A(s) is
(0, vt, vt−1, . . . , v2, v1) + (v1, v2, . . . , vt−1, vt,0). (38)
If t is odd, then every symmetric vector of dimension t + 1 is represented in
the form (38). If t is even, then (38) without the first and the last elements is
an arbitrary symmetric vector of dimension t − 1 and the first (and the last)
element of (38) is fully determined by the other elements. Since the (t+ 1)st
skew diagonal of ∆A(c) is an arbitrary skew-symmetric vector of dimension
t+1, this means that the (t+1)st skew diagonal of A is reduced to zero if t is
odd, and to the form (∗,0, . . . ,0) or (0, . . . ,0,∗) if t is even. To preserve it,
we hereafter must take those S in which the (t+ 1)st skew diagonal of ∆A(c)
is zero; this means that the (t+1)st diagonal of S is symmetric if t+1 is odd
and skew-symmetric if t + 1 is even.
Thus, the first n skew diagonals in A have the form of the corresponding
diagonals in 0Ý.
The (n + 1)st skew diagonal of ∆A(s) has the form
(vn, vn−1, . . . , v2) + (v2, . . . , vn−1, vn),
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(compare with (38)) and every symmetric vector of dimension n− 1 is repre-
sented in this form. Hence, the (n+1)st skew diagonal of ∆A is an arbitrary
vector of dimension n−1 and we make the (n+1)st skew diagonal of A equal
to zero. Analogously, we make its n + 2, n + 3, . . . skew diagonals equal to
zero and reduce A to the form 0Ý.
Case 2: n is odd. Then
∆A(s) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
sn1 + sn1 −sn−1,1 + sn2 sn−2,1 + sn3 . . . s11 + snn
sn2 − sn−1,1 −sn−1,2 − sn−1,2 sn−2,2 − sn−1,3 . . . s1n − sn−1,n
sn3 + sn−2,1 −sn−1,3 + sn−2,2 sn−2,3 + sn−2,3 . . . s13 + sn−2,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
snn + s11 −sn−1,n + s12 sn−2,n + s13 . . . s1n + s1n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
∆A(c) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 + 0 sn1 + 0 −sn−1,1 + 0 . . . −s21 + 0
0 − sn1 sn2 − sn2 −sn−1,2 − sn3 . . . −s22 − snn
0 + sn−1,1 sn3 + sn−1,2 −sn−1,3 + sn−1,3 . . . −s23 + sn−1,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 + s21 snn + s22 −sn−1,n + s23 . . . −s2n + s2n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We reduce A along its skew diagonals (30). The first skew diagonal of ∆A(s)
is arbitrary; we make the first entry of A equal to zero.
Let t < n. Assume that
• the first t skew diagonals of A have been reduced to the form 0å and
they are uniquely determined by the initial A;
• the addition of ∆A preserves these diagonals if and only if the first t−1
diagonals of S, starting from the lower left diagonal, are zero and the tth
diagonal (u1, . . . , ut) of S is symmetric if t is even and skew-symmetric
if t is odd.
Then the vector
(v1, v2, . . . , vt) ∶= ((−1)t−1u1, , . . . , ut−2,−ut−1, ut)
is skew-symmetric for all t.
The (t + 1)st skew diagonal of ∆A(c) is
(0, vt, vt−1, . . . , v2, v1) − (v1, v2, . . . , vt−1, vt,0). (39)
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If t is even, then every skew-symmetric vector of dimension t+1 is represented
in the form (39). If t is odd, then (39) without the first and the last elements
is an arbitrary skew-symmetric vector of dimension t − 1 and the first (and
the last) element of (39) is fully determined by the other elements. Since the(t+1)st skew diagonal of ∆A(s) is an arbitrary symmetric vector of dimension
t+1, this means that the (t+1)st skew diagonal of A reduces to 0 if t is even,
and to the form (∗,0, . . . ,0) or (0, . . . ,0,∗) if t is odd. To preserve it, we
hereafter must take those S in which the (t + 1)st skew diagonal of ∆A(s) is
zero; this means that the (t + 1)st diagonal of S is symmetric if t + 1 is even
and skew-symmetric if t + 1 is odd.
The first n skew diagonals in A have the form of the corresponding diag-
onals in 0å. The (n + 1)st skew diagonal in ∆A(c) has the form
(vn, vn−1, . . . , v2) − (v2, . . . , vn−1, vn)
(compare with (39)) and every skew-symmetric vector is represented in this
form. Hence, the (n + 1)st skew diagonal of ∆A is an arbitrary vector of
dimension n − 1 and we make the (n + 1)st skew diagonal of A equal to zero.
Analogously, we make its n + 2, n + 3, . . . skew diagonals equal to zero and
reduce A to the form 0å.
5.3 Diagonal blocks D(Jn(0))
Due to Lemma 4.3(i), it suffices to prove that each n × n matrix A can be
reduced to exactly one matrix of the form (11) by adding
∆A ∶ = STJn(0) + Jn(0)S
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 + s21 s11 + s22 s21 + s23 . . . sn−1,1 + s2n
0 + s31 s12 + s32 s22 + s33 . . . sn−1,2 + s3n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 + sn1 s1,n−1 + sn2 s2,n−1 + sn3 . . . sn−1,n−1 + snn
0 + 0 s1n + 0 s2n + 0 . . . sn−1,n + 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(40)
in which S = [sij] is any n × n matrix. Thus,
∆A = [bij], bij ∶= sj−1,i + si+1,j (s0i ∶= 0, sn+1,j ∶= 0),
and so all entries of ∆A have the form skl + sl+1,k+1. The transitive closure of(k, l) ∼ (l+1, k+1) is an equivalence relation on the set {1, . . . , n}×{1, . . . , n}.
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Represent ∆A as the sum
∆A = Bn1 +Bn−1,1 + ⋅ ⋅ ⋅ +B11 +B12 + ⋅ ⋅ ⋅ +B1n
of matrices that correspond to the equivalence classes and are defined as
follows. Each B1j (j = 1,2, . . . , n) is obtained from ∆A by replacing with 0
all of its entries except for
s1j + sj+1,2, sj+1,2 + s3,j+2, s3,j+2 + sj+3,4, . . . (41)
and each Bi1 (i = 2,3, . . . , n) is obtained from ∆A by replacing with 0 all of
its entries except for
0 + si1, si1 + s2,i+1, s2,i+1 + si+2,3, si+2,3 + s4,i+3, s4,i+3 + si+4,5, . . . ; (42)
the pairs of indices in (41) and in (42) are equivalent:(1, j) ∼ (j + 1,2) ∼ (3, j + 2) ∼ (j + 3,4) ∼ . . .
and (i,1) ∼ (2, i + 1) ∼ (i + 2,3) ∼ (4, i + 3) ∼ (i + 4,5) ∼ . . . .
We call the entries (41) and (42) the main entries of B1j and Bi1 (i > 1).
The matrices Bn1, . . . ,B11,B12, . . . ,B1n have no common sij.
An arbitrary sequence of complex numbers can be represented in the form
(41). The entries (42) are linearly dependent only if the last entry in this
sequence has the form skn + 0 (see (40)); then (k,n) = (2p, i − 1 + 2p) for
some p, and so i = n + 1 − 2p. Thus the following sequences (42) are linearly
dependent:
0 + sn−1,1, sn−1,1 + s2n, s2n + 0;
0 + sn−3,1, sn−3,1 + s2,n−2, s2,n−2 + sn−1,3, sn−1,3 + s4n, s4n + 0; . . .
One of the main entries of each of the matrices Bn−1,1, Bn−3,1, Bn−5,1, . . . is
the linear combination of the other main entries of this matrix, which are
arbitrary. The main entries of the other matrices Bi1 and B1j are arbitrary.
Adding Bi1 and B1j , we reduce A to the form 0Þ.
6 Off-diagonal blocks of D that correspond to
summands of Acan of the same type
Now we verify the condition (ii) of Lemma 4.3 for those off-diagonal blocks
of D (defined in Theorem 2.2(ii)) whose horizontal and vertical strips contain
summands of Acan of the same type.
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6.1 Pairs of blocks D(Hm(λ), Hn(µ))
Due to Lemma 4.3(ii), it suffices to prove that each pair (B,A) of 2n × 2m
and 2m×2n matrices can be reduced to exactly one pair of the form (12) by
adding
(STHm(λ) +Hn(µ)R, RTHn(µ) +Hm(λ)S), S ∈ C2m×2n, R ∈ C2n×2m.
Taking R = 0 and S = −Hm(λ)−1A, we reduce A to 0. To preserve A = 0
we hereafter must take S and R such that RTHn(µ) +Hm(λ)S = 0; that is,
S = −Hm(λ)−1RTHn(µ),
and so we can add
∆B ∶= −Hn(µ)TRHm(λ)−THm(λ) +Hn(µ)R
to B.
Write P ∶= −Hn(µ)TR, then R = −Hn(µ)−TP and
∆B = P [Jm(λ) 0
0 Jm(λ)−T ] − [Jn(µ)−T 00 Jn(µ)]P. (43)
Let us partition B, ∆B, and P into n ×m blocks:
B = [B11 B12
B21 B22
] , ∆B = [∆B11 ∆B12
∆B21 ∆B22
] , P = [X Y
Z T
] .
By (43),
∆B11 =XJm(λ) − Jn(µ)−TX, ∆B12 = Y Jm(λ)−T − Jn(µ)−TY,
∆B21 = ZJm(λ) − Jn(µ)Z, ∆B22 = TJm(λ)−T − Jn(µ)T.
These equalities show that we can reduce each block Bij separately by
adding ∆Bij.
(i) Fist we reduce B11 by adding ∆B11 =XJm(λ) − Jn(µ)−TX .
If λ ≠ µ−1, then ∆B11 is an arbitrary n × m matrix since Jm(λ) and
Jn(µ)−T have no common eigenvalues; we make B11 = 0.
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Let λ = µ−1. Then
Jn(µ)−T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
µ−1 0
−µ−2 µ−1
µ−3 −µ−2 µ−1
⋱ ⋱ ⋱ ⋱
⋱ ⋱ µ−3 −µ−2 µ−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ 0
−λ2 λ
λ3 −λ2 λ
⋱ ⋱ ⋱ ⋱
⋱ ⋱ λ3 −λ2 λ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Adding
∆B11 =XJm(0) − (Jn(µ)−T − λIn)X
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 x11 . . . x1,m−1
0 x21 . . . x2,m−1
0 x31 . . . x3,m−1
. . . . . . . . . . . . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+ λ2
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0
x11 . . . x1m
x21 . . . x2m
. . . . . . . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
− λ3
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0
0 . . . 0
x11 . . . x1m
. . . . . . . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+⋯,
we reduce B11 to the form 0↖ along the skew diagonals starting from the
upper left corner.
(ii) Let us reduce B12 by adding ∆B12 = Y Jm(λ)−T − Jn(µ)−TY .
If λ ≠ µ, then ∆B12 is arbitrary; we make B12 = 0.
Let λ = µ. Write F ∶= Jn(0). Since
Jn(λ)−1 = (λIn +F )−1 = λ−1In − λ−2F + λ−3F 2 −⋯,
we have
∆B12 = Y (Jm(λ)−T − λ−1Im) − (Jn(λ)−T − λ−1In)Y
= −λ−2
⎡⎢⎢⎢⎢⎢⎢⎢⎣
y12 . . . y1m 0
y22 . . . y2m 0
y32 . . . y3m 0
. . . . . . . . . . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+ λ−2
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0
y11 . . . y1m
y21 . . . y2m
. . . . . . . . . . . . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+⋯
We reduce B12 to the form 0↗ along its diagonals starting from the upper
right corner.
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(iii) Let us reduce B21 by adding ∆B21 = ZJm(λ) − Jn(µ)Z.
If λ ≠ µ, then ∆B21 is arbitrary; we make B21 = 0.
If λ = µ, then
∆B21 = Z(Jm(λ) − λIm) − (Jn(λ) − λIn)Z
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 z11 . . . z1,m−1
. . . . . . . . . . . . . . . . . . . . . . .
0 zn−1,1 . . . zn−1,m−1
0 zn1 . . . zn,m−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
−
⎡⎢⎢⎢⎢⎢⎢⎢⎣
z21 . . . z2m
. . . . . . . . . . . . . .
zn1 . . . znm
0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
;
we reduce B12 to the form 0↙ along its diagonals starting from the lover left
corner.
(iv) Finally, reduce B22 by adding ∆B22 = TJm(λ)−T − Jn(µ)T .
If λ ≠ µ−1, then ∆B22 is arbitrary; we make B22 = 0.
If λ = µ−1, then
∆B22 = T (Jm(λ)−T − µIm) − (Jn(µ) − µIn)T
= −µ2
⎡⎢⎢⎢⎢⎢⎢⎢⎣
. . . t1m 0
. . . . . . . . . . . . . .
. . . tn−1,m 0
. . . tnm 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+ µ3
⎡⎢⎢⎢⎢⎢⎢⎢⎣
. . . t1m 0 0
. . . . . . . . . . . . . . . . .
. . . tn−1,m 0 0
. . . tnm 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
− ⋅ ⋅ ⋅ −
⎡⎢⎢⎢⎢⎢⎢⎢⎣
t21 . . . t2m
. . . . . . . . . . . . .
tn1 . . . tnm
0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
;
we reduce B22 to the form 0↘ along its skew diagonals starting from the lover
right corner.
6.2 Pairs of blocks D(Γm,Γn)
Due to Lemma 4.3(ii), it suffices to prove that each pair (B,A) of n×m and
m×n matrices can be reduced to exactly one pair of the form (13) by adding
(STΓm + ΓnR, RTΓn + ΓmS), S ∈ Cm×n, R ∈ Cn×m.
Taking R = 0 and S = −Γ−1mA, we reduce A to 0. To preserve A = 0
we hereafter must take S and R such that RTΓn + ΓmS = 0; that is, S =
−Γ−1mR
TΓn, and so we can add
∆B ∶= −ΓTnRΓ−Tm Γm + ΓnR
to B.
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Write P ∶= ΓTnR, then
∆B = −P (Γ−Tm Γm) + (ΓnΓ−Tn )P.
Since
Γn =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ⋰
−1 ⋰
1 1
−1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Γ−1n = (−1)n+1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⋮ ⋮ ⋮ ⋮ ⋰
−1 −1 −1 −1
1 1 1
−1 −1
1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
we have
Γ−Tm Γm = (−1)m+1
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 2 ∗
1 ⋱
⋱ 2
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and
ΓnΓ
−T
n = (−1)n+1
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0
−2 1
⋱ ⋱
∗ −2 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (44)
If n −m is odd, then
(−1)n+1∆B = 2P + P
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 2 ∗
0 ⋱
⋱ 2
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
−2 0
⋱ ⋱
∗ −2 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
P
and we reduce B to 0 along its skew diagonals starting from the upper left
corner.
If m − n is even, then
(−1)n+1∆B = −P
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 2 ∗
0 ⋱
⋱ 2
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
−2 0
⋱ ⋱
∗ −2 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
P
and we reduce B to the form 0↖ along its skew diagonals starting from the
upper left corner.
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6.3 Pairs of blocks D(Jm(0), Jn(0)) with m ⩾ n.
Due to Lemma 4.3(ii), it suffices to prove that each pair (B,A) of n×m and
m × n matrices with m ⩾ n can be reduced to exactly one pair of the form
(14) by adding the matrices
∆A = RTJn(0) + Jm(0)S, ∆BT = Jm(0)TS +RTJn(0)T
to A and BT (it is convenient for us to reduce the transpose of B).
Write S = [sij] and RT = [−rij] (they are m-by-n). Then
∆A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s21 − 0 s22 − r11 s23 − r12 . . . s2n − r1,n−1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sm−1,1 − 0 sm−1,2 − rm−2,1 sm−1,3 − rm−2,2 . . . sm−1,n − rm−2,n−1
sm1 − 0 sm2 − rm−1,1 sm3 − rm−1,2 . . . smn − rm−1,n−1
0 − 0 0 − rm1 0 − rm2 . . . 0 − rm,n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
∆BT =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 − r12 0 − r13 . . . 0 − r1n 0 − 0
s11 − r22 s12 − r23 . . . s1,n−1 − r2n s1n − 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sm−2,1 − rm−1,2 sm−2,2 − rm−1,3 . . . sm−2,n−1 − rm−1,n sm−2,n − 0
sm−1,1 − rm2 sm−1,2 − rm3 . . . sm−1,n−1 − rmn sm−1,n − 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Adding ∆A, we can reduce A to the form 0↙; for definiteness, we take A in
the form
0↓ ∶= [ 0m−1,n
∗ ∗ ⋯ ∗
] . (45)
To preserve this form, we hereafter must take
s21 = ⋅ ⋅ ⋅ = sm1 = 0, sij = ri−1,j−1 (2 ⩽ i ⩽m, 2 ⩽ j ⩽ n).
Write (r00, r01, . . . , r0,n−1) ∶= (s11, s12, . . . , s1n),
then
∆BT =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 − r12 0 − r13 . . . 0 − r1n 0 − 0
r00 − r22 r01 − r23 . . . r0,n−2 − r2n r0,n−1 − 0
0 − r32 r11 − r33 . . . r1,n−2 − r3n r1,n−1 − 0
0 − r42 r21 − r43 . . . r2,n−2 − r4n r2,n−1 − 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 − rm2 rm−2,1 − rm3 . . . rm−2,n−2 − rmn rm−2,n−1 − 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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If rij and ri′j′ belong to the same diagonal of ∆BT , then i − j = i′ − j′.
Hence, the diagonals of ∆BT have no common rij , and so we can reduce the
diagonals of BT independently.
The first n diagonals of ∆BT starting from the upper right corner are
0, (−r1n, r0,n−1), (−r1,n−1, r0,n−2 − r2n, r1,n−1),(−r1,n−2, r0,n−3 − r2,n−1, r1,n−2 − r3n, r2,n−1),(−r1,n−3, r0,n−4 − r2,n−2, r1,n−3 − r3,n−1, r2,n−2 − r4n, r3,n−1), . . .
(we underline linearly dependent entries in each diagonal), adding them we
make the first n diagonals of BT as in 0Ü.
The (n + 1)st diagonal of ∆BT is⎧⎪⎪⎨⎪⎪⎩(r00 − r22, r11 − r33, . . . , rn−2,n−2 − rnn) if m = n,(r00 − r22, r11 − r33, . . . , rn−2,n−2 − rnn, rn−1,n−1) if m > n.
Adding it, we make the (n + 1)st diagonal of BT equal to zero.
If m > n + 1, then the (n + 2)nd, . . . ,mth diagonals of ∆BT are
(−r32, r21 − r43, r32 − r54, . . . , rn,n−1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(−rm−n+1,2, rm−n,1 − rm−n+2,3, rm−n+1,2 − rm−n+3,4, . . . , rm−2,n−1).
Each of these diagonals contains n elements. If n is even, then the length
of each diagonal is even and its elements are linearly independent; we make
the corresponding diagonals of BT equal to zero. If n is odd, then the length
of each diagonal is odd and the set of its odd-numbered elements is linearly
dependent; we make all elements of the corresponding diagonals of BT equal
to zero except for their last elements (they correspond to the stars of Pnm
defined in (5)).
It remains to reduce the last n−1 diagonals of BT (the last n−2 diagonals
if m = n). The corresponding diagonals of ∆BT are
−rm2,(−rm−1,2, rm−2,1 − rm3),(−rm−2,2, rm−3,1 − rm−1,3, rm−2,2 − rm4),(−rm−3,2, rm−4,1 − rm−2,3, rm−3,2 − rm−1,4, rm−2,3 − rm5),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(−rm−n+3,2, rm−n+2,1 − rm−n+4,3, . . . , rm−2,n−3 − rm,n−1),
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and, only if m > n,
(−rm−n+2,2, rm−n+1,1 − rm−n+3,3, . . . , rm−2,n−2 − rmn).
Adding these diagonals, we make the corresponding diagonals of BT equal
to zero. To preserve the zero diagonals, we hereafter must take rm2 = rm4 =
rm6 = ⋅ ⋅ ⋅ = 0 and arbitrary rm1, rm3, rm5, . . . .
Recall that A has the form 0↓ defined in (45). Since rm1, rm3, rm5, . . . are
arbitrary, we can reduce A to the form
[ 0m−1,n
∗ 0 ∗ 0 ⋯
]
by adding ∆A; these additions preserve the already reduced B.
If m = n, then we can alternatively reduce A to the form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
. . . . . . . . . . . .
0 0 . . . 0
∗ 0 . . . 0
0 0 . . . 0
∗ 0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
preserving the form 0Þ of B.
7 Off-diagonal blocks of D that correspond to
summands of Acan of distinct types
Finally, we verify the condition (ii) of Lemma 4.3 for those off-diagonal blocks
of D (defined in Theorem 2.2(iii)) whose horizontal and vertical strips contain
summands of Acan of different types.
7.1 Pairs of blocks D(Hm(λ),Γn)
Due to Lemma 4.3(ii), it suffices to prove that each pair (B,A) of n × 2m
and 2m × n matrices can be reduced to exactly one pair of the form (15) by
adding
(STHm(λ) + ΓnR, RTΓn +Hm(λ)S), S ∈ C2m×n, R ∈ Cn×2m.
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Taking R = 0 and S = −Hm(λ)−1A, we reduce A to 0. To preserve A = 0,
we hereafter must take S and R such that RTΓn +Hm(λ)S = 0; that is,
S = −Hm(λ)−1RTΓn.
Hence, we can add
∆B = ΓnR − ΓTnRHm(λ)−THm(λ)
to B. Write P = ΓTnR, then
∆B = ΓnΓ−Tn P − P (Jm(λ)⊕ Jm(λ)−T )
Divide B and P into two blocks of size n ×m:
B = [M N], P = [U V ].
We can add to M and N the matrices
∆M ∶= ΓnΓ−Tn U −UJm(λ), ∆N ∶= ΓnΓ−Tn V − V Jm(λ)−T .
If λ ≠ (−1)n+1 then by (44) the eigenvalues of ΓnΓ−Tn and the eigenvalues
of Jm(λ) and Jm(λ)−T are distinct, and we make M = N = 0.
If λ = (−1)n+1 then
∆M = (−1)n
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
2 0
⋱ ⋱
∗ 2 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
U −U
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0
0 ⋱
⋱ 1
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
∆N = (−1)n
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
2 0
⋱ ⋱
∗ 2 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
V + V
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
1 0
⋱ ⋱
∗ 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
We reduceM to the form 0↖ along its skew diagonals starting from the upper
left corner, and N to the form 0↗ along its diagonals starting from the upper
right corner.
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7.2 Pairs of blocks D(Hm(λ), Jn(0))
Due to Lemma 4.3(ii), it suffices to prove that each pair (B,A) of n × 2m
and 2m × n matrices can be reduced to exactly one pair of the form (16) by
adding
(STHm(λ) + Jn(0)R, RTJn(0) +Hm(λ)S), S ∈ C2m×n, R ∈ Cn×2m.
Taking R = 0 and S = −Hm(λ)−1A, we reduce A to 0. To preserve A = 0
we hereafter must take S and R such that RTJn(0) +Hm(λ)S = 0; that is,
S = −Hm(λ)−1RTJn(0).
Hence we can add
∆B ∶=Jn(0)R − Jn(0)TRHm(λ)−THm(λ)
=Jn(0)R − Jn(0)TR (Jm(λ)⊕ Jm(λ)−T )
to B.
Divide B and R into two blocks of size n ×m:
B = [M N], R = [U V ].
We can add to M and N the matrices
∆M ∶= Jn(0)U − Jn(0)TUJm(λ), ∆N ∶= Jn(0)V − Jn(0)TV Jm(λ)−T .
We reduce M as follows. Let (u1, u2, . . . , un)T be the first column of U .
Then we can add to the first column b⃗1 of M the vector
∆b⃗1 ∶=(u2, . . . , un,0)T − λ(0, u1, . . . , un−1)T
=⎧⎪⎪⎨⎪⎪⎩0 if n = 1,(u2, u3 − λu1, u4 − λu2, . . . , un − λun−2, −λun−1)T if n > 1.
The elements of this vector are linearly independent if n is even, and they
are linearly dependent if n is odd. We reduce b⃗1 to zero if n is even, and
to the form (∗,0, . . . ,0)T or (0, . . . ,0,∗)T if n is odd. Then we successively
reduce the other columns transforming M to 0 if n is even and to the form
0↕nm if n is odd.
We reduce N in the same way starting from the last column.
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7.3 Pairs of blocks D(Γm, Jn(0))
Due to Lemma 4.3(ii), it suffices to prove that each pair (B,A) of n×m and
m×n matrices can be reduced to exactly one pair of the form (17) by adding
(STΓm + Jn(0)R, RTJn(0) + ΓmS), S ∈ Cm×n, R ∈ Cn×m.
Taking R = 0 and S = −Γ−1mA, we reduce A to 0. To preserve A = 0
we hereafter must take S and R such that RTJn(0) + ΓmS = 0; that is,
S = −Γ−1mRTJn(0). Hence, we can add
∆B ∶ = Jn(0)R − Jn(0)TRΓ−Tm Γm
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
r21 . . . r2m
. . . . . . . . . . . . . .
rn1 . . . rnm
0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
− (−1)m+1
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0
r11 . . . r1m
. . . . . . . . . . . . . . . . . .
rn−1,1 . . . rn−1,m
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 2 ∗
1 ⋱
⋱ 2
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
to B. We move along the columns of B starting from the first column and
reduce B to 0 if n is even and to 0↕ if n is odd.
8 Appendix: A transformation that reduces
a matrix to its miniversal deformation
In this section, we fix an n × n complex matrix A and a (0,∗) matrix D of
the same size such that
C
n×n = T (A) +D(C), (46)
in which (see (18) and (21))
T (A) = {CTA +AC ∣C ∈ Cn×n}, D(C) = ⊕
(i,j)∈I(D)
CEij ,
and all Eij are the matrix units. We prove that the deformation A+D(ε⃗) of
A defined in (21) is miniversal. To this end, we construct an n × n matrix
S(X) satisfying the conditions (i)–(iii) of Definition 3.2.
For each P = [pij] ∈ Cn×n, we write
∥P ∥ ∶=√∑ ∣pij ∣2, ∥P ∥D ∶=√ ∑
(i,j)∉I(D)
∣pij ∣2.
35
Note that
∥aP + bQ∥ ⩽ ∣a∣ ∥P ∥ + ∣b∣ ∥Q∥, ∥PQ∥ ⩽ ∥P ∥ ∥Q∥
for all a, b ∈ C and P,Q ∈ Cn×n; see [20, Section 5.6].
For every n × n matrix unit Eij , we fix Fij ∈ Cn×n such that
Eij + F
T
ijA +AFij ∈ D(C) (47)
(Fij exists by (46)); we take Fij = 0n if Eij ∈ D(C). Write
a ∶= ∥A∥, f ∶=∑
i,j
∥Fij∥. (48)
For each n × n matrix E, we construct a sequence
M1 ∶= E, M2, M3, . . . (49)
of n ×n matrices as follows: if Mk = [m(k)ij ] has been constructed, then Mk+1
is defined by
A +Mk+1 ∶= (In +Ck)T (A +Mk)(In +Ck) (50)
in which
Ck ∶=∑
i,j
m
(k)
ij Fij. (51)
In this section, we prove the following theorem.
Theorem 8.1. Given A ∈ Cn×n and a (0,∗) matrix D of the same size that
satisfy (46). Fix ε ∈ R such that
0 < ε <
1
max{f(a + 1)(f + 2),3} (see (48)) (52)
and define the neighborhood
U ∶= {E ∈ Cn×n ∣ ∥E∥ < ε5}
of 0n. Then for each matrix E ∈ U , the infinite product
S(E) ∶= (In +C1)(In +C2)(In +C3)⋯ (see (49)) (53)
is convergent,
A +D ∶= S(E)T (A +E)S(E) ∈ A +D(C), (54)
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and ∥S(E) − In∥ < −1 + (1 + ε)(1 + ε3)(1 + ε5)⋯, ∥D∥ ⩽ ε3. (55)
The matrix S(E) is a function of the entries of E; replacing them by un-
knowns xij, we obtain a matrix S(X) that satisfies the conditions (i)–(iii) of
Definition 3.2.
The proof of Theorem 8.1 is based on two lemmas.
Lemma 8.1. Let ε ∈ R, 0 < ε < 1/3, and let the sequence of real numbers
δ1, τ1, δ2, τ2, δ3, τ3, . . . (56)
be defined by induction:
δ1 = τ1 = ε5, δi+1 = ε−1δiτi, τi+1 = τi + ε−1δi.
Then
0 < δi < ε2i, 0 < τi < ε3 for all i = 1,2, . . . (57)
Proof. Reasoning by induction, we assume that the inequalities (57) hold for
i = 1, . . . , k. Then they hold for i = k + 1 since
δk+1 = ε−1δkτk < ε−1ε2kε3 = ε2(k+1)
and
τk+1 = τk + ε−1δk = τk−1 + ε−1δk−1 + ε−1δk = ⋯ = τ1 + ε−1(δ1 + δ2 + ⋅ ⋅ ⋅ + δk)
< ε5 + ε−1(ε5 + ε−1ε5ε5 + ε6 + ε8 + ε10 +⋯)
= ε5 + ε4 + ε8 + ε5(1 + ε2 + ε4 +⋯) = ε5 + ε4 + ε8 + ε5/(1 − ε2)
< ε5 + ε4 + ε8 + 2ε5 < ε4 + ε8 + ε4 < 3ε4 < ε3.
Lemma 8.2. Let ε ∈ R satisfy (52) and let k ∈ N. Assume that the matrix
Mk = [m(k)ij ] from (49) satisfies∥Mk∥D < δk, ∥Mk∥ < τk (see (56)). (58)
Then ∥Mk+1∥D < δk+1, ∥Mk+1∥ < τk+1 (59)
and ∥Ck∥ < ε−1δk (see (51)). (60)
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Proof. By (47),
∑
i,j
m
(k)
ij Eij +∑
i,j
m
(k)
ij F
T
ijA +∑
i,j
m
(k)
ij AFij ∈ D(C),
and so
Mk +C
T
k A +ACk ∈ D(C). (61)
If (i, j) ∈ I(D), then Eij ∈ D(C) and Fij = 0 by the definition of Fij . If(i, j) ∉ I(D), then ∣m(k)ij ∣ < δk by the first inequality in (58). The inequality
(60) holds because
∥Ck∥ ⩽ ∑
(i,j)∉I(D)
∣m(k)ij ∣∥Fij∥ < ∑
(i,j)∉I(D)
δk∥Fij∥ = δkf < δkε−1.
By (50) and (58),
Mk+1 =Mk +CTk (A +Mk) + (A +Mk)Ck +CTk (A +Mk)Ck, (62)∥Mk+1∥ ⩽ ∥Mk∥ + 2∥Ck∥(∥A∥ + ∥Mk∥) + ∥Ck∥∥A +Mk∥∥Ck∥
< τk + 2δkf(a + τk) + δkf(a + τk)δkf
= τk + δkf(a + τk)(2 + δkf)
< τk + δkf(a + 1)(2 + f) < τk + δkε−1 = τk+1.
By (61) and (62),
∥Mk+1∥D = ∥CTk Mk +MkCk +CTk (A +Mk)Ck∥
⩽ 2∥Ck∥∥Mk∥ + ∥Ck∥2(∥A∥ + ∥Mk∥)
< 2δkfτk + (δkf)2(a + τk)
< δkfτk(2 + f(a + 1))
< δkτkf(2(a + 1) + f(a + 1)) < δkτkε−1 = δk+1,
which proves (59).
Proof of Theorem 8.1. Since M1 = E ∈ U , ∥M1∥ < ε5 = δ1 = τ1. Hence, the
inequalities (58) hold for k = 1. Reasoning by induction and using Lemma
8.2, we get
∥Mi∥D < δi, ∥Mi∥ < τi, ∥Ci∥ < ε−1δi, i = 1,2, . . . ,
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and by (57)
∥C1∥ + ∥C2∥ + ∥C3∥ +⋯ < ε−1(δ1 + δ2 + δ3 +⋯)
< ε−1(ε2 + ε4 + ε6 +⋯) = ε(1 + ε2 + ε4 +⋯)
= ε/(1 − ε2) = 1/(ε−1 − ε) < 1/(3 − 3−1).
The infinite product (53) converges to some matrix S(E) due to [33, Theorem
4] (which generalizes [28, Theorem 15.14]). By (50) and (51), the entries of
each Ci are polynomials in the entries of E. Thus, the entries of each
Sk(E) ∶= (In +C1)(In +C2)⋯(In +Ck), k = 1,2, . . . ,
are polynomials in the entries of E. Since Sk(E) → S(E), the Weierstrass
theorem on uniformly convergent sequences of analytic functions [28, Theo-
rem 15.8] ensures that the entries of S(E) are holomorphic functions in the
entries of M .
The inclusion (54) holds since A+Mi → S(E)T (A+E)S(E) and ∥Mi∥D <
δi → 0 as i→∞.
The inequalities (55) hold since for each k ∈ N we have
∥Sk(E) − In∥ = ∥(In +C1)(In +C2)⋯(In +Ck) − In∥
⩽∑
i⩽k
∥Ci∥ + ∑
i<j⩽k
∥Ci∥ ∥Cj∥ +⋯
⩽ −1 + (1 + ∥C1∥)(1 + ∥C2∥)(1 + ∥C3∥)⋯
< −1 + (1 + ε−1δ1)(1 + ε−1δ2)(1 + ε−1δ3)⋯
< −1 + (1 + ε)(1 + ε3)(1 + ε5)⋯ (by (57))
and
Mi →D, ∥Mi∥ ⩽ τi < ε3.
If E = 0n then all Mi = Ci = 0n, and so S(0n) = In.
References
[1] V.I. Arnold, On matrices depending on parameters, Russian Math. Sur-
veys 26 (2) (1971) 29–43.
[2] V. Arnold, Lectures on bifurcations and versal deformations, Russian
Math Surveys 27 (5) (1972) 54–123.
39
[3] V.I. Arnold, Geometrical Methods in the Theory of Ordinary Differential
Equations. Springer-Verlag, 1988.
[4] V.I. Arnold, Mathematical Methods of Classical Mechanics, Springer-
Verlag, 1989.
[5] R. Benedetti, P. Cragnolini, Versal families of matrices with respect to
unitary conjugation, Advances in Math. 54 (1984) 314–335.
[6] F. De Tera´n, F.M. Dopico, The solution of the equation XA+AXT = 0
and its application to the theory of orbits, Linear Algebra Appl. 434
(2011) 44–67.
[7] F. De Tera´n, F.M. Dopico, The equation XA+AX∗ = 0 and the dimen-
sion of *congruence orbits, Electr. J. Linear Algebra 22 (2011) 448–465.
[8] D.Z. Djokovic, J. Patera, P. Winternitz, H. Zassenhaus, Normal forms
of elements of classical real and complex Lie and Jordan algebras, J.
Math. Phys. 24 (6) (1983) 1363–1374.
[9] A.R. Dmytryshyn, Miniversal deformations of pairs of skew-symmetric
forms, Master Thesis, Kiev National University, Kiev, 2010. Available
at: arXiv:1104.2492.
[10] A.R. Dmytryshyn, Miniversal deformations of pairs of symmetric forms,
2011, arXiv:1104.2530.
[11] A.R. Dmytryshyn, V. Futorny, V.V. Sergeichuk, Miniversal deforma-
tions of matrices of sesquilinear forms, 2011, arXiv:1105.2160.
[12] A. Edelman, E. Elmroth, B. K˚agstro¨m, A geometric approach to per-
turbation theory of matrices and matrix pencils. Part I: Versal deforma-
tions, SIAM J. Matrix Anal. Appl. 18 (3) (1997) 653–692.
[13] V. Futorny, V.V. Sergeichuk, Miniversal deformations of matrices of
bilinear forms, Preprint RT-MAT 2007-04, Universidade de Sa˜o Paulo,
2007, 34 p. Available at: arXiv:1004.3584v1.
[14] V. Futorny, V.V. Sergeichuk, Change of the congruence canonical form of
2×2 and 3×3 matrices under perturbations, Preprint RT-MAT 2007-02,
Universidade de Sa˜o Paulo, 2007, 18 p. Available at: arXiv:1004.3590v1.
40
[15] D.M. Galin, On real matrices depending on parameters, Uspehi Mat.
Nauk 27 (1) (1972) 241–242.
[16] D.M. Galin, Versal deformations of linear Hamiltonian systems, Trudy
Semin. I. G. Petrovsky 1 (1975) 63–73 (in Russian).
[17] M.I. Garcia-Planas, A.A. Mailybaev, Reduction to versal deformations
of matrix pencils and matrix pairs with application to control theory,
SIAM J. Matrix Anal. Appl. 24 (2003) 943–962 (electronic).
[18] M.I. Garcia-Planas, V.V. Sergeichuk, Simplest miniversal deformations
of matrices, matrix pencils, and contragredient matrix pencils, Linear
Algebra Appl. 302–303 (1999) 45–61.
[19] M.I. Garcia-Planas, V.V. Sergeichuk, Generic families of matrix pencils
and their bifurcation diagrams, Linear Algebra Appl. 332/334 (2001),
165–179.
[20] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge U. P., Cam-
bridge, 1985.
[21] R.A. Horn, V.V. Sergeichuk, Congruence of a square matrix and its
transpose, Linear Algebra Appl. 389 (2004) 347–353.
[22] R.A. Horn, V.V. Sergeichuk, A regularization algorithm for matrices of
bilinear and sesquilinear forms, Linear Algebra Appl. 412 (2006) 380–
395.
[23] R.A. Horn, V.V. Sergeichuk, Canonical forms for complex matrix con-
gruence and *congruence, Linear Algebra Appl. 416 (2006) 1010–1032.
[24] R.A. Horn, V.V. Sergeichuk, Canonical matrices of bilinear and
sesquilinear forms, Linear Algebra Appl. 428 (2008) 193–223.
[25] L. Klimenko, V.V. Sergeichuk, Block triangular miniversal deformations
of matrices and matrix pencils, in: V. Olshevsky, E. Tyrtyshnikov (Eds),
Matrix Methods: Theory, Algorithms and Applications, World Scientific
Publishing Co. Pte. Ltd., Hackensack, NJ, 2010, pp. 69–84.
[26] A.A. Mailybaev, Transformation of families of matrices to normal forms
and its application to stability theory, SIAM J. Matrix Anal. Appl. 21
(1999) 396–417 (electronic).
41
[27] A.A. Mailybaev, Transformation to versal deformations of matrices, Lin-
ear Algebra Appl. 337 (2001) 87–108.
[28] A.I. Markushevich, Theory of Functions of a Complex Variable. Vol. I,
Prentice-Hall, Inc., Englewood Cliffs, N. J., 1965.
[29] J. Patera, C. Rousseau, Complex orthogonal and symmetric matrices
depending on parameters, J. Math. Phys. 23 (5) (1983) 705–714.
[30] J. Patera, C. Rousseau, Versal deformations of elements of classical Jor-
dan algebras, J. Math. Phys. 24 (6) (1983) 1375–1380.
[31] V.V. Sergeichuk, Classification problems for system of forms and linear
mappings, Math. USSR-Izv. 31 (3) (1988) 481–501.
[32] A. Tannenbaum, Invariance and System Theory: Algebraic and Geo-
metric Aspects, Lecture Notes in Math. 845, Springer, 1981.
[33] W.F. Trench, Invertibly convergent infinite products of matrices, J.
Comp. Appl. Math. 101 (1999) 255–263.
[34] J. von Neuman, E.P. Wigner, U¨ber das Verhalten von Eigenwerten bei
adiabatischen Prozessen, Physikalische Zeitschrift 30 (1929) 467–470.
English translation in: H. Hettema (Ed.), Quantum Chemistry: Classic
Scientific Papers, World Scientific, Singapore, 2000, pp. 25–31.
42
