Abstract. Bonding concepts originating in chemistry are surveyed from a condensed matter perspective, beginning around 1850 with "valence" and the word "bond" itself. The analysis of chemical data in the 19th century resulted in astonishing progress in understanding the connectivity and stereochemistry of molecules, almost without input from physicists until the development of quantum mechanics in 1925 and afterwards. The valence bond method popularized by Pauling and the molecular orbital methods of Hund, Mulliken, Bloch, and Hückel play major roles in the subsequent development, as does the central part played by the kinetic energy in covalent bonding (Ruedenberg and others). "Metallic" (free electron) and related approaches, including pseudopotential and density functional theories, have been remarkably successful in understanding structures and bonding in molecules and solids. We discuss these concepts in the context of phase change materials, which involve the rapid and reversible transition between amorphous and crystalline states, and note the confusion that some have caused, in particular "resonance" and "resonant bonding".
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Introduction
"If you want to study function, study structure." This admonition of Francis Crick in his autobiography [1, p. 150] is valid in large areas of molecular biology, chemistry, and materials science, and the focus in the present article is on concepts that have been valuable in discussing the structures and properties of materials. Many fields could provide examples, but phase change materials (PCM) have been my main research field in the past decade and are emphasized here. PCM are alloys of chalcogens (group 16 elements) that are ubiquitous in the world of rewritable optical storage media. Well known examples are the digital versatile disk (DVD-RW) and the Blu-ray Disc. Nanosized bits in a thin polycrystalline layer are switched reversibly and extremely rapidly between amorphous (a-) and crystalline (c-) states. The monitoring of the state is carried out by measuring differences in optical reflectivity or resistivity, These remarkable properties are based on the structural transition between the crystalline and amorphous phases, whose structures have played central roles in efforts to understand the mechanism. It is natural to go one step further and ask what determines these structures and how they are connected to the electronic properties used to monitor them. There is a general consensus that chemical bonding mechanisms are responsible, but there is continuing debate about the origin of binding in general and the bonding mechanism in PCM in particular. The confusion that has arisen has encouraged me to revisit concepts of structure and bonding that originated in chemistry, often many years ago. ‡ The familiar picture of a chemical bond as a line joining two atomic nuclei-and the use of the word "bond" itself-date back to the mid-nineteenth century and predate by decades the discoveries of the electron [3, 4] and the point nucleus [5] . "Rules", such as the "8 − N rule" [6] relating the number of bonds (or coordination number) for an atom to the number of valence electrons N , and the "electron pair" and "octet rule" of Lewis [7] and others, were proposed long before quantum mechanics provided the modern framework for discussing the nature of the chemical bond.
Crystallization of the amorphous bits is the rate-limiting step in the write/erase cycle of PCM, and commercial applications demand that this occurs on the time scale of nanoseconds. Two families of alloys of Ge, Sb, and Te (periodic table groups 14, 15, and 16, respectively) are common in PCM: the pseudobinary (GeTe) (1−x) (Sb 2 Te 3 ) x (GST) and Sb/Te alloys with compositions near the eutectic Sb 70 Te 30 . Ge 2 Sb 2 Te 5 (GST-225, x = 1/3) is a much-studied GST prototype, although "Ge-Te rich" alloys, such as Ge 8 Sb 2 Te 11 with x = 1/9, are now favoured [8, 9] . In many GST alloys, ordering results in a distorted rock salt structure with many cavities or vacancies [10] . Figure 1 shows amorphous and crystalline structures for GST-225 found in a density functional/molecular dynamics simulation at 600 K [11, 12] . Apart from the almost perfect tellurium sublattice, the crystalline structure shows random aspects and no sign ‡ "Like all authors of non-commissioned reviews, he (the author) thinks that he can restate the position with such clarity and simplicity that all previous discussions will be eclipsed" (J. S. Bell [2] ). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 59 60 A c c e p t e d M a n u s c r i p t of periodicity. § Figure 1 shows snapshots taken during crystallization, and the path between the structures is far from instantaneous. The vibration frequencies in this material (typically 3 THz [14] ) allow several thousand vibrations during nanosecond crystallization, which is a beautiful, collective process. a) b) Figure 1 . (Color online) Crystallization in GST alloy at 600 K. (a) Amorphous structure after 215 ps, (b) crystalline structure after 1045 ps. Green: Ge, purple: Sb, Orange: Te [11] . Why is crystallization so rapid and why are the optical dielectric constants in ordered phases anomalously low in these particular materials? The few elements involved are covalently bonded semiconductors or semimetals with approximately five sand p-valence electrons per atom, the amorphous states are usually semiconductors with a band gap of 0.5 eV or more [15] , and the ordered structures of the compounds are often cubic. Substantial progress in both theory and experiment during the last decade has pointed towards answers to these questions. Although the structures of amorphous materials are difficult to determine, and the ordered structures are complicated by § The discovery of quasicrystals led the International Union of Crystallographers [13, p. 928 ] to redefine a crystal as "any solid having an essentially discrete diffraction diagram" and an aperiodic crystal as "any crystal in which three dimensional lattice periodicity can be considered to be absent". Order is necessary to be a crystal, periodicity is not.
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AUTHOR SUBMITTED MANUSCRIPT -JPCM-110721. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t random features and the presence of many cavities, x-ray and neutron diffraction studies have provided valuable information. Theory has produced many numerical simulations [16, and references therein] , and the relative ease of structural change has been related to the presence of the "ABAB" ring motif (A: Ge or Sb, B: Te) in both amorphous and ordered phases [16] [17] [18] . The number of these structural units increases during crystallization, which takes place largely by rearrangement, without requiring excessive bond-breaking [19] . Simplified models of the transition have been suggested, and "resonant bonding" in the ordered state has been proposed as a criterion for choice of PCM [15] . The clarification of chemical concepts behind these pictures is one of our aims. That this task is not straightforward may be inferred from the recent remarks of Ruedenberg and coworkers [20] :
"Covalent bond formation is a fundamental chemical reaction. Yet, its physical origin has remained obscure to most chemists. Most general chemistry textbooks either avoid the subject or advance incorrect explanations."
I have kept condensed matter scientists in mind while writing this article, but readers in other fields could be interested. In Section 2, I discuss the picture of the chemical bond that developed after 1850 and follow the early paths of several ideas that play continuing roles in condensed matter and molecular physics. Section 3 discusses the developments following the introduction of quantum mechanics in 1926, particularly the dominant roles played by the valence bond (VB) and molecular orbital (MO) approaches and the controversy concerning the relative roles played in covalent bonding by potential and kinetic energy. The free electron (FE) model and its extensions, including the nearly free electron model and the density functional approach, are discussed in Section 4, including the "Peierls distortion" [21] . Bonding concepts in the context of phase change materials, including "resonant bonding", are discussed in Section 5, and concluding remarks are given in Section 6.
Chemical concepts before quantum mechanics

Chemical formulas and valence
The great advances in chemistry during the 19th century occurred with little contact with the world of physics. The electron and the point nucleus were discovered only near the turn of the 20th century, but chemical reactions provided much data and a framework for investigating the molecules involved. By the 1850s, molecules and the groups comprising them were being described by formulas, such as Sb(C 2 H 3 ) 3 [22] , that reflected the relative composition of the elements.
Edward Frankland was a founder of organometallic chemistry. At the end of the first of a series of papers describing experiments on such molecules, he noted [22, p. 440 ]: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t "When the formulae of inorganic chemical compounds are considered, even a superficial observer is struck with the general symmetry of their construction; the compounds of nitrogen, phosphorus, antimony and arsenic especially exhibit the tendency of these elements to form compounds containing 3 or 5 equivs. (equivalents) of other elements, and it is in these proportions that their affinities are best satisfied. . . . It is sufficiently evident . . . that such a tendency or law prevails, and that, no matter what the character of the uniting atoms may be, the combining power of the attracting element . . . is always satisfied by the same number of these atoms."
This was the first statement of the modern concept of valence and was a crucial step in the development of structural concepts and notation. In 1858, Kekulé [23, p. 153] proposed that carbon was tetravalent ("vieratomig").
Structural representations
In 1858, Couper [24] suggested the first scheme for drawing molecules that is close to that encountered in modern textbooks on chemistry: atoms are represented by the symbol of the element, and the links between them by lines. Crum Brown [25, 26] extended this approach and drew attention to the structures of different isomers, i.e. molecules with the same chemical formula, but different structures. Figure 2 shows the structures of Crum Brown [26] for (a) acetic acid and (b) glycocoll (glycine), where double bonds between C and O are apparent. Frankland adopted the graphical notation of Crum Brown and was the first to use the term "bond" for the links between atoms [27, p. 18] , [28, p. 374] . Both Crum Brown and Frankland emphasized that their diagrams showed the connectivity of the atoms and not their physical locations.
August Kekulé is famous for his work on the benzene molecule, C 6 H 6 , and its substitutional reactions. He noted that monoderivatives (such as C 6 H 5 Cl) occurred only as single isomers [29] and raised two hypotheses: (a) the C atoms form a ring with six (symmetrically placed) H atoms [ Figure 3 [30] that a single such structure was inconsistent with the number of "ortho" isomers found when the substituted C atoms in diderivates were separated by a single or a double bond, Kekulé postulated [31, p. 86 ff] that the motion of individual atoms in a benzene molecule would lead to alternation between the structures [ Figure 3 (c,d)] and an average structure with six equivalent bonds. This picture has been part of the chemical literature ever since, and we return to it below.
Graphical representations of "structures" still focused on the connectivity of the atoms, not on their spatial arrangement, and the mathematician Cayley [32] used planar graph theory in 1874 to estimate the number of isomers in alkanes C n H 2n+2 for n ≤ 20. In the same year, Le Bel [33] and van 't Hoff [34] independently related 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t Figure 2 . Structural representations of (a) acetic acid and (b) glycine, according to Crum Brown (1865) [26] . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t the number of isomers of an organic molecule without internal planes of symmetry to the number of asymmetric C atoms and showed that the optical activity of carbon compounds could be explained if the four valence bonds in carbon were directed towards the corners of a tetrahedron. This was the beginning of stereochemistry. Inorganic coordination chemistry began in the 1890s, when Werner [35] explained the composition and properties of many inorganic substances by assuming that the coordination numbers of metal atoms could differ from their valences. The most common structures were four atoms at the corners of a tetrahedron or square, or six atoms at the corners of an octahedron.
"8-N" and "octet" rules
The discovery of the electron by J. J. Thomson in 1897 and the realization that an atom comprised both positive and negative charges brought new focus on the bonding mechanism. Nevertheless, the structure of the atom remained a mystery. Thomson [36] , for example, considered a model where the positive charge was distributed uniformly inside a sphere and the electrons ("corpuscles") were located in rings. He noted that the special stability of a ring with eight electrons might be related to the chemical periodicity evident in the periodic table. In 1904, Abegg [6] discussed the role of valence of an element in chemical interactions, distinguished between electropositive and electronegative atoms, and noted that the maximum and minimum values of the valence (+6 and −2, respectively, in S) differed by eight. Following the discovery of the point nucleus [5] , Bohr [37, and references therein] discussed molecules on the basis of atomic shells occupied according to octal rules, and his picture of a molecule involved the motion of the outermost electrons in orbits around the lines ("bonds") between atomic centres. In the case of CH 4 , Bohr envisaged four such rings of two electrons each. "Abegg's [6] law of valence and countervalence" [7] was the basis of the "cubical atom" theory of Lewis [7] . Independently, Kossel [38] considered ionic bonds, which he viewed as resulting from electron transfer, and postulated that the electrons were arranged in concentric rings. Both Lewis and Kossel discussed the formation of bonds between atoms as the completion of stable shells of 8 electrons. Lewis noted that the vast majority of known substances had an even number of electrons, and his model of bonding focused on electron sharing. The intuition required for these developments is remarkable, since they predated quantum mechanics, electron spin and the Pauli exclusion principle, and-in the case of Abegg and Lewis-the concept of a point nucleus.
The model of Lewis was extended by Langmuir [39] to heavier atoms in the periodic table and by Huggins [40] to a range of crystalline structures, where the valence electrons tended to form complete shells of four or six electron pairs around each atom centre. Finally, Bradley [41, p. 496] showed that the "octet" rule applied to the normal crystalline forms of C, Si, Ge, grey Sn, As, Sb, Bi, Se, and Te. Extensions of the Lewis A c c e p t e d M a n u s c r i p t model include the work of Sidgwick and Powell [42] , who considered the stereochemistry of polyvalent atoms and postulated that the optimal arrangement of electron pairs would minimize their mutual repulsion, and the development by Gillespie and Nyholm [43] of valence shell electron pair repulsion theory (VSEPR).
The period between 1850 and 1925 brought remarkable advances in understanding molecular structure and produced concepts that are still relevant. Nevertheless, the mechanism of binding was unknown, and speculations about its nature included magnetism [7, pp. 773 " ... when I first deduced the idea of the electron pair bond from an analysis of chemical facts . . . it was obviously incompatible with the then accepted laws of electromagnetics and mechanics. The qualitative principles of molecular structure were presented, so to speak, as the minimum demands of the chemist which must eventually be met by the more far-reaching and quantitative work of the mathematical physicist."
Quantum mechanics was to provide the answer.
Bonding and quantum mechanics
Heisenberg and Dirac, exchange, resonance
Quantum mechanics was applied to systems with several similar particles (such as electrons in an atom) within a few months of the publication of the Schrödinger equation [45, 46] in 1926. Heisenberg [47] and Dirac [48] showed independently that the wave function of a system of indistinguishable particles is unchanged (symmetric) or changes sign (antisymmetric) when two particles are interchanged. For electrons and other fermions, this "exchange interaction"
+ increases the expectation value of the distance between identical, indistinguishable particles when their wave functions overlap. There is no analogy in classical mechanics, and the use of the word "exchange" in the context of indistinguishable particles is clearly open to misinterpretation.
Heisenberg [47, 51] chose two coupled oscillators as the simplest many-body system, noting that there was a classical analogy. Two periodically varying classical systems can be in resonance ("Resonanz"), and Heisenberg showed that exchange of energy between (quantum) states described by the same eigenfunction series would be possible. Although analogies between classical and quantum systems are generally absent, Heisenberg used the word "resonance" in the quantum context. When discussing the "quantum mechanical resonance phenomenon", Pauling and Wilson [52, p. 314-315 ] ¶ ". . . the bonds which actually hold together the atoms of a compound being in all probability . . . much more like those which connect the members of our solar system". + Dirac [48] used the term "interchange of the two electrons". The first use of "exchange" in this context was by Heitler and London [49] ("Austausch der Elektronen"). London [50] referred to both "exchange energy" ("Austauschenergie") and "exchange effect" ("Austauscheffekt"). A c c e p t e d M a n u s c r i p t noted that "it is not required that this interpretation be made," and its use has remained a source of confusion; "There is hardly a word in the scientific, or at least in the chemical, lexicon more fraught with peril than resonance" [53] .
Heitler-London-Slater-Pauling valence bond model
The hydrogen molecular ion H + 2 was the first molecule for which the solution of the Schrödinger equation was found. Burrau [54] solved the electronic Schrödinger equation for fixed values of the interatomic separation, implying a decoupling of the electronic and ionic degrees of freedom. Born and Oppenheimer [55, 56] [57] . The wave function is symmetrical around the two protons, and bonding in this single-electron molecule obviously occurs without electron pairing.
In the same year, Condon [58] carried out the first quantum mechanical study of the simplest two-electron molecule H 2 by adding an electron to H + 2 . This first molecular orbital calculation (see Section 3.3) was followed shortly afterwards by Heitler and London (HL) [49] , whose prototype "valence bond" calculation has had a lasting impact on theoretical chemistry. The system comprises two electrons (1, 2, with coordinates r 1 , r 2 ) and two protons (A, B, with coordinates R A , R B ) with Coulomb interactions between all four (
). The solution of the Schrödinger equation for the individual hydrogen atoms (Ψ A , Ψ B ) is known, and the wave function for two well-separated atoms may be written
Heitler and London noted that the electrons are indistinguishable, so that the product Ψ A (r 2 )Ψ B (r 1 ) is equally appropriate. The symmetric and antisymmetric solutions are linear combinations of these functions:
where S = dr 1 Ψ A (r 1 )Ψ B (r 1 ) is the (one-electron) overlap integral. * Since a fermion wave function must be antisymmetric under particle interchange, these functions must be multiplied by antisymmetric and symmetric spin functions, respectively. Ψ s is the stable singlet state, and Ψ a is the unbound triplet. The expression for the energy * HL used a two-electron overlap integral equal to S 2 . A c c e p t e d M a n u s c r i p t includes the integral
. (4) J is sometimes referred to as the exchange integral and is crucial to determine both the binding energy and the singlet-triplet splitting. All terms in the expectation value of the Hamiltonian were evaluated by HL for both states, and led to a minimum in the total energy of the singlet state at r = 0.8Å with an energy of −2.4 eV, compared with the experimental values of 0.74Å and −4.7 eV, respectively. A more accurate value of the energy (−3.2 eV) was found by Sugiura [59] shortly afterwards.♯ This was a further triumph of quantum mechanics, but the HL wave function led to an energy of modest quality and failed to satisfy the virial theorem (the lowering of the potential energy on moving two atoms from infinite separation to equilibrium is twice the increase in kinetic energy) by a large amount [60] . Furthermore, the HL basis functions are non-orthogonal, and the overlap integral S is seldom negligible and often large.
Heitler and London noted that the two electrons have the same energy, but belong to different eigenfunction series Ψ A , Ψ B . This differs from the usual picture of resonance, which involves different states of a single set of eigenfunctions, so that "we do not speak of resonance" ("hier dagegen ist von Resonanz nicht die Rede" [49, p. 461]). † † Nevertheless, Sugiura [59] described the Heitler-London calculation as a "resonance effect", and this appears to be the first use of the term in the molecular context. Slater [61] and Pauling [62, 63] , whose names are associated most closely with "resonance", used the expression shortly afterwards. Pauling noted that " . . . the theory is in simple cases entirely equivalent to G. N. Lewis's successful theory of the shared electron pair, advanced in 1916 on the basis of purely chemical evidence."
and "there is no classical analogue of it save the trivial case of two similar harmonic oscillators" [63, p. 185] . Pauling attributed the binding energy of shared-electron bonds generally to the exchange energy.
The development and first applications of valence bond theory took just a decade after the derivation of the Schrödinger equation and became known as "HLSP" after Heitler, London, Slater, and Pauling. The introduction of hybridization of s-, p-. . . orbitals by Slater [64] and Pauling [65] showed why 90
• bond angles occurred in atoms bound by the overlap of p-orbitals, and that tetrahedral bond angles result from sp 3 -hybrids. These developments provided formal justification of the Lewis rules for sharedelectron bonds, and Heitler himself wrote:
♯ HL provided an upper bound for the electron-electron interaction term in J (4), which was evaluated exactly by Sugiura in terms of the logarithmic integral function.
† † This may have been the view of Heitler, because London [50] referred in the following year to both "resonance effects" ("Resonanzeffekte") and "resonance interaction" ("Resonanzwechselwirkung").
Page 10 of 40 AUTHOR SUBMITTED MANUSCRIPT -JPCM-110721.R1 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t "Long before wave mechanics was known Lewis put forward a semi-empirical theory according to which the covalent bond between atoms was effected by the formation of pairs of electrons shared by each pair of atoms. We see now that wave mechanics affords a full justification of this picture, and, moreover, gives a precise meaning to those Lewis's electron pairs: they are pairs of electrons with antiparallel spin" [66, p. 142] .
It is striking that the quantum mechanical results were used to interpret and rationalize the existing rules of classical valence theory, by physicists like Heitler and by chemists. The opportunity to establish new rules about structure and bonding was ignored or deferred.
Slater [64] noted that the focus on electron pairs shared between the valence shells of bonded atoms could lead to situations where valence bonds could not be defined unambiguously, so that the bonds were shared among several atoms. The benzene molecule is an example, and Slater noted that a linear combination of the wave functions of the Kekulé structures [ Figure 3 (c,d)] would lead to a lowering of energy on account of "resonance". Slater [67] also formulated the wave functions for valence bond structures in molecules and evaluated the corresponding matrix elements, while noting that benzene and the (paramagnetic) oxygen molecule O 2 would require special treatment. This was followed by extensive studies by Pauling and coworkers (see, for example, Pauling and Wheland [68] ) of conjugated, aromatic, and other molecules.
Slater [64] used the term "resonance" to describe the energy lowering resulting from combining the wave functions of structures, where the individual wave functions are not eigenfunctions of the stationary states of the molecule and have no physical meaning. On the other hand, Pauling and others often referred to resonance as a "phenomenon" and invoked a picture of electrons jumping between bonds [63] . In all three editions of his classic work The Nature of the Chemical Bond, for example, Pauling wrote "(Bond formation) is the result of the quantum-mechanical resonance phenomenon. The bond can be described as owing its stability to the resonance of the electron back and forth between the two nuclei, with a resonance frequency equal to the resonance energy, 50 kcal/mole (in H This statement may be interpreted as describing the dynamical origin of covalent bonding, but the argument has often been repeated in a more literal sense [53, 70, and references therein]. The use of a dynamic expression to describe a stationary state may seem hazardous, but the valence bond method and the picture of resonance appealed to those familiar with the shared-electron scheme of Lewis and others. We return to it in Section 3.5.
Molecular orbital theory
The molecular orbital approach assumes that the wave function of a molecule with n electrons can be written as a product of n one-electron functions that extend throughout A c c e p t e d M a n u s c r i p t the molecule. The terms "atomic orbital" (AO) and "molecular orbital" (MO) were introduced by Mulliken [71] , but the first MO calculation was performed by Condon [58] for H 2 some months before the HL calculation of the same molecule. Condon based his calculation on the results of Burrau for the hydrogen molecular ion [54] , assuming that the additional electron in H 2 would be in an orbital equivalent to the first, with each electron moving as if it were alone in the ground state of H + 2 . The electronic energy is twice that of H + 2 , and the calculation of the Coulomb interaction of the protons is immediate. Condon estimated the electron-electron interaction energy by assuming it to be the same fraction of the interaction energy of the two electrons and the nucleus as in the He atom, which is the limit of H 2 at zero internuclear separation. The minimum of the energy curve for this model (0.73Å), and the heat of dissociation (4.4 eV) agreed well with experiment, although we should note the approximate treatment of the electronelectron interaction energy. Condon noted that "the quantitative success of the new quantum mechanics (for H + 2 and H 2 ) in the face of the classical theory's failures must serve to lend strong support for the new methods" [58, p. 470] .
The names most often associated with the early development of the MO method are Mulliken [71] [72] [73] , Hund [74] [75] [76] , Bloch [77] , Lennard-Jones [78] , and Hückel [79] . Hund, Mulliken, and Wigner and Witmer [80] focused on the symmetry and quantum numbers of the molecular states, and on their relationship to the states of the component atoms, and Hund [75] discussed the energetic ordering of molecular states. Mulliken introduced the term "molecular orbital" (MO) to denote wave functions of a single electron delocalized over the entire molecule, and he constructed diagrams correlating the symmetry of molecular states with those of the united atom. The bases for many subsequent calculations were provided by Bloch [77] , who used delocalized MOs extending throughout a (three-dimensional) metal, constructed from linear combinations of valence electron atomic orbitals (LCAO) (the "tight-binding" model of the condensed matter world), and by Lennard-Jones [78] , who discussed diatomic molecules shortly afterwards in terms of LCAO expressions.
A significant event in the development of MO as a computational alternative to VB was the direct comparison of the two methods for the benzene molecule by Hückel [79] . Hückel molecular orbital (HMO) theory [79] is an adaptation of the Bloch approach and describes delocalized π-molecular orbitals of conjugated planar hydrocarbons in terms of a one-electron model Hamiltonian containing two interaction parameters. Hückel showed that it provided a general explanation for the known stability of molecules with (4n + 2) π-electrons, and it has provided valuable information in many other contexts [81] . It is closely related to the free-electron (FE) description of organic molecules first proposed by Schmidt [82] [83] [84] , who used a cylindrical "box" for aromatic molecules such as benzene, and developed by others some years later. This extremely simple model had been applied earlier to metals [77, 85] , but it surprised many (including its users) † when it † ". . . it is not easy to give theoretical reasons for the relative success of the FE model. Indeed, one wonders how any simple theoretical approach can achieve quantitative success when applied to a system as complex as an organic molecule", N. S. Bayliss [ 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t reproduced the positions and intensities of the spectra of simple polyenes and other conjugated organic compounds [87] [88] [89] [90] [91] . Ruedenberg and Scherr [92] showed that the free-electron model is isomorphic to the HMO model, which they referred to as the "LCAO MO treatment considering only nearest neighbour interactions."
Hückel [79] provided convincing evidence that the HMO description of the benzene molecule was preferable to that provided by VB theory, and Wheland and Pauling seemed to agree with him:
"There are two principal methods for the quantum mechanical treatment of molecular structure, the valence bond method and the molecular orbital method. In this paper we shall make use of the latter, since it is simpler in form and more easily adapted to quantitative calculations" [93, p. 2088 ].
Covalent bonding: kinetic or potential energy?
The above discussion focuses on ways of approximating the wave function and has avoided the actual energetics of binding. The chemical bond is the central concept of chemistry, often seen by chemists as "the central science" [94, 95] , and the ongoing controversy concerning the physical origin of covalent bonding is astonishing (see [96] for a recent review). ‡ Slater [97] , Coulson [98, p. 86] , Bader [99, 100] and many textbook authors insist that bonding is an electrostatic effect. The proof of the virial theorem for molecules by Slater [97] showed that (for a diatomic molecule with interatomic separation r and total energy E)
The increase in kinetic energy T as two atoms approach the equilibrium separation is then half of the lowering of the potential energy V , which is often associated with the accumulation of electrons in the interatomic region. Feynman [101] showed that the force on a point nucleus is just the classical electrostatic force that would be exerted on this nucleus by other nuclei and the electronic charge distribution, and he stated that concentration of charge between the nuclei was the most important attractive force. § Bader and coworkers [99, 100] have been vehement supporters of the electrostatic picture, insisting that "all bonding is the result of the accumulation of electron density in the binding region" [100, p. 12674] , so that the only role of quantum mechanics is to provide the electron density needed. A gentler expression of this view was given by Burdett [105] . ‡ The potential energy is obviously crucial in bonds involving ionic, multipolar, or dispersion forces. § The "Hellmann-Feynman theorem" is satisfied only for the exact wave function. Hurley [102] [103] [104] showed that force calculations could be performed with approximate wave functions if all variable parameters in the wave function for a molecule were chosen variationally. The procedure is simplified for "floating functions", where the parameters do not depend on the nuclear configurations. Causà et al. [106] have surveyed topological methods in chemistry, including the "atoms in molecules" approach of Bader and electron localization functions ELF. The regions of space with maximum probability of finding two electrons (or pairs of electrons with opposite spins [107, 108] ) are closely A c c e p t e d M a n u s c r i p t
The scaling arguments of Fock [110] showed that the virial theorem is satisfied for any quantum mechanical system where the potential energy is a homogeneous function of the electron coordinates if a scale factor is introduced into the approximate charge density and varied to minimize the energy. This idea was extended to molecules and solids by Hirschfelder and Kincaid [60] , who viewed the atomic coordinates R as adjustable parameters. If Ψ(r, R) is an approximate wave function and r denotes the coordinates of the n electrons, Fock's result becomes
The variation of s to minimize the energy shrinks the electronic charge distributions to a region closer to the nuclei, so that the virial theorem is satisfied. Hirschfelder and Kincaid used this approach to study the Heitler-London wave functions for the H 2 molecule. With the optimal scaling factor s = 1.166, there was a modest lowering in the total energy of 0.63 eV, but dramatic improvements in the potential and kinetic energies of 8.04 eV and 8.67 eV, respectively. Striking improvements were also found in the hydrogen molecular ion H + 2 , where s has the value 1.238 if we assume that the eigenfunction is the sum of two atomic functions. Contraction of the wave function near the nuclei is not considered in the calculations of Heitler and London, and it is not surprising that the HL wave function violates the virial theorem in spectacular fashion [60] . Recent calculations have confirmed that contraction plays a critical role for bonds involving hydrogen, but a minor role in bonds between heavier elements [111] .
Focus on changes in the kinetic energy as the origin of chemical bonding can be traced to Hellmann [112] , ¶ whose arguments were based on the Thomas-Fermi statistical model [113, 114] of the electrons in an atom. Bond formation is accompanied by delocalization of the valence electrons intrinsic to electron sharing, leading to a lower ground state kinetic energy. An additional effect is an increase of the electron density near the nuclei and the concurrent lowering of the potential energy (see also [12, 96, [115] [116] [117] [118] [119] ). It appears at first sight that this process is not consistent with the overall increase in the kinetic energy required by the virial theorem, and the explanation-and a major challenge to the electrostatic picture-had to wait until 1962 and a landmark paper by Ruedenberg [120] .
Ruedenberg used the variational principle to show that the ground state energy is the optimum balance between the pressure of electronic kinetic energy and the attractive interaction between electrons and the nuclei ("nuclear suction" [121, p. 33] [20, 122] ), so that all contributions to the binding energy could be defined and 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t analyzed. The important contributions to the energy are: (a) a quasiclassical term, which is the electrostatic interaction between the nuclei and the electron clouds of the atoms, (b) delocalization ("interference") of the atomic wave functions, which lowers the kinetic energy of the molecule (and raises the potential energy), (c) orbital contraction, which increases the kinetic energy, but allows the electrons to be closer to the nuclei and lowers the potential and total energies. The main role of orbital contraction is to allow the virial theorem to be satisfied. The electrostatic arguments do not consider contraction ("promotion") [120, 
Valence bond and molecular orbital models
The first 60 years
The MO and VB calculations for H 2 in 1927 were triumphs for the application of quantum mechanics to a real system, but it was soon recognized that the non-orthogonality of the atomic orbitals in the Heitler-London approach (see, for example, [123, 124] ) would lead to serious problems as the number of electrons increased [125] . Slater [126] performed a careful analysis of the use of orthogonalized AOs in VB calculations for H 2 and showed that the use of mutually orthogonal oneelectron functions leads to an unbound singlet state and a triplet state that is more stable than the singlet. Slater showed that this was due to the presence of a large, unphysical ionic term that could be corrected by mixing the HL function (one electron assigned to each atom) and an ionic function assigning two electrons to one atom and none to the other.
Soon after the initial development of the VB and MO models, Slater [127] showed that "the two schemes are equivalent" and discussed "their relative merits from the standpoint of convenience". Van Vleck and Sherman [124] compared the application to small molecules and noted that polar terms can be included easily in the MO method, while the VB method provides a better description of molecules at large interatomic separations. Nevertheless, they wrote that ".. molecular orbitals and the HLSP procedures represent two different types of approximation, neither any too good, . . . ." and "The objections to either of the two methods can be obviated by adding extra terms to the wave functions," so that ". . . it becomes meaningless quibbling to argue which of the two methods is the better in refined forms since they ultimately merge." A c c e p t e d M a n u s c r i p t
The advice of Slater, Van Vleck, and Sherman was largely ignored, and decades passed while the two camps bickered about the relative merits of their approaches. A major contribution to this situation was (and is) the almost overpowering influence of Linus Pauling, particularly his iconic textbook on the nature of the chemical bond [69] . In this book of over 600 pages, many chapters are devoted to VB, the "nature of resonance", and related topics, with only passing reference (less than one page and one item in the index) to a single MO calculation (Condon [58] ). Pauling remained hostile to MO theory as years passed, noting "It is a tragedy that the writers of elementary textbooks of chemistry decided to discuss the molecular orbital method, because the introduction in the teaching of elementary chemistry has served to confuse students . . . ." [128, p. 39] .
In one of his last publications, Pauling said again:
"Beginning courses in chemistry should emphasize . . . the shared electron bond . . . and the idea of resonance as applied to the benzene molecule. . . . some things, especially molecular orbitals, should be left out." [129, p. 521] .
If the MO scheme is banished from early courses in chemistry, it is hardly surprising that the VB approach to bonding is the "standard" chemical world view. The VB model provides a seamless extension to the great body of experimental observations that is outlined above, but this one-sided view of two candidate models did not help the development of quantum chemistry.
+ In fact, "If it has been said that Pauling has delayed the development of theoretical chemistry by 20 years, this referred mainly to the fact that Pauling misused his authority to inhibit the progress of MO theory and especially HMO theory." [81, p. 26] .
Coulson [98] provided an even-handed discussion of the VB and MO methods and noted advantages in both. The exchange of ideas (and correspondence) between Coulson and Pauling and a discussion of their different "world views" have been given by Simões [133] and show that Coulson was by no means antagonistic. Pauling emphasized that the planarity of the ethylene and benzene molecules can be understood readily in terms of localized (hybridized) VB orbitals, and this simplifies the explanation of structures at an elementary level. On the other hand, MO theory can explain immediately the triplet (paramagnetic) ground state of the O 2 molecule, while it took decades for a VB calculation to give a convincing result [134] . Ferrocene (C 5 H 5 ) 2 Fe has a simple MO structure [135] , but the explanation of its electronic structure by Pauling needed three pages of his book and 560 resonating bond structures [69, pp. 385-388] . The connection between spectroscopic observables and delocalized MOs is well known, 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t and the Woodward-Hoffmann rules [136, 137] allow us to predict the feasibility and stereochemistry of chemical reactions by correlating the symmetries of the MOs of the reactants and products.
Modern perspective
The view from chemistry has been summarized recently by Hiberty and Shaik, who concluded that "the equivalence (of two-electron bonding) clearly projects that the MO-VB rivalry is unfortunate and senseless. . . . the MO-VB correspondence is general, and, in fact, any MO or MO-CI wave function can be exactly transformed into a VB wave function, provided it is a spin-eigenfunction" [138, p. 76] . In his original paper on the "Hartree-Fock" approximation, Fock [139] showed that a single determinantal, one-electron wave function is invariant with respect to unitary transformations among its molecular orbitals. It is not surprising that different orbital sets have been used, particularly in optimizing localized functions for molecules [76] , [140] , [141, and references therein] and this is also true in condensed matter [142] (see Section 4). Anderson [143, p. 121] and others play down the disagreements between the VB and MO camps, and it may indeed be better to focus on real controversies. The boundaries between the "localized" and "delocalized" worlds are often blurred, and Shaik [144] is one of many who have emphasized the benefits of using both.
Valence bond concepts play a continuing role in discussions of bonding, and their closeness to the Lewis model of the shared electron bond between atoms is often emphasized. On the other hand, the advantages of the orthogonal basis functions of LCAO-MO calculations certainly contributes to their dominance in present-day calculations of condensed matter and molecules. Malrieu and co-workers have noted the enormous practical advantages of MO theory [125] : "Although the first quantum chemical formulation of the chemical bond origin was provided by Heitler and London in terms of valence bond (VB) theory [49] , this method is by far less present in nowadays' practice of quantum chemistry users than the methods based on molecular orbitals (MO), whatever their level of sophistication. The new development of density functional theory (DFT)-based algorithms is also expressed in an MO frame, at least in the Kohn-Sham approximation. The advantages of the MO approaches are both theoretical and practical. When dealing with delocalized canonical MOs, they offer a relevant zero-order picture of ionization and electronic excitation processes. Moreover, the use of orthogonal monoelectronic functions for the post HartreeFock calculations is of great computational benefit."
Free-electron and related models, "Jones-Peierls" distortion
In discussing simplified descriptions of bonding, it is useful to keep in mind the comments of Hoffmann and Woodward [137, A c c e p t e d M a n u s c r i p t patchwork of approximations that they appeared to have no right to work. . . . (However,) by utilizing the most simple but fundamental concepts of molecular orbital theory we have in the past 3 years been able to rationalize and predict the stereochemical course of virtually every concerted reaction. In our work, we have relied on the most basic ideas of molecular orbital theory-the concepts of symmetry, overlap, interaction, bonding, and the nodal structure of wave functions. The lack of numbers in our discussion is not a weakness-it is its greatest strength".
The ability of simple models to explain physical properties has been a source of surprise or even bewilderment for many years. We now examine some approaches to the electronic structure of molecules and solids in this light.
NFE model
The free electron (FE) model of Drude [145, 146] provided reasonable results for electrical and thermal conduction in metals. It was shown by Pauli [147] to explain the weak and often approximately temperature-independent paramagnetism observed in many metals, and the replacement of Maxwell-Boltzmann by Fermi-Dirac statistics removed a striking discrepancy in the specific heat [148] . Shortly afterwards, Bloch [77] * showed that the eigenfunctions of an electron in a periodic potential V (r) can be written
where u k (r) has the same periodicity as V (r). If V vanishes (FE model), the eigenvalues are E k (r) =h 2 k 2 /2m, where k = |k|. For a linear lattice of periodicity a, the reciprocal lattice points are those values in k-space where exp(ikx) has periodicity a, i.e. g = nπ/a, where n is an integer. Peierls [85] showed that a gap in the band structure of |2V g | would occur at k = g/2 (Figure 4) , where V g is the Fourier transform of V .
There is an immediate extension to three dimensions, where the potential V (r) is expanded as a Fourier series
Brillouin [149] showed how to construct polyhedral zones in two and three dimensions, using planes bisecting each g-vector. The first "Brillouin zone" is the smallest such polyhedron, and Brillouin showed how the energy bands for larger values of k could be folded to give the electronic band structure (reduced zone scheme) as it is usually presented today. Figure 5 shows FE bands for structures with the translational periodicity of the face-centred cubic lattice (includes the diamond and rock salt structures), together with the degeneracies of the bands and the Fermi energies for * This article is a classic of condensed matter theory. It introduced the Bloch functions for a periodic lattice, with applications including electrical conductivity, as well as the LCAO (tight-binding) approximation in extended systems. At a time when the delay between submission and publication of an article was typically 2-3 months, one can only speculate why it took almost one year in this case. -110721.R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t Localized functions are just as useful in condensed matter as in molecules, and the functions of Wannier [142] have found widespread use. For a perfect crystal with a single band and Bloch states (7), Wannier wrote
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where R is a lattice vector, N is the number of primitive cells in the crystal, and the sum is over values of k in the Brillouin zone. The Wannier functions are mutually orthogonal, but the transformation requires a band gap between the states in question and the unoccupied states. The analytic properties of Wannier functions and their degree of localization were studied by Kohn [151] in terms of the energy bands in complex kspace [152] . The Bloch functions are defined only to a phase e iθ k . Different choices of phase lead to Wannier functions of different range, and it is common to choose the set with maximum localization.
Pseudopotentials
It is by no means obvious that the FE and NFE models have any relevance to real materials, where the potential of the positively charged nucleus and electrons in the inner shells is far from weak. However, the FE picture with plane wave basis functions is so convenient that numerical methods were developed even before the end of the 1930s. The augmented plane wave (APW) method of Slater [153] assumed that the potential is spherically symmetrical within spheres surrounding the atoms and constant outside. A c c e p t e d M a n u s c r i p t The wave function is expanded in spherical harmonics inside the spheres and in plane waves outside, joining continuously at the boundary. The orthogonalized plane wave (OPW) approach of Herring [154] derived an effective potential for the valence electrons by writing their wave functions as plane waves complemented by a linear combination of core functions, and requiring that the OPW function be orthogonal to all of the latter. Freed of the requirement that they describe the extremely localized core functions, plane waves have proved to be an effective basis for describing the valence electrons of metals and semiconductors.
These ideas led in the late 1950s and 1960s to the development of pseudopotentials [155, 156 , and references therein], which can also be discussed in terms of scattering theory. If a plane wave with wave vector k is incident on a central potential, the total scattering cross section is [157, p. 387] 
where δ ℓ is the phase shift reflecting the asymptotic form of the scattered wave, sin(kr − 1 2 ℓπ +δ ℓ ). The scattering cross section is unchanged if δ ℓ is changed by multiples of π, and Levinson's theorem [158] relates these multiples to the number of bound states of the potential with angular momentum ℓ. The construction of pseudopotentials for the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t valence electrons then has the simple aim of reproducing the scattering properties with a potential that has no other bound states for the value of ℓ in question. Such a potential is not necessarily weak and will generally depend on the energy, but a well-constructed pseudopotential will be transferable between different atomic environments. We shall now show that the NFE approximation extended in this way describes the properties of the semimetal Bi and the semiconductor Si remarkably well.
Jones zones in extended k-space, Peierls distortion
A simple extension of the NFE model suggests a mechanism for structural distortions [21] . If we displace, for example, every second atom in a linear chain in the same direction, we double the size of the unit cell and can introduce gaps in the energy eigenvalue spectrum at half of the distance to the boundary of the original Brillouin zone [±π/(2a) in Figure 4 ]. If this gap is at or near the Fermi energy, as in the case of a half-filled band, the distortion could be accompanied by a lowering in the total energy. This mechanism plays a significant role in discussions of PCM and is usually referred to as the "Peierls distortion" [21, 159] . It was, however, applied much earlier by Harry Jones to the structure and properties of the semimetal bismuth [150, 160, 161] , and by Fröhlich [162] to study the electron-phonon interaction in superconductors in one dimension, where it led to a gap in the one-electron energy spectrum. The mechanism is sometimes referred to as a "charge density wave" [163] . Kennedy and Lieb [164] asked whether the energy could be lowered still further by more symmetry breaking, and they showed that dimerization is exact for a model system with a half-filled band.♯ The group 15 elements As, Sb, and Bi have five valence electrons per atom, and the A7 (rhombohedral) crystal structure can be viewed as two face-centred cubic lattices with a small relative displacement u and a trigonal shear angle α. † The rock salt and rhombohedral structures of GeTe are related in the same way. The NFE argument can now be repeated by replacing V g by V g S g , where
and r i are the coordinates of the (two) atoms in the unit cell. The FE bands are shown in Figure 5 , together with the Fermi energies appropriate for 8 and 10 valence electrons per unit cell. Jones showed that the "large" zone ( Figure 6 (a)), with axis of symmetry parallel to the trigonal axis of the crystal, is bounded by planes corresponding to large values of S g . The six planes parallel to the symmetry axis arise from reciprocal lattice vectors of the form [110] , and the remaining six from vectors related to [221] . S 221 is zero in the simple cubic structure, but is large for small trigonal displacements in As, Sb, and Bi. The "Jones zone" contains five states per atom and is the boundary between occupied and unoccupied electron states, and Jones [160] showed that this simple NFE picture explained the structure of Bi, as well as its high diamagnetism and low conductivity. The presence of a gap over most of the Jones zone boundary, with electron and hole pockets remaining in the Fermi surface, leads to semimetallic behaviour in As and Sb, as well as Bi. Shick et al. [165] showed that the (metallic) SC structure in Bi becomes semiconducting on lowering u, and then semimetallic when the trigonal shear angle is reduced to the experimental value.
The stability brought about by the contact of electron bands with appropriate zone boundaries, and the corresponding changes in the band structure energy and the density of states are of wider importance. Hume-Rothery [166, 167] had found experimentally that crystalline alloys of metals with nearly free valence electrons showed a series of phases with enhanced stability for particular ratios of the average number of valence electrons per atom, and Jones [168] explained this effect in brasses (Zn-Cu alloys) and other systems by band gaps that opened when the Fermi sphere touched Brillouin zone boundaries of the phases in question. The discussion was refined by Blandin [169] , and perspectives on brass structures have been reviewed by Berger et al. [170] . A review 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t of over 50 years of research on Cu-Zn alloys from the viewpoint of modern electronic structure theory [171] confirmed that Jones [160, 168] had been correct to focus on the density of states at the Fermi energy.
Heine and the present author [172] showed that the NFE approach with the Jones zone construction provides insight into the electronic structure of the semiconductors Si and Ge with four valence electrons per atom. The Jones zone for the diamond structure [ Figure 6(b) ] is much simpler than the fourth Brillouin zone [ Figure 6 (c)] with the same volume, and the reciprocal lattice vectors spanning opposite faces are of the form g = 220, with potential components V 220 . This may be unexpected at first sight, because Si and Ge are characterized by small values of V 220 , but large values of V 111 . However, the second order contribution of the latter to the band gap at the zone face is greater than that of V 220 alone.
where the sum excludes g=(220). If we sum over (001) and (001), where V 111 V 111 terms dominate, we obtain gaps that are constant over much of the Jones zone faces and agree well with the measured optical absorption spectra in Si and Ge. The large V 111 components of the pseudopotential also provide a reasonable model for the tetrahedral bond charge [172] . ‡ This simple, semi-quantitative description of important electronic properties of Si and Ge provides support for the even simpler model of Penn [174] , which assumes a spherically symmetrical Fermi surface. The Jones zone model was then applied to semiconductors with an average of five electrons per atom, including SnTe [175] . The zone itself is more complicated than Figure 6 (b), since the boundaries comprise planes corresponding to g = (311) with numerous re-entrant features, but it is remarkably close to a sphere. V 311 is small, butas in the case of Si and Ge-the effective value obtained using perturbation theory is much larger and in reasonable agreement with the optical band gap. The model was extended by Littlewood [176, and references therein] and applied to many compounds, particularly octet (A N B 8−N ) and ten-electron (A N B 10−N ) compounds. In the case of GeTe, the instability of the cubic phase was demonstrated by the imaginary frequency calculated for the transverse optical mode.
Trends in structures and other properties of elements and compounds are often clarified if presented by a plot with appropriate coordinates, and the rows and columns of the periodic table provide a simple example. Many refinements and extensions to binary compounds, including elemental electronegativities and orbital radii [177] [178] [179] ), have been reviewed by Littlewood [176] and are useful in the context of PCM [180] . In the case of group 14 elements, insulating diamond changes to semiconducting Si and Ge to metallic white Sn and Pb as the atomic number increases, and trends in the corresponding s-and p-radial orbital functions for valence electrons are evident in ‡ The crucial role of V 111 was emphasized by a model calculation with V 220 set equal to zero [173, pp. 508-512].
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AUTHOR SUBMITTED MANUSCRIPT -JPCM-110721. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t Figure 7 . The absence of p-functions in the core of C leads to a compact 2p function with a similar maximum to that of the 2s-function, and the enhanced sp-hybridization results in stronger and more flexible (single, double, and triple) bonds than in the other elements [181] . The similarity of the s-and p-functions for Si and Ge is reflected in their lattice constants and other properties and arises from the imperfect screening of the increased nuclear charge in Ge by the relatively diffuse 3d-functions. The p-functions of elements other than C are more diffuse than the s-functions, and the sp-hybridization is even weaker in heavier elements when relativistic effects are included. 
Density functional formalism, electron band structure
The density functional (DF) formalism [12, and references therein] surprised many by often describing (and predicting) the structures and energetics of molecules and atomic clusters [182] . In the Kohn-Sham formulation used almost exclusively in practice, DF calculations involve the solution of equations for a system of density n(r) with a kinetic energy term appropriate to an artificial system of non-interacting electrons with the same density. These equations are obviously closely related to the FE and NFE approaches 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t described above. It should be noted that the first DF theory for electrons, that of Thomas [113] and Fermi [114] , used an approximate form of the kinetic energy and did not lead to binding in molecules or solids [183] , although the virial theorem is satisfied [184] . This is in sharp contrast to the methods discussed in this section, where the kinetic energy is treated exactly within the particular model, and satisfying the virial theorem is less important.
Chemical bonding concepts and phase change materials
Phase change materials used as rewritable storage have a rare combination of properties: The amorphous and crystalline phases must be interconvertible on a very short time scale (of the order of nanoseconds), show marked contrast in their optical properties and/or resistivity, and be stable at ambient temperatures if used for archival purposes and at higher temperatures in, for example, motor vehicles. The literature has invoked various concepts from the world of chemistry, and we discuss the "(8 − N ) rule", "Peierls distortion", and "resonant bonding". Some aspects have been surveyed recently by Robertson [185] and Gaspard [186] .
"8 − N rule"
Following Grimm and Sommerfeld [187] , who showed that binary compounds with fourfold coordination required an average number of four valence electrons per atom, Hume-Rothery extended the earlier work of Bradley [41] to the crystal structures of other elements of groups 13-17 [188] and showed that structural trends could be understood as the result of two processes:
(i) The tendency to crystallize so that each atom is surrounded by (8 − N ) neighbours, where N is the number of s and p valence electrons. This trend is always found in group 12, but in other groups decreases with increasing atomic number.
(ii) There is an opposite tendency to form close-packed structures. This tendency decreases as the group number increases, and increases with atomic number.
This was the first explicit statement of the "8 − N rule" for crystals, but Hume-Rothery made it clear that it is a guide, not a rule without exceptions. Pearson [189] refined the rule in the case of semiconductors with anions in groups 14 to 17, where the numbers of electrons forming anion-anion and cation-cation bonds played separate roles. He emphasized again that exceptions are common. In practice, it is necessary to identify "neighbours" by choosing a cutoff distance, and the choice can be ambiguous. In the helical structures of the group 16 elements, for example, the ratio of the interchain to intrachain atomic separations changes from 1.62 in S to 1.0 in (simple cubic) Po ( [190] , Table I ), with N c changing from 2 to 6. Mott [191, 192] noted that even large amounts of impurities produce little change in the conductivity of many amorphous semiconductors, and he attributed this to the ability of the atoms to satisfy the "8 − N rule" locally. If all atoms satisfy this rule, all A c c e p t e d M a n u s c r i p t electrons can be assigned to bonds, and the effect of doping is suppressed. Nevertheless, doping does occur, as in amorphous Si generated by glow discharge of SiH 4 [193] , and elsewhere [194] . Group B elements (groups [13] [14] [15] [16] [17] were the main focus of Bradley, HumeRothery, and others, and there has been much work on amorphous semiconductors. For elements of groups 1 and 2, the "N c = 8 − N rule" is usually extended to "N c = N , for N < 4". Both crystalline and amorphous structures are important in applications of phase change materials, which involve heavier elements of groups 14-16. The crystalline structures are often cubic and associated with p 3 -configurations, and sp-hybridization weakens with increasing atomic number as the s-functions are stabilized by relativistic effects. The six-fold coordination of the crystal structures of lead chalcogenides and other systems with ten valence electrons violate the "(8 − N ) rule". These trends have been discussed by Cohen et al. [195] and Littlewood [176] .
A recent survey [185] noted that the "(8 − N ) rule" usually holds in amorphous semiconductors, although care is needed when discussing dopants and other defects, including vacancies. Comparison of N c in different compounds or in different states of the same material means that we must define the term consistently. This is often done by defining a bond cutoff as the first minimum in the pair distribution function g(r), which is the spherically averaged distribution of interatomic vectors, but a broad minimum in g(r) can lead to uncertainty in N c . Density functional simulations of amorphous Ge 2 Sb 2 Te 5 [17] gave coordination numbers Ge: 4.2, Sb: 3.7, Te: 2.9, and for GeTe Ge: 4.2, Te: 3.3. Both Sb and Te are overcoordinated compared with the "(8 − N ) rule", and both the rock salt structure of Ge 2 Sb 2 Te 5 and the rhombohedral structure of GeTe show distinctly higher N c . The "(8 − N ) rule" appears to exaggerate the differences between the amorphous and crystalline phases [196] , where MD simulations find similar bonding patterns.
Peierls distortion
The importance of the structure in understanding physical properties has focused attention on structural distortions, the coordination numbers, and the relationship between them. Gaspard et al. [197] , for example, studied the structures of elements and compounds of groups 15, 16, and 17 using a tight-binding model and showed that the Peierls instability of the simple cubic structure leads to the "(8-N ) rule", even in disordered structures. A recent survey of phase change materials [186] indicated that all covalent PCM involving these elements undergo a Peierls distortion in some range of temperature and pressure.
Jones [160, 161] and Mott and Jones [150] explained the A7 structure of Bi as a consequence of the instability inherent in a simple cubic structure with half-filled bands (Section 4.3). This distortion can be associated with the softening of the transverse optical (TO) phonon in the (111) direction. The distortion in the group 15 elements with this structure decreases in the order As−→Sb−→Bi, as the relativistic contraction 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t of the s-orbitals increases and sp-hybridization weakens.
Resonant bonding
Resonant bonding is often mentioned in the context of phase change materials, where credit for "introducing", "coining", or "conceiving" the term is always given to Pauling, also in the context of the benzene molecule [15, 180, 186, [198] [199] [200] [201] [202] [203] . However, the use of the word "resonance" began in quantum mechanics with Heisenberg [47] , in quantum chemistry with Sugiura [59] and London [50] , and Slater was the first to describe the benzene molecule as the superposition of the wave functions of two Kekulé structures [67] .
Pauling [69, Chapter 11] , [204] outlined a resonating valence bond (RVB) theory of metals, noting the importance of "unsynchronized" resonance, where the presence of an additional "metallic" orbital allows a bond to resonate via electron transfer. If the wave function is reformulated in terms of appropriate two-electron (Heitler-London) functions, Pauling [204, p. 361-362] showed that it is compatible with the existence of Brillouin zones. This approach was implemented as a computational scheme many years later, with applications to lithium clusters [205] , and results in several fields have been surveyed [206] . RVB wave functions have also been used to construct reference states in models of high-temperature superconductors [207, and references therein] . Anderson has noted, however, that such localized functions require the existence of a gap between occupied and unoccupied states in an extended system, so that properties that depend on the Fermi surface, among others, require another approach [208] .
Resonant bonding was first mentioned in the context of crystalline semimetals and semiconductors by Krebs [209, 210] , followed by Lucovsky and White [198] for group 14-16 compounds and group 16 elements. The origin of resonant bonding has been illustrated in the group 15 elements [15, 201] , where the rhombohedral (A7) structure is stabilized in part by interlayer interactions between second-nearest neighbours, also referred to as "back bonds". In such cases, the number of bond positions is less than the number of electron pairs available, leading to a picture of p-orbitals (or sp 3 hybrids) that can form bonds on opposite sides of an atom in the ordered phase. As a result [185, pp. 1648-9], ". . . the medium range order in the resonantly bonded phase makes the optical matrix element M = i|x|f equal to about two bond lengths, whereas M in the amorphous phase with standard covalent bonding is only about one bond length." This is consistent with the large optical contrast between the two phases [15] , and Robertson and Huang [202, p. 1870] wrote: "The correct description of bonding in cGeTe and many PCMs is resonance bonding." We note that different criteria may apply to devices based on changes in resistivity, such as the tetrahedrally bonded Cu 2 GeTe 3 , "which does not exhibit resonant bonding" [211] . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t A different view og PCM was provided recently by Shimakawa et al. [212] , who measured the dielectric constants of thin films of amorphous and crystalline thin films of Ge 2 Sb 2 Te 5 and Sb. They analyzed their results in terms of the Tauc-Lorentz formula for the dielectric function ε [213, 214] and the pseudopotential theory of covalency of Phillips and Van Vechten [215] [216] [217] , extended by Schiferl [218] to compounds with an average of five valence electrons per atom. These models involve an average band gap E g , as in the models of Penn [174] and Littlewood [176] . Shimakawa et al. showed that the high-frequency limit of the dielectric function ε ∞ −1 is approximately proportional to 1/E 2 g for amorphous and crystalline Sb and Ge 2 Sb 2 Te 5 . They inferred that the difference between the amorphous and crystalline forms can be explained by the different (average) band gaps, without invoking different bonding mechanisms. Robertson [185, p. 1649] has noted "errors" in this work, without providing details.
Discussion
The history of chemistry goes back millennia, and many important developments and the names of people involved are discussed in a recent review [219] . We have focused on relatively recent times, starting around 1850 with Frankland, Couper, Kekulé, and Crum-Brown, who defined "valence", introduced the term "bond", suggested that carbon is tetravalent, or developed schemes for representing molecular structures that have changed little to this day. It has been a pleasure to read the style of writing of Frankland and Lewis, for example, less so the works of Kekulé and some others. Many articles referred to are surprisingly incomplete or inaccurate in assigning credit. I have tried to minimize such shortcomings, in part by using quotations from original publications.
Peierls introduced the nearly free electron model [85] , and his name is commonly associated with the structural instability in a half-filled band in one dimension. Precisely the same symmetry-breaking mechanism was invoked 20 years earlier (in three dimensions) by Jones to explain the structure and other properties of crystalline bismuth [160] and the structural changes in Cu-Zn alloys associated with particular numbers of valence electrons [220] . Peierls not only knew about this work, but described "the Jones theory" in glowing terms as "surprisingly simple" and "very convincing" in explaining the large diamagnetism, low effective mass, low conductivity, and great anisotropy of the electrons in bismuth [221, pp. 25-26] . It is astonishing that he refers just a few lines later in the same article to the structural instability as the "Peierls transition". The work of Jones is cited often in the context of alloys, where the term "Hume-Rothery-Jones phases" [222] is used. The "Jones-Peierls mechanism" has been used to describe the properties of Bi, such as the simple cubic (metal) to A7 (semimetal) transition in Bi (see, for example, [165, 223] ). Perhaps it is time to give Harry Jones wider credit.
The "8 − N rule" relating the coordination number to the number of s and p valence electrons has a long history in structural studies, but the caution expressed by 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t Hume-Rothery [188] and others that it a guide rather than a rule appears to be well placed. The continuing discussion of the relative roles of kinetic and potential energy in determining the strength of a covalent bond indicates that the lack of consensus is unlikely to be resolved soon, but the emphasis on the kinetic energy by Hellmann, Ruedenberg, Kutzelnigg, and others continues to gain ground. Familiarity with quantum mechanical ideas is essential to understand electron delocalization, while the classical electrostatic arguments focusing on "Hellmann-Feynman forces" and the virial theorem are less demanding and widely used.
The final aspect we discuss is the presence in the ordered state of "resonant bonding" as a criterion for choice of a phase change material. In the PCM literature, "resonant bonding" has been referred to as an "unconventional bonding mechanism" [201] , a "peculiar type of covalent bonding" [224, p. 172] , a "modified form of covalent bonding" [185, p. 1648] , and "a particular flavour of covalent bonding" [225] . We read that ". . . a pronounced electron delocalization and zero energy gap at the Fermi energy . . . characterize resonant bonding" [226] . Proponents of the resonant bonding picture state that it is the "correct" description of bonding in c-GeTe and many PCMs [202, p. 1870] , and some insist that this is the case: § "Resonant bonding cannot be identified by simple MO schemes, . . . just as the property contrast between crystalline and amorphous PCM cannot be explained by looking at their electronic DOS, which are quite similar" [200, p. 6350] .
We have seen in Section 3.5.2, however, that any MO function can be transformed into a VB function, and changes in the electronic DOS are evident in both DF simulations and x-ray photoelectron spectroscopy measurements of GST-225 [14, 17] .
The term "resonant bonding" arose in the context of valence bond theory, which for 90 years has provided a description of covalent bonding that is close to the "Lewis" concept of a shared electron bond. It is not "unconventional", "peculiar", or "mysterious", and it is not a "tragedy" if PCM are discussed from other standpoints. Pauling cast a long shadow over the field of quantum chemistry by his "monolithic" [133] favouritism of the VB picture over the MO approach, and his statements on "resonance" have caused confusion for decades. In different contexts, this term has meant electrons "jumping between atoms", delocalization arising from the coupling of degenerate (or nearly degenerate) localized states, or a general alternative to the term "covalent bonding". However, the focus on "resonance" in the VB literature appears to weaken with passing time, and the VB and MO approaches are often taken to represent "localized" and "delocalized" perspectives, respectively [144] . Less confusing alternatives have been suggested; in his article "If it's resonance, what is resonating?", Kerber proposed that "resonance" be replaced simply by "delocalization" [70] . Delocalization of the electron wave function is the essence of covalent bonding, and § In recent seminars M. Wuttig described resonant bonding as a "tragedy" (GDCh, Aachen, 5 July 2016) and a "mystery" (FZ Jülich, 8 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t the covalent bonds in amorphous and ordered PCM are very similar from this point of view. The "back bond mechanism" mentioned in the context of crystalline Sb provides an additional delocalization mechanism, without changing the overall picture. We have seen in Section 4 that the free-electron model and its extensions (pseudopotential theory, electron band structure in the extended zone scheme, density functional formalism) provide a basis for describing semiconductors and semimetals, as well as metals. It has been known for over 80 years that the NFE model can describe the A7 structure and other remarkable properties of the group 15 semimetals Bi, Sb, and As, particularly the low conductivities [150, 160] . Electronic structures calculated in the extended zone scheme have provided insight into Si, Ge [172] , and SnTe [175] , and Littlewood has applied this approach to the octet (A N B 8−N ) and ten-electron (A N B 10−N ) families of semiconductors. Narrow gap semiconductors in the octet family have tetrahedral coordination, but a hypothetical ten-electron compound with fourfold coordination would be much less stable than a cubic structure [195, 227] . The weakening of sp-hybridization with increasing atomic number enhances this effect.
The key to understanding the structure of 14-16 binary compounds (and group 15 elements) is that they have ten valence electrons in the unit cell [227] , and Littlewood emphasized that the large dielectric constants in cubic 14-16 compounds are due "principally to the smallness of the gap between conduction and valence states" on particular Jones zone faces [228, p. 4467] . The FE bands for compounds with FCC structures (the translational group of diamond and rocksalt structures) in Figure 5 show weak dispersion along lines in k-space near the Fermi energy for ten-electron systems. GST phase change materials have an average of approximately five electrons per atom, and it is not surprising that Sb, GeTe, . . . should be "narrow band gap semiconductors" or "semimetals", with smaller band gaps than in the amorphous phases. Density functional simulations carried out on sufficiently large samples have given good descriptions of ordered and amorphous PCM structures. Almost all use Kohn-Sham (MO) calculations, whether the results are interpreted in VB (resonance) [185, 196, 229, 230] or electronic structure terms [190, and references therein] . The FE, pseudopotential, and DF models share the advantage that the kinetic energy term, crucial for the description of the covalent bond, is treated without approximation. There are obvious differences between the properties of materials related to the sizes of the component atoms, the number of valence electrons, the way their orbitals hybridize, and the energy gaps that result.
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