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Un algorithme instantane´ment stabilisant assure qu’il se comporte toujours conforme´ment a` ses spe´cifications en par-
tant d’une configuration initiale quelconque. Dans cet article, nous nous inte´ressons au proble`me de l’acheminement de
messages dans un re´seau dote´ d’une commutation de messages. Nous devons ge´rer les ressources du re´seau de manie`re
a` pouvoir de´livrer des messages a` tout processeur du re´seau. Dans ce but, nous utilisons l’information fournie par un
algorithme de routage. Mais, en raison du contexte de la stabilisation, cette information peut eˆtre initialement incor-
recte. C’est pourquoi l’existence d’algorithmes instantane´ment stabilisants pour cette taˆche (de´montre´e dans [CDV09])
implique que nous pouvons demander au syste`me de commencer a` acheminer des messages meˆme si les tables de rou-
tage sont initialement corrompues. Dans cet article, nous ge´ne´ralisons le re´sultat pre´ce´dent en donnant une condition
ne´cessaire et suffisante pour re´soudre ce proble`me de manie`re instantane´ment stabilisante.
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1 Introduction
De nombreux concepts de tole´rance aux pannes ont e´te´ introduits en syste`mes distribue´s. Par exemple,
l’auto-stabilisation ([Dij74]) assure que le syste`me, inde´pendament de son e´tat initial, retrouve un compor-
tement re´pondant a` ses spe´cifications en un temps fini sans intervention externe. L’e´tat initial quelconque
peut permettre de mode´liser l’effet de fautes transitoires sur le re´seau. Un autre concept, la stabilisation
instantane´e ([BDPV07]), garantit que le syste`me, inde´pendament de son e´tat initial, a toujours un com-
portement re´pondant a` ses spe´cifications. Dans un syste`me distribue´, il est classiquement suppose´ que tout
processeur ne peut communiquer directement qu’avec ses voisins. Pourtant, ce processeur peut avoir besoin
de communiquer avec tout processeur du re´seau. Dans ce but, il y a en re´alite´ deux proble`mes a` re´soudre :
la de´termination du chemin a` suivre par les messages (proble`me du routage) et la gestion des ressources du
re´seau re´serve´es au transport des messages (proble`me de l’acheminement). Ces ressources sont des espaces
me´moire (appele´s buffers) utilise´s pour stocker temporairement les messages durant leur acheminement.
Ces deux proble`mes ont e´te´ largement e´tudie´s (cf. [Tel00, CDV09] pour les re´fe´rences). Nous disposons
de nombreuses solutions stabilisantes pour le premier proble`me. C’est pourquoi dans cet article, nous nous
inte´ressons aux solutions stabilisantes pour le deuxie`me. [CDV09] de´montre qu’il existe des algorithmes
d’acheminement instantane´ment stabilisants (a` condition qu’un algorithme de calcul de table de routage
auto-stabilisant s’exe´cute simultane´ment). Cela implique que nous pouvons demander au syste`me de com-
mencer a` acheminer des messages meˆme si les tables de routage sont initialement corrompues. Dans la
suite, nous appellerons message valide tout message qui a e´te´ ge´ne´re´ par un processeur (par conse´quent, un
mesage invalide est un message pre´sent dans la situation initiale). Nous pouvons alors spe´cifier le proble`me
de l’acheminement de la fac¸on suivante : (1) Tout message peut eˆtre e´mis en un temps fini et (2) Tout mes-
sage valide sera de´livre´ a` son destinataire en un temps fini.
L’objectif de cet article est de pre´senter une condition ne´cessaire et suffisante pour obtenir un algorithme
d’acheminement instantane´ment stabilisant. Il s’inspire d’un re´sultat similaire obtenu dans un environne-
ment sans fautes ([MS78, TS81]). La suite de l’article est structure´e comme suit : dans un premier temps,
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nous pre´sentons le re´sultat obtenu dans [MS78, TS81] pour un environnement sans fautes (section 2) puis
nous donnons notre contribution dans la section 3.
2 The´ore`me dans un environnement sans fautes
Dans cette section, nous nous plac¸ons dans un syste`me distribue´ qui ne peut pas subir de fautes. La confi-
guration initiale est de´finie : les tables de routage sont correctes et il n’y a aucun message invalide dans
les buffers. Dans cet article, nous nous plac¸ons dans un re´seau a` commutation de message (cf. [Tel00]).
Chaque processeur dispose de b ∈ N buffers de taille suffisante pour contenir tout message. La me´thode de
commutation est compose´e de trois types de mouvements :
- Ge´ne´ration : c’est la ”cre´ation” d’un nouveau message. Nous supposons que celle-ci est autorise´e de`s
qu’un buffer du processeur e´metteur est libre.
- Transmission : c’est la copie d’un message dans un buffer du processeur suivant sur le chemin calcule´
par l’algorithme de routage. Nous supposons que ce mouvement est autorise´ de`s qu’un buffer sur le proces-
seur en question est libre. En conse´quence de ce mouvement, le buffer initial se libe`re en un temps fini.
- Consommation : c’est le mouvement qui libe`re un buffer occupe´ par un message a` destination du pro-
cesseur sur lequel est situe´ ce buffer. Le message est alors de´livre´ a` son destinataire. Nous supposons que
ce mouvement est toujours autorise´.
Cependant, si nous n’effectuons aucun controˆle supple´mentaire sur les mouvements de message, le re´seau
peut atteindre des situations inacceptables comme des interblocages. Il est alors impossible d’assurer les
spe´cifications du proble`me. C’est pourquoi, il est ne´cessaire de de´finir un algorithme (appele´ controˆleur)
qui autorise ou interdit dynamiquement (en fonction de l’occupation courante des buffers) certains mouve-
ments. Si la re´ponse a` la question ”Est-ce qu’un controˆleur C empeˆche le re´seau d’atteindre un interblocage
quelle que soit l’exe´cution issue de la configuration initiale ?” est affirmative, alors C est dit sans interblo-
cage. En assurant l’absence de famine et de perte de messages, nous pouvons constater qu’un tel algorithme
re´pond au proble`me de l’acheminement de messages. Nous allons pre´senter une classe de controˆleurs sans
interblocage base´e sur le concept de graphe de buffers, introduit par [MS78]. Plus pre´cise´ment, la structure
choisie est un DAG pour la raison suivante : un interblocage provient du fait qu’il existe un circuit d’attente
de libe´ration de buffer. L’ide´e de base est alors de de´finir un DAG sur l’ensemble des buffers du re´seau de
manie`re a` ce que les messages suivent les chemins de ce DAG. Ainsi, il ne peut pas se former de circuit
d’attente de libe´ration de buffer. Posons la notation suivante : G = (V,E) est le graphe mode´lisant le re´seau
(V est l’ensemble des processeurs et E l’ensemble des liens de communications).
De´finition 1 (Graphe de buffers) Un graphe de buffers BG = (B ,BE) sur un graphe G muni d’un en-
semble B de buffers et d’un ensemble P des plus courts chemins (induit par l’algorithme de routage) est
de´fini de la manie`re suivante : (1) BG est un graphe oriente´, (2) pour tout chemin p ∈ P , il existe un chemin
dans BG dont la contraction est p†, (3) pour chaque noeud u de G et pour chaque message m possible, il
existe un buffer ade´quat‡ de BG note´ f b(m,u) sur u, (4) pour chaque buffer b de B situe´ sur un processeur
u et pour chaque message m (non destine´ a` u) possible, il existe un unique buffer ade´quat, situe´ sur u ou
sur un de ses voisins, note´ nb(m,b) et (5) BE est l’ensemble des arcs (b,nb(m,b)) pour tout buffer b ∈ B et
pour tout message m (non destine´ au processeur sur lequel est b) possible.
La notation f b(m,u), signifiant ”first buffer”, repre´sente le buffer dans lequel est place´ le message m
ge´ne´re´ par le processeur u. De meˆme, la notation nb(m,b), signifiant ”next buffer”, repre´sente le buffer
dans lequel sera transmis le message m qui occupe le buffer b. Une fois un tel graphe de buffer de´fini, il est
possible de lui associer un controˆleur selon la de´finition suivante :
De´finition 2 (Controˆleur associe´ a` un graphe de buffers) Etant donne´ un graphe de buffers BG = (B ,
BE) sur un graphe G muni d’un ensemble B de buffers et d’un ensemble P des plus courts chemins (induit
par l’algorithme de routage), nous de´finissons le controˆleur CBG de la manie`re suivante :
- La ge´ne´ration d’un message m sur un noeud u est autorise´ si et seulement si f b(m,u) est libre. m est
alors place´ dans ce buffer.
† un chemin c dans BG est une suite de buffers c = b1...bt . Notons alors pi le processeur sur lequel se situe bi pour tout i ∈ {1, ...,t}.
La contraction de c est alors p1...pt en omettant les e´ventuelles re´pe´titions.
‡ un buffer b est ade´quat pour m s’il existe un chemin de b a` un buffer du destinataire de m sur BG dont la contraction est dans P .
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- La transmission d’un message m contenu dans le buffer b est autorise´e si et seulement si nb(m,b) est
libre, m est alors place´ dans ce buffer et b est libe´re´.
Nous sommes a` pre´sent en mesure de donner le re´sultat fondamental suivant ([MS78, TS81]) :
The´ore`me 1 Soit un graphe de buffers BG = (B ,BE) sur un graphe G muni d’un ensemble B de buffers et
d’un ensemble P des plus courts chemins. Soit le controˆleur CBG associe´ a` BG conforme´ment a` la de´finition
2. Le controˆleur CBG est sans interblocage si et seulement si BG est un DAG.
Le lecteur pourra trouver des exemples de tels controˆleurs dans [Tel00].
3 Contribution
Dans cette section, nous nous plac¸ons dans un syste`me distribue´ sujet a` des fautes transitoires. La confi-
guration initiale est donc quelconque : les tables de routage sont incorrectes et il y a des messages inva-
lides dans les buffers. Nous reprenons les notations et de´finitions introduites dans la section 2. Soit C un
controˆleur re´pondant a` la de´finiton 2 pour un graphe de buffers BG. Nous supposons que, pour tout message
m occupant un buffer b, le buffer nb(m,b) est calcule´ au moment de la transmission du message en fonction
des tables de routage a` cet instant. Nous supposons exister un algorithme A de calcul de table de routage
auto-stabilisant et silencieux. Cet algorithme s’exe´cute de manie`re simultane´e mais prioritaire par rapport a`
C (noter que cet algorithme ne ne´cessite que des communications entre voisins, il n’est donc pas utile qu’il
utilise les buffers de communication distante ge´re´s par C ). Nous posons les notations suivantes : FB et NB
repre´sentent respectivement l’ensemble des buffers f b(m,u) pour tout processeur u et pour tout message
possible m associe´s a` BG et l’ensemble des buffers nb(m,b) pour tout buffer b et pour tout message m (non
destine´ au processseur sur lequel se situe b) associe´s a` BG. Nous donnons a` pre´sent notre the´ore`me :
The´ore`me 2 (CNS pour obtenir un acheminement de messages instantane´ment stabilisant) C re´pond
au proble`me de l’acheminement de messages de manie`re instantane´ment stabilisante a` condition que A
s’exe´cute de manie`re simultane´e si et seulement si :
(1) BG est un DAG une fois A stabilise´.
(2) C est e´quitable pour la ge´ne´ration de messages et pour la transmission de messages.
(3) Pour tout message valide m non de´livre´ durant la stabilisation de A et quelle que soit l’exe´cution de
C , il existe une copie de m situe´e dans un buffer ade´quat pour m une fois A stabilise´.
(4) Tous les messages occupant des buffers qui ne leur sont pas ade´quats une fois A stabilise´ libe`rent
tous les buffers de FB et de NB en un temps fini quelle que soit l’exe´cution de C .
(5) Pour tout message valide m, C maintient au moins une copie de m tant que celui-ci n’est pas de´livre´.
Le lecteur peut trouver un algorithme re´pondant a` ces proprie´te´s dans [CDV09]. Nous allons a` pre´sent
donner les ide´es de la preuve de ce re´sultat.
Preuve de la ne´cessite´ de la condition Nous souhaitons montrer que si C re´pond au proble`me de l’ache-
minement de messages de manie`re instantane´ment stabilisante (a` condition que A s’exe´cute de manie`re
simultane´e) alors C ve´rifie les cinq proprie´te´s du the´ore`me 2. Pour cela, nous allons raisonner par contra-
pose´e. Supposons donc que C ne ve´rifie pas une des proprie´te´s du the´ore`me 2.
1) Si BG posse`de un circuit une fois A stabilise´, nous pouvons construire un circuit d’attente sur un en-
semble de messages et donc un interblocage.
2) Si C n’est pas e´quitable pour la ge´ne´ration ou la transmission, cela signifie qu’il peut mettre un mes-
sage en famine et donc l’empeˆcher d’eˆtre de´livre´.
3) S’il existe un message valide m, non de´livre´ pendant la stabilisation de A , tel qu’aucune copie n’oc-
cupe un buffer ade´quat pour m une fois A stabilise´, cela signifie que ce message ne pourra pas eˆtre de´livre´.
4) S’il existe un message ne libe´rant jamais un buffer de FB ou de NB qui ne lui est pas ade´quat une fois
A stabilise´, cela signifie qu’il existe un message qui peut eˆtre mis en famine pour sa ge´ne´ration (cas de FB)
ou une de ses transmissions (cas de NB). Dans ce cas, ce message ne pourra pas eˆtre de´livre´.
5) S’il existe un message valide m tel que C ne maintienne pas une copie tant qu’il n’est pas de´livre´, cela
signifie que m a e´te´ perdu. Ce message ne pourra pas eˆtre de´livre´.
Dans tous les cas, nous constatons que C ne re´pond pas au proble`me de l’acheminement de messages de
manie`re instantane´ment stabilisante, ce qui e´tait le re´sultat a` prouver.
Alain Cournier, Swan Dubois et Vincent Villain
Preuve de la suffisance de la condition Nous souhaitons montrer que si un controˆleur C ve´rifie les
cinq proprie´te´s du the´ore`me 2 alors il re´pond au proble`me de l’acheminement de messages de manie`re
instantane´ment stabilisante (a` condition que A s’exe´cute de manie`re simultane´e).
Lemme 1 Si les tables de routage sont correctes dans la configuration initiale et si C ve´rifie les cinq
proprie´te´s du the´ore`me 2 alors il re´pond au proble`me de l’acheminement de messages de manie`re instan-
tane´ment stabilisante.
Pour prouver ce re´sultat, il faut reprendre la preuve du the´ore`me 1 (le lecteur pourra se reporter a` la
preuve du the´ore`me 5.7 dans [Tel00]), ce qui ne´cessite la proprie´te´ 1 du the´ore`me 2 (en constatant que la
proprie´te´ du the´ore`me 2 4 permet d’assurer que les messages invalides ne perturberont pas la preuve). Cela
permet de prouver que C est sans interblocage dans le cas conside´re´. Les proprie´te´s 2 et 5 du the´ore`me 2
permettent alors de de´duire le re´sultat.
Lemme 2 Si les tables de routage sont quelconques dans la configuration initiale et si C ve´rifie les cinq
proprie´te´s du the´ore`me 2 alors il re´pond au proble`me de l’acheminement de messages de manie`re auto-
stabilisante a` condition que A s’exe´cute simultane´ment.
Par hypothe`se, A est un algorithme de calcul de table de routage auto-stabilisant et silencieux. Cela
signifie que les tables de routage seront construites et correctes en un temps fini (graˆce au fait que A soit
prioritaire sur C ). Or, C s’exe´cute de manie`re simultane´e, l’occupation des buffers va donc eˆtre modifie´e
(acceptation de nouveaux messages et acheminement de messages). Nous pouvons appliquer le lemme 1
une fois A stabilise´. Nous savons donc que C re´pond au proble`me de l’acheminement de messages de
manie`re instantane´ment stabilisante lorsque les tables de routage sont correctes et constantes (ce qui est
assure´ par le fait que A est silencieux). C re´pondra donc a` la spe´cification du proble`me a` partir de cette
configuration. C est donc auto-stabilisant.
Lemme 3 Si les tables de routage sont quelconques dans la configuration initiale et si C ve´rifie les cinq
proprie´te´s du the´ore`me 2 alors il ne de´truit aucun message valide sans le de´livrer.
Il s’agit d’une conse´quence directe des proprie´te´s 3 et 5.
Les lemmes 2 et 3 nous permettent de de´duire trivialement que si C ve´rifie les cinq proprie´te´s du the´ore`me
2, alors il re´pond au proble`me de l’acheminement de messages de manie`re instantane´ment stabilisante a`
condition que A s’exe´cute simultane´ment.
4 Conclusion
Dans cet article, nous avons donne´ un ensemble de proprie´te´s ne´cessaires et suffisantes pour obtenir un
acheminement de messages instantane´ment stabilisant. En ce sens, notre re´sultat ge´ne´ralise celui obtenu
dans [MS78, TS81]. Il serait possible d’appliquer notre re´sultat pour de´montrer plus simplement l’algo-
rithme de [CDV09].
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