Recently, it has been observed that a sparse trigonometric polynomial, i.e., having only a small number of nonzero coefficients, can be reconstructed exactly from a small number of random samples using basis pursuit (BP) or orthogonal matching pursuit (OMP). In this paper, it is shown that recovery by a BP variant is stable under perturbation of the samples values by noise. A similar partial result for OMP is provided. For BP, in addition, the stability result is extended to (nonsparse) trigonometric polynomials that can be well approximated by sparse ones. The theoretical findings are illustrated by numerical experiments.
I. INTRODUCTION
O VER the recent years, compressed sensing has become a rapidly developing research field; see, e.g., [1] - [6] . In their seminal papers [2] , [7] , [8] Candés, Romberg, and Tao observed that it is possible to recover sparse vectors, i.e., having only few nonvanishing coefficients, from a number of measurements that is small compared to the ambient dimension of the vector. As reconstruction method, they promoted -minimization, also referred to as basis pursuit (BP) [9] . Their results apply in particular to recovery of a sparse vector from (random) samples of its discrete Fourier transform. In [10] , the author extended their result to the situation where samples of the corresponding trigonometric polynomial are taken at random from the uniform (continuous) distribution on the cube, i.e., the samples are chosen "off the grid."
Another line of research suggests orthogonal matching pursuit (OMP) as recovery method [11] - [13] . This is a greedy algorithm that is significantly faster than BP in practice. Partial results in [12] indicate that also OMP is able to recover a sparse trigonometric polynomial from few random samples. Moreover, numerical experiments suggest that OMP usually has a slightly higher probability of recovery success than BP-although BP has some theoretical advantages.
In practice, it is important that recovery methods are stable in the presence of noise on the measurements. Candès et al. Manuscript showed in [7] that (a variant of) BP is indeed stable under a certain condition on the measurement matrix involving the so-called restricted isometry constants. An estimation of these constants for the measurement matrix corresponding to random samples of the discrete Fourier transform was provided in [8] and [5] . In this paper, we extend this estimate to the case of random samples at uniformly distributed points on the cube . We further provide partial results indicating that also OMP is stable under perturbation of the measurements by noise. Finally, numerical experiments reveal that the average reconstruction error of OMP is usually smaller than for (the variant of) BP in the presence of noise.
After the first submission of this manuscript, variants of OMP-regularized orthogonal matching pursuit (ROMP) [14] , [15] and CoSaMP [16] -were introduced that achieve similar theoretical recovery and stability guarantees as BP and are even slightly faster than OMP. Because the analysis of these algorithms is based on the restricted isometry constants, our estimates for the Fourier-type measurement matrix are useful for the analysis of ROMP and CoSaMP as well.
This paper is organized as follows. Section II gives some background on prior work, introduces notation, and describes our problem. In Section III, we present our main results concerning stability of a variant of BP, while Section IV states stability theorems for OMP. Section V presents the proofs for BP, and Section VI deals with the ones for OMP. The numerical experiments are detailed in Section VII. Finally, we conclude in Section VIII with a discussion.
II. PRIOR WORK AND PROBLEM STATEMENT
For some finite subset , we let denote the space of all trigonometric polynomials in dimension whose coefficients are supported on . An element of is of the form , with Fourier coefficients . The dimension of will be denoted by . One may imagine , but actually arbitrary sets are possible.
We will mainly deal with "sparse" trigonometric polynomials, i.e., we assume that the sequence of coefficients is supported only on a small set . However, a priori nothing is known about apart from a maximum size. Thus, it is useful to introduce the (nonlinear) set of all trigonometric polynomials whose Fourier coefficients are supported on a set satisfying . Our aim is to reconstruct an element from sample values , where the number of sampling points is small compared to the 0018-9448/$25.00 © 2008 IEEE dimension (but, of course, larger than the sparsity ). As suggested in [2] , [8] , [10] - [12] , we will study the behavior of two reconstruction methods: BP and OMP.
BP was much promoted by Donoho et al.; see, e.g., [9] and [17] . It consists in solving the following -minimization problem:
subject to (II.1)
This task can be performed with convex optimization techniques [18] . Recently, much effort has been dedicated to the development of fast algorithms specialized to -minimization; see, e.g., [19] - [21] . OMP is a greedy algorithm [22] , [13] , which selects a new element of the support set in each step; see Algorithm 1. Its precise formulation uses the following notation. Let be the sequence of sampling points. We denote by the matrix with entries
Then, clearly, if is the vector of Fourier coefficients of . Let denote the th column of , i.e., . The restriction of to the columns indexed by is denoted by . Furthermore, let denote the usual Euclidean scalar product and the associated norm. We have for all , i.e., all the columns of have the same -norm. For details on the implementation of OMP, we refer to [12] . We only note that the fast Fourier transform (FFT) or the nonequispaced fast Fourier transform (NFFT) (see, e.g., [23] and the references therein) can be used for speedups of OMP.
Algorithm 1: OMP
Input: sampling set , sampling vector , set .
Optional: maximum allowed sparsity and/or residual tolerance .
1: Set
, the residual vector , and the index set . 8: Set , the nonzeros of the vector are given by .
Output: vector of coefficients and its support .
Because it seems to be very hard to come up with deterministic recovery results, we model the sampling points as random variables. To this end, we use two probability models.
1) The sampling points are independent random variables having the uniform distribution on the cube . 2) The sampling points are independent random variables having the uniform distribution on the grid . Here, it is implicitly assumed that . Model 1) will also be referred to as the continuous model, while the second will be called "discrete." Observe that with model 2) it might happen with nonzero probability that some sampling points are selected more than once. To overcome this problem, one might also choose the sampling set uniformly at random among all subsets of the grid of size . This model was actually used in [2] , [8] , and [5] . However, for technical reasons, we work with model 2) here. Intuitively, moving from model 2) to its variant should actually improve the situation because always a maximum of information is used.
In [10] , it was proven that BP is able to recover a sparse trigonometric polynomial from a rather small number of sample values.
Theorem 2.1: Let
with . Choose to be random variables according to the probability models 1) or 2). Assume that (II.3) Then, with probability at least , BP recovers exactly all with coefficients supported on from the sample values . The constant is absolute.
The above theorem is nonuniform in the sense that for a single sampling set recovery is guaranteed only for the given support set (but for all Fourier coefficients supported on ). By Theorem 3.2 to be shown later, it follows that this drawback can be removed, i.e., recovery by BP can be made fully uniform by introducing additional log factors to condition (II.3).
Recovery by OMP was studied theoretically and numerically in [12] , although the theoretical results are only partial so far. At least the first step of OMP could be analyzed.
Theorem 2.2: Let
with coefficients supported on . Choose random sampling points according to one of our two probability models. If then with probability at least , OMP selects an element of the true support in the first iteration.
The numerical experiments conducted in [12] suggest that also the further steps of OMP select elements of the true support , so that after steps the correct polynomial is recovered. However, starting with the second step, the theoretical analysis seems to be quite difficult due to subtle stochastic dependency issues.
We note that the above theorem is nonuniform in the sense that the success probability is valid for the given polynomial, but it does not state that with high probability a single sampling set is good for all sparse trigonometric polynomials. Such a uniform result was also provided in [12] , which actually analyzes the full application of OMP, but requires significantly more samples. . In case of the continuous probability model, it can be improved to .
The above result is based on analysis of the coherence; see below. It seems that condition (II.4) is actually optimal up to perhaps the constant and the log factor if one requires uniformity, i.e., recovery of all sparse trigonometric polynomials in from a single sampling set ; see [24] . In this regard, BP and OMP seem to be crucially different. BP can give a uniform guarantee if the number of samples scales linearly in the sparsity (ignoring log factors) (see Theorem 2.1, Theorem 3.2, and, e.g., [8] and [5] ), while OMP can give at most a nonuniform guarantee in this range; compare also [25, Sec. 7] and [11] .
In this paper, we treat the question whether recovery by BP and OMP is stable if the sample values are perturbed by noise. Additionally, for BP, we consider also the case that is not sparse in a strict sense, but can be well approximated by a sparse trigonometric polynomial.
In mathematical terms, we assume that we observe the vector rather than , where the noise satisfies for some . We will investigate whether the difference between the original coefficient vector and the one reconstructed by OMP or BP is small. For OMP, we additionally ask whether the correct support set is recovered. Fig. 1 provides a first illustration by showing an example of a reconstruction by the BP variant (III.1) and OMP from noisy samples.
In the sequel, will denote the operator norm from the sequence space into (on some index set); is the largest integer smaller or equal to . Furthermore, will always denote a generic constant, whose value might be different in each occurrence.
III. BASIS PURSUIT
In the presence of noise, it is useful to consider a slight variant of BP. Indeed, in [7] , it is suggested to minimize the -norm of the coefficient vector subject to the constraint that the residual error satisfies , i.e., we solve subject to (III.1)
Again, this problem can be solved by convex optimization techniques [18] . Clearly, if , then we are back to the original BP principle (II.1).
For the problem (III.1) quite general stability results were obtained by Candes, Romberg, and Tao in [7] ; see also [3] . Their key concept is the following definition. for all coefficients supported on . Here, denotes the restriction of to the columns indexed by .
In [7] , the following theorem was proved. (Although it was originally stated only for the real-valued case, the theorem together with its proof also holds for the complex-valued case.) The constants and depend only on and .
Thus, recovery by the BP variant (III.1) is stable provided the restricted isometry constants are small. Note that the second term in (III.3) vanishes if is sparse, i.e., has not more than nonvanishing coefficients.
For our case, this means that it is sufficient to provide conditions that ensure for some small with high probability. (Note that for the constants in the previous theorem are actually quite well behaved, and ; see [7] .) Candès and Tao [8] provided such conditions for the discrete Fourier transform with a slightly different probability model than our discrete model 2). More recently, Rudelson and Vershynin came up with a more elegant and shorter solution to this problem [5] . It is possible to apply their technique also to our two probability models, notably the continuous one. This gives the following result. Let the sampling points be chosen at random according to model 1) or 2). Then, with probability at least , the isometry constant of the matrix satisfies (III.5)
The constant is absolute. . Furthermore, (III.6) is probably not optimal. One may conjecture that or even samples are enough; see also [5] . 
IV. ORTHOGONAL MATCHING PURSUIT
In this section, we consider the stability of OMP. Because we measure only noisy samples, we cannot expect to have perfect recovery of a sparse signal, but at least we would like to obtain the true support of the sparse coefficient vector and only small deviations of their entries. We first provide the analogue of Theorem 2.2 for the noisy case. Unfortunately, we again have to restrict to the first iteration because it is still not clear how to deal with the subtle stochastic dependency issues arising in the analysis of the further iterations. Choose the random sampling set according to the probability model 1) or 2). Assume that we have given noisy samples with . Then, with probability exceeding , OMP selects an element of the true support of in the first step.
If after steps, OMP actually recovers the complete support of , then with probability exceeding , the reconstructed coefficients satisfy
From the proof of this theorem, one can deduce more precise information about the constant in condition (IV.1). Indeed, has to satisfy the two conditions and Note that . Hence, condition (IV.2) is satisfied if (IV.4) One expects that this condition (with possibly a different constant) is sufficient that OMP selects an element of the true support in every step. Hence, the noise level should not exceed the minimal absolute nonzero coefficient in order to have recovery of the correct support.
We note that our numerical experiments in Section VII indicate that under condition (IV.1) OMP actually selects elements of the true support also in the further iterations and then (IV.3) holds. However, we have not yet been able to carry through the corresponding theoretical analysis.
A. A Uniform Result
The result in the previous section is nonuniform. Let us state also a uniform recovery result for OMP extending Theorem 2.3 to the noisy situation. where # . Then, with probability , the following holds for all whose Fourier coefficients satisfy:
If OMP is applied on the noisy samples with , and stopped once the residual satisfies , then the true support of is recovered and the reconstructed coefficient vector satisfies
The above result has the drawback that the number of samples required by (IV.5) scales quadratically in the sparsity rather than linearly as in (IV.1). As in the noiseless case, however, one cannot expect to come around the quadratic scaling if one requires uniformity, i.e., recovery by OMP of all from a single sampling set . Up to perhaps the log-factor condition (IV.5) seems then to be optimal; see [24] .
In contrast, BP gives a uniform guarantee if the number of samples is only linear in the sparsity up to some log factors; see Theorem 3.2. Thus, under this requirement, BP seems to be the method of choice. However, for certain applications, it might be enough to have a nonuniform guarantee and then OMP is a good alternative considering that it is usually significantly faster and much easier to implement; see also Section VII.
V. PROOF OF THEOREM 3.2
We mainly follow the ideas in [5] . Condition (III.2) for is equivalent to and we have to prove that this inequality holds for with high probability. We denote by the vector (V.1) and by its truncation to the index set . For vectors , we define a rank one operator by . We note that Observe that we can write . Thus, we have to show that
with probability at least . To this end, we consider the expectation of the above expression. Further, we introduce an auxiliary matrix norm where denotes the submatrix of a matrix consisting of the columns and rows indexed by . The left-hand side of (V.2) can be written as
The random matrices , are stochastically independent. Moreover, it is easy to see that for both probability models 1) and 2), and is symmetric. Then, by standard symmetrization techniques (see, e.g., [26, Lemma 6.3]), we have
where the are independent symmetric random variables taking values in , also jointly independent of the . Now the core of the proof is the following lemma due to Rudelson To finish the proof, we need to show that the random variable on the left-hand side of (V.2) does not deviate much from its expectation. Inspired by [27] , we proceed differently as in [28] and use the following version of Talagrand's concentration inequality [29] proved by Klein and Rio in [30] . 
where is a reparametrization of such that , i.e., is a suitable permutation; and denotes the corresponding vector of reordered entries of . Above we used the Cauchy-Schwarz inequality in the fifth step. We deduced for all . Next, for , we compute
Because is uniformly distributed on or on , we have , and hence
In the second step, we applied the Cauchy-Schwarz inequality and in the third step a similar estimate as in (V.5). Hence Theorem 5.2 applies to real-valued functions . Hence, we split into real and imaginary parts and . Then, the estimates above apply also to these functions, i.e., and . 
VI. PROOFS FOR ORTHOGONAL MATCHING PURSUIT

A. Proof of Theorem 4.1
The proof is an extension of the one in [12] . We will use the following result from [31] on the eigenvalues of a submatrix , which is based on the analysis in [ Further, we need the following concentration inequality proved in [12] . Lemma 6.2: Assume that is a vector supported on . Further, assume that the sampling set is chosen according to one of our two probability models. In the last line, we used the Cauchy-Schwarz inequality . Now we choose . Then, condition (VI.5) becomes (IV.2) and
The latter term is less than if with . Furthermore, by Theorem 6.1, our initial assumption that fails with probability at most if Altogether, the probability that OMP does not select an element of in the first step is less than if for some suitable constant . Now consider the final statement of the Theorem, i.e., assume that OMP has reconstructed the true support after steps. Then, the reconstructed coefficients are given by where denotes the pseudoinverse of . Observe that . Hence where we used Theorem 6.1 once more.
B. Proof of Theorem 4.2
The proof of the uniform recovery result is based on the coherence parameter, which measures the maximum correlation between distinct normalized columns of a matrix , i.e., Based on , the following theorem due to [32, Th. 4.1] analyzes the performance of OMP in the presence of noise. If we run OMP until the residual satisfies , then the true support of has been recovered, and consequently, OMP has done iterations. Furthermore, the error between the reconstructed coefficients and the original coefficients satisfies
In [12] , the following estimate of the coherence of was proven. Lemma 6.4: Let the random sampling set be chosen according to one of our probability models and let be the coherence of the random matrix . Then where # .
Remark 6.1: In case of the continuous probability model, the previous estimate can be slightly improved to [12] Now the proof of Theorem 4.2 is a mere application of the above statements. Note that . Thus, setting in the lemma, solving for and using Theorem 6.3 with shows the assertion.
VII. NUMERICAL EXPERIMENTS
To illustrate the theoretical results, we also conducted numerical experiments. We choose a number of samples , the noise level , the sparsity and an (even) dimension , and set . Then, we repeat the following reconstruction experiment 100 times. We choose a subset uniformly at random among all subsets of size . Then, we randomly select the real part and imaginary part of the coefficients on from a standard normal distribution. The sampling points are randomly drawn either from the uniform distribution on [probability model 1), labeled NFFT in the plots] or uniformly among all subsets of of size [a slight variation of the probability model 2) preventing that some of the sampling points coincide, labeled FFT]. The perturbed sampling points are given by , where the noise vector is chosen uniformly at random on the sphere with radius in , i.e., . Then, we solve the -minimization problem (III.1) (with the chosen ) and run OMP (with precisely iterations), respectively, and compute the error between the reconstructed vector and the original vector for both methods. Also, we test whether the correct support has been recovered. Figs. 2 and 3 show the results for varying sparsity, while in Fig. 4 , the noise level is varied. These plots indicate that the BP variant and OMP are both stable under noise as predicted by the theoretical results. Fig. 4 suggests that the correct support set can be recovered even when the noise level reaches the order of the -energy of the samples of the signal. Moreover, OMP usually performs slightly better than BP. In fact, OMP yields a smaller average reconstruction error and also reconstructs more often the correct support-despite that fact that theoretically BP gives a uniform recovery guarantee while OMP does not. This might be due to the fact that OMP forces the reconstruction to be -sparse while BP may result in larger support sets. Furthermore, OMP is much faster than BP (by a factor between 10 and 200 in the examples). For a more detailed comparison of the computation times, we refer to [12] .
The Matlab toolbox CVX [33] was used for solving (III.1). The examples (including the OMP algorithm) are part of the Matlab toolbox [34] , which is available online.
VIII. DISCUSSION
We presented theoretical and numerical results concerning the stability of recovery of sparse trigonometric polynomials with (a variant of) BP and OMP. The (nonuniform) recovery Theorem 4.1 for OMP, however, is only partial so far. It remains open to analyze theoretically the further iterations after the first step.
BP has the advantage of giving a uniform guarantee of recovery success, i.e., a single sampling set may be sufficient to recover all sparse trigonometric polynomials, while it seems that OMP is only able to provide nonuniform recovery results at reasonably small ratio of the number of samples to the sparsity [24] . (But note the results for variants of OMP in [14] - [16] .)
In practice, however, a nonuniform guarantee might be sufficient and indeed our numerical experiments show that OMP even slightly outperforms BP on generic ( random) signals. Corollary 3.3 concerning BP covers also the case that the coefficient vector is not sparse in a strict sense. In this case, it estimates the approximation error of the reconstruction by the approximation error with -terms. In principle, we might also apply Theorems 4.1 and 4.2 for OMP to the nonsparse case by letting , i.e., by treating the contribution of the (small) coefficients outside as noise. However, for most situation, conditions (IV.4) and (IV.6) on the magnitude of the coefficients become then unrealistic. Roughly speaking, they would imply that the smallest coefficient of in is significantly larger than the -norm of the coefficients outside . So a thorough treatment of the nonsparse case for OMP is still open.
OMP is usually faster (and easier to implement) than BP in practice, and the numerical results even indicate that OMP is slightly more stable. So in most practical situations one would probably prefer to use OMP despite its lack of giving a uniform recovery guarantee when the number of samples is only linear in the sparsity.
