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ABSTRACT 
The development of computer information systems is becoming an 
increasingly important area of concentration of resources in most major 
corporations. Companies must remain technically competitive by 
emphasizing computer applications, but the cost of developing those 
applications can often offset any competitive advantage. The focus of 
this paper is on the improvement of application development productivity 
by examining the development process, productivity measurement 
techniques, and development tools which can work within the development 
process to increase productivity. 
Application development is the process through which a set of 
requirements are analyzed, programmed and implemented to provide a 
computer system which is both effective and efficient. Despite each 
computer system having unique characteristics, the development procedures 
are common to all development processes. The six phases of application 
development are the Business Survey, System Analysis, Detail Design, 
Implementation, Installation, and Evaluation/Maintenance. 
It is within these common development tasks that effort can be 
measured against the output to determine productivity. The productivity 
is not only a quantity measurement but must also include the quality of 
the components produced. There is a need for standard productivity 
measurement to justify and estimate development costs and also to provide 
proper evaluation and reward for development personnel. By classifying, 
standardizing, and measuring development effort and output, a uniform 
~-
J ( 
productivity measurement can be produced to properly evaluate both the 
development costs and quality. 
Once the application development tasks can be measured, attempts to 
improve productivity can be made. Most of the improvement is made using 
application development tools which provide design, development, and 
maintenance functions. An in-depth examination of one of these tools, 
PACBASE, can show that these tools provide substantial productivity 
improvement. The combination of proper use of development tools along 
with management styles and techniques adapted to the data processing 
environment may result in a more efficient system development 
organization. 
-2-
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CHAPTER 1 
INTRODUCTION 
The information systems industry is currently facing large 
backlogs of application requests and maintenance activities. Industry 
studies report disturbingly low levels of programmer productivity, 
usually measured in average lines of code produced per day. These 
measurements are often not accurate, and even when they are, may not be 
measuring the right areas to realistically track productivity. 
Existing methodologies, such as structured analysis or structured 
programming, claim to improve productivity. However, most shops have no 
past data to compare against nor any method to accurately measure the 
productivity. Nonetheless, some method of productivity measurement is 
often required before one can properly evaluate any productivity 
methodologies. 
Numerous application development tools are available to assist in 
improving development productivity. The problem with many of those tools 
is that they may be difficult to use, technically inefficient, or not 
adaptable to the development methodologies in use at various sites. Many 
of the tools on the market are simply code generators which may reduce 
the amount of manhours needed to produce program code but require 
additional time to be spent working with the generator itself. These 
generators and also to produce cumbersome code that will require more 
maintenance manhours in. the future. 
To be effective, an application development tool must work in 
conjunction with the system development process to provide design, 
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-development, and maintenance functions. The actual design information 
should also be used to assist with program code generation. Stand alone 
code generators may not take input from design specifications, but use 
separate coding specifications to perform the program generation. The 
use of the proper development tool, which ties the development process to 
the application generation, can be combined with attention to personnel 
productivity guidelines to result in improved application development 
productivity. 
This paper will examine application development productivity 
issues and potential solutions. First, the development process itself 
will be reviewed to identify the tasks involved in developing information 
~ 
systems. Next, a detailed method of productivity measurement will be 
outlined. The last section will explore how an application development 
tool can be used to improve application development productivity, and 
will review development tool characteristics and benefits. 
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CHAPTER 2 
THE APPLICATION DEVELOPMENT PROCESS 
The application development process involves the coordination of 
the tasks of requirement definition, system analysis, programming, and 
implementation to develop a computer system which is both effective and 
efficient. While each system presents a unique set of requirements and 
characteristics, procedures exist which are common to all system 
development efforts. The development process may be divided into six 
phases as follows: 
o Business Survey 
o System Analysis and Design 
o Detailed Analysis and Design 
o Implementation 
o Installation 
o Evaluation 
PHASE 1 - BUSINESS SURVEY 
This phase includes the project initiation, fact gathering, topic 
scoping, and. feasibility analysis steps. The objectives of this phase 
are to: 
o Begin investigating the business problem/opportunity and 
describe it in terms of scope, objP.ctives, and constraints. 
o Determine if the problem is worth further study, and identify 
possible alternative solutions. 
o Research the user environment, the current information systems 
(manual or automated), and the current operational costs. 
-5-
The Business Survey will be used to define the size and characteristics 
of the potential development effort. It will identify the user 
departments and locations involved, and will estimate the technical 
sophistication level of the user. All known goals, objectives, and 
requirements should be documented, and departmental responsibilities 
should be defined. 
Another key item during this phase is an analysis of the current 
business environment in the given area. The objectives and constraints 
of the current business functions should be considered along with the 
long range business strategy. The current environment should be reviewed 
with emphasis on the staffing level, the equipment and physical layout, 
and the current user documents and workflow. Also useful are 
quantitative summaries of transaction volume, forms processing, terminal 
utilization and response time. 
If the user area has any existing information systems, they should 
be analyzed to describe physical information flow, files, and classes of 
data. Control mechanisms and interfaces with other systems/areas must be 
documented. Workload should be described in terms of hardware, software, 
and human resources, and any existing constraints or timing issues should 
be examined. The current system operating costs should be broken out 
into personnel, operating, maintenance, and capital costs. 
One or more solutions should be identified and evaluated. Once 
done, the business objectives should be compared to the alternative 
project solutions to insure compatibility. The economic, development, 
and operating feasibility must be considered to assess the impact on the 
-6-
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user. The risks and benefits must be assessed and a criteria must be 
developed to measure the success of the recommended alternative. 
' The Business Survey Report should state reasons for choosing the 
recommended alternative. It~phould also include a detailed cost/benefit 
statement. Once reviewed and approved by the user, a schedule for the 
next phase should be developed, a project budget should be developed, and 
arrangements should be made for necessary systems support or resources. 
At the end of this phase, the current business problem/opportunity 
will be clearly defined and the business environment and operating costs 
will be understood and documented. Requirements such as response times, 
document turnaround times, and data volume will be defined. 
Also, the business, technical, and economic feasibility of the 
proposed system relevant to the risks involved should be demonstrated. 
The results of this phase and the plans for subsequent phases should be 
outlined in the Business Survey Report (BSR). 
PHASE 2 - SYSTEM ANALYSIS AND DESIGN 
This phase results from a recommendation contained in the BSR. 
The objectives of this phase are: 
o Determine detailed functional requirements from both the 
systems view point and the user view point to include the 
proposed functional business system and the proposed 
functional computer system • 
0 Ensure validity of requirements, benefits, development 
schedule, and risks. 
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o Provide the user with a complete functional description of the 
proposed system. 
o Provide a foundation for the development of the technical 
solution. 
Tii.e Systems Analysis phase will initiate a study to analyze the 
current system in more detail. The business products should be 
determined along with a description of all input and output documents and 
data files. All data elements should be listed with a general 
definition, and a glossary of terms may need to be developed. A diagram 
of data flows must be completed, and a description is needed for the 
processing, manual and computer controls, audit requirements, interfaces, 
and the significance of volumes and timing. Once documented, the current 
system is assessed to determine what functions are still applicable to 
the proposed system and also to determine the causes of current system 
shortcomings. 
The following requirements of the proposed system must be defined: 
0 
0 
0 
0 
0 
Input 
Output 
Data Definition 
Interfaces 
Processing 
0 
0 
0 
0 
0 
Control 
Security and Backup 
Audit 
Conversion 
Economic Feasibility 
Once the requirements are defined, a functional design for the 
proposed system can begin. This would involve defining a system 
architecture and defining how all key areas relate to each other. Then 
the actual input and output files, databases, and data flows may be 
-8-
designed. At this time, a design may also be done for controls, backup, 
and security procedures, as well as interfaces and possible hardware 
requirements. 
The proposed system design must then be evaluated to assure 
technical and operational feasibility. The economic feasibility and risk 
involved should be re-assessed at this time. If a conversion plan is 
necessary, the conversion requirements and possible interim system plans 
should be developed. Also, a "People Plan" must be developed to list the 
skills and requirements necessary to implement the system. 
Once the System Design Report is complete, it must be reviewed and 
approved by both systems management and user management. Upon approval 
to continue with the next phase, responsibilities and a schedule for the 
detail design phase are prepared. The System Design Report (SDR) which 
is completed during this phase will define a system architecture, outline 
a system test plan and conversion process, and provide a complete 
proposal which will be used in the next phase. 
PHASE 3 - DETAILED ANALYSIS AND DESIGN 
This phase results from the acceptance of the proposal outlined in 
the SDR. The items mentioned in the previous phase will be investigated 
to a further level of detail. The objectives are: 
o Verify specifications and define in more detail the computer 
architecture and technical proposals. 
o Identify technical specifications relative to interim systems 
or necessary conversions. 
o Plan system tests and installation strategy. 
-9-
The Detail Design phase will initiate a detailed analysis and 
comparison of the proposed design versus the requirements in the SDR. 
This will include analyzing all inputs, outputs, files, processing, and 
data flows to insure requirements are met. The overall characteristics 
of the system should be determined so tha~ possible usage of common 
modules or packages can be identified. A program structure technique 
should be selected and the logical and physical program structure can be 
developed. 
At this time, the design for the basic data structures for data 
bases and files (logical and physical structure, file organization, and 
storage medium) should be developed. Inter-program and processing flows 
should be designed and interface points identified. Program 
specifications, including test plans, should be written. The systems 
flow should be documented to include module hierarchy charts, sub-systems 
and programs, and control mechanisms. Outputs should be designed and 
documented to include content and data element definitions, and the mode 
of production and distribution should be described. Input data elements 
should be defined, ·forms or screens developed, and edit criteria 
documented. Finally, the hardware, software, and telecommunications 
requirements must be evaluated and approved. 
The Detail Design Report (DDR) will contain three major parts in 
addition to the design requirements. The first is the system test plan 
which includes a test plan schedule and criteria to measure the accuracy 
of anticipated output. It w111 also provide th~ necessary information to 
\ "· 
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prepare test data. Second is a conversion plan which will determine 
conversion procedures and controls. This plan may also design a file 
conversion system, identify non-computer conversion procedures, and 
propose conversion programming schedules. The third part is the 
installation/training plan which will define resources (people, 
equipment, etc.), define responsibilities, including user 
responsibilities, and prepare overall control procedures for 
installation. User procedures are reviewed to identify control points 
and discuss user personnel requirements. 
The remaining part of this phase is to finalize all conversion 
plans and schedules to obtain commitments for support and resources. 
Also, the estimated volumes and running times are reviewed to identify 
turnaround window and constraints. A disaster recovery plan should be 
developed to identify appropriate manual backups, arrange computer file 
and program backups, and arrange for geographic separation of vital data. 
The implementation phase is planned at this time by preparing the 
schedule, arranging support and resources, and defining 
responsibilities. A planned installation date should be announced and 
the user should be informed of a freeze on requirements and 
specifications for the new system. A change control procedure should be 
established to equate specification changes to the existing schedule and 
revise schedules accordingly, if applicable. 
The results of this phase are docymented in a Detail Design Report 
(DDR) which includes details on topics such as processing functions, 
files and database definitions, interfaces, and security and controls. 
-11-
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PHASE 4 - IMPLEMENTATION 
This is the actual construction phase of the project. The phase 
objectives are: 
o Complete detailed program design, actual programming, and 
program unit testing. 
o Complete user procedure and training specifications. 
o Develop plans for system tests and test data, and conduct 
complete system tests. 
o Finalize plans for installation of the system. 
This phase will produce completed programs, user procedures, installation 
plans, and necessary operational procedures and documentation. 
During implementation, all previous phase reports are reviewed and 
the personnel involved are assigned to specific tasks. The final forms 
design is approved, and any necessary vendor commitments are reviewed and 
documented. User procedures are prepared and input to support 
departments is provided as needed. 
Programming work is initiated during this phase. Program 
specifications are reviewed and personnel are assigned to the coding 
tasks. Each program is then coded, compiled, checked for errors, and 
re-compiled as necessary to correct errors. Test data is created and 
program run procedures are developed for program unit testing. Program 
tests are run and the output is checked, with programs being corrected, 
if necessary. Each program is documented as per company standards and 
production procedures are developed after user approval of test results 
has been obtained. 
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After all programs have been unit tested, the necessary data is 
extracted for the systems test. This is performed according to the 
systems test plan and involves running all programs to see that they flow 
together in a systems sense. All test controls are checked and actual 
results are compared against anticipated results. 
During the systems test, the user training requirements should be 
determined and a training schedule prepared. User documentation and 
procedures may be written and training methods or materials developed. A 
list of criteria to measure system success may be developed for future 
use. A final installation/training plan should be published. 
To prepare for the installation of the system, an acceptance plan 
is necessary to define system completion from both a user and computer 
operations standpoint. When all phases of the acceptance test are 
complete, the development of the system is considered to be finished. 
The arrangements for support and resources for this phase are necessary, 
and all responsibilities, including user responsibilities, must be 
defined. 
PHASE 5 - INSTALLATION 
This phase will transfer the system from a test mode to a 
completely operational environment. Major objectives are: 
o Convert files and implement user operating procedures. 
o Conduct user and operations testing and evaluate the results. 
o Review and/or update system, user, and operations 
documentations. 
o Conduct user training. 
-13-
Installation begins with a review of the definitions for both the 
user acceptance test and the operations acceptance test. The 
availability of data, hardware, and software at both local and remote 
sites must be ensured. All manual and computer files must be converted 
as defined in the conversioh plan. All procedures are placed into a 
production operation status. 
The user acceptance test is run, evaluated, and the output reports 
checked for errors. The computer operations acceptance test is also run, 
evaluated, and monitored to allow correction of any system problems. The 
results are documented and approval is obtained from both user and 
operations areas. User documentation is updated accordingly. 
Upon approval and in accordance with schedules, the system is 
placed under the operational responsibility of the user and computer 
operations areas. All personnel and resource acquisition plans must be 
in place; and training sessions underway or nearly complete. The early 
production runs are monitored to ensure no unforeseen problems arise. 
At the end of this phase, the system should be completely 
operational without intervention from the development personnel. 
PHASE 6 - EVALUATION 
The purpose of this phase is to evaluate the installed system to 
provide answers to the following questions: 
o Is the system meeting all objectives as stated in previous 
design documents? 
o If a cost/benefit analysis was done, are those benefits being 
realized? 
-14-
o Can the system efficiency be improved? 
o What information can be applied to future development efforts? 
Generally, two types of evaluations are required. One should 
occur shortly after implementation to address the effectiveness of the 
development approach and the scheduling and cost factors. A second 
evaluation should be done six to twelve months after installation to 
review user satisfaction and operational effectiveness. The evaluation 
report should be made available for reference by future development teams. 
In beginning the evaluation phase, support and resources are arranged and 
responsibilities defined. A schedule and budget for the evaluation 
should be developed. The evaluation begins with interviews of the 
project personnel and support groups. All system documentation should be 
reviewed for accuracy and completeness. Users should be interviewed to 
determine satisfaction level and the user operation should be reviewed. 
Both computer and manual controls should be evaluated. Access 
authority should be reviewed to assure compliance with required 
security. All existing circumstances should agree with previous 
requirements and documentation. Operational effectiveness should be 
reviewed by analyzing operational statistics (run times, costs, problem 
reports) and checking against operations documentation. The actual 
development and operational costs and the user benefits must be compared 
to the estimated costs/benefits to evaluate actual cost effectiveness. 
-15-
As a final review, the system design and implementation effort 
should be analyzed to prepare a recommendation which will be helpful in 
future development efforts. The current scope, objectives, and 
constraints should be evaluated for their success in meeting initial 
requirements. A list of other vital criteria to measure project success 
should be developed and all reports presented to management. 
-16-
CHAPTER 3 
APPLICATION DEVELOPMENT PRODUCTIVITY 
Productivity is defined as "the physical output per unit of 
effort". Application development productivity focuses on the software 
product in its entire life cycle and includes programmer productivity. 
It also includes the quality of the software system and its components 
such as programs, job control statements and documentation. Programmer 
productivity is the quantity of work produced by a programmer in a unit 
of time. This definition includes the speed of programming and the 
related tasks of program design, coding, testing, and documentation. It 
is sometimes more meaningful to substitute expense or cost unit for unit 
of work or time. 
The definition should also include some type of quality 
measurement. While computer storage and execution costs are decreasing, 
software development has continued to be a people oriented activity and a 
larger percentage of development cost is related to software. The time 
ratio of writing versus processing a programming instruction may be as 
high as 100 million to one. 
Existing methods such as structured analysis, hierarchical input -
process - output (HIPO), and structured programming lay claim to improved 
programmer productivity. Unfortunately, in most shops there is no past 
data to compare against to determine if productivity actually improved. 
While it does appear that such methodologies improve productivity, the 
improvements are meaningless without a systematic measure to quantify the 
productivity. 
~17-
Throughout the history of the information system industry, 
startling breakthroughs in the battle for improved programmer 
productivity have been predicted. Each year, reports of new languages or 
productivity tools have given hope that all software development problems 
will soon vanish. However, almost all past promises of gains in 
programmer productivity have proved to be greatly inflated and have left 
many organizations disappointed with the results. 
There is a need for measuring productivity for the following 
reasons: 
o Justification of software development costs 
o Proper evaluations and rewards of programming personnel 
o Achieving accuracy in project resource estimation 
o Evaluating productivity methodologies. 
Depending on the purpose of the measurement, the methods and variables 
may change. Once valid measurements have been obtained, they may be used 
to establish standards, evaluate progress, and produce estimates. 
Productivity measurement and improvement will occur in Phase 4 
(Implementation) of the Application Development Process. This phase is 
.. 
the most labor-intensive and also normally consumes the most resources 
and development time. Also, the work done in this phase is somewhat 
easier to define for measurement. The business survey and analysis 
phases are more abstract and open-ended, which make the associated tasks 
extremely hard to measure. 
-18-
/ 
Today, many MIS departments are beset with a list of long-standing 
difficulties. Large companies typically devote 50% - 70% of their total 
programming effort to maintenance rather than new systems development. 
Even when organizations do work on new applications, the output per 
programmer still averages only five to ten lines of debugged COBOL code 
per day. The combination of high maintenance requirements and low levels 
of individual productivity has apparently created huge application 
backlogs that have undermined many DP shops' credibility and often 
alienated end users. An additional factor, whether a cause or effect of 
these problems, is a turnover rate among computer professionals which has 
climbed as high as 25% per year in some cases. 
Experts on the subject of programmer productivity do not see much 
reason for optimism as far as application development is concerned. 
Technological periodicals will glowingly describe the latest triumphs in 
\ 
the struggle to improve productivity. Some of the advances, particularly 
in the areas of microcomputer-based workstations and automated design 
generators, will probably gain acceptance and may even contribute to 
improved productivity. However, no product can expect to come close to 
the 100% to 1,000% programmer productivity increases that many vendors 
claim. According to Tom DeMarco, principal witb Atlantic Systems Guild, 
Inc., "Anyone who speaks abot1t productivity improvements of 50 to 100% or 
more is a fraud".[1] 
Although a minority of unusually well-run computing shops can 
realistically expect modest productivity gains, the majority will find 
,, 
gains increasingly difficult. There are several reasons for the bleak 
-19-
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prospects for productivity improvement. Part of the problem is a 
conservatism that makes most MIS directors resistant to change. The 
reluctance to take risks often prevents managers from selecting the tools 
that would best help with their problems. 
Another reason that the problem may be here for a while is that 
many systems executives are deficient in technical understanding. 
According to data processing consultant Gopal Kupur, "Most DP managers 
have so little technical expertise that they can't even ask the right 
questions to find out where they have problems".[2] This technological 
illiteracy has left many directors entirely reliant on vendors for 
solutions. In spite of this, many organizations are placiPg 
non-technical senior managers in charge of systems activities. 
In the past, the solution for quick fixes to programmer 
productivity problems led managers to place faith in tools like COBOL and 
fourth generation languages. The current solution seems to be in 
vendor-supplied software-like integrated graphics and word processing 
packages, which centralize documentation and automatically create data 
flow diagrams. But, although this latest technology has many uses, it 
does little to address the software design and requirements definition 
issues that lie at the heart of the programmer productivity crisis. 
One area that is believed to have potentially far-reaching 
implication on application de-velopment is the "intelligent programmer 
workstation". As currently conceived, programmer workstations consist of 
selected COBOL programming aids and hard-disk-based personal computers 
which serve the same coding function as a traditional timesharing or text 
-20-
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editing terminal. The workstation contains a sophisticated uploading 
capability that allows J_arge programs to be written off-line as separate 
modules and then shipped to a host mainframe for assembly and testing. 
These workstations offer several advantages as a complement to 
conventional mainframe-based development. They constitute a dedicated 
resource and can provide faster response times. Also, networks of 
.· ) 
programmer workstations can enhance productivity by promoting resource 
., 
and data sharing and enabling many development tasks to be off-loaded 
from host mainframes. The use of networked workstations will also 
stimulate the development of multi-user applications and can take 
advantage of new technologies like graphics and prototyping, which are 
unlikely to be supported in the production-oriented mainframe environment. 
PRODUCTIVITY AND DP PERSONNEL 
Fundamentally, problems that contribute to low levels of DP people 
productivity result from faulty, ineffective, and sometimes non-existent 
communications about the job to be done. Improved DP people productivity 
requires full commitment to improving communications by top management, 
user management, DP management, and DP workers as well. This commitment 
must include a clear definition of the roles and responsibilities and 
expectations for all DP people. At each job level, there must be a 
commitment to cooperation and communication. This commitment must result 
in a "contract" between the involved partie~. These contracts will 
necessarily involve negotiations, give-and-take, two-way communication, 
and trust between people at all levels. To ensure improved DP people 
productivity, contracts must pe negotiated to answer the following 
important questions: 
-21-
\ 
1. What is the business of DP in the first place? And, how is 
the area organized to carry it out? 
2. What job is to be done? 
3. What quality of end-product is expected from the job? 
4. What level of job performance is expected from those doing the 
job? 
5. How should any problems that may arise be solved? 
6. How should DP be organized to ensure that this entire process 
works effectively? 
If these questions are to be answered effectively and to result in a 
broad approach to improving DP people productivity, the answers must 
involve input from and commitment of people at all levels affected by the 
decisions relating to each question. Thus, a participative problem 
solving and decision making approach involving DP productivity teams is 
the only workable way to design, develop, and implement a DP people 
productivity improvement program.[3] 
Before DP people productivity can be improved, there must be a 
clear understanding of what the business is and how it is organized to 
conduct business both as a a DP organization and as a part of the company 
as a whole. 
Contracts based on these organizational. and job performance 
questions must be negotiated between people starting with the highest 
level of company management and ending with the lowest level of employee 
within the DP organization. These contracts of understanding must result 
in a hierarchy of succinct and comprehensive management documentation. 
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By nature, DP professionals are not unproductive. Recent studies 
show that compared to othe~ professionals, they have an extremely high 
level of motivation to grow and to achieve, yet they often produce work 
that does not meet the standards of DP management. Experience shows that 
a lack of full and effective communications about the job itself is the 
principal cause of poor DP job performance. 
Before a job can be expected to be completed on time and at the 
desired level of quality, facts about the job requirements must be 
communicated. Effective communications must take place before the job, 
during the job, and after the job to ensure the proper end-result. The 
job communications contract is negotiated between DP managers and their 
subordinates. To ensure a complete meeting of the minds, this contract 
should be negotiated in "task terms". The result is a set of tasks that 
are fully understood by both DP managers and their subordinates. 
The term "task" is often used interchang~ably with "skill". A 
skill is defined as the ability to do a task. A skill results from a 
person's knowledge, experience, and motivation. While tasks are easy to 
measure and to talk about, skills are not. Skills are impossible to 
measure, because people's motivation is a factor. Some people have no 
experience or apparent knowledge of a job, but get the job done through 
sheer motivation. The task is the only reliable method of measuring and 
communicating about the job itself and is the only logical basis for 
measurement procedures. 
Even though it may involve a sizeable time commitment to develop a 
task analysis procedure, the results will be w~ll worthwhile in terms of 
improved job communication and resultant improved job performance. Some 
of the other important uses of a comprehensive task analysis are in the 
areas of: 
A. DP productivity improvement 
l. / -Project management control 
2. Milestone reporting 
3. Work/project scheduling 
4. Job assignments 
5. Job performance standards 
6. Job streamlining 
7. Work reorganization 
8. Resource allocation 
9. Job prioritization 
10. Management by objective (MBO) 
B. Training effectiveness improvement 
1. Individual training plans 
2. Setting training objectives 
3. Establishing prerequisites 
4. Testing and measurement 
5. Course development 
6. New course planning 
7. Evaluating vendor training products 
Once the task analysis is approved, a full and effective·method of 
communicating about the job itself is established. The next concern is 
communicating about "how well" the job is performed. Effective 
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communication relating to job quality and performance must take place 
before, during, and after the job to ensure the desired level of DP job 
quality and performance, i.e., productivity. To ensure that this 
communication takes place properly, a performance standard should be 
defined for each task in the DP task analysis. 
This performance standard measures how well each task should be 
( ... 
performed by each level of DP subordinat~ in each functional area. A 
performance standard defines the expected quality of the end-product 
defined by each task. 
As was established earlier, the level of DP people productivity is 
a situation or symptom or, in some cases, a mess caused by a number of 
underlying problems - most of which are caused by poor communications 
about the job itself. To identify those underlying factors contributing 
to the level of DP people productivity including those problems not 
caused by poor communications, a process called Problem Solving/Decision 
Making (PS/DM) can be used. PS/DM is a team-oriented process for 
identifying the factors and problems contributing to situations involving 
people's behavior, defining potential solutions to the problems 
indicated, and developing a broad action plan for implementing these 
potential solutions. 
Certain common barriers to effective problem solving and decision 
making exist in the DP work environment. To be effective, the PS/DM 
process and the people who participate in this process must overcome 
these barriers: 
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1. Not enough attention to pre-planning and process: 
How problem solving and decision making is approached is 
extremely important. There must be a clear understanding of 
the PS/DM process and the roles and responsibilities of each 
participant in this process. If these rules are not 
established ahead of time, there will be problems with 
content, rather than movement to solution by following the 
process properly. 
2. Leaping too quickly to the solution before understanding or 
defining the problem: 
Not following the rules of the PS/DM process wastes time in a 
familiar fashion, that is, discussing the solution to every 
problem before the problem is defined. This is a big 
temptation when it comes to issues of DP people productivity, 
because everyone has opinions on the subject. For example, 
this barrier has caused many DP organizations to leap on the 
"increase-salary solution" to the DP turnover problem only to 
find that turnover rates continue to remain high. 
3. Confusing the symptoms with the problem: 
Like DP people productivity, DP turnover, morale, or 
motivation are not problems, but they may be symptoms. When 
looking at a serious DP people problem, it is often 
discouraging because of its enormity and complexity. Unless 
the process of separating a mess down into its component 
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problems is followed, there is a tendency to become 
discouraged and take no action to fix the mess. 
4. Not owning the problem: 
Too often problems involving people are not solved because all 
the energy of those affected by the problem is dissipated in 
useless complaining about why "they" do not do something about 
the problem. Taking the risk to "own" or be responsible for 
the solution to a problem is a necessary prerequisite for an 
environment of effective problem solving. 
5. Not enough potential problem analysis: 
The tendency often is to not anticipate problems that may 
arise from solutions that are enthusiastically implemented. 
6. Self-imposed limitations: 
Overcome bureaucratic obstacles when it comes to creative 
thinking and problem solving. It is often heard, "We should 
do this, but the boss will never go along with it." 
Assumptions like this in the area of people problems should 
always be questioned and verified before proceeding. 
If these common barriers are kept in mind, there is a better chance of 
succeeding in the application of the PS/DM process to the programmer 
productivity problem.[4] 
PRODUCTIVITY MEASUREMENT 
In order to determine the success of the Application Development 
Process, it is necessary to provide a consistent method to measure and 
demonstrate the productivity of development activities. This method 
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s~ould also promote helpful exchange of data among activities at a site 
and should help to improve the estimating process for future activities. 
A successful development project is one that satisfies the agreed 
upon user requirements on schedule and within budget allocation. A 
record of past projects alone can be misleading because it is based on 
estimates. Without a profile of measured productivity from other similar 
sites or projects, it is difficult to determine whether the estimates 
were reasonable as compared to alternatives. This leads to management 
not knowing how much more efficiently the project might have been done. 
To be effective, an application development productivity measure 
should accomplish the following objectives: 
o Determine on a consistent basis the productivity of and 
application development, enhancement, or implementation 
project relative to other similar activities . 
. o Support the application development estimating and management 
processes. 
o Promote actions that improve the output of the application 
development process and later demonstrate the results of 
actions taken to improve the output. 
As with any productivity measure, two definitions must be 
established. One is the product output and the other is the effort 
input, or cost. Product divided by input is the "productivity". Input 
or effort divided by product is the "unit cost". The goal in any 
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productivity improvement is for the productivity trend to be up and the 
unit cost trend to be down. Depending on the individual circumstances, 
either more product or less cost (or both) would be the desired goal. 
Any productivity measure will place the application development 
project or site on a relative scale. The attributes of the development 
activity will determine the reasons for the relative placement. Some 
attributes which would influence productivity are application size, 
development environment, user maturity, project team maturity, and 
development processes, tools, and techniques. Attributes must be 
measured and recorded as diligently as the product and effort measures 
since the attributes are often what must be understood and changed to 
move the productivity or cost in the desired direction. 
The product measurement should be flexible to allow for choices 
among technologies. New approaches such as high level languages, code 
generators, and shared applications should be accommodated. Also, since 
most project objectives are to deliver a product to an end user, the 
product measure should be based on the application from the user's point 
of view. The user can then assist in the review or approval of the 
product measurements applied to the project. 
i The activities and tasks in application development are 
interdependent. The quality and completeness of early design tasks can 
affect the productivity of later development tasks. Also, an incomplete 
or poor quality development project can make future support or 
enhancement activities very unproductive. The review process for each 
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activity or phase must ensure that each product meets the quality 
required of the activity. Low quality products, identified by the review 
process or by measurement of subsequent activities, should be assessed 
and used to improve the measurement process. 
To effectively estimate an application development activity or 
project, the following three activities must be accomplished: 
1) Tasks must be identified 
2) An estimate must be developed 
3) The estimate must be validated. 
These estimating activities should be accomplished in the early phases of 
the project. For the product measure to be helpful in estimating, it 
must contain elements which can be determined and defined in the early 
phases of the project. 
In order to define the work product measure, the "Development Task 
Function" will be used. The Development Task Function (DTF) will measure 
an application by quantifying the standard processing associated with 
major data input, output, and file types. The standard proc~ssing is 
then adjusted for processing complexity due to application 
characteristics such as software configuration transaction rate, 
performance, and installation ease. 
Development Task Functions for an application are evaluated by 
classifying and counting the following major data types and assigning the 
proper complexity level: 
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Data Type Complexity Level 
1) External Input 1) Simple 
2) External Output 2) Average 
3) Logical Internal File 3) Complex 
4) External Interface File 
5) External Inquiry 
The fifteen possible complexity classifications are then weighted 
to measure the relative amount of standard processing associated with 
each data type. The result is then adjusted for processing complexity 
based on the following factors: 
Application Characteristics 
1) Complex Processing 8) Multiple Sites 
2) Data Communication 9) On-line Data Entry 
3) Distributed Functions 10) On-line Update 
4) End User Effici~ncy 11) Operational Ease 
5) Facilitates Change 12) Performance 
6) Heavy Configuration Use 13) Reusability 
7) Installation Ease 14) Transaction Rate 
The Development Task Function has been established because it is a 
measure based on the external view of the application. This means that 
it can allow choice in the technology used internally without changing 
the measure. Another reason for use of the DTF is that the 
classifications and general characteristics can all be det~rmined early 
in the application development cycle. This allows the measure to be used 
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early in the estimating process. A final reason is that the measures can 
be understood and evaluated by the non-technical user who has knowledge 
of the application, enabling informed users to review and agree with the 
productivity statistics. 
To complement the Development Task Function as a productivity 
measurement, measures of work-effort are needed. These measures must 
record the amount of work-effort, and the tasks and activities associated 
with the effort. Recommended work-effort measures are: 
o Work-hour: One hour of work by one person. 
o Work-year: The work-hours worked by one person in a normal 
year, excluding holidays, vacation, education, and personal 
absence. 
o Work-month: The work hours worked by one person in 
one-twelfth of a normal work year. 
These measures are straightforward and have been used for many years, but 
work practices at various sites can cause the measures to differ. The 
standards should be determined, and stated by each organization prior to 
the start of the project. Records within the industry show that the 
averages are 130 work-hours per month and 1565 work-hours per year. 
All the work effort used to accomplish the tasks and phases of the 
development process should be included regardless of organizational 
lines. For example, if a user works on design tasks for a project, the 
user's time should be counted in the work-effort for the project. The 
work-effort measures should include the work-hours that were used in the 
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phases in the Application Development Process: Business Survey, 
Conceptual Design, Detail Design, Implementation, Installation, and 
Evaluation. To record the work-effort results, a systematic method of 
accounting is needed. This accounting should be an accurate and 
objective measure of where work-effort was used, and should be recorded 
within one week of the work taking place. As the percentage of available 
work-effort that is measured at a site increases, the resulting trends 
become more significant. 
On a conceptual basis, the productivity measurement analysis would 
proceed as follows: 
1) A series of productivity measurements are made and recorded. 
The measurements are arranged in some order of productivity to 
highlight deviations. 
2) The characteristics of the application development project are 
then systematically explored to see which characteristics seem 
to explain the abnormal areas. 
3) Those attributes that seem to be the most important are 
analyzed more completely to determine their effects on 
productivity. 
4) The results are then used to: 
o Persuade those responsible to change future projects as 
indicated, thus causing an increase in productivity. 
o Estim;1te the resources planned for future activities. 
o Identify the attributes to be measured for future 
activities and projects. 
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The process which will be outlined will provide a procedure to 
measure, record, and interpret Application Development Productivity. In 
order to establish consistency when applying the productivity 
measurements, several considerations must be evaluated. To provide the 
attribute measures needed for each development, enhancement, and support 
project, the indicated measures should be determined at the following 
times in the application life cycle: 
o The development work-product and attributes measures should be 
determined at the completion of the Systems Analysis phase for 
each project. 
o The development work-effort and attributes measures should be 
determined at the completion of the Implementation phase for 
each development or enhancement project. 
o The support work product, work effort, and attributes should 
be determined at the end of each year of support for each 
support project. 
In most cases, a single project is considered when determining 
Development Task Functions. However, there are two cases when it is 
necessary to consider an application in several parts: 
1) The application is planned to be developed in multiple stages, 
using more than one project. In this case, the application 
should be estimated and measured as separate projects, 
including all inputs, outputs, and interfaces that cross 
projects. 
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2) The application is planned as a single project, but is so 
large that it is necessary to divide it into smaller 
sub-sections for measuring and estimating. The divisions are 
arbitrary, and none of the inputs, outputs, or interfaces 
should be counted more than once. The subsets should then be 
summed to give the total for the application. 
An additional special case occurs when brought-in application 
code, either re-used or purchased, is part of the project. In this case, 
count task functions which were provided by another project and installed 
by the project team. Do not count task functions provided by the 
software, such as a screen compiler, if that software is already 
available. Also, do not count file updates beyond the required updates, 
even though the capability is automatically provided. 
Once all general considerations and application characteristics 
have been determined, the calculation of the productivity measurement can 
begin. Three general steps must be accomplished: 
1) Classify and count the major function types. 
2) Adjust for processing complexity. 
3) Make the Development Task Function calculations. 
The first step is accomplished by classifying, to three levels of 
complexity, the following functions that were available to the user 
through the design, development, or testing efforts of the project: 
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1) External Input 
2) External Output 
3) Logical Internal File 
4) External Interface 
5) External Inquiry 
Once classified, the counts should be listed and recorded. Definitions 
of the functions and levels of complexity are provided in the following 
paragraphs. 
External Input 
Count each unique user data or user control input type which 
enters the application and adds or changes data in a logical internal 
file. An external input should be considered unique if it has a 
different format, or if the design requires a processing logic different 
from other inputs of the same format. Include all external inputs that 
enter directly as transactions from the user and those that enter as 
transactions from other applications: 
Each external input should be classified within three levels of 
complexity as follows: 
o Simple - contains few data elements and few internal files 
are referenced by the input. User considerations are not 
significant in the design of the input. 
o Average - The external input is more voluminous and may 
require a higher level of editing or processing. These 
transactions may be repetitive on a scheduled basis 
(weekly, monthly, etc.). 
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o Complex - Many data elements are included and many 
internal files are referenced by this input. User 
considerations significantly impact the design of the 
input. 
External Output 
Each unique data or control output that leaves the application 
should be counted. An external output is considered unique if it has a 
different format, or if the design requires processing logic different 
from other external outputs of the same format. 
The external outputs should be classified within three levels of 
complexity using definitions similar to those for the external inputs. 
For system reports, these additional complexity definitions should be 
used: 
o Simple - One or two columns, with simple data element 
transformations. 
o Average - Multiple columns with sub-totals. Multiple data 
element transformations. 
o Complex - Intricate data element transformations. 
Multiple and complex file references to be correlated. 
Significant peiformance considerations. 
(_ 
Logical Internal File 
Each major logical group of data or control information in the 
application is counted as a logical internal file. Include each logical 
file or each logical group of data in a database, that is generated, 
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maintained, and used by the application. Count logical files as 
described in the system design, not physical files. 
The three levels of internal file complexity are as follows: 
o Simple - Few record types and few data elements. No 
significant performance or recovery considerations. 
o Average - The file is used across the application but does 
not contain a majority of data elements or have above 
normal performance considerations. 
o Complex - Many record types and data elements. Not easily 
recoverable. Significant performance considerations. 
External Interface Files 
These are files that are shared or passed between applications and 
should be counted as interface files within each application. Each major 
group of data or control information that enters or leaves the 
application is an external interface file. The interface files should be 
classified within three levels of complexity using definitions similar to 
those for Logical Internal files. Output interface files should also be 
counted as logical internal files for the application. 
External Inquiry 
Each unique input/output combination, where an input causes and 
.. -
generates an immediate output, is an external inquiry. An external 
inquiry should be considered unique if it has a format different from 
other external inquiries in either its input or output, or if the design 
requires a processing logic which is different from other inquiry types 
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with the same format. Inquiries from both users and other applications 
must be included. Tile following levels of complexity are used for 
external inquiry: 
o The input part of the inquiry is classified using the 
definitions for external input. 
o The output part of the inquiry is classified using the 
definitions for external output. 
o The complexity of the inquiry is the greater of the two 
classifications. 
To distinguish external inquiry from external input, consider that 
the input data of an inquiry is entered only to direct the search, and no 
update of files should occur. Additionally, a query facility should not 
be considered as an external inquiry. An external inquiry is a direct 
search for specific data. A query facility may contain an organized 
structure of input, output, and inquiry to compose many possible 
inquiries using many keys and operations. These inputs, outputs, and 
inquiries should all be counted to measure the query facility. 
In counting any of the major function types, do not include any 
that are introduced into the application only to support the technology. 
This would include system messages, file control facilities, r··r system 
efficiency features. 
Once the inputs, outputs, files, and inquiries have been counted 
and classified, they are used to measure the standard processing 
associated with those functions. Those standard processes are then 
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adjusted for processing complexity. The adjustment for processing 
complexity takes into account the estimate of the degree of influence of 
the 14 general application characteristics. The following degrees of 
influence measure are used. 
Degree of Influence 
Not present or not a factor 
Insignificant influence 
Moderate influence 
Average influence 
Significant influence 
Strong influence, widespread 
Value 
0 
1 
2 
3 
-4 
5 
A more detailed explanation of the application characteristics is given 
in Appendix A. 
Using the definitions mentioned previously, two equations can be 
used to more specifically define the development work-product measure and 
the support work-product measure: 
(1) 
(2) 
Development work-product Task Function= (Add+ Chg A) PCA2 + 
(Del) PCAl 
Support work-product Task Function= Orig TF +(Add+ Chg A) PCA2 
- (Del+ Chg B) PCAl 
where: Add= Unadjusted TF added to th.e application, evaluated as 
they are expected to be at project completion. 
Unadjusted TF changed in the application, evaluated as 
they are expected to be at project completion. 
Chg A= 
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Del• Unadjusted TF deleted from the application, evaluated as 
they were before the project started. 
Chg B = ' Unadjusted TF changed in the application, evaluated as 
they were before the project started. 
Orig TF= Adjusted TF of the application, evaluated as they were 
·~ before the project started. 
PCAl = The processing complexity adjustment for the application 
before the project started. 
PCA2 = The processing complexity adjustment for the application 
after project completion. 
The lists of application functions provide the information for 
calculating the unadjusted development Task Function. If the application 
contains only new or added functions, the development work-product 
measure equals the support work-product measure. The measures can be 
calculated using the sample worksheets in Appendix Bas follows: 
1. The Development Task Functions at each complexity level are 
counted and entered into the Function Count matrix. 
2. The weights are applied and the results s11mmed to give the 
unadjusted TF values. 
3. The Processing Complexity pertaining to the application is 
developed using the equations on page 40. 
4. The Processing Complexity adjustment is applied to the 
unadjusted TF values to give the TF measure. 
These worksheets are modeled after those in A.J. Albrecht's "Applicati.on 
Development/Maintenance Estimating" report.[5] 
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If the application is an enhancement project, the development TF 
measure will not equal the support TF measure. The worksheets would be 
adjusted for the appropriate type of project. The procedure is as 
follows: 
1. The functions are entered into the appropriate added, 
deleted, or changed matrix. 
2. The unadjusted TF values are calculated. 
3. The Processing Complexity adjustments for both the beginning 
and end of the project are applied to get the final TF 
measures. 
The measures of work-product can then be used together with measures of 
work-effort to accomplish the following analyses: 
o Identify and promote the attributes associated with higher 
productivity. 
o Identify and avoid the attributes associated with lower 
productivity. 
o Develop and use a rational estimating process~ 
o Portray productivity trends. 
The measurements outlined here are only representations of 
projects for use in comparisons to other projects for the purpose of 
estimates of efforts relative to past performance data. A calculation of 
the DTF for a sample or actual project would simply provide a stand alone 
benchmark, or difficulty factor, to be used to judge other similar 
projects. The measurements become meaningful when the work effort, or 
input, is calculated to show productivity. If, for example, ·two projects 
'·· 
-42-
each required one man-year to complete, the project with the higher DTF 
was completed in a more productive rnanner. The next chapter will focus 
on ways to achieve productivity improvements • 
• 
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CHAPTER 4 
IMPROVING APPJ.,ICATION DEVELOPMENT PRODUCTIVITY 
In the application development process, the majority of manhours 
are spent in the design and implementation phases. The greatest 
productivity gains, therefore, are made through the use of tools which 
assist systems' personnel in these two phases. An Application 
Development tool is a system which provides a set of integrated design, 
development, and maintenance functions. These products usually work 
together with the existing system tools at a development site to provide 
consistency and exchange of information from system design through 
implementation. The products can be broken into two categories: 
1) Type I: Products whose main intent is to provide a cover 
over existing database and data communication technologies to 
facilitate control of such systems. Examples are PACBASE, 
APS, and Umbrella. 
2) Type II: Products which provide their own data base 
management system and/or teleprocessing monitor along with 
conversation aids. Examples are: IDMS/R with ADS/PL, and 
IDEAL with DATACOM/DB. 
In addition to increasing productivity, an application development tool 
should meet the following specific needs: 
o Ability to easily prototype application systems 
o Ease of system maintenance 
o A means of generating and keeping up-to-date system 
documentation. 
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The following discussion will show how one of these application 
development tools, PACBASE, can be used to improve the development 
process and development productivity. Information about the PACBASE 
product is contained in Appendix D. PACBASE is a comprehensive 
application development system that automates and integrates all phases 
of the life cycle. It consists of four pieces: the Database/Dictionary, 
the Librarian, the Documentation Manager, and the Application Generator. 
The database is the focal point of all PACBASE operations. All 
information describing a system is stored in the database. This includes 
data elements, record descriptions and relationships, documentation, 
screen and report layouts, and processing rules. The PACBASE Database 
does not replace a conventional DBMS, although the systems it generates 
typically make use of one. The PACBASE Database is instead an 
information management system used exclusively to collect and maintain 
application descriptions. 
The database is centered around an active data dictionary. This 
dictionary, in addition to containing complete data dictionary 
facilities, also dynamically creates and maintains cross references among 
all system components stored in PACBASE, including application 
specification. This insures consistency and coherence among data, 
programs, and documentation. 
The Librarian is the user interface to PACBASE. It controls 
access to the database and guides designers and programmers through the 
development and maintenance of their system. The Librarian provides a 
' 
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number of facilities which simplify the entry process and ensure the 
integrity of the database. These include the use of easy-to-follow 
screen formats for data entry, online "help" facilities which act as an 
online reference manual, password protection which limits database 
access, a locking facility which controls modifications to completed 
. 
system components, and automatic database recovery in the event of a 
system failure. The Librarian also provides facilities for maintaining 
multiple versions of the same system and allows testing of system changes 
without affecting the production version currently in use. 
The Documentation Manager organizes and formats information in the 
database into technical and end-user manuals. Documentation can be 
produced at every important milestone in the development cycle to ensure 
the system is on track and conforms to user expectations. Because the 
information comes directly from the database, all documentation is 
current and represents the true status of the system. 
End users are provided with complete information for operating the 
system including narratives describing the application and information 
flow, formats of all screens and reports, and input data editing rules 
with lists of allowable values. End-user documentation is produced in 
8 1/2" x 11" pages. Technical documentation includes detailed listing of 
any part of the system and cross-references between all applications 
descriptions. 
The Generator produces all operational components of the system 
including all online and batch programs, screen maps, database 
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descriptions, and error messages. All processing logic is generated 
automatically from the system descriptions stored in the database. No 
programmed exits need to be coded. Special user routines, where needed, 
can be added with the PACBASE Structured Code facility. All programs are 
generated as COBOL source modules which are compiled, linked, and 
delivered as executable load modules. The programs generated by PACBASE 
are standardized and structured COBOL programs. 
PACBASE's Library Structure helps control access to information in 
the PACBASE Database, and helps organize data and procedures throughout a 
corporation. A PACBASE Library is roughly equivalent to a system 
(although large systems can be spread across more than one library). 
Generally speaking, the library structure will resemble the organization 
structure. The library structure also facilitates the sharing of data, 
files, and procedures across projects, departments, and divisions. 
Within each PACBASE library, the application information is 
organized into entities. Entities are categories of application 
information. Examples of entities are reports, screens, programs, and 
data elements. The entity structure is hierarchical. For example, under 
the entity "SCREENS" there are 2 layers of menus. The menus allow a user 
to define, describe, program, and review each screen he/she creates. 
When developing a system using PACBASE, information is collecte·d 
describing each entity. Once the information has been entered into the 
database, it is available throughout the life of the system, or until 
someone deletes it. 
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In order for any system development effort to be successful, a 
plan or methodology should be used. PACBASE supports most major 
methodologies available today. It is important to understand how to use 
PACBASE to most effectively support the system development methodology. 
Following is a description of how PACBASE fits in with these phases of 
the application development process: 
A. BUSINESS SURVEY 
B. SYSTEM ANALYSIS 
C. DETAIL DESIGN 
D. IMPLEMENTATION / \ ' \ .. -< 
E. INSTALLATION 
F MAINTENANCE 
Basically, the Business Survey will allow the systems group and 
the end user to agree on the system's purpose, scope, and major 
functions. With PACBASE, this is done interactively with the user able 
! 
to participate in the process. Entities which typically are defined are 
rules and procedures, data elements, screen layouts, and report layouts. 
At the end of the Business Survey, sufficient text will have been entered 
to allow the documentation manager to produce a complete Functional 
Specification manual for user sign-off. 
During this phase, the system processes are defined. Data models 
are defined (or enhanced), described, and documented in text. Various 
systems analysis methodologies such as Structured Systems Analysis can be 
used to identify the processes and the data. A list of the requirements 
for online processing, batch processing, and logical data structures and 
accesses are developed from the description of the processes and data. 
The Business Survey may be separated into four sub-phases: Requirements 
Analysis, Process Analysis, Data Analysis, and Documentation. 
During Requirements Analysis, the answers to the following 
questions are documented in PACBASE using the Text Entity: 
a. What Business Processes will be studied? 
b. Who are the intended users of the new system? 
c. What major concerns (planning-control-operations) must the 
new system address? 
d. What are the objectives and the anticipated benefits of the 
new system? 
e. If replacing an existing manual or computerized process, what 
were its major drawbacks? 
The PACBASE screens that should be used to accomplish this are the 
TEXT DEFINITION screen and the TEXT DESCRIPTION OF PARAGRAPH screen. The 
objective of Process Analysis is to define the business processes into 
detailed enough tasks that the analyst and user can agree on what will be 
needed in the new system in the way of reports, screens, programs, etc. 
This analysis need not be exhaustive, but must be representative enough 
to justify continuing into the next phase (System Analysis) with some 
assurance that there is understanding and agreement on what is to be 
delivered. 
During the Process Analysis sub-phase, the following should be 
identified: 
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screens 
reports 
transactions (including interfaces) 
other tasks 
Each screen, report, transaction, and other task is, in PACBASE terms, an 
entity. Each unique entity should be defined on an entity definition 
screen. Also, text created during this phase which is associated with an 
entity should be assigned to the entity. This is done through the 
"assignment of text" capability in the TEXT DESCRIPTION OF PARAGRAPH 
screen. It will be shown later that having the text assigned to specific 
entities will prove particularly valuable in subsequent phases. 
Before screens can be defined in PACBASE, one or more Dialogue 
Definitions must be created. A dialogue is a group of screens. The 
characteristics of the individual screens in the group are defined in the 
dialogue and provide standard defaults for the screen. However, any of 
the characteristics can be overridden on an individual screen. 
Prior to defining Reports in PACBASE, a Report Structure must be 
defined. Like the dialog of a screen, a Report Structure groups reports 
together. Unlike a dialog, whose main function is to define common 
characteristics, the main function of a report structure is to allow the 
reports to be on the same file. 
Data models from the Data Analysis sub-phase may have already been 
defined in PACBASE. If this is the case, data design personnel may 
request the assignment of tb.e Text which describes the models (or 
accesses to parts of the models) to the models. 
-50-
In major development projects, we deal with processes and data. 
To correctly design the data, we must know what data needs to be 
processed and how it will be processed. To correctly define the 
processes, we must have some preliminary information about the data. In 
other words, the process drives the data and the data drives the 
process. In actual development of a system, we assume that data design 
and process design are happening concurrently and complement one 
another. For the purpose of this document, Process Analysis precedes 
Data Analysis. For the Data Analysis sub-phase, PACBASE provides the 
data analyst with information about data access needs and with a vehicle 
to store data modtl~ derived from the analysis. 
It is presumed that at this point of the life cycle, a preliminary 
Logical Data Model has been completed by the personnel responsible for 
data design (normally Data Administration or Data Base Administrator). 
The Logical model can be defined in PACBASE by using either the Data 
Dictionary Extendibility feature, or a combination of Data Structure, 
Segments, and the Segment Call of Elements. 
In order to properly analyze the logical data model, one must make 
use of all pertinent information about the model that is currently stored 
in PACBASE. Assuming that the logical model has already been defined in 
PACBASE, the "Assignment of Text feature", the "Data Element Code 
Referenced" feature, and the "Element Cross-Reference to Text" feature 
will help to analyze the data. 
• 
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The "Assignment of Text" feature can be used by assigning 
text information about processes and tasks defined in 
previous sub-phases to appropriate parts of the model. 
Selective critical or represe11ta ti ve processes or tasks 
previously defined in Text can be related to individual data 
elements on the Text Description of Paragraph screen via the 
"Data Element Code Referenced" field. 
Given that logical Segments have been defined to PACBASE, a 
list of its elements may be obtained from the Segment Call of 
Elements screen. Then the "Element Cross-Reference to Text" 
feature may be used to see where each element is used. This 
information is useful to both the process designer and the 
data designer. 
After reviewing all the information, appropriate changes should be made 
to the Data Model. 
Upon completion of the data analysis, some additional steps may be 
taken. From the information gathered, a preliminary physical 
implementation plan may be developed, though this is not necessary. This 
is done by defining representative "physical" files in the Data Structure 
Definition screen and records or segments in the Segment Definition 
screen and segment Call of Elements screen. 
If this is to be a database implementation, preliminary database 
blocks may also be developed using the Block Definition and Description 
screens. Finally, a User Document is prepared which includes the 
following: 
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- Process lists and descriptions 
- Procedure lists and descriptions 
- Phase lists and descriptions 
- Task lists (descriptions optional) 
- Data Models (if appropriate) 
-
Screen specifications 
Report specifications 
Transaction specifications 
- Data Structure, Segment, and Block Descriptions (if 
appropriate) 
Appendix C summarizes the PACBASE screens used in the Business Survey 
phase. 
The purpose of the System Analysis Phase is to show the user how 
the developing system will work as they will see it (external view). The 
• 
external design must be completed to a suffjcient level of detail for the 
users to verify that the new system will meet their requirements. This 
means that all rules must be described thoroughly and without ambiguity 
· so that Internal Design and Implementation can be done without asking for 
any further validation from the user. Work should not begin on the data 
processing (internal) design until the user has approved the external 
design. This keeps the project investment at a minimum until the user 
accepts the system "blueprint". During this phase, be aware of the 
impact of choosir.g certain standards or design specification solutions. 
Where possible, it is better to present options to the user which would 
be handled automatically, or with minimal effort, by PACBASE. 
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Should the user prefer a more costly solution, it is best to try 
to estimate the additional effort involved in satisfying the request and 
present the options to the user in terms of time and cost. Frequently, 
for cost justification reasons, the user will select less costly 
solutions for options which are not crucial from a business perspective. 
System Analysis is composed of the following: 
Definition of Standards 
- External Design Specifications 
Documentation of External Design Specifications 
A description of each sub-phase and references to the PACBASE 
screens needed to support them follows. 
A generalized set of standards regarding how the system should 
appear or perform should be developed, or existing company standards 
should be enhanced where appropriate. Each standard may be overridden 
during the next sub-phase at the screen or program level. This should be 
a comprehensive study and development (where needed) of standards. Where 
applicable, standards should be documented in a PACBASE Text Entity (Text 
Definition screen and Text Description of Paragraph) and assigned to the 
programs, reports, dialogues, screens, etc., which will be expected to 
adhere to them. 
Keep in mind that these standards are to be implemented using 
PACBASE. Therefore, whe-re possible, they must be shaped in a manner 
which is conducive to using automatic facilities of PACBASE. Standards 
' 
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which are known to require significant efforts to implement should be 
reviewed with the user and discussed in terms of time and cost to ensure 
that they are cost effective. 
Standards are divided into External and Internal standards. Their 
definition and description follows. 
External Standards - Things which are apparent to the user and 
which the user can validate. 
for all pertinent tasks: 
Validation rules; static (i.e., hard-coded) or dynamic (i.e., 
table driven, paramaterized) 
for online screens: 
Access authority rules (for example, by transaction code, 
terminal location, screen within transaction, etc.) 
Titles, headings, footings, etc. 
- Presentation options (color, brightness, etc.) 
Operation codes 
.... Transaction codes 
PFKeys and transfer rules 
- HELP facilities 
Cursor positioning 
- Error message handling/routing 
- Common processing logic rules 
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for reports: 
- Rules referencing the reports (i.e., technical reference 
numbers) 
Titles, headings, footings, etc. 
Print rules (page break rules, how total breaks are displayed) 
Print mediums (i.e., IBM 3800, microfiche) 
Pages sizes 
Printer character set 
Rules for selecting on-demand reports 
for input and output transactions: 
Formatting rules such as transaction identifier, occurrence 
identifier, record type code, etc. 
Error handling 
for batch processing: 
Job submission authorization rules (for example, no 
submission allowed from an RJE station) 
- Job scheduling issues 
- Interface scheduling issues 
Internal Standards - Things which are technical decisions and 
transparent to the user but which must be clarified before 
Internal Design can be properly done. 
for the online environment: 
- Use and general structure of the COMMAREA's (CICS) and SPA's 
(IMS/DC) 
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- Monitor/Submonitors (IMS only) 
- Static vs. dynamic linkage 
- Subprograms vs. inclusion in main programs (called 
subroutines vs. the use of Parameterized Macro-Structures) 
- Specialized access modules 
Program to program switches 
- Conversational vs. non-conversational 
Use of temporary storage (CICS only) 
- Modify data tag ON/OFF (is only changed data to be 
transmitted?) 
- Update process tracking 
- Simulated, deferred updating vs. real updating 
Distributed updating vs. main master file updating 
for the batch environment: 
- Rules for scheduling jobs 
- Backup/recovery considerations 
- Archiving and historical versions 
-
-
Job parameters (for example, system vs. input date) 
Integrity controls (for example, print the generation number 
of the program being run) 
Quality control and auditing issues 
Update process tracking 
Distribution issues 
Packaging issues (burst, bound, etc.) 
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During the External Design Specifications sub-phase of System 
Ana~ysis, all screens, reports, transactions, and batch processes will 
have their text descriptions enhanced. Screens and reports will be 
prototyped. This may require the creation of additional Text entities. 
When the entity requires a variance from the standards established in the 
previous sub-phase, the variance will be denoted in Text. As with 
previous Text descriptions, all new text about an entity should be 
assigned to the entity on the Text Description of Paragraph screen. 
When developing any system entity (screens, reports, programs, 
files, etc.), the Assigned Text screen is used to obtain the standard and 
specification information that was documented and assigned in earlier 
sub-phases. As with all parts of the system design, it is best to 
develop prototypes which can be automatically or easily implemented in 
PACBASE. If the user requests more costly solutions, the analyst would 
discuss the time and cost differences involved between the options to 
insure that the one chosen is the most cost effective. During this 
sub-phase, the following are performed using PACBASE entities: 
For screens: 
1. Review the Online Screen Assigned Text., 
2. S:pecify in text t.he rules which differ from the standards and 
any other missing information including: 
- Purpose of the screen 
- "Transfer-from" issues (how is access gained to this 
screen) 
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Access authority (security considerations) 
List of elements, their source, target, and special 
handling and/or conversion rules, if any 
Rules regarding data entry (for example, which data 
elements may be entered under what conditions) 
- Special and cross-validation rules 
·-
-
Calculation rules 
Segment retrieval and update rules (for example, under 
what conditions is a segment to be updated) 
"Transfer~to" issues 
Segment access and non-standard message display rules 
Conditional display rules 
3. Produce a prototype of the screen layout. 
- Override the dialogue default values (if necessary) on 
the Online Screen Definition screen 
Using the Online Screen Call of Elements screen and/or 
Online Screen Layout or Mapping screens, create a 
prototype 
4. Based on existing information complete as much of the 
non-procedural aspects of the screen as possible on the 
Online Screen Call of Elements screen. 
For reports: 
1. Review the Report Assigned Text screen. 
2. Specify in text the rules which differ from standards and any 
other missing information, including: 
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-
-
Purpose of the report 
Periodicity and volume 
Recipients 
Special handling issues 
List of elements, their source and display filling rules 
Calculations 
Control break rules 
Totalling rules 
File matching rules 
Printing rules 
3. Produce the report layout using the Report Layout screen. 
4. Complete the list of elements in the Report Call of Elements 
screen to provide a cross-reference of the elements to the 
report. 
For input transactions: 
1. Review the Data Structure Assigned Text and/or Segment 
Assigned Text screens. 
2. Specify in text the rules which differ from standards and any 
other missing information, including: 
- Purpose of the transaction 
- Timing and volume 
- Presence validation rules 
- Special and cross-validation rules 
File matching rules 
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Calculations 
Segment update rules 
Group error handling (if several physical tr,~nsactions 
constitute a logical transaction) 
3. Define and describe (or enhance) the segments corresponding 
to each transaction using the Data Structure Definition, 
Segment Definition, and Segment Call of Elements screens. 
- List the elements 
- Group the logical transactions 
4. Complete the non-procedural specifications for the 
transaction segments on the Segment Call of Elements screen: 
- Field presence validation rules 
Class and content validation rules 
For output transactions: 
1. Review the Data Structure Assigned Text and/or Segment 
Assigned Text screens. 
2. Specify in text the rules which differ from standards and any 
other missing information, including: 
Purpose of the transaction 
- Timing and volumE 
List of output rules (for example, condition fo·r writing 
an occurrence of a transaction) 
- List of source and filling rules for elements· 
- Calculations 
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3. Define and describe (or enhance) the segments corresponding 
to each transaction using the Data Structure Definition, 
Segment Definition, and Segment Call of Elements screens: 
- List the elements 
- Group the logical transactions 
For other types of batch processing: 
1. Describe in text the rules for: 
- Validations 
- Calculations 
For data design: 
1. Data Design personnel should review the layouts and 
processing to anticipate performance problems and 
restrictions caused by data access constraints. For example, 
accessing a one million record file through an alternate 
index may cause response problems in an online environment. 
A User Volume is prepared which includes the following: 
Specifications for screens 
- Specifications for reports 
Specifications for transactions 
- Detailed functional descriptions of all the tasks 
Appendix C summarizes the PACBASE screens used during Systems Analysis. 
The Detail Design phase is simply a refinement and extension of 
the information already in the PACBASE database. During system design, 
data structures and programs are formed, data elements are organized into 
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logical records, and narrative rules for data validation, security, and 
updating are implemented t~rough non-procedural statements that clearly 
define the operation to be performed. This test may also be used later 
for program documentation. 
As in previous phases, decisions made during this phase should 
coincide with the automatic and easily performed aspects of PACBASE, 
where possible. When faced with a less automated, more costly solution, 
the analyst must be sure it is cost effective. No design option taken in 
this phase should affect decisions made during the previous phases. 
Should such a decision be necessary, one may not simply accommodate the 
change in this phase and continue. Instead, it is necessary to go back 
to the appropriate sub-phase in External Design to preserve the integrity 
of the system's design. 
At the beginning of this phase, the programmer/analyst should 
review the standards and specifications for ~pplicability and 
completeness for all screens, reports, programs, etc., which he/she is 
responsible. This can be done by viewing the Assigned Text of the entity 
in question. New standards should be developed as necessary. 
Detail Design is composed of the following: 
Data Design 
- New Macro Identification 
On-Line Processing Design 
- Batch Processing Design 
- Documentation of Internal Design Specification.a 
A description of each of these follows. 
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Data Design is performed by personnel responsible for data 
analysis and design. At the end of data design, the physical design for 
the files or databases will be known. This means that all non-procedural 
aspects of PACBASE regarding data access may be completed. Using the 
Logical Data Model and the processing rules assigned to it, the data 
designer normalizes the data into standardized groupings and adjusts the 
model accordingly. 
Using the groupings from the model and their access rules and 
frequencies, the designer defines and describes Data Structures and 
Segments according to the physical constraints of the chosen access 
method or Database Management System (DBMS). For a DBMS, he/she also 
defines and describes the necessary relational information in PACBASE. 
During Implementation and the two sub-phases following New Macro 
Identification, the programmer/analyst will be asked to further define 
and program the screens, reports, and programs which have been described 
prior to this point. 
To minimize redundancy of effort, Parameterized Macro Structures 
(PMS Macros) can be used. Macros are roughly equivalent to reusable 
code. At this point, using the previously defined common rules and 
standards, the designer can identify and define functional and technical 
Macros on the Program Definition screen. These will be further defined 
and described during implementation. For each Macro, the designer 
assigns the Text associated with the rules and standards to which it 
applies. 
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The Macros should be called into the Screens and Programs which 
will be using them. Tilis is done in two places. For online programs, 
the designer uses the Online Screen <:all of PMS screen. For batch 
programs, the Program Call of PMS is used. 
During Online Processing Design, the designer develops complete 
specifications for each online program. This information is placed into 
a Text Entity, and assigned to the appropriate screen. The information 
can also be placed in the General Documentation screen for the Entity. 
However, by using Text instead, the program specifications can be printed 
in a manual. The designer also defines the Segments representing the 
COMMARFAS (CICS) or SPAs (IMS/DC) passed between screens. These may be 
enhanced during Implementation. 
The designer completes the following parts of screens: 
- On the Online Dialogue Complement screen, the data Structure 
code of the COMMARFAS or SPAs should be entered in the 
"Common Area - Data Structure Code" field. Also, the 
"External Name of the Error Message File" should be completed. 
The transaction codes should be entered on the Online Dialog 
or Online Screen definition screens. 
- On the Online Screen Call of Elements screeµ, the segments 
containing elements to be updated or displayed should be 
.,;,, entered in the "Update Target" and "Source for Display" 
fields. 
- The Online Screen Call of Segments screen should be completed. 
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In Batch Processing Design, the designer develops complete 
specifications for each batch program. To do this he/she first reviews 
all Text entities corresponding to the appropriate phases defined in 
functional analysis and external design. Those which are of the same 
frequency ant-,which are to be run at the same time should be identified 
as part of the same job. The designer then defines and describes the job 
in Text and cross references the phases to that job. 
The next step is to review the tasks included in the phases 
assigned to the job, and using graphic tools such as Data Flow Diagrams, 
to identify the programs and temporary files (Data Structures and 
Segments) to be used. For each program, the designer: 
Identifies the tasks which the program is to perform. 
Assigns the text associated with these tasks to the program 
on the Text Description screen. (Subsequently these may be 
viewed from the Programs Assigned Text screen.) 
- Describes the Segments of the temporary files. 
Calls all Data Structures into programs (including permanent 
files, transactions, and reports) specifying all the 
non-procedural information on the Program Call of Data 
Structures screen such as file matching level and sequence 
keys. 
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- Develops complete specifications for each batch program. 
This information is placed into a Text Entity, and assigned 
to the appropriate screen. The information can also be 
placed in the General Documentation screen for the Entity. 
However, by using Text instead, the program specifications 
can be printed in a manual. 
A User Volume is prepared which includes the description of databases, 
and specifications for Online and Batch environments. 
The result of the System Design phase is a complete set of program 
specifications, screen layouts, report formats, data validation and file 
updating rules, and format and content of all data structures. In 
addition, PACBASE is able to generate the actual database descriptions 
needed for operation with a DBMS. The screens required for the Detail 
Design phase are listed in Appendix C. 
At this point, the major portion of the effort needed to produce 
an operational system is complete. The system is fully described and all 
program and data structures are created. All that remains is the 
implementation of any processing rules which require procedural 
specifications. 
The purpose of the Implementation phase is to program, generate, 
and test the new system. The information in the database is converted by 
the PACBASE Generator into an operational system consisting of programs, 
maps, file descriptions, error messages, and documentation. Prior to 
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this phase, all the screens, reports, and programs have been defined to 
PACBASE, described non-procedurally, and have assigned text explaining 
all the pertinent facts about the entity. Technical specifications are 
also in the Assigned Text. Implementation is composed of the following: 
Development of new Macros 
- Program Internal Structure Definition 
Writing Structural Procedural Code 
System Generation and Testing 
A description of each follows. 
To develop new Macros, the programmer reviews the list of 
Parameterized Macro Structures which were defined during Internal Design, 
and describes, documents, and tests them. It is imperative that they be 
functional as quickly as possible to expedite testing of programs and 
screens utilizing these Macros. 
The purpose of Program Internal Structure Definition is to allow 
the programmer/analyst to customize the standard PACBASE online or batch 
"':\. 
,:.-\ 
\ program structure. The programmer/analyst performs the following: 
1. Complete the call of the PMS screen by supplying the proper 
symbolic parameters (if needed). 
2. Add c1ddi tional Macro calls if appropriate. 
3. Review the sub-functions which will be generated 
non-procedurally by PACBASE. Do this by using the PACBASE 
Titles and Conditions screens. 
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4. Add the functions or sub-functions needed to complete the 
program or screen as per the specifications in Assigned Text 
and General Documentation iacluding: 
- A clear title for sub-function 
The Level Number, Condition Type of Sub-Function 
Structure, and Condition for Execution. 
A formal review of each Screen and Program should be held with the 
Project Leader before com?leting the internal procedural logic of the 
sub-functions to be done in the next sub-phase. 
In writing O.lstomized Procedural Code, the programmer completes 
the procedural specifications, or structured code, for each program. 
This includes: 
- Completing the internal logic of the sub-functions previously 
reviewed. This is done on the Procedural Code screen. 
Creating any work elements and/or segments needed and 
including them in the Work Areas screen. 
Developing any specialized macros, if appropriate, and 
calling them into the program on the Call of PMS screen. 
- Manually "debugging" the Screen or Program prior to 
generation. This should be a vigorous test of the program 
logic for a reasonable number of realistic iterations or 
conditions. 
A second review with the Project Leader is advisable at this 
point when junior personnel or new PACBASE users are involved 
in programming. 
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The system components, such as COBOL program source, are created 
using a standard structure. The sequence of operations within each 
program is consistent throughout the system. The online programs use a 
"receive, validate, update, decision, display" cycle. Batch programs 
have a similar structure. In addition, all programs use the same 
conventions for error handling, with PACBASE generating the error 
handling routines automatically. 
The end product of this phase is a complete system including all 
programs, program documentation, end user documentation, and a full 
system cross reference. The programs are operational COBOL programs with 
100% of the COBOL code generated by PACBASE and will execute 
independently from PACBASE. File and record descriptions can be 
presented in use manuals with descriptions generated by PACBASE. Refer 
to Appendix C for a summary of screens used in implementation. 
A test plan should be developed and in place to ensure that a 
minimal number of test files are created. Testing by development team 
members must be coordinated to allow for a minimum of effort in creating 
the test base, and yet contingencies must be established to ensure that 
the testing by one team member does not delay or negatively affect 
another. This means that a single scenario for testing should be 
followed by all. Communications regarding accidental or intentional 
changes to the test base are of utmost importance. 
Numerous error conditions should be tested prior to making 
corrections, regenerating code, and retesting. Changes must always be 
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made to the PACBASE screen or program and regenerated. The COBOL code 
should NEVER be altered directly. 
During installation, all components needed for production (which 
have been thoroughly tested) should be "turned over" as per company 
standards and policies. Any additional text descriptions needed for end 
user training manuals, operations manuals, etc., should be created. User 
manuals should be created for each type of user or functional area. Each 
manual should include the appropriate Text and other entities, and be 
reviewed with the appropriate users. The Text Entity and Volume Entity 
PACBASE screens are used in installation. 
All maintenance, in theory, should follow the System Development 
Life Cycle. Changes should start with Functional Analysis and conclude 
,: 
with Installation. In reality, this need not be done in the formalized 
manner of a large scale project if it is a minor change. However, when 
doing maintenance, the steps itemized in the previous phases should be 
considered and followed as appropriate. As stressed previously, the 
COBOL code should NEVER be altered directly. 
Maintenance may be considered the most important phase of the 
cycle because it ensures the viability of the system. It is also the 
most costly, typically involving Up to 75% of available programming 
resources. Industry studies show that the cost of fixing an error using 
traditional methods increase by a factor of ten for each phase it goes 
undetected. It is during the maintenance phase that PACBASE can often 
provide the greatest productivity increase. 
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PACBASE can easily handle enhancements and modifications to a 
system because PACBASE knows the entire system. Determining the location 
of a change or enhancement is simplified because programs and 
documentation are standardized and up-to-date. This ensures that any 
additions to the system are made within the existing system as opposed to 
basing them on the often outdated original documentation. 
Additionally, the result of a change to a program, element, or 
report can be seen throughout the system. Because PACBASE maintains 
complete cross references, it is known whether a change c.1.ffects one or 
many programs. This information is available both on-line or in hard 
copy form. 
PACBASE BENEFITS 
Because PACBASE is a fully integrated development and maintenance 
system, improved programmer productivity may represent only a part of the 
overall benefits. Other advantages which may occur and should be looked 
for in any type of application development tool are: 
o Improved productivity in all phases of the project: 
The development process is made logical and straightforward. 
The resulting programs are well designed and make good use of 
system resources. Separate tools and multiple languages are 
eliminated because there is only one system to learn. 
Emphasis is shifted from programming to design. 
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o Standardization of design, programs, and documentation: 
The resulting systems are easier to understand, maintain, and 
enhance. All system information is centralized and available 
on-line. Problem location is simplified. Cross references 
allow assessment of the impact of changes. 
o Improved communication and project control: 
The current status of development is continually available 
for management reporting. Users can see results at all 
stages of development. Documentation is produced 
automatically and is always complete and current. 
o Reduced development timeframes: 
Programs are created and documentation is written as 
specifications are entered. Tedious programming is 
eliminated, and automatic program generation increases system 
reliability and allows for easier system testing. On-line 
'help' facilities enhance the system usability and reduce the 
learning curve for new personnel. 
EXAMPLES OF ACTUAL PRODUCTIVITY IMPROVEMENT 
As mentioned previously, one of the problems with productivity 
measurement is the lack of definition of what is to be measured and also 
a lack of past data to compare against to gauge improvements. However, 
two cases will be reviewed here to show how the use of PACBASE 
contributed to successful application development efforts. 
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The Management Information System (MIS) department at 
International Playtex Inc. (IPI) is responsible for the development and 
maintenance of consumer products management and reporting systems. A 
combination of acquisitions and sales success resulted in six-fold growth 
at IPI from 1978 through 1985. During this period, the backlog of 
applications increased, the quality of finished application products 
diminished, and software maintenance was occupying at least 60 percent of 
the MIS people resources. A requirement to provide a new order 
processing system for multiple divisions using different types of 
hardware led IPI to search for an application development tool, and 
PACBASE was selected after a study of the leading products on the 
market. IPI was one of the first U.S. users of PACBASE. 
Four months after the installation of PACBASE, IPI generated an 
order entry system for one of its apparel divisions. More importantly, 
the application specifications were captured in the PACBASE dictionary 
for re-use in future applications. Three years later, IPI~ad 
implemented over 3 million lines of COBOL code, generated from 320,000 
lines of PACBASE specifications. Over 3,000 orders per day for three 
sales divisions are processed using programs generated by PACBASE. 
According to IPI, a major advantage is the cross-referencing of 
data, programs and screens to permit the accurate assessment of proposed 
changes. By modifying dictionary specifications, the proper programs are 
simply regenerated and tested. A benefit of this feature is a reduction 
of maintenance and enhancement time of up to 40 percent. Code generation 
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is more efficient, with each line of PACBASE specifications generating 
over 9 lines of COBOL code. In addition, the generated code is 
re-usable, systems share common specifications, and activities have 
become more disciplined and predictable. 
IDS Financial Services needed to develop a system to manage all 
customer record-keeping and communication functions. Initial estimates 
were for a seven year development period, which was unacceptable from 
cost and competitive standpoints. A code generator would not help 
enough; IDS decided that an automated life-cycle development tool was 
required and installed PACBASE in May, 1984. 
Six months later, using PACBASE, the client database was 
established from the 2.3 million IDS accounts. The database occupied the 
equivalent of 15 IBM 3380 disk drives. Twelve systems professionals 
began working with PACBASE and the new database to provide the new client 
reporting system. The initial run was begun in March of 1985, and the 
first phase was completed before the end of the year. Additional 
elements of the project are proceeding on schedule, and the total 
implementation time is expected to be four years instead of the original 
estimate of seven years. More importantly, the reusability of PACBASE 
code and data is continuing to provide productivity improvements. 
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CHAPTER 5 
SUMMARY AND CONCLUSIONS 
The application development process can be complex because generic 
' 
rules are necessary due to widely varying types of systems which may be 
developed. At the same time, these various systems sometimes make the 
use of a standard process difficult. The process as discussed here, 
however, resembles many similar processes that have been proven 
successful over many years. By applying productivity definitions to the 
process, the variance between different types of applications can be 
accounted for, and ultimately measured for degree of success. Once 
measurement occurs, application development tools can be shown to support 
and improve the process at each step of development. While productivity 
of the people is what is measured, any improvement to the process will be 
a factor in improving personnel productivity. 
The biggest advantage of a tool such as PACBASE is that it is more 
than just an application code generator; it actually is an integral part 
of the system development process described earlier. PACBASE is used in 
and assists with each phase from Business Survey through Implementation, 
and can be very helpful from a maintenance standpoint. The framework of 
information required to develop a system can ensure that no parts are 
omitted or poorly defined. 
What is not done or even advocated is the elimination of the 
technical personnel on the project. In fact, the technically skilled 
designer becomes even more valuable because the decisions made during the 
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design are carried throughout the entire project and not on a program by 
program basis. In addition, PACBASE still requires that highly technical 
information be entered for system definition. 
\ 
One weakness of application generators is that most do not perform 
evaluations of different technical options to determine the best method 
of implementation. In PACBASE, for example, the application code is 
generated in the language or method prescribed by the designer. A more 
helpful product would be one that could choose the best tool or software 
to use for the system development. This type of tool could then perform 
decision support services for choices of database managers, online access 
methods, and user reporting tools. The current generators are often only 
as good as the information they receive as input. A tool which could 
determine the best use of tr1e software available at a given site could be 
extremely valuable. 
This type of tool, if developed, would require the use of 
artificial intelligence technology to make technical decisions and 
evaluate the feasibility of system requests. Drawbacks to this idea are 
that the technical support personnel would have less involvement in the 
development of the systems they must support, and there would be 
difficulty in determining where responsibility lines are drawn between 
users and technical staff. On the other hand, approaches would be more 
consistent across projects and systems. 
The use of an application development tool can be very helpful, 
but simply using an application generator may not be enough to improve 
the situation in many cases. The ideal scenario would be such that 
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design support information provides the link directly to the code 
generator without the need for the intermediate application generator. 
This approach would allow an end user to have an automated method of 
generating a system from a system design request or proposal. 
To conclude, the use of application development tools can greatly 
increase the productivity of data processing personnel. Tools such as 
PACBASE help to eliminate much of the labor-intensive programming tasks 
and allow DP personnel to concentrate on other, more creative issues such 
as problem solving or system improvements. PACBASE also provides 
documentation for both systems and user areas, and makes maintenance much 
easier. An additional advantage is that al] maintenance or enhancement 
activity must follow the original system design specification. Combining 
these new development tools with traditional management styles which have 
been adjusted to the unique data processing environment will result in an 
\ efficient and effective system development organization. 
Future research on this topic should concentrate on making 
application development tools available at a reasonable price so that 
more system installations can take advantage of the productivity 
improvements. Lower priced tools, some costing only several hundred 
dollars, do exist but are for use on personal computers and for limited 
languages. An option in the future might be to do the application 
generation on a personal computer or small system, and then migrate the 
code to a mainframe for actual production implementation. 
-78-
BIBLIOGRAPHY 
Albrecht, A.J. "Application Development/Maintenance Estimating". Report 
to ADM Improvement Program, White Pl~ins, NY, 1983. 
Beeler, Jeffrey. "Programmer Productivity". Computerworld, January 6, 
1986, pp. 40-41. 
Boehm, B.W. "Software and its Impact: A Quantitative Assessment". 
Datamation, May, 1973, pp. 48-56. 
Brooks, Frederick, P. The Mythical Man-Month. Menlo Park, CA: 
Addison-Wesley, 1975. 
Chrysler, Earl. "Some Basic Determinants of Computer Programming 
Productivity". Communications of the ACM, June, 1978, pp. 472-483. 
Crossman, T.D. "Taking the Measure of Programmer Productivity". 
Datamation, May, 1979, pp. 144-147. 
Goetz, Martin, A. "New Software Tools Increase Productivity". 
Infosystems, February, 1977, p. 66. 
Jokiel, Richard A. "Pitfalls to Avoid in Prototyping New Applications". 
MIS Week, September 8, 1986, p.51. 
Jones, T.C. "Measuring Programming Quality and Productivity". 
IBM Systems Journal, 1978, Vol. 17, No. 1, pp. 39-63. 
Messerich, Pat. "Steps for Boosting DP Productivity". MIS Week, 
January 13, 1986, pp. 40-41. 
PACBASE User Reference Manual. Pearl River, NY: CGI Systems, 1986. 
Parikh, G. How to Measure Programmer Productivity. Chicago: Shetal 
Enterprises, 1981. 
Read, Nigel, and Harman, Douglas. "Assuring MIS Success". Datamation, 
February, 1981, pp. 109-120. 
Rosch, Winn L. "Program Generators". PC Week, December 17, 1985, 
pp. 87-89. 
Rudolph, Eberhard. "What is a Fourth Generation Language?". 
Computerworld, August 6, 1984, pp. 43-44. 
Slaughter, Gary. The Team Approach to DP Productivity. Bethesda, MD: 
GSC Corp., 1983. 
-79-
BIBLIOGRAPHY 
Toellner, J. "Performance Measurement in Systems and Programming". 
Infosystems, January, 1978, pp. 60-62. 
Walston, C.E. and Felix, C.P. "A Method of Programming Measurement and 
Estimation". IBM Systems Journal, 1977, Vol. 16, No. 1, pp. 54-72. 
-8·0-
LIST OF REFERENCES 
[1] Jeffrey Beeler, "Programmer Productivity", Computerworld, 
January 6, 1986, p. 40. 
[ 2] Beeler, p. 41. 
[3] Gary Slaughter, The Team Approach to DP Productivity 
(Bethesda, Maryland: GSC Corp., 1983), p. 3. 
[4] Slaughter, pp. 16-17. 
[ 5] A. J. Albrecht, "Application Development /Maintenance Estimating", 
Report to ADM Improvement Program, 1983. 
-81-
APPENDIX A 
Application Characteristics 
1. Complex processing examples: 
o Many control interactions and decision points 
o Extensive logical or mathematical formulas 
o Much exception processing resulting in special or repeat 
processing. 
2. Data communication - information used in the appljcation is sent 
or received over communication facilities. Terminals are expected 
to use communication facilities. 
3. Distributed processing - the application makes use of distributed 
data or processing functions. 
4. End User Efficiency - the on-line functions emphasize user 
efficiency. 
5. Facilitates Change - the application has been specifically 
designed to facilitate changes such as: 
o Flexible query capability 
o Information subject to change is stored in user - maintained 
facilities. 
6. Heavy configuration use - the application is to run on existing or 
committed equipment that will be heayily used. 
7. Installation ease - a conversion and installation plan was 
provided, and it was tested during the system test phase. 
8. Multiple sites - the application was developed to be installed at 
multiple sites for multiple organizations. 
-82-
.. APPENDIX A 
J 
9. On-line data entry - the data entry and control functions are 
provided in a real-time mode. 
10. On-line update - the application provides on-line update of the 
logical internal files. 
11. Operational ease - Effective start-up, backup, and recovery 
procedures are provided and tested. The need for manual 
activities is minimized. 
12. Performance - objectives for either response or throughput 
influenced the design and development of the application. 
13. Reusability - the code in the application has been specifically 
designed for use in other applications or at other sites. 
14. Transaction rate - a high transaction rate influenced the design, 
development, and installation of the application. 
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COMPLEXITY CLASSIFICATION 
External Inputs 
1 FT 
2 FT 
3 + FT 
DE= Data Elements 
FT - File Types 
Sample Input Types 
o Keyed Documents 
o (;ard 
o Screen 
o Diskette 
1 - 4 
DE 
s 
s 
A 
Additional Complexity Factors 
o Application Performance 
o Data Conversion 
o Automatic Cursor Movement 
5 - 15 
DE 
s 
A 
C 
16 + 
DE 
A 
C 
C 
S = Simple 
A= Average 
C = Complex 
o PF Key 
o Light Pen 
o OCR Document 
o Automatic Transactions 
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COMPLEXITY CLASSIFICATION 
External Outputs 
1 FT 
2-3 FT 
4 + FT 
DE - Data Elements 
FT = Fi le Types 
Sample Output Types 
o Screen Report 
o Batch R_eport 
o Card 
o Diskette 
1 - 5 
DE 
s 
s 
A 
Additional Complexity Factors 
o Application Performance 
o Data Transformations 
6 - 19 
DE 
s 
A 
C 
20 + 
DE 
A 
C 
C 
S - Simple 
A - Average 
C = Complex 
o Automatic Transaction 
o Invoice 
o Check 
o Screen Message 
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COMPLEXITY CLASSIFICATION 
Logical Internal Files 
1 RT 
2-5 RT 
6 + RT 
DE= Data Elements 
RT= Record Types 
Sample File Types 
o Data Base 
o User Table 
1 - 19 
DE 
s 
s 
A 
Additional Complexity Factors 
o Application Performance 
o Search Criteria 
o Backup and Recovery 
20 - 50 50 + 
DE DE 
s A 
A C 
C C 
S = Simple 
A= Average 
C = Complex 
o Control File 
o User Query File 
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APPENDIX B 
COMPLEXITY CLASSIFICATION 
External Interfaces 
1 RT 
2-5 RT 
6 + RT 
DE= Data Elements 
RT= Record Types 
1 - 19 
DE 
s 
s 
A 
Sample Interface Types 
o Shared Database 
20 - 50 50 + 
DE DE 
s A 
A C 
C C 
S = Simple 
A= Average 
C = Complex 
o Internal File Accessible from/to Another Application 
Additional Complexity Factors 
o Application Performance 
o Search Criteria 
o Multiple Distribution 
o Backup and Recovery 
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COMPLEXITY CLASSIFICATION 
External Inquiry 
1 FT 
2-3 FT 
4 + FT 
DE= Data Elements 
FT = File Types 
Sample Inquires 
o Selection Menu 
o Help Message 
1 - 4 
DE 
s 
s 
A 
o Ad-hoc User Inquiry 
Additional Complexity Factors 
o Application Performance 
o Automatic Cursor Movement 
o Data Transformations 
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5 - 15 16 + 
DE DE 
s A 
A C 
C C 
S = Simple 
A= Average 
C = Complex 
l 
\ 
( 
,~· 
APPENDIX B 
Function Points Calculation 
A. Function Count (FC): 
Description 
External Input 
External Output 
Simple 
X 3 = 
X 4 -
Average 
X 4 = 
X 5 = 
Logical Internal File x 7 = xlO = 
-- ---- --
External Interface 
External Inquiry 
X 5 = 
X 3 = 
B. Processing Complexity (PC): 
Characteristics 
Complex Processing 
Data Communications 
Distributed Processing 
End User Efficiency 
Facilitates Change 
Heavy Contig. Use 
Installation Ease 
DI 
X 7 = 
X 4 = 
Characteristics 
Multiple Sites 
On-line Data Entry 
On-line Update 
Operational Ease 
Performance 
Reusability 
Transaction Rate 
Complex 
X 6 = 
X 7 = 
xl5 = 
xlO = 
X 6 = 
DI 
PC= Total Degree of Influence= 
Degree of Influence (DI) Values: 
0 = Not Present or No Influence 
1 = Insignificant Influence 
2 = Moderate Influence 
3 = Average Influence 
4 = Significant Influence 
5 = Strong Influence 
PCA = Processing Complexity Adjustment= (01. x PC)= 
-----
TF = Task Function Measure = FC x PCA --
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APPENDIX C 
SUMMARY OF PACBASE SCREENS USED IN BUSINESS SURVEY 
TEXT Entity 
TEXT Definition 
Description of Paragraph 
ELEMENT Entity 
Element Definition 
Element X-Reference to Text 
Element Assigned Text 
SCREEN Entity 
Dialog Definition 
Screen Definition 
DATA STRUCTURE Entity 
Data Structure Definition 
Report Structure Definition 
Data Structure Assigned Text 
REPORT Entity 
Report Definition 
SEGMfilIT Entity 
Segment Definition 
Segment Call of Elements 
Segment Assigned Text 
MANUAL (VOLUME) Entity 
Volume Definition 
Volume Description 
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SUMMARY OF PACBASE SCREENS USED IN SYSTEM ANALYSIS 
TEXT Entity DATA STRUCTURE Entity 
TEXT Definition Data Structure Definition 
Description of Paragraph Report Structure Definition 
ELEMENT Entity Data Structure Assigned Text 
Element Definition REPORT Entity 
Element X-Reference to Text Report Definition 
Element Assigned Text Report Layout 
Element General Documentation Report Call of Elements 
SCREEN Entity Report Assigned Text 
', 
~-
Dialog Definition SEGMENT Entity 
Screen Definition Segment Definition 
Screen Dill of Elements Segment Call of Elements 
Screen Mapping Segment Assigned Text 
Screen Layout MANUAL (VOLUME) Entity 
Screen Simulation Volume Definition 
Screen Assigned Text Volume Description 
. 
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SUMMARY OF PACBASE SCREENS USED IN DETAIL DESIGN 
TEXT Entity 
TEXT Definition 
Description of Paragraph 
ELEMENT Entity 
Element Definition 
Element X-Reference to Text 
Element Assigned Text 
Element General Documentation 
SCREEN Entity 
Dialog Definition 
Online Dialog Complement 
Screen Definition 
Screen Call of Elements 
Screen Mapping 
Screen Layout 
Screen Simulation 
Screen Assigned Text 
Screen Call of Segments 
Screen Call of PMS 
Screen General Documentation 
DATA STRUCTURE Entity 
Data Structure Definition 
Report Structure Definition 
Data Structure Assigned Text 
-92-
REPORT Entity 
Report Definition 
Report Call of Elements 
Report Assigned Text 
Report Description 
SEGMENT Entity 
Segment Definition 
Segment Call of Elements 
Segment Assigned Text 
DATA BASE BLOCK Entity 
Block Definition 
DBD Description Lines 
PROGRAM Entity 
Program (or Macro) Definition 
Program (or Macro) Assigned Text 
Program Call of PMS •• 
Program Call of Data Structures 
MANUAL (VOLUME) Entity 
Volume Definition 
Volume Description 
APPENDIX C 
SUMMARY OF PACBASE SCREEt~S USED IN IMPLEMENTATION 
TEXT Entity 
TEXT Definition 
Description of Paragraph 
ELEMENT Entity 
Element Definition 
Element X-Reference to Text 
Element Assigned Text 
Element General Documentation 
SCREEN Entity 
Dialog Definition 
Online· Dialog Complement 
Screen Definition 
Screen Call of Elements 
Screen Mapping 
Screen Layout 
Screen Simulation 
Screen Assigned Text 
Screen Call of Segments 
Screen Call of PMS 
Screen General Documentation 
Screen Work Area Description 
Screen Procedure Code 
Online Titles and Conditions 
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IMPLEMENTATION SCREENS (Cont.) 
DATA STRUCTURE Entity 
Data Structure Definition 
Report Structure Definition 
Data Structure Assigned Text 
REPORT Entity 
Report Definition 
Report Layout 
Report Call of Elements 
Report Assigned Text 
Report Organization Description 
SEGMENT Entity 
Segment Definition 
Segment Call of Elements 
Segment Assigned Text 
DATA BASE BLOCK Entity 
Block Definition 
DBD Description Lines 
PROGRAM Entity 
Program (or Macro) Definition 
Program (or Macro) Assigned Text 
Program Call of PMS 
Program Call of Data Structures 
Associated Procedural Code 
MANUAL (VOLUME) Entity 
Volume Definition/Description 
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PACBASE PRODUCT INFORMATION 
PACBASE was introduced in Europe in 1972 by CGI (Compagnie 
Generale d'Informatique), the parent company of CGI.Systems. It was 
developed in response to an effort to automate the design and programming 
methodology. According to vendor claims, PACBASE has played a role in 
the development of over one hundred thousand programs for hundreds of 
users in Europe and worldwide. Marketing and support of PACBASE in the 
United States began in 1982. 
The PACBASF. software ranges in price from $100,000 for the basic 
system to as much as $240,000 for options such as online menu features, 
table managers, and production environment interfaces. PACBASE operates 
on IBM mainframe systems under either DOS or OS. A teleprocessing 
monitor such as CICS or IMS/DC is required along with VSAM or IMS file 
structures. The programs generated require a COBOL compiler. 
The system specifications are independent of the operating 
environment including hardware, software, operating system, or database. 
This means that the systems generated are not restricted to the same 
environment which PACBASE runs in. For example, by changing record 
relationship and file access indicators, the same system descriptions can 
be used to generate applications in.~MS, ADABAS, or TOTAL. This can be 
extremely useful when the same system must run in multiple locations with 
different operating environments. All that is needed is regeneration and 
recompilation of the programs. 
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