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Cap´ıtulo 1
Introduccio´n
El Generalized Bin Packing Problem (GBPP) es un problema NP-dif´ıcil, el
cual es una variante general del problema de empaquetamiento de contenedores. Los
contenedores cuentan con una capacidad para almacenar objetos y un costo por
utilizacio´n, e´stos pueden ser de diferentes taman˜os. Los objetos cuentan con un vo-
lumen que ocupan en los contenedores y ofrecen un beneficio por ser empaquetados.
E´stos, a su vez, se subdividen en dos grupos los obligatorios y no obligatorios. Los
objetos obligatorios son aquellos que deben empaquetarse siempre sin importar su
beneficio. Los objetos no obligatorios son opcionales de empaquetar en los contene-
dores. En este problema se debe de utilizar la menor cantidad de contenedores y se
deben empaquetar los objetos no obligatorios que otorguen un mayor beneficio para
incrementar la utilidad. El objetivo del GBPP esta´ ı´ntimamente relacionado con dos
problemas cla´sicos de la investigacio´n de operaciones, el Bin Packing Problem y el
Knapsack Problem.
El Bin Packing Problem (BPP) es un problema NP-dif´ıcil, donde se tiene un
conjunto de objetos y un conjunto de contenedores. Los objetos tienen un volumen
mientras que los contenedores cuentan con un costo de uso y una capacidad. La
capacidad no debe ser excedida por la suma de los volu´menes de los objetos que
contiene. El objetivo del BPP es minimizar la cantidad de contenedores que debemos
usar para empacar todos los objetos.
1
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El Cutting Stock Problem (CSP) es un problema NP-dif´ıcil, donde se cuenta
con patrones de varios taman˜os de objetos para cortar un material. Se debe cumplir la
demanda de objetos que deben cortarse. El objetivo del CSP es minimizar la cantidad
de desperdicio al cortar diferentes objetos en un material. Se observa que el BPP
y el CSP son problemas ide´nticos, ya que ambos buscan minimizar el desperdicio y
ordenar los objetos en los recursos disponibles.
El Knapsack Problem (KP) es un problema NP-completo, donde se tienen
varios objetos que pueden ser guardados en un contenedor. Todos los objetos son
opcionales de empaquetar y tienen dos propiedades, un volumen y un beneficio por
empaquetarse. El objetivo del KP es maximizar la ganancia de empaquetar ciertos
objetos cuya suma de volu´menes no exceda la capacidad del contenedor. El BPP
es una variante del KP, donde todos los objetos son obligatorios y hay ma´s de un
contenedor. En BPP el beneficio pierde relevancia en la toma de decisiones.
Si se toma el objetivo del BPP que es minimizar el desperdicio y el objetivo del
KP donde se busca maximizar el beneficio por empaquetamiento de ciertos objetos,
se obtiene el objetivo de GBPP. Por este motivo el GBPP resuelve problemas de
KP, BPP y CSP, ya que el CSP es un problema ide´ntico al BPP.
En este trabajo se estudia el GBPP y se ponen a prueba los modelos matema´ti-
cos ma´s recientes y potentes de la literatura. Adema´s, se proponen tres modelos para
la solucio´n de GBPP a trave´s de Constraint Programming (CP) los cuales arrojan
soluciones factibles en poco tiempo.
Las aplicaciones del BPP son muy amplias y se encuentran desde el a´rea del
transporte y cargamento de paquetes, como llenar un barco mercante, organizar
los paquetes de la carga de un camio´n de env´ıos. As´ı mismo, en el a´rea de las
tecnolog´ıas de informacio´n se usa para empaquetar los respaldos minimizando el
espacio, compresio´n de archivos, inclusive la gestio´n de memoria RAM de Ma´quinas
Virtuales en el equipo Host y tambie´n el almacenamiento de Ma´quinas Virtuales en
la Nube.
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Para ilustrar este estudio y sus diferentes formulaciones, usaremos el siguiente
ejemplo. Supongamos que tenemos 7 contenedores con capacidad 6, y queremos
empaquetar 13 objetos, 3 objetos con un volumen de 6, 4 objetos con un volumen de
3 y 6 objetos con un volumen de 2. En la Figura 1.1 podemos observar que contamos
con dos grupos de elementos, a la izquierda podemos ver los contenedores y a la
derecha los objetos que esta´n ordenados de forma decreciente. Al aplicar la heur´ıstica
Best-Fit Decreasing obtendremos la solucio´n de la Figura 1.2. Podemos observar que
tenemos exactamente la cantidad justa para empaquetar todos los objetos. En este
caso la mı´nima cantidad de contenedores a utilizar es 7 contenedores, sin espacio
desperdiciado.
Contenedores Objetos
Figura 1.1: Grupos de contenedores y ob-
jetos
Solucio´n
Figura 1.2: Solucio´n usando el constructi-
vo First-Fit Decreasing.
En el GBPP, se tienen objetos obligatorios y no obligatorios, por esto algunos
objetos pueden quedar fuera de los contenedores. Para ejemplificar GBPP se retoma
el ejemplo anterior y se aplican las nuevas condiciones. En la Figura 1.3 a la izquierda
se ven los contenedores, debajo de e´stos se encuentra el costo por uso de cada uno
y a la derecha los objetos que esta´n ordenados de forma decreciente y en su interior
el beneficio si son empaquetados. Los objetos tienen un patro´n si son obligatorios
y se encuentran llenos de color si son no obligatorios. En este ejemplo, el costo por
uso de contenedor es igual a su capacidad, pero e´sto no siempre es as´ı. Al resolver el
GBPP obtenemos la solucio´n de la Figura 1.4 donde podemos observar que tenemos
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dos objetos descartados y un contenedor vac´ıo.
Esto es debido a que la suma del beneficio es 4 mientras que el costo por
contenedor es 6. Si los objetos fueran obligatorios ser´ıan empaquetados, au´n con
pe´rdidas. Como el GBPP se resuelve en te´rminos de gasto por uso y beneficio por
empaquetamiento, esta solucio´n tiene un gasto de 36 y un beneficio de 87 dejando una
utilidad de 51. Los objetos obligatorios no son considerados en la suma del beneficio
ya que siempre tienen que empaquetarse y su beneficio se considera constante.
Contenedores
666666 6
Objetos
171712
126 3 1
81913105 5
Figura 1.3: Contenedores con capacidad y
objetos con volumen
Contenedores
666666 6
121717
8
19
13
12
6
10
5
5
1 3
Objetos Descartados
Figura 1.4: Solucio´n o´ptima.
En el siguiente cap´ıtulo, se presenta el estado del arte del GBPP, se mostrara´n
las variantes de las cuales provienen, los me´todos de solucio´n, donde haremos e´nfasis
en la formulacio´n pseudo polino´mica de Arc-Flow Model. En el cap´ıtulo 3, anali-
zaremos los me´todos de solucio´n para cada variante de BPP y se presentara´n las
condiciones de los modelos de asignacio´n y su homo´logo basado en flujo en redes.
Mostraremos los mejores modelos conocidos hasta el momento y los modelos basados
en programacio´n con restricciones propuestos en este trabajo.
Cap´ıtulo 2
Revisio´n de Literatura
En la de´cada de los treinta del siglo XX, se sab´ıa que un me´todo para aumentar
la productividad era mejorando la tecnolog´ıa y la calidad de los recursos a procesar.
Exist´ıa tambie´n otro me´todo poco estudiado en la e´poca, que consist´ıa en mejorar
la organizacio´n y planificacio´n de la produccio´n con este mismo objetivo.
Los problemas de Cutting and Packing (C&P) son todos aquellos problemas
de optimizacio´n donde se tienen dos conjuntos de entidades, las entidades contene-
dor y las entidades objeto que deben ordenarse para poder entrar en las entidades
contenedoras. Un ejemplo de los problemas de corte ser´ıa el CSP, donde se busca
ordenar los patrones de ropa (entidad objeto) para cortar un rollo de tela (entidad
contenedor) buscando minimizar el desperdicio de tela. Un ejemplo de los problemas
de empaquetamiento ser´ıa el BPP, donde se busca ordenar los objetos (entidad obje-
to) para empaquetarlos en un contenedor (entidad contenedor) buscando minimizar
el espacio sin utilizar dentro de los contenedores.
En [Kantarovich, 1939] se sentaron las bases de los problemas (C&P), ya que
se realizaron ana´lisis matema´ticos sobre la planificacio´n de varias industrias para
alcanzar el objetivo de produccio´n. Para ello, se deb´ıa lograr la produccio´n ma´s alta
posible basa´ndose en la utilizacio´n o´ptima de los recursos disponibles. Se buscaba
minimizar la chatarra del proceso de produccio´n y tambie´n se buscaba maximizar
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la utilizacio´n de las materias primas. En [Scholl et al., 1997] se aborda el BPP
y se aprecia claramente que cuando se minimiza el desperdicio o se maximiza la
utilizacio´n, se esta´ tratando con las dos versiones del objetivo de los problemas de
BPP y CSP.
Posteriormente en el libro Knapsack problems de [Martello and Toth, 1990a]
en el cap´ıtulo 8 los autores recopilan las heur´ısticas usadas hasta el momento pa-
ra resolver BPP y adema´s proponen un posible modelo matema´tico de asignacio´n
para abordarlo. Por parte de los me´todos exactos en un principio se trabajo´ con
Programacio´n Dina´mica y relajaciones lineales.
Despue´s de la de´cada de los sesenta del siglo XX, se desarrollan formulaciones
exactas basadas aplicaciones para la industria, como el One-cut, el DP-Flow y el Arc-
Flow. En [Dyckhoff, 1981] el One-cut es un modelo desarrollado para poder resolver
el CSP, basa´ndose en ordenar los moldes de los objetos para minimizar pe´rdidas. En
[Cambazard and O’Sullivan, 2010] se propone un algoritmo para resolver problemas
de flujo en redes usando la programacio´n dina´mica, conocido como DP-Flow, donde
se toma en cuenta la consistencia y propagacio´n de restricciones de KP aplica´ndo-
las a BPP. El Arc-Flow, se basa en la formulacio´n del BPP en te´rminos de grafos
[Vale´rio De Carvalho, 1999], donde cada arco representa un objeto, los nodos repre-
sentan la capacidad del contenedor y el grafo representa el contenedor con todas las
combinaciones posibles de los objetos que contiene.
2.1 Tipolog´ıa de los problemas Cutting and
Packing
En [Dyckhoff, 1990] se presenta una tipolog´ıa para integrar los distintos pro-
blemas de C&P tomando en cuenta la estructura lo´gica de estos. Esta estructura
consiste en que se tienen dos grupos de datos ba´sicos, cuyos elementos definen figu-
ras de uno o ma´s dimensiones espaciales. Las figuras donde se va a almacenar son los
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contenedores y las figuras que se van a ordenar son los objetos. Otra particularidad
de los problemas C&P es que el proceso de corte o embalaje consiste en realizar com-
binaciones geome´tricas de los objetos asignados a los contenedores. Las figuras que
no corresponden a los taman˜os de objeto generalmente son tratados como pe´rdidas,
como el espacio vac´ıo en BPP o los residuos del corte en CSP. La estructura lo´gica
de los problemas se representan en cuatro directrices para clasificar un problema de
C&P como se ve en la Tabla 2.1.
Dimensio´n
(1) una dimensio´n
(2) dos dimensiones
(3) tres dimensiones
(n) n-dimensiones con n >3
Tipo de Asignacio´n
(B) Una seleccio´n de objetos a todos los contenedores
(V) Todos los objetos a una seleccio´n de contenedores
Conjunto de contenedores
(O) Un solo contenedor
(I) Contenedores ide´nticos
(D) Contenedores de diferentes formas
Conjunto de objetos
(F) Pocos objetos de diferentes formas
(M) Muchos objetos de muchas formas diferentes
(R) Muchos objetos de pocas formas diferentes (no congruentes)
(C) Muchos objetos de formas congruentes
Tabla 2.1: Clasificacio´n de Dyckhoff
Aplicando la tipolog´ıa de Dyckhoff podemos representar los problemas antes
mencionados con esta clasificacio´n, como se ve en la Tabla 2.2. El BPP cla´sico es un
problema de una dimensio´n, donde deben agregarse todos los objetos a una seleccio´n
de contenedores. Los contenedores tienen una forma ide´ntica y los objetos tienen
muchos taman˜os diferentes. En la tipolog´ıa de Dyckhoff se clasifica como 1/V/I/M.
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Problema Dimensio´n Asignacio´n Contenedores Objetos
Knapsack Problem 1 B O F
Cutting Stock Problem 1 V I R
Bin Packing Problem 1 V I M
Generalized Bin
Packing Problem
1 - D M
Tabla 2.2: Clasificacio´n de Cutting and Packing Problems
Al utilizar esta clasificacio´n el GBPP quedar´ıa sin una clase de asignacio´n. Para
solucionar e´sto, es necesario ampliar esta clasificacio´n. Se debe agregar un tipo de
asignacio´n nuevo donde se pueda asignar una seleccio´n de objetos en una seleccio´n
de contenedores. Al hacer esto podemos clasificar au´n ma´s problemas de C&P.
El GBPP es un problema de una dimensio´n, donde deben agregarse una se-
leccio´n de objetos a una seleccio´n de contenedores. Los contenedores tienen formas
diferentes y los objetos tienen muchos taman˜os diferentes. En la tipolog´ıa de Dyckhoff
se clasifica como 1/-/D/M. En este trabajo se utilizara´ la clasificacio´n de Dyckhoff
para caracterizar las variantes del BPP.
2.2 Variantes del Bin Packing Problem
En BPP existen mu´ltiples variantes, donde cada una de ellas aportan elementos
al problema cla´sico. Estas se distinguen entre s´ı por su planteamiento ya que engloban
y generalizan el problema cla´sico. Dentro de este trabajo solo se consideran las
variantes que permiten ir desde BPP hasta el GBPP. Se hace e´nfasis en aquellas
cuyo planteamiento pod´ıa relacionarse a un modelo de flujo en redes.
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2.2.1 Bin Packing Problem
Clasificacio´n: 1/V/I/M
El Bin-Packing Problem(BPP) es uno de los problemas ma´s famosos de la
optimizacio´n combinatoria. Su estructura y aplicaciones han sido estudiadas desde
la de´cada de 1930, ver [Kantarovich, 1939]. En [Gilmore and Gomory, 1961] para este
tipo de problemas se introdujo el algoritmo de Generacio´n de columnas, derivado de
las ideas de [Ford and Fulkerson, 1958] y [Dantzig and Wolfe, 1960]. En [Martello
and Toth, 1990a] se presenta el BPP cla´sico explicado en te´rminos del KP. Se define
como un conjunto de objetos con volumen y un conjunto de contenedores con una
capacidad, donde se guardan todos los objetos. Se propuso un modelo matema´tico de
asignacio´n, el cual fue la base para el desarrollo del modelo flujo en redes. Tambie´n se
habla del problema generalizado de asignacio´n cuya formulacio´n es similar al GBPP.
Existen art´ıculos dedicados a demostrar y realizar una aplicacio´n de este problema a
situaciones similares en la industria, podremos encontrar esto en [Koch et al., 2009],
[Stadtler, 1990], [Gradiˇsar et al., 1997],[Kallrath et al., 2014], [Morabito and Garcia,
1998], entre otros.
En la industria metalu´rgica, en Alemania [Stadtler, 1990] se busca encontrar la
mejor forma de decidir co´mo cortar el aluminio para hacer marcos para ventanas. En
e´sta publicacio´n comparan los resultados que se obtienen usando la heur´ıstica First-
Fit Decreasing y se propone una solucio´n obtenida por la generacio´n de columnas de
[Gilmore and Gomory, 1961]. Es la primera vez que se reporta en la literatura una
aplicacio´n de la industria calculando desde una computadora personal.
En la industria textil, en [Gradiˇsar et al., 1997] se aplicaron las heur´ısticas
de First-Fit Decreasing y Best-Fit Decreasing, donde se busca minimizar la pe´rdida
de tela al momento de cortar patrones de ropa y se define un modelo matema´tico
que se aproxima a un BPP. Se tiene como objetivo disminuir la pe´rdida hasta un
0.1%. Se realizan pruebas sobre 2 conjuntos de datos se determina que en el primer
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conjunto tiene como resultado el 0.03% de pe´rdida en el mejor caso y 0.17% en el
peor caso, excediendo la restriccio´n del 0.1%; En el segundo conjunto de datos se
obtuvo un 0.01% de pe´rdida en el mejor caso y 0.06% de pe´rdida en el peor caso. Se
programo´ una solucio´n en FORTRAN llamada Computerized Laying out (COLA),
la cual adema´s de poder estar corriendo en una computadora personal, entregaba
resultados en menos de 10 segundos.
En la industria maderera, en Brasil [Morabito and Garcia, 1998] tratan el
problema de corte de tablones y derivados de la madera, donde se determina que
en ciertas configuraciones de cortes se produce un mayor ahorro de material. Se
considera que al combinar ciertos objetos se ahorra au´n ma´s si existe compatibilidad
entre los objetos.
En la industria papelera, [Kallrath et al., 2014] se utiliza un enfoque de gene-
racio´n de columnas para CSP, un me´todo de enumeracio´n de columnas y un me´todo
exhaustivo. Despue´s se compararon los resultados de los tres me´todos, donde com-
prueba que el me´todo exhaustivo que propone es el que les da un mayor beneficio.
2.2.2 Variable Size Bin Packing Problem
Clasificacio´n: 1/V/D/M
El Variable Size Bin Packing Problem (VSBPP) se introduce en[Friesen and
Langston, 1986] y es una generalizacio´n del BPP donde se agrega la posibilidad de
tener diferentes taman˜os de contenedores. Todos los objetos deben ser almacenados
en la menor cantidad de contenedores posibles. Se considera tambie´n una cantidad
restringida de contenedores de cada tipo.
En [Kang and Park, 2003] se proponen dos algoritmos basados en los construc-
tivos First-Fit Decreasing y Best-Fit Decreasing. Se modifican las cotas de los cons-
tructivos y se introducen en una meta-heur´ıstica iterated greedy. Fueron nombrados
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Iterated First-Fit Decreasing(IFFD) e Iterated Best-Fit Decreasing(IBFD) respec-
tivamente. Tambie´n, en [Haouari and Serairi, 2009] se proponen cuatro heur´ısticas
basadas en el Subset sum problem (SSP) y sus variantes. Adema´s, se propone una
heur´ıstica basada en el Set-Covering Problem (SCP) y otra basada en algoritmos
gene´ticos. El algoritmo gene´tico fue el que mejor se desempen˜o´. En [Correia et al.,
2008], se abordan los me´todos de solucio´n del VSBPP y se desarrolla un modelo
discreto para VSBPP se basa en el modelo propuesto por [Gouveia, 1995] para el
problema de Capacitated Minimum Spanning Tree, posteriormente se demuestra su
eficacia en la nueva formulacio´n en [Gouveia and Saldanha-da Gama, 2006].
2.2.2.1 Variable Cost and Size Bin Packing Problem
El Variable Cost and Size Bin Packing Problem (VCSBPP) se introduce en
[Crainic et al., 2011] y es una variante del VSBPP donde el costo del contenedor no
tiene relacio´n con la capacidad del mismo, ya que en varias publicaciones anteriores
se considera que existe una. Adema´s, se le agrega un beneficio a cada objeto por
ser empaquetado y todos los objetos son obligatorios de empaquetar. Debido a que
el costo de los contenedores es variable, se busca empaquetar los objetos en los
contenedores que ayuden a disminuir el impacto de uso. El objetivo de esta variante
es minimizar la diferencia entre costo-beneficio contemplando tambie´n la capacidad
del contenedor y el volumen de los objetos como en las variantes anteriores.
En [Monaci, 2003] se aborda un problema de calendarizacio´n basa´ndose en el
trabajo de [Caprara et al., 2001] desde un enfoque VCSBPP. Espec´ıficamente para
el problema de una compan˜´ıa de trenes italiana, donde se aplicaba el Crew Planning
Problem (CPP). El cual consiste en que se debe definir un conjunto de grupos de
conductores que cubran un conjunto determinado de servicios de trenes todos los
d´ıas, minimizando el costo de servicio.
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2.2.3 Generalized Bin Packing Problem
Clasificacio´n: 1/-/D/M
El Generalized Bin Packing Problem(GBPP) es introducido por [Baldi et al.,
2012] como una generalizacio´n del VCSBPP, en el cual se consideran conjuntos de
objetos que tienen volumen y beneficio, y un conjunto de contenedores de varios
tipos con volumen y costo. Es importante saber que lo que difiere este problema con
sus antecesores es el que algunos objetos no obligatorios pueden quedar fuera de la
asignacio´n si el costo de empaquetamiento es mayor al beneficio que proporciona.
[Branda˜o, 2017] en su tesis doctoral introduce el modelo del Generalized Vector
Packing Problem(GVPP) que tambie´n da solucio´n a los problemas del GBPP. En
GVPP considera que los objetos son vectores de 1-Dimensio´n y se compara con la
solucio´n del modelo de [Baldi et al., 2012].
2.2.3.1 Generalized Bin Packing Problem with bin-dependent
item profits
El Generalized Bin Packing Problem with bin-dependent item profits(GBPPI)
[Baldi et al., 2019] es una extensio´n de GBPP donde los beneficios de los objetos
var´ıan si son empaquetados junto a otros con los cual hay una compatibilidad. Esta
relacio´n de empaquetado esta´ dada por una funcio´n que representa la afinidad entre
los objetos y nos arroja un mayor beneficio a mayor afinidad.
2.2.4 Otras variantes
En este trabajo se abordan solo las variantes de BPP de una dimensio´n. Sin
embargo existen variantes que exploran el problema de dos dimensiones y sus va-
riantes que podemos observar en “Two-dimensional packing problems: A survey”
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[Lodi et al., 2002] y el problema de tres dimensiones, con sus variantes en “The
three-dimensional bin packing problem” [Martello et al., 2000]. Adema´s en “Appro-
ximation algorithms for bin packing problems: A survey” [Garey and Johnson, 1981]
se plantean heur´ısticas para la solucio´n del problema y se propone el Vector packing
problem, el cual es el BPP de n dimensiones y cada dimensio´n corresponde a los
atributos de los objetos a empaquetar.
2.3 Me´todos de Solucio´n
Debido a que el BPP es uno de los problemas combinatorios ma´s famosos, se
ha tratado de resolver de diversas formas, en un inicio con algoritmos de aproxi-
macio´n, do´nde se han desarrollado heur´ısticas, meta-heur´ısticas e hyper-heur´ısticas
para encontrar una solucio´n factible en un tiempo de co´mputo razonable. Tambie´n
existen me´todos de solucio´n exacta, do´nde se ha utilizado algoritmos de enumera-
cio´n, formulaciones pseudo-polino´micas y un modelo basado en la programacio´n con
restricciones.
2.3.1 Algoritmos de aproximacio´n
En un principio, el BPP solo se hab´ıa resuelto con algoritmos de aproximacio´n,
los cuales van desde la definicio´n de cotas mı´nimas hasta la aplicacio´n de construc-
tivos ba´sicos.
2.3.1.1 Cotas Inferiores
[Martello and Toth, 1990a] proponen las cotas inferiores L1, L2 y L3 para el
BPP. Una cota extra fue propuesta por [Labbe´ et al., 1991] denominada L2LLM la
cual tiene una definicio´n parecida a la L2.
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L1
Esta dada por la suma de los volu´menes de todos los objetos dividida entre la
capacidad del contenedor ma´s grande.
L2
En esta cota se considera dividir los objetos en dos grupos, los grandes, que son
mayores a la mitad de la capacidad del contenedor y los pequen˜os. Debemos tener
un contenedor por cada objeto grande y se busca la compatibilidad entre los objetos
grandes y pequen˜os para minimizar el desperdicio. Si algu´n objeto pequen˜o no es
compatible se agrega en otro contenedor nuevo.
L2LLM
Esta cota se propuso en [Labbe´ et al., 1991] donde se generaliza el procedimiento
de la cota L2 con la adaptacio´n del constructivo First Fit de [Coffman et al., 1984].
Adema´s, se consideran objetos mayores a cualquiera que exceda un tercio de la
capacidad del contenedor.
L3
Fue propuesta por [Crainic et al., 2007] y es calculada considerando el peor caso
de la cota L2. Esta se obtuvo de la cota calculada en el procedimiento reducido de
Martello-Toth (MTRP) despue´s de hacer n− 1 repeticiones.
2.3.1.2 Heur´ısticas
Los algoritmos de aproximacio´n principales fueron descritos por [Scholl et al.,
1997]. Son la base para las heur´ısticas existentes. Tienen dos versiones llamadas On-
line y Off-line. La diferencia es que el On-line los objetos a empaquetar no esta´n
ordenados de ninguna forma y el Off-line los objetos esta´n ordenados de forma
decreciente. Se agrega una D al final del acro´nimo para indicar que que los objetos
esta´n en orden decreciente.
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Next Fit (NF)
El primero de los elementos es empacado en el primer contenedor, cada elemento
siguiente sera´ empaquetado en el mismo lugar que el elemento anterior si la capacidad
residual del contenedor es suficiente, sino se empieza a guardar los elementos en un
nuevo contenedor.
First Fit (FF)
Por cada elemento a empaquetar se asigna al primer contenedor que este´ parcial-
mente lleno y tenga la capacidad residual suficiente para soportar al elemento.
Best Fit (BF)
Durante cada paso, el elemento actual es asignado a un contenedor que cumple con
las restricciones de ser el que tienen menor capacidad pero suficiente para almacenar
el elemento. Si no se encuentra un contenedor con estas caracter´ısticas, se inicia
un nuevo contenedor. De esta forma se van complementando elementos que juntos
podr´ıan cubrir la capacidad total del contenedor.
Worst Fit (WF)
En oposicio´n al BF e´sta heur´ıstica selecciona al contenedor con la capacidad residual
ma´s grande y suficiente para empacar el elemento, si no existe algu´n contenedor, se
empieza a utilizar uno nuevo.
2.3.1.3 Meta-heur´ısticas
Recocido simulado y bu´squeda Tabu´
La heur´ıstica Simulated Annealing cla´sico se implementa para el BPP por [Ka¨mpke,
1988], mientras que una variante, llamada Weight annealing fue propuesto por [Loh
et al., 2008]. En [Scholl et al., 1997] se usa la heur´ıstica Tabu Search para acelerar
su algoritmo exacto conocido como BISON (bin packing solution procedure). En
[Alvim et al., 2004] incluye una Tabu Search en una heur´ıstica h´ıbrida para BPP.
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Heur´ısticas basadas en poblaciones
El primer algoritmo gene´tico para BPP fue propuesto en [Falkenauer and Delcham-
bre, 1992], donde se muestra que el algoritmo gene´tico cla´sico no tiene soluciones
de calidad para BPP, pero presentan una variante The grouping genetic algorithm,
capaz de producir un buen comportamiento computacional. Despue´s en [Falkenauer,
1996] mejoro´ el me´todo a trave´s de la hibridacio´n usando un criterio de dominancia
que se propone en [Martello and Toth, 1990b]. Tambie´n, se propone un conjunto
de instancias como punto de referencia que posteriormente adoptar´ıan otros autores
para pruebas computacionales de los algoritmos de BPP.
A pesar de que en [Gent, 1998] se demuestra que la mayor´ıa de las instancias
son muy fa´ciles de resolver, se siguieron usando para probar algoritmos gene´ticos
como en [Bhatia and Basu, 2004], [Singh and Gupta, 2007], [U¨lker et al., 2008] y
[Stawowy, 2008]. Otros algoritmos gene´ticos son propuestos por [Poli et al., 2007]
y [Rohlfshagen and Bullinaria, 2010]. En la actualidad existe un algoritmo gene´tico
muy efectivo propuesto por [Quiroz-Castellanos et al., 2015] ya que logra resolver
a optimalidad 1602 de 1615 instancias de la literatura. Mejorando los resultados de
[Alvim et al., 2004] con 1587 y [Fleszar and Charalambous, 2011] con 1590. [Liang
et al., 2002] propuso un algoritmo de programacio´n evolutiva para el CSP y algunas
variantes incluidas el BPP. En [Levine and Ducatelle, 2004] se usa un algoritmo de
colonia de hormigas, combinado con una bu´squeda local para resolver problemas de
BPP.
Hibridacio´n extrema y bu´squeda de vecindario variable
Tambie´n se han obtenido nuevas heur´ısticas modificando las ya existentes en la lite-
ratura. Por ejemplo, [Fleszar and Hindi, 2002] se modifica la heur´ıstica de [Gupta and
Ho, 1999] y se obtiene una bu´squeda de vecindario variable. En [Go´mez-Meneses and
Randall, 2009] se propone un algoritmo de hibridacio´n extrema con una bu´squeda
local para BPP.
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2.3.1.4 Hiper-heur´ısticas
En [Burke et al., 2003] se plantea que las hiper-heur´ısticas funcionan como las
meta-heur´ısticas evolutivas. Las meta-heur´ısticas evolutivas se encargan de dirigir
una poblacio´n de soluciones para resolver un problema. La hiper-heur´ısticas dirigen
a una poblacio´n de meta-heur´ısticas para resolver un problema a lo largo de varias
generaciones. En las hiper-heur´ısticas, la poblacio´n de meta-heur´ısticas evoluciona
para resolver el problema.
En [Ross et al., 2002] y [Ross et al., 2003] se trata el BPP a trave´s de la
combinacio´n de algoritmos gene´ticos e hiper-heur´ısticas. Otras combinaciones de al-
goritmos evolutivos e hiper-heur´ısticas para BPP son propuestas por [Burke et al.,
2006], [Lo´pez-Camacho et al., 2011] y [Sim et al., 2012]. En [Bai et al., 2012] se prue-
ban instancias de BPP en una hiper-heur´ıstica con el Simulated Annealing y en [Sim
and Hart, 2013] se usa una hiper-heur´ıstica con un algoritmo gene´tico generativo,
para crear heur´ısticas.
2.3.2 Me´todos Exactos
Los primeros intentos por resolver exactamente el BPP y el CSP fueron desa-
rrollados entre la de´cada de 1950 y 1960 usando relajaciones lineales y programacio´n
dina´mica como en [Eisemann, 1957], [Gilmore and Gomory, 1961], [Gilmore and
Gomory, 1963] y [Gilmore and Gomory, 1965]. A inicios de la de´cada de 1970, la
investigacio´n en el a´rea se enfoco´ en Branch-and-Bound.
2.3.2.1 Algoritmos de enumeracio´n
Branch-and-bound
El primer algoritmo de Branch-and-Bound para BPP se propone en [Eilon and Chris-
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tofides, 1971], donde se adapto´ el esquema general enumerativo propuesto por [Balas,
1965] para resolver problemas con variables binarias. En este algoritmo se utilizaba
el constructivo Best Fit Decreasing(BFD) y se produc´ıa un a´rbol de decisio´n binaria
donde genera dos nodos descendentes por asignacio´n de objetos a contenedores. Ma´s
tarde se dasarrollaron meta-heur´ısticas basadas en FF y BF, las cuales ten´ıan un me-
jor rendimiento que los constructivos. Esto se aprovecho´ para crear el me´todo MTP
(Martello and Toth procedure), desarrollado por [Martello and Toth, 1990a] donde
la cota inferior es la cota L1. Despue´s se desarrollo´ el me´todo MTRP, agregando
reducciones al me´todo MTP y se uso´ la cota inferior L2. An˜os despue´s [Scholl et al.,
1997] desarrollo´ un branch-and-bound conocido como BISON, basa´ndose en el MTP.
En e´l se adapta la robustez del MTP combinado con cotas inferiores calculadas por
una bu´squeda tabu´, obteniendo un me´todo exacto mejorado para BPP. [Schwerin
and Wa¨scher, 1998] mejoro´ el me´todo con el que se calculaba la cota inferior y aplico´
uno basado en el me´todo de generacio´n de columnas desarrollado por [Gilmore and
Gomory, 1961] para CSP.
Branch-and-price
El algoritmo Branch-and-price fue propuesto por [Vance et al., 1994] para el CSP.
Este se enfoca en la generacio´n de precios y no en la generacio´n de columnas como
el Branch-and-bound. En cada nodo de decisio´n, el algoritmo considera aquellas op-
ciones para las cuales la variable de decisio´n es fraccionaria y del par de elementos
que derivan de ese nodo se selecciona el de mayor peso total. Los principales algo-
ritmos Branch-and-price para BPP y CSP esta´n basados en el trabajo de [Gilmore
and Gomory, 1961] y [Gilmore and Gomory, 1963]. En [Barnhart et al., 1998] se de-
termina que branch-and-price puede ser usado para resolver problemas muy grandes
de programacio´n entera.
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2.3.2.2 Formulaciones Pseudo-polino´micas
Existen tres principales formulaciones basadas en me´todos matema´ticos. La
primera formulacio´n pseudo-polino´mica fue desarrollada para el CSP pero igual tiene
aplicacio´n y buenos resultados resolviendo problemas BPP como se puede observar en
[Martinovic et al., 2018]. El Dynamic Programming Flow fue basado en los trabajos
de Gilmore y Gomory [Gilmore and Gomory, 1965]. El Arc-Flow esta´ basado en el
trabajo J.M. Vale´rio de Carvalho [Valerio de Carvalho, 2002].
One-Cut
Esta formulacio´n esta´ basada en las ideas propuestas por [Rao, 1976] y [Dyckhoff,
1981]. Este modelo para CSP consiste en simular el proceso f´ısico del corte. Primero
se dividen en un caso ideal un contenedor con dos piezas (la pieza izquierda y la pieza
derecha). La pieza izquierda es del taman˜o del objeto que deseamos cortar y la pieza
derecha es el residuo y puede ser reutilizado para producir otros objetos. Este proceso
se repite en el corte de los residuos o nuevos contenedores, hasta que la demanda
ha sido cubierta. En [Dyckhoff, 1981] el One-cut fue un modelo desarrollado para
poder resolver el CSP, basa´ndose en ordenar los moldes de los objetos para minimizar
pe´rdidas.
Dynamic Programing Flow
Este modelo se obtiene de asociar los objetos a las variables de decisio´n del proble-
ma cla´sico de programacio´n dina´mica (DP). En [Cambazard and O’Sullivan, 2010]
se presenta como DP-flow. En e´l se considera la forma de construccio´n de un gra-
fo dirigido usada por [Trick, 2003] para formar un propagador de la restriccio´n del
problema de mochila usando programacio´n dina´mica. Cada solucio´n del BPP corres-
ponde a un problema de flujo mı´nimo, con restricciones adicionales.
Arc-Flow
Es una formulacio´n pseudo-polino´mica efectiva para CSP y BPP, se propone en
[Vale´rio De Carvalho, 1999], donde usa un algoritmo branch-and-price. En esta for-
mulacio´n cada objeto es representado por una arista, el taman˜o del objeto depende
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de la distancia que separa el nodo de salida y el nodo de llegada. El grafo resultante
representa todas las posibles combinaciones de objetos y la forma en que pueden
ser ordenados dentro de un contenedor. En [Valerio de Carvalho, 2002] se propone
una generalizacio´n de este modelo ya que agrega la capacidad al grafo de almace-
nar diferentes taman˜os de contenedor. [Brandao and Pedroso, 2016] se basa en los
trabajos Vale´rio de Carvalho y propuso una compresio´n ma´s eficiente del grafo, y
es conocida como General Arc-Flow Model (GAFM), siendo el mejor me´todo para
resolver el GBPP en la actualidad. Esta formulacio´n se presentara´ ma´s a detalle en
el siguiente cap´ıtulo.
2.3.2.3 Programacio´n con restricciones
El Constraint Programming (CP) un nuevo paradigma de formulacio´n de pro-
blemas dif´ıciles ha sido propuesto y esta´ tomando fuerza en el a´rea de las investiga-
cio´n de operaciones. En e´l se plantean algunas propuestas para resolver el BPP. En
[Shaw, 2004] se presenta una nueva restriccio´n dedicada al BPP, y posteriormente
implementada en el CPOptimizer como la restriccio´n IloPack. Esta restriccio´n se
basa en reglas de corte y propagacio´n de nodos tomando en cuenta la cota L2. En
[Cambazard and O’Sullivan, 2010] integra una formulacio´n pseudo-polino´mica con
el enfoque CP de [Shaw, 2004]. [Dupuis et al., 2010] usan la cota inferior L2LLM de
[Labbe´ et al., 1991] y agregan un algoritmo de reduccio´n. Finalmente, en [Schaus
et al., 2012] se incluye una regla de filtrado basada en consideraciones de cardina-
lidad. En este trabajo utilizamos el CP para dar solucio´n al GBPP, utilizando la
restriccio´n Pack y adapta´ndola para considerar los objetos no obligatorios. A su vez,
se busca minimizar el impacto del uso de Pack para converger al objetivo del GBPP.
En el siguiente cap´ıtulo se desarrollan todos los modelos de programacio´n lineal
y programacio´n con restricciones que se utilizan en la experimentacio´n. Se explica
su me´todo de generacio´n, sus para´metros, la estructura de cada modelo y las res-
tricciones de los mismos, para cada una de las variantes del BPP.
Cap´ıtulo 3
Me´todos de solucio´n para
variantes del Bin Packing
En este cap´ıtulo se vera´n los modelos propuestos para las variantes del BPP,
la definicio´n de sus variables de decisio´n, la funcio´n objetivo y las restricciones.
En la literatura se han propuesto diferentes modelos para el BPP. Se presentan a
detalle los modelos ma´s importantes que contribuyeron para llegar a la formulacio´n
generalizada del GBPP. Se presenta tambie´n el modelo de flujo en redes con grafo
compacto de [Branda˜o, 2017] ya que es capaz de resolver la mayor´ıa de las instancias
de la literatura. Tambie´n se presentan tres modelos de programacio´n con restricciones
que proponemos para resolver el GBPP.
3.1 Modelo de flujo en redes para Bin
Packing Problem
En [Vale´rio De Carvalho, 1999] se propone el modelo de flujo en redes el cual se
basa en una representacio´n en grafo de todas las posibles combinaciones de los objetos
en el contenedor. Las aristas de este grafo representan los objetos y los ve´rtices la
capacidad del contenedor. La Tabla 3.1 presenta un resumen de los para´metros que
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se utilizan en este modelo.
Para poder generar el grafo que se utilizara´ en el modelo se utilizo´ el pseu-
doco´digo que puede observarse en el Algoritmo 1.
Algoritmo 1: Construccio´n del grafo para BPP
Entrada: m: nu´mero de taman˜os de los objetos; l: lista de taman˜os u´nicos de los objetos; L: capacidad del
contenedor.
Salida : V: conjunto de ve´rtices; A: conjunto de aristas.
1 Funcio´n generarGrafoBPP(m, l, L): es
2 V ← {0, ..., L};
3 A ← ∅ ;
4 A ← A ∪{(0, t)|t ∈ l};
5 para cada u ∈ V hacer
6 T ← ∅;
7 mla ← 0 ; // mla: MaxLengthArc
8 para cada (i, j) ∈ A hacer
9 si u = j and j − i > mla entonces mla ← j − i ;
10 para i = 1 a m hacer
11 si li <= mla entonces T ← T ∪{u+ li} ;
12 para cada v ∈ T hacer
13 si v > L entonces salir de para ;
14 en otro caso A ← A ∪{(u, v)} ;
15 A ← A ∪{(u, L)}
16 devuelve (G = (V,A)) ;
Para´metro Descripcio´n
T Conjunto de contenedores
C Capacidad del contenedor
K Conjunto de tipos de objetos
wk Taman˜o del objeto tipo k ∈ K
bk Demanda de objetos tipo k ∈ K
G = (V ,A) Grafo dirigido asociado al BPP
Tabla 3.1: Para´metros del modelo de flujo en redes para Bin Packing
Variables de decisio´n
z = cantidad de contenedores a usar
xde = cantidad de objetos de taman˜o e− d
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Funcio´n Objetivo
mı´n z (3.1)
Restricciones
∑
(d,e)∈A
xde −
∑
(e,f)∈A
xef =


−z si e = 0
0 si 1 ≤ e ≤ C − 1
z si e = C
(3.2)
∑
(d,e)∈A:wk=e−d
xde ≥ bk ∀k ∈ K (3.3)
xde ∈ Z
+ ∀(d, e) ∈ A (3.4)
En este modelo las aristas representan un objeto de taman˜o e−d. El contenedor
pasa a ser un grafo donde las aristas representan todas las posibles configuraciones
de los objetos. El objetivo (3.1) es minimizar la variable de flujo z que esta´ definida
por las variables xed de la ecuacio´n de conservacio´n de flujo (3.2). La ecuacio´n (3.3)
nos indica que la demanda de los objetos que debe ser cubierta.
Ejemplo
En la Figura 3.1 se ve la equivalencia entre un objeto que cada objeto de taman˜o wj
y una arista es representada por el flujo xed, (e, d) ∈ A, donde wk = e− d.
Figura 3.1: Relacio´n entre objetos y aristas
Finalmente, en la Figura 3.2 podemos ver el grafo completo, donde se pueden
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ver todas las configuraciones posibles de los objetos dentro de los contenedores de
taman˜o c = 7.
0 1 2 3 4 5 6 7loss
Figura 3.2: Grafo generado para Bin Packing, cuenta con 11 aristas y 8 nodos.
3.2 Modelo de flujo en redes para Variable
Size Bin Packing Problem
El VSBPP se introduce en [Friesen and Langston, 1986] donde se desarrolla un
modelo para resolverlo con heur´ısticas basadas en el constructivo FF. Originalmente
el objetivo de esta variante era minimizar el desperdicio considerando la capacidad
del contenedor y el volumen de los objetos, ma´s tarde esto cambiar´ıa a la minimi-
zacio´n del costo por uso de contenedores. En esta seccio´n se habla sobre el modelo
de flujo en redes para VSBPP que propuso en [Valerio de Carvalho, 2002] y el cual
esta basado en su trabajo [Vale´rio De Carvalho, 1999]. Se considera un conjunto de
objetos al igual que en BPP. Existe un l´ımite de contenedores que se pueden utilizar
por cada tipo. Las aristas del grafo de este modelo se generan de la misma forma que
el modelo de flujo en redes para BPP. En cambio, la cantidad de ve´rtices se define
como la capacidad del contenedor ma´s grande disponible. En [Correia et al., 2008]
se propone la formulacio´n de un modelo de asignacio´n para el VSBPP. La Tabla 3.2
se presenta un resumen de los para´metros utilizados en el modelo.
Para poder generar el grafo que se utilizara´ en el modelo es necesario definir el
pseudoco´digo que puede observarse en la Algoritmo 2.
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Algoritmo 2: Construccio´n del grafo para VSBPP
Entrada: m: nu´mero de taman˜os de los objetos; l: lista de taman˜os u´nicos de los objetos; C: lista de capacidades
u´nicas de los contenedores.
Salida : V: conjunto de ve´rtices; A: conjunto de aristas.
1 Funcio´n generarGrafoVSBPP(m, l, C): es
2 L ← ma´x{ci : i ∈ C} ;
3 V ← {0, ..., L};
4 A ← ∅;
5 A ← A ∪{(0, t)|t ∈ l};
6 para cada u ∈ V hacer
7 T ← ∅;
8 mla ← 0 ; // mla: MaxLengthArc
9 para cada (i, j) ∈ A hacer
10 si u = j and j − i > mla entonces mla ← j − i ;
11 para i = 1 a m hacer
12 si li <= mla entonces T ← T ∪{u+ li} ;
13 para cada v ∈ T hacer
14 si v > L entonces salir de para ;
15 en otro caso Ax ← Ax ∪{(u, v)} ;
16 para cada c ∈ C hacer
17 A ← A ∪{(u, c)}
18 devuelve (G = (V,A)) ;
Para´metro Descripcio´n
T Conjunto de tipos de contenedores
Ct Capacidad del contenedor de tipo t ∈ T
Cmax Capacidad del contenedor ma´s grande
Ut Cantidad ma´xima de contenedores de tipo t ∈ T
K Conjunto de tipos de objeto
wk Taman˜o de los objetos de tipo k ∈ K
bk Demanda de los objetos de tipo k ∈ K
G = (V ,A) Grafo dirigido asociado al VSBPP
Tabla 3.2: Para´metros del modelo de flujo en redes para Variable Size Bin Packing
Variables de decisio´n
zt = cantidad de contenedores a usar de tipo t
xde = cantidad de objetos de taman˜o e− d
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Funcio´n Objetivo
mı´n
∑
t∈T
Ctzt (3.5)
Restricciones
−
∑
(d,e)∈A
xde +
∑
(e,f)∈A
xef =


∑
t∈T zt si e = 0,
−zt para e = Ct, t ∈ T
0 si 1 ≤ e ≤ Cmax − 1, ∀e 6= Ct
(3.6)
∑
(d,e)∈A:wk=e−d
xde ≥ bk, ∀k ∈ K (3.7)
zt ≤ Ut, t ∈ T (3.8)
xde ∈ Z
+ ∀(d, e) ∈ A (3.9)
zt ∈ Z
+ t ∈ T (3.10)
Este modelo actualiza al modelo propuesto en [Vale´rio De Carvalho, 1999] para
BPP y lo generaliza adapta´ndolo para los problemas con contenedores de diferentes
taman˜os. En la ecuacio´n (3.6) se observa que la conservacio´n de flujo del grafo
es la misma que se propone en [Vale´rio De Carvalho, 1999], la diferencia es que
ahora se tienen mu´ltiples ve´rtices terminales. Un ve´rtice se considera terminal si su
identificador corresponde a alguna capacidad de contenedor. En la ecuacio´n (3.7) se
puede ver que la cantidad de objetos que tengamos en el grafo pueden ser mayores a
la demanda de estos por cada tipo. En la ecuacio´n (3.8) se observa que se tiene una
cantidad ma´xima de contenedores que pueden ser utilizados.
0 1 2 3 4loss
0 1 2 3 4 5 6 7loss
Figura 3.3: Grafos para cada tipo de contenedor
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Ejemplo
Ahora tenemos las aristas para los dos tipos de contenedores, pero como podemos
observar en la Figura (3.3) las aristas del contenedor pequen˜o ya esta´n representadas
en el contenedor grande, as´ı que podemos descartar el grafo del contenedor pequen˜o
y solo usar el de mayor capacidad. Para saber cua´ntos contenedores pequen˜os se
necesitara´n tendremos que permitir que el ve´rtice terminal en el grafo pequen˜o tam-
bie´n lo sea en el ma´s grande, aceptando as´ı mu´ltiples ve´rtices terminales. El modelo
equivalente con un solo grafo esta´ representado en la Figura 3.4 que tiene como valor
objetivo z = 50, donde z1 = 6 y z2 = 2, tambie´n tenemos 8 espacios vac´ıos, hay 6
para z1 y 2 para z2.
z1, z2 0 2 3 4
z2 = 2
5 6 7
z1 = 6
Figura 3.4: Grafo generado para el Variable Size Bin Packing, cuenta con 17 aristas
y 7 nodos.
3.3 Modelos de flujo en redes para
Generalized Bin Packing Problem
En esta seccio´n se tratan los modelos propuestos para GBPP. El modelo basado
en flujo de redes de usando la compresio´n de grafo General Arc-Flow Model (GAFM)
de [Branda˜o, 2017]. Adema´s, se presenta el modelo de flujo en redes de VSBPP
adaptado para resolver GBPP. Se presentan los para´metros de cada modelo y su
relevancia.
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3.3.1 Modelo de flujo en redes usando General
Arc-Flow Model
En [Branda˜o, 2017] se propone la siguiente formulacio´n matema´tica para el Ge-
neralized Vector Packing Problem (GVPP). En este modelo se considera un conjunto
de objetos y un conjunto de tipos de objeto. La Tabla 3.3 se presenta un resumen
de los para´metros utilizados en el modelo. Este modelo busca encontrar la solucio´n
exacta de las instancias usando el modelo general de flujo en redes.
Generacio´n del grafo
[Brandao and Pedroso, 2016] propuso el General Arc-Flow Model (GAFM) que esta´
basado en los trabajos de [Vale´rio De Carvalho, 1999] y [Valerio de Carvalho, 2002].
Este modelo fue desarrollado para resolver el VPP. La principales diferencias que
este modelo tiene con respecto a los anteriores son:
• Cada nodo es ma´s general que los anteriores ya que representa mu´ltiples di-
mensiones.
• Puede haber ma´s de una arista entre dos ve´rtices ya que es un multigrafo.
• Las demandas pueden satisfacerse en exceso, pero en algunas dimensiones es
necesario que se satisfagan exactamente.
• Las aristas tienen una cota superior igual a la demanda total del objeto aso-
ciado a este.
• Las aristas no esta´n forzadas a corresponder con el peso del objeto asociado.
Para la generacio´n de este grafo se siguen reglas de compresio´n que se basan en
el algoritmo de camino ma´s corto. En este modelo, al trabajar sobre un multigrafo,
las aristas esta´n representadas por la tupla (d, e, k), donde d es el ve´rtice del cual
sale la arista, e el ve´rtice de llegada y k el tipo de objeto asociado a la arista. En
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los modelos anteriores se definen los tipos de objetos en base a sus volu´menes. Para
GBPP el tipo de objeto depende del volumen y beneficio del objeto. Es decir, si
tenemos dos objetos del mismo volumen pero diferente beneficio, estos pertenecen a
dos tipos de objetos diferentes.
Para´metro Descripcio´n
T Conjunto de contenedores de tipo t
K Conjunto de objetos de tipo k
Ct Capacidad del contenedor de tipo t ∈ T
ct Costo por uso del contenedor de tipo t ∈ T
Ut Cantidad ma´xima de contenedores de tipo t
bk Demanda de objetos obligatorios de tipo k ∈ K
βk Demanda de objetos no obligatorios de tipo k ∈ K
pk Beneficio de empaquetar el objeto de tipo k
wk Volumen del objeto tipo k ∈ K
G = (V ,A) Multigrafo dirigido asociado al GBPP
S ve´rtice origen (S ∈ V)
Tt ve´rtice terminal asociado a los contenedores de tipo t (Tt ∈ V)
Tabla 3.3: Para´metros del modelo de flujo en redes para Generalized Bin Packing
Variables de decisio´n
xkde = cantidad de objetos de tipo k que esta´n entre d y e
δk = cantidad de objetos no obligatorios de tipo k
Funcio´n Objetivo
mı´n
∑
t∈T
ctx
0
TtS
−
∑
k∈K
pkδk (3.11)
Restricciones ∑
(d,e,k)∈A
xkde −
∑
(e,f,k)∈A
xkef = 0, v ∈ V (3.12)
∑
(d,e,k)∈A
xkde = bk + δk, k ∈ K (3.13)
x0TtS ≤ Ut, t ∈ T (3.14)
0 ≤ δk ≤ βk, k ∈ K (3.15)
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xkde ∈ Z
+, (d, e, k) ∈ A (3.16)
δk ∈ Z
+, k ∈ K (3.17)
La funcio´n objetivo (3.11) representa que minimizamos el costo por uso de los
contenedores y maximizamos el beneficio por empaquetar objetos no obligatorios.
En la restriccio´n (3.12) podemos ver la versio´n simplificada de la ecuacio´n de conser-
vacio´n de flujo del General Arc-Flow Model que introduce en [Branda˜o, 2017], donde
cada variable de flujo x tiene dos sub-´ındices y un super-´ındice; Los sub-´ındices re-
presentan el ve´rtice de origen y de destino de la arista x; El super-´ındice indica el
tipo de objeto k que representa la arista, y donde las variables con k = 0 representan
las variables donde se recolecta el flujo dependiendo del Tt del que provengan. La
restriccio´n (3.13) es una simplificacio´n de las restricciones que representa la demanda
total de los objetos, donde bk representa la demanda de los objetos obligatorios y
βk representa la demanda de los objetos no obligatorios, adema´s la desigualdad esta´
regulada con una variable de holgura βk que a su vez nos sirve como variable para
maximizar el beneficio de empaquetar los objetos k.
Ejemplo de compresio´n de GAFM
Para ilustrar el algoritmo de compresio´n del GAFM, en este ejemplo se muestran los
grafos de las cuatro etapas de compresio´n. En la Figura 3.5 se muestra el grafo ma´s
grande del primer paso, el cual se genera considerando la demanda de los objetos.
Cuenta con un nodo inicial S y tantos nodos terminalesT como tipos de contenedores
se tengan.
S 1 2 3 4 5 6 7 T1
T2
i=1
i=2
i=3
i=2
i=3 i=3 i=3 i=3
Figura 3.5: Paso 1 de la compresio´n del General Arc-Flow Model cuenta con 17
aristas y 10 nodos.
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Como la generacio´n del grafo depende de la demanda de cada tipo de objeto,
hay casos en los que la demanda es menor al mı´nimo de objetos para completar un
contenedor, este tipo de llenado se considera no factible. Para eliminar caminos no
factibles y repetidos, el segundo paso del GAFM genera el grafo de la Figura 3.6.
0,0,1
0,0,2
0,0,3 2,1,3 3,1,3 4,2,3 5,2,3 6,3,3 7,3,3
3,1,2 6,2,2
6,1,1
i=1
i=2 i=2
i=3
i=3i=3 i=3i=3
Figura 3.6: Paso 2 de la compresio´n del General Arc-Flow Model.
En el grafo de la Figura 3.6 se insertan las aristas del mismo tipo por niveles.
Cada nivel representa un taman˜o de objeto diferente, yendo de forma decreciente.
Para el tercer paso se utiliza el grafo del paso anterior. En la Figura 3.7 obser-
vamos que se eliminaron los nodos que no son necesarios y los caminos no factibles.
En este ejemplo no hay ninguna arista eliminada y se elimina el nodo 1. El grafo del
tercer paso se utiliza en el cuarto y u´ltimo paso, donde se busca combinar los nodos
que tengan aristas de entrada del mismo nodo de origen y tambie´n aristas de salida
que vayan a ve´rtice destino.
S 2 3 4 5 6 7 T1
T2
i=1
i=2
i=3
i=2
i=3 i=3 i=3 i=3
Figura 3.7: Paso 3 de la compresio´n del General Arc-Flow Model, cuenta con 13
aristas y 9 ve´rtices.
El me´todo de compresio´n consiste en aplicar el algoritmo de camino ma´s corto
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al grafo de la Figura 3.7 y se fusionan los ve´rtices con la misma distancia desde
el ve´rtice origen. El resultado de esta compresio´n se observa en la Figura 3.8. Se
observa que los ve´rtices 2 y 3 se combinaron y tambie´n los ve´rtices 6 y 7. En este
ejemplo el grafo del paso uno tiene 17 aristas y 10 ve´rtices y despue´s del proceso de
compresio´n de GAFM paso´ a tener 11 aristas y 7 ve´rtices.
S 2-3 4 5 6-7 T1
T2
i=1
i=2
i=3
i=2
i=3
i=3 i=3
i=3
Figura 3.8: Paso 4 de la compresio´n del General Arc-Flow Model, cuenta con 11
aristas y 7 ve´rtices.
Ejemplo
Tomando en cuenta el grafo del paso final de la compresio´n del GAFM, po-
demos compararlo con el grafo de la figura (3.3). Se puede notar que el grafo de la
Figura 3.8 tiene menos ve´rtices y menos aristas, lo cual al momento de procesar el
modelo significan menos variables. Ahorrando el espacio en memoria y reduciendo la
cantidad de variables y restricciones del modelo matema´tico. Al resolver el problema
con este modelo de flujo en redes se obtiene como valor objetivo z = 48, donde
T1 = 6 y T2 = 0 y se descarta un objeto de volumen 3 y beneficio 1.
3.3.2 Modelo de flujo en redes sin compresio´n
Se desarrolla un modelo matema´tico basado en la generacio´n del grafo del
VSBPP, se utiliza el modelo de la Seccio´n 3.2. En este modelo no se considera la
demanda para la generacio´n del grafo y no se consideran ve´rtices terminales externos.
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Los para´metros de este modelo se muestran en la Tabla 3.4.
Para´metro Descripcio´n
T Conjunto de contenedores de tipo t
K Conjunto de objetos
Ok Subconjunto de objetos no obligatorios de tipo k
Ct Capacidad del contenedor tipo t
ct Costo por uso del contenedor de tipo t
Cmax Capacidad del contenedor ma´s grande
Ut Cantidad ma´xima de contenedores de taman˜o t
wk Volumen del objeto tipo k
pk Beneficio del objeto tipo k
bk Demanda de los objetos obligatorios de tipo k
Ax Conjunto de aristas que representan objetos
Ay Conjunto de aristas que representan espacio vac´ıo
G = (V ,Ax ∪ Ay) Grafo dirigido asociado al GBPP
Tabla 3.4: Para´metros del modelo de flujo en redes desarrollado para Generalized
Bin Packing
Variables de decisio´n
zt = cantidad de contenedores a usar de tipo t
xde = cantidad aristas de objetos de taman˜o e− d
yde = cantidad aristas de espacios vac´ıos de taman˜o e− d
ei =


1 si el objeto no obligatorio i ∈ Ok es empaquetado
0 en cualquier otro caso
Funcio´n objetivo
mı´n
∑
t∈T
ctzt −
∑
k∈K
∑
i∈Ok
pkei (3.18)
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Restricciones
∑
(d,e)∈Ax
xde +
∑
(d,e)∈Ay
yde −
∑
(e,f)∈Ax
xef −
∑
(e,f)∈Ay
yef =


zt si e = Ct
−
∑
t∈T
zt e = 0
0 para e 6= 0
(3.19)
∑
(d,e)∈Ax
xde = bk +
∑
i∈Ok
ei ∀k ∈ K (3.20)
zt ≤ Ut, ∀t ∈ T (3.21)
∑
(v,Ct)∈Ay
yv,Ct ≤ zt, ∀t ∈ T (3.22)
ei ∈ {0, 1} ∀k ∈ K, ∀i ∈ Ok (3.23)
xde ∈ Z
+ ∀(d, e) ∈ Ax (3.24)
yde ∈ Z
+ ∀(d, e) ∈ Ay (3.25)
El objetivo de este modelo (3.18) esta´ en te´rminos de utilidad como en el
VSBPP. La utilidad esta´ dada por la diferencia entre el costo de utilizacio´n de
los contenedores y el beneficio de empaquetar los objetos no obligatorios. En la
restriccio´n (3.19) se puede observar la estructura de la conservacio´n de flujo. La
demanda esta´ definida como la suma de la demanda de objetos obligatorios y la
suma de la demanda de los objetos no obligatorios como se ve en la restriccio´n
(3.20), una diferencia es que en el modelo con GAFM la demanda de los objetos
obligatorios es entera y en este modelo se toma una decisio´n por cada objeto, siendo
una variable binaria. La restriccio´n (3.21) nos ayuda a que la solucio´n no debe
exceder la cantidad de contenedores disponibles por cada tipo de contenedor. La
restriccio´n (3.22) indica que la cantidad de aristas vac´ıas que lleguen a un ve´rtice
terminal pueden ser menores o iguales a la cantidad de aristas que llegan al ve´rtice
terminal, lo que nos ayuda a mantener la conservacio´n del flujo de las aristas de
espacios vac´ıos.
Ejemplo
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El modelo equivale a un solo grafo como el de la Figura 3.9, las aristas con l´ınea
continua representan las variables xde que son los objetos dentro del contenedor; Las
aristas de l´ınea punteada representan las variables yde que son los espacios vac´ıos al
final de contenedor. Para la solucio´n del GBPP con este grafo se tiene como valor
objetivo z = 48, donde z1 = 6 y z2 = 0, tambie´n tenemos 3 espacios vac´ıos, hay 6
para z1 y 0 para z2. Se descarta un objeto de volumen 3 y beneficio 1 ya que cuesta
ma´s empacarlo que la ganancia que proporciona.
z1, z2 0 2 3 4
z2 = 0
5 6 7
z1 = 6
loss
loss
loss
loss
loss
loss
loss
Figura 3.9: Grafo generado para el Variable Size Bin Packing, cuenta con 17 aristas
y 7 ve´rtices.
3.4 Modelos basados en Constraint
Programming
Dado que en la literatura no existen modelos de CP para abordar el problema
de GBPP proponemos tres modelos. Dos de ellos utilizan la restriccio´n Pack dedicada
para BPP. Pack fue propuesta por [Shaw, 2004] y fue implementada en la librer´ıa
CPOptimizer de CPLEX. En esta restriccio´n se empaquetan todos los objetos y usa
la cota inferior L2 para calcular la cantidad mı´nima de contenedores a utilizar. Esta
restriccio´n empaqueta todos los objetos que se le indiquen, ya que es una propiedad
del BPP hacerlo. Al resolver para GBPP se tienen objetos no obligatorios, los cuales
pueden no ser empaquetados. Es necesario tener la posibilidad de descartar objetos,
por este motivo en los modelos CP1 y CP2 se crearon contenedores ficticios.
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Para los modelos de CP se considera que las variables que representan un con-
tenedor tienen un dominio que es igual la capacidad ma´xima del contenedor ma´s
grande, que luego es limitada por la cantidad disponible de contenedores. Las varia-
bles que representan los contenedores ficticios tienen un dominio igual al volumen
del objeto asociado. Las variables que representan objetos tienen un dominio que
es igual a la ubicacio´n donde se empaqueta dentro del contenedor. El objetivo de
estos modelos es minimizar el uso de los contenedores y maximizar el beneficio por
empaquetar los objetos no obligatorios, como el objetivo definido en GBPP. En los
modelos CP los contenedores y los objetos no esta´n agrupados en tipos, como en mo-
delos pasados. En la Tabla 3.5 se presenta un resumen de los para´metros utilizados
en los modelos.
Para´metro Descripcio´n
T Conjunto de contenedores
T ∗ Conjunto de contenedores ficticios
K Conjunto de objetos
R Subconjunto de objetos obligatorios
O Subconjunto de objetos no obligatorios
Ct Capacidad del contenedor t
ct Costo de uso del contenedor t
pk Beneficio del objeto k
wk Volumen del objeto k
m Cardinalidad del conjunto T
Tabla 3.5: Para´metros de los modelos de programacio´n con restricciones
Variables de decisio´n
zt =


1 si el contenedor t es usado
0 en cualquier otro caso
wherek = indica el nu´mero de contenedor donde se empaqueta el objeto k
Funcio´n Objetivo
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mı´n
∑
t∈T
ctzt −
∑
k∈O
pk(wherek ≤ m) (3.26)
Restricciones
∑
k∈K
wk(wherek == t) ≤ Ctzt ∀t ∈ T ∪ T
∗ (3.27)
wherek ∈ T ∪ T
∗, ∀k ∈ O (3.28)
wherek ∈ T , ∀k ∈ R (3.29)
zt ∈ {0, 1} ∀t ∈ T ∪ T
∗ (3.30)
La restriccio´n (3.27) representa la restriccio´n Pack. La restriccio´n (3.28) indica
el dominio de las variables que representan los objetos no obligatorios y la restriccio´n
(3.29) indica el dominio de las variables que representan los objetos obligatorios. En
CP1 y CP3 la cardinalidad del conjunto de contenedores ficticios es 1. En CP2 la
cardinalidad del conjunto de contenedores ficticios es igual a la cardinalidad del
conjunto de objetos no obligatorios.
En el modelo CP1, se considera la creacio´n de un contenedor ficticio donde
se almacenara´n los objetos que sera´n descartados de la solucio´n. El taman˜o del
contenedor ficticio es la suma de todos los volu´menes de los objetos no obligatorios.
Se busca comprobar si la capacidad del contenedor ficticio generado en CP1
afecta en el ca´lculo de la cota L2 que se realiza dentro de la restriccio´n Pack. Para
comprobar e´sto se planteo´ el modelo CP2 en cual se crea un contenedor ficticio para
cada objeto no obligatorio de capacidad igual a cada objeto opcional relacionado.
Finalmente, se busca saber si la restriccio´n Pack es realmente necesaria para
resolver problemas de GBPP. Para poder comprobar esto se disen˜o´ el modelo CP3
basa´ndose en modelo de asignacio´n de CP1. Sin embargo, en este modelo no se utiliza
el paquete Pack para las restricciones (3.27) y se consideran solo las restricciones de
capacidad para los contenedores no ficticios.
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En el cap´ıtulo siguiente se prueban los modelos de flujo en redes de GBPP, el
modelo basado en AFM se identificara´ comoMILP1 y el modelo basado en GAFM se
identificara´ comoMILP2 y se comparan entre s´ı. Tambie´n se compara su desempen˜o
con el de los modelos de programacio´n con restricciones, los cuales ya se han sido
definidos e identificados como CP1, CP2 y CP3.
Cap´ıtulo 4
Resultados Computacionales
En esta seccio´n se presentan los resultados computacionales de los modelos que
se introdujeron en el cap´ıtulo anterior. Primero se explica el entorno de pruebas en
la seccio´n 4.1, despue´s compararemos los tres modelos CP entre s´ı, para evaluar si
es necesaria la restriccio´n IloPack. Tambie´n compararemos el modelo MILP1 y el
MILP2 contra el mejor modelo CP.
4.1 Entorno de pruebas
El experimento fue realizado en una Workstation HP Z230, que cuenta con un
procesador Intel Xeon CPU E3-1245 v3 @ 3.40GHz x 8 y una RAM de 15,4 GiB,
la versio´n usada de CPLEX fue la 12.9.0 que incluye el CPOptimizer. En CPLEX
se limito´ el procesamiento a un thread, y en CPOptimizer se limito´ a un worker. El
tiempo l´ımite para la ejecucio´n de ambos solucionadores fue de 300 segundos.
Entorno de pruebas de Branda˜o, 2017
Se utilizo´ una computadora con un procesador Intel Xeon 2.66GHz Quad-Core. Sis-
tema operativo Mac OS X 10.11.6, con 16GB de RAM. El algoritmo para generar el
grafo se desarrollo en C++, los modelos se construyeron en Python 2.7 y se resolvio´
en Gurobi 7.0.2.
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4.2 Instancias de prueba
El conjunto de instancias disponible para GBPP fue generada en [Baldi et al.,
2012], y esta´n agrupadas en tres clases:
Class 0: son 300 instancias que originalmente fueron creadas para el VCSBPP,
existen 10 instancias para cada combinacio´n posible de los 4 para´metros siguientes:
Nu´mero de objetos: 25, 50, 100, 200 y 500.
Volumen del objeto: I1:[1,100]; I2:[20,100]; I3:[50,100]
Beneficio del objeto: 200 para todos los objetos, todos obligatorios
Tipo de contenedor:
- 3 tipos: 100, 120 y 150
- 5 tipos: 60, 80, 100, 120, 150
El costo por uso es igual a la capacidad del contenedor. Para cada tipo de contenedor
existe una cota inferior y una cota superior, las cotas inferiores son 0 y las cotas
superiores esta´n dadas ⌈VTOT/Vt⌉ donde VTOT es el volumen total de los objetos, y
Vt es la capacidad del contenedor tipo t.
Class 1: son las mismas instancias que la Class 0, pero todos los objetos no son
obligatorios, y los beneficios de empaquetar los objetos esta dada una distribucio´n
uniforme pi ∈ ⌈U(0.5, 3)wi⌉
Class 2: son las mismas instancias que la Class 0, pero todos los objetos son No
obligatorios, y los beneficios de empaquetar los objetos esta dada una distribucio´n
uniforme pi ∈ ⌈U(0.5, 4)wi⌉
Class 3: son una seleccio´n de 12 instancias grandes (500 objetos) de la clase 1 y
clase 2, con una mezcla representativa de caracter´ısticas en te´rminos de volumen de
objetos, beneficio de objetos, ganancias de art´ıculos y tipos de contenedores. Para
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cada instancia se obtuvieron aleatoriamente cinco instancias con 0%, 25%, 50%,
75% y 100% de art´ıculos obligatorios, para un total de 60 instancias.
4.3 Modelos de programacio´n lineal de
enteros mixtos
Los dos modelos MILP se comparan en la Tabla 4.1 donde se pueden ver el
nu´mero de instancias en las cuales se logro´ encontrar el valor o´ptimo y el tiempo de
ejecucio´n de los mismos, adema´s de la cantidad de nodos que recorrieron los modelos
y la cantidad de variables y restricciones de cada modelo. La informacio´n del modelo
MILP2 se reporta en [Branda˜o, 2017].
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Tabla 4.1: Comparativo entre los modelos MILP1 y MILP2.
Clase Bin Objetos
Tiempo Nodos Restricciones Variables O´ptimas
MILP1 MILP2 MILP1 MILP2 MILP1 MILP2 MILP1 MILP2 MILP1 MILP2
0 3 25 0.15 0.05 63.63 4.67 122 61.67 750.33 257.37 30 30
50 0.17 0.29 16.83 19.37 152.53 104.47 1326.33 728 30 30
100 1.33 0.93 250.33 41.07 181.4 143.23 2268.23 1550.57 30 30
200 0.72 2.09 86.16 109.73 198.93 166.57 3200.23 2425.17 30 30
500 0.75 4.32 77.86 189.03 206.26 176.8 3912.7 2916.4 30 30
5 25 0.09 0.03 1.96 0 126.46 71.13 866.06 310.33 30 30
50 0.13 0.13 8.5 4.73 155.5 109.87 1433.36 792.73 30 30
100 0.49 0.24 69.93 5.10 180.8 143.8 2250.43 1548.27 30 30
200 0.99 2.08 103.03 84.3 200.76 169 3272.26 2481.07 30 30
500 1.16 2.31 173.06 95.03 208.06 179.2 4000.3 2971.17 30 30
0.59 1.24 85.13 55.30 173.27 132.57 2328.02 1598.10 300 300
1 3 25 0.11 0.05 56.46 6.53 122 61.67 750.33 282.37 30 30
50 2.29 0.72 1020.3 201.63 152.53 104.47 1326.33 778 30 30
100 48.12 3.87 18947.2 241.5 181.4 143.23 2268.23 1650.57 27 30
200 58.62 8.12 28696.73 358.3 198.93 166.57 3200.23 2625.17 25 30
500 0.74 20.33 73.93 1755.6 206.26 176.8 3912.7 3416.4 30 29
5 25 3.45 0.04 2258.13 0 126.46 71.13 866.06 335.33 30 30
50 18.84 1.49 4954.8 352.87 155.5 109.87 1433.36 842.73 29 30
100 72.19 3.06 29425.73 431.43 180.8 143.8 2250.43 1648.27 24 30
200 36.34 4.08 16193.5 170.43 200.76 169 3272.26 2681.07 27 30
500 1.31 20.26 165.13 1220.87 208.06 179.2 4000.3 3471.17 30 29
24.20 6.20 10179.19 473.91 173.27 132.57 2328.02 1773.10 282 298
2 3 25 0.81 0.06 566.96 15.07 122 61.67 750.33 282.37 30 30
50 12.13 0.75 5013.3 87.7 152.53 104.47 1326.33 778 29 30
100 11.83 10.30 2399.03 1184 181.4 143.23 2268.23 1650.57 30 30
200 39.65 12.09 17362.13 902.13 198.93 166.57 3200.23 2625.17 28 30
500 1.40 42.93 83.56 4704.57 206.26 176.8 3912.7 3416.4 30 28
5 25 0.5 0.05 244.03 17.03 126.46 71.13 866.06 335.33 30 30
50 30.43 0.61 13446.5 38.53 155.5 109.87 1433.36 842.73 27 30
100 33.29 4.93 8962.43 618.43 180.8 143.8 2250.43 1648.27 27 30
200 66.63 15.48 26465.8 1210.10 200.76 169 3272.26 2681.07 24 29
500 1.45 9.02 148.13 704.53 208.06 179.2 4000.3 3471.17 30 30
19.81 9.62 7469.19 948.2 173.27 132.57 2328.02 1773.10 285 297
En General 14.86 5.68 5911.17 492.47 173.27 132.57 2328.02 1714.76 867 897
En la Tabla 4.1, la columna Tiempo indica el tiempo de resolucio´n; La colum-
na Nodos indica la cantidad de nodos que exploro´ el branch-and-bound de CPlex
en MILP1 y Gurobi en MILP2; La columna Restricciones indica la cantidad de
restricciones promedio en cada modelo; La columna Variables indica la cantidad
de variables promedio en cada modelo; La columna O´ptima indica la cantidad de
instancias en las que se obtuvieron resultados o´ptimos.
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Tabla 4.2: Comparativo entre los modelos MILP1 y MILP2 en instancias clase 3.
% Obligatorio
Tiempo Nodos Restricciones Variables O´ptimas
MILP1 MILP2 MILP1 MILP2 MILP1 MILP2 MILP1 MILP2 MILP1 MILP2
0% 1.20 33.43 138.16 2304.67 215.25 190.67 4385.66 3897.67 12 11
25% 2.78 5.03 858 275.58 215.25 190.67 4260.66 3772.67 12 12
50% 126.60 39.84 44434.91 2565 215.25 190.67 4135.66 3647.67 7 11
75% 92.68 44.56 29736.08 2972.25 215.25 190.67 4010.66 3522.67 9 11
100% 1.88 4.40 223.25 149.58 215.25 190.67 3885.66 3397.67 12 12
En General 45.08 25.45 15078.08 1653.41 215.25 190.67 4135.66 3647.67 52 57
La Tabla 4.2 cuenta con las mismas columnas que la Tabla 4.1 y en ella se
muestra la comparacio´n de los modelos sobre las instancias de clase 3. Podemos
observar que en las instancias donde el porcentaje de objetos obligatorios es 0%, 25%
y 100% los tiempos de procesamiento del MILP1 son menores que los de MILP2,
aunque en general el MILP2 tarda menos en promedio. Otro punto a destacar es
que en promedio el modelo MILP1 tiene menos variables que el MILP2.
A pesar de que los modelos no fueron ejecutados en el mismo equipo, ambos
modelos logran encontrar una gran cantidad de valores o´ptimos para las instancias de
la literatura, dentro de un tiempo razonable. Sin embargo, se nota que el me´todo de
compresio´n delMILP2 permite una reduccio´n importante de la cantidad de variables
y restricciones lo que resulta en un tiempo de procesamiento menor.
Se puede observar que el modelo MILP1 se comporto´ casi tan eficiente como
el mejor modelo de la literatura propuesto por [Branda˜o, 2017]. Por este motivo, en
lo que sigue, validamos los valores o´ptimos obtenidos en cada modelo de CP con el
valor de la funcio´n objetivo de este modelo.
Algo interesante de remarcar es que el modelo MILP1 encuentra soluciones
o´ptimas en las instancias de 500 objetos mucho antes delMILP2, se tiene que revisar
la estructura de los modelos, para confirmar esta situacio´n peculiar. Una posible
explicacio´n es que el MILP2 en su algoritmo de compresio´n descarta caminos en los
cuales no hay suficiente demanda de objetos pequen˜os, por lo cual estos objetos se
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les busca compatibilidad con otros ma´s grandes. En MILP1 se utilizan las aristas de
espacio vac´ıo para hacer factibles estos caminos y conservar el flujo con estas aristas
de peso cero. Otra posible explicacio´n ser´ıa que al ser una cantidad grande de objetos,
estos objetos pequen˜os en grupo son suficientes para llenar un contenedor por ellos
mismos, sin necesidad de buscar la compatibilidad y sin tener que pertenecer a un
camino que pudiera ser descartado por los algoritmos de compresio´n de GAFM.
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4.4 Modelos de programacio´n con
restricciones
Tabla 4.3: Resultados de los modelos de programacio´n con restricciones
Clase Bin Objetos
CP1 CP2 CP3
OPT GAP OPT GAP OPT GAP
0 3 25 26 0.04% 28 0.02% 25 0.05%
50 14 0.12% 14 0.09% 10 0.2%
100 3 0.38% 2 0.33% 3 0.46%
200 0 1.31% 0 0.7% 0 0.8%
500 0 5.98% 0 1.58% 0 1.59%
5 25 25 0.05% 27 0.03% 25 0.05%
50 11 0.19% 13 0.13% 10 0.22%
100 2 50.51% 1 0.37% 0 0.48%
200 0 1.63% 0 0.71% 0 0.78%
500 0 5.24% 0 1.71% 0 1.49%
81 6.54% 85 0.56% 73 0.61%
1 3 25 15 0.16% 22 0.08% 23 0.06%
50 0 1.41% 0 0.8% 1 0.67%
100 0 4.1% 0 2.83% 0 1.61%
200 0 9.55% 0 5.99% 0 4.7%
500 0 21.23% 0 9.26% 0 9.05%
5 25 20 0.23% 22 0.14% 21 0.2%
50 0 1.67% 0 1.02% 1 1.06%
100 0 4.22% 0 2.41% 0 2.55%
200 0 9.56% 0 5.96% 0 6.63%
500 0 19.28% 0 9.68% 0 9.04%
35 7.14% 44 3.81% 46 3.55%
2 3 25 25 0.08% 26 0.04% 23 0.09%
50 2 0.86% 4 0.51% 6 0.4%
100 0 1.89% 0 1.39% 0 1.03%
200 0 5.19% 0 2.94% 0 2.53%
500 0 12.24% 0 4.73% 0 4.49%
5 25 20 0.12% 24 0.07% 23 0.08%
50 3 0.64% 4 0.52% 3 0.52%
100 0 2.63% 0 1.46% 0 1.48%
200 0 5.35% 0 3.13% 0 3.65%
500 0 11.19% 0 5.12% 0 4.88%
50 4.02% 58 1.99% 55 1.91%
En General 166 5.80% 187 2.12% 174 2.02%
Los tres modelos de CP se comparan en la Tabla 4.3, la columna OPT represen-
ta la cantidad de instancias que llegaron a optimalidad; la columna GAP representa
el gap con respecto a los valores o´ptimos encontrados por el MILP1. Se observa
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que el modelo CP2 converge al o´ptimo en ma´s instancias, lo que nos indica que el
taman˜o del contenedor ficticio de CP1 si afecta en el proceso de bu´squeda de la
solucio´n o´ptima. Adema´s, si se compara el mejor modelo con la restriccio´n Pack,
que es CP2 y el modelo sin Pack CP3. Se aprecia que CP2 logra que ma´s instancias
converjan al o´ptimo del MILP1 pero, CP3 tiene un gap menor al valor o´ptimo de
MILP1 que CP2.
En e´ste caso podemos observar en la Tabla 4.3 que a pesar de que CP3 no
logro´ que sus instancias llegaran al valor o´ptimo conocido logro´ entregar soluciones
factibles que tiene en promedio un gap menor que CP2. Esto nos indica que CP3
tiene una mejor convergencia al valor o´ptimo. Entonces no se puede determinar si la
restriccio´n Pack es necesaria. Tambie´n, se observa que en las instancias de clase 1 es
donde CP3 tiene un mejor desempen˜o que los otros modelos. Es necesario recordar
que CP es un me´todo exacto y en el tiempo l´ımite que se le asigno´ a los modelos se
obtuvieron soluciones factibles.
En la figura 4.1 se observa el nu´mero de instancias donde se encontro´ el valor
o´ptimo, tal como se muestra en los datos de la Tabla 4.3. En los tres modelos no
encontro´ el valor o´ptimo de la funcio´n objetivo en las categor´ıas que tienen 200 y
500 objetos. En la Figura 4.2 se observa que el modelo CP1 es el que presenta el
mayor gap y los modelos CP2 y CP3 casi se encuentran a la par en la mayor´ıa de las
categor´ıas. Tambie´n se observa que en las instancias de la clase 1, es donde el CP1
tiene mayor gap y donde CP3 tiene mejores resultados que CP2.
Los modelos de CP no son capaces de confirmar lo o´ptimo de las soluciones
encontradas en el tiempo limite de 5 minutos a diferencia del MILP1 y MILP2 que
en la mayor´ıa de las instancias lograron esto en menos de 5 minutos.
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Cap´ıtulo 5
Conclusiones
Sabiendo que la formulacio´n pseudo-polino´mica de AFM es una de las mejores
resolviendo las variantes del BPP de una dimensio´n y el VSBPP. Se desarrollo´ un
me´todo basado en modelo de flujo en redes para VSBPP y comprobamos que tiene
buenos resultados tambie´n para la variante GBPP presentando resultados casi tan
buenos como el mejor modelo conocido basado en flujo en redes, el GAFM, propuesto
por [Branda˜o, 2017].
Se proponen tres modelos de CP para abordar el GBPP. Dos de ellos se ba-
san en la restriccio´n IloPack de CPOptimizer del ILOG Cplex 12.9 e implementamos
nuevas restricciones para almacenar los objetos descartados en un contenedor ficticio
lo suficientemente grande para almacenar todos los objetos no obligatorios en CP1 y
generando un conjunto de contenedores ficticios de taman˜o igual a cada uno de los
objetos no obligatorios donde se almacenaran los objetos descartados en CP2. Obtu-
vimos que el modelo CP2 tiene mejor convergencia al o´ptimo, debido a que generamos
contenedores ficticios del taman˜o de los objetos opcionales y que al momento en que
la restriccio´n IloPack calcula la cota L2, el taman˜o de estos contenedores ficticios
no afectan tanto como el contenedor ficticio de CP1. Adema´s se propuso el modelo
CP3 para comprobar si es necesaria la restriccio´n IloPack, y obtuvimos que a pesar
de no converger en ma´s instancias al valor o´ptimo conocido, si tuvo una mejor gap
con respecto al modelo MILP1.
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Al comparar los modelos CP contra el modelo MILP1 se encontro´ que los
modelos de Constraint Programming tienen un gap menor a 5% con respecto a
la solucio´n o´ptima encontrada el modelo MILP1 en las instancias en que logro´
encontrar el o´ptimo y en promedio un gap cercano al 2%. A todos los modelos se les
otorgo´ el mismo l´ımite de tiempo y todos obtuvieron soluciones factibles en menos
de cinco minutos.
Para trabajo futuro se buscara´ aplicar el General Arc-Flow Model de GVPP en
GBPPI y verificar si au´n se conserva el desempen˜o del modelo con la nueva condicio´n
que aumenta el beneficio en funcio´n de la compatibilidad de objetos. Se indagara´
a profundidad en los me´todos de propagacio´n de restricciones espec´ıficos para el
GBPP. Se buscara´ entender los me´todos de propagacio´n de restricciones planteados
en IloPack para que pueda soportar los objetos no obligatorios. Se buscara´ proponer
una mejor versio´n de la restriccio´n Pack implementando otra cota diferente a la L2
y adapta´ndola para distintos capacidades de contenedor para ayudar a agilizar la
convergencia al o´ptimo. Finalmente se buscara´ comprobar si los modelos CP mejoran
su rendimiento utilizando mu´ltiples procesadores.
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