We present a symbolic computation procedure for deriving various high order compact di erence approximation schemes for certain three dimensional linear elliptic partial di erential equations with variable coe cients. Based on the Maple software package, we approximate the leading terms in the truncation error of the Taylor series expansion of the governing equation and obtain a 19 point fourth order compact di erence scheme for a general linear elliptic partial di erential equation. A test problem is solved numerically to validate the derived fourth order compact di erence scheme. This symbolic derivation method is simple and can be easily used to derive high order di erence approximation schemes for other similar linear elliptic partial di erential equations.
Introduction
The general three dimensional (3D) linear elliptic partial di erential equations without the cross derivatives can be written in the form au xx + bu yy + cu zz + du x + eu y + fu z + su = g; (1) for a speci ed forcing function g in a continuous domain in a 3D space with suitable boundary conditions prescribed on @ , the boundary of . Here the unknown function u, variable coe cient functions a; b; c; d; e; f; s and the forcing function g are assumed to be continuously di erentiable
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and have the required partial derivatives on , where is a union of rectangular solids. For deriving high order compact di erence schemes, we also need a condition that a b c 6 = 0 for all (x; y; z) 2 .
Linear elliptic partial di erential equations like (1) are of importance in engineering and applications to model physical and engineering processes. If a = b = c = constant 6 = 0 and s 0, (1) is a standard convection di usion equation. The general form of Equation (1) can also be viewed as a transformed convection di usion equation from a uniform grid to a nonuniform grid. Such a grid transformation is usually employed in order to overcome the boundary layer phenomenon commonly found in uid ow modeling 4, 3, 24] . Many transport processes, including uid ows and heat transfer, can be modeled by a convection di usion equation, which describes the convection and di usion of various physical quantities, e.g., momentum, heat, material concentrations, etc 10]. Traditional numerical discretization schemes for approximating convection di usion equations usually employ centered di erencing for the second order di usion terms and some form of upwind di erencing for the rst order convection terms. For the convection dominated problems, basic iterative methods fail to converge when used to solve linear systems resulting from the standard central di erence discretization. The upwind di erence scheme, although numerically stable, is only rst order accurate, and the resulting numerical solution exhibits the e ect of arti cial viscosity 12] . Another more promising approach to obtaining accurate numerical solution is to use higher order or locally exact discretization methods 9, 16] . These higher order di erence schemes have good numerical stability and yield high accuracy approximations. Some of them may have an additional advantage of suppressing nonphysical numerical oscillation 16] .
There are several strategies to derive fourth order compact di erence schemes for linear elliptic partial di erential equations 2, 5, 15, 20, 21] . In the context of convection di usion equation, Gupta, Manohor, Stephenson 2, 7] and others have derived fourth order compact di erence schemes based on the truncated Taylor series expansions. Their procedures give the approximate value of a function at a mesh point as a linear combination of the analytic solutions of the partial di erential equation. The nite di erence formulas are obtained by collocation over a set of mesh points surrounding the given mesh point for which the di erence formula is derived. The procedure to combine terms and to simplify formula is straightforward but extremely tedious, especially for derivation in higher dimensions. Another technique to obtain high order formulae consists of considering a particular equation and employs central di erence scheme repeatedly. The discretization continues by expanding the leading truncation error term in the current approximation until a desired approximation order is reached. This method was utilized by Spotz and Carey 13, 14, 15] .
High order compact di erence schemes for 3D problems with variable coe cients are di cult to develop due to the need for extensive algebraic manipulations. Most existing high order compact di erence scheme derivations were carried out by long and tedious algebraic manipulations without any computer aided tool. In our work, based on Spotz and Carey's method, we derived our compact di erence scheme using the Maple symbolic computation software package. This symbolic derivation procedure is proved to be an e cient and convenient way to obtain high order compact di erence schemes for 3D problems.
Another popular symbolic computation package, Mathematica, has been used to derive compact nite di erence schemes for certain 2D and 3D elliptic partial di erential equations 1, 5, 20] . These derivations, to the best of our knowledge, were based on the approach proposed by Gupta et. al. 7] , which employs the Taylor series expansion to the fourth order and equates the coe cient terms. The resulting linear system is solved, with some assumption based on a certain symmetry of the di erence scheme. The approach proposed by Spotz and Carey has not been implemented with a symbolic computation procedure and has not been used to derive high order compact di erence schemes for 3D problems beyond the 3D Poisson equation 15].
This paper is organized as follows. In Section 2, we present the method for deriving high order compact di erence schemes of 3D linear elliptic partial di erential equation. For an illustration, we describe the process for deriving a fourth order compact di erence scheme for (1) . We compute a test problem using the derived fourth order compact di erence scheme and verify the correctness of the formula in Section 3. Finally, we give some conclusions in Section 4. The annotated Maple code for this derivation and the resulting nite di erence scheme can be found in Appendices A and B.
Description of Derivation Procedure
The discretization is carried out on a uniform 3D grid with a uniform mesh size h. We use a local coordinate system where grid points of a reference cube are labeled as in Figure 1 . (The use of a local coordinate system is for illustration convenience. In the later actual numerical computation, all local coordinates have to be transformed back to the global coordinate system.) The approximate value of a function u(x; y; z) at an interior mesh point (i; j; k) is denoted by u 0 . The approximate values of its 26 immediate neighboring mesh points are denoted by u l ; l = 1; 2; :::; 26, as in Figure 1 . The discrete values of a l ; b l ; c l ; d l ; e l ; f l ; s l and g l for l = 0; 1; :::; 26, are de ned analogously. A 3D nite di erence scheme is compact if it only involves at most the 27 nearest neighboring grid points in the approximation formula. It is easy to see that no special boundary approximation is needed for the grid points next to the boundary, if a Dirichlet boundary condition is prescribed. This is an advantage (and initial motivation) of a compact nite di erence scheme over a similar noncompact di erence scheme.
In the popular approach advocated by Gupta et. al. 7] , the Taylor series expansions of the unknown functions, those of all the variable coe cient functions and of the forcing function are truncated up to a certain power of the polynomials x i y j z k , i.e., the coe cients of the higher orders in the Taylor series are set to be zero. Then the truncated Taylor series expansions are substituted into the governing equation (1) . Di erent terms with respect to di erent power of the polynomials are collected. The coe cients corresponding to the power i + j + k p are equated to form a system of linear equations. This system is underdetermined because the number of unknowns is more than the number of linear equations. Thus, this linear system can only be solved with a certain assumption on the structure of the nite di erence scheme. In practice, a reasonably good structure can be worked by choosing the appropriate number of neighboring grid points involved in a di erence scheme. Since a similar linear system exists for each grid point involved and some of them are related to each other. The correct number of unknowns and linear equations can be solved to yield the correct nite di erence scheme.
This approach has been used in developing many fourth order compact di erence schemes for 2D and 3D linear elliptic partial di erential equations. Several implementations with the symbolic computation package, Mathematica, have been reported 1, 5, 20] . With this approach and using the symbolic computation package Maple on a supercomputer, we recently developed a fourth order compact scheme for a 3D transformed convection di usion equation, similar to (1) with s 0 24]. We will not elaborate this procedure further, interested readers can nd detailed descriptions in 7, 5] .
In this paper, we take a di erent approach to develop high order compact di erence schemes with the Maple package. The approach we take in this paper was advocated by Spotz and Carey 13, 14, 15]. It has not been used with a symbolic computation procedure and has not yet been used to derive high order compact di erence schemes for the 3D linear elliptic partial di erential equations with variable coe cients. The entire procedure for (1) is straightforward and a unique nite di erence scheme is given by Maple. The most silent di erence between these two approaches is that in the rst approach (of Gupta et. al.), all the Taylor series expansions of higher orders are given at the same time, which results in a linear system to be solved. In the second approach (of Spotz and Carey), the approximations are given step by set. The truncation errors of the lower order approximations are approximated to higher order to yield a high order approximation scheme for the initial approximation. One advantage of this approach is that the locations of grid points involved in the approximation scheme become known as soon as the basic approximations for the partial derivatives are worked out. There is no linear system to solve. All that needs to do is a complex substitution and term collection process, which is most suitable for a symbolic computation package.
For a su ciently smooth solution u, its rst and second partial derivatives with respect to x at an interior grid point 0 can be approximated by are the rst and second order central di erence operators with respect to x. The rst and second partial derivatives with respect to y and z can be approximated to O(h 6 ) order analogously.
Di erent nite di erence schemes can be derived by substituting the approximation formulas (2), (3), and their counterparts for the y and z variables, for the rst and second partial derivatives in (1) and dropping the reminders of appropriate order. As an example, we derive some compact di erence schemes up to the fourth order. For this purpose, the O(h 4 ) and the higher order truncation error terms in (2) and (3) 
The standard 7 point second order central di erence scheme is obtained by dropping all the O(h 2 ) and the higher order terms in (4) . To obtain a di erence scheme with a higher order, the O(h 2 ) terms in (4) cannot be dropped and has to be approximated further. Since the O(h 2 ) terms has an h 2 factor, they can be approximated to the second order accuracy and still yield the fourth order accuracy for the whole approximation scheme. The key idea in the present development, proposed by Spotz and Carey 14, 15] , is that the truncation errors pertaining to the discrete operator may be represented in the nal discrete equation. For instance, in the case of the central di erence operator for the rst derivative, the O(h 2 ) and the higher order truncation error terms can be represented using the original partial di erential equation such that the order of accuracy is increased depending on how many terms are represented. To illustrate this idea, we di erentiate (1) 
for the third partial derivatives, and repeat the process to obtain (11) for the fourth partial derivatives. If the right hand sides of these partial derivatives can be approximated to the O(h 2 ) order, then the nite di erence scheme (4) can be approximated to the O(h 4 ) order, per our previous discussion. For an illustration, let us examine how the right hand side of (5) can be approximated to the O(h 2 ) order.
The rst and second partial derivatives of the unknown function u and other known functions can be approximated to the O(h 2 ) order, by applying the rst and second order central di erence operators to each functions in question as we did previously. These approximations will use the 7 minimum grid points centered at 0, i.e., the grid points 0; 1; 2; 3; 4; 5 and 6. Di erent fourth order nite di erence schemes can be derived by using di erent approximation formulae for the cross derivatives is of O(h 2 ) accuracy, and uses the additional grid points 7; 8; 9 and 10. This approximation uses the nearest two neighboring grids to approximate the rst partial derivatives. E.g., the rst partial derivative with respect to x at grid point 2 is approximated by the corresponding function values at grid points 7 and 8. If all the partial derivatives in (5) -(11) are approximated analogously, using the rst and second order central di erence operators (2) and (3) with respect to the functions in question, the resulting approximation will be a 19 point fourth order compact di erence scheme. The eight furtherest corner grid points of the reference cube are not utilized in the approximation. Hence, all the partial derivatives in (5) to (11) can be approximated to O(h 2 ) order using the rst and second order central di erence operators involving the grid points 0; 1; 2; : : : ; 17; 18. As we argued previously, if we substitute the nite di erence expressions of (5) - (11) into (4), we will have a fourth order compact nite di erence scheme for (1) de ned at the grid points 0; 1; 2; : : : ; 17; 18.
In this paper, we used the 19 grid points immediate to u 0 , i.e., u l ; l = 0; 1; 2; :::; 18, and the derivation procedure presented previously to derive a 19 point fourth order compact nite di erence scheme for (1). We used the Maple symbolic computation package for the extensive algebraic manipulations. The computations were performed on an HP Exemplar supercomputer at the University of Kentucky Center for Computational Sciences.
The annotated Maple code for deriving the 19 point fourth order compact di erence scheme is listed in Appendix A. Appendix B lists the resulting formula of the 19 point fourth order compact di erence scheme that can be used directly. A set of simpler formulae can be written out for the coe cients of the di erence scheme if we utilize the partial derivatives of the known coe cient functions and the forcing term. Such a simpler di erence scheme can be derived by deleting certain terms in the Maple code listed in Appendix A. E.g., the approximation 
Numerical Validation
The 19 point fourth order compact discretization scheme results in a system of linear equations in the form of Au = b; (12) where A is the coe cient matrix, u is the solution vector (unknown), and b is the right hand side vector, which includes boundary condition information. Each row of A corresponding to an interior node away from the boundary contains 19 nonzero entries. Those rows corresponding to the nodes next to the boundary contain fewer than 19 nonzero entries. In general, A has 19 nonzero diagonals. The linear system has to be solved by some solution technique to yield a solution, i.e., u = A ?1 b. For the current 3D problems, the dimension of A is in general very large. Direct solution method based on Gaussian elimination is usually refrained from consideration due to the excessive requirements on computer memory and CPU time. Iterative techniques are viewed as a more viable means in solving 3D problems. The major disadvantage of many iterative techniques is that their convergence may not be guaranteed for solving general sparse linear systems. Even if an iterative method converges for solving a given problem, its convergence rate is usually dependent upon many factors, e.g., upon the size of the linear system. In the current situation, the size of the linear system is re ected by the mesh size h.
It is very di cult to study the convergence of general iterative methods when (12) is from the most general form of (1). However, if we restrict our attention to some special cases of standard convection di usion equation, in which a b c 1 and s 0 for all (x; y; z) 2 , it is possible to show that the convergence of some basic iterative methods, such as Jacobi and Gauss-Seidel methods, is guaranteed if the cell Reynolds number condition Using a slightly simpler fourth order compact di erence scheme (with s 0), we tested several transformed convection di usion problems in 24]. Our tests have shown that the fourth order compact nite di erence scheme indeed computed high accuracy numerical solution. The 2D and 3D high order compact di erence schemes with grid transformation techniques were demonstrated to be e cient to solve boundary layer problems 4, 3, 24] .
In this paper, we present a test case in the general form of (1) where Re is a constant used to simulate Reynolds number. The computation domain is the unit cube = (0; 1) 3 . The Dirichlet boundary conditions and the forcing term g are set to satisfy the exact solution u = cos(4x + 6y + 8z):
In order to compare the maximum absolute errors and the accuracy orders from di erent di erence schemes, we list the computed results from the standard upwind di erence scheme (UPS), the standard central di erence scheme (CDS), and the derived 19 point fourth order compact di erence scheme (19FCS). Since the convergence rate of the basic iterative methods, such as Jacobi and Gauss-Seidel methods, is very slow for solving large sparse linear systems, they were not used in our numerical computations. The sparse linear systems (12) , arising from the discretized 3D linear elliptic partial di erential equations, were solved by a multigrid method for the fourth order compact scheme, and by a preconditioned Krylov subspace method for the other two discretization schemes 3, 24]. The multigrid method, developed by Gupta and Zhang 8], is extremely fast for solving the sparse linear systems arising from the fourth order compact discretizations of the 3D linear elliptic partial di erential equations, when the magnitude of the coe cients of the rst derivatives is not too large. However, for robust solution of the sparse linear systems from various discretizations, a preconditioned Krylov subspace method can be used. The preconditioned Krylov subspace method, using a multilevel block ILU preconditioner 11], is generally more expensive than the multigrid method, when the latter works. But the former is more robust with respect to the variation of coe cients and of the discretization schemes. Some interesting comparisons of the advantages and compromise of di erent discretization schemes and solution methods can be found in 3].
The computations were terminated when the 2-norm residual was reduced by 10 14 . Su cient number of iterations was allowed until full convergence was reached. The tests were not designed to show how fast the iterative methods employed converged. They were used to show how accurate the computed solutions could be. The errors reported are the maximum absolute errors over the entire discretized grid points. The accuracy order of a discretization scheme can be estimated by comparing the maximum absolute errors after re ning the mesh size, i.e., accuracy order = ln error (h1) error(h2) = ln(
). Table 1 presents the results from UPS, CDS and 19FCS with di erent Re and di erent discretization parameters h 1 = 1=32 and h 2 = 1=64. It can be seen that these schemes almost attained their respective theoretic accuracy orders. The test results also show that the computed solution from the fourth order compact di erence scheme is much more (in some cases almost 3 orders of magnitude more) accurate than those from the standard upwind and central di erence schemes. Although the computation of the coe cients of the 19 point fourth order compact di erence schemes is much more complicated than those of the standard upwind and central di erence schemes, the gain in solution accuracy can generally o set this overhead by computing solution with a coarser discretization for the fourth order compact scheme. It has been argued and demonstrated that the 3D fourth order compact scheme is actually computationally more e cient than its lower order counterparts 8, 20] .
Another major advantage of the fourth order compact scheme we would like to emphasize is that basic iterative methods have been shown to converge for solving the sparse linear systems arising from the discretizations, regardless of the magnitude of the rst order terms in (1) 19, 22] . This advantage makes the multigrid method suitable for using with the fourth order compact schemes 6, 17, 23] . This is not the case for the central di erence scheme which usually has a cell Reynolds number condition. Since even if the relaxation schemes used in multigrid method converge on the ne grids, they may not converge on the coarse grids where the cell Reynolds number condition may be violated.
Conclusion
Deriving high order compact di erence schemes for 3D linear elliptic partial di erential equations is a long and tedious work without any computer aided tool. In our work, we developed a Maple symbolic computation software package to handle the extensive algebraic manipulation procedure. This is the rst time that this type of high order di erence scheme derivation procedure is implemented as a symbolic computation procedure. As an example, we derived a 19 point fourth order compact di erence scheme for a 3D linear elliptic partial di erential equation with variable coe cients with the aid of our Maple symbolic computation software package.
The accuracy of the derived fourth order compact scheme is validated by solving a 3D partial di erential equation with variable coe cients. We compared the accuracy order of the derived fourth order compact di erence scheme with those of the standard upwind di erence scheme and the central di erence scheme. We found that the fourth order compact di erence scheme was able to compute much more accurate solution.
It is worthy pointing out that the Maple package allows the users to output the derived nite di erence schemes directly in LaTeX format or in Fortran code format. These features are extremely convenient for bookkeeping the complicated 3D high order compact di erence schemes to avoid any errors in transferring them from one format to another.
Finally, we remark that this symbolic computation procedure to derive di erence schemes is not limited to the fourth order di erence scheme for the 3D linear elliptic partial di erential equation. It can be extended to derive higher order (compact or noncompact) di erence schemes or for other partial di erential equations. This is a good example that hybrid (numerical and symbolic) computation can be utilized e ciently to solve problems of engineering interest. First and second partial derivative operators with respect to x; y; z at an interior grid point are expressed as their corresponding central di erence operators. dnux, dnuy, dnuz : nth order derivative operators with respect to x, y and z; xn , yn ; zn : n-th order central di erence operators with respect to x; y; z. Substitute the n-th order central di erence operators into the modi ed equation; > subs( fdiff(u,x,x,y,y) = ((u7+u10-2*u1)+(u8+u9-2*u3)-2*(u2+u4-2*u0))/h^4, diff(u,x,x,z,z) = ((u11+u15-2*u1)+(u13+u17-2*u3)-2*(u5+u6-2*u0))/h^4, diff(u,y,y,z,z) = ((u12+u16-2*u2)+(u14+u18-2*u4)-2*(u5+u6-2*u0))/h^4, diff(u,x,x,y) = (u7+u8-2*u2-(u10+u9-2*u4))/2/h^3, diff(u,x,x,z) = (u11+u13-2*u5-(u15+u17-2*u6))/2/h^3, diff(u,y,y,x) = (u7+u10-2*u1-(u8+u9-2*u3))/2/h^3, diff(u,y,y,z) = (u12+u14-2*u5-(u16+u18-2*u6))/2/h^3, diff(u,z,z,x) = (u11+u15-2*u1-(u13+u17-2*u3))/2/h^3, diff(u,z,z,y) = (u12+u16-2*u2-(u14+u18-2*u4))/2/h^3, diff(u,x,x) = (u1+u3-2*u0)/h^2, diff(u,y,y) = (u2+u4-2*u0)/h^2, diff(u,z,z) = (u5+u6-2*u0)/h^2, diff(u,x,y) = (u7+u9-u8-u10)/4/h^2, diff(u,x,z) = (u11+u17-u13-u15)/4/h^2, diff(u,y,z) = (u12+u18-u14-u16)/4/h^2, diff(u,x) = (u1-u3)/2/h, diff(u,y) = (u2-u4)/2/h, diff(u,z) = (u5-u6)/2/h, delta x1] = (u1-u3)/2/h, delta x2] = (u1+u3-2*u0)/h^2, delta y1] = (u2-u4)/2/h, delta y2] = (u2+u4-2*u0)/h^2, delta z1] = (u5-u6)/2/h, delta z2] = (u5+u6-2*u0)/h^2, diff(a,x,x) = (a1+a3-2*a0)/h^2, diff(a,y,y) = (a2+a4-2*a0)/h^2, diff(a,z,z) = (a5+a6-2*a0)/h^2, diff(b,x,x) = (b1+b3-2*b0)/h^2, diff(b,y,y) = (b2+b4-2*b0)/h^2, diff(b,z,z) = (b5+b6-2*b0)/h^2, diff(c,x,x) = (c1+c3-2*c0)/h^2, diff(c,y,y) = (c2+c4-2*c0)/h^2, diff(c,z,z) = (c5+c6-2*c0)/h^2, diff(d,x,x) = (d1+d3-2*d0)/h^2, diff(d,y,y) = (d2+d4-2*d0)/h^2, diff(d,z,z) = (d5+d6-2*d0)/h^2, diff(e,x,x) = (e1+e3-2*e0)/h^2, diff(e,y,y) = (e2+e4-2*e0)/h^2, diff(e,z,z) = (e5+e6-2*e0)/h^2, diff(f,x,x) = (f1+f3-2*f0)/h^2, diff(f,y,y) = (f2+f4-2*f0)/h^2, diff(f,z,z) = (f5+f6-2*f0)/h^2, diff(s,x,x) = (s1+s3-2*s0)/h^2, diff(s,y,y) = (s2+s4-2*s0)/h^2, diff(s,z,z) = (s5+s6-2*s0)/h^2, diff(g,x,x) = (g1+g3-2*g0)/h^2, diff(g,y,y) = (g2+g4-2*g0)/h^2, diff(g,z,z) = (g5+g6-2*g0)/h^2, diff(a,x) = (a1-a3)/2/h, diff(a,y) = (a2-a4)/2/h, diff(a,z) = (a5-a6)/2/h, diff(b,x) = (b1-b3)/2/h, diff(b,y) = (b2-b4)/2/h, diff(b,z) = (b5-b6)/2/h, diff(c,x) = (c1-c3)/2/h, diff(c,y) = (c2-c4)/2/h, diff(c,z) = (c5-c6)/2/h, diff(d,x) = (d1-d3)/2/h, diff(d,y) = (d2-d4)/2/h, diff(d,z) = (d5-d6)/2/h, diff(e,x) = (e1-e3)/2/h, diff(e,y) = (e2-e4)/2/h, diff(e,z) = (e5-e6)/2/h, diff(f,x) = (f1-f3)/2/h, diff(f,y) = (f2-f4)/2/h, diff(f,z) = (f5-f6)/2/h, diff(s,x) = (s1-s3)/2/h, diff(s,y) = (s2-s4)/2/h, diff(s,z) = (s5-s6)/2/h, diff(g,x) = (g1-g3)/2/h, diff(g,y) = (g2-g4)/2/h, diff(g,z) = (g5-g6)/2/h, u = u0, a = a0, b = b0, c = c0, d = d0, e = e0, f = f0, s = s0, g = g0 g,%): > final := sort ( collect ( simplify( %*h^2 ), fu0,u1,u2,u3,u4,u5,u6,u7,u8,u9,u10,u11,u12,u13,u14,u15,u16,u17,u18 g)):
Coe cients of the 3D fourth order compact di erence scheme : ( (coeff(final,u0,1) ),fh,h^2,h^3g)); alpha 1] := sort(collect (simplify(coeff(final,u1,1) ),fh,h^2,h^3g)); alpha 2] := sort(collect (simplify(coeff(final,u2,1) ),fh,h^2,h^3g)); alpha 3] := sort(collect (simplify(coeff(final,u3,1) ),fh,h^2,h^3g)); alpha 4] := sort(collect (simplify(coeff(final,u4,1) ),fh,h^2,h^3g)); alpha 5] := sort(collect (simplify(coeff(final,u5,1) ),fh,h^2,h^3g)); alpha 6] := sort(collect (simplify(coeff(final,u6,1) ),fh,h^2,h^3g)); alpha 7] := sort(collect(simplify(coeff(final,u7,1)),fh,h^2,h^3g)); alpha 8] := sort(collect (simplify(coeff(final,u8,1) ),fh,h^2,h^3g)); alpha 9] := sort(collect (simplify(coeff(final,u9,1) ),fh,h^2,h^3g)); alpha 10] := sort(collect (simplify(coeff(final,u10,1) ),fh,h^2,h^3g)); alpha 11] := sort(collect (simplify(coeff(final,u11,1) ),fh,h^2,h^3g)); alpha 12] := sort(collect (simplify(coeff(final,u12,1) ),fh,h^2,h^3g)); alpha 13] := sort(collect (simplify(coeff(final,u13,1) ),fh,h^2,h^3g)); alpha 14] := sort(collect (simplify(coeff(final,u14,1) ),fh,h^2,h^3g)); alpha 15] := sort(collect (simplify(coeff(final,u15,1) ),fh,h^2,h^3g)); alpha 16] := sort(collect (simplify(coeff(final,u16,1) ),fh,h^2,h^3g)); alpha 17] := sort(collect(simplify(coeff(final,u17,1)),fh,h^2,h^3g));
