Related to each degeneration from CP 2 to CP(a 2 , b 2 , c 2 ), for (a, b, c) a Markov triple -see (1.1) -there is a monotone Lagrangian torus, which we call T (a 2 , b 2 , c 2 ). We employ techniques from symplectic field theory to prove that no two of them are Hamiltonian isotopic to each other.
Introduction
In [12] , we explicitly constructed a monotone Lagrangian torus in CP 2 , which we named T (1, 4, 25). Moreover, we computed the number of Maslov index 2 discs bounded by T (1, 4, 25) , to prove it is not Hamiltonian isotopic to the known Clifford and Chekanov tori.
The T (1, 4, 25) Lagrangian torus can be seen as the 'central' fiber of a particular almost toric fibration of CP 2 -singular Lagrangian torus fibration allowing nodal (pinched torus) and elliptic (circles or points) singularities -see Definition 2.9 of [12] . This almost toric fibration can be obtained from the standard toric fibration of CP 2 by a series of operations called nodal trades and nodal slides -see Definitions 2.12, 2.13 of [12] -that don't change the symplectic four manifold. Nodal trade replaces a corner (corank 2 elliptic singularity) by a nodal fiber in the interior of the fibration with a cut that encodes the monodromy around the nodal fiber. Nodal slides amount to lengthening and shortening the cut. The base diagram for the almost toric fibration containing the T (1, 4, 25) monotone Lagrangian torus can be arranged to look similar to the base for the standard toric fibration of the orbifold weighted projective space CP(1, 4, 25), but with nodal fibers and cuts replacing the orbifold points -see Figure 1 . Performing nodal slides that shorten all the cuts to a limit point, pushing the nodes all the way to the boundary, correspond to a degeneration from CP 2 to the weighted projective space CP(1, 4, 25) . Following the degeneration, T (1, 4, 25) goes to the 'central' fiber of the standard base diagram of CP(1, 4, 25).
The projective plane admits degenerations to weighted projective spaces CP(a 2 , b 2 , c 2 ), where (a, b, c) is a Markov triple, i. e., satisfies the Markov equation:
For each CP(a 2 , b 2 , c 2 ), one can associate a monotone Lagrangian torus, T (a 2 , b 2 , c 2 ), in CP 2 in either of the following ways: -by following the necessary nodal trade, nodal slide and transferring the cut -see Definition 2.1 -operations until we get to a base diagram that is about to degenerate to the base of the moment map for the standard torus action on CP(a 2 , b 2 , c 2 ) and considering the monotone fiber -see section 2, Proposition 2.4;
-by performing three rational blowdown surgeries on CP(a 2 , b 2 , c 2 ) -see section 10 of [11] -that replace a small neighborhood of each point mapping to the vertex of the moment polytope of CP(a 2 , b 2 , c 2 ), having a lens space of the form L(k 2 , kl − 1) as its boundary by a rational ball having the same boundary -see Figure 2 -and considering the monotone fiber. The procedure for going from the Clifford torus on the top left base diagram, to the Chekanov torus (third base diagram) and to the T (1, 4, 25) torus (fifth base diagram) by applying nodal trades and nodal slides -see [10] [11] [12] for definitions. The dots represent the image of the monotone tori in the base diagrams. Each of the bottom diagrams is equivalent to the one right above it since they are related by transferring the cut operations -see Definition 2.1.
We will prove: Theorem 1.1. All the monotone Lagrangian tori T (a 2 , b 2 , c 2 ) are mutually distinct, i.e., no two of them are Hamiltonian isotopic.
In [12] , we gave an explicit description of T (1, 4, 25). We first predicted the number of Maslov index 2 discs each T (1, 4, 25) bounds, by applying wallcrossing mutations to the superpotential, as described by Galkin and Usnich 4 in [7] -see also sections 2.4 and 3 of [12] . But unfortunately wallcrossing formulas are not proved to hold yet. That forced us to directly compute all the Maslov index 2 holomorphic discs T (1, 4, 25) bounds.
Figure 2: The picture on the left represents the base of a toric neighborhood of an orbifold point. The picture on the right is the base of an almost toric fibration on a rational ball having the boundary the lens space L(k 2 , kl − 1). The lens space L(k 2 , kl − 1) is the union of the fibers over the dotted component of the boundary of the base diagrams.
In this paper, we employ a neck-stretching technique from symplectic field theory that help us to give restrictions on the relative homotopy classes in π 2 (CP 2 , T (a 2 , b 2 , c 2 )) that are allowed to be represented by a Maslov index 2 holomorphic disc. More precisely, we describe the convex hull of all classes in π 2 (CP 2 , T (a 2 , b 2 , c 2 )), represented by Maslov index 2 holomorphic discs. Using Theorem 6.4 of [12] we can prove that the tori T (a 2 , b 2 , c 2 ) are not Hamiltonian isotopic to each other. This is the first example of infinitely many Lagrangian isotopic but not Hamiltonian isotopic monotone Lagrangian tori living in a compact symplectic manifold. Remark 1.2. In [13] , Wu used neck-stretching technique to compute holomorphic discs bounded by his torus arising as a 'central' fiber from a semitoric system on CP 2 . By the description of the Chekanov torus as T (1, 1, 4) given in [12] , we believe that his torus is a different presentation of the Chekanov torus. Remark 1.3. While writing this paper the author learned that Galkin and Mikhalkin have independently obtained the same result - [8] .
Remark 1.4. Actually, the results of this paper with Theorem 6.4 of [12] allow us to prove that T (a 2 , b 2 , c 2 ) are not symplectomorphic to each other.
The paper is organized as follows. In section 2 we prove that neighborhoods of the points mapping to the vertices of the standard moment polytope of CP(a 2 , b 2 , c 2 ) have lens spaces of the form L(k 2 , kl − 1) as their boundaries. Hence we can apply rational blowdown on these neighborhoods, as in section 10 of [11] . We show that, after applying the rational blowdowns, we obtain an almost toric fibration of CP 2 . This is done by showing that we can get to the same almost toric fibration by performing a series of nodal trade, nodal slide and transferring the cut operations to the standard moment polytope of CP 2 . In section 3 we describe a technique originated in symplectic field theory, often called neck-stretching. In the subsection 3.1, we give a quick review of neck-stretching, also known as splitting of a symplectic manifold along a contact hypersurface -see [5] , [1], [13] . In subsection 3.2, we define what kind of almost complex structures are adjusted for the neck-stretching we perform. In section 3.3, we work out an example of neck-stretching that is important for the proof of Theorem 1.1. In subsection 3.4, we state, from [1] and [5] , the main compactness theorem of pseudo-holomorphic curves for neck-stretching.
Section 4 is devoted to the proof of Theorem 1.1. We use neck-stretching technique to describe the convex hull of all classes in π 2 (CP 2 , T (a 2 , b 2 , c 2 )), represented by Maslov index 2 holomorphic discs. The proof then follows from Theorem 6.4 of [12] , which is an immediate consequence of the work of Gromov [9] -see also proposition 4.1 A of [6] .
Acknowledgments Hence, we show the claim of [12] that an almost toric fibration having T (a 2 , b 2 , c 2 ) as its central fiber can be obtained from the moment polytope of the standard torus action on CP 2 by a series of nodal trade, nodal slide and transferring the cut operations.
Along the way, we show that the neighborhood of an orbifold point in CP(a 2 , b 2 , c 2 ) is a lens space of the form L(k 2 , kl − 1). Showing therefore that we obtain an almost toric fibration of Consider the standard moment polytope of CP(a 2 , b 2 , c 2 ), for (a, b, c) Markov triple, with oriented edges a 2 u 1 , b 2 u 2 , c 2 u 3 , as in the left picture of Figure 3 . We can arrange
Proposition 2.2. The positive integers m 1 , m 2 are of the form bl 1 − 1, al 2 − 1, respectively, l 1 , l 2 in Z >0 . Hence, the boundary of a neighborhood of the vertex opposed to a 2 u 1 , respect. b 2 u 2 , is a lens space of the form
Proof. First we note that (a, b, c) are mutually co-prime. In fact, if p divide two of them, by the Markov equation (1.1), it must divide the third one. The numbers a ′ = 3bc − a, b ′ = 3ac − b and c ′ = 3ab − c are also divisible by p. Since we can reduce any Markov triple to (1, 1, 1) by applying mutations of the form (2.1), we must have p = 1.
By equating the last coordinate of a 2 u 1 + b 2 u 2 + c 2 u 3 = 0 and using the Markov relation (1.1) we get
Working modulo a and modulo b, we must have m 1 = bl 1 − 1, m 2 = al 2 − 1. Positivity of l 1 , l 2 follows from positivity of m 1 , m 2 .
The second statement of the Proposition follows immediately from section 9.3 of [11] .
Clearly, by rotating the diagram and applying the above Proposition we see that the remaining vertex has a neighborhood with boundary a lens space of the form L(c 2 , cl 3 − 1). Hence, we can apply rational blowdown operations in a neighborhood of each vertex. We get from CP(a 2 , b 2 , c 2 ), represented by its standard moment polytope, to the almost toric fibration represented by the right picture of Figure 3 . Remark 2.3. Consider the primitive vectors w 1 = −(a, l 2 ), w 2 = (−b, l 1 ) and w 3 representing the cuts respectively opposed to the edges a 2 u 1 , b 2 u 2 , c 2 u 3 . The reader can verify that
This shows that the lines leaving the vertices in the direction of the respective cuts intersect in a common point (where the monotone fiber lies). This point is the weighted barycenter of the triangle, i. e., the center of mass of a system with weights a 2 , b 2 , c 2 on the vertices respectively opposed to the edges a 2 u 1 , b 2 u 2 , c 2 u 3 . To see this, the reader only needs to check that
The remaining part of this section is devoted to prove Proposition 2.4, from which we deduce that the space obtaining after performing rational blowdowns in a neighborhood of each (point mapped to each) vertex of the standard moment polytope of CP(a 2 , b 2 , c 2 ) is CP 2 .
Proposition 2.4. Consider the diagram on the right of Figure 3 , with edges a 2 u 1 , b 2 u 2 , c 2 u 3 , and the cut γ opposed to a 2 u 1 . By applying transferring the cut operation to the right of γ, we obtain a diagram so that the affine lengths of the edges is a constant multiple of c 2 , b 2 , a ′2 , where
Figure 4: Transferring the cut operation to the right of the cut γ. We multiplied by a factor of a ′ to simplify computations and lengthened the cut so that the resulting diagram contains T (c 2 , b 2 , a ′2 ) as its barycentral fiber.
Proof. We first multiply all the edges by a factor of a ′ in order to make the computations simpler. We cut the edge parallel to u 1 at a length α so that, for w 1 = −(a, l 2 ) the vector representing the γ, we have
Using that u 1 = (b 2 , −(bl 1 − 1)) -see Proposition 2.2 -we have
From equation (2.3) and m 1 + 1 = bl 1 , m 2 + 1 = al 2 , we get
Using (2.7) and (2.5) in (2.6), and recalling that a ′ = 3bc − a, we get
Hence we cut at ac 2 u 1 . Now we apply the monodromy along γ from right to left, which sends u 2 to u 3 and fixes w 1 . After regluing, the vertical edge has length a ′ (c 2 + b 2 ) = a(a ′ ) 2 , since a · a ′ = b 2 + c 2 is another way to express the Markov relation (1.1). We only need to show that the remaining edge represented by the vector −a(a ′ ) 2 u 3 − ac 2 u 1 has affine length ab 2 .
We have that
Since c and a ′ are co-primes, we only need to show that b 2 divides (a ′ ) 2 + c 2 m 1 . From equation (2.3) and a · a ′ = b 2 + c 2 , we get that
It is clear that considering another cut or transferring the cut operation to the left gives an analogous result. Recall that any given Markov triple (a, b, c) can be obtained from (1, 1, 1) by a sequence of mutation operations (2.1). Therefore, one can apply a series of nodal trades, nodal slides and transferring the cut operations to the standard moment polytope of CP 2 , scaled by a factor of abc, to get to the almost toric fibration, represented by the diagram on the right of Figure 3, containing T (a 2 , b 2 , c 2 ) as the monotone fiber.
Corollary 2.5. Perform three rational blowdowns on small neighborhoods of (the pre-image of ) each vertex of the standard moment polytope of CP(a 2
We then obtain an almost toric fibration of CP 2 as depicted in the right picture of Figure 3 . 
Neck Stretching -SFT
In this section we discuss a technique coming from symplectic field theory, often called neck-stretching. It is a way of splitting a symplectic manifold along a contact hypersurface in which we stretch a neighborhood of the contact hypersurface till a limit where it splits apart. Compactness results tell us what happens to the limit of pseudo-holomorphic curves after we split the symplectic manifold. We refer the interested reader to [5] , [1]. In [13] , Wu also gives a quick review on neck-stretching. Our idea is to apply these techniques to the lens spaces described on the previous section. More precisely, to the boundaries of rational balls which are neighborhoods of the singular fibers on an almost toric fibration containing T (a 2 , b 2 , c 2 ) as the central fiber, depicted in the right diagram of Figure 3 -see also Figure 2 . See section 9 of [11] , for understanding how to see the respective lens spaces as contact manifolds.
Splitting
Let V be a hypersurface of contact type in a symplectic manifold (M, ω). This means that, in a neighborhood of V , one can define a Liouville vector field X (so the Lie derivative L X ω = dι X ω = ω), transversal to V , for which α = ι X ω restricted to V is a contact form.
Following the notations of [5] , let us assume that V divides M in two components M + and M − , as it is the case for each lens space described in section 2. We choose M + and M − so that X points inwards M + , and outwards M − . Hence we can complete M + and M − by gluing along V different halves of its symplectization (V × R, d(e t α)), matching X with ∂ ∂t , obtaining
We also consider partial completions
(e t α)) and (M τ + , e τ ω τ + ) fit together to give a symplectic manifold (M τ , ω τ ). We say that we inserted a neck V × [−τ, τ ] of length 2τ in between M + and M − . We see that in the limit we have Figure 1 . We note that ω τ goes to zero in one end, while it blows up in the other. For our purpose, we will be more focused in what happens in M + , so we consider a stretching (M τ , e −τ ω τ ), so that the symplectic form converges to 0 in M ∞ − and to ω ∞ + in M ∞ + .
Almost complex structures -compatible and adjusted
For a symplectic manifold with cylindrical ends, we require some other properties for an almost complex structure J to be said compatible. Besides the usual compatibility conditions with the symplectic form, we say that J is compatible if at any cylindrical end of the form (V × [0, ∞), d(e t α)) or (V × (−∞, 0], d(e t α)), positive or negative, we have that -J is invariant with respect to translations t → t ± a, a > 0;
-the contact structure ξ = {α = 0} is invariant under J; So, regarding to the splitting, to ensure that we end up with compatible almost complex structures for (M ∞ + , ω ∞ + ) and (M ∞ − , ω ∞ − ) -(3.2), (3.1) -we say that a almost complex structure J on M is adjusted for the splitting situation if -on V , the contact structure ξ = {α = ι X ω = 0} is invariant under J, and -JX = R α , where X is (a multiple of) the Liouville vector field defining α and R α is the Reeb vector field associated with α.
Given an adjusted J, we can define J τ on M τ by setting it equals to J on M + and M − and to be invariant under translation on V × [−τ, τ ]. So, when τ → ∞, we end up with compatible almost complex structures
Example
We consider the following example because it is going to be important in the proof of Theorem 1.1. Consider C 2 with the Fubini-Study symplectic form ω = i/2(dz 1 ∧ dz 1 + dz 2 ∧ dz 2 ) and S 3 (2) = {|z 1 | 2 + |z 2 | 2 = 4}. We have that the radial vector field X = 1 2 (z 1 , z 2 ) is a Liouville vector field. In fact, α :
Now we see that the standard complex structure is adjusted. First one can check that ξ = {α = 0} = T S 3 (2) ∩ i · T S 3 (2), which is formed by the vectors that are orthogonal to both X and iX, with respect to the Euclidean metric < ·, · >= ω(·, i·). Hence the first condition is satisfied and dα(iX, ·) = ω |T S 3 (2) (iX, ·) =< X, · > |T S 3 (2) = 0. Also, α(iX) = |z 1 | 2 +|z 2 | 2 4 = 1. Therefore, iX = R α , the Reeb vector field associated with α, showing that the complex structure given by multiplication by i is adjusted for the splitting with regards to V = S 3 (2).
Let's now look at ( (2) and considering the standards Fubini-Study form and complex structure.
Proof. We only need to show that the following embedding gives an biholomorphic symplectomorphism between (S 3 (2) × (−∞, 0], d(e t α), J ∞ + ) and the punctured ball (B(2) \ {0}, ω F S , i).
We see that dφ(
13
Take a vector v ∈ T C 2 at a point (e t 2 z 1 , e t 2 z 2 ). We can write v = e t/2 (u + aX + bR),
where R = iX and u ∈ T (e t/2 z 1 ,e t/2 z 2 )
Therefore, φ * J ∞ + = i. We leave to the reader to check that φ * ω F S = d(e t α).
The same result hods with a sphere of different radius. We only have to glue the infinite neck using a multiple of the Liouville vector field X to obtain, after multiplication by i, the Reeb vector field.
Consider now the lens space L(n, m) inside C(n, m) := C 2 /(z 1 , z 2 ) ∼ (e 2πi/n z 1 , e 2πim/n z 2 ) as the quotient of S 3 = ∂B(r), for some fixed r > 0. We consider in L(n, m) the contact structure induced from the one in S 3 , which is invariant under the Z/nZ action used for the quotient. Taking the standard complex and symplectic structures in C(n, m) coming from C 2 , and contact structure on V = L(n, m) we obtain an analogous result: Corollary 3.2. Using the same notation for the above setting, we have that, after splitting along V = L(n, m), (M ∞ + , ω ∞ + , J ∞ + ) is a Kähler manifold isomorphic to (C(n, m) \ {0}, ω Std , i).
Compactness Theorem
Here we state a version of Theorem 1.6.3 of [5] adapted to our situation -see also Theorem 10.6 of [1]. Consider a symplectic manifold M and an contact hypersurface V , with an adjusted almost complex structured J, as in the previous section. For n ∈ Z >0 , let M n = M − ∪ V × [−n, n] ∪ M + be the result of inserting a neck of length 2n. -see also section 4.1 of [13] . Figure 5 illustrates the outlook of a stable curve of height 4. It basically consists of a set of J ∞ -holomorphic maps from punctured, possibly disconnected, Riemann surfaces Σ 1 , . . .
, that are asymptotic to Reeb orbits at the punctures. We label a puncture positive/negative if it is asymptotic to a positive/negative end of B i . A negative puncture of Σ i is associated with a positive puncture of Σ i+1 , both asymptotic to the same Reeb orbit under the respective maps. Also, J ∞ is defined in B i = V × R, 1 < i < k, using translation invariance.
Proof of Theorem 1.1
Consider the standard toric fibration of the orbifold CP(a 2 , b 2 , c 2 ), for (a, b, c) a Markov triple, represented by the left picture of Figure 3 . We proceed as in Corollary 2.5. Perform a rational blowdown -see Figure 2 -on a neighborhood of each vertex bounded by lens spaces of the form L(a 2 , al 1 − 1), L(b 2 , bl 2 − 1), L(c 2 , cl 3 − 1) -see Proposition 2.2. Also, assume that the neighborhoods are the quotient of balls of some small radius in the standard coordinate chart centered in the respective vertex (of the form C(k 2 , kl − 1) for k = a, b, c), as in the paragraph before the Corollary 3.2. That way, we obtain an almost toric fibration of CP 2 containing T (a 2 , b 2 , c 2 ) as a monotone fiber, as depicted in the left base diagram of Figure 6 . 
given by the union of the three lens spaces
, used for the symplectic rational blowdown. So V divides CP 2 in four connected components, which we name M + ∪ M −1 ∪ M −2 ∪ M −3 , as in the middle diagram of Figure 6 . Consider the symplectic embedding of M + into CP(a 2 , b 2 , c 2 ). We take the contact structure in V and the almost complex structure J on M + coming from the standard ones of CP(a 2 , b 2 , c 2 ). They are adjusted in the sense given in section 3.2 (we need to take X a multiple of the Liouville vector field) -see example 3.3. Since the space of compatible almost complex structures is contractible, we have no obstruction to extend J defined on M + to CP 2 . Hence, we are in shape for applying neck-stretching for M = CP 2 , V and M + as above, M − = M −1 ∪M −2 ∪M −3 , and J, such that, restricted to M + , is given by the pullback of the standard complex structure in CP(a 2 , b 2 , c 2 ) via the embedding M + ֒→ CP(a 2 , b 2 , c 2 ). We proceed to the proof of Theorem (1.1). All the monotone Lagrangian tori T (a 2 , b 2 , c 2 ) are mutually distinct, i.e., no two of them are Hamiltonian isotopic. Proof. We want to distinguish the tori by studying Maslov index 2 discs they bound and applying Theorem 6.4 of [12] , which follows from the work of Gromov [9] -see also Proposition 4.1 A of [6] . We recall that, for a monotone torus, Maslov index 2 discs have the same area. For convenience, we normalize the symplectic forms of M = CP 2 and CP(a 2 , b 2 , c 2 ), so that the symplectic area of Maslov index 2 discs is 1.
First we note that, by our embedding of M + (symplectic and holomorphic) into CP(a 2 , b 2 , c 2 ), the image of T (a 2 , b 2 , c 2 ) is the standard monotone torus in CP(a 2 , b 2 , c 2 ). Hence it bounds 3 one-parameter family of Maslov index 2 holomorphic discs, coming from the ones in CP(a 2 , b 2 , c 2 ) that do not pass through an orbifold point (assuming we took a small enough neighborhood for the rational blowdown) -see Figure 7 and Corollary 6.4 of [4] . By Proposition 8.3 of [4] , all discs of the above mentioned families are regular. Name α, β, γ the pullback of three of this discs to M + ⊂ CP 2 , one for each one parameter family.
Insert necks of length 2n along V 1 , V 2 , V 3 as in described in section 3.1, obtaining (M n , e −n ω n , J n ). (a 2 , b 2 , c 2 ) ) has its image contained in M + , then it is a disc in one of the one-parameter families that contains either α, β or γ.
From Lemma 4.1, we can see u as an holomorphic disc in CP(a 2 , b 2 , c 2 ) lying in the smooth part. The result follows from Corollary 6.4 of [4] .
. It is invariant in the sense that we see M + ⊂ M n . We also refer to M − ⊂ M n , but note that the symplectic form defined on M − ⊂ M n differs by a factor of e −2n from the one defined on M − ⊂ Msee the definition of M τ in section 3.1. Assume also that N is disjoint from α ∪ β ∪ γ. T (a 2 , b 2 , c 2 ) ) has its image not intersecting M − \ N , then it is a disc in one of the one-parameter families that contains either α, β or γ.
Proof. Consider a neck-stretching on (M n , e −n ω n , J n ) with respect to the contact hypersurface V × {−ǫ} ⊂ M n (which is the boundary of M − \ N ⊂ M n ). Apply Lemma 4.2.
By Corollary 4.3 for n = 0, the discs contained in the complement of M − ⊂ M are all regular. So, in order to obtain transversality we only need to perturb J on M − . Therefore, we can take a regular J, still having the property that, restricted to M + , J is given by the pullback of the standard complex structure in CP(a 2 , b 2 , c 2 ), via the embedding M + ֒→ CP(a 2 , b 2 , c 2 ). Now consider a J-holomorphic disc u of symplectic area 1. T (a 2 , b 2 , c 2 ) ), and [∂u], the class of the boundary of u. Take the isomorphism
that maps β → (0, ∂β) and γ → (0, ∂γ). Via this identification, we completely determine the class of a disc of symplectic area 1 by its projection to the second factor, i.e., by its boundary. 
Proof. Since the algebraic count of J-holomorphic discs in [u] is non-zero, by Theorem 6.4 of [12] , there is a (φ n ) * J n -holomorphic discũ n in the class [u] (if (φ n ) * J n is not regular with respect to the class [u] , for that to happen, there must be a (φ n ) * J n -holomorphic disc there). Therefore,
By Theorem 3.4, there exists a subsequence that converges to a stable curve of height k, for some k ≥ 1. In particular, it gives a J ∞ + -holomorphic map u ∞ + : Σ −→ M ∞ + , where Σ is a (possibly disconnected) punctured Riemann surface with boundary that consists of a circle mapped by u ∞ + to the limit of T (a 2 , b 2 , c 2 ), which we call L(a 2 , b 2 , c 2 ). One component of Σ is a punctured disc, while the others, if any exist, are punctured spheres, because they cannot have positive genus. By Lemma 4.1, we have that (M ∞ + , ω ∞ + , J ∞ + ) is a Kähler manifold isomorphic to (CP(a 2 , b 2 , c 2 ) \ {p 1 , p 2 , p 3 }, ω std , i), where p 1 , p 2 , p 3 are the preimages of the vertices of the moment polytope under the standard moment map.
Hence, we can compactify (M ∞ + , ω ∞ + , J ∞ + ) to (CP(a 2 , b 2 , c 2 ), ω std , i). We also extend u ∞ + to the (possibly disconnected) Riemann surfaceΣ as an holomorphic map in the sense of Definition 2.1.3 of [3] -see also Definition A of [2] . Topologically, we can see this map defining a class on π 2 (CP(a 2 , b 2 , c 2 ), L(a 2 , b 2 , c 2 )), which we call [u ∞ + ], since all the components ofΣ that are not the disc are spheres (topologically, we could think the domain of the compactification of u ∞ + consists of chains of spheres attached to one disc).
Remark 4.5. Note that the discs α, β, γ and the symplectic form in M + ⊂ M n , for all n = 0, 1, 2, . . . , ∞, remain invariant. We keep calling α, β, γ their own limit in CP(a 2 , b 2 , c 2 ) . Claim 4.6. The symplectic area of u ∞ + is 1.
Proof. Take σ ∈ π 2 (M, T (a 2 , b 2 , c 2 )), so that [∂β] and ∂σ are generators of π 1 (T (a 2 , b 2 , c 2 ) ). Consider H = [CP 1 ] ∈ π 2 (CP 2 ) ֒→ π 2 (M n , T (a 2 , b 2 , c 2 )). We have that [β], φ n * σ and H generate π 2 (M n , T (a 2 , b 2 , c 2 )). Moreover, some multiple of H and some multiple of φ n * σ is given as a linear combination of [α], [β], [γ] . Hence, by Remark 4.5, we see that the Maslov index remain proportional to the symplectic area, so T (a 2 , b 2 , c 2 ) ⊂ M n (including L(a 2 , b 2 , c 2 ) ⊂ CP(a 2 , b 2 , c 2 )) remain monotone, with the same monotonicity constant. Now, remember we made the splitting using (M n , e −n ω n , J n ), so that in the limit the symplectic form converges to ω ∞ + in M ∞ + and to zero in M ∞ − . This way the symplectic area of the limit (of a subsequence) of u n is totally (L(a 2 , b 2 , c 2 ) ), that maps β → (0, ∂β) and γ → (0, ∂γ), analogous to ψ (4.1), we can completely determine the relative class of a disc of area 1 by its boundary.
Call D 1 , D 2 , D 3 the inverse images of the (closed) edges of the moment polytope of CP(a 2 , b 2 , c 2 ), which are (pseudo)-holomorphic curves in the sense of Definition A of [2] , which is essentially the same of Definition 2.1.3 of [3] . We have that, up to relabeling, the intersection number of α, β, γ with D 1 , D 2 , D 3 is (1, 0, 0), (0, 1, 0) and (0, 0, 1), respectively. Therefore, the boundary of a class of the boundary a disc having symplectic area 1 and positive intersection with D 1 , D 2 , D 3 must lie in the convex hull of ∂α, ∂β, ∂γ.
In the Intersection Formula given on Theorem 3.2 of [2] , Chen gives the formula for the algebraic intersection number of two pseudo-holomorphic curves in an orbifold. Here we only use the fact that it is positive. Since (a 2 , b 2 , c 2 ) ) is non-zero.
