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Laguerre functions, {L
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}k , when the parameter  is greater than −1. Namely, the maximal
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1. Introduction
The Laguerre polynomials Lk(y) are given by
e−yyLk(y) =
1
k!
d
dyk
(e−yyk+),
where y is positive. We assume that  > −1. The Laguerre polynomials {Lk(y)}∞k=0
form a orthogonal system with respect to the measure e−yy dy. More precisely,
∫ ∞
0
Lk(y)L

j (y)e
−yy dy = (k +  + 1)
(k + 1) kj ,
thus, the Laguerre functions Lk(y) deﬁned by
Lk(y) =
(
(k + 1)
(k +  + 1)
)1/2
e−y/2y/2Lk(y),
for a given , form an orthonormal set with respect to the Lebesgue measure. Standard
references for Laguerre functions and polynomials are [1,8,9].
We deﬁne the heat diffusion kernel W (t, y, z) for  > −1, t > 0, y > 0 and z > 0
as
W (t, y, z) =
∑∞
n=0 e
−t(n+(+1)/2)Ln(y)Ln(z), (1)
and the heat diffusion integral W f (t, y) as
W f (t, y) =
∫ ∞
0
W (t, y, z)f (z) dz.
The heat diffusion integral Wf (t, y) satisﬁes the semigroup property
W f (t + s, y) =
∫ ∞
0
W (t, y, z)W f (s, z) dz.
The maximal operator W ,∗f (t) associated to the heat diffusion integral Wf (t, y) is
given by W ,∗f (y) = supt>0 |W f (t, y)|.
We deﬁne the fractional maximal function Mf (x) for 0 < 1 as
Mf (x) = suph>0
1
(2h)1−
∫
|y|h
|f (x − y)| dy.
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If  = 0, M0f (x) is the Hardy–Littlewood maximal function. It is well known that if
y is a weight with −1 <  < p − 1, then M0f is of strong type (p, p) for p > 1
and of weak type (1, 1) if p = 1 with the measure ydy. As references see [4,6].
The purpose of this paper is to study the action of the maximal operator W ,∗f
just deﬁned on the spaces Lp((0,∞), dy). For 0 the positive results we give here
were obtained by Stempak [7] using techniques similar to those of Muckenhoupt [3].
The situation for −1 <  < 0 is rather different since, for instance, the functions
Lk(y) do not belong to every Lp((0,∞), dy). This indicates that the general theory
of semigroup, see [5], does not apply.
2. Statement of the results
Let N denote the interval
N =
⎧⎨
⎩
(2/(2 + ), 2/(−)) if − 1 <  < 0
and
(1,∞] if 0.
With this notation, we have the following result:
Theorem 1 (Strong type). Let −1 <  < ∞. The maximal operator W ,∗f (y) satisﬁes
∫ ∞
0
W ,∗f (y)p dyC,p
∫ ∞
0
|f (y)|p dy,
with a constant C,p depending only on , provided that p ∈ N. That is to say
(a) If − 1 < 0, then 2/(2 + ) < p < 2/(−), and
(b) If 0, then 1 < p∞. (2)
The following theorem gives the behaviour of W ,∗f at the end points of N.
Theorem 2 (End points). Let −1 < . At the end points of N we have:
(a) If −1 <  < 0, the upper end point of N is equal to 2/(−). The operator W ,∗f
is of weak type and not of strong type (2/(−), 2/(−)).
(b) If 0, the upper end point of N is equal to ∞. The operator W ,∗f is of strong
type (∞,∞).
(c) If −1 <  < 0, the lower end point of N is equal to 2/(2 + ). The operator
W ,∗f is of restricted weak type and not of weak type (2/(2 + ), 2/(2 + )).
R. Macías et al. / Journal of Functional Analysis 229 (2005) 300–316 303
(d) If 0, the lower end point of N is equal to 1. The operator W ,∗f is of weak
type and not of strong type (1, 1).
3. Lemmas
Throughout this paper we shall assume that f (x) is a non-negative function. The
constants will not have the same value in each occurrence.
Lemma 1. Given , 0 < 1, there exists a constant C such that for every y > 0
y−/2M(f (z)z−/2)(y)
C
{
y/2
1
y
∫ y
0
f (z)z−/2 dz
+ suphy/2
(
y−/2
(2h)1−
∫ y+h
y
f (z)z−/2 dz
)
+ M0f (y)
}
(3)
and
suphy/2
(
y−/2 1
(2h)1−
∫ y+h
y
f (z)z−/2 dz
)
Cy−/2M(f (z)z/2)(y). (4)
Proof. If y2h, we have
1
(2h)1−
∫ y+h
y−h
f (z)z−/2 dz
 1
(2h)1−
∫ y
0
f (z)z−/2 dz + 1
(2h)1−
∫ y+h
y
f (z)z−/2 dz
 1
y1−
∫ y
0
f (z)z−/2 dz + suphy/2
(
1
(2h)1−
∫ y+h
y
f (z)z−/2 dz
)
.
On the other hand, if y2h, then hy − h and we get
1
(2h)1−
∫ y+h
y−h
f (z)z−/2 dz  2 · h
1−/2
(2h)1−
1
2h
∫ y+h
y−h
f (z) dz
 2/2(2h)/2M0f (y)2/2y/2M0f (y).
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Thus,
y−/2
(2h)1−
∫ y+h
y−h
f (z)z−/2 dz
y/2 1
y
∫ y
0
f (z)z−/2 dz
+ supy2h
(
y−/2
(2h)1−
∫ y+h
y
f (z)z−/2 dz
)
+ 2/2M0f (y)
which proves (3).
Now, let y2h and choose k0 as the unique integer satisfying 2k0y < y+h2k0+1y,
then
1
(2h)1−
∫ y+h
y
f (z)z−/2 dz  1
(2h)1−
k0∑
k=0
∫ 2k+1y
2ky
f (z)
z/2
z
dz
 y
−
(2h)1−
k0∑
k=0
2−k
∫ 2k+1y
2ky
f (z)z/2 dy
 2 y
1−
(2h)1−
k0∑
k=0
2(1−)k 1
2k+1y
∫ 2k+1y
0
f (z)z/2 dy
 c2(1−)k0
y1−
(2h)1−
M0(f (z)z
/2)(y)
 c
(
y + h
y
)1−
y1−
(2h)1−
M0(f (z)z
/2)(y)
 c
(
y + h
2h
)1−
M0(f (z)z
/2)(y)cM0(f (z)z/2)(y),
thus, we get
suphy/2
(
y−/2
(2h)1−
∫ y+h
y
f (z)z−/2 dz
)
cy−/2M0(f (z)z/2)(y),
ending the proof of the lemma. 
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Lemma 2. Let −1 < . We have the following estimates for the heat diffusion integral
W f (t, y):
(a) If −1 < 0, we denote  = −. Then
W f (t, y)C{e−t/4M0f (y) + e−t (1−)/4y−/2M(z−/2f (z))(y)}. (5)
(b) If 0, then,
W f (t, y)Ce−t/4M0f (y). (6)
Let us consider the generating function for the Laguerre polynomials
∞∑
0
(n + 1)
(n +  + 1)L

n(y)L

n(z)r
n = 1
1 − r e
−r z+y1−r (ryz)−/2I
(
2
(ryz)1/2
1 − r
)
,
where 0r < 1, and I(x) = e−i/2J(ix), the modiﬁed Bessel function, see [1, (20),
p.189]; [8,9] Then, let Q(y, z, r) be the function
Q(y, z, r) =
∑∞
0
(n + 1)
(n +  + 1) e
−y/2y/2Ln(y)e−z/2z/2Ln(z)rn+(+1)/2
=
∑∞
0
Ln(y)Ln(z)rn+(+1)/2
= r
1/2
1 − r e
−(z+y)/2 e−r(z+y)/(1−r)I
(
2
(ryz)1/2
1 − r
)
.
Taking into account (1), this shows that Q(y, z, e−t ) = W (t, y, z).
If e−t =
(
1−s
1+s
)2
, then 0 < s1 holds if and only if 0 < t∞. Thus, if we deﬁne
R(y, z, s) = Q
(
y, z,
(
1 − s
1 + s
)2)
,
we get that R
(
y, z,
1 − e−t/2
1 + e−t/2
)
= W (t, y, z). Moreover,
R(y, z, s) = 12
1 − s2
2s
e
− 14
(
s+ 1
s
)
(y1/2−z1/2)2
e
− 12
(
s+ 1
s
)
(yz)1/2
I
(
1 − s2
2s
(yz)1/2
)
.
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Thus,
W f (t, y) =
∫ ∞
0
W (t, y, z)f (z) dz =
∫ ∞
0
R(y, z, s)f (z) dz
for s = (1 − e−t/2)/(1 + e−t/2).
We shall need in the sequel the following estimations for I(x): Let  > −1, there
exist two constants c and C such that
(1) If 0x1, then c xI(x)C x.
(2) If x1, then c 1x1/2 e
xI(x)C 1x1/2 e
x.
(7)
See [1, (12), p.5] and [1, (5), p.86].
Let Ds =
{
x :
(
1−s2
2s
)2
x1
}
. Then, the function Ds (yz) is equal to 1 if and only
if
(
1−s2
2s
)2
yz1. By (7), Ds (yz)R(y, z, s) is bounded by constant times
1
2
1 − s2
2s
e
− 14
(
s+ 1
s
)
(z1/2−y1/2)2− 12
(
s+ 1
s
)
(zy)1/2
Ds (yz)
e
(
1−s2
2s
)
(zy)1/2(
1−s2
2s
)1/2
(zy)1/4
. (8)
Since − 12
(
s + 1
s
)
+
(
1−s2
2s
)
= −s, we get that (8) is equal to
1
2
1 − s2
2s
e
− 14
(
s+ 1
s
)
(z1/2−y1/2)2−s(zy)1/2
Ds (yz)
1(
1−s2
2s
)1/2
(zy)1/4
 1
2
1 − s2
2s
e−
1
4s (z
1/2−y1/2)2Ds (yz)
1(
1−s2
2s
)1/2
(zy)1/4
. (9)
Analogously, by (7), Dcs (yz)R(y, z, s) is bounded by constant times
1
2
1 − s2
2s
e−
1
4s (z
1/2−y1/2)2Dcs (yz)
(
1 − s2
2s
(yz)1/2
)
. (10)
We denote
H,1(s, y) =
∫ ∞
0
Ds (yz)R(y, z, s)f (z) dz
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and
H,2(s, y) =
∫ ∞
0
Dcs (yz)R(y, z, s)f (z) dz.
Let y > 0, z > 0 and s > 0. For every integer k we deﬁne
Bk(y) = {z : 2ks1/2 < |z1/2 − y1/2|2k+1s1/2},
and let k0 be an integer to be ﬁxed later, then
H,1(s, y)  C
k0∑
−∞
1 − s2
2s
e−22k/4
∫
Bk(y)
Ds (yz)
f (z) dz(
1−s2
2s
)1/2
(zy)1/4
+C
+∞∑
k0+1
1 − s2
2s
e−22k/4
∫
Bk(y)
Ds (yz)
f (z) dz(
1−s2
2s
)1/2
(zy)1/4
= H,11(s, y) + H,12(s, y). (11)
For k0 and Bk(y) having the same meaning as before, by (10), we have that H,2(s, y)
is bounded by a constant times
k0∑
−∞
1 − s2
2s
e−22k/4
∫
Bk(y)
Dcs (yz)
(
1 − s2
2s
(yz)1/2
)
f (z) dz
+
+∞∑
k0+1
1 − s2
2s
e−22k/4
∫
Bk(y)
Dcs (yz)
(
1 − s2
2s
(yz)1/2
)
f (z) dz
= H,21(s, y) + H,22(s, y). (12)
Let us ﬁxed k0 as the unique integer satisfying 2k0+2s1/2 < y1/22k0+3s1/2. Since
|z1/2 − y1/2|2k+1s1/2, if kk0 and z ∈ Bk(y) then, we get
y/4(y1/2 − 2k+1s1/2)2z(y1/2 + 2k+1s1/2)22y. (13)
If kk0 and z ∈ Bk(y), since |z1/2 − y1/2|2k+1s1/2, we get
0z100.22ks and 0y100.22ks. (14)
Proof of Lemma 2. We are going to estimate H,11(s, y),H,12(s, y), H,21(s, y), and
H,22(s, y) for  > −1.
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Estimate of H,11(s, y). By (11) and (13), H,11(s, y) is less than or equal to a constant
times the sum for kk0 of the terms
(
1 − s2
2s
)1/2
e−22k/4y−1/2
∫ (y1/2+2k+1s1/2)2
(y1/2−2k+1s1/2)2
f (z) dz. (15)
Since (y1/2 + 2k+1s1/2)2 − (y1/2 − 2k+1s1/2)2 = 4y1/22k+1s1/2, we have that (15) is
bounded by a constant times
(1 − s2)1/2e−22k/42k 1
4y1/22k+1s1/2
∫ (y1/2+2k+1s1/2)2
(y1/2−2k+1s1/2)2
f (z) dz. (16)
Then, by (13) and (16), we get
H,11(s, y)C(1 − s2)1/2M0f (y). (17)
holds for  > −1.
Estimate of H,12(s, y). By (11), we have that H,12(s, y) is bounded by a constant
times the sum for k > k0 of the terms
1 − s2
2s
e−22k/4
∫
Bk(y)
Ds (yz)
f (z) dz(
1−s2
2s
)1/2
(zy)1/4
. (18)
The condition Ds (yz) = 1 is equivalent to z 1y
(
2s
1−s2
)2
, and by (14), y10022ks.
Hence, (18) is bounded by
1−s2
2s
e−22k/4
∫ 10022ks
0
Ds (yz)
f (z) dz(
1−s2
2s
)1/2
(zy)1/4

(
1 − s2
2s
)
e−22k/4
∫ 10022ks
0
f (z) dz
C(1 − s2)e−22k/422k 1
10022ks
∫ 10022ks
0
f (z) dz
C(1 − s2)e−22k/422kM0f (y).
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Then, we get that H,12(s, y) is bounded by a constant times by
(1 − s2)M0f (y), (19)
for  > −1.
Estimate of H,21(s, y), for the case −1 <  < 0. Let  = −. By (13) we have that
H,21(s, y) is bounded by a constant times the sum for kk0 of the terms
(
1 − s2
2s
)
e−22k/4
∫
Bk(y)
Dcs (zy)
((
1 − s2
2s
)
(zy)1/2
)−
f (z) dz

(
1 − s2
2s
)1−
e−22k/4y−/2
(
4y1/22k+1s1/2
4y1/22k+1s1/2
)1−
×
∫ (y1/2+2k+1s1/2)2
(y1/2−2k+1s1/2)2
Dcs (zy)z
−/2f (y) dz. (20)
If
(
1−s2
2s
)
(yy/4)1/2 > 1, then for zy/4 it turns out that
(
1−s2
2s
)
(yz)1/2 > 1, thus
Dcs (zy) = 0 and the integral above is equal to zero. Therefore, we can assume that(
1−s2
2s
)
(yy/4)1/21, which implies that
(
1 − s2
2s
)
y2. (21)
Then, by (21), expression (20), is smaller than or equal to a constant times
(1 − s2) 1−2 e−22k/42k(1−)y−/2 1
(4y1/22k+1s1/2)1−
∫ (y1/2+2k+1s1/2)2
(y1/2−2k+1s1/2)2
z−/2f (z) dz
(1 − s2) 1−2 e−22k/42k(1−)y−/2M(z−/2f (z))(y).
Hence, for −1 <  < 0, H,21(s, y) is bounded by a constant times
(1 − s2) 1−2 y−/2M(z−/2f (z))(y). (22)
Estimate of H,21(s, y) for the case 0. By (13), we have that H,21(s, y) bounded
by a constant times the sum for kk0 of the terms
1 − s2
2s
e−22k/4
∫
Bk(y)
Dcs (yz)
(
1 − s2
2s
(yz)1/2
)
f (z) dz
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C
(
1 − s2
2s
)1+
e−22k/4y
∫ (y1/2+2k+1s1/2)2
(y1/2−2k+1s1/2)2
Dcs (yz)f (z). (23)
Then, by (21), we get that (23) is bounded by a constant times
(1 − s2)1/2e−22k/42k 1
4y1/22k+1s1/2
∫ (y1/2+2k+1s1/2)2
(y1/2−2k+1s1/2)2
f (z) dz
C(1 − s2)1/2e−22k/42kM0f (y).
Thus, summing up for kk0, we get that
H,21(s, y)C(1 − s2)1/2M0f (y) (24)
holds for the case 0.
Estimate of H,22(s, y), for the case −1 < 0. Let  = −. By (13) we have that
H,22(s, y) is bounded by a constant times the sum for k > k0 of the terms
(
1 − s2
2s
)
e−22k/4
∫
Bk(y)
Dcs (zy)
((
1 − s2
2s
)
(zy)1/2
)−
f (z) dz

(
1 − s2
2s
)1−
e−22k/4y−/2
(
10022ks
10022ks
)1− ∫ 10022ks
0
Dcs (zy)z
−/2f (y) dz.
By (14) the former expression is smaller than or equal to a constant times
(1 − s2)1−e−22k/42k(1−)y−/2M(z−/2f (z))(y).
Hence, for −1 < 0, H,22(s, y) is bounded by a constant times
(1 − s2)1−y−/2M(z−/2f (z))(y). (25)
Estimate of H,22(s, y) for 0. By (12) and (14), H,22(s, y) is bounded by a
constant times the sum for k > k0 of the terms
1 − s2
2s
e−22k/4
∫
Bk(y)
Dcs (yz)
(
1 − s2
2s
(yz)1/2
)
f (z) dz

(
1 − s2
2s
)1+
e−22k/4y/2
∫ 10022ks
0
z/2f (z) dz

(
1 − s2
2s
)1+
e−22k/4y/2(10022ks)/2
∫ 10022ks
0
f (z) dz. (26)
R. Macías et al. / Journal of Functional Analysis 229 (2005) 300–316 311
Since y10022ks, we obtain that (26) is bounded by a constant times
(1 − s2)1+ e−22k/422(1+)k 1
10022ks
∫ 10022ks
0
f (z) dz
(1 − s2)1+ e−22k/422(1+)kM0f (y).
Thus, H,22(s, y) is bounded by a constant times
(1 − s2)1+M0f (y), (27)
when 0.
A simple computation show that 1− s24e−t/2. Then estimates (17), (19), (22) and
(25) obtained for −1 < 0, show that (5) holds, and estimates (17), (19), (24) and
(27) obtained for 0, show that (6) holds. 
4. Proof of the results
Proof of Theorem 1. Let us consider the case −1 <  < 0, and let  = −. By part
(a) of Lemma 4, see (5), we have
W f (t, y)C{e−t/4M0f (y) + e−t (1−)/4y−/2M(z−/2f (z))(y)},
and from Lemma 3, (3) and (4), we have
y−/2M(f (z)z−/2)(y) (28)
C
{
y/2
1
y
∫ y
0
f (z)z−/2 dz + y−/2M0(f (z)z/2)(y) + M0f (y)
}
, (29)
thus, W ,∗f (y) is smaller than or equal to a constant times
y/2M0(f (z)z
−/2)(y) + y−/2M0(f (z)z/2)(y) + M0f (y).
The hypothesis that 2/(2 + ) < p < 2/(−) and p > 1 for −1 <  < 0 is equivalent
to −1 < −p/2 < p/2 < p − 1 and p > 1. This shows that the weights y−p/2 and
yp/2 belong to the Muckenhoupt class Ap and therefore∫ ∞
0
(y/2M0(f (z)z
−/2)(y))p dyC,p
∫ ∞
0
f (y)p dy,
∫ ∞
0
(y−/2M0(f (z)z/2)(y))p dyC,p
∫ ∞
0
f (y)p dy,
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and
∫ ∞
0
M0f (y)
p dyCp
∫ ∞
0
f (y)p dy,
which proves the theorem for −1 <  < 0.
Let us consider the case 0. By Lemma 2 part (b), inequality (6),
W f (s, y)Ce−t/4M0f (y),
thus W ,∗f (y)CM0f (y), and
∫ ∞
0
(W ,∗f (y))p dyC
∫ ∞
0
M0(f (y))
p dyC,p
∫ ∞
0
f (y)p dy,
which proves the theorem for 0. 
Remark 1. A second proof of Theorem 1 can be given by interpolation of the results
obtained for the end points of N in Theorem 2. For the results on interpolation needed,
see [2, Theorem (3.4.6), p.59].
Proof of Theorem 2. (a) If −1 <  < 0 it follows that 2/(−) > 1, and the upper
end point of N is equal to 2/(−). For a ﬁxed s, 0 < s < 1, consider the points y
and z satisfying
(
1−s2
2s
)
y1 and
(
1−s2
2s
)
z1, then, by (7), we obtain
R(y, z, s)C
1
2
1 − s2
2s
e
− 1+s2
1−s2
(
1 − s2
2s
(yz)1/2
)
C,sy/2z/2.
Thus, denoting a = 2s1−s2 , we get that
W ((0,a))(s, y)C,sy/2
∫ a
0
z/2 dz = C,sy/2,
holds for every 0ya. Since
∫ a
0
(y/2)2/(−) dy =
∫ a
0
y−1 dy = ∞,
it follows that the operator W ,∗f is not of strong type (2/(−), 2/(−)). However,
the operator W ,∗f is of weak type. In fact, by (3) in Lemma 1 and (5 in Lemma 2,
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it will be enough to show that the three terms of
y/2M0(f (z)z
−/2)(y) + supy2h
(
y−/2
(2h)1−
∫ y+h
y
f (z)z−/2 dz
)
+ M0f (y)
satisfy the weak type condition. Since −1 <  < 0 implies that −1 < 1 < 2/(−)− 1,
then the weight y belongs to A2/(−). Thus, the ﬁrst term satisﬁes
∫ ∞
0
(y/2M0(f (z)z
−/2)(y))2/(−) dy
=
∫ ∞
0
(M0(f (z)z
−/2)(y))2/(−)y dy
C
∫ ∞
0
(f (y)y−/2)2/(−)y dy = C
∫ ∞
0
f (y)2/(−) dy.
This shows that the ﬁrst term is of strong type and therefore of weak type obviously
of strong and weak type (2/(−), 2/(−)). For the second term if we denote 2/(−)
by p, then p′ = 2/(2 + ). By Hölder’s inequality, we obtain
1
(2h)1−
∫ y+h
y
f (z)z−/2 dz 1
(2h)1−
‖f ‖Lp(y,y+h)‖z/2‖Lp′ (y,y+h).
In order to estimate ‖z/2‖
Lp
′
(y,y+h) we observe that
(/2)2/(2 + ) = 2(1 + )/(2 + ) − 1 > −1 and
(2(1 + )/(2 + ))(2 + )/2 = 1 + 
hold. Then ‖z/2‖
Lp
′
(y,y+h)C(y + h)1+. Thus, since y2h, we get
1
(2h)1+
∫ y+h
y
f (z)z/2 dzC
(
y + h
h
)1+
‖f ‖Lp(y,y+h)C‖f ‖Lp(0,∞).
Multiplying by y−/2 and taking the supremum in hy/2, we obtain
suphy/2
(
y−/2 1
(2h)1−
∫ y+h
y
f (z)z−/2 dz
)
Cy−/2‖f ‖Lp(0,∞).
From this inequality the weak type (p, p) for p = 2/(−) follows readily.
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(b) If 0, the upper end point of N is equal to ∞ and, by (6), we have
W ,∗f (y)CM0f (y). Therefore, the operator W ,∗f is of strong type (∞,∞).
(c) If the lower end point of N is greater than 1, then it coincides with 2/(2 + ).
This implies that  < 0. If for a given a = 2s1−s2 , as before, the integral
∫ a
0 f (z)z
/2 dz
is ﬁnite for every f (z) ∈ L2/(2+)(0, a), then since (2/(2 + ))′ = 2/(−), by uni-
form boundedness, it follows that z/2 ∈ L2/(−)(0, a). This is a contradiction since
z(/2)2/(−) = z−1. Then, there exists f ∈ L2/(2+)(0, a) such that ∫ a0 f (z)z/2 dz = ∞.
This shows that for the given f ,
∫ a
0 R(s, y, z)f (z) dzC,sy/2
∫ a
0 z
/2f (z) dz = ∞,
showing that W ,∗f (y) = ∞ for every ya. This is telling us that the operator W ,∗
cannot be of weak type at the lower end point 2/(2 + ) > 1. Let −1 <  < 0 and
 = −. By (5), (3) and (4), we have
W ,∗f (y)C
{
M0f (y) + y/2 1
y
∫ y
0
f (z)z−/2 dz + y−/2M0(f (z)z/2)(y)
}
. (30)
It is easy to see that the inequalities
1 < 2/(2 − ) and − 1 < −(/2)2/(2 − ) < 2/(2 − ) − 1
hold. These inequalities imply that the weight y−(/2)2/(2−) belong to A2/(2−). There-
fore, the operators
M0f (y) and y−/2M0(f (z)z/2)(y)
are of strong type (2/(2 − ), 2/(2 − )). We have not considered yet the second term
of (30). Let E be a measurable set contained in (0,∞). Then,
∫ y
0
E(z)z
−/2 dz
∫ ∞
0
E(z)z
−/2 dz
∫ |E|
0
z−/2 dz = 1
1 − /2 |E|
1−/2
= C
(∫ ∞
0
E(z) dz
)(2−)/2
.
In consequence,
y/2
1
y
∫ y
0
E(z)z
−/2 dzCy/2
1
y
(∫ ∞
0
E(z) dz
)(2−)/2
.
From this inequality the restricted weak type
(
2
2− ,
2
2−
)
of the second term (30) is
readily obtained.
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(d) Let us show that if the lower end point of N is equal to 1, then the operator
W ,∗f cannot be of strong type (1, 1). By (7), we have
Ds (yz)R(y, z, s)
c
(
1 − s2
2s
)1/2
e−
1
4s (y
1/2−z1/2)2e−
s
4 (y
1/2−z1/2)2e−s(yz)1/2Ds (yz)
1
(yz)1/4
.
Take 0 < ε1. Let us assume that 1 < z1 + ε, 1 + 2εy2, and s = (y − 1)2/4.
Then it follows that s1/4,
(
1−s2
2s
)
1, and
(
1−s2
2s
)1/2
(yz)1/41. Thus Ds (yz) = 1,
and since
1
4s
(y1/2 − z1/2)2 = (y
1/2 − z1/2)2
(y − 1)2 
(
(y − z)
2(y − 1)
)2

(
1
2
+ |1 − z|
2(y − 1)
)2

(
1
2
+ ε
4ε
)2
1,
we get that R(y, z, s) C(y−1) holds. Then
W ,∗((1,1+ε))(y)
C
(y − 1)
∫ ∞
0
(1,1+ε)(z) dz = C
ε
(y − 1) ,
holds for 1+2εy2. If the operator W ,∗ were of strong type (1, 1) we would have
that
∫ ∞
0
W ,∗((1,1+ε))(y) dyA
∫ ∞
0
(1,1+ε)(y) dy = Aε (31)
holds for a ﬁnite constant A depending on  only. On the other hand, we have
∫ 2
1+2ε
W ,∗((1,1+ε))(y) dyC
∫ 2
1+2ε
ε
y − 1 dy = Cε log
(
1
2ε
)
. (32)
In consequence, from (31) and (32), it follows that
Cε log
(
1
2ε
)
Aε or also C,ε log
(
1
2ε
)
A.
This is a contradiction since the left-hand side of the last inequality above tends to
∞ when ε tends to 0, proving that there is no strong type (1, 1) for the operator
W ,∗f . However as we are going to prove, the operator is of weak type (1, 1).
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Since 2/(2 + )1, it follows that 0. Then, by Lemma 2, (6), we have that
W ,∗f (y)CM0f (y) which implies the weak type (1, 1) for the operator
W ,∗f (y). 
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