Abstract-We consider a system consisting of a library of timevarying files, a server that at all times observes the current version of all files, and a cache that at the beginning stores the current versions of all files but afterwards has to update these files from the server. Unlike previous works, the update duration is not constant but depends on the file and its Age of Information (AoI), i.e., the time elapsed since the current version in the cache was created. The goal of this work is to design an update policy that minimizes the average AoI of all files with respect to a given popularity distribution. Actually a relaxed problem, close to the original optimization problem, is solved and a practical update policy is derived. The update policy relies on the file popularity and on the functions that characterize the update durations of the files depending on their AoI. Numerical simulations show a significant improvement of this new update policy compared to the so-called square-root policy that is optimal under fileindependent and constant update durations.
I. INTRODUCTION
Caching, i.e., prestoring popular contents in cache memories close to end users, has become a popular tool to reduce congestion and latency in communication networks. For files that are both time-varying and time-sensitive, i.e., users wish to access recent versions of the files, the files have to be updated regularly. The size of an update thereby depends on the original size of the file and on the time elapsed since the latest version in the cache was created, i.e., on the file's Age of Information (AoI). In fact, if a file has been updated recently, then the data has not changed significantly, and its update is small. Instead, if a file has not been updated for a long time, then most of it needs to be replaced and the update is large. Our work accounts for this by letting the update durations depend on the file and the file's current AoI.
Various AoI-related optimization problems have been studied recently, see e.g. [1] - [10] . In this paper, we consider a single-server single-cache system where the server stores the current version of all files and the cache user updates the files in its memory by downloading fresh versions from this server. The goal is to minimize the average AoI of all the files in the cache when the average is taken with respect to a fixed popularity distribution. The current work assumes a non-stochastic setup similar to [8] - [10] where the server can always access the current version of all the files.
The contributions of the paper are as follows. We first formulate the optimization problem of minimizing the average AoI under AoI-dependent update durations. Then, we slightly relax and simplify the problem and solve this simplified version. Inspired by the solution, we propose a new practical cache update policy that respects all the original constraints. Through numerical simulations, we finally characterize the gain of this policy over the square-root policy obtained in [8] for constant update durations.
The remainder of the paper is organized as follows. Section II states both the original and the simplified optimization problem. Section III solves the relaxed optimization problem through monotonic optimization and convex optimization theory. Section V presents a practical downloading policy inspired by the solution of the simplified optimization problem. Section VI presents numerical simulations and Section VII finally concludes the paper.
II. PROBLEM FORMULATION

A. System setup
The system consists of a remote server and a local server as depicted in Fig. 1 . The remote server has a real-time access to N time-varying and time-sensitive files. The local server starts at time t = 0 with a fresh version of all files in its cache memory, and given the time-sensitivity of the files it wishes to keep the files as up-to-date as possible. It will therefore download and update fresh versions of the files from the remote server, where at any given time it can only update a single file. It is also assumed that a new file update can be started only once the previous updates are completed.
We consider the observation window (0, T ], for a fixed and given T > 0. Let K n , for n ∈ {1, . . . , N }, denote the number of updates of file n in this interval, and 0 < t n,1 < · · · < t n,Kn the starting times of these updates. Define then the inter-update intervals
Given are also N functions f 1 (·), . . . , f N (·) which describe the time that it takes to update the different files, as will be made more clear in the following. Later in this paper we restrict to specific choices of these functions, but for now we only impose the following assumption: Assumption 1 (Update function): Each function f n (·) is assumed strictly positive, bounded, non-decreasing, concave, and differentiable over R + .
We now explain the update procedures and the associated age of information (AoI) process {X n (t)} t≥0 of the files. At time t = 0 the cache contains fresh versions of all the files, and hence the AoI of each file is X n (0) = 0. The AoI of a given file n then grows as X n (t) = t, until the cache has finished downloading a fresh version of this file. The cache starts the first update of file n at time t n,1 and the update is finished at time t n,1 +d n,1 , where d n,1 denotes the first update duration of file n. This update duration depends on the file's AoI at time t n,1 and the update duration function f n :
where the equalities hold because the AoI at time t n,1 is X n (t n,1 ) = t n,1 and by Eq. (1). At the end of this first update, at time t = t n,1 + d n,1 , the AoI of file n drops to the time elapsed since the fresh version was created, i.e., to d n,1 , and then grows again as X n (t) = t−t n,1 until the cache has finished the second update of the file. This second update starts at time t n,2 and finishes at time t n,2 + d n,2 = t n,2 + f n (τ n,2 ). When the second update ends, i.e., at time t = t n,2 + d n,2 , the AoI drops to d n,2 and then grows as X n (t) = t − t n,2 , and so forth. A sample path of the AoI is depicted in Fig 2. To summarize, the AoI of file n ∈ {1, . . . , N } is:
where Fig. 2 . A sample path of AoI evolution Xn(t) for file n.
and the average AoI of a given file n is:
The main focus of this paper is on the expected AoI X over a file that is randomly chosen from the set {1, . . . , N } according to a given file popularity distribution p 1 , . . . , p N ,
The update times {t n,1 , . . . , t n,N } N n=1 have to ensure that at each point in time only a single file is being updated. This is equivalent to requiring that the intervals [t n,i , t n,i + d n,i ) are disjoint for all n ∈ {1, . . . , N } and i ∈ {1, . . . , K n }.
B. Optimization problem
The goal is to minimize the expected AoI X in (6) over all feasible update times {t n,1 , . . . , t n,Kn } N n=1 . We exploit the one-to-one correspondence in (1) and the functional relationship in (4) to express the optimization problem in terms of the inter-update intervals {τ n,1 , . . . , τ n,Kn+1 } n . Moreover, we simplify the cost function by splitting the integral in the computation of X n into K n + 1 subintervals:
where
Here the second equality holds because the integral corresponds to the sum of a parallelogram and a triangle as depicted by the gray area in Fig. 2 . We reach the following optimization problem. Problem 1 (Original problem):
where the minimum is over positive integers K n and positive real numbers τ n,i that satisfy the following two conditions:
and for all i, j, n, n satisfying (n, i) = (n , j):
and
III. A RELAXED SUBOPTIMAL SOLUTION
The presented optimization problem seems hard, even in the asymptotic regime T → ∞, on which we will focus shortly. We therefore relax constraint (9c) into the next constraint
i.e., several files can be updated simultaneously as long as the global update duration remains smaller than the observation window. We also choose (possibly suboptimally) uniform inter-update intervals
The optimization problem then consists in finding the optimal choices of {τ n }, and is stated in Section III-A. To motivate the choice in (11) , notice that it is optimal when the update durations are constant and identical across files [8] . Moreover, in Section V we present a practical update policy that updates only a single file at each time, and has a performance close to the solution to our new optimization problem.
A. A Relaxed Suboptimal Problem
In what follows, consider the asymptotic regime T → ∞. By (9a), the expected AoI X grows without bound unless for all files n the number of updates K n → ∞ as T → ∞. We can therefore assume in the following
Plugging (11) and (12) into (9a) and (10) results in the following new optimization problem, which approximates the original problem in the asymptotic regime where T → ∞.
Problem 2 (Relaxed suboptimal problem -version 1):
s.t. τ n ≥ 0, ∀n, and
We reformulate the optimization in terms of the file utilization ratios, i.e., the fraction of time that each file is being updated,
For finite T , this fraction is
which by (12) tends to fn(τ n) τ n as T → ∞. Due to Eq. (13b), we get λ n ≤ 1 for the feasible points of Problem 2, i.e., the duration spent for updating the n-th file f n (τ n ) is smaller than the inter-update duration τ n .
We have the following useful lemma on the function
Lemma 1: Under Assumption 1, the function t → g n (t) for t ∈ R + is strictly decreasing and its image is (0, ∞). Consequently, g n has an inverse function denoted by g (−1) n , which is also strictly decreasing.
Proof: The derivative can be upper bounded as:
where the inequality (a) is due to the concavity of the function f n and the inequality (b) is due to its positivity. So g n is strictly decreasing. Since lim t→0 f n (t) = f n (0) > 0, we have lim t→0
fn(t) t = ∞. As the function f n is upper-bounded, we also have lim t→∞ fn(t) t = 0. Since f n is differentiable (and so continuous) and strictly decreasing, its image is (0, ∞). The rest of the proof is straightforward. Therefore,τ n = g (−1) n (λ n ), and Problem 2 is easily rewritten as an optimization problem over {λ n } N n=1 . Problem 3 (Relaxed suboptimal problem -version 2): Let
Problem 2 is equivalent to:
s.t. λ n ≥ 0, ∀n, and
We finish this subsection by showing that the optimal solution must lie on the boundary of the feasible set. In subsequent subsections we discuss numerical optimization methods that can be used to solve our problem. We also present the KKT conditions, which can be used to simplify the search of the optimal solution when the function h n is convex.
We have the following auxiliary lemma, which will be useful throughout the paper.
Lemma 2: The function h n (·) is strictly decreasing over R + .
Proof: According to Proposition 1, g (−1) n (λ) is strictly decreasing. In addition, thanks to Eq. (15), we get f n (g
Since f n is non decreasing and g (−1) n is strictly decreasing, the composition f n • g (−1) n is a non increasing function. Proposition 1: Let {λ n } n be the optimal solution of Problem 3. It satisfies:
i.e., it lies on the boundary of the feasible set. Proof: By contradiction, let us assume N n=1 λ n < 1. Then for an arbitrary n 0 , we replace λ n0 with λ n0 + δ n0 to force equality in Eq. (19). As h n is strictly decreasing, we get h n (λ n0 + δ n0 ) < h n (λ n0 ). And the point λ † n0 = λ n0 + δ n0 and λ † n = λ n for n = n 0 is better than the optimal one, which concludes the proof.
B. Monotonic optimization solution
Problem 3 can be cast into the monotonic optimization framework [11] - [13] because the constraints are linear (and thus convex) and the cost function is strictly decreasing by Lemma 2. The optimal solution can thus be found using the so-called Branch-Reduce-Bound (BRB) [13] . Notice that the function h n (λ) grows without bound when λ → 0 (In this limit the file is not updated and its age diverges, see Eq. (26).). The BRB algorithm therefore has to remove a tiny neighborhood around the origin from the initially selected box.
C. KKT based algorithm
The function h n is determined by the update function f n and is generally not convex. This makes that in general the Karush-Kuhn-Tucker (KKT) conditions are only necessary but not sufficient for an optimal solution. However, for many practically relevant choices of the update function f n (see Section IV for more details), the function h n is convex. We therefore derive the KKT conditions in this subsection.
Let us define the Lagrangian
with ν ≥ 0 the Lagrange multiplier. The KKT conditions then state that the primal-dual optimal solutions (λ 1 , · · · , λ N , ν ) must satisfy
where h n denotes the first-order derivative of h n :
Notice that h n is invertible, and the image of this inverse h
is the set of all nonpositive real numbers (−∞, 0]. This latter property holds because h n is differentially continuous and goes from +∞ to 0. We can thus rewrite (20) as
Condition (21) is subsumed by the stronger condition N n=1 λ n = 1, which was proved in Proposition 1. The optimal primal variables λ 1 , . . . , λ N are thus given by (23) for some "waterlevel" ν ≥ 0 that needs to be chosen so that Sometimes it is more convenient to perform a change of variables and express the KKT conditions in terms of the optimal inter-update intervals τ n = g
where f n denotes the derivative of f n . This equation can be easier to solve because it does not include the inverse g (−1) n . For instance, for f n (t) = B n − (B n − ε n )/(1 + t) (with B n > ε n > 0 well tuned in order to ensure the convexity of h n ), solving Eq (24) is equivalent to finding the positive realvalued root of a fourth-order polynomial and thus a closedform solution exists.
IV. A PRACTICAL EXAMPLE FOR f n
In this section, we motivate a specific choice of f n , which will extensively be used in the simulation part. The idea is that in each unit of time, a certain portion of each file becomes obsolete, and that the cache and the server know the obsolete parts. These bits can thus be modeled as erasures, and we model the evolution of file n as passing each bit through a Binary Erasure Channel (BEC) with parameter ∆ n . Assume that the file n initially consists of B n bits. Then, after t time units without update, any given bit of the file n undergoes t sequential applications of a BEC with parameter ∆ n . This transition can be modeled as a BEC with parameter 1 − (1 − ∆ n ) t , and the average number of erased positions in the file after t time units is B n (1 − (1 − ∆ n ) t ). However, when lim t→0 f n (t) = 0, then degenerate solutions likeτ n = 0 could be optimal, which is not feasible in practice. We therefore add an offset ε n to each update function. Combined with the arguments in the previous paragraph, we obtain f n (t) = B n − (B n − ε n )(1 − ∆ n ) t or expressed in an exponential form:
(25) with β n = − log(1 − ∆ n ). Notice that β n > 0 and that such a function f n always satisfies Assumption 1.
For the choice in Eq. (25),
where W (·) denotes the Lambert function. Notice that the associated function h n = g
is convex for certain values of n , B n , β n (for instance, for the set of parameters selected in Section VI). In this case the solution can be found based on the KKT conditions. For other values of n , B n , β n (for instance, for B n = 1, ε n = 0.02, and β n = 10) the function h n is non-convex and we suggest to use the BRB algorithm to find the optimal solution for the relaxed problem.
V. A PRACTICAL SCHEDULING ALGORITHM
The question now is: how to apply the result of the previous sections to obtain a practical scheduling algorithm that satisfies all the original constraints? In particular, only a single update should be scheduled at any given point in time, and a new update can only start once the previous update has terminated.
To describe the practical update algorithm, let {λ n } be an optimal solution to Problem 3, which is either obtained with the BRB algorithm or with the KKT-based algorithm (if h n is convex). Then set τ n := g (−1) n (λ n ). If the algorithm has to schedule a new update at a given time t (because the previous file update just finished), it will choose the file that is currently most urgent, i.e., whose AoI is closest to its maximum target AoIτ n . More precisely, the algorithm schedules any of the files n 0 (t) ∈ {1, . . . , N } that satisfies n 0 (t) = arg min n∈{1,··· ,N } τ n − X n (t).
VI. SIMULATIONS
In this Section, we numerically compare our idealized and practical scheduling policies with the so-called square-root (sqrt) strategy developed in [8] , which is optimal when the update duration equals the same constant value for all files. Under constant update durations, the optimal utilization ratios {λ n } can be determined analytically (see also (28) below for the special case B 1 = . . . = B N ):
We present numerical simulations for two choices of the update functions: i) f n (t) = B n , and ii) f n (t) given in Eq. (25). In all the following figures, blue curves indicate the performance under constant identical update durations and orange curves the performance under one of the two choices of functions {f n }. Solid curves indicate the solutions of the relaxed problems (either Problem 3 for the proposed scheduling policy or the optimization problem described in [8] ) and dashed curves correspond to the proposed practical scheduling algorithms (see Section V) that avoid collisions.
A. File-dependent but age-independent update durations Assume f n (t) = B n . In this case, g n (t) = B n /t and g (−1) n (λ) = B n /λ leading to:
This function is convex, and we just need to solve the KKT conditions. According to Eq. (23), we obtain
Notice that the policy given in Eq. (28) is a slight modification of the one given in Eq. (27) by weighting the popularity of a file with its update duration. According to Eq. (28), for
The work in [8] considered update ratios as optimization parameters and not utilization ratios. For constant update durations the two notions coincide. two files having the same update duration, the most popular one will be updated more often. For two files with the same popularity, the file with longer update duration will get a larger utilization ratio. However, as the update ratio (proportion of updates done within the observation window) is equal to λ n /B n , the files with longer update duration will be updated less frequently.
We split the files into two categories: for n ∈ {1, 2, · · · , N/2}, B n = 1 with popularity p n =∝ 1/n α ; for n ∈ {N/2 + 1, 2, · · · , N }, B n = 5 and p n = p n−N/2 ∝ 1/(n − N/2) α . Each category thus obeys a Zipf-like distribution with parameter α. We fix α = 1.8.
In Fig. 3 , we plot the average AoI versus the number of files N . We observe that the proposed strategy outperforms the square root law based strategy. For instance, the gain is 10% at N = 50. Moreover the loss in performance of the practical algorithm (which prevents from collision, i.e., only one file is scheduled) is small compared to the relaxed solution (which does not prevent to schedule multiple files). 
B. Age-dependent update durations
Throughout this section, assume f n as in Eq. (25) and fix ε n = 0.02, B n = 1, for all files n. We will consider different values for the parameters β n . In particular, we consider setups where all β n s are the same, and thus the update durations depend only on a file's age but not on the identity (index) of the file, and setups with different β n s. Throughout this section, we assume that the popularity of the files follows a Zipf-distribution with parameter α = 1.8, and we apply the BRB algorithm as described in Section III-B to find the optimal solution.
In Fig. 4 we consider the same setup with β n = 0.015, ∀n, but we plot the average AoI versus N when the update function is identical for all files. The proposed strategy achieves a smaller AoI compared to the square root law. For N = 5, the gain is around 50% for the practical algorithm.
In Fig. 5 , we plot the individual utilization ratios versus the file indices (sorted by popularity's order) when N = 5. Once again, β n = 0.015, ∀n. We observe that the optimal utilization ratio significantly differs from the square root law. Actually, the most popular files are updated more frequently and their update durations are shorter. This finally leads to a smaller utilization ratio for the most popular files. In Fig. 6 , we plot the individual utilization ratio and the average AoI versus the file index for N = 5 when all files have same popularity (p n = 1/N , ∀n) but different update duration parameter β n = 0.1 × n, ∀n. Notice that for large values of n, the parameter β n is also large and the update function f n in Eq. (25) is almost constant. For these files, the utilization ratios of the proposed algorithms are close to the ones under the square root law (which is optimal under constant update durations). Instead for small n the parameter β n is small and the update function f n is strictly increasing for small AoIs. For these files the utilization ratios of our algorithms are significantly smaller than under the squareroot law. A closer inspection of our simulations reveals that these files are updated frequently, but each update is short. For moderate n the utilization ratio is large because these are updated frequently and each update is not very short.
VII. CONCLUSION This paper proposes a practical algorithm for scheduling updates from a remote server to a local cache when the update duration depends on the file's AoI. The proposed algorithm is shown to have small performance loss compared to the optimal scheduling policy of a relaxed problem. In all these results, a given file popularity is taken into account.
