Facile and meaningful integration of data from disparate resources is the 'holy grail' of bioinformatics. Some resources have begun to address this problem by providing their data using Semantic Web standards, specifically the Resource Description Framework (RDF) and the Web Ontology Language (OWL). Unfortunately, adoption of Semantic Web standards has been slow overall, and even in cases where the standards are being utilized, interconnectivity between resources is rare. In response, we have seen the emergence of centralized 'semantic warehouses' that collect public data from third parties, integrate it, translate it into OWL/RDF and provide it to the community as a unified and queryable resource. One limitation of the warehouse approach is that queries are confined to the resources that have been selected for inclusion. A related problem, perhaps of greater concern, is that the majority of bioinformatics data exists in the 'Deep Web'çthat is, the data does not exist until an application or analytical tool is invoked, and therefore does not have a predictable Web address. The inability to utilize Uniform Resource Identifiers (URIs) to address this data is a barrier to its accessibility via URI-centric Semantic Web technologies. Here we examine 'The State of the Union' for the adoption of Semantic Web standards in the health care and life sciences domain by key bioinformatics resources, explore the nature and connectivity of several community-driven semantic warehousing projects, and report on our own progress with the CardioSHARE/Moby-2 project, which aims to make the resources of the Deep Web transparently accessible through SPARQL queries.
INTRODUCTION
Data integration is a defining problem in bioinformatics. Biological researchers are required, daily, to gather information from various Web-based data resources and analytical tools and assemble this into a single coherent picture of the underlying biological 'reality'. This task is complicated initially by differences in how data are accessed at each resource, and further by differences in how data are presented to the researcher.
Many systems have been designed with the goal of removing these barriers to data analysis across multiple sources, and they can generally be categorized as either centralized or distributed in nature. Centralized systems, often called data warehouses, solve the integration problem by downloading data from the source databases, transforming it to fit within a common framework (schema) and then loading it into a single, enormous database to be queried. One software package that utilizes this approach is the Sequence Retrieval System (SRS) [1] . Distributed systems, on the other hand, do not aggregate data. Instead, they break a user query into a number of subqueries, each of which is issued remotely against a data source or computational service at its native network location. Resources that can be accessed in this manner are called Web Services, and the orchestration of many Web Services in order to accomplish a larger task is often called grid computing. Once the distributed system has resolved the subqueries, the results are gathered and returned to the user as an integrated whole, creating the illusion of having queried a single database. Examples of such systems include TAMBIS (Transparent Access to Multiple Bioinformatics Information Sources, no longer available [2] ) [3] , BIRN (Biomedical Informatics Research Network) [4] and caCORE [5] . While each of these frameworks are sufficiently flexible to incorporate any type of database or analytical tool, in practice they are oriented towards different types of research. TAMBIS has a focus on general molecular biology resources, BIRN has a focus on neurological imaging data and caCORE has a focus on cancer research. The BioMoby [6, 7] and myGrid [8] projects are also distributed systems, albeit of a simpler and lower level nature. Rather than automatically invoking a chain of Web Services in response to a user query, these systems require that the user specify the execution chain (workflow) explicitly. BioMoby and myGrid are simply large, public registries of Web Services which provide tools for workflow construction.
The most significant recent development in the area of data integration has been the idea of the SemanticWeb [9] . The vision of the Semantic Web is to build a network of interconnected documents that can easily and unambiguously be processed by programs; this new web will be analogous to the network of human-readable pages that currently make up the WWW. As such, it represents a general purpose, distributed system for data integration. Just as all Web pages must be provided in HTML, in order to establish a global network of hyperlinks, data documents on the Semantic Web must be expressed in a common language called RDF (Resource Description Framework) [10] . ( The details of RDF are presented in the section titled ' The Semantic Web-Provider's Perspective'.) Several bioinformatics projects have adopted RDF, as we discuss below; however, the current lack of infrastructure, participation and understanding of the Semantic Web has forced these projects to adopt a centralized approach which we term semantic warehousing.
In addition to experiencing inevitable growing pains, the Semantic Web has to date focused almost exclusively on the creation and retrieval of static RDF documents. Unfortunately, the majority of data available on the WWW are not static; they are 'hidden' behind HTML form fields (i.e. the result of a database-lookup, or a request for analysis). The term 'Deep Web' was coined in 2001 [11] to describe this vast set of resources. Estimates of the size of the Deep Web put it at nearly 3 orders of magnitude larger than the Web itself [12] . As such, any data integration initiative (bioinformatics or otherwise) that does not make accessing this massive resource a primary concern is merely scratching the surface of discoverable knowledge.
The static nature of the Semantic Web can potentially be overcome by the introduction of Web Services that produce and consume RDF. One early effort at such a framework is the SSWAP (Simple Semantic Web Architecture and Protocol) [13] project, which provides a public registry of RDFbased Web Services analogous to Moby and myGrid. The Moby 2.0/CardioSHARE framework, introduced here, is likewise a framework for RDF-based Web Services. In addition, it aims to provide higher level functionality for querying and reasoning against its services, as we describe below.
In order to facilitate a more concrete discussion of the numerous technologies available for data integration, we will consider a simple use case. Imagine a researcher trying to identify potentially 'druggable' protein targets in search of a new anti-inflammatory therapy. One strategy is to generate a list of human genes implicated in inflammatory response and, in order to reduce potential side effects, filter out those gene products involved in multiple biological pathways. There are many ways this strategy could be implemented: static and dynamic (Deep Web) data could be collected from various Websites by 'surfing' and then integrated manually; an automated approach could be developed using a traditional Web Services framework, or an enhanced Web Services framework such as BioMoby or myGrid; if all of the required data were pre-computed, made available by each provider in a common syntax and with a shared identifier framework-as in the Semantic Web-an agent could be designed to traverse these multiple endpoints and integrate the results; data from disparate resources could be normalized, merged and stored in a task-specific semantic data warehouse such as Bio2RDF [14] ; or an attempt could be made to merge the Semantic Web and Web Services approaches, as we propose here with the introduction of the Moby 2.0 and CardioSHARE frameworks. We will revisit this real world 'drugability' use case in each section to provide a reference framework for exploring the strengths and weaknesses of these various integration strategies, and as a means of examining how data integration technologies on the Web are evolving. WEB 1.0 AND 'SEMANTICS 1.0'
What we have termed the Web 1.0 approach to data integration is so common and fundamental that most researchers will hardly recognize it as data integration at all. It is simply the process of visiting several different websites, collecting from each the subset of relevant data stored there and assembling that data into a useful whole. Even though databases often provide hyperlinks to relevant pages at other websites ('link integration' [15] ), even this basic procedure presents challenges to the researcher. Variations in terminology used to annotate data at each website make it difficult for a researcher to find all of the relevant information, requiring a separate search for each synonym. For certain types of annotation, this problem has been addressed through the use of common controlled vocabularies to annotate data. The most successful of these is the Gene Ontology (GO) [16] , actually a collection of three ontologies to describe the function, role and localization of gene products. The importance of GO is demonstrated by its near-ubiquitous use in the life science community [17] .
From the perspective of data integration, GO provides shared 'semantics' for the specific case of protein annotation, thus in principle enabling interdatabase/inter-organism protein queries to be executed with a guarantee of shared 'intent' across all participating sites ('semantic integration'). What GO does not provide, however, is any syntactic framework; neither at the level of protein data representation, nor at the level of predictable Web-enabled identifiers for proteins or even for GO terms themselves.
The lack of 'syntactic integration' poses a substantial barrier. Every individual website offers a different representation of the data and while these syntactic differences represent a slight learning curve for a human researcher, they are significantly more problematic for automated agents, which must be customized to integrate data from each data source (e.g.: the 'adaptor' architecture of BioPerl [18] and BioJava [19] ). Worse still, the query interfaces themselves are disparate. While humans can generally interpret even unfamiliar Web forms as a result of visual cues regarding which input field requires which datatype, automated agents have to, again, be custom-designed for each interface, and are prone to failure as these interfaces evolve [20] .
To resolve our druggable-targets use case using Web 1.0 and 'Semantics 1.0' technologies, our researcher first needs to generate a list of human genes involved in inflammatory response, then identify the biological pathways each gene is known to be involved in. Figure 1 depicts a typical (and incredibly tedious) set of steps that can be used to obtain this data. The procedure requires a cycle of clicking, copying and pasting that involves the GO, Uniprot and KEGG websites, and must be repeated roughly 200 times! Automation of this process is possible by means of 'screen scraper' scripts; however, such automated data retrieval and analysis pipelines must be custom-coded for every question, and updated as the underlying resources change their interfaces and/or syntaxes. [29] has developed the UDDI [30] standard for registration and discovery of Web Services. Unfortunately, the core Web Services technology stack does very little to solve the data integration problem. Web Service interfaces are defined in WSDL which describes the various interface elements through XML Schema [31] . While XML Schema may be used to automate the creation of computational models for the structure of data, the tags in XML documents are not (reliably) grounded in any shared interpretation; thus the meaning of those data structures and their content is completely opaque to an automated agent. Every Web Service interface requires specific manual coding of an agent to access it in a 'meaningful' way, in precisely the same manner as required for screen scrapers, and thus native Web Services represent an almost trivial, incremental advance over the Web 1.0 approach with regard to our integration use case.
WEB SERVICES AND SEMANTICALLY ENHANCED WEB SERVICES
The BioMoby 1.0 [6] and myGrid [8] projects were early attempts to add semantics into Web (1) The user begins at the AmiGO website [21] , where a search for 'inflammatory response' from the front page returns a list of matching terms in the GO. Choosing one of these terms displays a list of gene products classified with the term, which can then be filteredby organism. ( 2) The filtered list can be downloaded, giving the researcher a tab-delimited file containing (among other things) the UniProt ID of each gene product. (3) The UniProt IDs can then be used one at a time at the UniProt website [22, 23] to fetch a record that contains an ID in the Kyoto Encyclopedia of Genes and Genomes (KEGG) [24, 25] . (4) This KEGG ID is a hyperlink which can be followed to retrieve a record for the gene on the KEGGwebsite.This record includes a list of all biological pathways the gene product is known to participate in. (5) The list of pathways is then manually evaluated by the researcher based on their expert knowledge of the specific biomedical criteria required. (6) While this process is not overly complicated on the surface, and is easy to follow for a few individual gene products, iterating over the approximately 200 results returned by AmiGO for 'inflammatory response'demands an automated procedure.
Services in order to enhance discoverability of, and interoperability between, Web Services. Both projects utilize ontologies to annotate various attributes of a Web Service, and store these in a searchable registry to facilitate discovery of appropriate services by the target end user. This provides, at least at a primitive level, semantic interoperability between Web Services. BioMoby takes the additional step of explicitly defining the syntax of all messages and identifiers used in its framework by creating a standard serialization format for instances of its ontologies. As a result of this rigorous syntactic agreement by all providers, BioMoby Web Services are capable of being automatically chained into workflows, in which the output from one service serves as the input to another.
It is worth noting that this decision to dictate data syntax in an end-user-extensible way has been among the most controversial aspects of the BioMoby framework. In particular, ontologically defined data structures are too flexible to be represented by XML Schema and thus the plethora of code support for traditional Web Services is unavailable to BioMoby participants. Yet, it is in this decision to allow the extensible ontology to govern data syntax that most of the power of BioMoby lies; by modularizing and semantically grounding every node in a BioMoby XML document, all ambiguity about syntax and its interpretation are removed. Therefore, machines can reliably and 'meaningfully' move data amongst themselves in a fully automated manner simply through ontological look-ups. Given that (i) the more recent Semantic Web technologies described below result in a very similar modularization of data when used to their full extent; (ii) these technologies promise to provide even more powerful interoperable behaviours than BioMoby through the use of DL reasoning; and (iii) the resultant data structures similarly cannot be described by XML Schema (for precisely the same reason that BioMoby data structures cannot be), we anticipate that the days of traditional Web Services may be numbered, despite the large investment in these technologies. As indicated above, we believe that the benefits of a standard Web Service framework (with respect to resource-interoperability on the Web) are so limited that this step in the evolution of data integration might usefully be skipped by bioinformatics service providers. We would favour a much more rapid adoption and expansion of the Semantic Web framework, along the lines of the Moby 2 and CardioSHARE projects discussed below.
Turning again to our use case, let us now try to resolve it using Web Services by constructing a workflow to retrieve potential anti-inflammatory targets. Conceivably, this workflow might consist of only two services: the first taking a GO term as input and generating a list of proteins as output, and the second taking a protein as input and generating a list of biological pathways as output. However, as described earlier, connecting two Web Services is not always straightforward because each service may use a different representation for the same type of data. To compensate for this, the myGrid project introduced the concept of a 'shim' service, where semantically equivalent data are converted from one syntax to another. Due to the strict syntactic agreement between BioMoby service providers, such 'shims' are far less prevalent; however, shims are also required in many BioMoby workflows in order to 'lift' the data from a semantically opaque flat-file format into the more semantically transparent BioMoby syntax. An example BioMoby workflow that accomplishes our use case is provided in Figure 2 .
THE SEMANTIC WEBçPROVIDER'S PERSPECTIVE
The significant financial and human-resource investment in the BioMoby (Canadian-led) and myGrid (European-led) initiatives demonstrate a recognition of the global need to rapidly advance machinereadable semantic and syntactic data standards in the bioinformatics domain. Recently, this cause has been adopted by the W3C through the Semantic Web initiative [33] and, in particular relation to bioinformatics, the Semantic Web in Healthcare and Life Sciences Special Interest Group(s) [34] . The ultimate goal of Semantic Web standards is to enable the automated connection and re-use of data from different sources on the internet. The most important of these standards, upon which all the others are built, is RDF [10] . RDF is a model for describing data as a collection of triples; each triple constitutes a simple statement containing a subject, a predicate and an object. For example, a triple might be [GO:0002526 is named 'acute inflammatory response']. When two triples share a subject or an object, they are linked. For example, a second triple [GO:0002526 is a subclass of GO:0006954], provided by any participant in the Semantic Web, would result in the two statements being linked via the common subject GO:0002526. In this way, distributed RDF data can be considered to be a graph of interconnected nodes, where connections are provided by commonly identified subject or object nodes. To facilitate these connections, RDF is based on Uniform Resource Identifiers (URIs) [35] .
In addition to RDF as a common syntax for data, the W3C provides the Web Ontology Language (OWL) to describe the structure and meaning of that data, by way of a formal ontology. A formal ontology consists of definitions, stated in formal logic, for a set of classes and predicates in a certain domain. Under OWL, classes are mainly defined by the use of property restrictions and specialization (subclassing). Property restrictions state conditions about the number and type of properties (predicates) that members of a given class are expected to have, and may also constrain the values for those properties. Specialization allows classes to be defined in a hierarchical manner, where all of the properties defining superclass membership apply to subclass membership. An ontology allows an automated agent to assess data it encounters on the internet, and make inferences about that data based on its properties without human intervention; as such, the RDF and OWL frameworks potentially represent a significant advance towards interoperability of Web resources. Moreover, it moves us beyond the limited semantic power of GO-like vocabularies, and the constrained, boutique XML framework provided by BioMoby.
Unfortunately, while ontologies are increasingly common as a formal method of distributing knowledge (e.g. GO, FMA [36] , OBI [37] , etc.) the full utilization of Semantic Web standards is only creeping forward [38] . Although the community has recently begun to recognize the inherent 'webness' of the Semantic Web, and thus make the concepts in their ontologies and knowledge models available as resolvable URIs, data distribution conforming to Semantic Web standards has been extremely slow to emerge. This delay may be partially due to confusion about the roles of RDF and OWL in the Semantic Web 'stack', and a reluctance by busy service-providers to buy into standards that are still in their relative infancy. Another clear barrier, however, exists in the failure of the community to agree on a standard for stable, resolvable URIs with a predictable resolution behaviour. A workflow of BioMoby services, constructed in Taverna [32] . The workflow finds all genes annotated with a given GO term and the set of KEGG pathways to which they belong. The boxes labelled 'id' and 'namespace' represent workflow inputs; 'Moby_ XML_Object' represents the construction of a Moby XML object; 'MOBYSHoundGiFromGOID', 'convert Identifier2KeggID' and 'getKeggPathwaysByKeggID' represent Moby services; 'Extract_Pathway_ID' and 'Extract_Gene_ID' represent extraction of data from Moby XML; 'Pathway' and 'Gene' represent workflow outputs.Web Services in a workflow are not constrained to producing a single output value per invocation. For instance, the 'MOBYSHoundGiFromGOID' service produces identifiers for proteins annotated with a given GO term, and thus it may generate arbitrarily many outputs for a single service call. Taverna automatically handles collections of outputs, by invoking the next service in the workflow iteratively. Ideally, the workflow depicted here should contain only two services: one to retrieve proteins by GO term ('MOBYSHound GiFromGOID') and one to retrieve the set of KEGG pathways for a gene ('getKeggPathwaysByKeggID'). However, an additional 'shim' service is required between these two services to translate a GI identifier for a protein to a KEGG identifier for a gene. Further complexity is introduced by the fact that Taverna is not designed specifically for BioMoby services: extra boxes must be added at the beginning and end of the workflow to construct and parse Moby's specialized XML.
URI CONFUSION
The lack of a community standard for URIs is a significant problem for both data providers and users. For data providers who want to distribute their data in RDF format, there may be no authoritative URI scheme for the data they wish to reference. Worse, it is possible that the data they wish to reference does not even exist in RDF format. In both cases, the provider is forced to invent a URI for the third-party data-element, or use a convoluted database cross-reference. The use of provider-specific ad hoc URIs and database cross-references presents a significant problem for users attempting to integrate data from different sources, as noted below.
There are several other sources of confusion about URIs:
Resolution: What should a URI resolve to? For example, a URI representing the BRCA1 gene could represent the DNA or protein sequence of BRCA1, a Web page about BRCA1 or a 'concept' that is the BRCA1 Gene. Should resolving a URI return all relevant information about that URI? If so, there may be arbitrarily many sources that make statements about BRCA1. How can we locate all of these sources and retrieve the information?
Stability of URIs: Given that the Web provides no inherent guarantee of URI stability, what happens if a data provider decides to change the URI for a particular data record?
ImmutabilityofData: Similarly, there is no guarantee that when I dereference the URI for the BRCA1 protein, I will get the same sequence today as I did a year ago. Is this necessary? Is it desirable?
It has been argued [39] [40] [41] that stability of URIs and the immutability of data are particularly crucial to bioinformatics because data analyses, like wet lab experiments, must be reproducible; however, in the 'real world' such contracts are extremely difficult to maintain, and lead to significant curatorial overhead and investment.
Several URI schemes have been proposed to address these issues. The most frequently discussed candidates are LSIDs [39] , which make use of Web Services and the DNS system for resolution, and PURLs [42] , which use simple HTTP redirects. The LSID proposal addresses all of the abovementioned concerns about URIs (resolution, stability and immutability), but is a full-blown protocol; it requires implementation of new clients and resolvers. In addition, it provides functionalities not natively supported by HTTP, such as support for explicit separation of URI data and metadata, and the ability to have multiple third-party sources of metadata 'attached' to any given URI (i.e. anyone can say anything about anything). PURLs, on the other hand, provide only for the stability of URIs but do not require any new infrastructure; they are therefore limited to the resolution behaviours that HTTP supports. In an effort to choose appropriate URIs for their data, providers have often turned to the HCLSIG, which has been chartered to provide guidelines to the community on the use of Semantic Web technologies. Unfortunately, the tentative recommendations and best practices derived from the HCLSIG in its last charter (up to mid-2008) were arrived at too late to be agreed upon and published; thus the broader bioinformatics community remains in limbo, awaiting formal direction on how to assign URIs [43, 44] . Nevertheless, the recent demonstrations [45] and documents [46, 47] of the HCLSIG indicate that PURLs will soon become the recommendation. Even assuming a standard for URI agreement, however, there are still problems with querying distributed Semantic Web data, as we discuss subsequently.
THE SEMANTIC WEBçCONSUMER'S PERSPECTIVE
The W3C has developed the SPARQL Protocol and RDF Query Language [48, 49] for querying data on the Semantic Web. Given the distributed nature of the Semantic Web, it is natural to expect that SPARQL is capable of querying across multiple RDF files stored at different locations on the network. For current SPARQL implementations, however, this is only true in a very limited sense. Although a SPARQL query may specify any number of remote RDF files using the FROM and FROM NAMED clauses, these files must be downloaded in their entirety to the server hosting the endpoint [50] . Unfortunately, the size of most bioinformatics datasets renders this infeasible. (For instance, the full RDF download from UniProt is nearly 50GB). Very recently, the first prototypes for querying across multiple SPARQL endpoints have been developed (see for example [50, 51] ). These systems function by breaking a single query into a number of subqueries, and then issuing those subqueries against different endpoints using the SPARQL protocol.
However, even if it were possible to query multiple remote RDF data distributions, it would still be necessary to locate these distributions in the first place. The obvious solution to this problem is to generate a searchable index by crawling the Semantic Web in the same manner that present Web search engines (like Google) index HTML pages. The first such indexes have just begun to appear: examples include Sindice [52] , Swoogle [53] and the Semantic Web Search Engine [54] . These systems are still in their infancy, but even when they are fully developed and the life science community agrees on a URI standard that allows biological data to be crawled, the data in the Deep Web will still remain inaccessible.
Returning to our use case, the researcher might decide to query the available RDF/OWL datasets from GO, UniProt and KEGG in order to find potential targets for anti-inflammatory treatment. Unfortunately, this effort would likely end in frustration. Even assuming that the researcher understands Semantic Web technologies, knows where to download the datasets and is familiar with the structure of each dataset, there are still too many technical difficulties to make this approach feasible. Many of these are rooted in the 'semantic creep' that pervades the life sciences community.
As a first attempt, the researcher might search for a public SPARQL endpoint that allows querying of remote datasets, such as the OpenLink Virtuoso demo site [55] . However, in the process of writing the first test query, the researcher would realize that the full GO and UniProt RDF distributions cannot be queried remotely because they are only available on the network as compressed files.
As a second attempt, the researcher might download the three datasets and attempt to query them using a SPARQL command line tool, such as ARQ [56] or roqet [57] . Unfortunately, both of these tools attempt to load every source RDF graph into memory before querying, so they cannot be used with the 50 GB UniProt distribution.
As a third attempt, the researcher might decide to load the datasets into a triple store such as Redland [58] , Sesame [59] , Jena [60] or Virtuoso [61] , and then perform the query. After several days of reading documentation, coding, compiling, and waiting for the data to load, the researcher would find that querying across the datasets is still not possible, because the datasets themselves are not linked. That is, common entities between the datasets are not encoded with the same URIs. In fact, database cross-references within the GO and KEGG distributions are not made by means of URIs at all (Figure 3 ).
SEMANTIC WAREHOUSES
To overcome the problems discussed in the previous section, some groups have built semantic warehouses. Semantic warehouses are large databases in which the data from several sources is merged into a single RDF graph. Centralization of data provides benefits in quality control and query optimization at the expense of increased curatorial overhead. For example, the data from the original sources must first be converted to RDF, from whatever format is publicly available for download. Even in the case that the source data are obtained in RDF format, the lack of cross-references between data resources requires that the URIs for the various nodes and properties be rewritten according to a warehouse-specific (i.e. invented) URI scheme. In this way, the warehouse ensures that all of the logical connections that should exist between the different data sources are reflected as edges within the graph. This allows a user to easily issue queries across data that originates from different sources.
One drawback of the warehousing approach is that queries are limited to a fixed set of databases. This set is chosen by the warehouse provider, often with a specific purpose or domain in mind that does not necessarily match that of the user. Another problem is that warehouses are vulnerable to changes made in the original data sources. If the data in the warehouse is to remain current, it must be periodically refreshed or re-imported. If the access method, network location or structure of the data changes in between these updates, the RDF conversion scripts used to build the warehouse must Figure 3 : Above, an excerpt from go_20080713-assocdb.rdf-xml showing a database cross-reference to UniProt; below, the same excerpt rewritten to use the permanent UniProt URI. The information in the <go:name> tag can be read directly from the UniProt record once it is retrieved from the given URI.
be modified accordingly. The task of maintenance becomes more complex and time consuming as the number of aggregated sources increases. This well known problem in warehousing [15] will not be significantly alleviated so long as the source data stores publish their data in legacy non-semantic formats.
There are three major semantic warehouses dedicated to life science data:
Bio2RDF [14] is an RDF database consisting of 70 million triples, encompassing information from many key bioinformatics resources, including Entrez Gene [62] , KEGG, OMIM [63] , UniProt and PubMed [64] . Under the Bio2RDF URI scheme, each node is assigned a URI of the form 'http:// bio2rdf.org/[database name]:[database identifier]'. For example, the URI identifying the Pubmed document 11992264 is http://bio2rdf.org/ pubmed:11992264. This URI resolves to a collection of RDF triples containing relevant information about the paper: its authors, the journal of publication, the text of the abstract and so on (Figure 4 ). Bio2RDF may be queried via a public SPARQL endpoint at http://bio2rdf.org/sparql.
The Health Care and Life Sciences Interest Group Knowledge Base (HCLS-KB) [45] is an enormous semantic warehouse developed by the HCLSIG consisting of 325 million triples. The knowledge base was designed with a focus on neuroscience and contains many domain-specific resources, including the Allen Brain Atlas [65] , which provides gene expression images for different regions of the mouse brain, and SenseLab [66] , which provides (among other information) the anatomical location and properties for various types of neurons. The knowledge base also includes more general resources, such as Entrez Gene, the full set of Open Biomedical Ontologies [67] and the GO annotations database. The HCLS KB may be queried via SPARQL at http://sparql.neurocommons. org:8890/nsparql/or http://hcls.deri.ie/hcls_demo. html.
The Pathway Knowledge Base (PKB) [68] is a smaller effort to integrate data sources that are available in the BioPAX format, a widely adopted data exchange format for biological pathway data defined in OWL [69] . PKB integrates human, yeast and Escherichia coli pathway data from Reactome [70] , KEGG and BioCyc [71] , resulting in a database with over 2000 pathways and three million triples. The PKB is implemented using Oracle's RDF Store [72] , and as such does not offer a SPARQL interface. Instead, the knowledge base can be queried via a proprietary extension to SQL which supports SPARQL-like functionality. The query interface, together with usage examples, is available at http://pkb.stanford. edu/pkbdev/sql.jsp.
To see how valuable these semantic warehouses are to scientific researchers, consider our drugability use case in the context of Bio2RDF. (In practice, the HCLS-KB is not capable of answering our query about inflammatory response, because it does not incorporate metabolic pathway data. Similarly, we would not be able to answer a query about the input receptors of a thalamic relay neuron using the Bio2RDF database since this is not part of its source-data.) Ideally, our researcher would like to pose a query like that in Figure 5 , using the SPARQL endpoint at http://bio2rdf.org/sparql, but this is not quite possible using the resource as it stands. The main issue is that most SPARQL implementations do not have any native inferencing capability, so a query that returns 'inflammatory response' along with all of its descendants in the GO tree is simply not feasible. A smaller issue is the lack of direct connection between pathways and KEGG genes, as depicted by the hypothetical biopax: involvedInPathway predicate in Figure 5 . Instead, the connection between a pathway and a KEGG gene must be made by following a series of links from pathway to reaction, reaction to enzyme and finally enzyme to KEGG gene. This specific data structure must be replicated in the actual Bio2RDF query (Figure 6 ).
Both the benefits and disadvantages of the semantic warehousing approach discussed in this section are entirely a result of centralizing responsibility for data. The BioMoby project represents an early attempt at bioinformatics resource federation: attempting to take advantage of the shared responsibility and scalability offered by distributed Web Services while maintaining the power of a warehouse approach.
MOBY 2.0çSEMANTIC WEB MEETS DEEP WEB
As discussed in the Introduction section, the majority of bioinformatics data resides in the Deep Web and may not even exist until an analytical tool is invoked. Current life science Semantic Web initiatives have largely ignored this data. Even the semantic An idealized SPARQL query, impossible in the real world for numerous reasons. The WHERE clause, surrounded by curly braces ({}), specifies the graph pattern.The graph pattern consists of one or more RDF triples, each of which has three parts: a subject, a predicate and an object (in that order).The subject of a triple may be either a variable (a word beginning with'?') or a URI, and the same is true for the predicate of a triple.The object of a triple can be a variable, a URI or additionally a literal (a constant value, such as a string or a number). URIs may be absolute, as in 'http://bio2rdf.org/go:0002526', or relative to a prefix, as in 'biopax:involvedInPathway'. The names of variables may be chosen freely by the user. The SELECT clause indicates which variables should be displayed as columns in the table of solutions, and the FROM clauses specify the target RDF graphs to be queried. A solution consists of a 'binding' for each of the variables that occurs in the WHERE clause. (A binding is a value assigned to a variable, where the value may be either a URI or a literal.) If all of the bindings for a particular solution are substituted into the WHERE clause, a subgraph is obtained which occurs somewhere in the dataset.
warehousing approach that has proven most successful so far simply cannot scale to contain all possible analytical results. It is for this reason that the Moby 2 project is focused on enabling transparent access to Web Services-derived data as if they were typical Semantic Web resources. Moby 2.0 will bring BioMoby into compliance with current Semantic Web standards in several ways. The Moby 2 registry (Moby Central) will take the form of an RDF triple store and SPARQL endpoint, thus allowing it to be explored, queried, replicated, mirrored and maintained using off-theshelf toolkits and applications, rather than projectspecific code. Instances of Web Services in that triple-store will be compliant with an OWL model being designed through discussions between the myGrid and Moby project coordinators. By ensuring that the project utilizes, where feasible and useful, new W3C standards for Semantic Web servicesincluding OWL-S [73] , an ontology for describing Web Services, and SAWSDL [74] , a specification for adding semantic annotations to WSDL documentsMoby 2.0 will attempt to remain compatible with the larger Semantic Web services community while reaping the benefits of 'lifting' Web Services into a more richly semantic framework. In addition to the semantic enhancement of the Moby Central registry, Moby 2.0 requires service providers to define the exact semantic relationships between the inputs and outputs of their services, in terms of globally shared OWL predicates. Users of the Moby 2.0 system will be able to formulate SPARQL queries using these predicates, and when the queries are resolved, data will be retrieved dynamically by matching predicates to services. In many ways, this is akin to generating a Web Service workflow directly through interpretation of the researcher's query.
A prototype of the Moby 2.0 system is accessible at http://cardioshare.icapture.ubc.ca/cardioSHARE/ query, with several example queries provided. The project is still in the early stages of development, and the purpose of the demonstration is only to illustrate the intended behaviour of the system. Finally, Moby 2.0 expects each Web Service to consume RDF as input and generate RDF as output, and indicate the OWL classes to which that input and output instance data should conform. While this is, perhaps, the most onerous aspect of the Moby 2.0 framework, it simply replaces a task that involved custom XML in Moby 1.0 with one that can be solved with more generic tools. Our experiences with Moby 1.0, and our frustration with the semantic opacity of traditional XML Schema-based Web Services, leads us to attempt to persuade service providers to change their behaviour to gain the significant benefits derived from comprehensive utilization of current Semantic Web standards. While a service provider may attempt to 'wrap' legacy XML-based Web Services with an RDF-transformation layer, we suggest that there is no free lunch! We believe that the conversion of RDFþOWL data into the semantically impoverished realm of XMLþXML Schema will be impossible in some cases without significant loss of information. We look forward to a world in which RDF (or some subsequent RDF-like syntax) Figure 6 : A SPARQL query, written for the Bio2RDF endpoint at http://bio2rdf.org/sparql. This query finds the genes annotated with the GO term for 'inflammatory response', together with the KEGG pathways that contain those genes. The most important difference between this query and the ideal query shown in Figure 5 is that this query will find only genes directly annotated with the 'inflammatory response' term. The ideal query, on the other hand, uses inferencing over the subClassOf property to test for genes annotated with 'inflammatory response' or any of its descendants in the GO tree. Another disparity is that the data are being queried from a single warehoused location, as indicated by the lack of FROM clauses. Any other differences, such as differing property names, are incidental. The FILTER line is ad hoc, and was needed to remove pathways from the results that do not belong to Homo sapiens. This query was tested on the Bio2RDF website, and completed in under one minute.
is the de facto standard for data representation on the Web.
FUTURE WORKS: CARDIOSHARE
Beyond the significant achievement of allowing semantic queries over the Deep Web, a forthcoming extension to Moby 2.0 will enable the 'lifting' of instance data into new ontological frameworks. This will be achieved through dynamic addition of properties, described by a new OWL ontology, onto 'naive' RDF instance data. Our initial explorations are being conducted in the domain of cardiovascular research, through the Heart and Stroke Foundation of BC and Yukon's Cardiovascular Semantic Health and Research Environment (CardioSHARE) [75] project. CardioSHARE incorporates OWL reasoning into the query resolution process, allowing the user to refer to arbitrary OWL classes in a SPARQL query. Instance data in the user's database is evaluated and analysed to generate the properties required by the new OWL model. Just as with predicates in a basic Moby 2.0 query above, the properties used to determine membership in an OWL class can be dynamically provided by Web Services without specific reference, in the query, to the services involved. This will potentially extend the capabilities of standard OWL reasoning beyond basic logical deductions by incorporating the results of dynamic data, for instance from statistical or other analyses.
The use of OWL in CardioSHARE queries will also provide a means for encoding expert knowledge within the system. An expert could define OWL classes that other researchers could then use in their own queries, potentially without even knowing what specific criteria the expert employed. As an example, consider our 'drugability' use case: our researcher could define the properties of an ideal drug target by means of an OWL class. These properties might include homology to a protein with a solved 3D structure, possession of a secretory signal peptide, possession of an alpha helix, etc. This OWL class could be used to refer abstractly to 'DruggableMembraneProtein' within any future query, as in Figure 7 . By incorporating the knowledge expressed by the full set of BioMoby services, CardioSHARE will provide a specialized ontology language for bioinformatics, enabling on-demand reasoning over complex biological relationships, such as homology, taxonomy, chemical interactions, molecular properties or indeed anything else a researcher can define.
THE GREAT SHROUD OF THE SEA ROLLS ON . . .
The continuing adoption of Semantic Web standards holds great promise for the future of biological research. The ability to integrate and reason over data from diverse sources in an automated way is still a dream for bioinformaticians, but seems more possible with each data provider who fully embraces the Semantic Web. Several major data providers have taken an important first step by making their data available in RDF format conforming to an OWL model, but these newly available data files still require some repair before they are capable of being used for their intended purpose. In particular, the lack of agreement on URIs for common concepts prevents connections between datasets from being made as intended. Establishing machine-readable connections between nodes in different datasets is the main purpose of the Semantic Web, so without common URIs there is little point in providing the data in these formats in the first place! In the last couple of years, we have seen the first large-scale demonstrations of RDF and SPARQL, with the creation of semantic warehouses. With Figure 7 : A hypothetical SPARQL query against the CardioSHARE system. This query differs from the ideal query in Figure 5 and the Bio2RDF query in Figure 6 in two respects. First, although it is in no way visible from the query itself, all predicates are dynamically generated by Web Services. The lack of a FROM clause in this case does not indicate that remote data sources are not being used, but rather that they are being discovered and accessed automatically. Second, the (hypothetical) OWL class 'DruggableMembraneProtein' is used directly in the query, to refer to a complex biological concept. DruggableMembraneProtein resolves to a set of properties that may include possession of an alpha helix or presence of a signal peptide. However, a user of the system does not need to understand these details in order to make use of the knowledge that is encoded in the class. Bio2RDF, users are now able to issue SPARQL queries on a dataset that contains a large number of popular biological databases. Similarly, the HCLS-KB allows researchers to query a large set of neuroscience-related resources. For the first time, cross-database analyses can be performed quickly and accurately, without the need to browse websites, download data files, write data-processing scripts or create ad hoc databases.
Still greater gains can be realized by merging the existing Web Services world with the Semantic Web. A great deal of bioinformatics data does not exist until an application or analytical tool is invoked. Pre-generating those results for every likely input and storing them in a data warehouse is simply not feasible, so the ability to dynamically generate data as part of a larger query is essential. Moby 2.0 will fill this gap, allowing queries over the Deep Semantic Web. In effect, the target of a Moby 2.0 query will be the enormous, integrated graph of all data that can potentially be retrieved or generated by the available set of Moby services. (Currently, more than 1500 services are available through the Moby 1.0 framework.) CardioSHARE will further increase the power of these queries by implementing a new type of OWL reasoning, which is capable of dynamically invoking Web Services to test the conditions required for class membership. Combined with a sufficiently sophisticated ontology, this will allow a researcher to pose semantic queries directly in terms of complex biological concepts.
