This article presents, for the first time, a Geometry of Interaction (GoI) interpretation inspired from Hughes-Van Glabbeek (HvG) proof-nets for multiplicative additive linear logic (MALL). Our GoI dynamically captures HvG's geometric correctness criterion-the toggling cycle condition-in terms of algebraic operators. Our new ingredient is a scalar extension of the * -algebra in Girard's * -ring of partial isometries over a Boolean polynomial ring with literals of eigenweights as indeterminates. To capture feedback arising from cuts, we construct a finer-grained execution formula. The expansion of this execution formula is longer than that for collections of slices for multiplicative GoI, hence it is harder to prove termination. Our GoI gives a dynamical, semantical account of Boolean valuations (in particular, pruning sub-proofs), conversion of weights (in particular, α-conversion), and additive (co)contraction, peculiar to additive proof-theory. Termination of our execution formula is shown to correspond to HvG's toggling criterion. The slice-wise restriction of our execution formula (by collapsing the Boolean structure) yields the well-known correspondence, explicit or implicit in previous works on multiplicative GoI, between the convergence of execution formulas and acyclicity of proof-nets. Feedback arising from the execution formula by restricting to the Boolean polynomial structure yields autonomous definability of eigenweights among cuts from the rest of the eigenweights.
INTRODUCTION
Girard's Geometry of Interaction (GoI) [8] is a dynamical semantics that models the Gentzen cutelimination procedure for proofs of Linear Logic (LL). While GoI is one of various kinds of semantics for proofs themselves (rather than the weaker notion of provability), the singular feature of GoI is to provide modelling of the dynamical aspect of the cut-elimination procedure itself. This aspect is either collapsed intrinsically in denotational models or is less compact in graph theoretical models (e.g., globally chasing paths). GoI is an operator-theoretical interpretation of 25:2 M. Hamano proofs, in which certain calculations (e.g., solving feed-back equations algebraically or taking traces category-theoretically) extract the dynamics of proofs beyond their static aspect. The operator is modelled in terms of the execution formula, which stipulates how to solve feedback arising while resolving cuts. The execution formula was formulated originally by Girard [8] in terms of partial isometries of Hilbert spaces, and it was categorized theoretically by Haghverdi-Scott [13] in terms of traced monoidal categories [19] . More recently, Girard [11] analyzed feedback and GoI using von Neumann algebras.
The heart of GoI is Multiplicative Linear Logic (MLL) because of its success in syntactical free constructions for the fragment, in which tight connections are observed, implicitly or explicitly, to the other kinds of (categorical) models of denotational semantics and the graph theory of proofnets. The former connection is that GoI subsumes denotational semantics, which is known to be an invariant of cut-elimination [8, 12] , and the latter one is that expanding the Execution formula corresponds to chasing certain paths in proof-nets; this yields the correspondence between nilpotency of the operator and Danos-Regnier's (DR) correctness criterion of acyclicity [4] for graphs representing proofs.
With a motivation to generalizing the connection to proof-nets for the additives, this article presents a MALL GoI, for the first time, for Hughes-Van Glabbeek's (HvG) system of proof-nets [17, 18] to faithfully capture, in terms of GoI semantics, the HvG criteria, in particular their toggling condition. The HvG system of proof-nets stems from their breakthrough in answering the long-standing open problem of how to relax Girard's monomially weighted MALL proof-nets [10] , generated by Boolean eigenweights, to allow polynomially weighted ones. The polynomial weights provide a canonical representation of the proofs. For the sake of the relaxation, Hughes-Van Glabbeek have discovered stronger criteria than the canonical combination of the acyclicity and jumps, the latter of which was invented in Girard [10] to draw additional edges over those determined by argument edges of sub-formulas and by axioms. Let us quote HvG's two crucial criteria (P2) and (P3) (with our naming for each) for a set θ of linkings to represent a MALL proof:
(P2) Every switching of every linking of θ is acyclic and connected. (Slice-wise DR) (P3) Every set Λ of ≥2 linkings of θ toggles a & that is not in any switching cycle of Λ.
(Toggling) While (P2) is point-wise MLL correctness (as shown in our naming), (P3) is the heart of HvG's stronger condition of toggling, in which under the non-singleton set Λ of linkings, one has to chase paths in superposition of different slices, yielding many more cycles. Hence, one needs to distinguish the legal cycles among them; here, legal cycles mean those occurring in proofs. The aim of the GoI presented in this paper is to faithfully accommodate (P3) to GoI semantics, together with (P2), by capturing the dynamics of feedback involving cuts in MALL proofs, inherent in the stronger HvG criteria. This is accomplished in terms of our execution formula, whose algebraic expansion, especially its nilpotency, corresponds not only to acyclicity of (P2) but also to legal cycles for (P3).
Our technical ingredient is a scalar extension (à la Bourbaki [2] ) of Girard's * -ring of partial isometries over the polynomial ring Z 2 [L] with literals L of eigenweights as the indeterminates. The polynomial ring enables us to investigate a finer grained algebraic structure, to capture (P3). When we uniformly impose aā = 0 for eigenweights a's in L, this is sufficient to capture the acyclicity of (P2). The previous MALL GoI works (e.g., References [7, 16, 20, 24] ), starting from Girard's GoI III [9] , are not sound enough to reflect (P3), simply because none of them directly employs HvG as their representation of MALL proofs. Also some of them restrict their interest only to slice-wise GoI, which is merely point-wise collections of multiplicative GoI, hence they collapse (P3) in an ad hoc manner. Some of the literature employs different flavored additive syntax (e.g., token machines and interaction graphs), whose relationship to HvG remains unknown. Since the HvG system of proof-nets is known to provide a canonical representation of MALL proofs, we believe that our GoI directly stemming from HvG clearly extracts the semantic aspect of the dynamics of MALL proofs.
This article starts, in Section 2, with observing how a legal cycle on (P3) arises in representing a proof, while superposing its different slices. Section 3 concerns the algebraic ingredients of the article, in which we construct a * -algebra A (Z 2 [L]) on Girard's * -ring A of partial isometries over a Boolean ring. The * -ring A is the origin of Girard's discovery of GoI I [8] ; the Boolean ring is a ring-theoretic representation of a Boolean algebra, which uses exclusive or instead of the usual or for the sum. The Boolean structure is compatible with HvG's polynomial Boolean weights and our ingredient is the polynomial ring Z 2 [L] over the literals L of eigenweights as indeterminates. Rather than the idempotency x 2 = x required to be a Boolean ring, we start with a weaker condition of nilpotency (representing the exclusive-or) so that the Boolean one is reached by quotient by ideals.
Section 4 interprets each MALL proof as an operator π using A (Z 2 [L]) , which naturally leads to a kind of universal construction of Girard's GoI III [9] , generalising his implicit use of monomial weights into our explicit algebraic structure of polynomials. First, a quasi-execution formula qEx (σ Δ , π ) is formulated, capturing point-wise DR of (P2) in terms of nilpotency of the operator under the coarsest algebraic reduction of the scalars. Second, a legitimate execution formula is obtained together with a ring homomorphism among the scalars Z 2 [L] , which makes eigenweights of cut-formulas definable from the rest. Invariance of the execution formula (under cutelimination) is shown up to replacement, valuation and superposition of indeterminates, realized by the ring homomorphism on the scalars, whose definition in this section is confined to external one. Section 5 goes into constructing a finer grained execution formula for the HvG criterion (P3). The construction provides an interpretation of superposition of slices to accommodate the legal cycles. We augment a measure m π (on top of π ) as an operator using the semiring of formal languages over L. The constructed m π controls which quotient to be taken in the scalars Z 2 [L] for each element of π . To the pair π : m π , a quasi-execution formula qex (σ Δ , m π ) is run simultaneously so that the nilpotency of the pair is shown to correspond to (P3). Section 6 finally concerns a refinement of Section 3 on the status of ring homomorphisms among the scalars. The ring homomorphisms are improved to arise internally as solutions of autonomous equational systems eq(σ Δ , π ), which we formulate parallel to the operators of the quasi-execution formulas, only dependent on π , but free from the cut elimination for π .
(GoI only has soundness:) In spite of the advantages of GoI semantics to other kinds of semantics, in general GoI lacks any completeness theorem, only providing a sound interpretation of proofs. An analog of completeness at the level of proofs, the converse of soundness, has been established in some other frameworks, as full completeness of certain denotational models (e.g., References [1, 5] ) and as correctness in the geometry of proof-nets (e.g., References [10, 18] ). The former (respectively, the latter) distinguishes those morphisms (respectively, proof-nets) that are the denotations of proofs between general semantic objects in a category (respectively, in a system of proof-structures). The MALL GoI presented in this article, similar to other GoI, does not touch the completeness problem. In particular, this means that the present article does not model Girard's proof-net notion of jumps [10] (also employed by HvG [17] ). This is a notion invented for the sake of obtaining completeness (i.e., correctness for proof-structures) by augmenting additional edges in each single slice. We think that the notion of jump, as far as GoI itself is concerned (at the level of soundness), is not crucial, though we leave it open how to interpret the jump in GoI.
25:4
M. Hamano [17, 18] MALL syntax MALL is the multiplicative additive fragment of linear logic. Formulas are built from propositional variables and their negations by the binary connectives ⊗ (tensor),`(par), & (with), and ⊕ (plus). Negation (−) ⊥ extends to arbitrary formulas by de Morgan duality. A MALL sequent [Δ], Γ with a cut-list inside [−] is a set Γ of formula occurrences together with pair-wise dual formula occurrences Δ. Each dual pair of Δ is written explicitly by the binary connective * (cut). Sequents are proved using the following rules:
MOTIVATION: LEGAL CYCLES ARISING IN HVG MALL PROOF-NETS WITH CUTS 2.1 Hughes-Van Glabbeek MALL Proof-Net on a Cut Sequent
In &-rule, not only Γ in the conclusion is superposed but also so is Σ in the cut-list. Σ is not deterministically chosen in the premises so that Σ in general is neither empty (i.e., never superimpose cuts) nor maximal (i.e., superimpose as many cuts as possible). The deterministic choices are observed in Reference [18] to be less harmonious with the HvG proof-nets in terms either of the canonicity of the graph transformation of syntactic sequents or of the simplicity of the graphical correctness criteria. The superposition among cut-formulas (as well as context), made explicit by the syntax with cut-formulas, causes the well-known additive (co)contraction arising in MALL cut-elimination. The exchange-rule is eliminated under the assumption that formula occurrences are implicitly tracked between premises and conclusion of a rule.
As a motivation for the article, we recall the definition of the HvG system of proof-nets, into which every MALL proof is translated canonically. The image of the translation is characterized non-syntactically by geometric criteria (P0) ∼(P3) (Theorem 2.3 below). For the cut-free proofs with Δ being empty, (P0) is omitted: (Hughes-Van Glabbeek MALL proof-net on a cut sequent [Δ], Γ [17, 18] ). We start with the terminology necessary for the definition, in which Ξ denotes [Δ], Γ. Then, we define: -A set θ of linkings on [Δ], Γ is a proof-net if it satisfies: (P0) At least one literal occurrence of every cut is in θ .
(Cut) (P1) Every one linking of θ is on any given &-resolution.
(Resolution) (P2) Every switching of every linking of θ is acyclic and connected.
(Slice-wise DR) (P3) Every set Λ of ≥ 2 linkings of θ toggles a & that is not in any switching cycle of Λ. (Toggling)
The MALL derivation rules are abstracted graph theoretically in terms of the proof nets: Definition 2.2 (Translation of MALL proofs into the proof-nets). Every MALL proof is inductively translated into the set of linkings on [Δ], Γ accordingly to the MALL rules. In the following θ 1 (respectively, θ 2 ) denotes the translation of the left (respectively, right) premise of the respective (binary) rule. (ax) The axiom is translated into the set {A A ⊥ } consisting of the single axiom link. (`and ⊕ i ) The transformation remains the same as that of the premise. (⊗ and cut) The proof is translated into the set
The proof is translated into the set θ 1 ∪ θ 2 of the linkings.
The main theorem of Hughes-Van Glabbeek states that the image of the transformation of Definition 2.2 is characterised geometrically without referring syntactic rules: Theorem 2.3 (Hughes-Van Glabbeek's seqentialisation [17, 18] ). A set of linkings is a transformation of a MALL proof iff it is a proof-net.
Eigenweight associated with &:
In what follows in this article, each & occurrence is identified with an associated eigenweight, denoted a, b, . . . . Different (occurrences of) &s are associated (often subscripted) with distinguished eigenweights, denoted & a , & b , . . . . Each & a is assigned left or right by choosing the argument subtree of the respective premise. The eigenweight a and its negationā are read, respectively, as follows: & a is assigned left and right. This directly implies the following conventions in interpreting proofs in Definition 2.2. (⊗-rule and cut) The eigenweights in the two premises are distinct.
(&-rule) The eigenweights in the superposed contexts Σ and Γ are superposed (i.e., contracted via the superposition), while the other eigenweights are distinct. In particular, a superposed formula may contain a &, whereby the respective eigenweights for a same & (e.g., a and b for the &) in the respective premises are contracted into one (e.g., a fresh c for the suiperposed &) in the conclusion.
Motivation
After the above subsection having recalled the HvG proof-nets, this article starts with observing a phenomenon peculiar to the HvG system of proof-nets for the additives. This motivates our GoI to be presented in this article.
A legal cycle in a MALL proof
The following Figure 1 is a proof-net interpreting a MALL proof of
in which X and Y denote the same formula:
The proof-net is obtained from the following two (first and second) proofs by applying a &-rule introducing Y & a Y . The cut lists of the two proofs are the same, and in applying the &-rule, all the cut-pairs (in the same lists) are superposed (i.e., taking the Δ 1 and the Δ 2 empty of the &-rule). In the following left (respectively, right) Y of Y &Y is written by Y a (respectively, by Yā). The linkings in the first (respectively, second) proof, written above (respectively, below) the sequent, become weighted with a (respectively,ā) in Figure 1 . (The unique proofs are omitted to derive the premises of the cuts.)
The so-obtained proof-net of Figure 1 yields a cycle passing through the two-cuts with the uppermiddle and lower-middle axioms weighted respectively by a and byā. The cycle is legal, since it toggles the &, which lies outside the cycle, and on which no switching cycle passes. We leave it to the reader to check that whatever be the choice of superposition for cut formulas in applying the last &-rule (i.e., whatever be the division of the Δ i and the Σ in the &-rule), a variant of the same cycle appears outside the & a . The observation reveals that the legal cycle becomes visible only when superposing the two slices for a = 1 and a = 0; hence, slice-wise imposing aā = 0, without the communication between the two slices, fails to interpret the cycle.
This article concerns a construction of GoI to faithfully interpret such legal cycles in execution formulas for interpretations of proofs.
THE * -ALGEBRA A (Z 2 [L]) ON A OF PARTIAL ISOMETRIES OVER POLYNOMIALS Z 2 [L]
Definition 3.1 ((pseudo) Boolean ring). A Boolean ring is a ring for which the following holds for every element x:
Idempotency implies that for every x, we have
x + x = 0 (nilpotency).
The nilpotency comes from a property of exclusive-or, which is the + in the Boolean ring representation of Boolean algebras. A pseudo-Boolean ring is a ring only with the nilpotency condition.
Definition 3.2 ( * -ring). A * -ring (also called involutive ring) is a ring with an involution * : A −→ A, for which the following holds for all x, y ∈ A: A * -algebra (also called involutive algebra) is an algebra over a commutative * -ring R with involution () , such that (rx ) * = r x * . To obtain a Boolean ring as a certain quotient of Z 2 [L], we impose two conditions, respectively, on addition and on multiplication for complementary literals a andā: Definition 3.9 (The * -ring A of partial isometries p and q (cf. References [3, 8] )). The * -ring A is generated by {p, q}, which satisfies the following equations with u and v any elements of A:
We want to augment a Z 2 [L]-algebra structure on the * -ring A. This is accomplished by the construction of an extension of scalars (also called change of coefficient ring), yielding a Z 2 [L]algebra structure for A (from that of a Z-algebra).
Definition 3.10 (The scalar extension
). The extension of scalars in A to Z 2 [L] is the Z 2 [L]-algebra defined by the tensor product over Z:
in which each element is written (not uniquely) by
The tensor product Equation (1) becomes a Z 2 [L]-module by the following scalar action, in which w ∈ Z 2 [L] and x ∈ A (Z 2 [L]) :
To be explicit, w (v ⊗ x ) = (wv) ⊗ x on generating elements. Moreover, the tensor product becomes a Z 2 [L]-algebra with the multiplication on generating elements:
Finally, the tensor product Equation (1) becomes a * -algebra (inheriting * of A with trivial structure on Z 2 [L]):
( * -involution) 
in which aB is the sub-algebra generated by elements λx (λ ∈ a, x ∈ B). The canonical isomorphism for Equation (2) is for R/a-module, because the ideal a annihilates the R-module B/aB. Equation (2) is identified more directly with the scalar extension A (R/a) in A as follows (because of associativity and absorbing of ⊗): In Section 4, after interpreting MALL proofs by matrices of elements from A (Z 2 [L]) , the * -algebra considered is A (Z 2 [L] +× ) , that is A (Z 2 [L]) mod the ideal generated by both L + and L × . However, in Section 5, the * -algebra considered is a finer grained reduction of A (Z 2 [L]) modulo an ideal generated by L + and by a sub-ideal a of L × , which we denote
MALL GEOMETRY OF INTERACTION IN
M(A (Z 2 [L]) ) AND TERMINATION IN Z 2 [L] +×
Interpretation of MALL Proofs as Matrices of A (Z 2 [L])
Convention: All the matrices considered in this article are square and indexed by a sequence Γ of MALL formulas (i.e., of type (Γ, Γ)). The (i, j) entry, of row i and column j, of a matrix M is written by M j i , where in this article, i and j are occurrences of formulas. The zero matrix of type (Γ, Γ) is written by 0 Γ . Every pair Γ and Δ of subsequences respectively for rows and for columns of the index, determines the block matrix, written by M Δ Γ . M --denotes (an occurrence of) a block matrix inside a bigger matrix so that -'s are automatically determined by the position where the block is put: The upper (respectively, lower) -is determined by subindices for columns (respectively, rows) of the bigger matrix in which the block is put. For a fixed sequence Γ, the block matrices M Γ and M -Γ are defined similarly. Given a ring (or more generally, semiring) R and a sequence Γ of formulas, M Γ (R) denotes the set of the square matrices of elements from R, indexed with Γ. When Γ is clear from context, the set is denoted by M (R). M Γ (R) forms a ring (respectively, semiring). dg is short for diag (diagonal of matrices).
). The matrix π has size 2m + n with 2m and n the number of formulas in Δ and Γ, respectively.
We define π inductively in accordance with the last rule of π . In the following, the diagonal matrix dg denotes up to exchange of indices. (axiom) π is ax:
. That is, putting the two matrices diagonally then reordering rows and columns correspondingly to the index. (`-rule) Contracting (in terms of summing) the rows (respectively, the two columns) of A 1 and A 2 preceded by postcomposing respectively 1 ⊗ p and 1 ⊗ q (respectively, by precomposing (1 ⊗ p) * = 1 ⊗ p * and (1 ⊗ q) * = 1 ⊗ q * ). See Remark 4.4 below for the contraction. See Figure 2 .
π is obtained from dg ( π 1 , π 2 ) the same as the`-rule by contracting rows and columns of A 1 and A 2 to obtain those of A 1 ⊗ A 2 . See Figure 2 .
(⊕ 1 -rule) (same for ⊕ 2 -rule employing instead q and q * ): Let π 1 • denote dg π 1 , 0 A 1 . Then π is obtained from π 1 • by contracting A 1 and A 2 to obtain the row and column of A 1 ⊕ A 2 . See Let π i • denote the matrix dg π i , 0 Δ 3−i . Then,
is the superposition introduced below Definition 4.3. See Figure 2 .
. Given a fresh (atomic) eigenweight a ∈ L and two square matrices f and д ∈ M(A (Z 2 [L]) ) of the same size with respective indices Γ, A 1 and Γ, A 2 ,
, is defined as follows, in which the eigenweight a is associated to the newly introduced & (denoted & a explicitly):
That is, the (Γ, Γ) component is a linear combination of the corresponding components of f and д so that each component is scalar multiplied either by a or byā accordingly to their respective origins in f or in д. The row and column of A 1 &A 2 are obtained by contracting (in terms of +) those of A 1 and A 2 , followed by the scalar multiplication. The contraction of the rows (respectively, columns) of A 1 and A 2 is obtained by, respectively, postcomposing 1 ⊗ p and 1 ⊗ q (respectively, precomposing (1 ⊗ p) * = 1 ⊗ p * and (1 ⊗ q) * = 1 ⊗ q * ) and the contracted elements are multiples either of scalars a orā accordingly to their respective origins in f or in д.
Remark 4.4 (The contraction for rows and columns).
In the construction of Definition 4.2, the con-
) is used to shrink the size of matrices. This is induced by the retraction structure 1 :
The retraction inherits from the original Girard's partial isometries [8] and Haghverdi-Scott's categorical reformulation p + q : A ⊕ A A : p * ⊕ q * of GoI situation [13] . The left morphism p + q internalises the direct sum (p + q)(x ⊕ y) := px + qy and the right morphism is its left inverse (p * ⊕ q * )(x ) := p * x ⊕ q * x. Remark 4.5. Intuitively the matrix π describes an I/O (input/output) box à la Haghverdi-Scott [14] , which input (respectively, output) is into the indices for the column (respectively, out of the indices for the row). See Figure 4 in Appendix B.
The following is a property of the superposition of Definition 4.3 used later in Section 4.3.
Lemma 4.6 (Commutativity of Superposition and Diagonal). For an arbitrary matrix h with indices Δ, the following holds in
Proof. Because the (Δ, Δ)-component of LHS is ah +āh, which is equal to h mod a +ā − 1 . The other components are automatically identical. . Let π 1 and π 2 denote the following respective left and right proofs applying &-rules to the same premises, but choosing different superposition of the cuts. The cut formulas are superposed in π 1 , hence appear contracted in the cut list of the conclusion, while in π 2 , they are not superposed, hence appear separately in the cut list of the conclusion. All the premises are cut (ax, ax ) with X and Y the same formulas. The axioms links for the left (respectively, right) premises of the &-rule are written upward (respectively, downward).
puts the two matrices of Equation (4) (see Example 4.10 in the subsection below) antidiagonally (indexed by X , Y ⊥ , X , X ⊥ &X ⊥ ). π 2 puts the two matrices of Equation (5) 
Quasi-Execution Formula and Execution Formula
This subsection first investigates the quasi-execution formula qEx (σ Δ , π ) for the interpretation π with a partial symmetry σ Δ . The partial symmetry interprets the permutations among pair-wise dual cut formulas. This qEx (σ Δ , π ) is called quasi, because there remain the surplus scalars L(Δ) from the cut-formulas Δ, which formulas, on the syntactic side, disappear during the cut-elimination; i.e., the elements of qEx (σ Δ , π ) are not in general from
. Second, to eliminate the surplus scalars, the legitimate execution Ex (d, σ Δ , π ) is formulated via a ring homomorphism d. The surplus scalars from the cuts become definable by the scalars from the conclusion; i.e., d maps each entries of qEx
) with a sequence Δ of pair-wise dual formulas, the quasi-execution formula is defined:
where σ Δ is a partial symmetry of pair-wise dual formulas Δ:
so that a pair C * C ⊥ , for dg, ranges over Δ, hence σ Δ is indexed by Δ.
If the sum Equation (3) exists algebraically so that there exists n 0 and for all m ≥ n 0 the mth factor equals 0, then qEx
.
) indexed by the conclusion Γ (the cutformulas list Δ of π disappeared). Although Δ is erased from the index, the scalars for the matrix entries in general retain the occurrences of literals L(Δ) of eigenweights from the cut formulas: That is, the matrix entries range over
). This is where the terminology quasi comes from in the sense that the surplus scalars from L(Δ) are not erased. For π 1 and π 2 of Example 4.7, the following Equations (4) and (5) depict how to calculate qEx σ X,Y ⊥ , π 1 and qEx σ X,Y ⊥ , X , Y ⊥ , π 2 , respectively, in terms of I/O involved in the feedback. Note that both quasi-execution formulas become indexed by X , X ⊥ &X ⊥ :
is obtained by chasing the paths in Equation (4) whose input are X and whose output are X ⊥ &X ⊥ , in accordance with the matrix calculation: That is, Equation (4) has only one such path; entering the right X vertically down to 1, exiting Y ⊥ horizontally, then via σ entering the left X vertically down to a(1 ⊗ p) +ā(1 ⊗ q), exiting X ⊥ &X ⊥ horizontally. Multiplying the matrix elements on this path yields the sought element
The element (qEx σ X,Y ⊥ , X , Y ⊥ , π 2 ) X X ⊥ &X ⊥ is obtained similarly by chasing the paths in Equation (5) , which, however, has two such paths; Entering the right X vertically down to a (respectively, toā), exiting Y ⊥ horizontally, then via σ entering the left X vertically down to a(1 ⊗ p) (respectively, toā(1 ⊗ p)), exiting X ⊥ &X ⊥ horizontally. Summing the multiplications of the matrix elements on the respective paths yields the sought element a.a(1 ⊗ p) +ā.ā (1 ⊗ q) .
Similarly for the other elements, it is checked that both quasi-execution formulas equalise to the matrix Equation (8) Transitivity of cut is performed in quasi-execution formula in the same way as References [8, 13] :
LHS exists and belongs to
Proof. Direct algebraic calculation analogously to Girard's Lemma 5 of [8] , called "associativity of cut."
For defining execution formulas, we recall the following universal properties of polynomial rings. A general reference for commutative ring theory is Reference [22] .
, which just sends an element r ∈ R to the constant polynomial, is a ring homomorphism.
Indeterminates are considered up to permutations. In this article,
(3) For any ring homomorphism ϕ : R −→ S and any element s ∈ S, there exists a unique homomorphism ϕ[s/X ] mapping X to the s, which makes the right diagram commute. Iteratively ϕ[s 1 /X 1 , . . . , s n /X n ] is defined.
(4) For any ring homomorphisms ϕ 1 and ϕ 2 to S, respectively, from R[X 1 ] and R[X 2 ], such that ϕ 1 and ϕ 2 meet on R, there is a unique homomorphism ϕ 1 ϕ 2 : R[X 1 , X 2 ] −→ S, which makes the right diagram commute:
Proof. Proof of (4): The unique homomorphisms coincide by universality of ϕ 1 [ϕ 2 (X 2 )/X 2 ] guaranteed by (3) for the left triangle together with ϕ 2 (X 2 ) and of ϕ 2 [ϕ 1 (X 1 )/X 1 ] for the right triangle together with ϕ 1 (X 1 ), which is ϕ 1 ϕ 2 .
Applying Ring Homomorphism to Matrix: Every ring homomorphism d : 
Transitivity of cut is now represented, on top of Proposition 4.11, in terms of reciprocal Res and Ind for ring homomorphisms: Proposition 4.14 (Associativity of Execution Formula). σ Δ i and U are the same as Proposition 4.11, and given a ring homomorphism d Δ 1 :
, the following holds:
where Res(−) and Ind(−) are postcomposition respectively by the inclusion
Slice-wise Nilpotency of qEx and Invariance of Ex
This subsection proves invariance of the quasi-execution formula during cut-elimination up to ring homomorphisms erasing scalars from cut-formulas. We start with nilpotency of the quasiexecution formula, which property in this section is obtained in the coarse reduction A (Z 2 [L] +× ) . Proposition 4.15 (Slice-Wise Nilpotency of π ). For every MALL proof π of [Δ], Γ, the product σ Δ π is nilpotent in Z 2 [L] +× . That is, the term (σ Δ π Δ Δ ) n of Equation (3) in qEx (σ Δ , π ) becomes 0 Δ for some n.
Proof. Simultaneously done in proving Theorem 4.17. Also a direct corollary of Theorem 5.13 in the next section. Thus, Proposition 4.15 is our GoI counterpart of (P2) for the slice-wise DR. This subsumes the by now well known correspondence (implicit or explicit) in multiplicative GoI between the termination (in particular, nilpotency) of the execution formula and the DR acyclicity [4] of the proof-nets. Such a correspondence is directly observable in our construction qEx (σ , π ) as follows: Chasing the paths on the I/O box of π , in accordance with the matrix calculation of qEx (σ , π ), amounts to tracing the subformula-trees with linkings on the sliced proof-net for π . 
Suppose moreover π reduces to π of [Δ ], Γ by any sequence of cut-eliminations.
Then:
(i) There exists a ring homomorphism d :
(ii) In particular, if π is cut free, hence Δ being empty,
for some ring homomorphism d Δ : ]. Since (ii) is a direct consequence of (i), we shall prove (i) when the reduced proof π (called rp f ) is a one step reduction of the given proof π (called дp f ). (3)) 
In the following, A = A 1 and B = A 2 . a is the eigenweight of the & introduced at the left premise of дp f . d : This assertion is how syntactical (erasing) is performed in a quasi-execution formula. Let π 3 denote the right premise of дp f (i.e., π 3 applied by the ⊕ 2 ).
is either a precomposition (respectively, composition) by 1 ⊗ x * (respectively, by 1 ⊗ x) with x ∈ {p, q} or their sum, the following holds in Z 2 [L] for any n ≥ 0:
This means
Applying d to Equation (6) is the assertion, since the second term of Equation (6) disappears by d (ā) = 0, and (the first term of Equation (6) instantiated by a := 1) ← 0 qEx(σ A,A ⊥ , dg( π 1 , π 3 )) = qEx(σ A,A ⊥ , rp f ).
(Crucial Case 3.1)
Since the cut-lists of the two proofs are identical, d is the identity. The interpretations of π and π are the same in Z 2 [L] + by Lemma 4.6: The given proof is interpreted by dg( ρ , S (B 1 , B 2 
by the associativity of dg.
(Crucial Case 3.
2) The same reduction as Case 3.1 but without the superposition on the common cut-lists Ξ, Ω, A * A ⊥ for the last rule &. WLOG, we consider the list of cut formula for the conclusion of rp f is
so that the superposition via the last rule & is only for Ω. In this case, syntactical co-contraction (i.e., duplication) arises from L(Ξ, A, A ⊥ ) to L(Ξ δ , A δ , (A ⊥ ) δ ), where the notation δ denotes (co-contraction of formulas): For a sequence Γ of formulas, Γ δ denotes the duplicated sequence Γ, Γ. The left (respectively, right) occurrence of Γ in Γ δ is denoted by Γ δ 1 (respectively, by Γ δ 2 ). Note that L(Γ δ 1 ) and L(Γ δ 2 ) are isomorphic sets of indeterminates. The co-contraction is interpreted by a homomorphism d induced by a superposition and an identity:
is the following ring inclusion, complementary for i = 1, 2:
Thus, the left of the is a superposition of the two complementary inclusions: (superposition)
This is by the following Lemma 4.18, because: The given proof is interpreted by
While, the reduced proof is interpreted by 
where J Δ δ i are complementary ring inclusions defined same as Equation (7) . Then the following holds in A (Z 2 [L] + ) under mod aā :
Proof. See Sec C of Appendix.
Example 4.19 (of Theorem 4.17).
(i) Both π 1 and π 2 of Example 4.10 are normalized into the cut-free proof, say π 3 , of Y , X ⊥ &X ⊥ , whose proof is translated into the proof-net Y , X ⊥ & X ⊥ so that [[π 3 ]] is the following matrix:
As depicted respectively in Equations (4) and (5) of Example 4.10, both qEx σ X,Y ⊥ , π 1 and qEx σ X,Y ⊥ ,X,Y ⊥ , π 2 equate to Equation (8).
(ii) Let η and τ denote respectively the two proofs, both to the sequent X ⊕ X , X ⊥ &X ⊥ ; the η-expansion of the axioms and that whose ⊕ i rules are replaced by ⊕ 3−i . The following left (respectively, right) is the proof-net translating η (respectively, τ ):
where a 1 (respectively, a 2 ) is the eigenweight for X ⊥ &X ⊥ inside (respectively, outside) the cut-list. When the ring iso d is defined to map a 2 →ā 1 andā 2 → a 1 between
Remark 4.20 (Refinement of Theorem 4.17 in Section 6 in terms of reduction free ring homs). Theorem 4.17 has one blind side that the choice of ring homomorphisms depends on the cut-elimination itself for π . This is why Theorem 4.17 is unsatisfactory as GoI semantics, which semantics is supposed to capture dynamism of cut-elimination autonomously, hence freely from any cut-elimination procedure. In the last section, the theorem is improved into Theorem 6.12 (autonomous invariance) to overcome the defect so that ring homomorphisms arise autonomously while running quasi-execution formula for π , without any reference to the cut elimination for π . Remark 4.21 (Relationship to Girard's GoI III [9] ). The MALL GoI of this section as well as that improved in Section 6 can provide a general construction for Girard's GoI III [9] when his implicit use of monomial weights (from Reference [10] ) is relaxed by our method to accommodate polynomial weights. In particular, Girard's equivalence relation of variant, in terms of his algebra of resolution, is replaced by our ring homomorphisms for the scalars Z 2 [L]. A precise formulation needs to be examined, in terms of our polynomial ring, of his syntactical * -algebra consisting of clauses for predicates.
HVG NILPOTENCY OF QUASI-EXECUTION IN A (Z 2 [L]) UNDER
MOD m π FOR SCALARS The aim of this section is to present a finer quasi-execution formula, intuitively satisfying the following:
(finer grained execution) Running quasi-execution formulas recognizes, in terms of termination (i.e., nilpotency), not only DR acyclicity of (P2) but also the legal cycles for (P3).
This concerns a construction m π of GoI interpretation to satisfy roughly the following schema:
(P2) versus (P3) = π versus m π .
The combination of π of Section 4 and m π of this section is shown to realise the finer grained execution. It is here in this section the schema arises naturally from the following question: How is the toggling condition (P3) accommodated into GoI semantics, given that Section 4 is considered as a GoI counterpart of (P2) (cf. Remark 4.16)? This section gives an answer by constructing a faithful interpretation of (P3) using GoI semantics in the same spirit of the previous sections. Our concern in this section is not to give a rigorous correspondence, but to show how (P3) shed a new light to GoI semantics. Thus, the GoI construction presented in this section may provide a self-contained understanding of (P3) from the GoI viewpoint. The shallow algebraic structure A (Z 2 [L] +× ) imposing the quotient does not suffice for the aim, which structure was used in Section 4.3 when running qEx. This is because the shallow structure, uniformly imposing a.ā = 0 over a's in L, collapses the toggling (P3), so that legal cycles cannot be discriminated from other illegal ones. To overcome this, we construct a certain measure m π providing us to recognise legal cycles in a proof π .
We start this subsection by associating a formal language m consisting of finite words over L to each occurrence of an element x ∈ A (Z 2 [L]) . The association is expressed by x :m, and is done for each element of the matrix π ∈ M(A (Z 2 [L]) ) to yield the matrix m π of the same size, indexed by the same formulas. Since the set of all the formal languages forms a semiring, the quasi-execution formula qex (σ Δ , m π ) is run for m π w.r.t. the partial symmetry σ Δ . The qex (σ Δ , m π ) provides a measure allowing to determine a finer grained termination of qEx (σ Δ , π ) in Z 2 [L] + . Nilpotency corresponds to HvG (P3).
Recall that a semiring is a set with two binary operations (addition +) and (multiplication ·) with respective constants 0 and 1 satisfying the ring axiom except that there may not be additive inverses (i.e., without subtraction). Definition 5.2 (Interpretation m π for MALL Proof π ). For a MALL proof π , the interpretation m π ∈ M Γ, Δ (2 W ( L(Γ, Δ)) ) is defined. The matrix m π is indexed with the same formulas as π of Definition 4.2, hence of the same size, but of elements from the semiring 2 W ( L) .
In the definition to follow except for the &-rule, the interpretation m π is the same instance of Definition 4.2 but simpler, since it is needless to employ p ( * ) s and q ( * ) s for the contraction of row and column. For the construction, set-theoretical union suffices in the definition. However, the interpretation of & differs owing to the difference between Definition 4.3 above and Definition 5.3 below:
Contracting the rows (respectively, the columns) of A 1 and A 2 in terms of set-theoretical union to obtain those of A 1`A2 . See Figure 3 . (⊗-rule) m π is obtained from dg m π 1 , m π 2 the same as the`-rule by contracting rows and columns of A 1 and A 2 to obtain those of A 1 ⊗ A 2 . See Figure 3 .
(⊕ 1 -rule) (same for ⊕ 2 -rule): m π is obtained from dg m π 1 , ∅ A 2 by contracting rows and columns of A 1 and A 2 to obtain those of A 1 ⊕ A 2 . See Figure 3 .
where s Δ 1 , Δ 2 , Γ (A 1 ,A 2 ,a) is the superposition introduced below Definition 5.3. See Figure 3 . Note that due to Definition 5.3 no words belonging to the elements on the row and the column of A 1 & A 2 have occurrences of a norā. While for the other rows and columns, the words belonging to the element there (except ∅) are scalar multiplied either by a orā inheriting its respective origin either in m 1 or m 2 .
This is neither the same nor parallel instance of Definition 4.3 to M (2 W ( L) ). Although the same for the (Γ, Γ)-block, the row and column of A 1 &A 2 are contracted from those of A 1 and A 2 without employing the multiplication by a nor byā. The definition is the key to reflect the HvG's toggling condition. For π 1 and π 2 of Example 4.7, m π 1 (respectively, m π 2 ) puts the following two matrices of Equation (9) (respectively, (10)) anti-diagonally:
The interpretation m π 1 is observed to be a different instance of π 1 of Definition 4.2: The element {a,ā} of the row X (respectively, Y ⊥ ) and the column Y ⊥ (respectively, X ) in Equation (9) memorises that it toggle the & a , while the corresponding element a +ā in Equation (4), becoming 1 by the cancellation in Z 2 [L] + , cannot tell the toggling consequently.
Parallel to Definition 4.8 for π , we define the quasi-execution formula for m π . Note that the quasi-execution formula, as a formal algebraic expression, is applicable generally to matrices of entries from any semiring, in particular the semiring 2 W ( L) .
Definition 5.6 (quasi-execution formula qex (σ Δ , m)). For a matrix m ∈ M Δ, Γ (2 W ( L) ) with a sequence Δ of pair-wise dual formulas and σ Δ of Definition 4.8,
Equation (11) To emphasize the parallel definition of qEx (σ Δ , −) for π , we can define quasi-execution simultaneously to a pair π : m π to yield the pair qEx (σ Δ , π ) : qex (σ Δ , m π ). The simultaneous definition makes sense, since the expressions (4) and (5) in Example 4.10, respectively, for Equations (9) and (10), 2 ∈ v such that a (respectively,ā) appears in the word w 1 (respectively, w 2 )
That is, the mapping takes the largest set (as the indicator function) belonging to {χ ∈ 2 L | χ (a) = χ (ā) ∀a ∈ L}, contained in the value of the forgetful map 2 W ( L) −→ 2 L , where the forgetful map sends v to w ∈v { | literal appears in the word w }.
The mapping
is lifted for matrices M (2 W ( L) ) −→ M (2 L ) element-wise so that for a matrix V = (V j i ) in the domain, V denotes the matrix whose 
The expression (σ , m) (respectively, more generally ({σ 1 , . . . , σ k }, m)) is an abbreviation of qex (σ , m) (respectively, qex (σ 1 ⊗ · · · ⊗ σ k , m)). The expression (σ 1 , (σ 2 , . . . , (σ k , m))) abbreviating qex (σ 1 , qex (σ 2 , . . . , qex (σ k , m))), is equal to ({σ Δ 1 , . . . , σ Δ k }, m) by associativity of qex.
. Proof. Direct from Equation (11): (cf. Remark 3.12.) Note, by the definition of m of Definition 5.8, that a andā range over (pairs of) literals, each appears in some word (not necessarily the same) contained in the language m.
(2) For a matrix m ∈ M(2 W ( L) ), mod m denotes the entry-wise mod m j i of a matrix m to designate mod to be taken in each entry of the matrix m. ( L(Δ, Γ) ) ) with the partial symmetry σ Δ , we say (σ Δ , U : m) is nilpotent when there exists a natural number n so that (σ Δ U Δ Δ ) n : (σ Δ m Δ Δ ) n is zero. Note that each n-power in the pair appears, respectively, in the summation symbol of qEx (σ Δ , π ) and in the union symbol of qex (σ Δ , m π ). Hence the condition is equivalent to say (σ Δ U Δ Δ : σ Δ m Δ Δ ) n is zero (given that the pairs U : m form the semiring). Now that every MALL proof π of [Δ], Γ is interpreted by the pair π : m π by associating m π ∈ M Δ, Γ (2 W ( L(Δ, Γ)) ) to π ∈ M Δ, Γ (A Z 2 [L(Δ, Γ)] ), Proposition 4.15 is extended to the following theorem.
Theorem 5.13. (σ Δ , π : m π ) is nilpotent for any MALL proof π of [Δ], Γ.
Proof. We shall prove the theorem in accordance with the cases of the proof of Theorem 4.17: (Case 1) As seen in the proof of Theorem 4.17, σ B ⊥ ,A π B ⊥ ,A B ⊥ ,A : ∅ is zero. This means nilpotency of (σ B ⊥ ,A , π : ∅), hence automatically (by ∅ ⊆ m π ) that of (σ B ⊥ ,A , π : m π ). Because of qEx σ B ⊥ ,A , π is π up to the isomorphism L(A) L(B) of indeterminates shown in the proof, whose iso also induces the set iso, for each (i, j) entry, (qex σ B ⊥ ,A , m π ) j i (m π ) j i , the following holds: If (σ Δ , π : m π ) is nilpotent, then so is (σ Δ ⊗ σ B ⊥ ,A , π : m π ). (Case 2) Let ϑ denote qEx(σ A&B, B ⊥ ⊕A ⊥ , дp f ). We write Equation (6) 
The second equation holds, because Δ 1 , Δ 2 , and Δ 3 are not superposed in the indicated &-rule introducing A&B. The last equation (the distribution) holds under mod aā in general, hence under the mod described at the last equation owing that Ω is superposed in the &-rule: This is because, for an arbitrary n ≥ 0, if the ( * , -)-element of ϑ Ω * (σϑ Ω Ω ) n σϑ -Ω has an occurrence of scalar aā, then {a,ā} is a subset of the associated element m Ω * (σ m Ω Ω ) n σ m -Ω where m = qex(σ A&B, B ⊥ ⊕A ⊥ , m дpf ) (cf. Example 5.9). Note that the mod in the last equation is finer grained than the mod ({σ A&B , σ Ω } ∪ {σ Δ 1 , σ Δ 2 , σ Δ 3 }, дp f ) by Lemma 5.10, hence the last equation holds automatically under the coarser grained mod. Thus, from I.Hs for dg( π 1 • , π 3 ) and for π 2 , the assertion is derived. (Case 3.1) Nothing to prove in this case. (Case 3.2) Lemma 4.18 is redone to assert:
The assertion follows from the following, in which S δ , s δ , S, and s are the indicated four occurrences (of superposition) in the assertion.
for any n ≥ 0, there appear neither scalars b i b 3−i norb i b 3−i owing to the indicated 0 Δ δ 1 and 0 Δ δ 2 in the construction.
-The matrix qex(σ Δ δ , s δ ) is sent to qex (σ Δ , s) (of the same size) by the induced map on 2 W ( L) from the contraction map {b 1 , b 2 } −→ {b}. Hence, in particular, the ( * , -) component
Remark 5.14 (Nilpotency of π : m π is (P3)). The nilpotency of Theorem 5.13 is a property captured by simultaneously running both quasi-executions qEx (σ Δ , π ) and qex (σ Δ , m π ). Theorem 5.13 for (σ Δ , π : m π ) is a GoI counterpart of HvG (P3) in the following sense:
Every legal cycle passing through A 1 & a A 2 , arisen accordingly to the expansion of the execution formula qEx(σ Δ , π 1 & a π 2 ), must toggle another & b (b differs from a) by virtue of (P3): For example, the right picture describes a cycle with the input A 1 &A 2 . Then the cycle is legal iff there exists a matrix element x lying on the cycle, which memorises the toggling & b , i.e., x contains both b andb. In particular, any flow passing through A 1 & a A 2 does not have to memorise a norā to judge the legality of a loop arisen in expanding the qEx.
In the following example, it is shown how m π on top of π recognises the legal cycle of Figure 1 .
Example 5.15 (Interpretation π : m π of the proof-net of Figure 1) . Given that the two proofs for a = 1 and a = 0 are interpreted respectively by Equations (12) and (13), The interpretation π : m π is Equation (14) for the proof-net in Figure 1 of Section 2: (14), denoted by U X,Y ⊥ ,X ⊥ ,Y X,Y ⊥ ,X ⊥ ,Y , and (σ Δ , π : m π ) is nilpotent, because:
which is zero, since aā =āa = 0 mod {a,ā}. (14), the path is augmented to represent the permutation of cuts (left upper paths outside the matrix) together with dotted lines inside the matrix. The legal cycle emerges in Equation (14) by tracing the path as follows: Entering X ⊥ vertically down to a : {a}, then horizontally exiting Y ⊥ followed by σ , entering Y ⊥ vertically down toā : {ā}, then horizontally exiting Y , finally returning via σ , the starting entrance X ⊥ . Chasing the path (starting with the X ⊥ ) yields the third column (non-zero) elementāa : {ā, a} of Equation (15) .
REFINING THE STATUS OF RING HOMS FOR THE INVARIANCE THEOREM 4.17 2
This final section refines the definition of the ring homomorphism d from an external one (employed in Theorem 4.17 of Section 4) to an internal one (Theorem 6.12 below). This is a remaining problem from Section 4.3 (cf. Remark 4.20) that the ring homomorphism d Δ for obtaining Ex (d Δ , σ Δ , π ) from qEx (σ Δ , π ) for a MALL proof π [Δ], Γ was externally defined so that the choice d Δ depends plainly on the cut-elimination procedure. This problem is resolved in this section by presenting an equational system eq(σ Δ , π ) in Z 2 [L], arising autonomously, parallel to the quasi-execution formula qEx (σ Δ , π ). Each equation appears between monomials in Z 2 [L(Δ, Γ)], while calculating the quasi-execution formula. The system eq(σ Δ , π ) is shown to be satisfiable, so that the literals from L(Δ) in the equations are definable (in other words, solvable) in terms of polynomials from the rest of L(Γ) in Z 2 [L(Γ)], where Δ (respectively, Γ) is a cut-list (respectively, a conclusion) of π (Proposition 6.9). The satisfiability is seen as a kind of consistency of the equational system, which is inherited from the correctness structure of MALL proof π among more relaxed proof-structures. Each solution defines a ring homomorphism d from Z 2 [L(Δ, Γ)] to Z 2 [L(Γ)]. Note that the choice of a solution d is not deterministic, as d arises freely from proofreduction. The goal of this section is to show that the satisfiability of eq(σ Δ , π ) is compatible with cut-elimination for the proof π . The compatibility is an invariant of the quasi-execution formula modulo reduction-free ring homomorphisms (Theorem 6.12), which is the refinement of the invariance theorem.
Autonomous Equational System eq(σ Δ , π ) and Satisfiability
This section starts with observing there is a Z-module structure on the * -ring A. The ring A is observed to be a free-module over Z, and we fix once and for all its basis consisting of paths, which are a certain class of monomial elements of A. Every monomial except 0 and 1 of A is expressed by a finite path written from left to right, accordingly by the configuration of the following directed graph:
For example, p 2 (p * ) 3 (q * ) 5 and q 2 pqp 3 q * (p * ) 2 . The diagram lacks directed arrows from q * (respectively, p * ) to p and to q (respectively, to q and to p), which lacking these two arrows, respectively, annihilates a path by q * p = 0 (respectively, by p * q = 0) and cuts down a path by p * p = 1 (respectively, by q * q = 1), thus both are dispensable.
(16) Proposition 6.1 (Independence of the Paths of A over Z). Any finite set S of different paths of A configured by the graph Equation (16) is independent over Z.
Proof. By double induction on (#S, #occurrences of p, q, p * , q * in the paths of S). For the base case, S is a singleton, the assertion is direct; that is , any non-empty path is torsion free over Z (i.e., the empty path is the only path annihilated by a non zero element of Z). The following proves the induction cases: (Case 1) S contains a path starting with p. (Case 1.1) All the paths of S start with p. Each path is written in the form p s i . For the assertion, we assume α i p s i = 0 for the linear combination. Multiplying p * from the left, by p * p = 1, we have α i s i = 0. By I.H for the second argument of the double induction, α i = 0 for all i. (Case 1.2) Otherwise. S contains a path t j , which does not start with p. For the assertion, we assume α i p s i + β i t j = 0. Multiplying this equation by q * from the left, β i t j = 0, where t j is t j rid of the first element when t j starts with q and otherwise t j is q * t j . By I.H on the first argument of the double induction, β j = 0 for all j. Then the first equation α i p s i = 0 instantiated by the zero to β j 's yields, by I.H on the first argument, α i = 0 for all i. (Case 2) S contains a path starting with q. Because of the symmetry between q and p, same as Case 1. (Case 3) Every path of S starts either with p * or q * . From the configuration graph Equation (16) , in this case any path of S ends either with p * or q * . Then the symmetric argument (with reading the path inverse (from right to left)) as Case 1 and 2 is done. Here the path starting with p (respectively, q) is read instead by that ending p * (respectively, q * ) and multiplying p * (respectively, q * ) from the left is read instead by multiplying p (respectively, q) from the right. Proposition 6.1 directly implies the following corollary, because the short exact sequence of Zmodules 0 −→ P −→ A −→ Z1 −→ 0 splits, where P denotes the Z module spanned by the basis of all the different paths of Proposition 6.1: (1) (collapsing map w:) The ring homomorphism w is defined to be induced from the collapsing ring homomorphism A −→ Z 2 , which maps both generators p and q to 1:
(2) For any pair of elements α = Σ i α i and β = Σ j β j expressed by the unique linear combinations of monomials of A (Z 2 [L]) in Definition 6.3, a set consisting of equations between Z 2 [L] monomial elements is defined
Note that α i and β i are monomials in A (Z 2 [L]) , thus so are w (α i ) and w (β j ) in Z 2 [L]. (3) For Γ of formula occurrences and Δ of pair-wise dual formula occurrences, let γ j , δ n , . . . , δ 1 , γ i be a path of formulas starting with a formula γ i in Γ, succeeded by formulas δ 1 , . . . , δ n in Δ, and ending with a formula γ j in Γ. Each path determines a system eq γ j ,δ n , ...,δ 1 ,γ i of equations as follows:
Note that the path determines a product of U 's elements
so that the (γ j , γ i ) element of (qEx (σ Δ , U ) − U Γ Γ ) equates with the sum of Equation (19) over different paths δ n , . . . , δ 1 . See the sigma term of Equation (3) whose term is the sum of Equation (19) . Note that the occurrences inside the E's of the RHS of Equation (18) Example 6.5 (of Definition 6.4). Let τ be from (ii) in Example 4.19. In the following, two τ 's are discriminated by τ 1 and τ 2 with the respective eigenweights a 1 and a 2 for X ⊥ &X ⊥ . Then,
The equation holds, because the other paths (than the subscription of the right-hand side) do not contribute to yield any equation. Then,
Definition 6.6 (Satisfiability of the equational system eq(σ Δ , π )). Let π be a proof of [Δ], Γ. 
Note that while w (α i ) and w (β j ) are monomials of Z 2 [L(Γ, Δ)] by definition, rw (α i ) and rw (β j ) are not necessarily monomials in Z 2 [L(Γ)]. Satisfiable: The equational system eq(σ Δ , π ) is satisfiable if there exists a ring homomorphism, called a solution of the system,
such that for every set E[α, β] of equations of Equation (17) 
The following lemma is automatic.
Proof. Direct calculation: Every σ (δ j ) in the path Equation (19) is exclusively σ Δ 1 (δ j ) or σ Δ 2 (δ j ), since Δ 1 and Δ 2 are disjoint. Thus, each E constituting of eq γ j ,δ n , ...,δ 1 ,γ i yet arises one in eq(σ Δ i , π ) with i = 1, 2.
Note in Lemma 6.8 even when both eq(σ Δ i , π ) are satisfiable for i = 1, 2, it is not necessarily so for eq(σ Δ 1 ⊗ σ Δ 2 , π ). This is because eq(σ Δ i , π ) determines merely a subsystem of the equations and each solution is not necessarily extendable consistently to each other over the full system.
The equational system eq(σ , π ) so arising autonomously still retains the property of satisfiability, as shown below. Proposition 6.9 (Satisfiability of eq(σ Δ , π )). eq(σ Δ , π ) is satisfiable for any MALL proof π of [Δ], Γ. Note that a solution for the satisfiability is not necessarily unique.
Proof. By construction of a MALL proof π , we construct a solution d. A solution in some cases is given by a partial homomorphism, whose domain is a subring of Z 2 [L(Δ, Γ)], but for which any extension over the whole domain becomes a solution. Such partial d is also called as solution by abuse of notation. In the proof, aE[x, y] denotes E[ax, ay] for literal a ∈ L, x, y ∈ A Figure 2 for the interpretations of the two premises, say π 1 ⊗ π 2 and π .)
By I.H on the proof cut (π 1 , cut (π 2 , π )), the RHS is satisfiable. Figure 2 for the interpretations of the two premises, say π 1 &π 2 and ⊕ 1 (π ).) In the following, Ω (respectively, Δ i ) denotes the cut list for π (respectively, π i ).
modulo idempotency of a Note that the terms scalar multiplied byā, occurring in the A 1 & A 2 column and row of the proof π 1 & π 2 , do not contribute to yield any equation, because they are orthogonal (because p * q = q * p = 0) to the A ⊥ 2 ⊕ A ⊥ 1 row and of A ⊥ 2 ⊕ A ⊥ 1 column of the proof ⊕ 1 (π ). Then taking the union of the above two equations by Lemma 6.8:
. By I.H on the proof cut (π 1 , π ), eq(σ Δ 1 , Δ 2 , Ω,A 1 ,A ⊥ 1 , π 1 ⊗ π ) has a solution, which also yields a solution of RHS of the above equation, independently of the value d (a). Thus, the assertion holds. Note that d for the assertion is partial, since any solution for the I.H provides one for the assertion, thus in particular, both d (a) and d (ā) are arbitrary.
In the following cases U − κ and U κ * denote respectively (κ, −) and ( * , κ) components of a matrix U so that − and * are arbitrary. (Case 1.2) One premise of the cut is an axiom. π is cut (ax, π ), hence π = dg( ax , π ).
Since ax B ⊥ B and ax B B ⊥ are 1, the equational system is valid automatically. (Case 1.3) Other than Cases 1.1 and 1.2. The most crucial case is one premise (proof) of the cut ends with a &-rule not introducing the cut-formula (other logical rules are direct). This is the case where π is the given proof in Case 3.1 (of the proof of Theorem 4.17). The sub-proofs ρ to [Ξ], Δ, A and π i to [Ω, Σ i ], A ⊥ , Γ, B i are those referred to in the case there. Let a be the eigenweight of the last &-rule. In the following a i when i = 1 and i = 2 denotes, respectively, a andā. eq(σ Ξ, Ω, Σ 1 , Σ 2 A,A ⊥ , π ) is, by Lemma 6.8, the union of the following eq(σ Ξ , ρ ), Equations (22) and (23):
However, consider the proofs cut (ρ, π i ) with i = 1, 2: Note first that cut (ρ, π i ) is dg( ρ , π i ): eq(σ Ξ , dg( ρ , π i )) = eq(σ Ξ , ρ ), eq(σ Ω, Σ i , dg( ρ , π i )) = eq(σ Ω, Σ i , π i ) with i = 1, 2 is
(crucial case 3.2) 5 For the same f i of the above case 3.1, we take f to be f 1 &f 2 (defined Equation (28) in Case 2 of Proposition 6.9 as a solution of eq(σ Ξ δ , Ω, Σ 1 , Σ 2 , (A,A ⊥ ) δ , π )) and define e (no longer an endomorphism contrary to the case 3.1 above) as follows so that f = f [ / ] o e with = {a,ā}:
f := f 1 &f 2 :
Id Ω, Σ 1 , Σ 2 is :
where J Ξ δ i , (A,A ⊥ ) δ i is the ring inclusion Equation (7), complementary for i = 1, 2, and the left of the is a superposition of the two complementary inclusions:
First, for any polynomial h i ∈ Z 2 [L(Δ, Γ, B 1 &B 2 )] with i = 1, 2, and its copy h δ i i ∈ Z 2 [L(Δ δ i , Γ, B 1 &B 2 )], the following holds where the substitutions are simultaneous for c (respectively, its copy c δ i ) ranging in L(Δ) (respectively, in L(Δ δ i )); 
CONCLUSION
The two main contributions of this article are (i) MALL GoI modelling to accommodate polynomial weights. The ingredient is the change of coefficient ring for the partial isometries to the polynomial ring of characteristic 2 in literals of eigenweights. An execution formula is formulated, invariant under cut-elimintaion, in terms of a ring homomorphism of the polynomial Boolean ring. The ring homomorphism is first given dependent on proof-reduction, but finally it is improved so that it is independent of the reductions. (ii) Constructing a finer grained quasi-execution formula, using the semiring of formal languages over eigenweights. The formula together with (i) captures the HvG correctness criteria (P2) and (P3)
We now discuss some future directions. Our GoI is inspired directly from Girard's operator theoretic interpretation of GoI I [8] and GoI III [9] , thus the categorical counterpart of our construction has to be studied. For this, the question of how to accommodate the homomorphisms on the Boolean polynomial ring, used in this article, needs to be examined in accordance with the axioms of traced monoidal categories [19] . To be more concrete, how do we enrich polynomial Boolean weights on top of Haghverdi-Scott's Σ-mon category [12] and obtain a unique decomposition category, a structure that is the main ingredient for categorical GoI I. Also, we believe their trace class using partial traces [13, 21] may be useful to distinguish consistently weighted traced morphisms.
Extension of our GoI to exponentials for the full LL involves checking directly whether the scalar extension of the article is consistent with Girard's axiomatization [8] in terms of tensor product for comultiplication and dereliction for the LL modal connectives. This is work under development.
Another open problem is applying our GoI to Heijltjes's additive proof-nets [15] for graph rewriting of HvG, which must explain a GoI characterization of Joyal's softness [1] , a nice categorical meaning of additive proof-theory for sum-product logic.
From a different perspective on the decision problem, the toggling condition (P3) is studied by De Naurois-Mogbil [23] to lower the complexity of the correctness of MALL proofs. How our GoI may relate to this perspective remains a future work.
A comparison needs to be investigated with the most recent work of Seiller's graphings [25] of general GoI for MALL, encompassing the standard GoI as well as von Neumann algebras. Because of the similarity between his monoid weightings to graphical edges and our algebraic scalar extension, we hope to understand how the graphings could accommodate superposition of slices, peculiar to the HvG proof-nets, hence indispensable to our additive GoI framework.
APPENDICES A DEFINITION OF TENSOR PRODUCT
For modules M and N over a commutative ring R, the tensor product M ⊗ R N is the unique (up to iso) R-module together with the unique (up to iso) bilinear map b satisfying the following universal property:
For any bilinear map f to any R-module P, there exists a unique R-module homomorphism f so that the right diagram commutes:
By writing b (x, y) = x ⊗ y for x ∈ M and y ∈ N , the following holds for x, x ∈ R, y, y ∈ N and r ∈ R: Figure 5 when U = π and π is cut of π 1 and π 2 .
C PROOF OF LEMMA 4.18
Let S and S δ denote the indicated occurrences (of the superposition) in LHS and in RHS, respectively. Then, S and S δ have the identical ( ) Γ, B 1 &B 2 Γ, B 1 &B 2 component. For S's other components, the component S Δ Δ is a f Δ Δ +āд Δ Δ and the component S -Δ (respectively, S Δ * ) is written of the form aM 1 +āM 2 (respectively, aN 1 +āN 2 ). For S δ 's other components,
) is t (1, 1) dg (aM 1 ,āM 2 ) (respectively, t (1, 1)dg (aN 1 ,āN 2 ) ). In the proof the following equality is used (since d is a homomorphism) for any polynomial h ∈ Z 2 [L(Δ, Γ)],
where the substitution of RHS is the simultaneous so that c ranges in L(Γ). All the substitutions in the following are simultaneous where c (respectively, its copy c δ i ) ranges in L(Γ) (respectively, L(Γ δ i )).
First, let the pair of h 1 and h 2 , occurring in S, denote either that of f Δ Δ and д Δ Δ , of M 1 and M 2 , or of N 1 and N 2 , and h δ 1 1 and h δ 2 2 denote their occurrences in S δ . Then, the following holds for every c ∈ L(Δ) so that c δ i ∈ L(Δ δ i ) with i = 1, 2: 
However, (S δ ) -Δ δ 1 , Δ δ 2 = t (1, 1) dg (aM 1 ,āM 2 ) = t (1, 1) dg (aM 1 [c = d (c)] ,āM 2 [c := d (c)]), again by Equation (29). Same calculation for (S δ ) Δ δ 1 , Δ δ 2 * . Thus, 
Thus, the lemma holds.
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