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Abstract
The European Proximity Operation Simulator (EPOS) of the DLR-German Aerospace Center is a robotics-based simulator that
aims at validating and verifying a satellite docking phase. The generic concept features a robotics tracking system working in
closed loop with a force/torque feedback signal. Inherent delays in the tracking system combined with typical high stiffness at
contact challenge the stability of the closed-loop system. The proposed concept of operations is hybrid: the feedback signal is a
superposition of a measured value and of a virtual value that can be tuned in order to guarantee a desired behavior. This paper is
concerned with an analytical study of the system’s closed-loop stability, and with an experimental validation of the hybrid concept
of operations in one dimension (1D). The robotics simulator is modeled as a second-order loop-delay system and closed-form
expressions for the critical delay and associated frequency are derived as a function of the satellites’ mass and the contact dynamics
stiffness and damping parameters. A numerical illustration sheds light on the impact of the parameters on the stability regions. A
first-order Pade approximation provides additional means of stability investigation. Experiments were performed and tests results
are described for varying values of the mass and the damping coefficients. The empirical determination of instability is based on the
coefficient of restitution and on the observed energy. There is a very good agreement between the critical damping values predicted
by the analysis and observed during the tests. The contact duration shows also a very good fit between analysis and experiment.
In addition, results from a 1D contact experiment carried on an air-floating testbed are successfully emulated using the proposed
hybrid docking simulator. This illustrates the flexibility of the hybrid simulator, where various contact dynamics can be emulated
without changing any hardware elements.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
Simulators of satellite proximity operations have been used since the beginning of space programs [1]. Several
technologies are available for testing and verification of systems’ operations in a simulated micro-gravity environ-
ment, such as free-fall methods, parabolic flights, air-bearing based testbeds, neutral buoyancy, suspended systems,
underwater test tanks, and robotics hardware-in-the-loop (HIL) simulators. The latter one is the preferred technology
when it comes to rendezvous and docking (RvD) testing in six degrees of freedom (6DOF), i.e., for 3D translation and
rotation. Examples of HIL simulators are reported in Refs. [2, 3, 4]. The European Proximity Operations Simulator
∗This work was presented at the 5th EUCASS - European Conference of AeroSpace Sciences, Munich , July 5-8, 2013
Email address: melak.zebenay@dlr.de (M. Zebenay)
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(EPOS) located at the German Space Operations Center of the German Aerospace Center belongs to this category. A
schematic rendering of the facility and a picture of the dual robots system are shown in Figure 1.
Robot 1 
KR 100 HA 
Linear slide
Robot 2 
KR 240-2 
Protective Fence
Robot Control KRC2 
for KR 240-2
Robot Control KRC2 
for KR 100 HA
Peripheric Control 
Cabinet
Figure 1. The EPOS facility design concept: dual-robots operations room, control room, and preparation room. The HIL simulator allows for six
degrees of freedom motion of the payloads.
Particular features of EPOS are the two industrial robots, capable of positioning payload masses up to 240 kg with
sub-millimeter and sub-degree accuracy. In addition to the 6DOF motion, the facility allows for one robot to slide
along a 25m long air-bearing rail at speeds varying from mm/sec to m/sec. Together with Sun illumination conditions,
EPOS provides a realistic emulation of final approach and RvD scenarios. Eventually, EPOS aims at providing a
truthful rendering of free-flying contact dynamics for hardware and software testing and verification of systems for
future on-orbit servicing missions such as for space debris removal [5]. A detailed review of the facility is reported
in [2, 6].
Using industrial robots for HIL docking simulation purposes is a highly challenging approach. Designed to be
very accurate in position, the robotic system typically presents a very high stiffness. On the other hand, the response
bandwidth is relatively small compared to the bandwidth of the dynamics between contacting surfaces. In addition, the
HIL simulator relies on feedbacking the measured contact force to a numerical simulator of the satellites dynamics.
That software (S/W) module calculates the satellites’ positions and feeds them as command signals to the robots
tracking controller. This appealing feature is also the Achille’s heel of the concept. The HIL system is, in essence, a
closed loop system where the robotics tracking system introduces a delay. Given the EPOS robots stiffness and delay
characteristics, the loop delay system is unstable. This prompted the development of a novel concept, a hybrid contact
dynamics emulator, combining real (measured) and virtual (modeled) force feedback, as reported in [7]. Figure 2
depicts simplistically different concepts of operations: pure hardware with measured force feedback (top left), pure
software with virtual force feedback (top right), and the hybrid approach using a combination of both (bottom).
This work, continuing earlier efforts reported in [7, 8, 9] presents an analytical and experimental investigation
that verifies and validates the proposed hybrid concept for contact in one dimension. The main contributions are the
stability analysis and the extensive experimental results. The stability analysis offers closed-form results developed
using the pole location method [10, 11]. In addition, graphical tools for characterization of the stability boundaries
are presented both via the pole location method and via the classical Root-Locus method based on a first-order Pade
approximation of the delay. Extensive testing was performed with the EPOS system in 1D, where a probe installed
on the chaser robot came in contact with a target metallic sheet. Empirical data-driven stability criteria, such as the
coefficient of restitution [12, 13] and the observed energy [14, 15, 16] were applied and compared to the stability pre-
diction from the analysis. The test results exhibit a very good agreement with the analytical results, in particular, with
respect to the stability boundaries and the contact duration. In addition, the proposed hybrid simulator is successfully
implemented in order to emulate test results from an experiment conducted on an air-floating testbed at the Space
Robotics Laboratory at Tohoku University.
Section 2 presents the mathematical modeling and stability analysis of the loop delay system. Section 4 describes
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the EPOS experimental setup, tests and results, and the air-floating testbed results emulation. Conclusions are drawn
in the last section.
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Figure 2. Block Diagram for a robotics-based docking simulator with various force feedback: pure hardware simulator (left top), pure software
(right top), and hybrid (bottom). Software and hardware elements appear in blue and orange, respectively.
2. Modeling and stability analysis of the docking simulator
2.1. 1D Mathematical modeling
The present modeling is single-dimensional. The chaser and target satellites are simulated as point masses, mC
and mT , respectively, moving along a straight line at a relative distance xr(t). The masses move towards each other
with an initial relative velocity as free-floating masses with respect to an inertial frame. During and following the
impact, the contact force is assumed to be the single cause of motion. The applied force is transmitted to the chaser
via a compliant device that is modeled as a lightly damped spring with known stiffness and damping coefficients, k
and b. Assuming small relative displacements and relative velocities, the linear spring-dashpot model is adopted for
the contact force modeling [12, 13, 17]. The stiffness of the compliant device is lower than that of the materials in
contact. The applied force is assumed to be perfectly sensed. The underlying assumption is that calibration of the
force sensor has been performed and that the level of noises is negligible compared to the force magnitude. That force
is fed back to the satellites numerical simulator, which provides the calculated motion as a command to the robots.
The robots are commanded in position and reach the required position, i.e. xr(t), with no steady-state error after a
known delay h. Let x(t) denote the true relative position of the target with respect to the chaser. The delay, masses,
stiffness and damping coefficients are assumed to be time-invariant. As a result, the equations governing the dynamics
of the loop delay system are as follows:
mx¨r(t) = f (t) (1)
f (t) = −kx(t) − bx˙(t) (2)
x(t) = xr(t − h) (3)
where
m =
mC mT
mC + mT
(4)
and m denotes the equivalent mass in the relative motion dynamics. This design model is captured by the block
diagram in Figure 3.
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Figure 3. Block diagram of the HIL docking simulator for single-dimensional analysis
2.2. Stability analysis
2.2.1. Pole location method
The proposed analysis follows the pole location method. A description of the method can be found in [10]. The
characteristic equation of the loop delay system given in Fig. 3 is as follows:
χh(s) = ms2 + e−sh(k + bs) (5)
The stability of this loop delay system is analyzed by studying the behavior of roots of Eq. (5) as h increases from
zero. This approach is based on the continuous property of the roots of χh(s) as functions of h, and on the fact that the
number of unstable roots can only change when some roots cross the imaginary axis. The condition for stability is that
all the roots of χh(s) lie in the open left half-plane (OLHP) of the complex plane. The pole location method provides
an analytical mean to determine the value(s) of the delay h, as a function of the system’s parameters m, k, and b, such
that some roots of χh(s) lie on the imaginary axis. The first step consists in examining the delay-free characteristic
polynomial, which is
χ(s) = ms2 + bs + k (6)
IN this case, necessary and sufficient conditions of stability are that all coefficients are positive: the delay-free loop
system is stable as long as there is stiffness and damping in the feedback force. The second step consists in analyzing
the roots as h increases from zero. The number of roots becomes infinite and some of them will cross the imaginary
axis for a critical value of h. Let D(s) and N(s) be defined as follows:
D(s) = ms2 (7)
N(s) = bs + k (8)
The condition for χh(s) to have roots on ( jω) is expressed as follows:
χh( jω) = 0 ⇔
 |N( jω)D( jω) | = 1arg[ N( jω)D( jω) ] = −ωh ± 2πn (9)
where n = 0, 1, 2, . . . This reminds of the gain-phase relationships of the Root-Locus method for rational transfer
functions, with the difference stemming from the phase delay. Using Eqs. (7) and (8) in Eq. (9) yields
m2ω4 − b2ω2 − k2 = 0 (10)
ωh = arctan(ωbk ) ± 2πn (11)
Selecting the positive root for ω yields the following final expressions:
ω =
√
b2
2m2
+
√
b4
4m4
+
k2
m2
(12)
hn =
1
ω
arctan(ωbk ) ±
2π
ω
n (13)
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Equations (12), (13) show that, as the delay increases, poles are crossing the imaginary axis each time h reaches one
of the values hn of the described set. The first value, denoted by hc, is computed at n = 0, thus
hc =
1
ωc
arctan(ωcbk ) (14)
where the natural frequency at the jω-crossing, ωc, is expressed from Eq. (12). Notice that the value of ωc is indepen-
dent of the delay.1 According to [10], the criteria that determines whether poles are crossing on their way out of the
OLHP (switch) or on their way into the OLHP (reversal) is the sign of the following quantity, σ(ω):
σ(ωc) △=
[
d
dω (| D( jω) |
2 − | N( jω) |2)
]
ω=ωc
=
√
b4
4m4
+
k2
m2
(15)
where the second equation in Eq. (15) results from Eqs. (7), (8), and (12). A switch occurs if σ(ωc) > 0, a reversal
occurs if σ(ωc) < 0, and no crossing occurs if σ(ωc) = 0. Obviously, in the present case, only switches occur, i.e.,
poles successively leave the OLHP as h takes on the values hn. A particular limit case of the analysis consists of the
absence of damping, i.e. b = 0. It is straightforward to check that the critical delay is simply 0, and the associated
crossing frequency is ωc =
√
k
m
, which are the expected values. Notice that for relative large values of the stiffness k,
the frequency ωc is of order O(
√
k) (see Eq. 12), which yields an order O( 1k ) for the critical delay hc (Eq. 14). This
illustrates the known phenomenon that higher values of a proportional feedback gain - here k - are adverse to stability
in presence of delays. Further, since typical values of the stiffness k yield low ratios ωcbk , and using the equivalence
arctan(x) ∼ x for small x, it appears from Eq. (14) that the critical delay hc is equivalent to bk , independently from the
frequency ωc. In other words, if ωcb << k, one can use the following approximation formula in order to compute the
critical delay:
hc =
b
k (16)
As a conclusion, Eqs. (14) and (12) provide analytical expressions for the critical delay that will destabilize the closed-
loop system, and for the natural frequency at which this happens, as functions of the system’s parameters, m, k, and b.
As an example, Fig. 4 depicts the stability regions for typical values of the delay, the mass, the stiffness, and the
damping coefficient. The plot in Fig. 4-(a) illustrates the existence of a minimum required damping for a given delay.
It also shows that there exists a limit for a system time delay beyond which there is no stability for any damping.
Figure 4-(b) provides the curve of the critical stiffness k as a function of the delay. Figure 4-(c) illustrates the existence
of a region of m in which the critical delay becomes independent of m. A numerical sensitivity investigation of the
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Figure 4. Stability domains for a typical operational point m=60 kg, k=1000 N/m, b=50 Ns/m.
stability regions with respect the parameters m, k, and b was performed. The results are summarized in Figure 5.
1This general result stems from the fact that a pure delay is a unitary operator that does not change the loop gain.
5
M. Zebenay T. Boge, and D. Chourkoun / Acta Astronautica 00 (2018) 1–16 6
Figures 5-(a)(d) depict the variations of Figure 4-(a) when k and m are modified, respectively, while holding the other
parameter constant. It appears that an increase in the stiffness k reduces the stability region, Fig. 5-(a), while an
increase in the mass m increases it Fig. 5-(d). Henceforth, for a higher stiffness the HIL simulator will require more
damping to guarantee stability. Notice that for small delays and damping values, the curve b vs h is approximately
insensitive to the mass, as expected (see Eq. 16). Figures 5-(b)(e) illustrate the sensitivity of the curve k vs h of Fig.
4-(b) when b and m are varied. Increasing the damping coefficient has the effect of increasing the stability region. The
increase in the mass also has the effect of increasing the stability domain, albeit by a small amount. Figures 5-(c)(f)
depict the sensitivity of Figure 4-(c) to changes in b and in k. The increase in b enlarges the domain of stability. It
also shows that the maximum allowed delay becomes more mass-dependent for higher damping values. Notice that
for the value of 20 Ns/m and a stiffness of 1000 N/m the plot depicts a critical delay of 20 ms, which validates the
approximation of Eq. (14). The increase in k has the inverse effect with a similar factor.
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Figure 5. Stability domains variations for an operational point: 60kg, 1000 N/m, 50 Ns/m.
2.2.2. Root-locus analysis via Pade approximation
The above analysis and graphical results can be advantageously used, but lack the flexibility of classical tools like
the Root-Locus. As shown next via an example, a simple first-order Pade approximation for the delay transfer function
provides very good agreements with the general pole location method. It has the advantage of easily investigating
stability while modifying independently the system parameters h, k, b, and m. Using the following expression for the
delay:
e−sh =
2 + sh
2 − sh (17)
in the characteristic polynomial of the closed loop system, χh(s), in Eq. (5), yields the following expanded expression
χh(s) = mhs3 + 2(m − bh)s2 + (2b − kh)s + 2k (18)
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The Evans forms of χh(s) with respect to h, b, k, and m, respectively, as free parameters, are easily developed as
follows:
χh(s) = (ms2 + bs + k) + h [12 s(ms
2 − 2bs + k)] (19)
χh(s) = (mhs3 + 2ms2 + −khs + 2k) + b [2s(−2hs + 1)] (20)
χh(s) = [mhs3 + 2(m − bh)s2 + 2bs] + k (−hs + 2) (21)
χh(s) = (−2bhs2 + 2bs − khs + 2k) + m (hs3 + 2s2) (22)
Henceforth applying the Routh-Hurwitz rules for necessary and sufficient conditions is straightforward. This yields
for instance the following inequalities:
h2 − 2
(
b
k +
2m
b
)
h + 4mk > 0 (23)
m − bh > 0 (24)
2b − kh > 0 (25)
where Eq. (23) is typically the active constraint. As a numerical example, consider the following values: m = 60
kg, b = 50 Ns/m, k = 1000 N/m. For reference, according to Eqs. (14) and (12), the critical delay is 49.3 ms and
the associated crossing frequency is 4.19 rad/s. Using these numerical values, the root-loci are drawn and pictured
in Fig. 6(a) for h ≥ 0, Fig. 6(b) for b ≥ 0, Fig. 7(a) for k ≥ 0, and Fig. 7(b) for m ≥ 0. Figure 6(a) shows that the
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Figure 6. Root-loci using Eq (19) and (20)
system becomes unstable when the delay grows beyond a critical value. The later can be computed from the following
expression, which directly stems from Eq. (23):
hc =
(
b
k +
2m
b
)
−
√(
b
k +
2m
b
)2
− 4mk (26)
With the given mass, stiffness, and damping, the value is 49.5 ms, which is in good approximation with 49.3 ms
obtained via the pole location method. The root-locus method provides a crossing frequency of 4.15 rad/s in good
agreement also. The impact of varying the damping parameter b is shown on Fig. 6(b), and supports the findings in
Fig. 4(a). The Root-locus enters the OLHP for a minimal value of b, here 50 Ns/m, before exiting it for a higher value.
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Figure 7(a) depicts how the poles stay in the OLHP until k reaches a critical value, here 1000 N/m, which agrees with
the plot in Fig. 4(b). In Fig. 7(b), the Root-locus never enters the OLHP, for any value of the mass when the damping
is 50Ns/m and time delay assumed 50ms. When m takes on high values, the poles asymptotically approach the origin.
This concurs with the asymptote of the plot in Fig. 4(c) which appears for a delay of 50 ms, showing that the system
remains unstable as the mass increases although the distance to the stable domain diminishes.
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Figure 7. Root-loci using Eq (21) and (22)
3. Experimental results
This section presents results from 1D tests using the EPOS system. These tests serve as a proof-of-concept of the
proposed hybrid simulator, albeit in 1D, showing its ability in achieving stability by introducing a virtual damping.
They also provide a validation of the 1D stability analysis. In addition, a series of tests were performed that emulate
results from experiments carried on an air-bearing testbed at the Space Laboratory of Tohoku University in the Fall of
2012. This paper provides an account of one of these tests.
3.1. Experimental setup
Figure 8 conceptually pictures the HIL EPOS test setup. The hardware module consists of the chaser robot, its
tracking controller, a target element, the force sensor, and a compliance device that has the function of a docking
interface. The force sensor is attached to a tool plate that is fixed at the chaser’s end-effector. The docking interface
is also attached to the tool plate which has a stiff shaft (probe) with a pin-like head. The probe makes thus contact
with the target element in a pin-pointed manner. The target element is a metal sheet at rest with respect to the room’s
referential. This was done for the sake of simplicity and does not limit the validity of the tests since they are conducted
in 1D only. The software module of the HIL simulator includes the numerical simulation of the chaser and target
satellites, an estimator of the current relative displacement of the target with respect to the chaser, the computation of
a virtual contact force according to specified damping and stiffness coefficients, and the gravity compensation in the
measured force. The latter is using a calibration procedure which will be described in a different work. The robotics
tracking system operates at a frequency of 250 Hz. It provides a sub-millimeter accuracy positioning of the probe
tip with a time-invariant delay of 16ms after receiving the command signal. The force sensor provides readings at a
frequency of 1 kHz, with calibrated errors of order 0.25 N.
8
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Figure 8. 1D Experimental setup of the DLR European Proximity Operations System (EPOS)
3.2. Stability analysis validation using the coefficient of restitution
Several series of tests were performed in order to validate the single-dimension stability analysis. In order to
compare with the theoretical results each series consisted in varying b from 0 to 100 Ns/m, while keeping the other
parameters constant. The value of the damping and of the mass were precisely set in the software part of the simulator.
The delay was dictated by the robotics (16 ms). No virtual stiffness feedback force was added to the sensed force:
the only stiffness element stems from the hardware. Once calibrated to provide (approximately) a stiffness of 1000
N/m, the experimental set-up was unchanged. For verification, the measured force and displacement were processed
in order to estimate the actual stiffness values for each test. Each test consisted of an initial acceleration of the chaser
robot to a velocity of approximately 20 mm/s, followed by a phase of constant velocity, where the sensor calibration
was improved, until contact. Data were recorded until the chaser robot reached a steady velocity after bouncing back
from the target element. The simulated target mass value was several orders of magnitude heavier than that of the
chaser in order to avoid motion of the target with respect to the room.
The relative velocities before and after impact were recorded and averaged over several seconds. These averages
are denoted by v− and v+, respectively. The experimental criteria stability considered here is the ratio between v+ and
9
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Table 1. Tests results for varying values of the damping b. The mass is 63.2 kg, the delay is 16 ms, and the stiffness is around 1066 N/m.
b v− v+ ǫ k̂ τ̂ τ
[Ns/m] [mm/s] [mm/s] [N/m] [ms] [ms]
0 21.0 26.5 1.26 1280 698 700
0 21.0 26.5 1.26 1100 753 756
0 21.0 26.0 1.24 955 878 810
0 21.0 23.4 1.11 977 799 800
20 18.5 20.0 1.08 1020 782 780
30 18.0 18.0 1.00 1150 736 735
30 18.0 18.0 1.00 975 800 800
40 17.5 17.0 0.97 1270 700 700
40 17.0 16.5 0.97 1140 739 740
40 17.5 16.7 0.98 1080 760 760
40 17.5 17.0 0.97 1050 771 772
70 18.0 15.0 0.83 1095 755 756
70 20.0 17.0 0.85 1030 778 780
90 20.0 15.0 0.75 1040 774 776
100 21.0 15.0 0.71 822 871 N/A
v−, known as coefficient of restitution [12, 13], i.e.,
ǫ =
v+
v−
(27)
The system is stable if ǫ < 1, neutrally stable if ǫ = 1, and unstable otherwise. Notice that ǫ is identical to the
overshoot, for delay-free second order systems, i.e., ǫ = e
−πζ√
1−ζ2 , where ζ is the non-dimensional damping coefficient.
Table 1 summarizes the results for the first series of tests, where the mass was 63.2 kg. When the damping coefficient
is zero, the system is, as expected, unstable, as evidenced by the fact that ǫ is greater than one. Incremental increases
of the value of b, up to 30-40 Ns/m in the software, produce stronger damping forces, which results in a decrease of
ǫ down to unity. The test was repeated several times (in bold in Table 1), consistently yielding values of ǫ between
between 0.97 and 1. The system has thus become neutrally stable. Further increasing the coefficient b to 70, 90, and
100 Ns/m, results in a consistent reduction of ǫ. Comparison with the analytical results of the previous section is done
as follows. For each test, an empirical value of the stiffness, k̂, was determined (assuming a linear spring model).
Using the values for k̂ as given in Table 1, the sample average ¯k and standard deviation σk are computed, yielding
1066 N/m and 118 N/m, respectively. This is consistent with the levels of accuracy of 0.25 N and 1 mm in the force
and position knowledge, respectively. This shows that the experiment was well calibrated. Using the values for the
mass (63.2 kg), the delay (16 ms), and the three stiffness values ¯k, ¯k ± σk, three plots of the curve b vs h are depicted
in Fig. 9(b). The black points represent the experimental data. It appears that the points corresponding to neutral
stability (i.e. b at 30 and 40 Ns/m) lie inside or are close to the critical envelope (in dotted lines). There is thus a good
agreement between the tests and the analysis. Additional comparison is done based on the predicted and observed
contact durations, denoted by τ̂ and τ, respectively. The value of τ̂ is computed as
τ̂ =
π
ω̂c
(28)
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Table 2. Tests results for two mass and damping values. The delay is 16 ms and the stiffness is around 1066 N/m.
m b v− v+ ǫ
[kg] [Ns/m] [mm/sec] [mm/sec]
500 20 20.0 21.0 1.05
90 20.0 18.0 0.90
5 30 20.0 20.5 1.03
50 20.0 18.7 0.94
where ω̂c is an estimated crossing frequency as given from Eq. (12) with k̂ instead of k. Considering k as the only
uncertain parameter in the expression for ωc, and given the values of the mass and the damping from Table 1, the
estimated duration τ̂ has got an accuracy of 1 ms. The values of the contact durations are direct observations from
experimental data, here the force profiles. The accuracy is here limited by the HIL controller sample time of 4 ms.
Table 1 shows that there is an excellent agreement between the predicted and the actual contact durations when ǫ is
equal or close to 1, around marginal stability. Other tests were performed with higher and lower values of the mass.
Table 2 summarizes the results for two cases: 500 kg and 5 kg. Figures 9(a)(c) depict the experimental points for
m = 500 kg and m = 5 kg, respectively. It clearly validates the stability/instability prediction.
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Figure 9. Experimental validation of the stability analysis. The black dots indicate the various test points for various damping values and a 16 ms
delay. The stability regions are above the critical envelopes.
3.3. Stability analysis validation using the observed energy
The stability-related property of passivity was used in previous experimental works [15, 16] because it lends itself
to an empirical method where only input-output signals are required. As opposed to the pole location method it is not
model-dependent and it applicable in the time domain. It also has the advantage to provide an insight on the passivity
of the system during the contact, as opposed to the method using the coefficient of restitution which determines the
stability after the contact ending. The algorithm, called passivity observer [16], consists in computing the following
performance measure, a.k.a the added energy:
∆E = ∆t
N∑
i=1
[ f (i)vm(i) − fin(i)vr(i)] (29)
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where f (i), fin(i), vm(i) and vr(i) are the sampled signals of the measured force, the force input to the HIL system,
the measured velocity, and the command velocity, respectively, ∆t is the sample time (4 ms), and N = 1, 2, . . . until
the end of the contact. The HIL simulator is passive if ∆E < 0, lossless if ∆E = 0, and active if ∆E > 0 for any N.
Notice that, looking at the whole contact duration, this approach is equivalent to the ǫ-approach. Indeed, considering
the change of energy of a point mass before and after an impact yields ∆E = E− (ǫ − 1) where ǫ is defined in Eq. (27),
showing that the sign of ∆E and of (ǫ −1) are identical. Four cases, taken from Table 1, were analyzed, corresponding
to damping 0, 20, 40 and 70 Ns/m. Figures (10)(a)-(b) show, for each case, the time variations during contact of the
sensed force (upper plots, red lines), of the required and measured relative velocities, vr and vm (middle plots, black
and green lines), and of the observed energy, ∆E (bottom plots, blue lines). In the absence of virtual damping (b = 0),
it can be seen from Fig. 10(a) that ∆E only increases with time, accumulating about 6 mJ during the contact. The
maximum rate of increase in ∆E occurs at half the contact duration, when the chaser robot stops and inverts its motion
direction. It can be seen from the velocities plots that the maximum discrepancy between vm and vr happens at that
time. This “deadzone” lasts around 100 ms and stems from a combination of robotic controller delay, non-linearities,
and inertia. The increase in ∆E and its settling at a positive value is an evidence for the HIL system to be active.
This concurs with the fact that the final velocity (26.5 mm/s) is greater than the initial velocity (21 mm/s), and ǫ is
henceforth greater than one. Figure 10(b) depicts the case of a lightly damped system. The energy profile shows a
small dip before increasing and settling around 1.5 mJ. The system is thus slightly active over the contact duration.
In Fig. 11(a), which depicts the case b = 40 Ns/m, the added energy over the contact duration is almost zero. The
system is here approximately neutrally stable, as supported by the value 0.98 for ǫ. Interestingly, the plot of ∆E shows
an oscillation with negative values in the first contact half followed by positive values in the second half. The results
for the case b = 70 Ns/m are depicted in Fig. 11(b). The energy dip is here lower than in previous cases, such that the
following pick does not reach the positive values, and ∆E settles at -5 mJ. The system is thus passive and energy is
being dissipated, in good agreement with the value of ǫ (0.85).
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(b) b = 20 Ns/m
Figure 10. The simulator system is active both for b = 0 and 20 Ns/m.
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Figure 11. The simulator system is almost neutrally stable for b = 40 Ns/m. It is passive at b = 70 Ns/m.
3.4. Emulation of an air-floating table test
Figure 12. Air-floating test bed setup at Tohoku University
The HIL docking simulator concept was validated experimentally by emulating the results from the air-floating
table test conducted at the Space Robotics Laboratory at the Tohoku University. Figure 12 depicts the experimental
setup.
The chaser body is equipped with four air pads. Each pad is connected to on-board air-tanks enabling the pads
to float via static air-pressure. A spring with a stiffness of 1000 N/m is attached at the end-effector of the target
body which has a viscous friction with an equivalent damping of 47.5 Ns/m. The damping value is estimated using
the experiment data. The force sensor is attached at the head of the spring. The motion measurement system used
infrared (IR) cameras tracking the motion of IR reflecting balls fixed to the floating bodies. The force and position
accuracies were of order 0.1 N and 1 mm, respectively. The target body was actuated in order to reach an absolute
velocity of 20 mm/sec and then to float with constant speed towards the chaser body, initially at rest. During and after
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the impact the target speed was maintained at 20 mm/sec while the chaser body was set in motion due to the impact.
The mass of the chaser body was 63.2kg, which is the maximum allowed on this testbed. Much care was given to
correctly align the chaser center of mass with the axis of the contact force in order to avoid torques. The relative
velocity changed from 20 mm/sec before impact to -15mm/sec after impact. This corresponds to a value of 0.75 for
ǫ. These conditions were successfully emulated using the EPOS testbed. For that purpose, the virtual damping in
the HIL simulator was set at 90 Ns/m. Compared to the damping value at the air-floating test bed, the HIL simulator
required a 52.5 Ns/m higher value because the delay added energy, which needed to be dissipated. As a result, the
relative velocities, and ǫ, were identical to those of the air-floating test. Further, the maximum force magnitudes were
similar (5 N and 4.6 N). Table 3 summarizes the comparison between both tests.
Figure 13(a) and (b) show the time variations of the measured forces and velocities for the EPOS test and the
air-floating table test, respectively. There is overall a very good similarity in the profiles of the forces and velocities.
Some dissimilarities appear. The “deadzone” in the velocity profile at half the contact duration is characteristics of
the robotics testbed. The force profile in Fig. 13(b) shows a jump at half the contact due a dry friction phenomenon
experienced by the compressed spring. Also, the early phase of the contact depicts high frequencies force variations:
they stem from the high stiffness encountered at contact, and recorded by the force sensor since it is attached between
the spring and the contact point.
Table 3. Emulation of the air-floating table test using the HIL EPOS
m k b h ǫ fmax
[kg] [N/m] [Ns/m] [ms] [N]
Air-floating 63.2 1000 47.5∗ N/A 0.75 5.0
HIL EPOS 63.2 1030∗ 90 16 0.75 4.6
∗ estimated from experiment
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Figure 13. Emulation of the air-floating test using HIL EPOS system. Contact force and relative velocity profiles are similar. The velocity of HIL
EPOS test is shifted from 0.02m/s to zero for visualization purpose. Both experiments showed a 35mm/s final relative velocity.
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4. Conclusion
This work presented a numerical and experimental investigation of the DLR robotics-based hardware-in-the-loop
simulator EPOS for single-dimensional contact. For stability analysis, the robotics tracking system was represented as
a pure delay and the force feedback as a linear spring-dashpot device. The pole location method and a first order Pade
approximation were applied providing complementary analytical and graphical tools for this analysis. The simulator
was operated using a hybrid method for contact dynamics emulation. Extensive tests were performed showing good
agreement between analysis and tests. The ability to modify parameters in the software, like the delay, the mass,
the damping, or the stiffness, without changing the hardware elements, demonstrates the powerful flexibility of the
proposed hybrid force feedback concept. The successful emulation of the experiment performed at Tohoku University
on an air-floating table was achieved. The usefulness of data-driven stability indexes, such at the coefficient ǫ or the
added energy ∆E, were validated via experiments.
There is a good agreement between the ǫ-based approach and the E-based approach. These approaches present
the advantage of only relying on input-output data, and do not depend on the model. In addition, the E-approach can
shed light on the systems passivity property during contact, not only after contact. Hence, properly monitored in real
time, the energy signal provides a clue on the passivity property of the HIL system during operations. As suggested
in [15, 16], applying a feedback force such as to prevent the system from becoming active appears as a promising
direction for future work. The concept is visualized in Fig. 14. Additional work will focus on the extension of the
HIL system to 3D, on the stability analysis extension, and on the performances of 3D tests. Further directions include
automated tuning of the virtual feedback force for various purposes, e.g. ensuring passivity, emulating desired force-
velocity profiles, or enabling safe operations of the simulator with guaranteed stability margins. Potential challenges
to address include uncertain and time-varying delay, stiffness, and damping, randomness in the force measurement,
and non-linearity of the contact dynamics.
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Figure 14. Block diagram of a damping adaptation system using the observed energy
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