We study quasiisometries of the homogeneous manifold with negative curvature associated with non-diagonalizable derivation of the Heisenberg algebra. We show that all quasiisometries are almost isometries. We prove this by finding all the quasisymmetric maps on the ideal boundary.
Introduction
In this paper we shall study the self quasiisometries of a homogeneous manifold with negative curvature. We do this by studying the self quasisymmetric maps of the ideal boundary.
Let H be the Heisenberg Lie algebra with basis e 1 , e 2 , e 3 and the only nontrivial bracket relation [e 1 , e 2 ] = e 3 . We shall identify H with the Heisenberg group H via the exponential map. The group law on H = H is given by: (x 1 e 1 + y 1 e 2 + z 1 e 3 ) * (x 2 e 1 + y 2 e 2 + z 2 e 3 ) =(x 1 + x 2 )e 1 + (y 1 + y 2 )e 2 + (z 1 + z 2 + 1 2 (x 1 y 2 − x 2 y 1 ))e 3 .
Let A : H → H be the derivation of H whose matrix representation with respect to e 1 , e 2 , e 3 is given by Let R act on H by (t, v) → e tA v (t ∈ R, v ∈ H). We denote the corresponding semi-direct product by S = H A R. That is, S = H ×R as a smooth manifold, and the group operation is given by:
(v, t) · (w, s) = (v * (e tA w), t + s)
for all (v, t) , (w, s) ∈ H × R. The group S is a simply connected solvable Lie group. We endow S with the left invariant Riemannian metric determined by taking the standard Euclidean metric at the identity of S = H × R = R 4 . It follows from [H] that S is Gromov hyperbolic and so has a well defined ideal boundary ∂S. There is a so-called cone topology on S = S ∪ ∂S, in which ∂S is homeomorphic to the 3-dimensional sphere and S is homeomorphic to the closed 4-ball in the Euclidean space. Furthermore, there are also so called visual metrics on the ideal boundary ∂S. Every quasiisometry f : S → S induces a quasisymmetric map ∂f : ∂S → ∂S of the ideal boundary (equipped with a visual metric), and the rigidity property of the quasiisometry f corresponds to the rigidity property of the boundary map ∂f , see [BS] and [SX] . We shall study the rigidity property of self quasiisometries of S by studying the rigidity property of self quasisymmetric maps of the ideal boundary.
We next describe the ideal boundary and the parabolic visual metric. For each v ∈ H, the map γ v : R → S, γ v (t) = (v, t) is a geodesic. We call such a geodesic a vertical geodesic. It can be checked that all vertical geodesics are asymptotic as t → +∞. Hence they define a point ξ 0 in the ideal boundary ∂S. Each geodesic ray in S is asymptotic to either an upward oriented vertical geodesic or a downward oriented vertical geodesic. The upward oriented geodesics are asymptotic to ξ 0 and the downward oriented vertical geodesics are in 1-to-1 correspondence with H. Hence ∂S\{ξ 0 } can be naturally identified with H.
For any proper Gromov hyperbolic geodesic space X and any ξ ∈ ∂X, there are so-called parabolic visual (quasi)metrics on ∂X\{ξ}, see [BK] , [Ha] or [HP] . In our case, a parabolic visual quasimetric D on ∂S\{ξ 0 } = H is given by:
for all p = x 1 e 1 + y 1 e 2 + z 1 e 3 , q = x 2 e 1 + y 2 e 2 + z 2 e 3 ∈ H, where 0 ln 0 is understood to be 0. We remark that D is not a metric on R 2 , but merely a quasimetric. This fact causes technical difficulties in the proof. Recall that a quasimetric ρ on a set A is a function ρ : A × A → R satisfying the following three conditions: (1) ρ(x, y) = ρ(y, x) for all x, y ∈ A; (2) ρ(x, y) ≥ 0 for all x, y ∈ A and ρ(x, y) = 0 if and only if x = y; (3) there is some M ≥ 1 such that ρ(x, z) ≤ M (ρ(x, y) + ρ(y, z)) for all x, y, z ∈ A. For each M ≥ 1, there exists a constant 0 > 0 such that ρ is biLipschitz equivalent to a metric for any quasimetric ρ with constant M and any 0 < ≤ 0 , see Proposition 14.5. in [Hn] .
Let η : [0, ∞) → [0, ∞) be a homeomorphism. A bijection F : X → Y between two quasimetric spaces is η-quasisymmetric if for all distinct triples x, y, z ∈ X, we have
The following is the main result of the paper.
is a quasisymmetric map if and only if it is a composition of the following types of maps:
(1) left translations; (2) The map R π : H → H given by R π (xe 1 + ye 2 + ze 3 ) = −xe 1 − ye 2 + ze 3 ; (3) automorphisms λ t = e tA generated by the derivation A; (4) maps of the form F c (ye 2 * (xe 1 + ze 3 )) = ye 2 * [(x + c(y))e 1 + (z + y 0 c(s)ds)e 3 ], where c : R → R is a Lipschitz map. Theorem 1.1 is the Heisenberg group counterpart for the main result in [X1] . In that paper, all quasisymmetric maps on the ideal boundary of R 2 J R was identified, where
Theorem 1.1 has consequences for the rigidity of quasiisometries. Let L ≥ 1 and C ≥ 0. A (not necessarily continuous ) map f : X → Y between two metric spaces is an (L, A)-
In the case L = 1, we call f an almost isometry. Corollary 1.2. Every self quasiisometry of S is an almost isometry.
Notice that an almost isometry is not necessarily a finite distance away from an isometry.
The theme of the paper is rigidity of quasiisometries of homogeneous manifolds with negative curvature (HMNs). Conjecturally all self quasiisometries of a HMN must be almost isometries unless the HMN is biLipschitz to a real or complex hyperbolic space. By [H] every HMN is isometric to a solvable Lie group S with a left invariant Riemannnian metric, and the solvable Lie group S has the form S = N R, where N is a simply connected nilpotent Lie group and R acts on N by expanding automorphisms (for t > 0). The case N = R n was solved in [X2] . The case where N is a Heisenberg group and the derivation is diagonalizable was solved in [X3] . This paper is the first step in treating the non-diagonalizable derivations on Heisenberg groups. The general case still remains open.
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Parabolic visual quasimetrics on the ideal boundary
In this section, we will define two different parabolic visual quasimetrics on the ideal boundary, and find an explicit formula for one of them. The two quasimetrics are biLipschitz equivalent with each other. Let A and S be as in the Introduction. Recall that all vertical geodesics γ v (v ∈ H) are asymptotic as t → +∞ and so they define a point ξ 0 in the ideal boundary ∂S. Furthermore, ∂S\{ξ 0 } can be naturally identified with H. The subsets H × {t} ⊂ H × R = S (t ∈ R) are horospheres centered at ξ 0 .
We next define two parabolic visual quasimetrics on ∂S\{ξ 0 } = H. Given v, w ∈ H, the parabolic visual quasimetric D 1 (v, w) is defined as follows: D 1 (v, w) = e t , where t is the smallest real number such that at height t the two vertical geodesics γ v and γ w are at distance one apart in the horosphere H × {t}.
We now introduce a parabolic visual quasimetric D which admits an explicit formula and is also biLipschitz equivalent with D 1 . Define a norm on H by:
Let p = x 1 e 1 +y 1 e 2 +z 1 e 3 , q = x 2 e 1 +y 2 e 2 +z 2 e 3 ∈ H.
we have
where 0 ln 0 is understood to be 0. At this point D is just a function. We shall see that D is indeed a quasimetric. Let g = (xe 1 + ye 2 + ze 3 , t) ∈ H R = S and denote by L g : S → S the left translation by g. We calculate L g (x e 1 +y e 2 +z e 3 , t ) = ([x+e t (x +ty )]e 1 +[y+e
We see that L g maps vertical geodesics to vertical geodesics. It follows that L g induces a map T g : H → H,
Since L g is an isometry of S and it translates by t in the vertical direction, the definition of the quasimetric D 1 shows that
for all p, q ∈ H. In other words, T g is a similarity of (H, D 1 ) with similarity constant e t . When t = 0, T g is simply a left translation on H and it is an isometry with respect to
A direct calculation (using the formula for D) shows that T g is a similarity with respect to D as well. In particular, left translations are isometries with respect to D and λ t = e tA is a similarity of (H, D) with similarity constant e t . It follows that D 1 and D are biLipschitz equivalent. It also implies that D is a quasimetric since D 1 is.
For later use (Section 5), we notice that the map R π : H → H defined by
is an isometry with respect to D.
Quasisymmetric maps preserve a foliation
In this section we prove that every self quasisymmetric map of (H, D) perserves a foliation. The foliation consists of the left cosets of the x-axis. Notice that the x-axis is a subgroup of H. The first part of the proof is similar to Bruce Kleiner's proof in the case of R 2 J R; See [X1] , Section 3.
We first recall some basics about Q-variation.
Definition 3.1. Let (X, ρ) be a quasimetric space and K ≥ 1. A subset E ⊂ X is called a K-quasi-ball if there is some x ∈ X and some r > 0 such that B(x, r) ⊂ E ⊂ B(x, Kr). Here B(x, r) = {y ∈ X : ρ(y, x) < r}.
The following notion is key to the proof. Definition 3.2. (Kleiner) Let Q ≥ 1. Let u : X → R be a function (not necessarily continuous) defined on a quasimetric space, and let P be a collection of subsets of X. The Q-variation of u over P, denoted V Q (u, P), is the quantity
where osc(u| P ) denotes the oscillation (sup minus inf) of the restriction of u to the subset P ⊂ X. The Q-variation V Q (u) of u is sup{V Q (u, P)} where P ranges over all disjoint collections of balls in X.
The following result says that Q-variation is invaraint under quasisymmetric maps in a certain sense.
Lemma 3.1. (Lemma 3.1, [X1] ) Let F : X → Y be an η-quasisymmetric map between two quasimetric spaces. Then for every function u :
By the discussion in Section 2, for each g ∈ S, the map T g : H → H is a similarity with respect to D. Hence, the images of the unit cube
For any subset S ⊂ H = R 3 , we use m(S) to denote the Lesbegue measure of S. Recall that Lesbegue measure on H is a Haar measure on H = H. In particular, it is invariant under left translations. Also notice that m(λ t (S)) = e 4t m(S) since λ t : H → H has constant Jacobian determinant e 4t .
Lemma 3.2. The function u 0 : H → R, u 0 (xe 1 + ye 2 + ze 3 ) = y, has locally finite (4, K)-variation for any K ≥ 1. Proof. Let U ⊂ H = R 3 be any bounded open subset, and K ≥ 1 a fixed constant. Let P be a collection of disjoint K-quasi-balls contained in U and E ∈ P. Then there exist p ∈ H and r > 0 such that B(p, r) ⊂ E ⊂ B(p, Kr). By the discussion above, all sets of the form
It follows that the (4,
Denote by X = Re 1 the x-axis and Y = Re 2 the y-axis. Notice that both are connected subgroups of H. Proof. Since u is continuous and is not constant along a left coset of X, after pre-composing with a left translation and λ t 0 for some t 0 and post-composing with an affine function, we may assume the following: there exists some a > 0 such that U contains the rectangular box B = {xe 1 + ye 2 + ze 3 : 0 ≤ x ≤ 1, 0 ≤ y, z ≤ a}; furthermore, u < 0 on the set
and u > 1 on the set
Denote Q 2 = {me 2 : m ∈ Z} and Q 1,3 = {me 1 + ne 3 : m, n ∈ Z}. Set
Notice that Y ⊂ S 0 , and the Hausdorff distance c 1 := HD(S 0 , Y ) is finite. Also notice that {q * S 0 : q ∈ Q 1,3 } form a tessellation of H by translates of S 0 . It follows that for any t ∈ R,
Notice that λ t = e tA has the following matrix representation with respect to e 1 , e 2 , e 3 :
It follows that λ t (Y ) is a line in H and for t << 0, it is almost parallel to the x-axis X.
Since HD(λ t (S 0 ), λ t (Y )) = c 1 e t , for t << 0, λ t (S 0 ) is almost parallel to X. For i = 1, 2, 3, let p i : H → R be defined by p i (x 1 e 1 + x 2 e 2 + x 3 e 3 ) = x i . Then p 1 (λ t (C)) is a closed interval with length (|t| + 1)e t , p 2 (λ t (C)) has length e t , and p 3 (λ t (C)) has length e 2t . Geometrically, λ t (C) is a thin slab roughly in the x-direction, and its projection on the x-axis has size roughly |t|e t .
Now consider a translate λ t (q * S 0 ) of λ t (S 0 ) that connects F 0 and F 1 . Set
By the above estimate on the size of p 1 (λ t (C)), the cardinality of I q is approximately (|t|e t ) −1 . By Jensen's inequality, the Q-variation of u over I q is at least the Q-variation when the oscillations of u on the members of I q are all equal. That is, the Q-variation over I q will be minmal when the oscillation on each member of I q is |I q | −1 ≈ |t|e t . On the other hand, as observed above, {λ t (q * S 0 ) : q ∈ Q 1,3 } form a tessellation of H by translates of λ t (S 0 ). Also recall that for t << 0, λ t (S 0 ) is almost parallel to the x-axis. It follows that there is a finite subsetQ 1,3 ⊂ Q 1,3 such that for each q ∈Q 1,3 , λ t (q * S 0 ) connects F 0 and F 1 , and B = B ∩ (∪ q∈Q 1,3 λ t (q * S 0 )) has measure at least half of m(B). Set I = q∈Q 1,3 I q .
Since m(λ t (C)) = e 4t , the cardinality of I is at least a 2 /2 e 4t . Hence the Q-variation of u over I is at least
Proof. Suppose that the claim in the lemma is false. Then there are two points p, q ∈ L such that F (p) and F (q) lie in distinct left cosets of
On the other hand, applying Lemma 3.1 to the function u 0 • F : H → R and F :
Lemma 3.5. F maps each left coset of X to a left coset of X.
Proof. Notice that (H 1 , D) is isometric to the metric space (R 2 , ρ), where
The following was independently proved in [T] , Section 15 and [K] : for any open subsets U, V ⊂ R 2 , and any quasisymmetric map f : (U, ρ) → (V, ρ), the map f sends horizontal line segments in U to horizontal line segments in V .
Let L be a left coset of X. By Lemma 3.4, F (L) lies in a left coset of H 1 . After pre-composing and post-composing F with left translations, we may assume L = X and F (X) ⊂ H 1 . Suppose F (X) is not a left coset of X. Then there exist two points p, q ∈ X such that F (p) and F (q) lie in different horizontal lines (that is, parallel to the x-axis in H 1 = R 2 ) in H 1 . Let r ∈ X be a point between p and q. Applying Lemma 3.4 to F −1 and the left coset L 1 of X passing through F (r), we see that F −1 (L 1 ) lies in a left coset of H 1 . Since r ∈ F −1 (L 1 ), we see that F −1 (L 1 ) lies in H 1 . As r varies between p and q, we see that F −1 maps an open subset U of H 1 into H 1 . Notice that F −1 | U : U → F −1 (U ) is also quasisymmetric. Now the first paragraph impies that F −1 | U maps horizontal line segments to horizonta line segments. In particular, F −1 maps an open interval of L 1 that contains F (r) to a horizontal line L 2 in H 1 . Since r ∈ F −1 (L 1 ), we have L 2 = X. It follows that F maps an open interval of X containing r to a horizontal line in H 1 . Since this holds for all r ∈ X between p and q, F ([p, q]) must be horizontal. So we get a contradiction.
Lemma 3.5 implies that every quasisymmetric map of the ideal boundary ∂S fixes the point ξ 0 . It follows that S is not quasiisometric to any finitely generated group. For more details on these claims, see [SX] , Section 6.
Quasisymmetric maps are biLipschitz
In this section we show that every quasisymmetric map of (H, D) is biLipschitz. This follows easily from Lemma 3.5 and the main result in [LX] . We also derive rigidity properties about self quasiisometries of S (Corollary 1.2).
Let K ≥ 1 and C > 0. A bijection F : X 1 → X 2 between two quasimetric spaces is called a K-quasisimilarity (with constant C) if
for all x, y ∈ X 1 . When K = 1, we say F is a similarity. It is clear that a map is a quasisimilarity if and only if it is a biLipschitz map. The point of using the notion of quasisimilarity is that sometimes there is control on K but not on C.
We recall the following definition.
Definition 4.1. Let X be a quasimetric space and α ∈ (0, 1], L ≥ 1. We say X is an (α, L)-fibered metric space if X admits a partition into unbounded closed subsets {X λ } λ∈Λ with the following properties:
(1) (Fibers are snow-flake equivalent to geodesic spaces) For each λ, there exists a geodesic space (
(Sublinear divergenece) For any λ 1 , λ 2 ∈ Λ, there exist a sequence of points y i ∈ X λ 2 such that
(3) (parallel fibers are non-isolated) For any λ, there exists a sequence of fibers X λ i such that X λ i and X λ are parallel and X λ i conevrges to X λ in the Housdorff distance; here we say two fibers X λ and X λ are parallel if d(p, X λ ) = HD(X λ , X λ ) = d(q, X λ ) for any p ∈ X λ and any q ∈ X λ ; (4) (Positive distance between fibers) For any two distinct fibers [LX] imply that Conditions (3) and (4) in Definition 4.1 are satisfied. It remains to check the first two conditions. Condition (1). Let p = x 1 e 1 , q = x 2 e 1 be two points on X. The formula for D yields D(p, q) = |x 2 − x 1 |. Hence (X, D) is isometric to the real line; in particular, it is a geodesic metric space.
Condition (2). Let p = x 0 e 1 + y 0 e 2 + z 0 e 3 be an arbitrary point. Consider the two left cosets X and p * X. Since (−te 1 ) * p * (te 1 ) = x 0 e 1 + y 0 e 2 + (z 0 − y 0 t)e 3 , we have D(te 1 , p * te 1 ) = D(0, (−te 1 ) * p * (te 1 )) = max{|y 0 |, |x 0 − y 0 ln |y 0 ||, |z 0 − y 0 t| 1 2 }, which implies sublinear divergence.
All the conditions in Definition 4.1 are satisfied. The Proposition now follows from Theorem 4.1.
We next draw some consequences about self quasiisometries of S. Under the identification of S with H × R, we view the map h : H × R → R, h(p, t) = t as the height function. A quasiisometry f : S → S is height-respecting if |h(f (p, t)) − t| is bounded independent of (p, t) ∈ S. By [D] Lemma 7 and [SX] Section 6, the following 3 conditions are equivalent: (1) f is an almost isometry; (2) f is height-respecting; (3) the boundary map ∂f : ∂S → ∂S is biLipschitz. Now the following Corollary follows from Proposition 4.2. Corollary 4.3. All self quasiisometries of S are almost isometries and are height-respecting.
Characterization of quasisymmetric maps
In this Section we prove Theorem 1.1, which gives a complete description of all self quasisymmetric maps of (H, D) . D) be a quasisymmetric map. By Proposition 4.2 F is MbiLipschitz for some M ≥ 1.
Lemma 5.1. F permutes the left cosets of
The calculation at the end of proof of Proposition 4.2 shows that X and p * X are parallel if and only if p ∈ H 1 . It follows that two left cosets L 1 and L 2 of X are parallel if and only if they lie in the same left coset of H 1 . Since F is biLipschitz, it must map parallel cosets to parallel cosets. The Lemma follows.
Lemma 5.2. There exist maps g : R → R, f : R 3 → R and h : R 2 → R such that F (ye 2 * (xe 1 + ze 3 )) = g(y)e 2 * (f (x, y, z)e 1 + h(y, z)e 3 ).
Furthermore, the following hold: (1) g is biLipschitz; (2) for each fixed y ∈ R, the map h(y, ·) : R → R is biLipschitz; (3) for any fixed y, z ∈ R, the map f (·, y, z) : R → R is biLipschitz.
Proof. By Lemma 5.1, there exists a homeomorphism g : R → R such that F (ye 2 * H 1 ) = g(y)e 2 * H 1 .
For each y ∈ R, there is some homeomorphism F y :
is also quasisymmetric. As already observed in the proof of Lemma 3.5, (H 1 , D| H 1 ) is isometric to (R 2 , ρ). So by the results cited there, F y permutes the horizontal lines in H 1 . It follows that there is some homeomorphism h(y, ·) : R → R such that F y (ze 3 * X) = h(y, z)e 3 * X. For each z ∈ R, then there is some homeomorphism f (·, y, z) : R → R such that F y (xe 1 + ze 3 ) = f (x, y, z)e 1 + h(y, z)e 3 . Hence F has the required form.
Let y 1 e 2 * H 1 , y 2 e 2 * H 1 be two left cosets of H 1 . By using the formula for D, it is easy to pick p ∈ y 1 e 2 * H 1 and q ∈ y 2 e 2 * H 1 such that D(p, q) = |y 2 − y 1 |. Since F is M -biLipschitz for some M ≥ 1, we have
So g is Lipschitz. The same argument applied to F −1 implies that g −1 is also Lipschitz. Hence g is biLipschitz. A similar argument yields (2). Since by Proposition 4.2 F is biLipschitz, its restriction to any left coset L of X is also biLipschitz. On the other hand, (L, D) is isometric to the real line. Hence (3) holds.
Lemma 5.3. Let y 0 ∈ R be such that g (y 0 ) exists, z 0 ∈ R and x 0 ∈ R such that ∂f ∂x exists at (x 0 , y 0 , z 0 ). Then g (y 0 ) = ∂f ∂x (x 0 , y 0 , z 0 ).
Proof. Denote p 0 = y 0 e 2 * (x 0 e 1 + z 0 e 3 ). By replacing F with T −F (p 0 ) • F • T p 0 , we may assume p 0 = F (p 0 ) = 0. Here T p denotes the left translation by p. Since g is biLipschitz, g (0) = 0. By composing F with the automorphism (which is a dilation with respect to D) λ t = e tA for t = − ln |g (y 0 )| we may assume g (0) = 1 or −1.
If g (0) = −1, we further compose F with the rotation R π : H → H, R π (xe 1 + ye 2 + ze 3 ) = −xe 1 − ye 2 + ze 3 . Hence we may assume g (0) = 1. Denote λ = ∂f ∂x (0, 0, 0). We shall prove that λ = 1.
Since λ t is a similarity, the family of maps {F t := λ t • F • λ −t |t ∈ R} consists of MbiLipschitz maps. Since F t (0) = 0, Arzela-Ascoli Theorem implies that there is a sequence t i → ∞ such that F t i converges uniformly on compact subsets towards an M -biLipschitz mapF :
We notice that g t (y) = e t · g(e −t y) and f t (x, 0, 0) = e t f (e −t x, 0, 0). Since the derivative g (0) = 1 exists the maps g t (y) : R → R converge (as t → ∞) uniformly on compact subsets towards the identity map y → y. Similarly, since ∂f ∂x (0, 0, 0) exist, the maps f t (·, 0, 0) : R → R converge (as t → ∞) uniformly on compact subsets towards the map x → λx. WriteF (ye 2 * (xe 1 + ze 3 ) =g(y)e 2 * (f (x, y, z)e 1 +h(y, z)e 3 ). The above discussion implies g(y) = y andf (x, 0, 0) = λx.
Fix some x ∈ R and a positive integer n. For i = 0, · · · , n, let p i = y i e 2 * (x i e 1 + z i e 3 ), where
Adding up all these inequalities for i = 0, · · · , n − 1 and using the triangle inequality we obtain
Set q = (x − ln n)e 1 . Notice that D(p n , q) = ln n/2 for n ≥ 9 and hence
It follows from (5.1) and (5.2) that
Notice thatf (x 0 , y 0 , z 0 ) =f (x, 0, 0) = λx andf (x − ln n, 0, 0) = λ(x − ln n). So we have |(λ − 1) ln n| ≤ M + M · ln n/2. Since this is true for all n ≥ 9, we must have λ = 1.
Lemma 5.4. There exist constants a = 0 and b and also a function c :
Proof. Let y ∈ R be any point where g is differentiable. By Lemma 5.3, for any fixed z ∈ R, the biLipschitz map f (·, y, z) : R → R a.e. has derivative g (y). It follows that f (·, y, z) is an affine map; to be more precise, there is a constant c(y, z) depending only on y, z such that f (x, y, z) = g (y)x + c(y, z) for all x ∈ R. We claim that g (y 1 ) = g (y 2 ) holds for any two points y 1 , y 2 ∈ R at which g is differentiable. By the previous paragraph, f (x, y 1 , 0) = g (y 1 )x + c(y 1 , 0) and f (x, y 2 , 0) = g (y 2 )x + c(y 2 , 0). Notice that D(y 1 e 2 * xe 1 , y 2 e 2 * xe 1 ) = max{|y 2 − y 1 |, |(y 2 − y 1 ) ln |y 2 − y 1 ||, |x(y 2 − y 1 )| 1 2 }.
So D(y 1 e 2 * xe 1 , y 2 e 2 * xe 1 ) = |x(y 2 − y 1 )| 1 2 for sufficiently large x. Since F is M -biLipschitz, we have
for sufficiently large x. On the other hand,
and
It follows that D(F (y 1 e 2 * xe 1 ), F (y 2 e 2 * xe 1 ))
Since (5.3) and (5.4) hold for all x, we must have g (y 1 ) = g (y 2 ). Since g is biLipschitz, we see that g must be an affine function. Hence there exist constants a = 0 and b ∈ R such that g(y) = ay + b. The Lemma follows.
Lemma 5.5. The function c(y, z) in Lemma 5.4 depends only on y. Furthermore, c(y, z) = c(y) is a Lipschitz function of y.
Proof. Let y 1 , y 2 , z 1 ∈ R be arbitrary. For any x 1 ∈ R, let x 2 = x 1 + (y 2 − y 1 ) ln |(y 2 − y 1 )| and
Denote p = y 1 e 2 * (x 1 e 1 + z 1 e 3 ) and q = y 2 e 2 * (x 2 e 1 + z 2 e 3 ). Then
and F (q) = (ay 2 + b)e 2 * [(ax 2 + c(y 2 , z 2 ))e 1 + h(y 2 , z 2 )e 3 ].
Triangle inequality then implies
Notice that if y 1 = y 2 , then z 2 can take on any real number for a suitable choice of x 1 . It follows that (5.5) holds for all y 1 = y 2 and all z 1 , z 2 ∈ R.
Now Let y ∈ R be fixed and z 1 , z 2 ∈ R. We need to show c(y, z 1 ) = c(y, z 2 ). By (5.5) the following holds for all y = y: where c : R → R is M -Lipschitz for some M ≥ 0. One checks by direct calculation that F c is Lipschitz, as follows. Let p = ye 2 * (xe 1 + ze 3 ), q = y e 2 * (x e 1 + z e 3 ) ∈ H be two arbitrary points. Then where a = 0, b are constants, and c : R → R is a Lipschitz function. After composing F with a left translation, λ t for some t and R π if necessary, we may assume a = 1 and b = 0. By further composing with F −c if necessary, we may assume that c = 0. Now F has the form F (ye 2 * (xe 1 + ze 3 )) = ye 2 * [xe 1 + h(y, z)e 3 ].
We shall show that h(y, z) has the form h(y, z) = z + C for some constant C.
Let p = ye 2 * ze 3 and q = y e 2 * ze 3 with |y − y| < 1/e. Then D(p, q) = |(y − y) ln |(y − y)||.
Also F (p) = ye 2 * h(y, z)e 3 and F (q) = y e 2 * h(y , z)e 3 . So Since the right hand side goes to 0 as y → y, we see that ∂h ∂y (y, z) = 0 for all (y, z). It follows that h(y, z) = h(z) is a function of z only.
Let y = y and z, z be arbitrary. Let x, x ∈ R be determined by the two equations x = x + (y − y) ln |y − y| and z = z + 1 2 (x + x)(y − y). Denote p = ye 2 * (xe 1 + ze 3 ), q = y e 2 * (x e 1 + z e 3 ). Then D(p, q) = |y − y|. We have F (p) = ye 2 * (xe 1 + h(z)e 3 ) and F (q) = y e 2 * (x e 1 + h(z )e 3 ). Hence It follows that
Since the left hand side does not depend on y, y and the inequality holds for all y = y , we must have (h(z ) − z ) − (h(z) − z) = 0. Hence there is some constant C such that h(z) − z = C for all z ∈ R.
