Abstract. For a compact d-dimensional rectifiable subset of R p we study asymptotic properties as N → ∞ of N -point configurations minimizing the energy arising from a Riesz s-potential 1/r s and an external field in the hypersingular case s ≥ d. Formulas for the weak * limit of normalized counting measures of such optimal point sets and the firstorder asymptotic values of minimal energy are obtained. As an application, we derive a method for generating configurations whose normalized counting measures converge to a given absolutely continuous measure supported on a rectifiable subset of R p . Results on separation and covering properties of discrete minimizers are given. Our theorems are illustrated with several numerical examples.
Introduction
We are concerned with the problem of minimizing the discrete Riesz s-energy of N particles constrained to a compact subset A of R p of Hausdorff dimension d under the influence of an external field q(x). More precisely, we minimize (N )/N is chosen so that the two terms on the right hand side of (1.1) have the same order of growth as N → ∞. Here we consider only the case when s is chosen greater than or equal to the dimension of the set A because for s < d such external field problems come under the umbrella of classical potential theory and have been well studied as we describe below.
One motivation to consider this energy expression is that (under mild conditions on the set A) for any probability measure µ on A that is absolutely continuous with respect to the d-dimensional Hausdorff measure restricted to A, there is an easily described external field q(x) for which the normalized counting measures of the minimizers of (1.1) weak * converge to µ (formal definitions are given in the next two subsections).
For s > d the minimizers of (1.1) are shown to have optimal orders of separation and covering as N → ∞. Minimization of (1.1) therefore provides well-distributed nodes on compact sets, which can be used for a number of applications; for example, meshless methods [22] , halftoning [27] and sensor deployment [17] .
External fields arise in the Gauss variational problem, which involves minimizing the functional A → R∪{+∞} over the probability measures supported on A. The classical work of Ohtsuka [23] deals with this question when A is locally compact. The case κ(x, y) = log 1 |x−y| and a number of its applications to constructive analysis are extensively treated in the book [26] by Saff and Totik. More recently, the question of solvability of the Gauss variational problem was considered by Zorii in [28] and [29] .
The discrete form of (1.3) is the problem of minimization over all N -element sets ω N ⊂ A of Such problems have been studied by Petrache, Rougerie and Serfaty in [24] , [25] for the Riesz s-kernel (1.5) κ s (x, y) := |x − y| −s , with s < d, and for the logarithmic kernel in [26] . An earlier series of papers [12] , [8] and [9] by Brauchart et al. explores minima of (1.4) when A is a d-dimensional sphere and d − 2 ≤ s < d. The paper [4] by Bilogliadov considers minimizing (1.3) with the Riesz kernel for s = 1 and a rotationally symmetric q over probability measures supported on the 2-dimensional unit sphere.
1.1. Hypersingular Riesz kernels. We call the Riesz kernels κ s (x, y) = |x − y| −s hypersingular when s ≥ d = dim A, and deal only with this case from now on. The reason to consider such kernels will become evident from the following result, which shows that the minimizers of (1.1) with q ≡ 0 are well-distributed on the set A, which need not to be the case when s < d.
For the purposes of studying the asymptotic behavior of N -point configurations ω N on A we consider their normalized counting measures. Recall that such measures N its restriction to A. In particular, for a d-rectifiable A, H d (A) < ∞. The following theorem concerns a variant of (1.1) without external field:
(1.7) E s (A, N ) := inf
where E s (ω N ) := x =y∈ω N κ s (x, y). This infimum is attained for compact sets A, because the Riesz s-kernel is lower semi-continuous on A × A.
while for s > d, the following limit exists:
where C s,d is a finite positive constant independent of A and p, and 1/0 = +∞. Furthermore, if H d (A) > 0 and {ω N } N ≥2 is any sequence of N -point configurations on A satisfying
This theorem is sometimes described as the Poppy-seed bagel theorem, a name that alludes to discrete equilibrium configurations on the torus. It first appeared in [15, Theorem 2.1] , and in the present generality in [6, .
In particular, the theorem holds for any compact A ⊂ R d as well as any compact subset of a smooth d-dimensional manifold. To be consistent with the notation of (1.9), we define
where Γ is the standard gamma function. It is known for d = 1, s > 1 that
where ζ is the Riemann zeta function, see e.g. [20] . However, for dimensions d ≥ 2 the exact value of C s,d is unknown. In the cases d = 2, 4, 8, 24, the conjectured value is (1.14) . One way of generalizing Theorem A so that it yields non-uniform limiting distributions was studied in [6] , where the Riesz potential is multiplied by a weight satisfying semicontinuity conditions. More precisely, one minimizes the energy
for a non-negative weight function w on A × A. Our present goal is to develop an alternate approach by introducing an external field equipped with a suitable scaling factor that depends on the number of points N .
With regards to practical implementation, it is worth mentioning that by using a localized weight w(·, ·) := w N (·, ·) that depends on the number of points, one can lower the computational complexity of E w s (ω N ). This approach is investigated in [7] . On the other hand, a number of papers are dedicated to producing well-distributed discrete configurations by drawing them from a suitable random process with, perhaps, further local optimization, see for example [1] , [2] , [19] . The possibility of introducing a multiplicative weight together with an external field, as well as decreasing the complexity of the method described below will be the subject of a future work.
The outline of the paper is as follows. In the remaining part of this section we introduce some essential notation. Section 2 contains an extension of the Poppy-seed theorem to the case when an external field is present; it also includes results on separation and covering of minimizing configurations. We discuss numerical examples in Section 3. Finally, Section 4 contains proofs of the results stated in Section 2.
Notation. We consider configurations of points restricted to a compact set
is assumed to be lower semi-continuous and finite on a subset of A of positive H A d -measure. We writeM for the interior of a set M ⊂ R p , and M for its closure. For a real number r, let (r) + := max(0, r). The closed ball in R p of radius r centered at the point x is denoted by B(x, r). Notation L 1 (A, λ) stands for the class of functions integrable on the set A with respect to measure λ. The minimal (s, d, q)-energy of the set A over all N -point subsets of A is given by
where #S denotes the cardinality of a set S. Since q is lower semi-continuous and A is compact, there exists a configuration of N chargesω N for which the infimum in (1.15) is attained; i.e., E A to be the positive constant and probability measure determined, respectively, by
Furthermore, if {ω N } N ≥2 is any sequence of asymptotically (s, d, q)-energy minimizing configurations on A; that is,
Remark 2.2. As with Theorem A, this result holds on the (possibly) larger class of sets A satisfying
As an application of Theorem 2.1, we deduce a method for constructing a sequence of (s, d, q)-energy minimizing collectionsω N such that their normalized counting measures weak * converge to a given distribution. 
is such that any sequence {ω N } N ≥2 of (s, d, q)-energy minimizers converges weak * to ρ dH
In particular, for s = d equation (2.6) holds with (2.5) taking the form
Remark 2.4. The reader will no doubt observe that except for the case d = 1 which is covered in (1.13), the usefulness of the last theorem is limited by the lack of knowledge of the value of C s,d when d ≥ 2. Fortunately, the limit distribution in equation (2.6) is stable under perturbations of the constant M s,d : small error in the value of C s,d used in (2.5) only leads to small errors in the resulting weak * limit of minimizers. We quantify this statement in Proposition 2.5 below.
Another possible way of overcoming this difficulty is modifying the problem of minimizing (1.1) so that the charges are restricted to an unbounded set A. It will be addressed in a future work. Proposition 2.5. Assume that in Theorem 2.3 one uses an approximate value of C s,d satisfying
with a fixed ∆. Let also ρ(x) ≥ δ > 0 for all x ∈ A and write q (x) for the external field defined with
Example 2.6. Consider the problem of minimization of (4, 1, q)-energy on the interval [0, 2] , where
Formula (1.13) gives the exact value of C 4,1 , which enables us to plot the density of µ 
To prove Theorem 2.7, we will need the following lemma which is also of independent interest. For a sequence of configurations {ω N } N ≥2 we consider the quantity 
Corollary 2.9. Let the assumptions of Theorem 2.7 hold. Then there exists a constant C = C(A, s, d, q) such that for all N ≥ 2, the minimizersω N are contained in the set A(C).
Due to this corollary, the sets {ω N } N ≥2 for the problem of minimizing the (s, d, q)-energy on the whole space R d are restricted to a compact set, provided that for some compact A and a large enough cube Q := [−R, R] d with A ⊂ Q, the value C in (2.10) is such that q(x) > C for any x not in Q. Such a problem is then equivalent to energy minimization on Q only.
To prove the covering property of (s, d, q)-energy minimizers, we will need the notion of Ahlfors regularity [11, Definition 1.13] . A set A ⊂ R p with H d (A) > 0 is called d-regular with respect to λ if there are positive constants c 0 , C 0 and a positive locally finite Borel measure λ, such that
the covering radius at x with respect to ω N .
A sequence of configurations {ω N } N ≥1 is said to be quasi-uniform in M ⊂ A if the ratio
is bounded uniformly for all x ∈ M and N ≥ 1. From Theorems 2.7 and 2.10 we have the following result.
Corollary 2.11. Let s > d. Assume A ⊂ R p is compact, d-rectifiable and Ahlfors regular with dimension d. Suppose also that q : A → R is a continuous function. Then for any sequence of (s,
Examples and numerics
All the results of this section were obtained by using default Mathematica routines (FindMinimum) to minimize the energy functional, starting with a randomly generated collection of point charges. We will write L 1 (q, A) to show explicitly the set on which we are solving the minimization problem and the external field acting on it.
In this section e z := (0, 0, 1) T is the basis vector.
Example 3.1. Consider the problem of minimizing (1.1) with s = 2 and an external field
on the unit sphere Figure 2 is the graph of q a depending on x, e z . Density of µ qa S 2 for this external field is
Using the numeric method described above, we obtain an approximate minimizer ω a pictured in Figure 3 . 
Evaluating separation distance for ω a gives δ(ω a ) ≈ 0.0813. Covering radius for the middle strip is η mid ≈ 0.0829, and for the other two η polar ≈ 0.0727, whence mesh ratio is γ mid ≈ 1.02 and γ polar ≈ 0.8942 respectively.
Let us construct a sequence of discrete collections {ω N } N ≥2 weak * converging to the probability distribution with density proportional to
where φ = arccos( x, e z ). The external field with such a sequence of minimizers is provided by Theorem 2.3. Writing ρ for the normalization of (3.2), ρ( (2.5) gives the following external field:
where we used again that C 2,2 = π.
An approximate discrete minimizer of this (2, 2, q b )-energy is shown in the Figure 4 . Note how higher density of µ A resulting approximation of 500-point minimizer ω c is shown in Figure 5 . Separation distance for this collection is δ(ω c ) ≈ 0.125339.
Example 3.4. Let us now consider an example of repelling field on the sphere S 2 ⊂ R 3 . Namely, we will minimize the (4, 2, q d )-energy, where The second repelling charge is a randomly selected point in the first quadrant of Oxy plane; factor 10 −3 is used merely for convenience purposes. An approximate 1000-point minimizer ω d is shown in Figure 6 . The shaded region marks the support of µ q d S 2 , obtained using formulas (2.1) with C 4,2 ≈ 5.7834 computed by the formula for its conjectured value (1.14). In other words, the shaded set is {x : Example 3.5. Finally, consider a 1-dimensional example. We will minimize the (4, 1, q e )-energy on the interval [0, 2], where 
s and a suitable external field q, the values of L 1 and S(q, A) are defined by (2.1) and (2.2), respectively. For real sequences
Observe that in the formula (1.1) the scaling factor τ s,d (N ) depends on N , the number of elements in ω N . We will occasionally need to evaluate the (s, d, q)-energy of a discrete ω ⊂ A with #ω = N and the scaling factor τ s,d (N ), that is, the value of 
where L * is as in Remark 4.1. 
4.1.
Proofs of the main theorems. We first establish a few lemmas that will be used in the proof of Theorem 2.1.
Lemma 4.4. Let u, v > 0 and q 0 , q 1 be real. Then the function
has a unique minimum on [0, 1]. If there is some t * in (0, 1) that satisfies
then the minimum occurs at t * . Otherwise, the minimum occurs at t * ∈ {0, 1} such that q 1−t * = min{q 0 , q 1 }.
Proof. As F is strictly convex on [0, 1], it has a unique minimum in this interval. Differentiating yields
If there is a t * ∈ (0, 1) satisfying (4.4), then F (t * ) = 0 and the minimum of F occurs at the value t * . Otherwise, F is strictly monotone in [0, 1], and the minimium must occur at an endpoint. In fact, the minimum is at t * ∈ {0, 1} such that q 1−t * = min{q 0 , q 1 }.
Lemma 4.5. Let λ be a finite Radon measure on the set A ⊂ R p and q : A → R be measurable with respect to λ. Then for every > 0 and λ-a.e. point x ∈ R p there exists a positive number R = R(x, ) such that
Proof. Consider the following partition of set A:
By the Lebesgue-Besicovitch differentiation theorem (cf. [13, 1.7.1] or [21, Corollary 2.14]) (or Lebesgue's density theorem in this case), for λ-a.e. point x ∈ A m , m = 1, 2, . . . , 
Proof. Observe that the minima on the right hand side of (4.8) are attained due to the lower semi-continuity of q. For the left hand side of (4.8) there holds lim inf
where for the last inequality we used (4.2) and Theorem A.
Remark 4.7.
Observe that the only assertion about #ω n we make is (3). 
Lemma 4.9. Let the set A be such that the assumptions of Theorem 2.1 hold. Assume that a sequence of N -point configurations {ω N } N ≥2 in A satisfies (4.10) lim sup
for some Borel probability measure µ on A. Then µ is H A d -absolutely continuous. Proof. Indeed, otherwise let E ⊂ A be a Borel set such that H d (E) = 0 and µ(E) > 0. Since µ is inner regular as a Borel measure on a Radon space, [14, 434K(b) ], without loss of generality E is closed. For an > 0 pick r > 0 such that E r := {x ∈ A : dist(x, E) ≤ r} satisfies H d (E r ) < ; observe that E r is closed. By the definition of weak * convergence and Urysohn's lemma, lim N N →∞ 1 N #{x ∈ ω N : x ∈ E r } ≥ µ(E) (consider a positive continuous function equal 1 on E and supported on E r ). Then according to Theorem A and the limit (4.2), lim inf 
As was arbitrary, this contradicts (4.10). Thus µ must be H
and
is a collection of closed pairwise disjoint balls such that H
where the minimum is taken over α m ≥ 0 such that α m = µ(B m ). In particular, there exists a sequence {ω (A), we have: 4.18) lim
We have so far only imposed the conditions that α 1 , . . . , α M are nonnegative and sum to m µ(B m ). Taking → 0+ and minimizing over such α m in (4.18) gives (4.14).
We first prove Theorem 2.1 for the case that q is a suitable simple function. The general case then follows by approximating an arbitrary lower semi-continuous q with such functions. 
where the values ofα m , 0 ≤ m ≤ M are such that
(i ). Due to the weak * compactness of the set A, Corollary 4.8 implies
. By the same argument as in the proof of Lemma 4.10, for a fixed > 0 we construct a sequence of N -element sets {ω 
This gives (4.20) after taking → 0+.
(ii ). Fix an A m with strictly positiveα m , say, A 0 and assume q 0 ≤ q m for definiteness. Pick any of the remaining sets A k , 1 ≤ k ≤ M and denote β = β(k) := α 0 + α k . Consider the terms on the right hand side of (4.21) that contain either α 0 or α k :
Now choose the coefficients of the function F (t) in Lemma 4.4 so that (4.25)
Because of (4.21), it must be thatα 0 /β is the valuê t ∈ (0, 1] for which the minimum of F (t) is attained. According to Lemma 4.4, eithert = 1, or
. Equation (4.26) thus applies to any pair of sets in A 0 , . . . , A M provided both the correspondingα m 's is positive. Also, ifα k > 0, then q k < q l for every l such thatα l = 0. To summarize, for some L 1 there holds
It follows from mα m = 1 that the first of equations (2.1) is satisfied for this L 1 . Finally, we can evaluate the right hand side of (4.20):
where in the last equality we
Proof of Theorem 2.1. Note that as q is lower semi-continuous on the compact set A, it is bounded below there, so we may assume without loss of generality q is positive. Fix from now on a number 0 < < 1/4. Apply Lemma 4.5 to the measure H A d and function q, denote the set of x ∈ A for which there exists an R(x, ) as described in the Lemma by A , and consider covering of A by the collection of closed balls {B(x, r) : x ∈ A , 0 < r < R(x, )}. Choose for each x ∈ A a sequence of radii r x,k → 0, k → ∞, k ∈ N, for which
The latter is possible due to the lower semicontinuity of q. Let {B(x, r x,k )} be a Vitali cover of A , so one can apply the version of Vitali's covering theorem for Radon measures [21, Theorem 2.8] to produce a (at most) countable subcollection of pairwise disjoint {B j := B(x j , r j ) : j ≥ 1} for which
. . (there are uncountable many options for the value of r j , at most countably many of them positive).
Define the two simple functions q , q to be constant on each B j , 1 ≤ j ≤ J:
(4.29)
Such q , q are lower semi-continuous on A. Lemma 4.11 gives equation (2.2) applied to q and q on A.
In view of (4.28) for B j and H 
We now estimate lim
where the last inequality follows from (4.28) and (4.20) . This proves (2.2).
(ii ). It remains to prove equation (2.4) for a sequence {ω N } N ≥2 satisfying (2.3). Since the probability measures on A are weak * compact, one can pick a subsequence {ω N } N ∈N ⊂ {ω N } N ≥2 for which the corresponding normalized counting measures have a weak * limit:
Then µ is H Since the integral A ρ dH
Fix two distinct points x 1 , x 2 for which both (4.5) for measure H A d and (4.34) hold. Then for an arbitrary fixed 0 < < min(1/2, ρ(x 1 ), ρ(x 2 ), q(x 1 ), q(x 2 )) there exist closed disjoint balls B 1 := B(x 1 , r 1 ), B 2 := B(x 2 , r 2 ) centered around x 1 , x 2 such that equations 4.37) lim
On the other hand, from Lemma 4.10:
with minimum taken over positive α 1 , α 2 satisfying
and argue as in the proof of Lemma 4.11, we obtain, similarly to (4.26) , that (α 1 ,α 2 ) satisfy (4.40)
Inequalities (4.37)-(4.38) and the definition of (α 1 ,α 2 ) give:
Observe that if in the above construction we fix the ball B 1 and allow r 2 → 0, the first term on the right hand side of (4.40) is bounded, so the ratioα 2 /H 
Finally, because > 0 was arbitrary and the function C s,d t 1+s/d + q(x 1 )t, t ≥ 0 is monotone, inequalities (4.42) yield by the above discussion
.
We could similarly fix the ball B 2 first and ensure
In conjunction with (4.40) the last two equations give
which coincides with the density in formula (2.4).
(iii ). Finally, we turn to the case when the function q need not be bounded above. Consider
Recall that A(C) = {x ∈ A : q(x) ≤ C} is a d-rectifiable set as a closed subset of A. The Theorem 2.1 is therefore applicable to each function q C if seen as defined on A(C). By Remark 4.2, the value of L 1 is finite. For all C ≥ L 1 ,
(A). On the other hand, due to set inclusion, Proof of Theorem 2.3. The desired result is an immediate application of Theorem 2.1 since using equation (2.1) for the external field from (2.5) gives L 1 = 0, so the asymptotic distribution is indeed (2.6).
Proof of Proposition 2.5. We have
According to (2.1), the equation
for variable l has the unique solution l = L 1 . Using (2.5), it can be rewritten as
which, in view of A ρ dH 
We will therefore write L 1 = κ∆ with |κ| ≤ ρ 
4.2. Proofs of separation and covering properties. To obtain point separation results we use techniques of [18] , [5] .
Proof of Lemma 2.8. Fix an x ∈ω N . Because the minimal value of energy E q s,d (ω N ) is attained forω N , one must have
where U (·,ω N ) is defined in (2.9). According to Frostman's lemma, [21, Theorem 8.8] , for the set A there exists a positive Borel measure λ satisfying λ(A) > 0 and such that for all x ∈ R p and R > 0,
By continuity of measure λ from below there exists a positive constant H for which λ[A(H)] ≥ 2λ(A)/3; this constant then depends on A and q, H = H(A, q). Observe that when q is bounded from above, H can be chosen equal to its upper bound. Let r 0 := (λ(A)/3N ) 1/d . Consider the set
y =x B(y, r 0 ).
From (4.51):
Averaging U (z,ω N ) on D x and taking into account (4.50) yields
y =x A\B(y,r0) 
This estimate is independent of y. Using the definition of r 0 , in the case s > d:
This proves the desired statement.
Proof of Corollary 2.9. It is immediate from Lemma 2.8 and nonnegativity of q that each x ∈ω N satisfies x ∈ A(C(A, s, d, q)) with the constant taken from (2.10).
Proof of Theorem 2.7.
which implies the theorem.
Similarly to the function (2.9), for an r > 0 and y ∈ A let (4.54)
where ω N (x, r) := {y ∈ ω N : y ∈ B(x, r)} for a fixed sequence of discrete configurations {ω N } N ≥2 . Proof. The proof follows the lines of [16] . By Theorem 2.7, there exists a C 1 > 0 such that
Considering a subsequence if necessary, one may assume dist(x,ω N ) ≥ C 1 /2N 1/d , since otherwise the statement of the Lemma follows immediately. Consider r 0 := C 1 /N 1/d , 0 < < 1/2 and put B y := A ∩ B(y, r 0 ), y ∈ω N (x, r) for every N ≥ 2. The collection {B y } defined in this way consists of disjoint sets. By construction, then for any z ∈ B y , |z − x| ≤ |z − y| + |y − x| ≤ r 0 + |y − x| ≤ (2 + 1)|y − x|, y ∈ω(x, r) where we used that r 0 ≤ 2 dist(x,ω N ) ≤ 2 |y − x|. As A is d-regular with respect to λ, we obtain from the last equation 
