A review is presented of some of the principal techniques of laser cooling and trapping that have been developed during the past 20 years. Its approach is primarily experimental, but its quantitative descriptions are consistent in notation with most of the theoretical literature. It begins with a simplified introduction to optical forces on atoms, including both cooling and trapping. Then its three main sections discuss its three selected features, (1) quantization of atomic motion, (2) effects of the multilevel structure of atoms, and (3) the effects of polychromatic light. Each of these features is an expansion in a different direction from the simplest model of a classical, two-level atom moving in a monochromatic laser field.
INTRODUCTION
The combination of laser cooling and atom trapping has produced astounding new tools for atomic physicists. 1 These experiments require the exchange of momentum between atoms and an optical field, usually at a nearly resonant frequency. The energy of the light ប changes the internal energy of the atom, and the angular momentum ប changes the orbital angular momentum ᐉ of the atom, as described by the well-known selection rule ⌬ᐉ ϭ Ϯ1. By contrast, the linear momentum of the light p ϭ ប/c (p ϭ បk) cannot change the internal atomic degrees of freedom and therefore must change the momentum of the atoms in the laboratory frame. The force resulting from this momentum exchange between the light field and the atoms can be used in many ways to control atomic motion and is the subject of this paper.
If the light is absorbed, the atom makes a transition to the excited state, and the return to the ground state can be either by spontaneous or by stimulated emission. The nature of the optical force that arises from these two different processes is quite different and will be described separately. The spontaneous emission case is different from the familiar quantum mechanical calculations that use state vectors to describe the state of the system, because spontaneous emission causes the state of the system to evolve from a pure state into a mixed state. Since spontaneous emission is an essential ingredient for the dissipative nature of the optical forces, the density matrix is needed to describe it.
A. Radiative Optical Forces
In the simplest case, the absorption of well-directed light from a laser beam, the momentum exchange between the light field and the atoms results in a force F ϭ dp/dt ϭ បk␥ p ,
where ␥ p is the excitation rate of the atoms. The absorption leaves the atoms in their excited state, and, if the light intensity is low enough that they are much more likely to return to the ground state by spontaneous emission than by stimulated emission, the resulting fluorescent light carries off momentum បk in a random direction. The momentum exchange from the fluorescence averages zero, so the net total force is given by Eq. (1). The scattering rate ␥ p depends on the laser detuning from atomic resonance ␦ ϵ ᐉ Ϫ a , where ᐉ is the laser frequency and a is the atomic resonance frequency. This detuning is measured in the atomic reference frame, and it is necessary that the Doppler-shifted laser frequency in the moving atoms' reference frame be used to calculate the absorption and scattering rate. The excitation rate ␥ p for a two-level atom is given by the Lorentzian
where ␥ ϵ 1/ is an angular frequency corresponding to the decay rate of the excited state. Here s 0 ϭ I/I s is the ratio of the light intensity I to the saturation intensity I s ϵ hc/3 3 , which is a few mW/cm 2 for typical atomic transitions. The Doppler shift seen by the moving atoms is D ϭ Ϫk • v (note that k opposite to v produces a positive Doppler shift). The force is thus velocity dependent, and the experimenter's task is to exploit this dependence to reach the desired goal, for example, optical friction for laser cooling.
The maximum attainable deceleration is obtained for very high light intensities. High-intensity light can produce faster absorption, but it also causes equally fast stimulated emission; the combination produces neither deceleration nor cooling. The momentum transfer to the atom in stimulated emission is in the direction opposite to what it was in absorption, resulting in a net transfer of zero. Since high intensity causes the atom to divide its time equally between ground and excited states, the force is limited to F ϭ បk␥ p ; so the deceleration saturates at a value a max ϭ បk␥/2M [see Eq. (2)].
B. Dipole Optical Forces
When the detuning ␦ ӷ ␥, spontaneous emission may be much less frequent than stimulated emission. The dissipative radiative force found from Eqs. (1) and (2) is necessary for laser cooling, but the conservative dipole force arises from stimulated emission and derives from the gradient of the light shift.
To find the light shift, the dressed-atom picture provides the easiest description, and, for a single laser beam traveling in the x direction with Rabi frequency ⍀ ϭ ␥ͱs 0 /2, the light shift is given by
For sufficiently large detuning ␦ ӷ ⍀, approximation of Eq. (3) leads to ls Ϸ ⍀ 2 /4␦ ϭ ␥ 2 s 0 /8␦.
In a standing wave in one dimension with ␦ ӷ ⍀, the light shift ls (x) varies sinusoidally from node to antinode, and also spontaneous emission is suppressed, so that ប ls (x) may be treated as a potential U(x). The resulting dipole force is
where I(x) is the total intensity distribution of the standing-wave light field of period /2. For such a standing wave, the optical electric field (and the Rabi frequency) at the antinodes is double that of each traveling wave that composes it, and so the total intensity I max at the antinodes is four times that of the single traveling wave.
C. Temperature
The idea of ''temperature'' in laser cooling requires some careful discussion and disclaimers. In thermodynamics, temperature is carefully defined as a parameter of the state of a closed system in thermal equilibrium with its surroundings. This, of course, requires that there be thermal contact, i.e., heat exchange, with the environment. In laser cooling this is clearly not the case, because a sample of atoms is always absorbing and scattering light. Furthermore, there is essentially no heat exchange (the light cannot be considered as heat even though it is indeed a form of energy). Thus the system may very well be in a steady-state situation but certainly not in thermal equilibrium, so that the assignment of a thermodynamic ''temperature'' is completely inappropriate. Nevertheless, it is convenient to use the label of ''temperature'' to describe an atomic sample whose average kinetic energy ͗E k ͘ in one dimension has been reduced by the laser light, and this is written simply as k B T/2 ϭ ͗E k ͘, where k B is Boltzmann's constant. It must be remembered that this temperature assignment is absolutely inadequate for atomic samples that do not have a Maxwell-Boltzmann velocity distribution, whether or not they are in thermal contact with the environment: There are infinitely many velocity distributions that have the same value of ͗E k ͘ but are so different from one another that characterizing them by the same temperature is a severe error. In the special case where there is a true damping force, F ϰ Ϫv, and where the diffusion in momentum space is a constant independent of momentum, solutions of the Fokker-Planck equation can be found analytically and lead to a Maxwell-Boltzmann distribution that does indeed have a temperature.
It is convenient to define a single dimensionless parameter ϵ r /␥ that is ubiquitous in describing laser cooling. It is the ratio of the recoil frequency r ϵ បk 2 /2M to the natural width ␥, and as such embodies most of the important information that characterizes laser cooling on a particular atomic transition. For atoms under consideration for laser cooling, is of the order of 10 Ϫ3 -10 Ϫ2 .
D. Organization of this Paper
This paper is organized as follows (see Table 1 ): After a broad introduction, the simplest case of optical forces on two-level atoms from a single-frequency light field is presented in Section 2. Several aspects of the classical motion of neutral atoms under these forces are introduced and discussed. These include beam slowing, optical molasses, and optical traps. With this as a basis, Sections 3-5 address cases where these simplifications are no longer valid:
• In Section 3 the phenomena associated with quantization of the atomic motion are considered. Atoms are no longer regarded as point particles whose position and momentum can be simultaneously known to arbitrary precision, but instead they are described by wave functions that include their centerof-mass motion in the laboratory frame.
• In Section 4 the simplification of the two-level atom is lifted. Here the importance of light polarization and selection rules appear, and the concept of subDoppler cooling is described. Laser cooling is no longer limited by the natural decay rate ␥, and atoms can be cooled all the way to the recoil limit k B T/2 ϭ ប r determined by r Ӷ ␥. The influence of magnetic fields becomes much more important than for the two-level case, and it not only allows the existence of the magneto-optical trap (MOT) but also leads to sub-Doppler temperatures.
• In Section 5 the extraordinarily large forces associated with polychromatic light are described. The radiative force is limited by the natural lifetime to បk␥ p , and the velocity-dependent part of the Sisyphus force is similarly limited by ␥. But multifrequency light, even on a two-level atom, can exert much stronger cooling forces, enabling smaller and more efficient beam slowing for trapping or other purposes.
Much of the material here was taken from our recent textbook, 1 and the reader is encouraged to consult that source for the origin of many of the formulas presented in the present paper, as well as for further reading and more detailed references to the literature.
OPTICAL FORCES ON TWO-LEVEL ATOMS

A. Slowing Atomic Beams
Among the earliest laser-cooling experiments was deceleration of atoms in a beam. 2 Phillips and Metcalf exploited the Doppler shift to make the momentum exchange (hence the force) velocity dependent. The approach worked by directing a laser beam opposite to an atomic beam so that the atoms could absorb light, and hence momentum បk, very many times along their paths through the apparatus as shown in Fig. 1 . 2, 3 Of course, excited-state atoms cannot absorb light efficiently from the laser that excited them, so between absorptions they must return to the ground state by spontaneous decay, accompanied by emission of fluorescent light. The spatial symmetry of the emitted fluorescence results in an average of zero net momentum transfer from many such fluorescence events. Thus the net force on the atoms is in the direction of the laser beam, and the maximum deceleration is limited by the spontaneous emission rate ␥.
Since the maximum deceleration a max ϭ បk␥/2M is fixed by atomic parameters, it is straightforward to calculate the minimum stopping length L min and time t min for the rms velocity of atoms v ϭ 2ͱk B T/M at the source temperature. The result is L min ϭ v 2 /2a max and t min ϭ v/a max . In Table 2 are some of the parameters for slowing a few atomic species of interest from the peak of the thermal velocity distribution.
Maximizing the scattering rate ␥ p requires ␦ ϭ Ϫ D in Eq. (2) . If ␦ is chosen for a particular atomic velocity in the beam, then, as the atoms slow down, their changing Doppler shift will take them out of resonance. They will eventually cease deceleration after their Doppler shift has been decreased by a few times the power-broadened width ␥Ј ϭ ␥ͱ1 ϩ s 0 , corresponding to ⌬v of a few times v c ϭ ␥Ј/k. Although this ⌬v of a few m/s is considerably larger than the typical atomic recoil velocity v r ϭ បk/M of a few cm/s, it is still only a small fraction of the atoms' average thermal velocity v , so that significant further cooling or deceleration cannot be accomplished.
To achieve deceleration that changes the atomic speeds by hundreds of m/s, it is necessary to maintain (␦ ϩ D ) Ӷ ␥ by compensating such large changes of the Doppler shift. This can be done by changing D , or ␦ through either ᐉ or a . The two most common methods for maintaining this resonance are sweeping the laser frequency ᐉ along with the changing D of the decelerating atoms, [4] [5] [6] or spatially varying the atomic resonance frequency with an inhomogeneous dc magnetic field to keep the decelerating atoms in resonance with the fixed frequency laser. 1, 2, 7 The use of a spatially varying magnetic field to tune the atomic levels along the beam path was the first method to succeed in slowing atoms. 2 It works as long as the Zee- man shifts of the ground and excited states are different, so that the resonant frequency is shifted. The field can be tailored to provide the appropriate Doppler shift along the moving atom's path. A solenoid that can produce such a spatially varying field has layers of decreasing lengths. The technical problem of extracting the beam of slow atoms from the end of the solenoid can be simplified by reversing the field gradient and choosing a transition whose frequency decreases with increasing field. 8 For alkali atoms such as sodium, a time-of-flight (TOF) method can be used to measure the velocity distribution of atoms in the beam. It employs two additional beams labeled pump and probe from laser 1 as shown in Fig. 1 . Because these beams cross the atomic beam at 90°, D ϭ Ϫk • v ϭ 0, and the beams excite atoms at all velocities. The pump beam is tuned to excite and empty a selected ground hyperfine state (hfs), and it transfers more than 98% of the population as the atoms pass through its 0.5-mm width. To measure the velocity distribution of atoms in the selected hfs, this pump laser beam is interrupted for a period ⌬t ϭ 10-50 s with an acoustic optical modulator (AOM). A pulse of atoms in the selected hfs passes the pump region and travels to the probe beam. The time dependence of the fluorescence induced by the probe laser, tuned to excite the selected hfs, gives the time of arrival, and this signal is readily converted to a velocity distribution. Figure 2 shows the measured velocity distribution of the atoms slowed by laser 2.
B. Optical Molasses
Doppler Cooling
It is straightforward to calculate the radiative force on atoms moving in a standing wave (counterpropagating laser beams) by using Eq. (2). In the low-intensity case, where stimulated emission is not important, the forces from the two light beams are simply added to give F OM ϭ F ϩ ϩ F Ϫ , where F Ϯ are found from Eqs. (1) and (2) . Then the sum of the two forces is
where terms of order (kv/␥) 4 and higher have been neglected. The slowing force is proportional to velocity for small enough velocities, resulting in viscous damping 10, 11 that gives this technique the name optical molasses (OM).
These forces are plotted in Fig. 3 . For ␦ Ͻ 0, the sum of the forces opposes the velocity and therefore viscously damps the atomic motion. The force F OM has maxima near v Ϸ Ϯ␥ͱs 0 ϩ 1/2k and decreases rapidly for larger velocities.
In laser cooling and related aspects of optical control of atomic motion, the forces arise because of the exchange of momentum between the atoms and the laser field. Since the energy and momentum exchange are necessarily in discrete quanta rather than continuous, the interaction is characterized by finite momentum kicks. This is often described in terms of steps in a fictitious space whose axes are momentum rather than position. These steps in momentum space are of size បk and thus are generally small compared with the magnitude of the atomic momenta at thermal velocities v . This is easily seen by computing បk/Mv ϭ ͱT r /T Ӷ 1.
If there were no other influence on the atomic motion, all atoms would quickly decelerate to v ϭ 0, and the sample would reach T ϭ 0, a clearly unphysical result. There is also some heating caused by the light beams that must be considered, and it derives from the discrete size of the momentum steps that the atoms undergo with each emission or absorption. Since the atomic momentum changes by បk, their kinetic energy changes on average by at least the recoil energy E r ϭ ប 2 k 2 /2M ϭ ប r . This means that the average frequency of each absorption is abs ϭ a ϩ r , and the average frequency of each emission is emit ϭ a Ϫ r . Thus the light field loses an average energy of ប( abs Ϫ emit ) ϭ 2ប r for each scattering. This loss occurs at a rate 2␥ p (two beams), and the energy is converted to atomic kinetic energy because the atoms recoil from each event. The atomic sample is thereby heated because these recoils are in random directions.
The competition between this heating with the damping force of Eq. (5) results in a nonzero kinetic energy Another instructive way to determine T D is to note that the average momentum transfer of many spontaneous emissions is zero, but the rms scatter of these about zero is finite. One can imagine these decays as causing a random walk in momentum space, similar to Brownian motion in real space, with step size បk and step frequency 2␥ p , where the factor of 2 arises because of the two beams. The random walk results in an evolution of the momentum distribution as described by the FokkerPlanck equation, and it can be used for a more formal treatment of the laser-cooling process. It results in diffusion in momentum space with diffusion coefficient
Then the steady-state temperature is given by k B T ϭ D 0 /␤. This turns out to be ប␥/2 as above for the case s 0 Ӷ 1 when ␦ ϭ Ϫ␥/2.
This remarkable result predicts that the final temperature of atoms in OM is independent of the optical wavelength, atomic mass, and laser intensity (as long as it is not too large).
Atomic Beam Collimation-One Dimensional Optical Molasses-Beam Brightening
When an atomic beam crosses a one-dimensional (1D) OM as shown in Fig. 4 , the transverse motion of the atoms is quickly damped, while the longitudinal component is essentially unchanged. This transverse cooling of an atomic beam is an example of a method that can actually increase its brightness [atoms/(sec sr cm 2 )] because such active collimation uses dissipative forces to compress the phase-space volume occupied by the atoms. By contrast, the usual focusing or collimation techniques for light beams and most particle beams is restricted to selection by apertures or conservative forces that preserve the phase-space density of atoms in the beam.
This velocity compression at low intensity in one dimension can be simply estimated for two-level atoms to be cm/s, v c ϭ ␥/k Ӎ 4.6 m/s, r Ӎ 2 ϫ 3.8 kHz, and 1/ Ӎ 1600. Including two transverse directions along with the longitudinal slowing and cooling discussed above, the decrease in phase-space volume from the momentum contribution alone for laser cooling of a Rb atomic beam can exceed 10 6 . Clearly optical techniques can create atomic beams enormously more times intense than ordinary thermal beams, and also many orders of magnitude brighter.
Experiments in Three-Dimensional Optical Molasses
By use of three intersecting orthogonal pairs of oppositely directed beams, the movement of atoms in the intersection region can be severely restricted in all three dimensions, and many atoms can thereby be collected and cooled in a small volume.
Even though atoms can be collected and cooled in the intersection region, it is important to stress that this is not a trap. That is, atoms that wander away from the center experience no force directing them back. They are allowed to diffuse freely and even escape, as long as there is enough time for their very slow diffusive movement to allow them to reach the edge of the region of the intersection of the laser beams. Because the atomic velocities are randomized during the damping time M/␤ ϭ 2/ r , atoms execute a random walk in position space with a step size of 2v D / r ϭ /(ͱ2) Х few m. To diffuse a distance of 1 cm requires ϳ10 7 steps or ϳ30 s (Refs. 13 and 14).
Three-dimensional (3D) OM was first observed in 1985. 11 Preliminary measurements of the average kinetic energy of the atoms were done by blinking off the laser beams for a fixed interval. Comparison of the brightness of the fluorescence before and after the turnoff was used to calculate the fraction of atoms that left the region while it was in the dark. The dependence of this fraction on the duration of the dark interval was used to estimate the velocity distribution and hence the temperature. This method, which is usually referred to as release and recapture, is specifically designed to measure the temperature of the atoms, since the usual way of measuring temperatures cannot be applied to an atomic cloud of a few million atoms. The result was consistent with T D as calculated from the Doppler theory, as described in Subsection 2.B.1.
Later a more sensitive ballistic technique was devised at the National Institute of Standards and Technology 15 (NIST) that showed the astounding result that the temperature of the atoms in OM was very much lower than T D . These experiments also found that OM was less sensitive to perturbations and more tolerant of alignment errors than was predicted by Doppler theory. For example, if the intensities of the two counterpropagating laser beams forming an OM were unequal, then the force on atoms at rest would not vanish, but the force on atoms with some nonzero drift velocity would vanish. This drift velocity can be easily calculated by using unequal intensities s 0ϩ and s 0Ϫ , to derive an analog of relation (5) . Thus atoms would drift out of an OM, and the calculated rate would be much faster than observed when the beams were deliberately unbalanced in the experiments. 16 It was an enormous surprise to observe that the ballistically measured temperature of the Na atoms 15 was as much as 10 times lower than T D ϭ 240 K, the temperature minimum calculated from the theory. This breaching of the Doppler limit forced the development of an entirely new picture of OM that accounts for the fact that in three dimensions a two-level picture of atomic structure is inadequate. The multilevel structure of atomic states, and optical pumping among these sublevels, must be considered in the description of 3D OM, as discussed in Subsection 4.B.5.
C. Dipole Force Optical Traps
Single-Beam Optical Traps for Two-Level Atoms
The simplest imaginable trap consists of a single, strongly focused Gaussian laser beam 17, 18 (see Fig. 5 ) whose intensity at the focus varies transversely with r as
where w 0 is the beam waist size. Such a trap has a wellstudied and important macroscopic classical analog in a phenomenon called optical tweezers. [19] [20] [21] With the laser light tuned below resonance (␦ Ͻ 0), the ground-state light shift is everywhere negative, but largest at the center of the Gaussian beam waist. Ground-state atoms therefore experience a force attracting them toward this center given by the gradient of the light shift, which is found from Eq. (3) and for ␦/␥ ӷ s 0 is given by Eq. (4). For the Gaussian beam, this transverse force at the waist is harmonic for small r and is given by 
In the longitudinal direction there is also an attractive force, but it is more complicated and depends on the details of the focusing. Thus this trap produces an attractive force on atoms in three dimensions.
Although it may appear that the trap does not confine atoms longitudinally because of the radiation pressure along the laser beam direction, careful choice of the laser parameters can indeed produce trapping in three dimensions. This can be accomplished because the radiation pressure force decreases as 1/␦ 2 [see Eq. (2)], but, by contrast, the dipole force only decreases as 1/␦ for ␦ ӷ ⍀ [see Eq. (3)]. If ͉␦ ͉ is chosen to be sufficiently large, atoms spend very little time in the untrapped (actually repelled) excited state because its population is proportional to 1/␦ 2 . Thus a sufficiently large value of ͉␦͉ both produces longitudinal confinement and maintains the atomic population primarily in the trapped ground state.
The first optical trap was demonstrated in Na with light detuned below the D lines. 18 With 220 mW of dye laser light tuned ϳ650 GHz below the atomic transition and focused to a ϳ10-m waist, the trap depth was ϳ15ប␥, corresponding to 7 mK. Single-beam dipole force traps can be made with the light detuned by a significant fraction of its frequency from the atomic transition. Such a far-off-resonance trap (FORT) was developed for Rb atoms by use of light detuned by nearly 10% to the red of the D 1 transition at ϭ 795 nm (Ref. 22 ). Between 0.5 and 1 W of power was focused to a spot about 10 m in size, resulting in a trap 6 mK deep where the light scattering rate was only a few hundred per second. The trap lifetime was more than half a second.
There is a qualitative difference when the trapping light is detuned by a large fraction of the optical frequency. In one such case, Nd:YAG light at ϭ 1064 nm was used to trap Na, whose nearest transition is at ϭ 596 nm (Ref. 23) . In a more extreme case, a trap using ϭ 10.6 m light from a CO 2 laser was used to trap Cs, whose optical transition is at a frequency ϳ12 times higher 24 ( ϭ 852 nm). For such large values of ͉␦͉, calculations of the trapping force cannot exploit the rotatingwave approximation as was done for Eq. (3), and the atomic behavior is similar to that in a dc field. It is important to remember that for an electrostatic trap Earnshaw's theorem precludes a field maximum, but that in this case there is indeed a local 3D intensity maximum of the focused light because it is not static.
Blue-Detuned Optical Traps
One of the principle disadvantages of the optical traps discussed above is that the negative detuning attracts atoms to the region of highest light intensity. This results in significant spontaneous emission unless the detuning is a large fraction of the optical frequency, such as in the Nd:YAG laser trap 23 or the CO 2 laser trap. 24 More important in some cases is that the trap relies on Stark shifting of the atomic energy levels by an amount equal to the trap depth, and this severely compromises the capabilities for precision spectroscopy in a trap. Attracting atoms to the region of lowest intensity would ameliorate both of these concerns, but such a trap requires positive detuning (blue), and an optical configuration having a dark central region. One of the first experimental efforts at a blue-detuned trap used the repulsive dipole force to support Na atoms that were otherwise confined by gravity in an optical cup. 26 Two rather flat, parallel beams detuned by 25% of the atomic resonance frequency were directed horizontally and oriented to form a V-shaped trough. Their Gaussian beam waists formed a region Ӎ1 mm long where the potential was deepest, and hence provided confinement along their propagation direction as shown in Fig. 6 . The beams were the ϭ 514 nm and ϭ 488 nm from an Ar laser, and the choice of two frequencies was not simply to exploit the full power of the multiline Ar laser, but also to avoid the spatial interference that would result from use of a single frequency.
Obviously a hollow laser beam would also satisfy the requirement for a blue-detuned trap, but conventional textbook wisdom shows that such a beam is not an eigenmode of a laser resonator. 27 Some lasers can make hollow beams, but these are illusions because they consist of rapid oscillations between the TEM 01 and TEM 10 modes of the cavity. Nevertheless, Maxwell's equations permit the propagation of such beams, and in the recent past there have been studies of the LaGuerre-Gaussian modes that constitute them. [28] [29] [30] The several ways of generating such hollow beams have been tried by many experimental groups and include phase and amplitude holograms, hollow waveguides, axicons or related cylindrical prisms, stressing fibers, and simply mixing the TEM 01 and TEM 10 modes with appropriate cylindrical lenses.
An interesting experiment was performed by using the ideas of Sisyphus cooling (see Subsection 4.B) with evanescent waves combined with a hollow beam formed with an axicon. 31 In the previously reported experiments with atoms bouncing under gravity from an evanescent wave field, 32,33 they were usually lost to horizontal motion for several reasons, including slight tilting of the surface, surface roughness, horizontal motion associated with their residual motion, and horizontal ejection by the Gaussian profile of the evanescent wave laser beam. The authors of Ref. 31 simply confined their atoms in the horizontal direction by surrounding them with a wall of bluedetuned light in the form of a vertical hollow beam. Their gravito-optical surface trap cooled Cs atoms to Ӎ3 K at a density of Ӎ3 ϫ 10 10 cm Ϫ3 in a sample whose 1/e height in the gravitational field was only 19 m. Simple ballistics gives a frequency of 450 bounces/s, and the Ӎ6-s lifetime (limited only by background gas collisions) corresponds to several thousand bounces. However, at such low energies the de Broglie wavelength of the atoms is Ӎ1/4 m, and the atomic motion is no longer accurately described classically, but requires de Broglie wave methods.
QUANTUM STATES OF MOTION
As the techniques of laser cooling advanced from a laboratory curiosity to a tool for new problems, the emphasis shifted from attaining the lowest possible steady-state temperatures to the study of elementary processes, especially the quantum mechanical description of the atomic motion. In the completely classical description of laser cooling, atoms were assumed to have well-defined position and momentum that could be known simultaneously with arbitrary precision. However, when atoms are moving sufficiently slowly that their de Broglie wavelength precludes their localization to less than /2, these descriptions fail and a quantum mechanical description is required. Such exotic behavior for the motion of whole atoms, as opposed to electrons in the atoms, was not considered before the advent of laser cooling simply because it is too far out of the range of ordinary experiments. A series of experiments in the early 1990s provided dramatic evidence for these new quantum states of motion of neutral atoms and led to the debut of de Broglie wave atom optics.
The quantum description of atomic motion requires that the energy of such motion be included in the Hamiltonian. The total Hamiltonian for atoms moving in a light field would then be given by
where H atom describes the motion of the atomic electrons and gives the internal atomic energy levels, H rad is the energy of the radiation field and is of no concern here because the field is not quantized, H int describes the excitation of atoms by the light field and the concomitant light shifts, and H kin is the kinetic energy operator of the motion of the atoms' center of mass. This Hamiltonian has eigenstates of not only the internal energy levels and the atom-laser interaction that connects them, but also of the kinetic energy operator H kin ϵ P 2 /2M. These eigenstates will therefore be labeled by quantum numbers of the atomic states as well as the center-of-mass momentum p. Here and in the remainder of this section the momentum is measured in units of បk. An atom in the ground state, ͉ g; p͘, has an energy E g ϩ p 2 ប r , which can take on a range of values. Here the kinetic energy of the atom is given in terms of the recoil frequency r ϵ បk 2 /2M. Bose-Einstein condensation (BEC) is another example of atomic motion in the quantum domain. It occurs in the absence of light, and its onset is characterized by cooling to the point where the atomic de Broglie wavelengths are comparable with the interatomic spacing. The topics discussed here concern the properties of cold atoms in an optical field, where the atomic de Broglie wavelengths are comparable with the optical wavelength .
A. Dark States
One special area of interest is the study of dark states, atomic states that cannot be excited by the light field. Some atomic states are trivially dark; that is, they cannot be excited because the light has the wrong frequency or polarization. The more interesting cases are superposition states created by coherent optical Raman coupling. A very special case are those superpositions whose excitable component vanishes exactly when their external (de Broglie wave) states are characterized by a particular momentum. Such velocity-selective coherent population trapping (VSCPT) has been a subject of considerable interest since its first demonstration in 1988. 34 VSCPT enables arbitrarily narrow momentum distributions and hence arbitrarily large delocalization for atoms in the dark states. 35 Adequate discussion of VSCPT requires a quantum mechanical description of the atomic motion.
VSCPT in Two-Level Atoms
To see how the quantization of the motion of a two-level atom in a monochromatic field allows the existence of a velocity-selective dark state, consider the states of a twolevel atom with single internal ground and excited levels, ͉ g; p͘ and ͉e; pЈ͘.
Two ground eigenstates ͉ g; p͘ and ͉ g; pЉ͘ are only coupled to one another by an optical field in certain special cases. For example, in a single pair of counterpropagating light beams there can be absorption-stimulated emission cycles that connect ͉ g; p͘ to itself or to ͉ g; p Ϯ 2͘, depending on whether the stimulated emission is induced by the beam that excited the atom or by the counterpropagating one. In the first case the states of the atom and field are left unchanged, but the interaction shifts the internal atomic energy levels, thereby producing the light shift. In the second case the initial and final kinetic energies of the atom differ by Ϯ4( p Ϯ 1)ប r , so energy conservation requires p ϭ ϯ1 (the energy of the light field is unchanged by the interaction, since all the photons in the field have energy ប ᐉ ). Thus energy conservation corresponds to Raman resonance between the distinct states ͉ g; Ϫ1͘ and ͉ g; ϩ1͘ and is therefore velocity selective.
The coupling of these two degenerate states by the light field produces off-diagonal matrix elements of the total Hamiltonian H of Eq. (8), and subsequent diagonalization of it results in the new ground eigenstates of H given by (see Fig. 7 ).
The excitation rate of the eigenstates ͉Ϯ͘ given in Eq. (9) to ͉e; 0͘ is proportional to the square of the electric dipole matrix element given by ͉͗e; 0͉͉Ϯ͉͘ 2 ϭ ͉͗e; 0͉͉ g; Ϫ1͘ Ϯ ͗e; 0͉͉ g; ϩ1͉͘ 2 /2. (10) This vanishes for ͉Ϫ͘ because the two terms on the righthand side of Eq. (10) are equal, since does not operate on the external momentum of the atom (dotted line of Fig.  7) .
Excitation of ͉Ϯ͘ to ͉e; Ϯ2͘ is much weaker, since it is off resonance because its energy is higher by 4ប r , so that the required frequency is higher than to ͉e; 0͘. The resultant detuning is 4 r ϭ 8(␥/2), and for ϭ 0.22, the value for the 2 3 S → 3 3 P transition in He* used in our experiments, 36 this is large enough to reduce the excitation rate, making ͉Ϫ͘ semidark. Excitation to any state other than ͉e; Ϯ2͘ or ͉e; 0͘ is forbidden by momentum conservation. Atoms are therefore optically pumped into the dark state ͉Ϫ͘, where they stay trapped, and since their momentum components are fixed, the result is VSCPT.
Another View of VSCPT
A useful view of this dark state can be obtained by considering that its components ͉ g; Ϯ1͘ have well-defined momenta and are therefore completely delocalized. Thus they can be viewed as waves traveling in opposite directions but having the same frequency, and therefore they form a standing de Broglie wave. The fixed spatial phase of this standing wave relative to the optical standing wave formed by the counterpropagating light beams results in the vanishing of the spatial integral of the dipole transition matrix element so that the state cannot be excited. This view can also help to explain the consequences of p not exactly equal to Ϯ1, where the de Broglie wave would be slowly drifting in space with respect to the standing wave of light. It is common to label the average of the momenta of the coupled states as the family momentum, P, and to say that these states form a closed family, having family momentum P ϭ 0 (Refs. 34 and 37).
Bragg Diffraction and VSCPT
A completely new view of VSCPT has emerged from more careful consideration of the motion of such dark-state atoms in the spatially periodic field of oppositely propagating light beams. 38 This is Bragg diffraction, where the radiation field forms a periodic structure from which de Broglie waves are diffracted instead of vice versa. Here the de Broglie matter wave is Bragg reflected by the spatially periodic optical field: Matter and field have been interchanged from the usual case of Bragg reflection of an electromagnetic field by crystalline planes of atoms! The usual case of x-ray Bragg reflection can be viewed as arising from multicenter scattering of radiation by atoms at each lattice site in a crystal. It follows that propagation of the reflected wave can occur only in the preferred direction. Such waves are the only ones not diffusively scattered by atoms in the lattice. The equivalent view of atoms in dark states is simply that the de Broglie wave fields propagate without scattering (i.e., no spontaneous emission) in the light field only when the atoms are indeed in dark states.
Case When P is Not Exactly 0
Since the momenta of the constituents of the eigenstates ͉Ϯ͘ must differ by Ϯ2, the states are not degenerate when the momenta are not exactly Ϯ1. Their superposition is therefore not a stationary state of the Hamiltonian in Eq. (8), so atoms escape because ͉Ϫ͘ will eventually evolve into ͉ϩ͘. The rate for this evolution can be calculated from the Hamiltonian of Eq. (8) for the three-level system of one excited and two ground states. In the basis ͉Ϯ(P)͘ ϵ ͓͉ g; P Ϫ 1͘ Ϯ ͉ g; P ϩ 1͘]/ͱ2 and ͉e; P͘, this matrix has off-diagonal elements given by
( 1 1 ) where 2 r P ϭ D is the Doppler shift associated with the average momentum P of the ground states' constituents. The states ͉ g; Ϫ1͘ and ͉ g; ϩ1͘ are just these basis states with P ϭ 0. Thus ͉Ϫ(P)͘ is coupled to ͉ϩ(P)͘ by the atomic motion unless P ϭ 0.
The spontaneous decay of ͉e; P͘ is modeled by making its energy complex, and so the three eigenvalues of H are all complex as a result of the mixing. The imaginary parts of the eigenvalues (decay rates) depend on P, and one of them vanishes at P ϭ 0, corresponding to the VSCPT state. This state is called NC for noncoupled, and near P ϭ 0 its decay rate is 39, 40 
where P 0 ϵ s 0 /8 (if P Ͼ P 0 , then ⌫ NC ϭ ␥s 0 /2). With ϵ r /␥ Ϸ 0.22, we find P 0 ϳ s 0 /2.
VSCPT in Real Atoms
Real atoms have multiple internal levels that include the effects of the magnetic, hyperfine, and other sublevels. The most well-studied example occurs in metastable He on the 2 3 S → 2 3 P transition at ϭ 1.083 m, using the J ϭ 1 → 1 component in counterpropagating beams of opposite circular polarization. 34 Decay from the excited M J ϭ 0 state to the ground M J ϭ 0 state is forbidden by the selection rules, so the ground M J ϭ 0 state is emptied by optical pumping, and the only populated ground states are M J ϭ Ϯ1. Then the ⌬M J ϭ Ϯ1 transitions can populate only the excited M J ϭ 0 state, thus forming a ⌳ system of levels.
The two ground states having M J ϭ Ϯ1 can be coupled by a Raman transition requiring the participation of both light beams, and thus their momenta must be different by Ϯ2 in units of បk. For the case where the ϩ ( Ϫ ) beam propagates in the positive (negative) z direction, the superposition states are given by
where the subscripted quantum number denotes M J and the other number denotes the atomic momentum. As for the two-level atom case discussed above, one of the states given in Eq. (13) is dark.
Unlike the usual cases of laser cooling, there is no damping force in this most commonly studied case of VSCPT because the Doppler and polarization gradient cooling cancel each other as a result of a numerical accident for this particular J ϭ 1 → 1 case. Thus atoms execute a random walk in momentum space until spontaneous emission lands them in the dark state of Eq. (13) . Atoms that diffuse too far from P ϭ 0 are lost from the process. By contrast, in the two-level atom experiment 36 there
Entangled States
One of the most interesting aspects of dark-state physics arises from the entanglement of motional and internal states. This leads to the opportunity for fundamental studies of many topics whose basis is at the heart of quantum mechanics, such as the well-known EinsteinPodolsky-Rosen paradox, Schrödinger's cat, quantum communications, and quantum computing. 41, 42 The key feature of entangled states is embodied in the form of Eq. (13) . Here ͉Ϯ͘ is written as a sum of products, and it can be shown that is not possible to find a basis where this state can be described as an outer product.
Clearly dark-state entanglements with multilevel neutral atoms offer several advantages over related optical experiments. First, atoms arrive as discrete objects, unlike optical fields with the notorious difficulties of producing Fock states. Perhaps more important, the number of Hilbert spaces that are available, as well as their dimensionality, can each be larger than two.
A quantum-controlled NOT gate can be realized directly with the states that are entangled in VSCPT. This is because two independent Hilbert spaces, the external motion and the internal M J levels, are entangled in the state. Therefore a measurement of one determines the other. This neutral atomic beam version of a controlled NOT gate is complementary to one realizable with trapped ions while retaining the relatively high isolation from environmental decoherence (the momentum states are naturally very robust, and the internal states are composed entirely of ground levels).
B. Optical Lattices
Introduction
In 1968 V. S. Letokhov 43 suggested that it is possible to confine atoms in the wavelength size regions of a standing wave by means of the dipole force that arises from the light shift. This was first accomplished in 1987 in one dimension with an atomic beam traversing an intense standing wave. 44 Since then the study of atoms confined in wavelength-size potential wells has become an impor-tant topic in optical control of atomic motion because it opens up configurations previously accessible only in condensed-matter physics using crystals.
The limits of laser cooling discussed in Subsection 4.B.5 suggest that atomic momenta can be reduced to a ''few'' times បk. This means that their de Broglie wavelengths are equal to the optical wavelengths divided by a ''few''. If the depth of the optical potential wells is high enough to contain such very slow atoms, then their motion in potential wells of size /2 must be described quantum mechanically, since they are confined to a space of size comparable with their de Broglie wavelengths. Thus they do not oscillate in the sinusoidal wells as classical localizable particles, but instead occupy discrete, quantum mechanical bound states, 45 as shown in the lower part of Fig. 8 . The basic ideas of the quantum mechanical motion of particles in a periodic potential were laid out in the 1930s with the Kronig-Penney model and Bloch's theorem, and optical lattices offer important opportunities for their study. For example, these lattices can be made essentially free of defects with only moderate care in spatially filtering the laser beams to assure a single transverse mode structure. Furthermore, the shape of the potential is exactly known, and doesn't depend on the effect of the crystal field or the ionic energy level scheme. Finally, the laser parameters can be varied to modify the depth of the potential wells without changing the lattice vectors, and the lattice vectors can be changed independently by redirecting the laser beams. The simplest optical lattice to consider is a 1D pair of counterpropagating beams of the same polarization, as was used in the first experiment. 44 Of course, such tiny traps are usually very shallow, so loading them requires cooling to the microkelvin regime. Even atoms whose energy exceeds the trap depth must be described as quantum mechanical particles moving in a periodic potential that display energy band structure. 45 Such effects have been observed in very careful experiments.
Atoms trapped in wavelength-sized spaces occupy vibrational levels similar to those of molecules. The optical spectrum can show Raman-like sidebands that result from transitions among the quantized vibrational levels 46, 47 as shown in Fig. 9 . These quantum states of atomic motion can also be observed by stimulated emission 46, 48 and by direct rf spectroscopy.
49,50
Properties of 3D Lattices
The name ''optical lattice'' is used rather than optical crystal because the filling fraction of the lattice sites is typically only a few percent (as of 1999). The limit arises because the loading of atoms into the lattice is typically done from a sample of trapped and cooled atoms, such as a MOT for atom collection, followed by an optical molasses for laser cooling. The atomic density in such experiments is limited to a few times 10 11 /cm 3 by collisions and multiple light scattering. Since the density of lattice sites of size /2 is a few times 10 13 /cm 3 , the filling fraction is necessarily small. With the advent of experiments Fig. 8 . Energy levels of atoms moving in the periodic potential of the light shift in a standing wave. There are discrete bound states deep in the wells that broaden at higher energy and become bands separated by forbidden energies above the tops of the wells. Under conditions appropriate to laser cooling, optical pumping among these states favors populating the lowest ones as indicated schematically by the arrows. emphasize the sidebands by a factor of 20 compared with the original data indicated by the filled symbols. The center peak is due to spontaneous emission of the atoms to the same vibrational state from which they are excited, whereas the sideband on the left (right) is due to spontaneous emission to a vibrational state with one vibrational quantum number lower (higher) (see Fig. 8 ). The presence of these sidebands is a direct proof of the existence of the band structure. that load atoms directly into a lattice from a BoseEinstein condensate (BEC), the filling factor can be increased to 100%, and in some cases it may be possible to load more than one atom per lattice site. 51, 52 Because of the transverse nature of light, any mixture of beams with different k-vectors necessarily produces a spatially periodic, inhomogeneous light field. The importance of the ''egg-crate'' array of potential wells arises because the associated atomic light shifts can easily be comparable to the very low average atomic kinetic energy of laser-cooled atoms. A typical example projected against two dimensions is shown in Fig. 10 .
In 1993 a very clever scheme was described. 53 It was realized that an n-dimensional lattice could be created by only n ϩ 1 traveling waves rather than 2n. The real benefit of this scheme is that in the case of phase instabilities in the laser beams the interference pattern is shifted only in space, but the interference pattern itself is not changed. Instead of producing optical wells in two dimensions with four beams (two standing waves), Grynberg et al. 53 used only three. The k vectors of the coplanar beams were separated by 2/3, and they were all linearly polarized in their common plane (not parallel to one another) The same immunity to vibrations was established for a 3D optical lattice by use of only four beams arranged in a quasi-tetrahedral configuration. The three linearly polarized beams of the 2D arrangement described above were directed out of the plane toward a common vertex, and a fourth circularly polarized beam was added. All four beams were polarized in the same plane. Grynberg et al. 53 showed that this configuration produced the desired potential wells in three dimensions.
Spectroscopy in 3D Lattices
The NIST group studied atoms loaded into an optical lattice by using Bragg diffraction of laser light from the spatially ordered array. 54 They cut off the laser beams that formed the lattice, and before the atoms had time to move away from their positions, they pulsed on a probe laser beam at the Bragg angle appropriate for one of the sets of lattice planes. The Bragg diffraction not only enhanced the reflection of the probe beam by a factor of 10 5 but, by varying the time between the shutoff of the lattice and turnon of the probe, they could measure the temperature of the atoms in the lattice. The reduction of the amplitude of the Bragg scattered beam with time provided some measure of the diffusion of the atoms away from the lattice sites, much like the Debye-Waller factor in x-ray diffraction.
The group at NIST also developed a new method that superposed a weak probe beam of light directly from the laser upon some of the fluorescent light from the atoms in a 3D optical molasses, and they directed the light from these combined sources onto on a fast photodetector. 55 The resulting beat signal carried information about the Doppler shifts of the atoms in the optical lattices. 47 These Doppler shifts were expected to be in the submegahertz range for atoms with the previously measured 50-K temperatures. The observed features confirmed the quantum nature of the motion of atoms in the wavelength-size potential wells 15 (see Fig. 9 ).
Quantum Transport in Optical Lattices
In the 1930s Bloch realized that applying a uniform force to a particle in a periodic potential would not accelerate it beyond a certain speed, but instead would result in Bragg reflection when its de Broglie wavelength became equal to the lattice period. Thus an electric field applied to a conductor could not accelerate electrons to a speed faster than that corresponding to the edge of a Brillouin zone, and at longer times the particles would execute oscillatory motion. Ever since then experimentalists have tried to observe these Bloch oscillations in increasingly pure or defect-free crystals. Atoms moving in optical lattices are ideally suited for such an experiment, as was beautifully demonstrated in 1996. 56 Ben Dahan et al. loaded a 1D lattice with atoms from a 3D molasses, further narrowed the velocity distribution, and then, instead of applying a constant force, simply changed the frequency of one of the beams of the 1D lattice with respect to the other in a controlled way, thereby creating an accelerating lattice. Seen from the atoms' reference frame, this was the equivalent of a constant force trying to accelerate them. After a variable time t a the 1D lattice beams were shut off, and the measured atomic velocity distribution showed beautiful Bloch oscillations as a function of t a . The centroid of the very narrow velocity distribution was seen to shift in velocity space at a constant rate until it reached v r ϭ បk/M, and then it vanished and reappeared at Ϫv r as shown in Fig.  11 . The shape of the dispersion curve allowed measurement of the effective mass of the atoms bound in the lattice.
MULTILEVEL ATOMS
A. Introduction
In the late 1980s it became apparent that the simplified view of optical forces on moving atoms that was based on two-level atoms in a single-frequency light field would not suffice for many phenomena. Although this picture was adequate for beam slowing, optical traps, and lattices, and even provided a primitive description of optical molasses, the consideration of the multilevel structure of atoms was necessary for other phenomena. Perhaps the greatest stimulus for the extension to multilevel atoms came from the measurement of laser-cooled temperatures below the Doppler limit 15 T D that eventually led to the idea of Sisyphus cooling in polarization gradients. Other phenomena that depended on the internal structure of real atoms included VSCPT, MOTs, various specialized kinds of optical lattices, and many schemes that depended on optical pumping among various atomic sublevels such as magnetically induced laser cooling. Many of these topics are discussed below.
B. Cooling Below the Doppler Limit
Introduction
In response to the surprising measurements of temperatures below T D discussed at the end of subsection 2.B.3, two groups developed a model of laser cooling that could explain the lower temperatures. 57, 58 The key feature of this model that distinguishes it from the earlier picture was the inclusion of the multiplicity of sublevels that make up an atomic state (e.g., Zeeman and hfs). The dynamics of optically pumping moving atoms among these sublevels provides the new mechanism for producing the ultralow temperatures. 59 The dominant feature of these models is the nonadiabatic response of moving atoms to the light field. Atoms at rest in a steady state have ground-state orientations caused by optical pumping processes that distribute the populations over the different ground-state sublevels. In the presence of polarization gradients, these orientations reflect the local light field. In the low-light-intensity regime, the orientation of stationary atoms is completely determined by the ground-state distribution: The optical coherences and the exited-state population follow the ground-state distribution adiabatically.
For atoms moving in a light field that varies in space, optical pumping acts to adjust the atomic orientation to the changing conditions of the light field. In a weak pumping process, the orientation of moving atoms always lags behind the orientation that would exist for stationary atoms. It is this phenomenon of nonadiabatic following that is the essential feature of the new cooling process.
Production of spatially dependent optical pumping processes can be achieved in several different ways. As an example, consider two counterpropagating laser beams that have orthogonal polarizations, as discussed below. The superposition of the two beams results in a light field having a polarization that varies on the wavelength scale along the direction of the laser beams. Laser cooling by such a light field is called polarization gradient cooling. In a 3D optical molasses the transverse wave character of light requires that the light field always have polarization gradients.
Linear Ќ Linear Polarization Gradient Cooling
One of the most instructive models for discussion of subDoppler laser cooling was introduced in Ref. 57 and very well described in Ref. 59 . If the polarizations of two counterpropagating laser beams are identical, the two beams interfere and produce a standing wave. When the two beams have orthogonal linear polarizations (same frequency ᐉ ) with their Ê vectors perpendicular (e.g., x and ŷ ), the configuration is called lin Ќ lin or lin-perp-lin. Then the total field is the sum of the two counterpropagating beams given by
At the origin, where z ϭ 0, this becomes
which corresponds to linearly polarized light at an angle ϩ/4 to the x axis. The amplitude of this field is ͱ2E 0 .
Similarly, for z ϭ /4, where kz ϭ /2, the field is also linearly polarized but at an angle Ϫ/4 to the x axis. Between these two points, at z ϭ /8, where kz ϭ /4, the total field is
Since the x and ŷ components have sine and cosine temporal dependence, they are /2 out of phase, and so Eq. (16) represents circularly polarized light rotating about the z axis in the negative sense. Similarly, at z ϭ 3/8, where kz ϭ 3/4, the polarization is circular but in the positive sense. Thus in this lin Ќ lin scheme the polarization cycles from linear to circular to orthogonal linear to opposite circular in the space of only half a wavelength of light, as shown in Fig. 12 . It truly has a very strong polarization gradient.
Since the coupling of the different states of multilevel atoms to the light field depends on its polarization, atoms moving in a polarization gradient will be coupled differ- ently at different positions, and this will have important consequences for laser cooling. For the J g ϭ 1/2 → J e ϭ 3/2 transition (one of the simplest transitions that show sub-Doppler cooling 60 ), the optical pumping process in purely ϩ light drives the ground-state population to the M g ϭ ϩ1/2 sublevel. This optical pumping occurs because absorption always produces ⌬M ϭ ϩ1 transitions, whereas the subsequent spontaneous emission produces ⌬M ϭ Ϯ1, 0. Thus the average ⌬M у 0 for each scattering event. For Ϫ light the population is pumped toward the M g ϭ Ϫ1/2 sublevel. Thus atoms traveling through only a half-wavelength in the light field need to readjust their population completely from M g ϭ ϩ1/2 to M g ϭ Ϫ1/2 and back again.
The interaction between nearly resonant light and atoms not only drives transitions between atomic energy levels but also shifts their energies. This light shift of the atomic energy levels plays a crucial role in this scheme of sub-Doppler cooling, and the changing polarization has a strong influence on the light shifts. In the lowintensity limit of two laser beams, each of intensity s 0 I s , the light shifts ⌬E g of the ground magnetic substates are given by a slight variation of Eq. (3) that accounts for the multilevel structure of the atoms. We write
where C ge is the Clebsch-Gordan coefficient that describes the coupling between the particular levels of the atom and the light field.
In the present case of orthogonal linear polarizations and J ϭ 1/2 → 3/2, the light shift for the magnetic substate M g ϭ 1/2 is three times larger than that of the M g ϭ Ϫ1/2 substate when the light field is completely ϩ . On the other hand, when an atom moves to a place where the light field is Ϫ , the shift of M g ϭ Ϫ1/2 is three times larger. So in this case the optical pumping discussed above causes there to be a larger population in the state with the larger light shift. This is generally true for any transition J g to J e ϭ J g ϩ 1. A schematic diagram showing the populations and light shifts for this particular case of negative detuning is shown in Fig. 13 .
Origin of the Damping Force
To discuss the origin of the cooling process in this polarization gradient scheme, consider atoms with a velocity v at a position where the light is ϩ polarized, as shown at the lower left of Fig. 13 . The light optically pumps such atoms to the strongly negative light-shifted M g ϭ ϩ1/2 state. In moving through the light field, atoms must increase their potential energy (climb a hill) because the polarization of the light is changing and the state M g ϭ 1/2 becomes less strongly coupled to the light field. After traveling a distance /4, atoms arrive at a position where the light field is Ϫ polarized and are optically pumped to M g ϭ Ϫ1/2, which is now lower than the M g ϭ 1/2 state. Again the moving atoms are at the bottom of a hill and start to climb. In climbing the hills, the kinetic energy is converted to potential energy, and in the optical pumping process the potential energy is radiated away because the spontaneous emission is at a higher frequency than the absorption (see Fig. 13 ). Thus atoms seem to be always climbing hills and losing energy in the process. This process brings to mind a Greek myth and is thus called Sisyphus laser cooling.
The cooling process described above is effective over a limited range of atomic velocities. The force is maximum for atoms that undergo one optical pumping process while traveling a distance /4. Slower atoms will not reach the hilltop before the pumping process occurs, and faster atoms will already be descending the hill before being pumped toward the other sublevel. In both cases the energy loss is smaller, and therefore the cooling process less efficient. Nevertheless, the damping constant ␤ for this process is much larger than for Doppler cooling, and therefore the final steady-state temperature is lower. 57, 59 In the experiments of Ref. 61 the temperature was measured in a 3D molasses under various configurations of the polarization. Temperatures were measured by a ballistic technique, where the flight time of the released atoms was measured as they fell through a probe a few centimeters below the molasses region. The lowest tem- Fig. 12 . Polarization gradient field for the lin Ќ lin configuration. Fig. 13 . Spatial dependence of the light shifts of the groundstate sublevels of the J ϭ 1/2⇔3/2 transition for the case of the lin Ќ lin polarization configuration. The arrows show the path followed by atoms being cooled in this arrangement. Atoms starting at z ϭ 0 in the M g ϭ ϩ1/2 sublevel must climb the potential hill as they approach the z ϭ /4 point where the light becomes Ϫ polarized, and there they are optically pumped to the M g ϭ Ϫ1/2 sublevel. Then they must begin climbing another hill toward the z ϭ /2 point, where the light is ϩ polarized and they are optically pumped back to the M g ϭ ϩ1/2 sublevel. The process repeats until the atomic kinetic energy is too small to climb the next hill. Each optical pumping event results in absorption of light at a lower frequency than emission, thus dissipating energy to the radiation field. perature obtained is 3 K, which is a factor 40 below the Doppler temperature and a factor 15 above the recoil temperature of Cs.
Magnetically Induced Laser Cooling
Although the first models that described sub-Doppler cooling relied on the polarization gradient of the light field as above, it was soon discovered that a light field of constant polarization in combination with a magnetic field could also produce sub-Doppler cooling. 62 In this process the atoms are cooled in a standing wave of circularly polarized light.
There is a simple model using the J g ϭ 1/2 to J e ϭ 3/2 transition to describe this phenomenon. 63 In the absence of a magnetic field, the ϩ light field drives the population to the M g ϭ ϩ1/2 sublevel. Since the M g ϭ ϩ1/2 sublevel is more strongly coupled to the light field than is M g ϭ Ϫ1/2, the light shift of this state is larger. Thus atoms traveling through this standing wave will descend and climb the same potential hills corresponding to M g ϭ 1/2 and will experience no average force.
The situation changes if a small transverse magnetic field is applied. Optical pumping processes determine the atomic states in the antinodes of the standing wave light field where the light is strong. But in the nodes, where the intensity of the light field is zero, the small transverse magnetic field precesses the population from M g ϭ 1/2 toward M g ϭ Ϫ1/2. Atoms that leave the nodes with M g ϭ Ϫ1/2 are returned to M g ϭ ϩ1/2 in the antinodes by optical pumping in the ϩ light. This cooling process is depicted in Fig. 14 for negative detuning ␦ Ͻ 0. Potential energy is radiated away in the optical pumping process as before, and kinetic energy is converted to potential energy when the atoms climb the hills again into the nodes. The whole process is repeated when the atoms travel through the next node of the light field. Again the cooling process is caused by a Sisyphus effect, similar to the case of lin Ќ lin. Since this damping force is absent without the magnetic field, it is called magnetically induced laser cooling (MILC).
Efficient cooling by MILC depends critically on the relation between the Zeeman precession frequency Z and the optical pumping rate ␥ p in the antinodes. It is clearly necessary that ␥ p ӷ Z in the antinodes where the light is strong. But, as in any cooling process that depends on nonadiabatic processes, there is a limited velocity range where the force is effective. For efficient cooling by MILC, the velocity cannot be too small compared with Z /k or atoms will undergo many precession cycles near the nodes, and no effective cooling will result. On the other hand, if the velocity is large compared with ␥ p /k, then atoms will pass through the antinodes in a time too short to be optically pumped to M g ϭ ϩ1/2, and no cooling will result either. Thus, in addition to the requirement ␦ Ͻ 0, there are two other conditions on the experimental parameters that can be combined to give
Sub-Doppler cooling has been observed for MILC in Rb atoms cooled on the ϭ 780 nm transition in one dimension. 63 The width of the velocity distribution near v ϭ 0 is as low as 2 cm/s, much lower than the 1D Doppler limit v D ϭ ͱ7ប␥/20M Ϸ 10 cm/s for Rb.
Limits of Laser Cooling
The extension of the kind of thinking of temperature in the case of Doppler cooling to the case of the sub-Doppler processes must be done with some care, because a naïve application of the consequences of the Fokker-Planck equation would lead to an arbitrarily low final temperature. In the derivation of the Fokker-Planck equation it is explicitly assumed that each scattering event changes the atomic momentum p by an amount that is a small fraction of p, and this clearly fails when the velocity is reduced to the region of v r ϵ បk/M. This limitation of the minimum steady-state value of the average kinetic energy to a few times 2E r ϵ k B T r ϭ Mv r 2 is intuitively comforting for two reasons. First, one might expect that the last spontaneous emission in a cooling process would leave atoms with a residual momentum of the order of បk, since there is no control over its direction. Thus the randomness associated with this would put a lower limit on such cooling of v min ϳ v r . Second, the polarization gradient cooling mechanism described above requires that atoms be localizable within the scale of ϳ/2 in order to be subject to only a single polarization in the spatially inhomogeneous light field. The uncertainty principle then requires that these atoms have a momentum spread of at least បk.
The recoil limit discussed here has been surpassed by evaporative cooling of trapped atoms 64 and two different Fig. 14. Spatial dependence of the light shifts of the groundstate sublevels of the J ϭ 1/2⇔3/2 transition for the case of a purely ϩ standing wave that has no polarization gradient and is appropriate for magnetically induced laser cooling. The arrows show the path followed by atoms being cooled in this arrangement. Atoms starting at z ϭ 0 in the strongly lightshifted M g ϭ ϩ1/2 sublevel must climb the potential hill as they approach the node at z ϭ /4. There they undergo Zeeman mixing in the absence of any light and may emerge in the M g ϭ Ϫ1/2 sublevel. They will then gain less energy as they approach the antinode at z ϭ /2 than they lost climbing into the node. Then they are optically pumped back to the M g ϭ ϩ1/2 sublevel in the strong light of the antinode, and the process repeats until the atomic kinetic energy is too small to climb the next hill. Each optical pumping event results in absorption of light at a lower frequency than emission, thus dissipating energy to the radiation field.
optical cooling methods, neither of which can be based in simple notions. One of these uses optical pumping into a velocity-selective dark state and is described in Subsection 3.A above. The other one uses carefully chosen, counterpropagating laser pulses to induce velocityselective Raman transitions and is called Raman cooling.
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C. Magneto-Optical Traps
Introduction
The most widely used trap for neutral atoms is a hybrid, employing both optical and magnetic fields, to make a MOT, first demonstrated in 1987. 66 The operation of a MOT depends on both inhomogeneous magnetic fields and radiative selection rules to exploit both optical pumping and the strong radiative force. 66, 67 The radiative interaction provides cooling that helps in loading the trap, and enables very easy operation. The MOT is a very robust trap that does not depend on precise balancing of the counterpropagating laser beams or on a very high degree of polarization. The magnetic field gradients are modest and can readily be achieved with simple, air-cooled coils. The trap is easy to construct because it can be operated with a room-temperature cell where alkali atoms are captured from the vapor. Furthermore, low-cost diode lasers can be used to produce the light appropriate for many atoms, so the MOT has become one of the least expensive ways to make atomic samples with temperatures below 1 mK.
Trapping in a MOT works by optical pumping of slowly moving atoms in a linearly inhomogeneous magnetic field B ϭ B(z) ϵ Az, such as that formed by a magnetic quadrupole field. Atomic transitions with the simple scheme of J g ϭ 0 → J e ϭ 1 have three Zeeman components in a magnetic field, excited by each of three polarizations, whose frequencies tune with field (and therefore with position) as shown in Fig. 15 for one dimension. Two counterpropagating laser beams of opposite circular polarization, each detuned below the zero-field atomic resonance by ␦, are incident as shown.
Because of the Zeeman shift, the excited state M e ϭ ϩ1 is shifted up for B Ͼ 0, whereas the state with M e ϭ Ϫ1 is shifted down. At position zЈ in Fig. 15 the magnetic field therefore tunes the ⌬M ϭ Ϫ1 transition closer to resonance and the ⌬M ϭ ϩ1 transition further out of resonance. If the polarization of the laser beam incident from the right is chosen to be Ϫ and correspondingly ϩ for the other beam, then more light is scattered from the Ϫ beam than from the ϩ beam. Thus the atoms are driven toward the center of the trap where the magnetic field is zero. On the other side of the center of the trap, the roles of the M e ϭ Ϯ1 states are reversed, and now more light is scattered from the ϩ beam, again driving the atoms towards the center.
The situation is analogous to the velocity damping in an optical molasses from the Doppler effect as discussed in Subsection 2.B, but here the effect operates in position space, whereas for molasses it operates in velocity space. Since the laser light is detuned below the atomic resonance in both cases, compression and cooling of the atoms is obtained simultaneously in a MOT.
So far the discussion has been limited to the motion of atoms in one dimension. However, the MOT scheme can easily be extended to three dimensions by using six instead of two laser beams. Furthermore, even though very few atomic species have transitions as simple as J g ϭ 0 → J e ϭ 1, the scheme works for any J g → J e ϭ J g ϩ 1 transition. Atoms that scatter mainly from the ϩ laser beam will be optically pumped toward the M g ϭ ϩJ g substate, which forms a closed system with the M e ϭ ϩJ e substate.
Cooling and Compressing Atoms in a MOT
For a description of the motion of the atoms in a MOT, consider the radiative force in the low-intensity limit [see Eqs. (1) and (2)]. The total force on the atoms is given by F ϭ F ϩ ϩ F Ϫ , where F Ϯ can be found from Eqs. (1) and (2), and the detuning ␦ Ϯ for each laser beam is given by
Ϫ g g M g ) B is the effective magnetic moment for the transition used. Note that the Doppler shift D ϵ Ϫ k • v and the Zeeman shift Z ϭ ЈB/ប both have opposite signs for opposite beams.
When both the Doppler and Zeeman shifts are small compared with the detuning ␦, the denominator of the force can be expanded as for relation (5) and the result becomes
where the damping coefficient ␤ is defined in relation (5). The spring constant arises from the similar dependence of F on the Doppler and Zeeman shifts and is given by ϭ ЈA␤/បk. The force of Eq. (19) leads to damped harmonic motion of the atoms, where the damping rate is given by ⌫ MOT ϭ ␤/M and the oscillation frequency MOT ϭ ͱ/M.
For magnetic field gradients A Ϸ 10 G/cm, the oscillation frequency is typically a few kilohertz, and this is much smaller than the damping rate that is typically a few hundred kilohertz. Thus the motion is overdamped, with a 
Capturing Atoms in a MOT
Although the approximations that lead to Eq. (19) for the force hold for slow atoms near the origin, they do not apply for the capture of fast atoms far from the origin. In the capture process the Doppler and Zeeman shifts are no longer small compared with the detuning, so the effects of the position and velocity can no longer be disentangled. However, the full expression for the force still applies, and the trajectories of the atoms can be calculated by numerical integration of the equation of motion. 68 The capture velocity of a MOT is serendipitously enhanced because atoms traveling across it experience a decreasing magnetic field just as in the beam deceleration described in Subsection 2.A. This enables resonance over an extended distance and velocity range because the changing Doppler shift of decelerating atoms can be compensated by the changing Zeeman shift as atoms move in the inhomogeneous magnetic field. Of course, it will work this way only if the field gradient A does not demand an acceleration larger than the maximum acceleration a max . Thus atoms are subject to the optical force over a distance that can be as long as the trap size, and they can therefore be slowed considerably.
The very large velocity capture range v cap of a MOT can be estimated by using F max ϭ បk␥/2 and choosing a maximum size of a few centimeters for the beam diameters. Thus the energy change can be as large as a few kelvin, corresponding to v cap ϳ 100 m/s (Ref. 67) . The number of atoms in a vapor with velocities below v cap in the Boltzmann distribution scales as v cap 4 , and there are enough slow atoms to fall within the large MOT capture range even at room temperature, because a few kelvin includes 10 Ϫ4 of the atoms.
Variations on the MOT Technique
Because of the wide range of applications of this most versatile kind of atom trap, a number of careful studies of its properties have been made, 67, [69] [70] [71] [72] [73] [74] [75] and several variations have been developed. One of these is designed to overcome the density limits achievable in a MOT. In the simplest picture, loading additional atoms into a MOT produces a higher atomic density because the size of the trapped sample is fixed. However, the density cannot increase without limit as more atoms are added. The atomic density is limited to ϳ10 11 cm Ϫ3 because the fluorescent light emitted by some trapped atoms is absorbed by others.
One way to overcome this limit is to have much less light in the center of the MOT than at the sides. Simply lowering the laser power is not effective in reducing the fluorescence because it will also reduce the capture rate and trap depth. But those advantageous properties can be preserved while reducing fluorescence from atoms at the center if the light intensity is low only in the center.
The repumping process for the alkali atoms provides an ideal way of implementing this idea. 76 If the repumping light is tailored to have zero intensity at the center, then atoms trapped near the center of the MOT are optically pumped into the wrong hfs state and stop fluorescing. They drift freely in the dark at low speed through the center of the MOT until they emerge on the other side into the region where light of both frequencies is present and they begin absorbing again. Then they feel the trapping force and are driven back into the dark center of the trap. Such a MOT has been operated at MIT 76 with densities close to 10 12 cm Ϫ3 , and the limitations are now from collisions in the ground state rather than from multiple light scattering and excited-state collisions.
POLYCHROMATIC LIGHT A. Introduction
In the introductory Sections 1 and 2 of this paper, the ideas of laser cooling are discussed in terms of two-level atoms moving in a monochromatic laser beam. Section 4 shows that this simple view is inadequate and that the multiple level structure of atoms is necessary to explain some experiments. The extension from two-level to multilevel atoms gives an unexpected richness to the topic of atomic motion in optical fields. It seems natural to expect that a comparable multitude of new phenomena is to be found for the motion of two level atoms in multifrequency fields, but this subject has not received as much attention.
In the Doppler cooling process of two-level atoms described in Subsection 2.B, it is the radiative force that produces both the slowing force and the dissipation necessary for cooling. The force arises from the incoherent sequence of absorption followed by spontaneous emission. Thus it is limited to F р បk␥/2.
By contrast, in most cases of laser cooling in multilevel atoms, such as Sisyphus cooling in a polarization gradient as discussed in Subsection 4.B, it is the dipole force that works on the atoms. This force is usually present in multiple beams of monochromatic light such as standing waves. Since this force results from the rapid coherent sequence of absorption followed by stimulated emission, it does not suffer from such limits.
Although this force can be very strong, its sign alternates in space on the wavelength scale, and thus its spatial average vanishes. Moreover, this force is completely conservative so its cooling aspect, or velocity dependence, must arise from the relatively infrequent spontaneous emission events, and so such sub-Doppler cooling forces are similarly limited to a maximum of F rad ϭ បk␥/2. Thus not only is the cooling aspect of the dipole force limited in strength, but also the spatial average of the strong conservative component vanishes.
In 1997 there was a dramatic demonstration of the use of a bichromatic field with two beams of equal intensities and detunings that provided both a strong force and wide velocity range. 77 Using only modest laser power, Söding et al. demonstrated that this bichromatic force could decelerate a thermal beam of Cs to ϳ20 m/s in just a few centimeters with no Doppler compensation.
Unlike the limited velocity range of the rectified dipole force, 78, 79 the bichromatic force has both a very large velocity range and magnitude. Since the force covers a much larger range of velocities, Doppler compensation, such as using a multikilowatt Zeeman tuning magnet, is rendered unnecessary for slowing a thermal beam. Thus it is a valuable method for fast, short-distance deceleration of thermal atoms that minimizes atom loss, thereby making it a most useful and important tool in the production of cold, dense atomic samples for traps, lithography, and other purposes.
Another way to make polychromatic light is to frequency modulate a single beam. In this case the parameters available are the rate of frequency modulation m and the strength of the modulation, characterized by a dimensionless parameter ␤. For weak modulation the light can be considered a carrier with sidebands, but that topic is not pursued in this paper. 80 For stronger modulation the dynamics of the atomic response changes, and the adiabatic rapid passage (ARP) picture is appropriate (see Subsection 5.C below).
B. Bichromatic Force
Basic Ideas
The bichromatic force has a velocity range very much larger than the usual velocity range ␥/k for slowing by radiative forces, and it also has a strong velocity dependence at its range boundaries so that it can cool. 77 Naturally this (dissipative) velocity dependence originates from the occasional spontaneous emission events at a rate determined by ␥, but the magnitude of the force is not limited by this rate. Using two frequencies provides extra degrees of freedom for the light field, and these have been exploited to make forces substantially larger than the radiative force and cover a wider velocity range than the rectified force or Sisyphus cooling. [80] [81] [82] [83] [84] Suppose an atom is exposed to resonant light of Rabi frequency ⍀ for a time t that satisfies ⍀t ϭ . Then the atom is driven from the ground to excited state (or vice versa). Such a '' pulse'' provides an intuitive model for the bichromatic force. Consider atomic motion along the axis of counterpropagating bichromatic light beams. Each beam contains the same two frequencies, and they are detuned from atomic resonance by Ϯ␦ (difference frequency ϭ 2␦). Each beam can be described as an amplitude-modulated single carrier frequency at the atomic resonance frequency a having modulation period /␦, and ␦ is chosen such that /␦ Ӷ or ␦ ӷ ␥. The equal intensities of each beam are chosen so that the envelope of one pulse of the beats satisfies the condition of a pulse for the atoms: Ground-state atoms are coherently driven to the excited state and vice versa. This condition is ⍀ ϭ ␦/4, where ⍀ ϵ ␥ͱI/2I s is the Rabi frequency associated with each frequency component of each beam.
Atoms in this light field are subject to these pulses alternately from one beam direction and then from the other, so the force on them can become very large. This is because the first pulse causes excitation along with momentum transfer in one direction, and the second counterpropagating pulse causes stimulated emission, producing a momentum transfer along the same direction as the first pulse.
Thus atoms are coherently driven between the ground and the excited states, and momentum is monotonically exchanged with the light field. The magnitude of the momentum transfer in each cycle is 2បk, and the repetition rate of these controlled processes is ␦/, so that the optimum total force is of the order of 2បk␦/. This is very much larger than the usual maximum radiative force បk␥/2, principally because it is a coherently controlled rapid momentum exchange whose rate is limited only by laser power through the -pulse condition. The bichromatic force is not subject to saturation.
The mechanism described above requires two additional features to be applicable to atomic beam slowing: (1) There must be some directional asymmetry because the excitation pulse could come from either direction, and thus the force could point either way, and (2) it must be velocity dependent so that it can compress the phasespace volume of the atomic sample.
The first condition is satisfied by a careful choice of the relative intervals between the counterpropagating pulses of light (i.e., the relative phase of the modulation) and exploitation of the random nature of spontaneous emission. If the pulses are evenly spaced, spontaneous emission spoils the cycle described above, since an excited atom can spontaneously decay to the ground state so that the next pulse causes absorption rather than stimulated emission. Thus each spontaneous emission produces a reversal in the direction of the force, resulting in zero average force.
However, if the pulses are timed unevenly so that they come in closely spaced pairs, one from each direction, their asymmetry indeed produces a preferred direction. When the first pulse of each closely spaced pair produces excitation, the atom spends less time in the excited state before stimulated emission by the second pulse, resulting in a lower probability for spontaneous emission that would reverse the force. Just the opposite situation prevails for an atom excited by the second pulse of a pair, because spontaneous emission is more likely to occur in the longer interval than in the shorter one when ӷ /␦. While it is still possible for an atom to get into a cycle that will produce a force in either direction, atoms that get out of phase with the preferred order by suffering spontaneous emission during the short interval are more likely to undergo correction than to remain out of phase, so there will be more events that produce a force in the direction of travel of the leading pulse. This model was experimentally realized in Ref. 85 on Cs by use of picosecond pulses from a pulsed laser.
The optimum phase difference between the beats in the counterpropagating beams has been found by numerical calculations to be Х/4, so that atoms typically experience a force in the wrong direction for 25% of their time. Then the same 25% is needed to negate this undesired force, leaving 50% of the time for the desired force. Thus the average force is បk␦/, half the optimum estimated above, and this is also borne out by the numerical calculations of Refs. 77, 86, and 87.
The second condition is that the force be velocity dependent in order to cool. Understanding how this arises requires simultaneous consideration of both the light shift and the Doppler shift, and the simplified picture of pulses given above is insufficient. Instead, a dressedstate description of atoms moving in a bichromatic, timedependent field is required. This has not yet been pro-vided, and so numerical calculations of the bichromatic force are still required.
Experimental Results
Numerical calculations of the bichromatic force using the optical Bloch equations (OBE) have been done for comparison with experiments. The program written by the authors of Ref. 77 works by integrating the OBE for a short time to get past the transients associated with initial conditions, and then calculating the optical force 1 from F ϭ Ϫtr(ٌH). The velocity dependence is implemented by Doppler shifting the two frequencies of the beam traveling in one direction up by kv and those from the other direction down by kv. Figure 16 shows a typical example of the output. For ␦ ϭ 20␥ the magnitude of the force as given by the model above is expected to be F ϭ បk␦/ ϭ (2␦/␥)F rad Ϸ 13F rad , and here the average value is about 10 F rad , not very different. Also, the -pulse condition for the varying envelope of the beat pattern from the two frequencies gives ⍀ ϭ ␦/4, a value considerably smaller than the ⍀ ϭ 22␥ shown here. Thus these simple models begin to fail when quantitative evaluations are made. Nevertheless, the velocity range of the force in Fig. 16 is Ϸ␦/k, and its magnitude corresponds fairly well with the model. The sharp spikes that are ubiquitous in the graph are not artifacts or noise, but correspond to multiphoton effects closely related to Dopplerons. 88 They occur at velocities given by m␦/nk, where m and m are small integers.
There are small features at v ϭ Ϯ␦/k ϭ Ϯ20␥/k in Fig. 16 . These occur at the velocity where the upward Doppler shift of a Ϫ ␦ and the downward Doppler shift of a ϩ ␦ bring both of these frequencies to atomic resonance, and they correspond to the ordinary Doppler force. Note that their magnitude is confined to less than F rad and their velocity range to a small fraction of ␥/k.
The bichromatic force has been used to slow a He* beam (see Ref. 89) . The He* source produced a beam with velocity Ϸ1000 m/s Ϸ 550 ␥/k as shown by the dashed curve in Fig. 17 . Thus a significant beam deceleration requires a bichromatic force having a range of the order of a few hundred times ␥/k.
The measurements used ␦ ϭ 184␥ ϭ 300 MHz, so that the range of the bichromatic force is Ϸ␦/k ϭ 184␥/k Ϸ 350 m/s, and the slowing measurements shown in Fig.  17 demonstrate this velocity range. Moreover, the interaction length was limited by the geometry of the beam overlaps to Ͻ5 cm, which is a significant reduction in slowing length compared with slowing with F rad . The Ϸ100 m/s width of the peak of slowed atoms in the velocity distributions indicates significant cooling in addition to the bichromatic slowing. The factor of three reduction in the velocity spread of the slowed atoms from the initial velocity spread of 300 m/s corresponds to an order of magnitude in temperature reduction.
While short-distance deceleration is applicable for He* trapping experiments, acceleration of the He* beam is also desirable. The direction of the bichromatic force is easily reversed by changing the phase from ϭ /2 to Ϫ/2, and velocity distributions showing acceleration to 1150 m/s have also been observed. The ability to switch the sign of the bichromatic force by controlling the relative phase of the counterpropagating bichromatic fields is a signature effect of the bichromatic force.
C. Adiabatic Rapid Passage Force
The use of pulses is not the only way to reverse coherently the ground and excited state populations of twolevel atoms and thereby mediate controlled momentum exchange. Another way uses the well-known frequencysweep technique called adiabatic rapid passage (ARP) to invert the population with nearly 100% efficiency. [90] [91] [92] ARP is a far more robust method than pulses because it is not sensitive to variations of the interaction time or the intensity as is the -pulse method. Changes in the start and end point of the sweep are easily tolerated with little consequence as long as certain conditions on the parameters are satisfied. Thus it seems very attractive to implement this method as a tool for coherently controlled exchange of momentum between atoms and a light field.
A simple model calculation of the magnitude of the ARP-mediated force begins by considering that the momentum transfer in one half-cycle / m of the frequencymodulated light is 2បk. First, a frequency-swept laser beam from one direction excites the atoms and transfers Fig. 16 . Bichromatic force on moving atoms in two standing waves of frequencies a Ϯ ␦, where ␦ ϭ 20␥, plotted in units of F rad ϭ បk␥/2. The Rabi frequency for each component of each standing wave was ⍀ ϭ 22␥, and the spatial phase shift between the two standing waves was ϭ /2. Fig. 17 . He* atoms were produced in a LN 2 -cooled, dc discharge source with a longitudinal velocity distribution shown by a dashed curve. For these data the detuning ␦ ϭ 184 ␥, ⍀ ϭ 225 ␥, and ϭ /2, appropriate for slowing. The laser and atomic beams intersect at a few tens of milliradians, and their diameters determine the interaction length to be a few centimeters.
បk, and then another beam from the opposite direction whose sweep is delayed drives them back to the ground state and also transfers បk. Since the time for this is / m , the force is F ARP ϳ 2បk/(/ m ) ϭ 2បk m /. ARP is particularly well described by use of an artificial Bloch vector R whose components are determined by the complex coefficients of the superposition of atomic ground and excited states caused by interaction between a twolevel atom and the laser light. 93, 94 The Schrödinger equation is equivalent to a form where the time dependence of these coefficients satisfies dR/dt ϭ ⍀Ј ϫ R, where ⍀Ј is a torque vector whose two horizontal components are the real and the imaginary parts of the atomic Rabi frequency ⍀ in the laser field, and the vertical component is the detuning from atomic resonance ␦. Thus ͉⍀Ј͉ ϭ ͱ ͉⍀͉ 2 ϩ ␦ 2 . (Usually ⍀ can be chosen to be real.) This geometric view of the Schrödinger equation allows a particularly graphic interpretation of ARP (see Fig. 18 ). At the beginning of the frequency sweep, where the initial detuning ␦ 0 is much larger than the Rabi frequency ⍀, R executes small, rapid orbits near the south pole (atom in the ground state), and the axis of these orbits slowly drifts up toward the equator as ␦ approaches zero. The sweep continues toward the opposite detuning, so that near the end of the sweep, where again ␦ ӷ ⍀, R executes small rapid, orbits near the north pole and is finally left at the north pole (the atom is in the excited state). The direction of the frequency sweep, namely the sign of ␦ , is of no consequence as long as ⍀Ј is essentially polar at the ends of the sweep.
The electric field E i (z, t) of the frequency-modulated plane waves traveling in the Ϯ directions can be written as E Ϯ ͑ z, t ͒ ϭ E 0 cos͓ c t ϯ kz ϩ ␤ sin͑ m t Ϯ /2͔͒, (20) where is the unit polarization vector and E 0 is the timeindependent amplitude of the waves. The waves have equal modulation amplitude ␤ ϭ ␦ 0 / m , where ␦ 0 is the range of the frequency sweep. The only difference in modulation properties are phase differences of each wave. The familiar steady-state spectrum of frequencymodulated light is usually viewed as a carrier with sidebands, but it doesn't seem appropriate for ARP. However, the instantaneous frequency is the time derivative of the phase of E in Eq. (20) , namely, c ϩ ␦ 0 cos( m t), which is just the desired frequency sweep of 2␦ 0 in time / m .
There are certain requirements for ARP to occur efficiently. First, ⍀ must be large enough so that R precesses about ⍀Ј much faster than ⍀Ј rotates during the sweep, which means that ⍀ ӷ ␦ /⍀ ϭ ␤ m 2 /⍀ [see Eq. (20) ]. This adiabatic following of ⍀Ј by R produces the ''A'' in ARP. For a uniform sweep rate, ␦ ϭ 2␦ 0 m /, where Ϯ␦ 0 is the sweep range. So adiabaticity requires m Ӷ ⍀ 2 /2␦ 0 . Second, the entire sweep must occur in a time that is short compared with the atomic excited-state lifetime to minimize the effects of spontaneous emission during the sweep and thereby preserve coherence between the atom and the radiation field. This requires m ӷ ␥, or ␦ ӷ 2␦ 0 ␥/, and constitutes the rapid condition in the name ARP. These are two conditions on the sweep time and the Rabi frequency ⍀ that must be met independently, in addition to their combination ⍀ ӷ ␥.
Finally, it is required that ␦ 0 ӷ ⍀, so that ⍀Ј is nearly polar at the extremes of the sweep. Thus ␦ 0 is the highest frequency in the system. All these conditions can be written together as
The ARP force on He* has been measured by recording the atomic spatial distribution after deflection by appropriate transverse laser beams (see Refs. 84 and 89). The average measured velocity change was 3.8 ␥/k, corresponding to a force of 3.8 F rad , about 3/5 of the prediction of the model. The velocity range of this measured force was ϳϮ3.8␥/k, corresponding to ϳ7.6v c , considerably larger than that for F rad . Even though the ARP conditions of Eq. (21) are not very well fulfilled in the measurements of Ref. 84 , the observed force was ӷF rad and had a magnitude comparable with the simple ARP model.
D. Summary
The ARP and bichromatic forces share many similarities in spite of their very different model descriptions. Both arise from controlled momentum transfer between modulated counterpropagating laser beams; the ARP force makes use of frequency-modulated light, while the bichromatic force relies on amplitude modulation. Although the physical models presented in the previous sections give predictions for the optimum parameters for the counterpropagating laser beams, in both experiment and calculation, for both the ARP force and the bichromatic force the strongest force is observed under conditions that do not satisfy their respective models.
CONCLUSIONS
In this paper we have reviewed some of the fundamentals of optical control of atomic motion. In addition, we have chosen a few broad areas to discuss in more detail. The reader is cautioned that this is by no means an exhaus- Fig. 18 . At the beginning of the frequency sweep with the atoms in the ground state (south pole), the initial detuning ␦ 0 is much larger than the Rabi frequency ⍀. Thus R executes small, rapid orbits near the south pole because the torque vector ⍀Ј is nearly polar as shown in part (a). As shown in part (b), ␦ ϭ 0, R executes orbits in a vertical plane because the only remaining component of the torque vector ⍀Ј is ⍀, and thus ⍀Ј is in the equatorial plane. Near the end of the sweep ␦ is again very large, R orbits near the north pole as shown in part (c), and is finally left at the north pole with the atom in the excited state. Atoms that start at the north pole (excited state) are similarly driven in this coherent way to the south pole.
tive review of the field and that many important and current topics have been omitted.
In place of a comprehensive (book-length) paper, we have simply selected a few special defining characteristics as a focus for discussion of several specific topics and then specialized to a few topics in domains where these characteristics do not apply (see Table 1 ). As we wrote in Subsection 1.C, we considered the characteristics of quantum states of atomic motion instead of classical trajectories for atoms, multilevel instead of two-level atoms, and polychromatic instead of monochromatic light. Each of these are subfields, along with many others, of this burgeoning field of controlling the motion of free, neutral atoms.
