Freeze-drying is considered to be an attractive dehydration method of preserving the quality of high value foods products. Unfortunately, it is an expensive operation, which calls for efficient tools capable of minimizing time and/or energy while preserving product quality.
Introduction 1
Freeze-drying (lyophilisation) is a dehydration process well known in food 2 industries as it is an operation which preserves the biological activity of ther-3 mosensitive components, as well as the organoleptic and nutritional proper-4 In this framework, theoretical modelling has been revealed as a very useful Since significant advantages can be obtained if shelf temperature and 80 chamber pressure are varied during the process time (Pisano et al., 2010) , 81 the definition of a procedure to optimally determine time-varying operat-82 ing profiles has become one of the scopes of recent research on freeze-drying 83 (Pisano et al., 2010; Boss et al., 2004; Velardi & Barresi, 2008) . The aim 84 of the approach presented in this paper is to easily and systematically de-85 termine optimal operation policies for freeze-drying processes, while trying 
91
In this work, the optimal control problem associated to the complete 92 freeze-drying process is simultaneously solved for primary and secondary dry-2007). As a consequence, heat and mass transfer mechanisms will be consid-ered in order to obtain a dynamic description of the freeze-drying process.
117
In this paper, skim milk is selected as reference material. The physical pa-118 rameters used to define the different work cases developed in this paper have 119 been taken from literature (Liapis & Bruttini, 1994; Mascarenhas et al., 1997; 120 Millman et al., 1984) . 
Geometry

135
In this work, we approximate a generic system to be freeze-dried, as the 136 one depicted in Figure 2 , by a 1D slab. Initially, the thickness of the dried 137 region (and therefore the position of the front) is considered to be the 2% 138 of the total length (Mascarenhas et al., 1997) . The porous dried media and 139 a frozen region coexist separated by the sublimation front. Note that the 140 existence of both regions will be needed for the boundary conditions to hold, 141 avoiding discontinuities at x = 0 instants after the heat begins to be supplied. As commented in Section 1, freeze-drying dynamics has been extensively 144 analyzed in literature (Bruttini et al., 1991; Litchfield & Liapis, 1979; Mas-145 carenhas et al., 1997; Millman et al., 1985; Pikal et al., 2005; Ratti, 2001; 146 Sadikoglu & Liapis, 1997) . Relying on these references, a first principle based 147 model describing the primary drying (stage which determines the product 148 quality) and secondary drying is here presented. The main difference with 149 respect to those other models is related to the treatment of the heat transfer 150 phenomena in the dried layer. It must be remarked that separated energy 151 transfer mechanisms for vapour and porous matrix in the dried region are 152 considered. In order to both achieve a better comprehension of the process as 153 well as to identify its leading roles, the coupled mass and energy balances are 154 described by taking into account the inherent thermophysical properties of 155 the system. Thermal diffusivities, desorption rate and the mass flux velocity, 156 define a set of characteristic times in which the different physical phenom-157 ena take place (see Table 1 ). Please, check Appendix A for more detailed 158 information on the time-scale approach.
159
Based on this time scale analysis, a simplification of the governing equa-160 tions is performed. This approach will allow us to focus just on the phe- 
where T I and T II are the temperatures of the dried and the frozen layer, 169 respectively, and S(t) denotes the position of the sublimation front. Over 170 the product top (x = 0), radiation is the main heat transfer mechanism 171 while at the bottom (x = L) convection must be considered (Bruttini et al., 172 1991) . This leads to the following Neumann-type boundary conditions:
where T L is the shelf temperature and the convective heat transfer coefficient, h L , depends on the chamber pressure P c (Bruttini et al., 1991; Sadikoglu & 176 Liapis, 1997) as:
Continuity of temperature across the front is also imposed:
It must be noted that the sublimation front constitutes a moving boundary,
179
which calls for an extra boundary condition, the Stefan condition (Crank, 180 1984) at x = S(t), of the form:
Mass transfer equations
182
Due to the fact that heat and mass transfer mechanisms are strongly 183 coupled, the continuity equation must be also defined in the dried region.
184
For porous materials, the vapour velocity will be computed by Darcy's law:
where P v is the vapour pressure and ρ v its density, which is assumed to obey 186 the Ideal Gas condition. In this way, vapour density can be calculated from
187
P v and T I data directly. The other two parameters associated to Darcy's 188 equation are the matrix permeability, K m , and the vapour viscosity, µ.
189
Pressure value is fixed in the freeze-dryer chamber, while the sublimation x = S(t), respectively:
Since ice and vapour are in equilibrium at the moving front, once 
210
where C b represents the product water content (in kg water/kg solids) while
211
C beq and C bini are the equilibrium and initial water contents of the sample,
212
respectively. The equilibrium concentration for the sorbed water, C beq , is
213
given by the GAB equation (van den Berg & Bruin, 1981) : corresponding to the dried material, so it can be described by Equation (1) 244 and boundary conditions defined by Equations (3)- (4). The same numeri-
245
cal procedure employed in the validation case has been used to solve the 10 246 mm sample thickness case study, by using the data and parameters shown in 247 Table 2 .
248
The product temperature profiles at different times can be seen in Figure   249 4. Both regions (dried and frozen) are well defined in the plot, being the 250 lowest temperature point the one corresponding to the sublimation front.
251
During the first 5-6 hours of the process a quick rise of temperature is de-252 tected, while a softer evolution follows next. Under conditions defined for 253 this case (Table 2) , the time needed to complete the primary drying was 254 around 23.9 hours, being the secondary drying time of 6 hours. 
275
Such assessment has been formulated as a dynamic optimization problem.
276
The aim is to minimize the freeze-drying cycle time t f , while satisfying both during the whole freeze-drying cycle. Process dynamics is that described 281 by equations (1)- (13) discussed in Section 2 which we formally represent as 282 f (ẋ, x, u, p, t) = 0. Mathematically, the problem can be stated as follows:
subject to:
where z ∈ R α are the states,ż are their derivatives, u ∈ R nu is the control 289 vector that includes shelf temperature T L and chamber pressure P c , and p
290
∈ R np are a given set of parameters. The target average moisture content limitations of freeze-drying equipments.
296
It must be mentioned that the values of T g during the complete cycle were 297 obtained by using the Gordon-Taylor equation (Gordon & Taylor, 1952) :
Here, T g is the glass transition temperature of the sample, w 1 = 1 − C b and 299 w 2 = C b are the weight fractions of matrix and water respectively. is presented in Figure 7 . For this case, it is shown that at the beginning of the 306 secondary drying, the product temperature is above that of glass transition.
307
Such dynamic behavior could lead to a collapsing phenomenon of the dried 308 porous matrix and therefore, to rejection of the batch.
309
In order to overcome the drawbacks related to operate close to or over the 310 collapse conditions, we propose the optimal control problem (14-19 variables. The associated optimization problem is defined as follows:
where now u = [T L , t sub , t dry ] ∈ R 2ρ+2 and P c = 10 P a and T chamb = 298 K properties of the final product.
364
The water content evolutions at different sample positions and the optimal 365 control profile for T L are presented in Figure 11 and Figure 12 , respectively.
366
It must be noted that an increase of control discretization (ρ) The influence of changes in chamber pressure over the freeze-drying cycle 375 and its duration is analyzed next. To that purpose, two control variables, T L 376 and P c , are considered. The NLP problem (14-19) is now defined as:
subject to: (t f ) = 0.02 kg water/kg solid (28)
where u = [T L , P c , t sub , t dry ] ∈ R 4ρ+2 .
383
Practical considerations regarding the operation of freeze-dryers on real in Figure 16 . As a consequence, the porous structure and, therefore, quality
405
of the final product is ensured while drastically reducing process time. case under optimal constant controls (T L = 251.75 K and P c = 25.398 P a).
425
The implementation on a freeze-drying pilot plant of the optimal profiles 426 obtained is the purpose of future work to be performed by authors. As it 427 might be expected such optimal operation practices will ensure product qual-
428
ity with a significant reduction of process time. 
Mass vapor transport through the dried region is described by a modified 444 continuity equation which includes a desorption term. This is written as fol-445 lows:
where ε is the void volume fraction in the dried layer. Darcy's law is used to 448 compute the vapour flux velocity:
Substituting (A.5) into (A.4) we get:
This equation describes the motion of the vapor in the porous matrix.
452
Heat transfer equations in the dried region
453
For the porous material, transfer mechanisms comprise heat conduction,
454
bounded water sublimation heat and heat transfer between solid matrix and 455 vapor:
with T M being the temperature of the porous matrix and h mv the heat trans-457 fer coefficient. Denoting the characteristic diameter by d p , the contact surface 458 between matrix and vapor can be defined as S mv = 6(1−ε) dp
.
460
For the vapor flux, heat transfer comprises conduction, advection, bounded 461 water sublimation heat, and heat transfer between solid matrix and vapor:
with T V being the vapor temperature.
463
For the frozen region, heat is assumed to be transferred only by conduc-464 tion from the bottom shelf, so that:
Time-scale analysis of freeze-drying
468
The analysis makes use of dimensionless field variables (Table A. 2), char-469 acteristic times and time-scales (Table A .1) and a dimensionless space vari- 
where the dimensionless vapour flux velocity is defined as:
For the reference values given in Table A .3, some of the terms in the 477 RHS of Equations A.11-A.14 can be neglected, what leads to the following 478 simplified description: 
