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ABSTRACT 
Manufacturing systems integration is relying more on 
complex computer networking technologies. This thesis describes the application of computer simulation for the design and the performance evaluation of computer 
networks. The objective is to illustrate that simulation is the best tool to analyze the optimization goals at a 
minimal cost. A methodology for designing and selecting 
computer networks for manufacturing environments is discussed. The methodology inclu~es detailed information 
system design and the concepts behind selecting a 
manufacturing local area network. The basic steps for 
simulating information systems are discussed. This is followed by steps in determining network load, traffic, topology and access schemes. In this thesis, 
methodologies used in simulating a computer network are described in detail. Examples of discrete-event 
simulation systems and the approaches are also illustrated. The principles behind an expert network 
simulation system is given in this thesis. Finally a 
sample robot cell network is simulated using NETWORK II.5 
simulation software to demonstrate the use of simulation. Simulation is essential in designing and evaluating a 
computer network before implementation. 
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ABSTRACT 
Manufacturing systems integration is relying more on 
complerx computer networking technologies. This thesis 
describes the application of computer simulation for the 
design and the performance evaluation of computer 
networks. The objective is to illustrate that simulation 
is the best tool to analyze the optimization goals at a 
minimal cost. A methodology for designing and selecting 
computer networks for manufacturing environments is 
· discussed. The methodology includes detailed information 
system design and the concepts behind selecting a 
manufacturing local area network. The basic steps for 
simulating information systems are discussed. This is 
followed by steps in determining network load, traffic, 
topology and access schemes. In this thesis, 
methodologies used in simulating a computer network are 
described in detail. Examples of discrete-event 
simulation systems and the approaches are also 
illustrated. The principles behind an expert network 
simulation system is given in this thesis. Finally a 
sample robot cell network is simulated using NETWORK II.5 
simulation software to demonstrate the use of simulation. 
Simulation is essential in designing and evaluating a 
computer network before implementation . 
1 
)I 
CHAPTER 
- I 
OBJECTIVE, OUTLINE AND BACKGROUND 
1.0 Introduction 
Today, manufacturing is relying more on complex 
technologies. The need for real-time, on-line requirements 
for data has become more apparent with the implementation 
of these technologies. Low cost and efficient 
telecommunications are essential when various hardware 
systems "talk" to each other in an integrated facility. 
Timely and accurate information transfer for the operation 
and status reporting can help manufacturing managers avoid 
expensive mistakes and is critical for integration. One 
of the solutions to integration is by incorporating a 
computer network. Network design and~implementation are 
~,,_/ 
complex issues. An inappropriately configured network 
will reduce the efficiency of the manufacturing process 
and subsequently increase cost. Normally analytical tools 
are used to design and evaluate networks. Network 
simulation serves as a good tool for addressing the 
performance issues of a network. Simulation is used to • 
·• improve the structure of a network before implementation. 
2 
The purpose of this thesis is to tie together networking 
technology and simulation techniques. Networking 
technology is important for inter-9ommunicability and 
inter-connectivity between various islands of automation. 
The need to link the islands of automation must go beyond 
just the desire for integration, and should offer cost and 
performance characteristics. Due to the high complexity 
of a network, cost and performance issues are difficult to 
balance, for achieving optimal performance. 
1.1 Thesis Objective 
Computer networking technology is the heart of 
integration. Automation is incomplete without a 
innovative communications technology. Manufacturing 
systems engineers need an enhanced awareness of the design 
and performance characteristics of a computer network. 
As technology advances, the design, the operation and 
the performance, improvements of the computer network 
present challenging problems to the designer, the manager 
and the operator. The designer is responsible for cost-
effective and efficient design. The manager must balance 
the re-sources ranging from assessing .requirements to 
3 
.. , 
implementation of the network. The operator is 
responsible for day-to-day operations based on user's 
expectati9ns. The main task is to install an efficient 
and effective network for an integrated facility. 
< 
The three main steps in the network design process 
are identification of system requirements, formation of 
design alternatives and comparative analysis of the 
alternatives. The design task, is an iterative process, 
should meet the performance goals at a minimal cost .. 
Simulation can be used to achieve this objective. This 
thesis will provide the reader with an approach for 
applying simulation as an analysis tool. 
It is essential to assess the information 
requirements, operation bottlenecks and redundancy in the 
design process. There is no well documented step~by-step 
procedure for determining the optimal network 
configuration based on information needs. This thesis 
will focus on such a step-by-step procedure. The reader 
will gain a working knowledge of the strategies needed to 
assess information requirements and to select network 
characteristics. 
A thorough overview of simulation methodologies is 
presented. This will help researchers to evaluate and 
4 
• 
investigate other approaches using various methodologies. 
Applications of the process oriented discrete simulation 
systems are presented to demonstrate the use of 
simulation. This application may instigate the use of 
simulation in the computer networking field. Finally, a 
sample single robot cell network is. simulated using a 
software package called NETWORK II.5. NETWORK II.5 is 
interactive, and can be used for simulating many kinds of 
network architectures. Even though this thesis focuses 
on the design and the performance issues, it also provides 
.a good demonstration of applying simulation principles in 
the computer network arena. There is a need for relating 
simulation and networking principles in an automated 
machine cell during the design and implementation stages 
in order to establish performance requirements . 
1.2 Thesis outline 
The first chapter briefly outlines the background of 
networks and simulation. The performance parameters 
that are important in a distributed processing environment 
like manufacturing are also presented in the first 
chapter. The second chapter focuses on the strategies in 
design and selection. Steps involved in assessing 
5 
., 
• 
I networking needs based on the information systems design 
are outlined in this chapter. The physical hardware 
structure for manufacturing LAN (Local Area Network) and 
the selection process are both included here. 
The third chapter explains the various methodologies 
used in simulating a computer network. The approaches 
used by researchers.are different, but the concepts are 
the same. A comparative evaluation of the methodologies 
is presented highlighting the advantages and 
disadvantages. 
An o•erview and approach for simulating a network 
using discrete e,Tent simulation systems is presented in 
chapter four. These software systems used for simulation 
vary from general to special purpose languages. The 
examples of the simulation applications provided in this 
chapter pertain to the particular kind of network 
discussed, and are not applicable to any other network 
types. 
Chapter five is the concluding chapter in this 
thesis. The author would like to present a new thought 
relating artificial intelligence, simulation and 
netwcirking. The feasibility of such expert network 
simulation systems is not validated in this thesis. 
6 
Still, this concept may spark further research to develop 
such a system. A demonstration of the simulation study of 
a single robot cell network is included in chapter 5. The 
thesis concludes with an outline of the fundamentals 
behind expert network simulation systems and the scope for 
future research in the area of network simulation. 
1.3 Background on Simulation and the Applications 
Simulation is an art and a science based-on the 
principles of operations research, probability and 
statistics. Shannon, [l] defined simulation as: 
"the process of designing a model of real system and conducting experiments with this model for the purpose of either understanding the behavior of the system, or of evaluating various strategies (within the limits imposed by a criterion or a set of · criteria) for the operation of the system." 
Simulation deals with a collection of entities which 
act or interact towards the accomplishment of some logical 
conclusions. Traditional operations research techniques 
• 
are time consuming and require a high level of numerical 
and analytical skills. Simulation, too, needs these 
skills but the time required for the application and the 
analysis is comparatively smaller than the operations 
research techniques. It is clear from the research 
7 
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surveys conducted by Shannon [1] that simulation is a 
better tool than analytical techniques in order to analyze 
various complexities of dynamic decision support systems. 
Simulation is the most feasible technique which can 
provide the sblutions in a dynamic environment compared to 
analytical techniques. 
The simulation process is structured to a certain 
degree. This means that the analyst has to follow certain 
steps for the successful application of the simulation 
study. The various steps involved from the model building 
to the analysis of results before the implementation, as 
outlined by Pritsker [2] are as follows: 
1. Problem Formulation: The definition of the problem to be studied including the objective. It is important that the policy makers understand and agree with the formulation of the problem. 
2. Model Building: The abstraction of the problem into mathematical and logical relationships in accordance with problem formulation. 
3. Data Collection: The identification, specification and collection of data to drive the model. The validity of the model depends on the data. 
4. Model Translation: 
assessed, translation 
requirements. 
Once the basic model is is done to fit the computer 
5. Verification: The process of establishing the computer program executes as intended. I I I ,, , checks the" val 1d1 ty of input parameters 
·overall structure of the model. 
8 
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This 
and 
6. Experimental Design: The process of establishing the experimental conditions in which the model is to 1be executed. 
7. Analysis of Results: The process of analyzing the output results to draw inferences and make recommendations for optimal solution criterion. 
9. Implementation: The process of implementing the proposed recommendations and documenting the model and its use. 
Time is the major independent variable in a 
simulation experiment. All the other variables that are a 
function of time are dependent variables. The time 
variable may be either discrete or continuous. In 
discrete event simulation, the dependent variables change 
at certain points in simulated time. This is referred as 
event time, at which the state of the system changes. In 
continuous event simulation, dependent variables change at 
very small increments of the simulated time. 
Simulation models are used as an explanatory device 
and as an analysis tool in planning and designing proposed 
systems. Simulation· is used in operational, tactical and 
strategic levels. Currently, simulation is one of the 
most widely used tools in the design and the analysis of 
Computer Integrated Manufacturing (CIM) systems. 
Simulation software has evolved from being prog~ams 
.~ ~ 
written in general purpose languages such as FORTRAN to 
9 
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special purpose simulation languages (GPSS, SIMULA .• ) and 
further into general purpose languages for simulating 
manufacturing systems (SLAM II, SIMAN). The attention has 
shifted from just the power of the.language to a concern 
for easier model development and execution. The goal of 
today's researchers is to develop integrated simulation 
I 
environment that reduces the model development lead time. 
This development will enhance the ease of model building 
and analysis of results. Interactive and user friendly 
software modules are also common today for easier model 
building and debugging. 
A major development in simulation area is the 
graphical animation of the simulation results. The 
development of computer graphics technology helped to 
create graphical simulation model. The main advantage of· 
graphical animation is that the manager or the policy 
maker can conceptualize and visualize the problem before 
implementing the results of the simulation study. 
1.4 Background on 'Networking 
In the 1950's, the information requirements.were 
satisfied by batch processing~ ~Y.-1960~ the concept of 
time sharing emerged. Low speed dump terminals for 
0 
= 
' 
10 
communication were established during this time. In the 
1970 1 s, distributed processing coupled with minicomputer 
technology, and networking became more common. By 1980, 
the need for communication within the factory floor, 
offices and laboratories became critical. Later, local 
area networks emerged as a scheme for integrated 
information processing via reliable high speed 
communication devices within a small area. 
The four basic supporting technologies involved in a 
network strategy are as follows. 
l.Network Topology 
2.Communication Protocol 
3.Network Control 
4.Database Systems 
1. Network Topology: Network topology gives the 
physical layout of a network. This determines the manner 
in which various intelligent devices are physically 
arranged and connected to form the network. The main 
advantage of this type of physical topological linking is 
that it supports high speed data transmission, ranging 
from 1-Mbps (Million bytes per second) to 10-Mbps with low 
error rates. 
ring and star. 
I • Examples of different topologies are bus, 
\ -0 
2. Communication Protocol: Communication protocol 
{' 
11 
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allows for meaningful sharing of information among devices 
in the network. A protocol is a pre-defined rule which 
establish how different pieces of information are to be 
coded and structured. The International Standards 
Organization/Open System Interconnection (ISO/OSI) model 
as shown in Figure 1.1, enables incompatible devices to 
communicate based on the protocol. 
3. Network Control Strategies: The controlling of 
information in the network is vital for the design of the 
network. The basic control strategies are information 
flow control and.information processing. The three main 
control architectures are host, distributed and 
hierarchical. 
4. Database Systems: It is essential to have a 
sound database for gathering and sharing information. The 
components of the database systems are: hardware, software 
and the user. The application programs and data are 
elements of the software. The ability to share data on a 
real-time on-line basis can reduce lead time and serves as 
a prerequisite for automation. Differ~nt application 
' 
programs can share th~ information independent of how data 
is stored. 
12 
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PHYSICAL 
\ 
. 
FUNCTIONS AT LEVEL 
RUNS USER PROGRAMS 
DA1A TRANSFER ~ETVEEN 
NE1VORK AND USER 
MAKE SESSIONS FOR USER 
RELIABLE DATA TRANSMISSION 
ROUllNG SlRA TEGIES ALONG 
THE NEiVORK 
DIVIDE DATA TO FRAMES 
TO HOST - B 
Figure 1.1 
• 
OSI/ISO Reference Model 
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1.4.1 Network Performance Issues 
' The major issues for the implem~ntation of the 
network are performance, migration, growth potential and 
overall system growth. The effectiveness of the network 
can improve both user and system performance 
characteristics. In any environment the network should 
be able to accommodate changing communication demands. 
The following are some of the major characteristics of a 
network as outlined by Cotton [3]. 
1. Data Rate: There are two aspects to the data rate 
in conjunction with LANs. The first aspect is between 
~. . .. 
stations within a network. The second important aspect is 
to have a high data rate between subnetworks. In some 
cases the user terminals operate under different data 
rates. Generally, networks are classified as low speed, 
high speed and very high speed according to the data 
communications support. 
2. Connectivity: Connectivity requirements depends 
on the expected traffic patterns of the data. The 
connectivity issue which is inter-related to the topology 
will be discussed in detail in chapter 2. Expandability of 
the network is also related to the connectivity issue. 
14 
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The network should be able to connect many users to 
account for future needs. 
\ 
3. Error Rate: All networks are susceptible to 
noise and subsequent error in data transmission. There 
are ·many techniques to control the error rate. Interested 
readers should refer to Stallings [4]. The problem of 
noise is severe in a factory floor due to Electro-
Magnetic Interference 
environment. 
(EMI) compared to an office 
) 
4. Performance Measures: The three major 
performance issues are delay, throughput and utilization. ' 
. 
These factors can be evaluated using simulation, and is 
discussed in detail in chapter 3. However, the overall 
-~ . performance of the networks depend on available bandwidth, 
number of bits per frame and protocol. 
1.4.2 Network Classification Schemes 
Soi et. al [5] derived their own classification 
scheme and is shown in Figure l.2. The six major 
categories as depicted in Figure 1.2 are based on the 
functional view, designer's view, manager's view, the 
i 
communication view and the hybrid scheme. These 
15 
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Function&! 
View 
• 
i 
1) Rcmole Ace CJ, 
Network• 
2) Value-Added . 
.Networ\c, 
3) Musion•oricnlcd 
Networks 
....... ·, 
. . I 
, ,f. • t; I 
. ~· ... 
• 
CLASSIFICATION 
t 
D • • c11gner , or 
Switchinf . · 
Function View 
t 
1) CirctJil Swilchtn g 
2) Message Switchlng 
.. 
3) Packet Switching 
4) Hybrid Switching 
f 
Dclermin.islic 
algorithm• 
1) Flooding 
. Selective 
2) Fixed 
3) Split 
T r1tlfic 
4) Ideal 
Observer 
5) Shortc,t Path 
. 
l 
Manager's or 
Topo1ogical 
View 
·t 
1) Centralized 
2) Dcccntrali..zcd 
3) Distributed 
Is h f 0 toe a.1Lic 
algorilrs 
I) Random 
2) JJolatcd 
3) Distributed 
. -·--·-
• • I • 
l 
Opcr2\Uona.l 
View 
t 
F1ow Control 
Dlgorilhm•· 
l 
1) J,orithmic 
2) Duller 
Storage · 
aJlocation 
3) Special 
Route 
a1signmcnl 
• Figure 1.2 
l 
Communic8l.ion 
View 
i 
1) Resource 
• 
shanng 
2) Distributed 
. 
Computation 
3) Remote 
Communication 
• 
.•. 
Network Classification Scheme 
. 
.  . 
• 
• 
} 
Hybrid C_lasiificalion 
(Combined Routing and 
Topolog,cal View} 
. 
.. ,, J 
. 
. ' 
y 
• • 
' 
• 
• • 
• • 
,.~-, 
. \ 
t 
,. 
categories are based on routing and topology. The hybrid 
classification is shown separately in Figure 1.3. Most of 
the sub classifications are self explanatory. For 
detailed information the reader can refer to Soi et. al 
[ 5] • 
1.5 Summary 
This thesis is intended to demonstrate the 
application of computer simulation for evaluating the 
performance characteristics of a network. Simulation can 
be used as a better tool starting from the design stages 
of a network. Chapter 2 starts with the design issues 
and subsequent chapters focus on the methodologies and 
applications involved. Network designers do not often 
achieve the optimal performance since simulation is not 
commonly used. In the future, there will be more 
" 
simulation applications in networking perhaps even expert 
network simulation systems. 
/ 
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DECENTRALIZED 
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ROUTING 
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ASYNCHRONOUS 
UPDATING 
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1 UPDATING 
CHAPTER - II 
ASSESSING NETWORKING NEEDS, DESIGN AND SELECTION ISSUES 
2.0 Introduction 
Computer network technology is becoming more 
revolutionized each day. Integration of systems 
technology with computer networks is complex in nature. 
American manufacturers are trying to reduce cost and 
increase quality by integrating computer networked 
"islands of automation". The concept of systems 
integration is only possible with efficient data 
communication and computer networking technology. For 
example, using computer networks numerically controlled 
(NC) machines, robot controllers, programmable controllers 
and process computers can be connected through a common 
bus. This will allow each station to communicate with 
others and be able to share common resources. 
From assessing networking requirements to 
implementing the network, there are many tasks to be 
performed. The first step is to assess the information 
needs of the networking environment. The objective of 
19 
this chapter is to demonstrate the methodology for network 
load assessment based on information flow analysis and to ' 
outline some of the design issues for a network. The 
transition from logical data flow diagrams to physical 
hardware and software requirements will be the focus. This 
area between logical and physical transformation is not 
very well defined in previous network related studies. 
Some of the concepts outlined in this chapter relate 
to system analysis and are based on the author's as well 
as the experiences of others involved in the networking 
area. The steps involved in specifying hardware 
requirements for the integration are also outlined along 
with a discussion of the techniques for coming up with 
optimal network topology. The secondary focus in this 
chapter is on selecting an appropriate LAN from the 
emerging technologies. 
2.1 System Analysis for Networking Needs 
It is essential to have an understanding of the 
system before beginning 1 to assess networking needs. From 
a managerial standpoint, it is vital to optimize the 
information requirements and still allow for future 
expansion. Management must try to achieve cost effective 
20 
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networks which will provide good performance. For 
example, in manufacturing enterprises there are two areas 
for system analysis: 
• 
Case 1 - There are no existing computer systems and it is 
necessary to automate and integrate the 
operations by installing computer networks. 
Case 2 
- Stand-alone computer systems are already in 
place and integration with current networking 
technologies is desired. 
The situation may differ in various manufacturing 
systems from process industries to discrete manufacturing 
facilities. Still the concept of analyzing information 
systems is the same. It is often hard to visual~ze,the 
\ \ ~ , 1 
operations of the manufacturing facility and to suggest 
improvements in the way business is done prior to 
networking or integrating. The best way to analyze any· 
system is by graphically depicting the system's 
ingredients. In systems analysis, it is extremely 
important to capture the information flow. This provides 
a foundation for the system design. 
The basic concepts of analyzing any system are 
similar, however the details may vary with each scenario . 
• 
For example, in Case 2 (as discussed above), it is 
essential to analyze the details of the existing 
. 21 
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,, 
communication facility. The integration capabilities of 
the existing devices for the network depends on the types 
-of hardware, software and aspects related to the mode of 
communication. In the cases described above the level of 
integration being implemented is also a major criteria. 
2.1.1 Structured System Design 
There are many approaches for attaining information 
system requirements. One of the more popular approaches 
is the structured analysis methodology. Structured 
analysis is a very appropriate tool for analyzing the 
requirements of systems. 
Yerdon et. al [6] as, 
Structured design is defined by 
"the process of deciding which components 
interconnected in which way will solve some 
specified well defined problem". 
In the system analysis phase, the structured analysis 
methodology can be used for preliminary investigation, 
detailed investigation and system conceptualization. 
Structured ~nalysis is based on some heuristics to 
improve the system functionality. The heuristics 
transform the various functions under the organizational 
/,' 
umbrella of any system into logical data flow diagrams. 
This function can be integrated from high to low levels of 
22 
.... . 
I' detail by using data flow diagrams. For example, a 
material tracking function in a shop floor can be 
subdivided into pre-wip (work-in-process), wip and post-
wip .. The pre-wip can be still broken down into 
scheduling, warehousing etc. The lowest level in a data 
flow diagram represents the most in-depth details of the 
functions. The data flow diagram contains the flow of 
I data, transformation of data at various processes, 
interactions of the data with the external entities and 
data stores. Sample data flow diagrams are given in 
Figures 2.la and 2.lb. 
The graphical representation of the data flow 
diagrams aid the system designer to conceptualize the 
system functions and identify the key bottleneck areas of 
the operations. The explanation for developing data flow 
diagrams is limited in this thesis. Readers are advised to 
refer to any text book on systems design for details of 
structured analysis and data flow diagram generation. 
Data flow diagrams must be supported by a data 
dictionary which help the system programmers to develop 
the system software. The data dictionary explains various 
components or elements of the data flow, processes and 
external entities. An example of data flow entry in a 
23 
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data dictionary is given in Figure 2.2a. A data store 
entry and a mini-spec entry (description of a process) 
also depicted in Figures 2.2b and 2.2c. 
• 1S 
The data dictionary can be configured according to 
the requirements of information collection. For example, 
the statistical details of data flow, medium of flow etc. 
will help to identify bottlenecks in the operation. The 
major advantage of defining the system dictionary is that 
it serves as the basis for system programmers to write the 
system software. 
The main task behind developing data flow diagrams 
and a data dictionary is based on the ability to collect 
data. The data collection process is time consuming and 
critical. The collected data will serve as the basis for 
describing the communication needs of the factory floor 
and the supporting facilities. The approaches for 
collecting data involve interviewing related personnel and 
distributing questionnaires to them. It is important to 
review the existing documents pertaining to 
various related functions. 
The process of collecting data helps the analyst to 
conceptualize the bottlenecks in existing communication 
facilities or operations. The collected information will 
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DATA FLOW ENTRY 
DATA FLOW NANE:M-30 
<DESCRIPTION:> 
nha+9tv+lot tt+issuo data+wcrk center+scread cade+~
rom ooeration+ 
to oneration+start date+comolet~ date+ol~n code+o
icklist cod~~ 
descriotion+contract/account cace 
ORIGINATES FROM: 
TYPE(DS,PR,EE> NAME 
1 ) PR GENERATS M30 
2) F'R GENERAT::: M.30 
3) F'R GENERATE M3c) 
4) 
5) 
ENTERS TO: 
TYPE <DS,PR,EE> NAME 
ll PR 
2) PR VERIFY AND COMPARE 
3> EE COST ACCOUNTING 
4) 
5) 
.AVERAGE 
(TRANSITION) TIME 
2h 
2h 
2h 
NE:::D <BY> 
T!ME 
th 
lh 
* INDICATES DATA FLOW MOVEMENT 
FROM ONE MAJOR WORK CENTER TO 
ANOTHER MAJOR WORK CENTER 
<SPECIAL NOTES:> 
manual 02nerate ~lias:bmv production work order, 
b~·,1113 rev3 1/85. U5ed to 
gener~te m30 transaction. m30 trn cede generates r
~lease o~ shoo floor o~cket 
+ whse oicklist. 2 cooies-cast accting to validat
e lot,tim2keeoina ~or entry 
ACCURACY LEVEL: 757. 
MEDIUM USED: PAPER 
DATA-FLOW SIZE IN K-BYTES: 3 
LAST MODIFICATION DATE: 07/23/85 
REVISION LEVEL: .., 
-
-
INITIALS: KMR 
Figure 2.2a 
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M:X:NI SF·EC ENTRY 
PROCESS NAME:DISPATCHING MCN PROC
ESS ID #:1.3.~ .• 
<DESCRIPTION:> 
The pro~~ss OT distribution and log
ging the d~tails 
FREQUENCY USAGE: 
IN BOUND DATA FLOL.JS: 
PERCH,D,W,N> PERCENT 
1>'JERIFIED-".:' MCN 
10/d 50 
2 J AF·F"f;·O\JEI.'-1 MC . .!.N:::._ ________
__
__
__
__
__
__
_ ~1:..')::.:':..:' r1~-----.::::5~(' 
3) 
4) 
5) 
6) 
7) 
OUT BOUND DATA FLOWS 
1 > ~F'F'~·O'v'ED- 1 MCM 
2)VERIFIED-2 MCN 
3)LOG DETAILS 
4) 
6) 
7) 
<SPECIAL NOTES:) 
1') / 
. . 
(1,' 
(l/ 
. . 
t) ,' 
0/ 
10/d 
10/d 
1 /,j 
c) • 
• I 
1)/ 
0/ 
0/ 
C) 
() 
0 
() 
Veri~ied-2 ~laws out cnlv after ve
rified-2 comina in. Initials ar~ e
nt~r~d. 
Onlv aocrov~d-2 t~am shop ~loor· is 
coming and dispatching is haooenina
. 
ACCURACY LEVEL: 
TIME IN PROCESS: 
INITIALS: 
LAST MODIFICATION DATE: 
REVISION LEVEL: 
99'l. 
2r1-1H 
J<MR 
07/26/85 
<<LOGIC SUMMARY>> 
I 
. 
Sign v~riiied-= coov ~rem Enoineeri
ng and $end a coov to Ou~lity Assur~nce . 
The ~oprov~d-1 copv is re~~ived fro
m shcp confirmino the imoleffie~tat
ion MCN ch, 
anoes on the floor. Verifv the da
t~. Send a co~v to Master Scheduli
ng and ' 
Manuiacturing Engineerino, on~ ~op
y is keot in file. 
. 
. 
• 
-----
-----
-----
-----
-----
-----
-----
-----
---
_____
_____
_____
_____
_____
_____
_____
_____
 __:. __ 
I 
-----
-----
-----
---~-----
----------
----------
-· 
----
----
----
----
----
----
----
----
----
----
----
-' 
• Figure 2 .2b 
Data Dictionary Entry for Process 
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DATA STORE ENTRY 
DATA STORE NAME:REPORTS-MCN PROCESS ID #:h 
-
<DESCRIPTION:> 
Trans.:1cticn details 
FREQUENCY USAGE 
IN BOUND DATA FLOWS: 
1) 
PER<H 1 D,W,M> PERCENT 
2) 
3) 
4) 
5) 
6) 
7) 
OUT BOUND DATA FLOWS 
!)REPORT DETAILS - ~CN 
2) 
3) 
4) 
5) 
6) 
7) 
LOCATIONS OF STORE 
1) Scheduling MCN 
3) 
5) 
7) 
9) 
11) 
13) 
15) 
17) 
19) 
ff OF 
ORGANIZATION: C=a=m==-o=u~t=er;..._~~ generated 
UPDATE PROCESS: 
MANUAL 
FREQUENCY OF UPDATE: 1/d 
0/ 
0/ 
I) I • 
(I/ 
0/ 
c)/ 
0/ 
1/d 
()I 
0/ 
0/ 
0/ 
0/ 
1)/ 
USERS LOCATIONS OF STORS 
- 2) ..) 
r) 4) 
0 6) 
() 8) 
0 10) 
f) 12) 
0 14) 
0 16) 
0 18) 
0 20) 
<SPECIAL NOTES) 
# 
ICS 310 is a staged sho~taae bv NHA havinc N93/ M94 tr~nsaction code 
0 
0 
0 
0 
0 
0 
() 
OF USERS 
0 
() 
0 
0 
() 
0 
0 
() 
0 
0 
------
• 
REVISION LEVEL: 4 
ACCURACY LEVEL:99'l. 
LAST DATE OF MODIFICATION:07/26/S5 
SIZE OF STORE IN K-BYT~S.· 
... 200KB 
INITIALS:KMR 
• Figure 2.2c 
• 
. 
Data Dictionary Entry for Data Store 
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serve as the basis for defining communication needs. For 
example, the shop floor derived data can be used in 
conjunction with a LAN to accomplish the following tasks: 
l.Monitor shop floor part status 
2.Supervisory process control, coordination and 
optimization 
3.0perator or supervisory communication 
4.Managerial report generation 
Before going on to the steps of detailed system 
design, the study of simulating an information system will 
first be discussed. 
2.1.2 Simulation of Information Systems 
Tanniru (7] studied the use of simulation in the 
.._ 
b 
investigation phase of information systems development. 
The objective of this study was to identify the interface 
among operations and to simulate the interdependencies 
using a hierarchical activity model. The model was also 
used for testing the performance of the system under 
varying degrees of automation and processing volumes in 
the system. 
fhe approach begins by capturing the major activities 
in the organization, which are broken down into sub-
30 
activities from the highest to lowest level (Figure 
2.3a). The next step is to capture the data flow diagrams 
and develop the data dictionary •. The structured analysis 
methodology can be used to achieve this objective. 
Tanniru( [7] includes sign conventions for entering(+) and ' ( 
leaving(-) data flows from a process. With this sign 
convention and alpha-numeric coding scheme, the dependency 
matrix of the data flows can be constructed (Figure 2.3b). 
A '1' represents information flow into the activity and a 
'O' for the data flow which enters and leaves the activity 
with or without content changes. The 'blank' occurs when 
the information does not affect the activity. The 
dependency matrix has rows associated with the activity 
set and columns with information sets applicable to the 
particular activity set (Figure 2.3b). 
From the dependency matrix, the set of information 
flows that affect an activity can be generated. For 
example, x(i) can be derived as the set of information 
flows that affect activity a(i). From the various sets of 
information flows associated with an activity a(i), ona 
can apply principles of set theory to generate a 
preliminary hierarchy to a(i). The activity.hierarchical 
model is then used to study the impact of automation of 
activities at a given level on the activities of the 
31 
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level below. 0 Another advantage of this approach is that 
the model can be used for cost-benefit analysis of a given 
task. The various alternatives that need to be studied 
along the activity chain can be tested using simulation. 
Tanniru [7] applied the methodology to a small 
organization. The dependency matrix was constructed by 
defining the activity classifications and associated data 
flows. From the dependency matrix the criterion for 
automating an activity can be derived considering 
alternative designs. The steps involved in the 
automation procedure are as follows. 
1. Group the activities into various categories, 
(automatable or non-automatable) based on the 
need at that level. 
2. The au·tomatable group 
different alternatives 
dependency matrix. 
is then evaluated for 
and , the information 
3. Based on the information dependency matrix, the 
activity hierarchy model is developed. 
4. From the activity hierarchy, the simulation is 
performed considering alternatives on activity 
changes, access/storage/retrieval needs, 
information sharing and cost implications. 
The major draw back of this study is that it does not 
reveal the insights on the simulation methodology other 
than the details of information system design approach. 
It is easy to implement the method of developing the 
34 
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V 
dependency matrix in a small organization which has a more 
structured way of perfor1ning the various functions. In 
manufacturing, the case is different. The complexity of 
the information flows and occasionally the lack of a pre-
' defined procedure contribute to the difficulty of 
developing the dependency matrix. Tanniru [7] claims that 
some of the issues in the objective of this study are 
still under investigation. The use of simulation at the 
final stage of information system development may be of 
greater advantage to system software design than to 
define the parameters used in hardware specifications. In 
the following section the analytical approach to deriving 
the hardware parameters from the logical data flow 
I I 0 diagrams is presented. 
2.1.3 Conceptual System Design 
The best system is one that satisfies user networking 
needs. The data flow diagrams represent the logical 
structure of information flow. There is an area that is 
not well defined in transforming the logical data flow 
diagrams into hardware and software requirements. The 
various parameters which control the network performance 
have to be evaluated analytically when determining the 
35 
hardware requirements. These parameters will serve as 
the input to a simulation model for a network and can be 
refined from the analysis of simulation results. The 
hardware must be cost effective and flexible, its 
components in a network being analogous to building 
blocks, and be able to customize according to the user's 
needs. 
Once the data flow diagrams of the proposed 
information system are derived, the next step is to 
analyze the amount of automation being implemented. The 
best way to do this is to group the automatable and non-
automatable processes, as described by Tanniru [7]. The 
network designer can think of system software development 
at this stage. The error rate associated with the manual 
processes has to be considered for viable automation. 
Some analysts define this error rate of the data transfer 
as the confidence interval. In a real world situation, 
the confidence interval is hard to estimate and tends to 
be subjective. The non-automatable processes, which 
must remain manual as such have to be separated from the 
~ 
autor11atable processes. However, the method used to perform 
a manual function can be analyzed to improve the 
efficiency. 
36 
To accurately judge the performance and design issues 
of a network,it is important first to determine the data 
volume or load on the network. The actual network load is 
the approximation of the total user's demand placed on the 
network configuration. The way to estimate load is to 
estimate the number and the type of users in the system. 
Five types of users have been defined by Novell, Inc. (8] 
for estimating the number and the type of users of a LAN 
which helps to define the workload on the LAN. There are 
cases when users of the same category generate different 
amounts of traffic in the network. 
follows. 
k 
The user types are as 
1. 
2. 
3. 
4. 
Light Users - The majority of the work done by 
these users is at the work station. For example 
PC based network, the users read data from the 
network, manipulate at the work station, and 
save it back in the shared memory. These may 
be word processing or productivity analysis. 
Heavy Users - Heaviest 
users on the network. 
required in case of 
generation etc. 
load is placed by these 
More network access is 
data entry, report 
users with Additional Load - These users 
place additional load on the network more often. 
The same amount of time is spent with both 
the network and the work station. For 
example, some users perform complicated sorts 
and moderate database activity. 
'-, 
Frequer1t 
network 
etc. 
Users - Type four users 
frequently for data base access the manipulation 
j 
, .. / 
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5. Heaviest Users - This type of user ·is the 
heaviest possible in evaluation. An example may 
be a programmer compiling eight hours a day. 
The above types of users are.mainly applicable in a 
office environment rather than in an integrated factory 
floor. On the factory floor, the workload generated by 
different devices may fall into the same categories. 
These devices access the network in pre-defined or 
deterministic intervals. 
The type and the number of users can be helpful in 
determining the number of nodes or node clusters in a 
network. The number of users or data gathering terminals 
in an assembly station vary. For example, to track the 
materials on an assembly floor, it is often hard to 
determine the number of terminals to be located on the 
floor. By calculating the expected load on the network 
and also the expected frequency of data per terminal it is 
-
much easier to estimate the number of terminals. From the 
author's experience, the number of terminals is 
judgmental. In many cases, the terminals are located at 
strategic material flow locations. The users or tracking 
points for the network are pre-defined. The following 
section defines the insights on the above issues. 
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2.1.4 Defining Network Load 
Apart from the -type of user, the nature of data 
transmitted through the network is important. This 
inforniation can be compiled fro~ the data dictionary. 
This data flow classification based on the criticality of 
data is of paramount importance on a factory floor. An 
excellent study in defining the networking data needs was 
conducted at Lehigh University for Burroughs Corporation 
[9]. The study focused on the data requirements when 
integrating various stand alone computer systems 
applicable to two plants. The data flows were classified 
into high, medium and low with respect to criticality. 
This factor is very judgmental. The report defines the 
criticality factor as, "how would the information flow 
integrity, accuracy, or tardiness affect the production 
···activities? Would it shut down the operation, have modest 
effect or maximum impact? If the information flow is 
corrupted, late, or nonexistent what effect would it have 
on production?". Contrary to this, if.we consider a 
fully integrated computer controlled factory floor with an 
Automatic Storage/Retrieval System (AS/RS), an Automated 
Guided Vehicle (AGV), and a robot coordinating the two, 
each and every data flow transferred between these devices 
' (-.·~ 
"-\ 39 
<, 
are equally critical. With human intervention into these 
processes, the data criticality will vary. " 
Novell, Inc. [8], uses a "weight factor" to 
determine the frequency of data flow from a work station 
in which each type of user has a weight factor of 5. Type 
one users have weight values from Oto 5, type two from 5 
to 10 etc. The lower value represents the least frequent 
weight in network accessing. For example, for type one, O 
is the lightest user of the network and 5 is the heaviest. 
From these weight factors and number of users in each 
type, one can determine the estimated network load ( refer 
to [8] for more details). 
II" 
The data flow type is also a necessary factor in 
determining network load. This type of data may be 
batch, interactive, real-time etc. On an integrated 
factory floor, there Js a need for real-time data 
transfer. A sample questionnaire to collect the pertinent 
information on data flow is given in Figure 2.4. This 
information flow questionnaire can be used to investigate 
the existing media of data transfer, transmission time, 
frequency etc. The size of the data flow may vary from 
3x5 inch cards to llxl7 inch computer print outs. For 
example, a dense 8-l/2xll inch sheet of paper was 
40 
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INFORlO.TION FLOW QUESTIONNAIRE 
DF NAME: 
DESC~I?!IONfUSE: 
PL.\?rr: r t 
. 
. 
rnn:- B.acch Inr:eracclve Ile.al· t!!!Ze l!onlcor Co::~e:!ve 
-· 
. . 
HED1A: P.1per Diskect:~ Vi.:-~ Voice 
AC?..: SOURCE: 
ACit: DES!INA'IION: 
SIZ£: 
CONV8'IS IO: !yces Xllobyces \ USED: 
. -
• 
uA.'iSXISSIO~~ !L'iE: Bour Second 
Da.y Veek 
• 
llA'IE: !AUD 
--------
P£3.: Second ltinuce Hour 
Day Vea!k Yea: 
CRITI CALI.TI: High 
INITIALS: 
S/N: __, __ _ 
,-
• 
INFORM.A..TlON SOURCE(S): 
• 
I Figure 2.4 
Information Collection Questionnaire 
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considered to have about 2 Kb (Kilo bytes) of data and a 
less dense sheet as having l Kb of information. 
Statistical analysis of all the data flows is crucial 
in assessing network load. As stated earlier, it is 
essential to have the data dictionary developed with a 
database. For example, with simple searches in the data 
base, the analyst can determine the data volume to be 
handled by paper. This will help to configure the degree 
of automation and also the data rate from each work 
station. The data rate, calculated in Bps (Bits per 
second) from the information collected, can be used to 
determine the type of transmission medium for a cluster of 
users. 
2.2 Selection of Transmission Medium 
The transmission media can be classified into three 
major categories. These are as follows: 
1. Twisted Pair 
2. Coaxial Cable 
3. Fiber Optics 
Twisted pair is very inappropriate on a factory floor 
due to low immunity towards noise. The low bandwidth also 
precludes twisted pair from using broadband signaling 
technique which permits simultaneous transmission of 
42 
multiple signals. The advantages of this include low 
cost and ease of installation. The other two choices for 
transmission media are coaxial cable and fiber optics. 
These days, coaxial cable is widely used to accommodate 
data rates up to 500 Mbps (Million bits per sec). It can 
handle both baseband and broadband signals. The future 
contains fiber optics with a total data rate of 1 Gbps 
(Giga bits per second). Fiber optics can handle greater 
repeater spacing and they are not affected by electro-
magnetic interferences. However, there are cost and 
connectivity disadvantages associated with using this 
media. 
2.3 Designing Topology of the Network 
Topological layout of a network is crucial since the 
intelligence needed to control the network will reside in 
one place or be distributed and can be shared by all 
connecting devices. Tanenbaum [10] discusses algorithms 
and heuristics for designing topology of a computer 
network based on the goal of minimizing cost. The concept 
defined in this section is based on Tanenbaum's study [10] 
on topology design issues. Readers are advised to refer 
to Tanenbaum (10] for additional insights and sample 
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illustrations of various heuristics. 
The performance constraints. in the topology design 
include reliability and throughput. The variables for the 
minimiz~tion problem are topology, line capabilities and 
flow assignment. The overall topology for a factory 
network can be subdivided into backbone and local access 
network. The backbone's function is to interconnect the 
Interface Message Processors (IMP) and the local access is 
for getting data into the backbone. The first stage in 
topology design is to analyze the redundancy of the 
network layout using graph theory. This will provide the 
shortest path with alternatives from source to sink. 
Redundancy is crucial in a way that, even if some nodes of 
the network fail, the network can function in a normal 
way. The information carrying capacity of a network can 
be analyzed using "Max-flow Min-cut theorem". Later, the 
connectedness of a topology subject -to line failures can 
be evalu~ted using_ Monte Carlo Connectivity Analysis 
(refer [10] for details) 
Apart from reliability, delay is a major criteria. 
A 
At IMP's, delay may occur due to storage and forwarding of 
the packet. If the transmission distance is long, the 
propagation delay of the packets has to be considered. 
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The delay process can be analyzed using queuing theory. 
The arrival rate in bits/second at each node is analogous 
to customers/second. The probability distribution for the 
bits/packet can also be defined. From this data the 
queuing and transmission time can be calculated by 
employing Little's formula for channel capacity [10]. 
Simulation can play a vital role in this situation for 
analyzing the queuing network. Suer et. al [10] analyzes 
various queuing networks via simulation and Tanenbaum [10] 
describes the analytical equation to find mean packet 
delay, considering mean number of hops . 
2.3.1 Backbone Design 
The objective of backbone design is to determine the 
. ~ topology based on connectivity and delay constraints. 
Feasible topology is generated using trial and error when 
considering the objective of cost minimization. The 
starting topology can be determined by using the Steiglitz 
heuristic. If the connectivity constraint is not met, 
perturbation heuristic can be applied. T~ese two 
r } 
,. heuristics are outlined in detail with examples in 
Tanenbaum (10]. The next step is to analyze flow and 
capacity considering the routing algorithms. The total 
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cost for the network backbone is the sum of the 
transmission line cost and the cost involved in the delay 
of packets. Every line can be analyzed individually in 
order to find the bottlenecks. If the cost is lower than 
the previous best cost, the topology is accepted and one 
can look for variations in topology. 
2.3.2 Local Access Network Design 
The local access network deals with connecting hosts 
and terminals to the nearest IMP. The subsets of these 
problems contain concentrator location, assignment of 
sites to concentrators, and terminal layout within the 
site which may be the factory. The total cost associated 
for installing a concentrator can be expressed as a linear 
function. By solving this linear equation based on the 
constraints, the sub-optimal solutions in installing the 
~ ... - - ,,.-..~ 
concentrator can be derived. The location of the 
concentrator is also critical in the local access network 
desig11. Heuristic called 'DROP' [10] is used for 
deciding the location concentrators. 
The terminal layout problem is not very well defined 
with respect to a factory floor. One method is to wire 
point-to-point from the concentrator to the terminals. 
"' 
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"1 Another way is to use a shared bus. When using point-to-. 
point link, the cost is directly proportional to the 
length of wire. Prim's spanning tree algorithm can be 
used for determining the cost associated with attaching 
terminals to concentrator [10]. There are some practical 
constraints in dealing with the wiring methods, like, the 
data rate should not exceed the line capacity. The 
spanning tree method reduces the total length of cable. 
2.4 Selection of Access Schemes 
Stations in a network access the network according to 
the defined access scheme~ The access scheme is the 
method of synchronizing the use of a shared communications 
medium. The access scheme is crucial in estimating the 
delay associated with transfer of data. There are many 
access schemes available today. Some of the predominant 
ones are as follows: 
1. Carrier Sense Multiple Access (CSMA): 
This scheme is used for bus topology only. · The 
transmitting station has no capability for 
collision detection. This leads to the waste of 
transmission time during collision. The effective 
throughput is less with this scheme for long 
cables. 
2. Carrier Sense Multiple Access/ Collision Detection (CSMA/CD): 
This is similar to CSMA except for the fact that 
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the transmission stations can detect collisions. Collision detection is not easy in broadband signaling. 
3. carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) : 
In this case collision is avoided by allowing stations to transmit at the same The stations transmit in sequential order to 
not 
time. 
avoid collisions. 
4. Token Passing: 
The right to 
established by 
scheme can be 
topology. 
6. Slotted Ring: 
transmit by a 
having a token. 
employed either in 
station is 
Token passing 
bus or ring 
Slotted Ring is similar to token passing which contains slots which are filled by stations desiring to transmit. This scheme is simple and easy to implement. 
There are many issues to be discussed when designing 
networking needs such as interfacing hardware equipment 
from host to IMP, from IMP to backbone etc. A brief 
outline on such issues is presented in the next section. 
2.5 Hardware Interfaces 
The low cost i~terfaces are essential in the design 
I 
of local area networks. They can be of two types. One, 
the network interface card, determines the cable access 
method while the other, the host specific part which fits 
into the I/0, controls the exchange of data between the 
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host and the network. 
Clark et. al [12] describe various approaches for 
attaching the host to the network. Although 
interconnection is an important factor, it is more 
appropriately implemented through the network, transport 
and session layers. Otherwise, development of 
specialized hardware and softwa~e to interface the network 
with the host will be more expensive. 
. 
The special purpose computers which manage the 
processing on the network are called network servers. 
They control the station's request to access the data 
base. Even though the network server does no 
application processing, its workload can be high. 
Features for evaluating a network server are performance, 
hardware independence, vendor independence etc. 
2.6 Implementation Issues as a Turnkey Basis 
During the implementation stage, the reliability and 
the availability should be the deciding factors. 
Reliability is the index of failure and availability is 
the percent of time the network is operational. These 
factors are influenced by the the following: 
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1. The ability to isolate or bypass failing devices. 
2. The ability to protect the transmission path from 
external electrical interference. 
3 • The ability to detect and bypass a break transmission channel or path. 
• in 
A case study was conducted by Ambler [13] on the 
development of a turnkey local Network for the American 
stock Exchange. The arena was a business field, but there 
were some basic fundamentals that were common in both 
business and manufacturing applications for the LANs. 
They selected a packet switched LAN because the cost for a 
message switched LAN is higher. 
The security of the network was vital in the 
application, especially for the American Stock Exchange. 
The productivity in this case study in terms of software 
coding wa~ around 26.4 lines per day. Rather than 
applying heuristics or algorithms to identify the hardware 
and software requirement, in this particular case study 
most of the decisions were made from experience. For 
example, the selection of broadband for multiple channels 
was based on the requirement of having multiple channels. 
The type of hardware is also a major factor in selecting 
the software due to the lack of compatibility. 
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2.7 Selection Process for Manufacturing LAN 
If we consider a manufacturing facility, there is a 
hierarchy of communication levels from the corporate down 
to the machine level. There is a need for sharing 
information between business and manufacturing functions 
within an enterprise. The network is designed to meet 
functional and performance requirements as well as allow 
flexibility for future changes. The network configuration 
in a manufacturing environment follows the traditional 
hierarchical model: the upper corporate level and the 
lower cell level. A study was conducted by Koshy et. al 
[14] on the major factors and the approaches included in 
selecting a manufacturing LAN. The major factors to be 
considered are as follows. 
1. 
2. 
Area of Coverage: 
The extent of the LAN 
ten kilometers. The 
building .connections 
in selecting a LAN. 
is from a few meters up to inter-building and intra-
are of paramount importance 
Number of Stations: 
It depends on the man.ufacturing facility. With office and manufacturing facilities, LANs have to support several hundred stations. 
3. Immunity from Noise: 
4. 
The problem of noise is severe on the factory floor due to electrical and mechanical equipment. 
Throughput and Delay: 
The throughput of the LAN depends on the primary 
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application. On the manufacturing floor, the throughput data requirements are in the range of 1 - 2 Mbps. When the machines ''talk" to each other on a .factory floor, delay is a major concern apart from the severity of delay in office applications. 
5. Signaling Technique : 
The common signaling technique for LANs are broadband and baseband. In baseband, only one signal is input into the medium preserving all frequency components. In broadband, multiple signals are transmitting at the same time. 
6. Topology : 
2.7.1 
The common topologies for a manufacturing LAN are bus and ring. 
Selected LAN Technology Standards 
The combinations of selected attributes are described 
in this section. IEEE 802 and ANSI are attempting to 
standardize a few LAN schemes. These standards currently 
applicable in manufacturing as outlined by Koshy et. al 
[14] are as follows. 
1. 
2. 
I 
Baseband, CSMA/CD, Coaxial Cable, Bus Topology (IEEE 802.3): 
This is based on a Xerox developed Ethernet with a transmission speed of 10 Mbps and maximum length of 1. 5 Kms. The CSMA/CD scheme limits the throughput to 4 Mbps. 
Broadband, CSMA/CD, Coaxial cable, Bus Topology ( IEEE 8 0 2. 3) : 
The specific 
that it offers 
disadvantage 
complexity in 
advantage of this scheme 
multi signal transmission. 
includes higher cost implementation. 
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3. 
4. 
5. 
6. 
Baseband, Token Passing, Coaxial Cable, Bus (IEEE 802.4): 
Advantage of having priority and disadvantage of having complicated token passing algorithms are part of this scheme. 
Broadband, token Passing, coaxial cable, Bus ( IEEE 8 0 2 • 4 ) : 
Broadband signaling is an advantage, but cost and complexity of implementation are higher. 
Baseband, Token Passing, Twisted Pair, Ring (IEEE 802. 5) : 
Facilitates telephone communication. Like any token passing this is bet·ter in contention. 
Baseband, Token passing, Fiber, Ring (ANSI X3T9. 5) : 
This uses optical fiber and has a transmission speed of 100 Mbps. 
2.7.2 The Selection Process 
Manufacturing engineers are faced with the problem 
of selecting an appropriate LAN from the available 
technologies. The first step for determining this is the 
evaluation of user requirements, as described before, by 
using structured system design. The selection process for 
an appropriate LAN is depicted in Figure 2.5 as a 
decision tree based on heuristics by Koshy et. al [14]. 
As an example, cons~der a manufacturing facility 
with a discrete manufacturing line, Manufacturing 
' 
Information Systems (MIS) office and a CAD center. In 
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discrete manufacturing, the choice is token passing due to 
deterministic delays. If we include automatic inspection, 
the choice of coaxial cable as the physical medium and the 
broadband signaling technique for multiple channeling 
capability will be appropriate. For the MIS office 
environment, there are no priorities or deterministic 
delays. The appropriate scheme is CSMA/CD, baseband 
coaxial bus. However, since we are using broadband for the 
factory floor, the MIS office can have the same scheme as 
an alternative. The CAD work center can use CSMA/CD with 
baseband. 
The different networks in the above functional areas 
cannot exist in isolation. The three networks can be 
connected through a backbone network set on a separate 
channel on the coaxial cable. Bridges can be used to 
interconnect similar networks at lower level protocols. By 
evaluating user requirements and the new technology 
developments related to computer networks, different 
alternative solutions can be derived in selecting a 
architecture for manufacturing systems network. Finally, 
in the above applications fiber optics will be the future 
alternative for transmission medium. 
The LAN scheme has been altered dramatically by the 
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introduction of GM's (General Motors) MAP (Manufacturing 
Automation Protocol). MAP may become the standard for 
communications for LANs in manufacturing. It defines the 
standard for factory floor communications. MAP provides 
only the backbone scheme for the data netwo;k. MAP 
standards are media independent and its bandwidth 
allocation schemes, with token bus, are identified in IEEE 
802.4. 
2.8 Summary 
The major discussions in this chapter were the design 
issues of a network and assessing networking needs. The 
transition from logical data flow diagrams to assessing 
the hardware and software is a major criteria in the 
network design. Still there are many factors to be 
addressed in assessing networking needs and implementing 
the network considering both hardware and software. The 
performance is one variable when making a network 
implementation decision. Cost, expandability, cabling, 
existing hardware, required network layouts, ease of 
installation and maintenance are some other factors that 
should be considered. The performance is~ues can be 
evaluated using simulation. The analytical parameters on 
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both software and hardware will be the input to the 
simulation model. By combining networking parameters and 
a simulation model for the network as a feedback control 
system, the performance issues which serve as the basis 
for design issues can be evaluated. 
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SIMULATION MODELING METHODOLOGIES 
3.0 Introduction 
The optimization of performance characteristics of a 
computer network is very demanding and difficult to 
analyze. This reason, the techniques rely on both 
analytic and simulation of devices and systems, to guide 
the analysis, design throughout and the life cycle of the 
system. However, it is difficult to analyze a complex 
computer network architecture using analytical methods 
alone. The analytic methods follow an iterative process 
1 to derive the results. The method of prototyping is 
unfeasible and inflexible in the analysis of a computer 
network. Simulation is the best way of analyzing the 
design and performance issues of a network. Performance 
issues are critical for a computer network on the 
manufacturing floor since the control actions like access 
time and traffic depend on the network architecture .. 
The scope of this chapter is limited to the • 
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requirements of simulation systems and various 
methodologies that can be applied for simulating a 
computer network. Computer networks are complex in nature 
due to hardware and software configurations. Even though 
there are many methodologies for applying simulation, the 
essential features are common to all simulation systems. 
This chapter outlines the requirements of a simulation 
system. The advantages and disadvantages of the 
methodologies are also focused in this chapter. 
' . • I I I 
3.1 Essential Features of Network Simulation Systems 
Several software packages are now used in the 
communication field to simulate a network. There is no 
clear cut choice as to which one of those packages is the 
best. This is true in selecting a software package for 
simulating any manufacturing systems. However, there are 
some essential features for any software system. These 
features are described in the following section. 
3.1.1 Modular and Hierarchical 
Flexibility is one of the major criteria for the 
simulation systems. For achieving flexibility, the 
methodology to simulate a network should be modular. 
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modular structure of a software system is depicted in 
Figure 3.1 . The modular components of the software 
system are as follows. 
1. Model Library 
2. System Configurator 
3. Simulation Exerciser 
4. Post-processor 
The above components are hierarchical in nature. 
From the configuration of the topology to analysis of 
output results, the modules are interrelated 
hierarchically. It implies that the output from one 
module is the input to the lower one. At each module, the 
feedback :form the lower module help the user to redefine 
the parameters or characteristics at that module. 
1. Model Library 
The simulation system should be accessible to a model 
library that contains large number of various functional 
blocks, that make up transmission systems and networks. 
The model configurator should permit unlimited nesting of 
models such that the subsystem models may be built using 
library models .. The user should be able to write his own 
routines and use directly with the model library. This 
means that the user can write routines which use library 
. 
models and can write their own routines and put them in 
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the library. 
2. System Configurator 
The purpose of the system configurator is to select a 
set of functional block models from the model library and 
connect them in a desired topology as per the system 
architecture. The system configurator should be able to 
handle any topological interconnection. This may 
complicate the simulation software structure, but can 
provide maximum flexibility. 
3. Simulation Exerciser 
The simulation exerciser controls the model 
parameters. Time of the events, the processes or the 
• 
entities at various points in the system are generated and 
stored by the simulation exerciser. For example, the 
logical structure of the flow of the packets or the 
messages through a pre-defined topology, which include 
many events, is controlled by the simulation exerciser. 
4. Post-processo~ 
The output from the simulation exerciser is the time 
histories of various events or processes. These time 
d histories are examined by the post-processor and 
performance measures are computed. The computed results 
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can be manipulated in any presentable for1n using graphical 
modules. Statistical result analysis routines are a must 
for the post-processors. 
3.1.2 Additional Features 
Apart from modularity, the major criteria of the 
simulation systems is the capabilities language or package 
you are using to simulate the network. Mainly high level 
languages have to be used. There are·many requirements of 
which user friendliness and the capability to handle 
general purpose programming languages to enable the users 
to write their own routines are critical. The simulation 
program should be efficient in execution time. Apart from 
this, it should be able to handle large amount of data 
without slowing the execution speed. Some of the 
additional featuresr-of the simulation systems are as 
follows. 
1. Check Pointing 
The user should be able to gather a variety of 
transient information with respect to the periodic samples 
during the simulation run. If long term averaged 
statistics are of interest, then the question of how much 
data to gather at each sample point, and with what degree 
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of confidence, will influence the simulation parameters. 
In some cases the output has to be truncated for a certain 
period of initial time units to depict the real world 
situation and to overcome initialization bias. 
2. User Interface 
Additional feature of the system is that ·it should be 
user-friendly. The appropriate way to increase user 
friendliness is by having menu driven capabilities. 
Currently, much of the research is focused on using mouse 
and interactive graphics for simulation network models. 
The simulation systems should have on-line error control 
for inputting, symbolic debugging, run-time diagnostics 
etc. 
3.2 Methodologies for Building Simulation Models for LAN 
Earlier, studies of computer networks have focused on 
analyzing using analytical tools. There are many 
analytical methods to evaluate the performance of computer 
networks. Stallings [15] has described various analytical 
methods based on queuing theory, to evaluate the 
performance of various network architectures. The 
analytical methods can be used for network sizing and to 
obtain first approximations of network performance. 
" The. 
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disadvantage of using these standard analytical tools is 
that the dynamic characteristics of different parameters 
involved in deriving the performance cannot be depicted as 
a function of time. A different approach, using high 
level language simulation routines, came into existence 
later. These simulation programs h~ve been written for a 
specific network architecture. Ther~\ore, these simulation 
programs are not portable for use on other network 
architectures. The lack of flexibility or portability is 
another concern of the simulation routines. Later, 
various methodologies to simulate any network gained 
importance. 
Layered Approach 
Tanenbaum [10] defined a network model, which 
consists of two layers, a transmission system layer and a. 
network layer, for simulation purposes. The transmission 
system layer consists of modulators, demodulators etc., 
Jt 
that are part of the hardware configuration. The 
components of the network layer are message formatting, 
multiplexing, concentration, protocols, routing, 
switching, flow control, and other network control 
functions . This network layer also includes performance 
• issues. 
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The approach of decomposing a network mod~l to two 
layers is very useful when it is difficult to use 
analytical techniques. For example, in a fiber optic 
configuration, the overall performance is assessed by the 
) 
. ·,' / 
probability of error~ Due to the presence of non-linear 
amplifier and band limiting filters, a closed form of 
analytical expression for the probability of errors cannot· 
be derived. 
In the simulation approach, the transmission process 
is assumed to have a sequence of signal processing 
operations. The generated routines for simulation help to 
configure the effects of filtering and non-linearity 
associated with the network. Another advantage of using 
simulation is that it can handle both time domain and 
frequency domain multiplexing. Analyzing the output using 
statistical techniques, the transmission system 
performance can be measured in terms of error rate or 
signal-noise ratio. 
3.3 Hierarchical System Design for LAN 
Chlamtac and Jain [16] suggest a very interesting 
methodology for building a simulation model for efficient 
design and performance analysis of LANs. In this section 
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a detailed explanation of the methodology developed is 
provided. The research done on various methodologies for 
simulating a LAN is limited. In the study Chlamtac and 
Jain stress need for simulation modeling and the method 
specified will be able to efficiently capture the wide 
spectrum of software and hardware alternatives in the 
design and performance analysis of LANs. This will help 
the developers to come up with alternate designs with 
minimal programming effort. By building and executing a 
large number of smaller programs, each requiring only a 
fraction of the computer resources, the usual way of 
modeling, verifying, and running a vast simulation program 
can be eliminated. The hierarchical design process and 
the modeling methodology will lead to efficient simulation 
of LANs. In the initial stages of this discussion, the 
hierarchical design process is presented and later the 
simulation methodology. The same methodology can be used 
for simulating distributed networks. 
Local area r1etworks supports connection of various 
devices through nodes belonging to segments. The 
different segments can be connected through gateways and 
nodes by bridges. This way, the LAN design with many 
segments can be done with a complex model. A great amount 
of effort is required for developing, testing and 
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implementing such a model. For building an efficient 
software tool, Jain et. al [16] suggest to configure 
systems into basic components. This will help the 
designers to move various components within the system to 
evaluate alternate designs. To provide for separate 
modeling of various software and hardware components, the 
system is decomposed vertically along its protocol layers. 
Each layer is horizontally separated to distinguish 
software specifications from hardware for implementation. 
As a result, the network can be viewed as a hierarchy of 
several layers each consisting of independently modeled 
functional components such as protocols, nodes and 
resources. To synthesize an actual system, these 
components are (at compile time) within a generic system 
framework where they communicate via pre-defined or user 
provided interfaces [16]. 
Network design and performance modeling are closely 
coupled. There is a intermix in the two processes in 
applying simulati.on. In any system design process, the 
first step is to evaluate system requirements and to 
assess system needs. From this, one can formulate and 
analyze alternate designs. The system design process is 
very iterative with feedbacks within various steps. As a 
result, a detailed design goal can be achieved from the 
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coarse system concept taking cost factors into 
consideration. In the network design process, the 
inherent layered system structure often leads the designer 
to a fragmented view of the network which treats each 
protocol layer conceptually as an independent component. 
The lack of system integration in the design process of a 
network is due to both the fragmentation described above 
and by the unavailability of software tools. The design 
model reflecting the layered network architecture 
accounting for the effect of protocols and device choices 
is hierarchical. 
Figure 3.2 shows total network configuration through 
top-down design and bottom-up performance modeling. The 
modeling starts with assessing the protocol requirements. 
Then detailed performance modeling begins at the bottom 
layers and works up using the results of performance 
evaluation of the model's lower adjacent protocol as the 
input for the present layer. Its design constraints are 
dictated by the next higher protocol layer's system 
requirements. The design of level N is done using inputs 
from levels N+l. Level N system requirements are 
assessed from level N+l inputs, where as level N 
performance input matrix is from level N-1. The network 
requirements are identified at the highest layer, and are 
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translated gradually into specific protocol requirements 
.. 
as one moves towards the lowest protocol la-yer. After a 
satisfactory design goal is determined, the protocol 
description is collapsed into I/0 specification, and the 
next protocol layer is entered. This will lead to the 
requirements of nodes and resources for the modeling of 
each protocol layer, at the same time all the lower layers 
are lumped together as input. 
3.3.1 The Modeling Approach 
Any network can be defined in terms of its interface, 
architecture, implementation, and topology. The modeling 
tool developed by Chlamtac and Jain_ [ 16] builds network 
components representing specific protocols, nodes, 
resources, etc., in a general framework such that the 
required architecture is obtained. The efficiency of the 
simulation model is comparable to a conventional analytic 
model. Flexibility can be attained by dynamically 
characterizing distinct systems as a collection of 
interleaved components. 
Jain et. al [16] say: "A network consists of nodes 
which execute processes governed by communication protocols that consume network resources allocated by device specific rules .. " 
The network model consists of procedures and 
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structures that specify and interconnect the various 
network elements, and manage dialogue between them to 
build a characterization of specific network systems. The 
procedures consist of a node manager which define node 
behavior, a protocol manager to specify the protocols to 
be used, and a resource manager to manage the node and the 
network resources. The data structures store the data of 
objects representing dynamically generated processes and 
describe node and network configurations. The total 
\ framework of the procedures is given below. 
Protocol Manager (protocol specific) 
Resource Manager (device specific) 
Node Manager (node specific) 
- Specifies the protocols for execution 
- Specifies protocol interfaces 
- Handles communication processes 
- Generates resource requests 
- Presents common node manager interfaces 
- Controls resource utilization 
- Interprets and executes resource requests 
- Collects resource related 
statistics 
- Presents common node manager interface 
- Specifies node resources 
- Specifies nod protocols . 
- Interfaces between the resource manager and the protocol manager 
Network Configuration- Specifies the number ·and type (network specific) of nodes 
- Gives their relations (topology) 
The flow of control for network processes is as given 
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in Figure 3.3. The node objects are created in every 
network configuration phase. Every class of node object 
specifies its protocols and resources to be used in 
executing functions required by the simulated network. 
A given process related request is originated at the 
end of network and flows through the network adhering to 
the protocol rules specified at each node as it passes 
while consuming the node's resources. At a node that 
becomes active (that reacts to communication requests), 
the node manager assumes control and chooses the correct 
protocol to be engaged [16]. CPU (Central Processing 
Unit), memory, etc. will serve as available resources 
adhering to a protocol to execute a request. The node 
manager treats these requests as parameters and engages 
the resource manager routine and records them for 
statistical purposes. The time spent in extracting a 
request and availability of resource values are used by 
the node manager to allow the protocol manager to continue 
execution or schedule its renewal after some conditional 
and unconditional delay. The node manager invokes the 
manager of next the network after execution of appropriate 
protocol as needed. 
The major advantages of this methodology is its 
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easiness and flexibility (16]. For N * M * K 
possibilities of network configuration with K node 
classes, and N protocol layers of M variants, this 
methodology suggests only N + M + K network components. 
This is due to the independence of protocols and devices 
in modeling. The interfacing of protocols and resource 
models can be done with various managers. This will 
provide better run time efficiency. There. are two phases 
to achieve flexibility at the levels of network model 
implementation. The two phases are network configu~ation 
and model execution. During the configuration phase, all 
procedures and managers representing a given network 
configuration are linked before the execution of the model 
program. 
The compatibility between different protocol and 
resource model components can be achieved through their 
respective managers, which all recognize a basic set of 
primitive network operations. For example, a given 
resource does not need a special routine for each one of 
the protocols using it. This implies that adding new 
protocols does not need a special routine for the new 
protocol description. Otherwise, the amount of routines 
for the resource manager 'would increase as alternate 
protocols are taken into consideration. This method also 
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allows all node procedures to directly pass parameters 
between themselves without being aware of the exact 
procedure chosen to model a component in a given 
simulation run. 
In addition, this methodology of simulating a 
computer network will be helpful in gaining a better 
understanding of the behavior of the modeled system. This 
is true for any simulation study. The correct choice of 
protocols and utilization of the resources is analyzed by 
decomposing the computer network into protocols and 
resources. The statistics collected,from the simulation 
for each component through their respective managers is 
useful in evaluating the protocol properties and network 
performance. An example furnished in the next section 
helps to give a better view of this methodology. 
3.3.2 LAN Model Implementation 
To illustrate the modeling approach, Chlamtac and Jain 
[16] use an Ethernet specification with an unspecified 
number of nodes and use three protocol layers. All the 
nodes are considered homogeneous and are connected to a 
single cable. To implement the simulation model for the 
computer network Chlamtac and Jain [16] specify the 
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network topology, the nodes, the protocols, and the 
workload. These will be addressed in the following 
subsections. 
3.3.3 Topology Implementation 
The simulated network's nodes can communicate 
directly if they are on· the same segment, otherwise they 
communicate through gateways. The nodes are numbered 
uniquely and characterized by segment vector. A segment 
vector contains the physical and logical addresses of all 
the nodes on that segment in addition to the physical 
distance of each node from either the beginning of the 
cable or from a specified node in the case of a ring, so 
that the propagation delay can be easily determined. The 
routing of packets can be achieved between nodes of non-
adjacent segments by making use of a routing algorithm 
that is either static or adaptive. 
3.3.4 Node Implementation 
A node is characterized by the physical location, its 
specified node manager, its associated data structure and 
workload. The state information of the node, partially 
.static and partially dynamic, is maintained during the 
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simulation run. The static part contains information 
about the list of resources and protocols local to the 
node for the duration of the simulation, and the list of 
remote resources and protocols accessible to it. 
The resource is not node specific and may be shared 
or dedicated to a node. The resource manager handles the 
discipline, pre-emption etc., for both dedicated and 
shared resources. The information needed for the correct 
resource request must be dynamically stored in each node 
using the resource. Therefore, if several nodes are using 
the same type of processor which is represented by a 
single resource manager, the resource manager can execute 
requests using independent node-state models. In the case 
of shared resources, access made to them will be always 
made through a node or device local to it. As a result, 
any device specific information must also be associated 
with the resource. 
For example, an Ethernet channel can be viewed as a . 
resource local to all nodes connected to it. The node 
manager wishing to access the channel first issues a 
channel allocation request. Two sets of information must 
be collected to represent the channel allocation. The 
first set of information which is local to each node, 
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records the use of the channel resource by collecting· the 
number of unsuccessful requests presented to the channel 
device which is vital for correct node management~ The 
second set of information is device specific and consists 
of all track records of requests currently pending, and is 
; kept at the device-resource manager. 
3.3.5 Protocol Implementation 
The number and type of protocol layers can vary 
dynamically without affecting the node or resource 
description. The effect of implementing a different 
number of protocol layers is evident in the workload 
description (amount of header information in each frame),· 
and will consequently affect the size of the frames to be 
transmitted. For example, the data link layer· is viewed 
as supplier and receiver of frames by the next higher 
level protocol. The data link layer requests the physical 
layer for the correct and error free transmission of bits. 
All other data link resource requests, such as CRC (Cyclic 
Redundancy Check) computation and testing, are assumed to 
I 
take place in zero time. This assumption is reasonable 
considering the difference between frame transmission time 
and frame checking time. 
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The Ethernet protocol representation at the data link 
I 
. layer is given in Figure 3.4. The data link protocol 
version in this example 'is less complicated without static 
and dynamic routing information. In such cases the 
protocol manager's function would be to provide the node 
m,anager with resource requests unique to each protocol. 
The differences in resource implementation is transparent 
to all but the associated resource managers. For example, 
broadband and baseband communication differences would be 
handled by resource managers. This allows all nodes, 
protocols, and resources to be modeled independently of 
each other, which means different network configurations 
can be obtained by freely combining devices, resources, 
and protocols. 
3.3.6 Workload Specification 
In an open workload system the packets arrive, wait 
for service and leave the system after service. The open 
' system model maintains three tables which define the 
workload completely. There,is a hierarchical relationship 
between the three tables and is depicted in Figure 3.5. 
The first one is a transaction definition table of the 
workload. The transaction.definition table specifies the 
characteristics of different transactions like resource 
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requirements etc. The number and size of resource demands 
can be specified either as constant or as statistical 
distributions. The next two, terminal definition table . ., 
and concentrator definition table are part of the system 
definition. The terminal definition table defines the 
activities of different terminal types such as input rate 
1/ 
and output speed of transactions. The concentrator is a 
node, connected to a terminal which executes different 
types of transactions. The ,concentrator definition table 
specifies the number and type of terminals attached to 
each concentrator. 
3.3.7 Network Configuration 
The user can either write his own subroutine modules 
or make use of the standard library for network 
configuration and output specification. The use of the 
model design and performance of a system involves many 
steps and are given as follows [16]. 
o Network configuration, by specifying topology by physical relations between nodes and segments. 
o System configuration which .specifies physical devices. 
o Protocol configurations specifying those protocols used in the simulation run. 
o System implementation where relationships are established between devices and protocols. 
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o Workload configuration which defines processes to be 
run in the simulation experiment. 
o Simulation management which specifies the experiment 
control parameters like run time, confidence 
intervals etc. 
3.3.8 Simulation Methodology 
In this event oriented simulation control program, 
the routines which are events, interface to other routines 
via standard interfaces handled by protocol, node, and 
resource managers. The user can use primitives to 
execute, schedule or cancel events. The software 
structure is similar to any major general purpose 
-
simulation package, with an ability to handle large 
amounts of events efficiently. 
3.3.9 Collecting Statistics 
A distributed system like a LAN communicates through 
messages that are created and process~d while using 
resources. The statistics can be collected on messages or 
utilization of resources. All these tasks are 
() 
accomplished naturally by the model. Every resource is 
accessed by a resource manager that records its use and 
dynamically computes the required statistics. The message 
related statistics are collected by having each message 
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carry a time table relevant to the statistics in question. 
Information may be dynamic as the message flows through 
the network. Such dynamic changes as time and additional 
overhead headers are recorded as necessary and stored in 
common message space. The total response time for a 
message at the data link protocol is obtained by simply 
accessing the pool of messages required [16]. 
3.4 Generalized Methodology for Simulation 
In this section the methodology derived by Chlamtac 
and Franta [17] help to analyze a computer network's 
performance at a variety of levels. Even though this can 
be applied to any network, the discussion is based on the 
application related to a local area network. There are 
many interfaces when a DTE (Data Terminal Equipment) 
communicates with other hosts through nodes in a network. 
These interfaces can be treated as modules. The various 
modules for a network are user-to-host, host-to-node, 
node-to-node, node-to-host and host-to-user interactions. 
This methodology also accounts for network topology and 
hardware characteristics. This modular structure is 
efficient because the user can change one without 
affecting the other. 
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3.4.1 Characteristics of Various Interfaces 
The message is split into fixed length packets, with 
a provision for store and forward at the source node and 
/1 
message reassemble at the destination node and is taken 
care of by the generalized methodology [17]. There are 
interactions between various layers of the protocol from 
application level to physical level as in the ISO/OSI 
(International Standards Organization/Open Systems 
Interconnection) reference model. This methodology allows 
handling of new protocols, new buffering strategies etc. 
The host-user characteristics include message 
regeneration and message-length distribution modules which 
specify the arrival times and lengths of new messages, 
specification of nodes to which the host is attached, and 
modules that transfer messages between host and node. The 
transfers may involve both host and message addressing and . 
buffer storage [17]. 
The node characteristics include queues and buffers 
for outgoing messages, reassemble of messJges from 
incoming packets, buffers for retransmission of packets in 
case of errors, and acknowledgment for received messages. 
There are modules which account for considering 
susceptibility of the channels to errors and can handle 
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errors caused by noise or message collisions. The above 
functions are scattered throughout the OSI (Open Systems 
Interconnection) model. 
3.4.2 Measures of Performance 
. ' 
The various modules provide different measures of 
performance in a computer network. The channel throughput 
or the messages per unit time of only successfully 
transmitted packets account for the ideal utilization of 
the channel. The transmission delay and the expected 
length of queues for packets is a major criteria in data 
transmission. The number of lost packets, lost 
acknowledgments and packet collisions increase the 
transmission delay for the message. The modules can also 
trace the progress of each message through the network to 
facilitate model validation. 
3.4.3 Modeling Topology and Channel Access Protocols 
The structure of the topology is as shown in Figure 
3.6. The topology of a network is depicted by the 
connectivity matrix or distance control matrix. When a 
packet is transmitted from source to destination, one of 
the major factors is the number of hops it takes between 
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the interconnected nodes. This can be directly converted 
into the distance traveled from the distance control 
matrix. 
For successful packet transmission it is essential 
that the node sense the channel before accessing it, 
avoiding collisions. The channel access protocols can be 
specified by scheduling the flow of packets and describing 
the node groupings that execute identical transmission 
algorithms that allows them to share access to channels. 
The scheduling function determines the next time at which 
a node potentially trans~its a packet. Still the 
successful transmission of the packets follows a 
probability function. The parameters like grouping 
function, scheduling function, and the transmission 
algorithm create a model of a partic~lar network. The 
user can incorporate different parameters according to 
different networks. For example, the parameters are 
different for CSMA (Carrier Sense Multiple Access) and 
TDMA ( Time Division Multiple Access), two diff·erent 
access methods. 
3.4.4 Model Validation 
In the simulation process, model validation is done 
by replicating the experiment and making statistical 
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output analysis. Another way to validate the model is to 
compare the behavior of the simulation model with actual 
system. In computer networks, this is not a feasible 
approach due to a large variety of components and 
interactions. In the methodology, Chlamtac and Franta 
[17] simplify the model validation issue by using the 
ALOHA protocol as an example. 
ALOHA protocol applies to networks where the nodes 
share a single channel and decide independently when to 
transmit. The transmission of a packet is done as soon as 
possible after arrival at the node. In case of collision, 
the node waits for a random amount of time and retransmits 
the packet again. 
The model validation process is based on a base 
model, an experimental frame and a lumped model. The 
input and output characteristics of the actual system is 
depicted in the base model. The experimental frame 
defines input and output behavior by limiting the set of 
conditions under which the actual system is observed. The 
lumped model is the simplification of the base model. 
Validation involves determining that the base model and 
lumbed model produce comparable state changes and outputs 
for a gi7 experimental frame. Chlamtac and Franta [17] 
!I 
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describe the process of developing a lumped model from a 
base model and an experimental frame with channel 
utilization as the only output of interest. 
The components of the lumped model are a message 
source, queues for message, the node retransmission queues 
. 
and the channel. The input of the model are the nodes at 
which new packets enter .. The grouped state of the base 
model corresponding to the state of the lumped model is 
given in Table 1. The grouping has the advantage of 
reducing the number of states to four. The next step is 
to validate the equivalence of the states between the base 
model and lumped model. In some cases if the base model 
. is complex the lumped model will have higher complexity. 
Thus the output performance of the lumped model is used to 
predict the behavior of the system. 
3.4.5 Implementation of the Simulation Program 
The structure of the network simulation program is 
depicted in Figure 3.7. This will account for the network 
protocol at the user level incorporating the validation 
procedure as described in the previous section. From 
Figure 3.7 it is apparent that one module can be changed 
without affecting the other. For example, a single module 
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handles addressing at the host to node level. Addressing 
function can therefore be identified and changed without 
affecting the rest of the program. One of the drawbacks 
of the program is that it is less efficient due to the 
flexibility. The reason for this is that the program has 
to handle multiple events during the same time frame. It 
is evident from this thesis that we can now have both 
flexibility and efficiency by using block-oriented 
languages without having the difficulty of scheduling 
multiple events. 
This study by Chlamtac and Franta [17] gives a unique 
approach for validating a simulation methodology in a real 
world system. It is interesting to see how comparisons 
with a base model can help validate simplified models 
obtained for simulation. The validity of the simulation 
is based on feedback from the real world system. The 
' 
validation process should begin during the design phase, 
long before experimental compilation. 
3.5 Systematic and Incremental Modeling Methodology 
Systematic model construction, validation and 
incremental modeling methodology is based on the study 
conducted by Yeh [18], to simulate a HyperNet (Hyper 
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channel Networks). Incremental modeling allows breaking 
of the entire system into different modules. The main 
concern in breaking into modules is that the systems will 
a 
not lend themselves without inherent difficulties. 
However, the isolated construction and modification of 
each subset provides a structured framework where the 
system can be better organized. The advantages of 
incremental modeling are as follows. 
o Model operations are easier and better understandable 
o Each level displays distinct performance 
characteristics 
o Model verification and validation tasks are simplified 
o The bottlenecks in system operation are easier to 
identify 
-3.5.1 Systematic Model Construction 
The systematic model construction and validation 
process in depicted in Figure 3.8. The process is 
repeated for another module of the model to be constructed 
in the incremental modeling methodology. The· first three 
stages stress the functional modeling of the system to be 
modeled, and the last three stages concentrate on 
performance data gathering. 
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The functional model construction starts with the 
understanding of the system module. Later, the model is 
constructed and verified to ensure that the simulation 
program performs exactly the same functions as specified 
by the specification tools (e.g. Petri Nets). The tools 
and methods essential during the .stages of functional 
modeling is outlined in Figure 3.8. 
The purpose of performance modeling is to gather 
statistics pertaining to the performance issues. The 
performance model is formed by including performance 
measurement and statistical components on_ top of the 
1 
functional model. The traffic model is derived first to 
depict the traffic of the frames in the model. Next step 
is to appraise the simulation objective and associated 
performance measures. Later, the data gathering and 
interrelated statistical routines can be installed into 
the model. These components work just like the hardware 
monitoring devices that are attached to an existing system 
for data collection [18]. 
The simulation results are used to validate the model 
by comparing with the results from the analytical models 
and also with the actual system hardware. The validated 
model is used to predict the performance of the system 
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under different operating conditions. 
3.5.2 Methodology Implementation 
Yeh [18] implemented the simulation methodology in an 
HyperNet system. The objectives of using simulation 
methodology were t~ identify the channel contention 
problems and to determine the channel overhead due to 
contention. The three incremental modules for the 
HyperNet are: 
1) the frame generator 
2) the trunk interface 
3) the channel. 
The performance measures of interest for achieving 
the objectives are collision rate (under CSMA/CD access 
scheme), throughput and utilization of various devices. 
The performance data is collected by installing data 
collection probes into the model as shown in Figure 3.9. 
The simulation results have been identical to the 
analytical results after going through model validation 
process. 
3.6 Interactive Graphics and Menus 
The study by DuBios [19), the Hierarchical Modeling 
System (HMS) provides both simulation ana analytic 
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capabilities for evaluating a computer network. The user 
can interactively design a network and optimize the design 
' by using discrete event simulation. There are two 
modules associated with the HMS; 1) an Interactive 
Modeling System (IMS) and 2) a Distributed System 
Simulator (DSS), as given in Figure 3.10. These two 
modules are interactive and menu driven and have 
flexibility to adopt to any network configuration for 
detailed analysis. 
Files can be created at the HMS, using menu driven 
interactive graphics front end. These files depicts the 
I architecture and workload of a computer network, and can 
be shared by the DSS for simulation runs. The DSS 
interprets the input files as components of a discrete 
event simulation model that are then run in batch mode. 
Before simulating, the analytic techniques are used to 
derive the characteristics of~a network that are needed in 
meeting the performance criteria. The optimality of the I 
I analytically derived characteristics is validated by 
running the simulation model. As DuBios [19] points out, 
the IMS/DSS interface provides a bridge between the 
analytic and simulation sub-systems. This will help the 
routine application of the hierarchical modeling technique 
become a practical reality in computer networks. The 
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interface between IMS and DSS provides an automatic way 
for verifying the analytic models by using simulation. 
Another advantage of this methodology is that the output 
from DSS can be used as the input parameters to the IMS 
model. 
Components of HMS 
In the HMS system the topology file, created with the 
help of a graphics front end, consists of all the nodes 
that are resources and the connected path between them. 
In LANs, the work stations can be treated as a separate 
node trying to access a common bus. If many sub-networks 
are connected using gateways, each sub-net can be treated 
as a separate node. The topology file also defines the 
propagation delay, the data rates etc., between the nodes. 
The model library file describes the hardware 
configuration, workload specifications and the operating 
system components of a network. The workload description 
specify the resource utilization. The library file is a 
set of self contained progranis that can be used to mod,el a 
specific node in the network. Finally, the data file maps 
the model to a specific node. Except for the library file, 
all the other files can be interactively modified by the 
user. 
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This methodology which is a combination of both 
analytic and simulation techniques is more suited in the 
design process of a computer network. The methodology, is 
not an accurate performance evaluation approach for a 
computer network. It may be better for understanding 
estima~es of various parameters that affect the 
performance and give a broad perspective. Even though 
DuBios claims that the HMS is~_flexible [19], it seems 
that this system is not valuable in dealing with 
simulation of access protocols. Another question that 
• 
arises is, what are the limitations as far as the number 
of nodes the HMS can accommodate. It is not clear from 
the study about the details of IMS and DSS. However, the 
system will be helpful in assessing the performance 
parameters in the design phase of the network. This 
methodology seems to be inefficient for the detailed 
approach in simulating computer networks. 
3.7 Top-Down Approach 
The study done by Anderson et. al [20], primarily 
focus in using simulation during the design phase of a 
computer system. The basis of the simulation methodology 
is that it should be easy to implement, flexible to 
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accommodate any type of design, and the execution cost 
should be minimal. The discrete_ event simulation in top-
down model treats a computer network as as a multiple 
queuing system. The servers for the messages are the 
different resources in the computer system. Sauer and 
MacNair [11] describes the principles of queuing theory 
associated with a computer network. The servers which are 
resources which concurrently execute processes whose 
activities can be overlapped in real time. 
The model is a representation of all the resources, 
processes and workload characteristics. The model diagram 
is constructed taking into consi.deration all the above 
parameters. The ability to relate a computer network 
queuing model to a simulation model is more 
straightforward and less expensive. Thus the top-down 
approach using a simulation model is more flexible and 
very useful in successive refinement of the model, during 
Ii"' ... 
the design phase. However the complexity and limitations 
of this approach is not clear from the study. This 
methodology can be implemented with the help of general 
purpose simulation software systems. For example, 
Anderson et. al [20] used SIMSCRIPT II.5 during the design 
phase of EP (Edit Processor) component of the Integrated 
Programmetric Instrument Network (IPIN), to demonstrate 
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the use of top-down approach. 
3.8 Advantages and Disadvantages of the Methodologies 
The methodology suggested by Chlamtac and Jain [16] 
can efficiently handle a wide spectrum of hardware and 
software configurations applicable to LANs. It is modular 
and hierarchical. However as Chlamtac and Jain [16] 
sttess its easiness, it is not clear how easy it will be 
in analyzing a complex LAN architecture. It is evident 
that the methodology is very flexible and can be applied 
in a detailed study for the design and performance 
evaluation of a computer network. The major features of 
the simulation software system is closely followed by 
Chlamtac and Jain in their methodology, but the validity 
is questionable. 
The second methodology by Chlamtac and Franta (17] is 
more generalized such that it can be applied to any 
network configuration. The major emphasis of this 
methodology is lenient in the performance evaluation 
process than in the design phase. Chlamtac and Franta 
[17] outline brief survey of network simulators and 
~dentified that, mainly a_,,11 the protocols studied were 
. 
pertained sta~ topology. Their methodology is useful in 
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studying protocols for randomly distributed nodes as well 
as "hidden" nodes (nodes that are not directly connected). 
Another advantage of the study is that the process of 
validation of the simulation model is thoroughly examined. 
The layered approach is more applicable in 
situatioJs where it is difficult to use analytical 
methods. The performance issue in the layered methodology 
is based on the probability of error criteria. This is 
specifically used in analyzing performance issues in the 
presence of distinct hardware configurations. Additional 
' . 
features pertaining to related software configurations is 
not outlined in the study. However, the approach is based 
on the network model investigated by Tanenbaum [10]. 
Further more it is not evident from the study the 
complexity of implementing such a simulation model. 
The systematic model construction/validation and 
incremental modeling methodology reported by Yeh [18] is 
demonstrated as a natural way of modeling computer 
networks. This technique provides an excellent framework 
to study the performance of individual protocols and to 
analyze the interactions among the protocols. This can be 
very well applied to complex computer network 
configurations. The separation between functional and 
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performance modeling simplifies the task of model 
validation. The total time spent in modeling the 
HyperNet was approximately 8 months. Yeh [18] provides a 
detailed schedule of the whole project. The validation 
process described in the incremental modeling methodology 
is quite similar to DuBios's [19] study with the HMS. 
Chlamtac and Franta's [17] lumped model concept can be 
related to the incremental methodology. 
DuBios [19] methodology for using interactive 
graphics and menus is achieved by adding additional 
features to the system configurator. The major advantage 
of the HMS system is that the files can be shared in both 
design and evaluation subsets (IMS & DSS). The HMS 
system is very helpful in preliminary design and 
performance evaluation of computer networks. But for 
detailed performance issues, thlamtac and Jain's [16] 
• 
methodology seems to have an advantage. The HMS system 
will be very helpful in assessing the performance 
parameters in the design phase of the network. 
The top-down approach by Anderson et. al [20] focuses 
on the issues during the design phase of the computer 
network. The principles are based on queuing theory, but 
the .complexities in modeling and the limitations are not 
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clear. It is obvious that the study is less useful in 
analyzing complex computer networks to evaluate both 
hardware and software alternatives. 
3.9 Summary 
In manufacturing, integration through expansion is an 
on-going process. It is vital to accommodate the 
extendibility of LANs in manufacturing without penalizing 
the performance characteristics. This chapter presented 
methodologies for simulating computer networks. 
Simulation methodologies can be applied to networks or 
LANs from design to implementation phase to evaluate 
performance standards. The approach can also be applied 
to improve the efficiency of existing networks. There is 
a need for simulating a computer network to check the 
feasibility of the overall performance. The main 
advantage of using various methodologies is that the 
designer can evaluate alternate scenarios and test them to 
come up with optimal architecture, taking cost into 
J. 
consideration. The methodologies discussed earlier will 
help to analyze requirements related to the design and 
performance issues in computer networks. 
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CHAPTER - IV 
NETWORK APPLICATIONS WITH VARIOUS SIMULATION SYSTEMS 
,, 
4.0 Introduction 
The main topic of this chapter is the application of 
computer simulation, using various simulation software 
systems for evaluating the performance of computer 
networks. Studies have been conducted with various 
software packages on various fractions of computer 
i 
networks. The studies are done focusing on some aspects 
of the computer network. The focus of this chapter is to 
identify some of the studies to demonstrate the use of 
simulation specifically using discrete event software 
systems. The principles behind the applications are 
based on the methodologies discussed in Chapter 3. 
The initial applications begin with the modeling and 
evaluation of ·an Ethernet. Simulation systems predominant 
in simulating manufacturing systems can be used for 
computer network simulation applications. A new approa~-\ 
to the simulation of a resource sharing computer network 
. -
is also presented. The application of simulation on the 
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ring topology is also discussed. However, the various 
applications presented in this chapter are mainly on a 
,. 
bus configuration. The chapter also reveal some of the 
advantages and disadvantages of these studies. 
4.1 Simulation Applications on Ethernet 
Studies have been conducted in applying computer 
simulation based on the methodologies. It varies from 
special purpose simulators to block or network oriented 
languages. The following cases describe insights on these 
developments. 
4.1.1 Simulation using SIMAN 
The first study of interest is done by Pence [·21]· 
using a simulation package SIMAN (SIMulation ANalysis) to 
model an Ethernet LAN (Local Area Network). The study 
demonstrates the ability to predict proposed Ethernet 
performance characteristics using simulation and comparing 
it with the analytical results to justify the validity and 
capacity of simulation. SIMAN is a general purpose 
simulation language compatible with large scale computers 
·~ . )"--~ . 
and micro computers . S IMAN can J:fe 0" ~ed · to model network 
'·'<., 
'"' . architecture tradeoff, optimal system ha~pware 
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configurations, and predictions of software response time 
and the hardware resource utilizations. Once the model is 
developed for an Ethernet LAN, the same model can be used 
as a predictive mathematical tool for modeling similar 
interfaces. This adds to the flexibility of simulation 
applications for Ethernet systems. This feature in 
flexibility is applicable to most of the simulation 
systems. 
The processing scenario in the study for the 
comparison of simulation and other analytic techniques is 
an Ethernet local area network (LAN) running at 2.94 
million bits per second (Mbps) connecting over 120 
machines spanning 550 meters. The Ethernet LAN introduced 
in 1976 is based on packet broadcast using bus 
architecture. It uses access scheme, CSMA/CD. Typically 
Ethernet transfers 2.2 million packets per day. The packet 
length varies between 26 to 558 bytes. The SIMAN model 
assumes that the packets arrive with an exponential 
distribution with a mean of 12 MS (Micro Seconds). 
Generally, analyst's make assumptions to depict the 
scenario of interest into a simulation model. In the 
study, Pence [21] developed the model based on the 
' 
following assumptions. 
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1. Slot time is 24 MS. 
2. Collision processing time is 12.6 MS. 
3. 120 nodes on Ethernet. 
4. Messages are distributed normally over all the nodes. 5. 5000 is the maximum number of packets created. 
Table 2 summarizes the comparisons between measured 
performance and the actual performance. The same study 
was extended for shortened inter-packet arrival times to 
produce loading of 50%, 100%, and 150% on the Ethernet. It 
is evident that the analytic study and the simulation 
model closely match with a maximum percentage variation of 
3.43% when the load is 150%. The throughput for the 
Ethernet was 96% considering the error free packets. 
This proves that there is a close agreement between the 
analytic models and the simulation study. 
In Table 2 for continuously queued nodes under 
extreme loading conditions, there is a mismatch between 
the simulation model and the analytic study, due to the 
fact that SIMAN predicts an Ethernet efficiency more than 
100% which is different from analytic approximation. The 
possible reasons as given by Pence [21] is due to that the 
collision processing time of 17 MS compared to slot time 
of 16 MS. The SIMAN model requires the collision 
processing time to be higher, and no profound explanation 
is:given by Pence [21] on this issue. The simulation mod~l 
n 
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is extended in the evaluation of an Ethernet interface 
having 70 nodes connecting microcomputers. Due to the 
flexibility of the 
that the number of 
simulation model, Pence [21] claims 
\ 
nodes can be easily changed to assess 
an alternate scenario. The importance of each parameter 
on the performance of the Ethernet interface can be 
evaluated u~ing simulation. This study is an excellent 
example to justify the use of simulation when compared 
with analytic techniques. The close results validate the 
simulation model. 
The application of SIMAN is very limited in simulating 
the different features of a network. With the help of 
current graphical animation technology, SIMAN models are 
used in networks to visually configure the traffic 
characteristics on a bus. A second study was done by 
Jackman et. al [22] using SIMAN to model an Ethernet LAN 
which can be used to examine the performance of truncated 
exponential backoff algorithm under conditions of heavy 
loading on an Ethernet. The backoff time is a function of 
collision and number of transmission attempts. In effect, 
this will produce large queues. As mentioned previously 
Ethernet uses CSMA/CD access scheme. In truncated 
exponential backoff algorithm, the number of collisions $ 
are controlled so that the queue length can be reduced. 
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The SIMAN model uses both network and discrete event 
combinations. The discrete event routine was used to 
handle the collisions. The objectives of this study were 
to find an efficient backoff strategy, to plan for nodes 
in the network, and to provide real time graphical 
animation of the bus traffic. By using animation, Jackman 
et. al [22] claim that the verification of simulation 
results pertained to the prot9cols so also the physical 
location of the nodes on the network performance can be 
justified. The main concern of network users in 
manufacturing, is not the bus utilization, but the delay 
in transmission. 
The logic involved in the SIMAN model is outlined as 
J follows. The event diagram for the model is given in 
Figure 4.la and the event description of CSMA/CD in Figure 
4.lb. In the SIMAN model, a packet being transmitted must 
wait in the first queue block until the propagation delay 
is over and the transmission takes place. A second queue 
is used for the waiting of collided packets so that the 
future collisions during the propagation delay time can be 
detected. If a packet ends up in collision while 
transmitting from the first queue, it is removed and 
pla_c~d in "t;l,'le< second queue. A third queue contains 
packets that have deferred because they sensed that the 
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bus was busy. Before the simulation run, the nodes or 
stations were initialized by assigning a node number and a 
location in terms of propagation delay from one end of the 
network. The propagation delay is assumed to be uniformly 
distributed. 
Packets are generated at each node using an 
exponential inter arrival time and after each transmission 
the packet is recycled by assigning a new packet length 
from a distribution and new arrival time is scheduled. 
The packet transmission in the model is depicted by 
creating a copy of the transmitting packet which waits for 
the time representing the maximum propagation delay. At 
the same time the original packet seizes the bus. If 
there is a collision, the packet releases from the 
holding bus and jams the network for an additional 4.8 
microseconds as the collision detection. After the 
transmission, the packet releases the bus and the new 
packet arrival is generated. The backoff algorithm only 
allows 16 attempts. 
Jackman et. al (22] proved, using simulation that 
the performance of CSMA/CD decreases as packet length 
increases. The CSMA/CD protocol allows a first in first 
out rule for packets in accessing the bus. As the loading 
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increases it tends to be a last in first out access rule. 
By animating the simulation results, it was evident that 
the packets coming for the first time have a better chance 
of getting transmitted rather than packets waiting in the 
queue after.collision. At high loads if many nodes are 
waiting for transmission, the majority of packets getting 
transmitted will collide. The objective in design of the 
access scheme is to reduce the number of collisions. The 
flexibility using simulation allowed easy testing of an 
alternate backoff algorithm called QUAD backoff algorithm 
that decreases the number of nodes waiting to access the 
bus, reducing the number of collisions. The reduced number 
of collisions can be accounted by the reduced number of 
delays. The objectives of simulation were confirmed in 
the study. 
4.1.2 Acknowledging Ethernet Simulation 
Ethernet has no built-in acknowledgment capability, in 
a way that a message packet is transmitted to host for 
acknowledging; which in turn leads to lower reliability 
and performance. The Acknowledging Ethernet was proposed 
by Tokoro et. al (23] to rectify the above difficulties. 
> The Ethernet sends the acknowledgment packet right after 
receiving the data packet. The advantages of 
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Acknowledging Ethernet compared to Ethernet is evaluated 
using simulation to justify decreased load on the host, 
shorter response time, and increase in transmission 
efficiency. However, the details of Acknowledging 
Ethernet is not of importance in this context and 
interested readers are advised to refer to Tokoro et. al 
[23]. 
The parameters for the simulation model are 1 km 
cable, maximum rate of 8 Mbps, basic waiting time of 0.01 
micro second, and data packet and the acknowledgment 
packet sizes of 4 Kbit (kilo bit) and 128 bit 
respectively. The processors are connected using a 
single coaxial bus. By conducting a simulation run for 10 
seconds, Tokoro et. al prove that the transmission rate of 
the Acknowledging Ethernet is as much as twice that of the 
original Ethernet. 
The study is an excellent example of the application 
of simulation in the design and performance evaluation of 
a new Acknowledging Ethernet interface. By the 
application of simulation, the advantages of shorter 
response time and increased effective transmission rates 
were confirmed for the Acknowledging Ethernet. The 
. insights on the simulation technique are not given by 
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Tokoro et. al (23]. 
4.1.3 Simulation of Ethernet Interface using Micro PASSIM 
Another study reviewed by Vayda et. al [24], to 
simulate an Ethernet interface using Micro PASSIM (a GPSS 
based simulation system). Micro PASSIM is more 
advantageous than GPSS (General Purpose Simulation System) 
for simulating an Ethernet interface. The reason for 
this is that Micro PASSIM is more interactive than GPSS. 
Since Micro PASSIM is an extension of GPSS, complicated 
logic which is difficult to code in GPSS can be easily 
done. The disadvantage is that micro PASSIM models' are 
longer with more lines of code. 
The objective of the study was to provide designers 
some guidelines, to evaluate the performance of the Node 
, 
Interface Unit (NIU) including the lost packets, 
utilization of the resources and specific information 
about memory choice size and memory partitioning 
parameters. Before discussing the simulation 
application, the features of an NIU are worth describing 
for the readers. 
The scope of the simulation study is limited to a 
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NIU with layer 1 and layer 2 protocols of the OSI/ISO 
model (Open System Interconnection/International Standards 
Organization). The Data Terminal Equipment (DTE) is 
connected to an Ethernet LAN with NIU interface as shown 
in Figure 4.2. The NIU carries out functions like 
' 
transmit a packet from DTE to LAN and receive and transfer 
a correctly addressed error free packet from LAN to host . 
. -
The host is assumed to be a Hewlett Packard (HP) 
• 
minicomputer. The Local Communication Controller (LCC) 
is an Intel 82586 chip which performs all the functions of 
layers 1 and 2. The transmit and receive buffers serve as 
temporary store for the data packets. The Backplane 
Interface Chip (BIC) function is to receive/transmit 
packets from the host. The Intel 80186 microprocessor 
serves as the controller for all the other components of 
NIU. 
The simulation model consists of two segme~ts. The 
' 
first part of the model depicts the flow of packets 
transferring from the DTE to LAN. The second part of the 
model segment depicts the flow of packets from LAN to DTE. 
The parameters which effect the model performance are 
memory size, fraction of memory for transmit and receive 
buffers, LAN and host data rates, retry delay for lost 
packets, ~and several variables controlling packet sizes 
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and packet stream mix, and bandwidth utilization for both 
the host and the LAN. The transaction flow of packets for 
both segments are given in Figure 4.3. The micro PASSIM 
model has the ability to use standard templates for 
printing the results and interactive debugging capability. 
The objective of the study was confirmed by Vayda et. 
al (24] in the analysis of results. The results show that 
as the data rate increases the number of lost packets 
increase. The transmit buffers in this case will be 
utilized much more than the receive buffers. This 
phenomena is due to the higher priority allocation for 
receive buffers. The model performance was also evaluated 
using various memory sizes from 4 K to 32 K. The study 
revealed that the data transfer rates remains constant and 
there is a linear decrease in the receive buffer 
utilization as the memory size increases. It is 
interesting to note from the simulation run for 2 minutes, 
650 packets were transmitted 1 from Ethernet and 1750 
requests were generated from the host. 
The model is based on many assumptions which add to 
the limitations of the model. In the NIU simulation 
model,. it is assumed that there are no pac~ets which 
contains errors. The unavailability or the contention of 
-1 
-. 
' . 
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the Ethernet channel is not taken into consideration. The ' 
lost packet from host to LAN is not included. The 
possibility of a collision and the subsequent use of 
' CSMA/CD exponenti.al backoff algorithm is not included in 
the model. The simulation model is a good tool to predict 
the performance of NIU and has the expandability for 
future use. However, the insights on the assumption 
issues are not clear. This study is an excellent example 
of the use of simulation in evaluating the performance of 
networks. But the assumptions made in the study will add 
to the limitations considering actual applications. 
4.2 Optimization Using SLAM 
The message handling capability of a LAN (COPYnet by 
Harris) was studied by Ellsworth et. al [25], using 
discrete event SLAM (Simulation Language for Alternate 
Modeling) simulation. The COPYnet consists of 
microprocessor-based bus interface unit polled by master 
units and interconnected with redundant high speed serial • 
buses. The potential inefficiency in information handling 
under heavy loading conditions will effect throughput 
considerably. The purpose of the study is to analyze the 
COPYnet syste~ and to enhance the system for future 
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applications. The simulation model was developed in 
order to optimize the large and complex COPYnet system for 
a realistic analysis. 
The network schematic is as given in Figure 4.4. The 
Network Control Unit (NCU) controls the transfer of data 
between Bus Interface Unit's (BIU). The COAD is a COPYnet 
Operator Access Device which is connected to NCU using 
COAD Communication Unit (CCU) for message switching. The 
three types of interface units are: 
1) 
2) 
3) 
PIU 
DIU 
GIU 
- Processor Interface Unit 
- Device Interface Unit 
- Gateway Interface Unit 
The simulation of the COPYnet system starts with 
identifying the parameters which constitute measures of 
system performance. A subset of the whole system 
architecture was selected which is a representative set o.f 
the system so that the bulkiness of the simulation model 
can be reduced considerably. The simulation model logic 
is as depicted in Figure 4.5. Using SLAM the events are 
logically coded in discrete routines. The events are as 
follows. 
1. 
2. 
3. 
,. 
' 
The end of message transmission to a terminal. 
Res~onse from terminal to DIU (poll response, scroll data request or acknowledgment). 
End of message transmission. 
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4. Reception of response from BIU to NCU. 
5. End of DMA interrupt (between PIU and CPU). 
6. End of message processing by PIU or CPU. 
7. Time-out (PIU unable to transfer a message via DMA to CPU within allocated slot time). 
8. End of disk transfer. 
The SLAM model is based on certain assumptions. As 
an example, the buffer space is allocated as soon as a 
message is received. In reality, the allocation is on a 
byte basis as the message is processed. Ellsworth et. al 
[25] claims that the assumptions made have no significant 
impact on the results. The results from the simulation 
are the maximum number of supportable terminals, average 
response time and average bus utilization. Each terminal 
is assigned to a unique buffer space called transaction 
information area {TIA). As a result of simulation, it was 
revealed that the TIA service algorithm could be modified 
so as to prevent a large number of terminals from going 
off-line as a result of timing out before a response is 
received from the CPU. Ellsworth et. al [25] adds that 
"Simulation was the only practical approach that co~ld be used in analyzing the COPYnet system because of its size and complexity from having three asynchronous processes involved in communicating a message between terminal and CPU. In addition simulation provided a cost effective alternative to configuring and testi~g the desired architectural variat,ions." 
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The main advantage of this study is that the proposed 
system can be evaluated using simulation so ,that the the 
risk involved in achieving different architectural 
characteristics and performance requirements are reduced. 
It was able to predict the proposed system performance 
using simulation and compare it with the actual system. 
4.3 Simulation Using GPSS 
Jennings et. al [26] used GPSS to evaluate the 
performance of Ethernet and HYPERbus LAN. In this study, 
a comparison was made between Ethernet and HYPERbus 
similar to Pence [21] who did a comparative study using 
simulation and analytical techniques. Different from the 
previously described study by Vayda et. al [24], the 
objective of this study was to evaluate the network 
stability under various load conditions, the messages 
transmitted per unit time, and the number of transmission 
attempts required per message. This simulation study 
provides a technique to count the collisions and gather 
statistics on retransmission. There were no prior 
published studies to predict accurately the expected 
-collision and retransmission on an HYPERbus. 
,, !I 
The si~ulation model~was d~v~ioped with 500 meters of 
' 
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coaxial cable length with 120 stations under normal loads 
and 10 stations under heavy loads. The 120 stations were 
attached approximately 4 meters apart. The propagation 
time was 18.55 na.noseconds per meter. The packet inter 
qrrival time was a poisson distribution with a mean of 
39500 microseconds. Apart from the study by Ellsworth 
[25], in this study factors like the distance between 
nodes and the contention time setting for the HYPERbus was 
also taken into consideration. Th~ results of this study 
, indicate that only 2 collisions out of 500 were there for 
Ethernet. No collisions occurred in the HYPERbus model 
and 96% of the packets were transmitted without delay. 
One of the design criteria of the HYPERbus is to give each 
packet a higher chance of being transmitted in the first 
attempt ie., avoiding collisions. From the simulation, it 
was verified that the collisions did not occur 99.9832% of 
the simulated time. The Ethernet had collisions under 
high loads; one message took 13 transmission attempts to 
reach its destination with an average attempt of 2.061. 
In the HYPERbus, the average was 1 attempt. This 
simulation study depicts the use of simulation to evaluate 
the design characteristics and compare it with a similar 
network. Tokoro et. al [23] objectives are similar to 
tnfs study, using simulation in the design and the 
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performance evaluation issues. 
4.4 VANS System for Distributed Networks 
Most of the studies as described above were done on; 
an Ethernet LAN. Schneider [27] presents the VANS (Value 
Added Network Simulator) system which is a new approach 
for simulating distributed resource-sharing computer 
networks. In the distributed network, hosts are connected 
through a front-end processor called Communications 
Interface (CI) that is normally a minicomputer. An 
example of this kind of network is ARPANET {Advanced 
Research Project Agency NETwork) which is a packet 
switching type. The simulation approach is quite 
different from those described above. 
The logical organization of the network is 
constructed using structural pre-processor. The schematic 
of the structural pre-processor is given in Figure 4.6. 
The machine independent section is basically a lexical 
scanner and a file builder. The machine dependent section 
will produce the output for the source code for the entire 
simulation program. If the machine dependent section of 
·the VANS system has to be moved·to another computer 
system, the source code must be rewritten, which may 
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reduce the portability of the simulation system. The 
parametric pre-processor is an interactive program written 
in PASCAL. The user supplies all data values consistent 
and required by the protocol. The parametric pre-
processor has the capabilities for checking the logical 
errors implied while inputting various parameters. 
The next s·tage is the simulation process based on 
the SIMULA language. Like other process-oriented 
languages, SIMULA has the advantage of conveniently 
creating and scheduling concurrent tasks. The VANS 
simulation process is depicted in Figure 4.7. The top of 
~the tree structure which is the executive is used to 
create the correct number of level-2 processes and to 
generate and initialize system parameters like the routing 
tables, the queues and the global constants. The EXEC. 
activates all appropriate level-2 processes and then 
deactivates for the duration of the simulation run. The 
Level-2 processes are part of the SI:MULA program as 
depicted in Figure 4.7 and responsible for collecting 
necessary statistics associated with the simulation. Each 
module in the Level-2 process models the appropriate 
. 
. function. For example,.the store p~ocess models the 
:backing store and the Direct Memory Access (DMA) channel 
between the primary and the secondary· as given in Figure 
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4.7. The modular approach is one of the best advantages 
of the VANS system. The approach is to analyze the 
communication problems associated with subnetworks, as 
o~tlined in various methodologies (refer to Chapter - 3). 
Level-3 module is a protocol module. The protocol 
descriptor provides a set of rules and restrictions to 
guide the construction and the modification of protocol 
modules for each protocol area. The logic associated with 
the EXEC., the Level-2 and the Level-3 processes are 
outlined by Schneider [27], and interested readers should 
refer to the study to completely understand the functions 
associated with each level. The report generator module 
generates results on message, efficiency, utilization, 
queue and error statistics. As an example, error 
statistics are collected such as the number of incorrectly 
transmitted messages across the communication link, Line 
Interface (LI), Component interface (CI) and buffer 
overflows. 
, C 
One of the important advantages of VANS system is the 
ability to perform experiments. Experiments follow the 
simulation runs. Some of the @Xperiments conducted in 
VANS are as follows. 
1. Study of dynamic r~uting algorithms. 
2. Study of flow-control protocols and algorithm to . 
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prevent deadlock. 
3. Comparative analysis of forward error correction apart from retransmission schemes under differing conditions. 
4. Effect of message switching with respect to packet switching under differing conditions. 
Even though VANS has many advantages, it is very 
expensive to use due to many constraints. The maximum 
number of nodes that can be used is limited to 12. This 
is a disadvantage if we want to simulate an ARPANET with 
say 50 nodes. It is not clear from the study what is the 
amount of difficulty involved in developing the model and 
the amount of programming required in PASCAL. Apart from 
the other event oriented simulation languages, the logic 
associated with the VANS system seems more lenient towards 
aiding the researchers working in the area of data 
communications. Even though this study has limitations 
the same principle can be applied in simulating any LAN 
for performance characteristics. 
4.5 Other Related Studies 
There are many studies conducted to demonstrate the 
use of computer simulation using different simulation 
software systems like GASP IV, Q-GERT, SIMSCRIPT II.5 etc. "i) . •-c • 
,s;., 
For example, GASP IV is used for determining measures of 
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effectiveness for defense communication networks. The 
reason for using GASP IV is that it is an appropriate 
language for modeling circuit switched systems rather than 
Q-GERT (Queuing Graphic Evaluation and Review Technique) 
in the store and forward type situation. 
Huang (28] used Q-GERT simulation language for a 
voice data communication system. Figure 4.8 displays the 
Q-GERT model. Readers are advised to refer to Huang [28] 
for detailed explanation of the model. The output gives 
the sampling results of the system performance after 
controlling the simulation run and the number of 
replications. The varying characteristics of the basic 
voice-data communication system requires only few changes 
in the Q-GERT model. The advantage of this model is that, 
complicated voice-data systems can be modeled and studied· 
with limited efforts. 
4.6 Simulation Studies with Ring 
The studies discussed earlier were mainly applicable 
to a bus configuration in a computer network. Out of that 
most of them were on Ethernet LANs. Simulation 1 0f a 
buffer insertion ring was done by Halkyard et. al [29]. 
•_., 
The goal of the study was to further the understanding of 
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the operation of the buffer insertion ring and to 
determine optimal design parameters under varying 
conditions. The main difference between buffer insertion 
ring from other networks is with the contention scheme. 
The buffer insertion ring has a contensionless accessing 
scheme. If a station wants to transmit, it will transmit 
the packet into the slots in the ring. When the packet 
arrives at any other station on the way, it will check for 
the address. If the destination address on the packet is 
for that particular station, the packet is pulled out of 
the ring and kept in the buffer. The insertion buffer is 
used for the purpose of receiving data while the station 
is transmitting. 
In this event oriented simulation study there are 
basically three events. The first event takes place when. 
the packet arrives at a node so that the packet is put 
into the queue of the shift register. The station can 
transmit if there are no packets currently passing the 
,, 
station, otherwise the station will wait until the slots 
are clear. The second event is for acknowledgment and 
also invoking the station for receiving bits with priority 
after the first bit arrives. The .transmitting packet is 
only removed from the buffer if the packet reaches the 
,, 
destination station. The third event takes pl,ace when 
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the last bit of the packet departs the station. After 
this the packet is allocated to the slot in the ring. 
To validate the simulation study, the simulation 
model is compared with a standard ring with a data rate 1 
Mbps (Million bits per second), 5 kilometers in length and 
10 stations 500 meters apart. Each station has buffer 
length of 4096 bits and the packet arrival rate is 100 
packets per second. It is interesting to note from the 
simulation study that the response time increases as the 
arrival rate of packets increases. As the capacity of 
the ring increases, the maximum arrival rate of the 
packets increases correspondingly. The simulation results 
confirm that the throughput is directly proportional to 
the total packet arrival rate on the ring until the ring 
gets saturated. The interesting parameter to the user .. 
which is the queue delay will increase as the number of ,I 
stations increases. There is a profound effect of shift 
register size on the throughput up to a certain level. At 
the full system utilization level, there is no effect on 
the throughput with a corresponding increase in the length 
of the shift register. 
A similar study like the one described above was 
conducted by Falconer et. al [30] in a Cambridge ring 
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(British Standard) with voice traffic. The objective of 
the study was to assess the protocol cost effectiveness 
for operating at higher speeds with telephone traffic. 
The literature suggests that it is necessary to have an 
improved access protocol. This study led to the 
development of a new protocol called Orwell protocol for 
Cambridge slotted rings. 
4.7 Disadvantages of Simulation Applications. 
The discrete-event simulation systems are costly in 
terms of both storage and computer time when the number of 
events to be processed becomes large. However, this 
approach will be adequate with fewer stations and without 
high-level protocols. To overcome the difficulties, 
O'Reily et. al [31] derived an efficient simulation 
technique for performance studies of CSMA/CD local 
networks based on the use of a composite algorithm. With 
this new algorithm, the storage and run time are 
independent of the number of stations. 
Schneider [27] reports that the main difficulty with 
discrete event models are that they are of limited scope. 
These models are called parametric simulation models. The 
users choice is limited to choosing the values of certain 
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parameters like number of stations etc. The high-level 
subnetwork tasks are not under the users control; they 
can be changed only by major modifications to the model. 
These constraints in the model make them impractical to 
use with different architectures. There is a need for a 
unified model building strategy so that the flexibility in 
the application of simulation models can be improved. 
There is also a need for simulation systems that are user-
friendly, flexible and able to handle a large number of 
stations. 
4.8 Summary. 
The capabilities of using simulation to evaluate the 
performance issues of a network varies according to the 
type of application and complexities of the network o_f 
interest to the analyst. In some cases, the analysts use 
any high level l~nguage to write a routine to simulate a 
network. Later network or process oriented languages were 
applied to simulate a. network. Currently, there are 
systems that are user friendly and easy to use· for 
simulating a computer network. But the limitations and 
the difficulties associated with handling large models 
with many stations and the depiction of complex logic is 
·.-·--,i""" .. .:,. 
still limited. 
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CHAPTER - V 
SAMPLE SIMULATION, FUTURE RESEARCH AND CONCLUSIONS 
5.0 Introduction 
The role and application of computer simulation in 
networking is very well defined in the previous chapters. 
Network systems will be complex and are at the heart of 
integration. In the the future, there will be many 
complexities, both in designing and implementing such 
systems. In this chapter, the author would like to 
high-light his thoughts related to future simulation 
systems. 
Network II.5 is a breakthrough in interactive 
network simulation systems. The ease and user friendliness 
associated with such systems make them more application 
oriented in network simulation. The author thinks that 
there is more need for such user friendly simulation 
systems. To support the theoretical research, a sample 
one robot cell is simulated in this chapter. This sample 
network simulation is a demonstration in simulating an 
·integrated network facility and is based on many 
• • assumptions. 
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Introduced later in the chapter, new and unique 
concept is introduced called expert simulation systems. 
Although at this time the feasibility of such systems is 
unsure, this concept might interest researchers into 
developing such systems. To develop such systems will 
require vast effort since there is no close relationships 
in linking networking, simulation and artificial 
intelligence. Linking these three unique technologies is 
left for future research. 
5.1 Findings/Perception 
Evident from research is the growing application of 
computer simulation in the area of networking. • Since 
there is no room for mistakes or inefficiencies in the 
operation of a LAN after installation, high performance 
operation is a critical requirement in LANs. From both a 
managerial or technological standpoint, it very vital to 
install a cost effective and efficient network for any 
facility. For achieving this objective, the author feels 
that simulation is the best tool available. today·. 
The performance characteristics are discussed in 
chapter 1. There are many methodologies used to evaluate 
the parameter~ pertaining to performance issues. A 
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comparative evaluation of various methodologies are 
discussed in Chapter 3. Even though there are many 
methodologies, from a practical view point there is a 
need for easy-to-use and user-friendly simulation systems 
to apply in the design and evaluation of computer network. 
Today, simulation system developers are predominantly 
studying the application rather than the development of 
such systems. 
The current deficiencies in simulation systems lie in 
the lack of graphics capability, more specifically in 
animation for networks. It will be very helpful if 
systems have animation capabilities, 1 so that the manager 
or the designer can visually see and understand the 
~ 
operations of a future network prior to attempting 
implementation. Currently, ISTEL Inc. is an example of a 
company studying the feasibility of developing a network 
animation system. 
There many guidelines or procedures, that must be 
,. 
followed be-fore installing a network. These steps were 
clearly discussed in chapter 2. Before proceeding 
further, the networking team should evaluate the amount of 
1 I • , ~.~ ~~ 
· integration ne~ded-~or·the facility. Initially, the best 
thing is to deyeJ.op both a project schedule and a cost 
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benefit analysis. Secondly, from design to implementation 
the process is divided into three phases which can be 
outlined as strategies to be followed by the networking 
team. The three phases and steps involved are listed 
below: 
J 
Phase I = Data Analysis 
1. Analyze the data needs • of the using any 
methodologies. 
2. Define the information requirements after 
refining the existing data flows. 
3. Evaluate user needs, number of users etc. 
4. Lay the foundation for the requirements of 
application programs, data base management 
systems etc. 
3. Transformation of logical data flow diagrams to 
physical hardware requirements. 
4. Determining which simulation system to use for 
a network simulation is very important. An 
expert opinion or if there is an in-house 
capability to develop such systems may serve 
this purpose. 
Phase II - Design Issues 
1. Develop a first cut simulation model from the 
the rough topological layout. 
2. 
3. 
Decide on what 
physical media 
considerations. 
topology, access schemes, 
etc. to suit the performance 
Do a thorough vendor evaluation, to find out 
what sort of hardware equipment and .software 
systems are available. today to fit the· need·s as 
well as meeting the budget. The compatibility 
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4. 
5. 
of these systems are very crucial at this stage. 
Refine the simulation model, with the estimated data transfer parameters. 
The simulation model should represent 
scenario,including both hardware and factors. 
the real 
software 
6. Iteratively find out the optimal design to suit the situation. 
network 
7. Make adjustments for-future expandability as 
well as total integration. 
8. Take decision on hardware and software needs to 
suit information requirements. 
9. Go back to step 1 and redo the whole process if 
necessary. 
Phase III - Implementation 
1. Evaluate the manpower requirements. This is 
also important in Phase I and II. Another option is to get the network installed on a turnkey basis by a vendor. 
2. 
3. 
4. I 
5. 
Performance 
software and 
stage. 
testing after installing 
hardware can be done at this 
the 
Collect as much statistical information possible for the testing and use the data 
the simulation model and make re-runs. 
• in 
as 
Compare the ideal model , results 
performance details. This will be in using the model .in the future. 
vs. actual 
very helpful 
Use the model 
characteristics 
adjustments can 
to evaluate the performance in worst situation so that be made in the beginning 
Above are·the basis for ,defining the projec:;t_plan 
based on the strategic issues. Apart from those issues, 
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there are many technical issues to be addressed in all 
three phases. Finally, for the successful design and 
installation of a network, there is a need for an 
excellent networking team. 
This thesis asserts that simulation is the best tool 
that can be applied to address the design as well as· 
performance parameters of a network. The complexity 
associated with coupling the two fields limit the use of 
simulation in networking. In effect, the difficulty found 
in developing a valid simulation model compared to the 
real situation inhibit its use. It will be disastrous if 
the model accuracy is questionable. Data accuracy 
enhances the correctness of the network simulation model. 
Data that has to be used in the model should be accurate 
and should represent the population. simulation, if it 
done correctly, will closely correlate with the 
analytical results. Chapter 4 focuses on comparing 
analytical results with simulation. 
In the design, selection and installation of a 
computer network, the first step is to assess what you 
need. There shc>uld be a specific planning and 
implementation goal by setting meaningful objectives. 
l' 
.. With this-the team can outline the specifics to vendors. r 
/ 
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5.2 NETWORK II.5 - Interactive network simulation system 
Network II.5 is a breakthrough in computer 
communication system perfprmance analysis. .. ~.;:i Network II. 5 , 
is based on SIMSCRIPT II.5 and is a powerful, user 
friendly and interactive simulation software. It has the 
flexibility to model large or small, centralized, 
distributed, or parallel computer communication systems. 
Apart from the hardware, the network management software 
related logic like protocols and access schemes can be 
modeled. The analyst or the system designer can describe 
both the hardware and software structure and can simulate 
the communication system to estimate costs, delays and 
risks that typify modeling. The output can provide data 
on hardware ut.:tr'ization, software execution, and the 
conflicts. 
This software is designed to simulate systems in 
which devices are requesting, manipulating and 
distributing information and making decisions based on 
system state [35]. Network II.5 is flexible and portable 
with no limitation on the different elements to be 
modeled. 
' 
' ,;;- ' ' 
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5.2.1 Structure of NETWORK II.5 
NETWORK II.5 is a high level facility for simulation 
applications of computer and communication networks. 
This software is available on mainframes, minis and PC's 
(Personnel Computer). The model input is done using an 
interactive front end called NETIN. NETIN will diagnose 
logical errors during model development stage. After 
completing network system description, NETWORK module··· will 
run the simulation using interactive dialogue. The post 
processed simulation results can be requested using 
NETPLOT module. 
There are three types of elements to describe the 
hardware in the model; one, Processing Element (PE), two, 
Data Storage Devices, and three, Data Transfer Devices. 
The Processing Element can depict the functions of 
any processors. The PE can execute processing, read-
write message, and semaphore instructions. An example of 
PE can be a microcomputer that serves as· a cell controller 
in the robotic cell. Therefore the software and hardware 
structure can be represented in the model with the help of 
PE's. Data Storage Devices are named files and can have 
unstructured storage, and can devices can serve more than 
152 
one PE. The Data Transfer Devices are the transmission 
media which include buses. 
5.2.2 Single Robot Cell Network Simulation 
For the purpose of demonstration, a sample one robot 
cell is simulated using NETWORK II.5. The hardware 
diagram is given in Figure 5.1. The robot cell contains 2 
computers and 1 robot connected to one another by a serial 
bus. One computer is the cell controller (supervisor), 
and the other contains database of all the VAL II programs 
for various parts coming into the cell. The logical 
structure of different software modules in the cell 
network is depicted in Figures 5.2. 
In this sample study, only the message transferring 
logic is encoded and is applicable to the three devices; 
the supervisor, the robot and the computer. This logic is 
given in Figure 5.2. All the numerical values are 
assumed for this particular study •. Whenever a part 
enters the cell, a bar code reader triggers the computer 
to query the robot with a prompt; request "part status". 
This query is of 1 bit in length and is transmitted every 
55 ms. Then the robot transmits the 11part status" file 
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to the computer of length 2000 bits. The robot also 
queries the computer for the "val2 program" file, with a 1 
bit long flag every 50 micro-sec. (ms). The supervisor is 
for collecting statistics from the cell and for sending 
''action'' file to the robot. The supervisor requests 
''status'' from the robot every 30 ms. Based on this 
request, the robot transmits the "status" to the 
supervisor. For the actions that are to be performed in 
the cell, the robot requests the "action" file from the 
supervisor of ler1gth 1000 bi ts. Assume the files are 
stored in a 7 bit code and the hardware adds a parity bit 
to each character transmitted. The single robot cell is 
simulated for 1000 sec. 
The code generated by NETWORK II.5 for the single 
robot cell is given in Appendix .A. The results are 
given in Appendix .B. The results indicate that the 
utilization of hardware is less than 20% for the single 
robot cell. The instruction execution report provide the 
count on the various messages transmitted within the cell. 
The serial bus connecting all the devices was busy for 18% 
of the simulated time. The module execution statistic 
furnish statistics on the execution of instructions 
per.farmed .by the host PE' s. ·. The · s·nap · shot report is & also 
• i 
. 
printed at time 1000 sec. The plot on utilization of the 
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hardware is given in Appendix .c. In Appendix .o, the 
hardware and software modules as furnished by NETWORK II.5 
• • is given. 
NETWORK II.5 is an excellent tool to simulate any 
kind of network. The debugging capabilities of the 
software package is better than any other software 
packages used in network simulation. It is easy to depict 
the software and hardware flow, provided that the analyst 
has a good grasp of the network functional logic. This 
particular simulation study proves that simulation is an 
excellent tool in evaluating the performance 
characteristics of a network both in the design and 
evaluation phases. 
5.4 Expert Network Simulation Systems 
In today's network simulation systems, the term 
flexibility introduces complexities. Even though 
simulation is a powerful tool in analyzing the design and 
performance of networks, it is hard to find an expert 
analyst who has a good knowledge about both simulation and 
.l • networking principles~ Altogether there is a need for 
I 
expert~ in simulation, statistics, result analysis and 
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networking. The process oriented languages are hard to 
incorporate in network simulation due to the difficulty in 
representing both hardware and software controlling 
factors into the model, so also the whole process is time 
consuming. Simulation itself constitute difficulties. As 
Shannon [33] describes, 
"To use simulation correctly, and intelligently, the practitioner is required to have expertise in probability, statistics, design of experiments, modeling, computer programming and simulation language. This translates to -about 720 hours of classroom instruction plus other 1440 hours of outside· study just to get the basic tools. In order to really become proficient, the practitioner must then go out and gain real world, practical experience. The goal for the expert simulation systems is to make it possible for engineers and managers to do the simulation studies correctly and easily without such elaborate training''. 
The idea of using an expert is taken over by the 
expert simulation system. At the same time, one can 
imagine the difficulties in developing an expert network 
simulation system which will have the ability to learn, 
reason, solve problems, and understand ordinary human 
language. As mentioned earlier, the author is not very \ 
well aware of the feasibility and the difficulties 
associated with such systems. 
·'<t ·". 
The latest developments in software and hardware have 
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helped to broaden the use of expert simulation systems in 
manufacturing design and other applications. In process 
oriented simulation, the analyst defines the model of the 
network, run the model, and analyzes the results etc., 
whereas in AI (Artificial Intelligence) based network 
simulation systems, the analysis defines the goal and lets 
the computer solve the problem. There are some expert 
simulation systems in the market that are tailored for 
specific applications. For example, SIMKIT is a 
simulation system using LISP language used in 
manufacturing simulation. Carnegie group has developed 
another expert simulation system for facility layout and 
process planning. 
The architecture for the expert network simulation 
system is based on the approach given by Sathi et. al 
[32]. Their approach is applicable to traditional 
" 
manufacturing problems. The same idea is applicable in 
expert network simulation systems. The three major 
components of such system as given in Figure 5.3 are as 
follows. 
1. Dynamic planner - The planner has an understanding 
of different user networking objectives, and 
should adjust for specific requirements. 
2. Embedded Experts - Th-is includes simulation 
experts and networking experts. Each expert 
should have assistants which cross-talk each other 
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for problem solving. 
3. Analysis of Scenarios - This should give the proposed topology, perfor1nance criteria and may be animated results of various scenarios based on the proposed goal. Besides comparing options for various hardware devices, the system should give insights on resource shortage and may be corrective actions for any performance related problems. 
The expert network simulation system's idea is a 
creative and unique one suggested by the author. Before 
the completion of this thesis, Rozenblit e~. al [36] 
published the same idea using entity structure concepts in 
the knowledge based design of LANs. The methodology 
considers the design process of LANs as a series of 
successive refinements of activities such as 
specifications of design and behavioral description of 
the system, and the complications associated with the 
design levels. The design process is based on the system 
entity structure which provides a family of possible 
design configurations and is given in Figure 5.4. A LAN 
can be decomposed into communication system and users. In 
this decomposition structur~the pruning algorithm is 
applied to restrict the design domain to structures that 
conform to network design objectives, based on the depth 
first tree traversal. Before the final selection of the 
'1 design, a knowledge based simulation system performs, the 
I 
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analysis of the design model to suit the requirements. 
In this study, the simulation expert's role and 
subsequent complexities associated is not identified 
thoroughly. However, this study will provide a good basis 
in creating a networking design expert. 
The goal of an expert simulation system will be to 
eliminate the experts required for simulation. However, 
it will be time consuming and often difficult to develop 
I 
such a system. One feasible solution is to use canned 
expert systems and modify them to suit network simulation. 
This will be a good area for future research. 
5.5 Summary 
Computer Integrated Manufacturing (CIM) has been 
defined by Shivnan [37] as: 
"the integrated application of computer based 
automation and decision support systems to manage 
total operation of the manufacturing systems, from 
product design through manufacturing process itself 
and distribution and including production and 
inventory management as well as financial resource 
management". 
The terms in this definition like computer, 
integration and automation clearly states the need for an 
~. "·.¥ r: 
effective and efficient network tying the factory 
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together. May be some day every decision made in the 
product life cycle will be computer controlled and 
subsequently, there would be a need for on-line, real-time 
data transfer capability. To achieve the "optimal" design 
and performance, simulation is the best tool. However, it 
is obvious that expert network simulation systems will 
play a future role in computer integrated manufacturing. 
p 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
CACI NETWORK II.5 RELEASE 2.88 . 05/25/1987 
ANALYST: N. KUMAR PANICKER 
1 * SINGLE ROBOT CELL SIMULATION PROGRAM 2 
3 ***** PROCESSING ELEMENTS - SYS.PE.SET 4 HARDWARE TYPE= PROCESSING 5 NAME= COMPUTER 
22:30:31 
6 BASIC CYCLE TIME= 1.000000 MICROSEC 7 INPUT CONTROLLER= NO 
8 INSTRUCTION REPERTOIRE= 
9 INSTRUCTION TYPE= MESSAGE 10 NAME; ASK FOR "PART STATUS" FILE 11 MESSAGE; ASK FOR "PART STATUS" FILE 12 LENGTH; 1 BITS 
13 DESTINATION PROCESSOR; ROBOT 14 ALLOWABLE BUSSES ; 15 BUS 
16 NAME ; SEND "VAL2 PROGRAM" FILE 17 MESSAGE; SEND "VAL2 PROGRAM" FILE 18 LENGTH; 3000 BITS 19 DESTINATION PROCESSOR; ROBOT 20 ALLOWABLE BUSSES; 21 BUS 
22 NAME= ROBOT 
23 BASIC CYCLE TIME= 1.000000 MICROSEC 24 INPUT CONTROLLER= NO 
25 INSTRUCTION REPERTOIRE= 26 INSTRUCTION TYPE= MESSAGE 27 NAME; ASK FOR "ACTION" FILE 28 MESSAGE; ASK FOR "ACTION" FILE 29 LENGTH; 1 BITS 30 DESTINATION PROCESSOR; SUPERVISOR 31 ALLOWABLE BUSSES; 32 BUS 
33 NAME ; SEND "STATUS" FILE 34 MESSAGE; SEND "STATUS" FILE 35 LENGTH; 1500 BITS 
36 
37 
38 
DES .. TINATION PROCESSOR ; ·suPERVISOR 
·· ALLOWABLE BUSSES ; 
BUS 
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39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
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50 
51 
52 
53 
54 
55 
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59 
60 
61 
62 
63 
64 
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67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
I. 86 
NAME; ASK FOR "VAL2 PROGRAM" FILE MESSAGE ; ASK FOR ''VAL2 PROGRAM" FILE LENGTH; 1 BITS 
DESTINATION PROCESSOR; COMPUTER ALLOWABLE BUSSES; 
BUS 
NAME; SEND "PART STATUS" FILE 
MESSAGE; SEND "PART STATUS" FILE LENGTH; 2000 BITS 
DESTINATION PROCESSOR; COMPUTER ALLOWABLE BUSSES; 
BUS 
NAME= SUPERVISOR 
BASIC CYCLE TIME= 1.000000 MICROSEC INPUT CONTROLLER= NO 
INSTRUCTION REPERTOIRE= 
INSTRUCTION TYPE= MESSAGE 
NAME; ASK FOR "STATUS" FILE 
MESSAGE; ASK FOR "STATUS" FILE 
LENGTH; 1 BITS 
DESTINATION PROCESSOR; ROBOT 
ALLOWABLE BUSSES; 
BUS 
NAME; SEND "ACTION" FILE 
MESSAGE; SEND "ACTION" FILE 
LENGTH; 1000 BITS 
DESTINATION PROCESSOR; ROBOT 
ALLOWABLE BUSSES; 
BUS 
***** BUSSES - SYS.BUS.SET 
HARDWARE TYPE= DATA TRANSFER 
NAME= BUS 
CYCLE TIME·= 833.00 
BITS PER CYCLE= 
CYCLES PER WORD= 
WORDS PER BLOCK= 
WORD OVERHEAD TIME= 
BLOCK OVERHEAD TIME= 
MICROSEC 
1 
BUS CONNECTIONS= 
SUPERVISOR 
CO?-IPUTER 
ROBOT 
***** MODULES - SYS.MODULE.SET SOFTWARE TYPE= MODULE 
7 
1 
833.00 
o. 
NAME = REQUEST Jt STATUS II F·ILE 
PRIORITY= 0 
171 
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MICROSEC 
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87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
13-3. 
• 
INTERRUPTABILITY FLAG= NO CONCURRENT EXECUTION= NO 
ITERATION PERIOD= 30000000 MICROSEC ALLOWED PROCESSORS= 
SUPERVISOR 
INSTRUCTION LIST= 
EXECUTE A TOTAL OF; 1 ASK FOR "STATUS" FILE NAME = TRANSMIT "ACTION'' FILE 
PRIORITY= 0 
INTERRUPTABILITY FLAG= NO CONCURRENT EXECUTION= NO 
ALLOWED PROCESSORS= 
SUPERVISOR 
REQUIRED MESSAGES= 
ASK FOR "ACTION" FILE 
INSTRUCTION LIST= 
EXECUTE A TOTAL OF; 1 SEND "ACTION" FILE NAME= REQUEST "ACTION" FILE 
PRIORITY= 0 
INTERRUPTABILITY FLAG= NO CONCURRENT EXECUTION= NO 
ITERATION PERIOD= 45000000 MICROSEC ALLOWED PROCESSORS= 
ROBOT 
INSTRUCTION LIST= 
EXECUTE A TOTAL OF; 1 ASK FOR "ACTION" FILE NAME= TRANSMIT "STATUS" FILE 
PRIORITY= 0 
INTERRUPTABILITY FLAG= NO CONCURRENT EXECUTION= NO C -., 
ALLOWED PROCESSORS= 
ROBOT 
REQUIRED MESSAGES= 
ASK FOR "STATUS" FILE 
INSTRUCTION LIST= 
EXECUTE A TOTAL OF; 1 SEND "STATUS" FILE NAME= REQUEST "VAL2 PROGRAM" FILE PRIORITY= 0 
. INTERRUPTABILITY FLAG= NO 
CONCURRENT EXECUTION= NO 
ITERATION PERIOD= 50000000 MICROSEC ALLOWED PROCESSORS= 
ROBOT 
INSTRUCTION LIST= 
EXECUTE A TOTAL OF; 
_ 
1 ASK FOR "VAL2 PROGRAM'' FILE ., NAME= TRANSMIT "PART STATUS" FILE PRIORITY=· 0 
... 
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134 INTERRUPTABILITY FLAG= NO 
135 CONCURRENT EXECUTION= NO 
136 ALLOWED PROCESSORS= 
137 ROBOT 
138 REQUIRED MESSAGES= 
139 ASK FOR "PART STATUS'' FILE 140 INSTRUCTION LIST= 
141 EXECUTE A TOTAL OF; 
1 SEND "PART STATUS" FILE 142 NAME= REQUEST "PART STATUS" FILE 143 PRIORITY= 0 
144 INTERRUPTABILITY FLAG= NO 
145 CONCURRENT EXECUTION= NO 
146 ITERATION PERIOD= 55000000 MICROSEC 147 ALLOWED PROCESSORS= 
148 COMPUTER 
149 INSTRUCTION LIST= 
150 EXECUTE A TOTAL OF; 
l ASK FOR "PART STATUS" FILE 151 NAME = TRANSMIT "VAL2 PROGRAM'' FILE 152 PRIORITY= 0 
153 INTERRUPTABILITY FLAG= NO 
154 CONCURRENT EXECUTION= NO 155 ALLOWED PROCESSORS= 
156 COMPUTER 
157 REQUIRED MESSAGES= 
158 ASK FOR "VAL2 PROGRAM" FILE 159 INSTRUCTION LIST= 
160 EXECUTE A TOTAL OF; 
1 SEND "VAL2 PROGRAM" FILE 
> ," 
•,":il 
173 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
I N P U T D A T A P L A Y B A C K ----- ---- --------
GLOBAL.VARIABLES 
ANTITHETIC VARIATE= NO 
RANDOMIZER= 0 
• .t' 
HARDWARE TYPE= PROCESSING 
NAME= COMPUTER 
BASIC CYCLE TIME= 
INPUT CONTROLLER= NO 
INSTRUCTION REPERTOIRE= 
1.000 
INSTRUCTION TYPE= READ 
INSTRUCTION TYPE= WRITE 
INSTRUCTION TYPE= PROCESSING INSTRUCTION TYPE= MESSAGE 
NAME : ASK FOR "PART STATUS'' FILE LENGTH: 1 BITS 
MESSAGE: ASK FOR "PART STATUS" FILE DESTINATION PROCESSOR: ROBOT ALLOWABLE BOSSES : 
BUS 
NAME: SEND 11 VAL2 PROGRAM" FILE LENGTH: 3000 BITS 
MESSAGE: SEND "VAL2 PROGRAM" FILE DESTINATION PROCESSOR: ROBOT ALLOWABLE BUSSES : 
BUS 
INSTRUCTION TYPE= SEMAPHORE NAME= ROBOT 
BASIC CYCLE TIME= 
INPUT CONTROLLER= NO 
INSTRUCTION REPERTOIRE= 
1.000 
INSTRUCTION TYPE= READ 
INSTRUCTION TYPE= WRITE 
INSTRUCTION TYPE= PROCESSING INSTRUCTION TYPE= MESSAGE 
NAME : ASK FOR "ACTION'' FILE LENGTH: 1 BITS 
MESSAGE : ASK FOR "ACTION'' FILE DESTINATIOfT PROCESSOR : SUPERVISOR ALLOWABLE BUSSES: 
BUS 
I 
' 
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NAME: SEND "STATUS" FILE 
LENGTH: 1500 BITS 
MESSAGE: SEND "STATUS" FILE DESTINATION PROCESSOR: SUPERVISOR ALLOWABLE BUSSES: 
BUS 
NAME: ASK FOR "VAL2 PROGRAM" FILE LENGTH: 1 BITS 
MESSAGE: ASK FOR "VAL2 PROGRAM" FILE DESTINATION PROCESSOR: COMPUTER ALLOWABLE BUSSES: 
BUS 
NAME: SEND "PART STATUS" FILE LENGTH: 2000 BITS 
MESSAGE: SEND "PART STATUS" FILE DESTINATION PROCESSOR: COMPUTER ALLOWABLE BUSSES: 
BUS 
INSTRUCTION TYPE= SEMAPHORE NAME= SUPERVISOR 
BASIC CYCLE TIME= 
INPUT CONTROLLER= NO 
INSTRUCTION REPERTOIRE= 
1.000 
INSTRUCTION TYPE= READ 
INSTRUCTION TYPE= WRITE 
INSTRUCTION TYPE= PROCESSING INSTRUCTION TYPE= MESSAGE 
NAME: ASK FOR "STATUS" FILE 
LENGTH: 1 BITS 
MESSAGE: ASK FOR "STATUS" FILE DESTINATION PROCESSOR: ROBOT ALLOWABLE BUSSES: 
BUS , NAME: SEND '.'ACTION" FILE 
LENGTH: 1000 BITS 
MESSAGE: SEND "ACTION" FILE DESTINATION PROCESSOR: ROBOT ALLOWABLE BUSSES: 
BUS 
INSTRUCTION TYPE= SEMAPHORE HARDWARE TYPE= DATA TRANSFER 
. NAME =·· BUS 
CYCLE TIME= 833.000 
BITS PER CYCL~ = 
CYCLES PER WORD= 
WORDS PER BLOCK = '" 
WORD OVERHEAD TIME= 
1 
7 
1 
8'33.000 
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BLOCK OVERHEAD TIME= O. BUS CONNECTIONS= 
SUPERVISOR 
COMPUTER 
ROBOT 
SOFTWARE TYPE= MODULE 
NAME = REQUEST II STATUS II FILE 
ITERATION PERIOD= 30000000 MICROSEC DELAY= NR 
ALLOWED PROCESSORS= 
SUPERVISOR 
PRIORITY = 0. 
CONCURRENT EXECUTION= NO 
INTERRUPTIBILITY FLAG= NO START TIME= NR 
INSTRUCTION LIST= 
NUMBER OF INSTRUCTIONS ; 1.000 
INSTRUCTION NAME ; ASK FOR "STATUS'' FILE NAME= TRANSMIT "ACTION" FILE \ 
ITERATION PERIOD= NR 
DELAY= NR 
ALLOWED PROCESSORS= 
SUPERVISOR 
PRIORITY = 0. 
REQUIRED MESSAGES= 
ASK FOR "ACTION" FILE CONCURRENT EXECUTION= NO INTERRUPTIBILITY FLAG= NO START TIME= NR 
INSTRUCTION LIST= 
NUMBER OF INSTRUCTIONS; 1.000 
INSTRUCTION NAME; SEND "ACTION" FILE NAME= REQUEST "ACTION" FILE ITERATION PERIOD= 45000000 MICROSEC DELAY= NR 
ALLOWED PROCESSORS= 
ROBOT 
PRIORITY = 0. 
CONCURRENT EXECUTION= NO INTERRUPTIBILITY FLAG= NO START TIME= NR 
INSTRUCTION LIST= 
NUMBER OF INSTRUCTIONS; 1.000 
INSTRUCTION NAME; ASK FOR "ACTION" FILE NAME= TRANSMIT "STATUS" FILE ITERATION PERIOD= NR 
/ . 
DELAY =NR 
176 
ALLOWED PROCESSORS= 
ROBOT , 
PRIORITY= O. 
REQUIRED MESSAGES= 
.. 
ASK FOR "STATUS" FILE CONCURRENT EXECUTION= NO INTERRUPTIBILITY FLAG= NO START TIME= NR 
INSTRUCTION LIST= 
NUMBER OF INSTRUCTIONS ; 1. 000 --. INSTRUCTION NAME; SEND "STATUS" FILE NAME= REQUEST 11 VAL2 PROGRAM" FILE ITERATION PERIOD= 50000000 MICROSEC DELAY= NR 
ALLOWED PROCESSORS= 
ROBOT 
PRIORITY= 0. 
CONCURRENT EXECUTION= NO INTERRUPTIBILITY FLAG= NO START TIME= NR 
INSTRUCTION LIST= 
1.000 
' 
NUMBER OF INSTRUCTIONS; 
INSTRUCTION NAME; NAME= TRANSMIT "PART STATUS" ITERATION PERIOD= NR 
ASK FOR "VAL2 PROGRAM" FILE FILE 
DELAY= NR 
ALLOWED PROCESSORS= 
ROBOT 
PRIORITY= O. 
REQUIRED MESSAGES= 
ASK FOR "PART STATUS" FILE CONCURRENT EXECUTION= NO INTERRUPTIBILITY FLAG= NO START TIME= NR 
INSTRUCTION LIST= 
NUMBER OF INSTRUCTIONS ; 1.000 INSTRUCTION NAME; SEND "PART STATUS" FILE NAME= REQUEST "PART STATUS" FILE ITERATION PERIOD= 55000000 MICROSEC DELAY= NR 
ALLOWED PROCESSORS= 
COMPUTER 
PRIORITY= O. 
CONCURRENT EXECUTION= NO 
I INTERRUPTIBILITY FLAG= NO START TIME= NR 
_1, ~ 
INSTRUCTION LIST= 
177 
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NUMBER OF INSTRUCTIONS; 1.000 
INSTRUCTION NAME; ASK FOR "PART STATUS" FILE 
NAME= TRANSMIT "VAL2 PROGRAM" FILE 
ITERATION PERIOD= NR 
DELAY= NR 
ALLOWED PROCESSORS= 
COMPUTER 
PRIORITY = 0. 
REQUIRED MESSAGES= 
ASK FOR "VAL2 PROGRAM" FILE 
CONCURRENT EXECUTION= NO 
INTERRUPTIBILITY FLAG= NO 
START TIME= NR 
INSTRUCTION LIST= 
NUMBER OF INSTRUCTIONS; 1.000 
INSTRUCTION NAME; SEND "VAL2 PROGRAM" FILE SOFTWARE TYPE= FILE 
END OF INPUT PLAYBACK 
,..-_ 
, 
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SINGLE ROBOT CELL SIMULATION PROGRAM RESULTS 
& CACI NETWORK II.5 RELEASE 2.88 05/25/1987 22:32:28 
PROCESSING ELEMENT UTILIZATION STATISTICS 
TO SIMULATED TIME 1000. SECONDS 
(ALL TIMES REPORTED IN MICROSECONDS) 
PROCESSING ELEMENT NAME COMPUTER 
NO. STORAGE REQUESTS 0 
AVERAGE WAIT TIME 0. 
MAXIMUM WAIT TIME O. 
STD DEV WAIT TIME 0. 
NO. GEN STORAGE REQUESTS 0 
NO. FILE REQUESTS 0 
AVERAGE WAIT TIME 0. 
MAXIMUM WAIT TIME 0. 
STD DEV WAIT TIME 0. 
NO. TRANSFER REQUESTS 
AVERAGE WAIT TIME 
MAXIMUM WAIT TIME 
STD DEV WAIT TIME 
37 
103379.863 
1236756.716 
336911.876 
INPUT CONTROLLER REQUEST 0 
INTERPROCESSOR REQUESTS 36 
AVERAGE WAIT TIME o. 
MAXIMUM WAIT TIME o. 
STD DEV WAIT TIME 0. 
NO. OF PE INTERRUPTS 0 
AVG TIME PER INTERRUPT 0. 
MAX TIME PER INTERRUPT o. 
STD DEV INTERRUPT TIME 0. 
MAX INTERRUPT QUEUE SIZE 0 
AVG INTERRUPT QUEUE SIZE 0. 
STD DEV INTERRUPT QUEUE o. 
PER CENT PE UTILIZATION 12.191 
180 
ROBOT 
0 
o. 
o. 
o. 
0 
0 
o. 
o. 
o. 
91 
o. 
o. 
o. 
0 
91 
o. 
o. 
o. 
0 
o. 
o. 
0 •. 
0 
o. 
o. 
18.627 
SUPERVISOR 
0 
o. 
o. 
0. 
0 
0 
o. 
o. 
o. 
55 
o. 
o. 
o. 
0 
55 
o. 
o. 
o. 
0 
o. 
o. 
. 0. 
0 
o. 
o. 
7.100 
/ 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
INSTRUCTION EXECUTION REPORT 
TO SIMULATED TIME 
INSTRUCTION NAME 
COMPUTER 
ASK FOR "PART STATUS" FILE 
ROBOT 
ASK FOR "ACTION" FILE 
ASK FOR "VAL2 PROGRAM" FILE 
SUPERVISOR 
ASK FOR "STATUS" FILE 
SEND "VAL2 PROGRAM 
SEND "STATUS" FILE 
SEND "PART STATUS". FILE 
SEND "ACTION" FILE 
181 
1000. SECONDS 
COUNT 
17 
22 
19 
33 
19 
33 
17 
22 
. .. ,) '"'"' 
CACI NETWORK II.5 RELEASE 2.88 05/25/1987 
SINGLE ROBOT CELL SIMULATION PROGRAM 
TRANSFER DEVICE UTILIZATION STATISTICS 
TO SIMULATED TIME 1000. SECONDS 
(ALL TIMES REPORTED IN MICROSECONDS) 
TRANSFER DEVICE NAME 
NO. REQUESTS GRANTED 
AVG REQUEST DELAY 
MAX REQUEST DELAY 
STD DEV REQUEST DELAY 
AVG USAGE TIME 
MAX USAGE TIME 
STD DEV USAGE TIME 
AVG QUEUE SIZE 
MAX QUEUE SIZE 
STD DEV QUEUE SIZE 
PER CENT OF TIME BUSY 
BUS 
183 
20901.939 · 
1236756.716 
157079.532 
851014.769 
2856357.000 
972548.315 
182 
.038 
2.000 
.205 
18.627 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
COMPLETED MODULE STATISTICS 
TO SIMULATED TIME 1000. SECONDS 
(ALL TIMES REPORTED IN MICROSECONDS) 
MODULE.NAME REQUEST TRANSMIT REQUEST STATUS FILE ACTION FILE ACTION FILE 
HOST PE SUPERVISOR 
NO. OF EXECUTIONS 
NO. RUN UNTIL FAILURES 
NO. CONCURRENCY FAILURES 
33 
0 
0 
AVG PRECONDITION TIME 
MAX PRECONDITION TIME 
MIN PRECONDITION TIME 
STD DEV PRECOND TIME 
'· AVG EXECUTION TIME 
MAX EXECUTION TIME 
MIN EXECUTION TIME 
STD DEV EXECUTION TIME 
NO. OF INTERRUPTS 
AVG TIME PER INTERRUPT 
MAX TIME PER INTERRUPT 
STD DEV INTERRUPT TIME 
o. 
o. 
o. 
o. 
1666.000 
1666.000 
1666.0 
o. 
0 
o. 
o. 
o. 
183 
SUPERVISOR 
22 
0 
0 
o. 
o. 
o. 
o. 
952119.000 
952119.000 
952119.000 
o. 
0 
o. 
o. 
o. 
ROBOT 
22 
0 
0 
o. 
o. 
o. 
o. 
1666.000 
1666.000 
1666.000 
o. 
0 
o. 
o. 
o. 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
COMPLETED MODULE STATISTICS 
TO SIMULATED TIME 1000. SECONDS 
{ALL TIMES REPORTED IN MICROSECONDS) 
MODULE.NAME TRANSMIT REQUEST "VAL2 TRANSMIT "PART 
STATUS" FILE PROGRAM" FILE STATUS" FILE 
HOST PE 
NO. OF EXECUTIONS 
NO. RUN UNTIL FAILURES 
NO. CONCURRENCY FAILURES 
AVG PRECONDITION TIME 
MAX PRECONDITION TIME 
MIN PRECONDITION TIME 
STD DEV PRECOND TIME 
AVG EXECUTION TIME 
MAX EXECUTION TIME 
MIN EXECUTION TIME 
STD DEV EXECUTION TIME 
NO. OF INTERRUPTS 
AVG TIME PER INTERRUPT 
MAX TIME PER INTERRUPT 
STD DEV INTERRUPT TIME 
ROBOT 
33 
0 
0 
ROBOT 
19 
0 
0 
o. 170585.574 
o. 1062186.149 
0. 0. 
o. 258346.720 
1428595.000 
1428595.000 
1428595.000 
184 
o. 
0 
o. 
o. 
o. 
1666.000 
1666.000 
1666.000 
o. 
0 
o. 
o. 
o. 
ROBOT 
17 
0 
0 
o. 
o. 
o. 
o. 
1904238.000 
1904238.000 
1904238.000 
o. 
0 
o. 
o. 
o. 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
COMPLETED MODULE STATISTICS 
TO SIMULATED TIME 1000. SECONDS 
n (ALL TIMES REPORTED IN MICROSECONDS) 
MODULE.NAME 
HOST PE 
NO. OF EXECUTIONS 
NO. RUN UNTIL FAILURES 
NO. CONCURRENCY FAILURES 
AVG PRECONDITION TIME 
MAX PRECONDITION TIME 
MIN PRECONDITION TIME 
STD DEV PRECOND TIME 
AVG EXECUTION TIME 
MAX EXECUTION TIME 
MIN EXECUTION TIME 
STD DEV EXECUTION TIME 
NO. OF INTERRUPTS 
AVG TIME PER INTERRUPT 
MAX TIME PER INTERRUPT 
STD DEV INTERRUPT TIME 
REQUEST ''PART 
STATUS" FILE 
COMPUTER 
17 
0 
0 
o. 
o. 
o. 
o. 
153918.836 
1238422.716 
1666.000 
396428.644 
0 
o. 
o. 
o. 
185 
TRANSMIT "VAL2 
PROGRAM" FILE 
COMPUTER 
19 
0 
0 
o. 
o. 
o. 
o. 
2856357.000 
2856357.000 
2856357.000 
o. 
0 
o. 
o. 
o. 
') .. 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
S N A P S H O T 
--------
R E P O R T 
------
AT TIME 1000. SECONDS 
PE "COMPUTER" IS BUSY EXECUTING INSTRUCTION 
''ASK FOR "PART STATUS" FILE" 
EXECUTION DELAYED WAITING FOR A DESTINATION PE 
RESIDENT MODULE IS "REQUEST "PART STATUS" FILE" 
IT HOLDS BUS "BUS" 
MESSAGE "SEND "PART STATUS" FILE" 
2000. BITS IS QUEUED 
PE "ROBOT" IS BUSY EXECUTING INSTRUCTION 
''ASK FOR "VAL2 PROGRAM" FILE" 
EXECUTION IS DELAYED WAITING FOR A BUS 
RESIDENT MODULE IS "REQUEST "VAL2 PROGRAM" FILE" 
MESSAGE "SEND "ACTION" FILE" 
1000. BITS IS QUEUED 
MESSAGE "SEND "VAL2 PROGRAM" FILE" 
3000. BITS IS QUEUED 
PE "SUPERVISOR" IS BUSY EXECUTING INSTRUCTION 
"ASK FOR "STATUS" FILE'' 
EXECUTION IS DELAYED WAITING FOR A BUS 
RESIDENrr MODULE IS "REQUEST "STATUS" FILE" 
MESSAGE "SEND "STATUS" FILE" 
1500. BITS IS QUEUED 
BUS "BUS" IS BUSY, ASSIGNED TO PE "COMPUTER'' 
MODULE ''REQUEST "PART STATUS" FILE" 
INSTRUCTION "ASK FOR "PART STATUS" FILE" 
ITERATION 1 OF 1 
START TIME =967379844.58217 USEC 
HOST PE= "COMPUTER" 
MODULE "REQUEST "VAL2 PROGRAM" FILE" 
INSTRUCTION "ASK FOR "VAL2 PROGRAM" FILE" 
ITERATION 1 OF 1 
START TIME =968616601.29850 USEC 
HOST PE= "ROBOT" 
MODULE "REQUEST "STATUS" FILE" 
INSTRUCTION "ASK FOR "STATUS" FILE" 
ITERATION 1 OF 1 
START TIME =997186340 .,.29850 USEC 
HOST PE= "SUPERVISOR" 
• 
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DEVICE UTILIZATION PLOTS 
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CACI NETPLOT 
DEVICE: 
COMPUTER 
INTERVAL: 
100. SEC 
DEVICE: 
ROBOT 
p u 
E T 
R I 
C L 
E I 
N Z 
TA 
T 
I 
0 
N 
p u 
E T 
RI 
. CL 
INTERVAL: 
100. SEC 
E I 
N Z 
TA 
T 
I 
0 
N 
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SINGLE ROBOT CELL SIMULATION PROGRAM 
95-1001 
I 
I 
I 
I 
70-751 
45-50 
X 
X 
20-25 X 
X 
xx 
X XX XX . XXXXX XX 
0-5+ xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx..xxxxxxxxxxx..xx 
o. 200. 400. 600. 800. 1000 . 
95-lOOf 
I 
I 
I 
I 
TD1E IN SECONDS 
70-751 
I 
I 
I 
I 
4s-so I. 
I 
I X I X I X 
20-251 X 
fll ll JXXXXXX XXXXXXX XX XXXXXXXXXX XXXXXXX XX 1xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx:xxxx~xx 
o-s+xxxxxxxxxxxxxxxxxxxxxxµxx~xxxxxxxxxxxxxxxxxxxxxx 
o. 200. 400. 600. 800. 1000. 
-- - TIME IN SECONDS 
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CACI NETPLOT 
DEVICE: 
SUPERVISOR 
INTERVAL: 
100. SEC 
DEVICE: 
BUS 
. 
INTERVAL: 
100. SEC 
-"-
. ' 
p u 
ET 
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CL 
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N Z 
TA 
T 
I 
0 
N 
PU 
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RI 
CL 
E I 
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TA 
T 
I 
0 
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RELEASE 2.87 06/25/1987 
SINGLE ROBOT CELL SIMULATION PROGRAM 
95-1001 
I 
I 
I 
I 
70-751 
I 
I 
I 
l 
45-501 
I 
I 
I 
I 
20-251 
I 
I 
IX 
~ 
22:31:20 
o-s+xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
o. 200. 400. 600. 800. 1000. 
95-100 
70-75 
45~50 
TIME IN SECONDS 
X 
X 
X 
20-25) X 
IXX ll 
IXXXXXX xxxxxxx xx xxxxxxxxxxxxxxxxxxxxx xxxxxxx xx 
I· xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
o-s+xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xx 
o. 200. 400. 600. 800. 1000. 
TI'l-!E IN SECONDS 
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APPENDIX - D 
HARDWARE & SOFTWARE MODULE DIAGRAMS 
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SOFTWARE~ HARDWARE MODULE DIAGRAMS 
CACI NETIN RELEASE 2.85 06/26/1987 
* 
* 
* 
SINGLE ROBOT CELL SIMULATION PROGRAM 
DIAGRAMS OF ALL SOFTWARE MODULES 
PARENT MODULE: REQUEST "STATUS" FILE 
IP: 30000000 Mic 
I 
I 
*************** 
* * 
REQUEST 
"STATUS" 
FILE 
SUPERVISOR 
* 
* ASK FOR "STATUS" 
* 
* * 
* 
* 
* 
* 
* * 
*************** 
\ 
\ASK FOR "STATUS" 
PARENT MODULE: TRANSMIT "ACTION" FILE 
I 
./ 
*************** 
ASK FOR "ACTION" 
* * SUPERVISOR 
* 
TRANSMIT 
"ACTION" 
FILE 
*************** 
* 
\ 
* 
* SEND "ACTION" FI 
* 
* 
\SEND "ACTION" F·IL 
' 4 
I 
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CACI NETIN RELEASE 2.85 06/26/1987 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
SINGLE ROBOT CELL SIMULATION PROGRAM 
PARENT MODULE : REQUEST "ACTION'' FILE 
IP: 45000000 Mic 
I 
I 
*************** 
* ROBOT 
REQUEST * 
''ACTION" * ASK FOR ''ACTION" 
FILE * 
* 
* 
*************** 
\ 
\ASK FOR "ACTION" 
PARENT MODULE: TRANSMIT "STATUS" FILE 
ASK FOR "STATUS" 
,; 
I 
I 
*************** 
* ROBOT 
TRANSMIT * 
''STATUS" * SEND "STATUS" FI FILE * 
* 
* 
*************** 
\ 
\SEND "STATUS" FIL 
192 
00:06:57 
.. 
• 
' I' 
CACI NETIN RELEASE 2.85 06/26/1987 00:07:01 
• 
SINGLE ROBOT CELL SIMULATION PROGRAM 
PARENT MODULE: REQUEST "VAL2 PROGRAM" FILE 
IP: 50000000 Mic 
I 
I 
*************** 
* * ROBOT .. 
* REQUEST 
* * "VAL2 * ASK FOR "VAL2 PR 
* PROGRAM" 
* * FILE 
* 
* * 
*************** 
\ 
\ASK FOR "VAL2 PRO 
,, 
PARENT MODULE: TRANSMIT "PART STATUS" FILE 
*************** 
1· 
I 
ASK FOR "PART STA 
* * ROBOT 
* TRANSMIT * 
* "PART * SEND "PART STATU 
* STATUS" FILE * 
* * 
·* * 
*************** 
\ 
\SEND "PART STATUS 
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CACI NETIN RELEASE 2.85 06/26/1987 00:07:06 
SINGLE ROBOT CELL SIMULATION PROGRAM 
PARENT MODULE: REQUEST "PART STATUS" FILE 
IP: 55000000 Mic 
*************** 
I 
I 
* * COMPUTER 
* REQUEST * 
* "PART * ASK FOR "PART ST 
* STATUS" FILE * 
* 
* 
* 
* 
* 
*' 
* 
* 
*************** 
* 
* 
\ 
\ASK FOR "PART STA 
PARENT MODULE: TRANSMIT 11 VAL2 PROGRAM" FILE 
ASK FOR 11 VAL2 PRO 
I 
I 
*************** 
* 
COMPUTER 
TRANSMIT * 
"VAL2 * SEND "VAL2 PROGR PROGRAM" 
* FILE * 
* 
*************** 
\ 
\SEND 'l,YAL2 PROGRA .. ,. 
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CACI NETIN RELEASE 2.85 
. 06/26/1987 00:07:34 
SINGLE ROBOT CELL SIMULATION PROGRAM 
PARENT MODULE: TRANSMIT "PART STATUS" FILE 
ASK FOR "PART STA 
I 
I 
*************** 
* * ROBOT 
* TRANSMIT 
* 
* "PART * SEND "PART STATU 
* STATUS" FILE * 
* 
* 
* * 
*************** 
\ 
\SEND "PART STATUS 
MODULE "REQUEST "PART STATUS" FILE" GENERATES THE MESSAGE 
SELECTED (ASK FOR "PART STATUS" FILE) 
IP: 55000000 Mic 
I 
I 
*************** 
* * COMPUTER 
* REQUEST * 
"PART ~I * * ASK FOR "PART ST 
* STATUS" FILE * 
* * 
* * 
*************** 
\ 
\ASK FOR "PART STA 
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-CACI NETIN RELEASE 2.85 06/26/1987 00:07:45 
SINGLE ROBOT CELL SIMULATION PROGRAM 
MODULE DIAGRAMS DERIVED FROM MESSAGES 
MODULE "TRANSMIT VAL2 PROGRAM FILE" GENERATES THE MESSAGE SELECTED (SEND "VAL2 PROGRAM" FILE) 
* 
* 
* 
* 
*************** 
I 
I 
ASK FOR "VAL2 PRO 
* * COMPUTER 
* 
TRANSMIT 
"VAL2 
PROGRAM" 
FILE 
*************** 
* 
\ 
* 
* SEND "VAL2 PROGR 
* 
* 
\SEND "VAL2 PROGRA 
PARENT MODULE: TRANSMIT 91 ACTION" FILE 
*************** 
I 
I 
ASK FOR "ACTION" 
* * SUPERVISOR 
* TRANSMIT * 
* 
* 
* 
"ACTION" 
FILE 
* * 
* SEND "ACTION'' FI 
* 
*· 
*************** 
a \ 
\SEND "ACTION" FIL 
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CACI NETIN RELEASE 2.85 06/26/1987 00:07:45 
SINGLE ROBOT CELL SIMULATION PROGRAM 
MODULE "REQUEST "ACTION" FILE'' GENERATES THE MESSAGE 
SELECTED (ASK FOR "ACTION" FILE) 
IP: 45000000 Mic 
*************** 
I 
I 
* * ROBOT 
* REQUEST * 
* "ACTION" * ASK FOR "ACTION" 
* FILE * 
* 
* 
,.--* * * * * * * * * * * * * * * 
* 
* 
\ 
\ASK FOR "ACTION" 
HARDWARE INTERCONNECTION DIAGRAM 
***************** 
* * 
***************** 
* * 
***************** 
* * 
* SUPERVISOR * * 
* 
COMPUTER * 
* 
***************** 
• 
• 
• 
. " 
* 
* 
ROBOT 
* 
* 
***************** 
• 
• 
• 
• 
* 
* 
***************** 
• 
• 
• 
• Bus ------x-~----------------x------------------x--------
'.\ 
''.' ' ' 
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