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HERBRAND’S THEOREM AND NON-EUCLIDEAN GEOMETRY
MICHAEL BEESON, PIERRE BOUTRY, AND JULIEN NARBOUX
Abstract. We use Herbrand’s theorem to give a new proof that Euclid’s parallel axiom
is not derivable from the other axioms of ﬁrst-order Euclidean geometry. Previous proofs
involve constructingmodels of non-Euclidean geometry. This proof uses a very old and basic
theorem of logic together with some simple properties of ruler-and-compass constructions to
give a short, simple, and intuitively appealing proof.
§1. Introduction. We intend this paper to be read by mathematicians
who are unfamiliar with mathematical logic and also unfamiliar with non-
Euclidean geometry; therefore we ask the patience of readers who are
familiar with one or both of these subjects.
We begin with a brief discussion of axioms for plane Euclidean geom-
etry. Every such axiom system will have variables for points. Some axiom
systems may have variables for other objects, such as lines or angles, but
Tarski showed that these are not really necessary. For example, angles
can be discussed in terms of ordered triples of points, and lines in terms
of ordered pairs of points. For simplicity we focus on such a points-only
axiomatization.
The primitive relations of such a theory usually include a “betweenness”
relation, and an “equidistance” relation. We write T(a, b, c) to express that
b lies (nonstrictly) between a and c (on the same line), and E(a, b, c, d ) to
express that segment ab is congruent to segment cd . E stands for “equidis-
tance”, because in the standard model “congruent” means that the distance
ab is equal to the distance cd ; but there is nothing in the axioms about
numbers to measure distance, or about distance itself. Sometimes it is con-
venient to use B(a, b, c) for strict betweenness, i.e., a = b and b = c and
T(a, b, c).
Some of the axioms will assert the existence of “new” points that are
constructed from other “given” points in various ways. For example, one
axiom says that segment ab can be extended past b to a point x, lying on the
line determined by ab, such that segment bx is congruent to a given segment
pq. That axiom can be written formally, using the logician’s symbol ∧ for
“and”, as
∃x (T(a, b, x) ∧ E(b, x, p, q)).
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It is possible to replace the quantiﬁer ∃with a “function symbol”.We denote
the point x that is asserted to exist by ext(a, b, p, q). Then the axiom looks
like
T(a, b, ext(a, b, p, q)) ∧ E(b, ext(a, b, p, q), p, q).
This transformation is called Skolemization. This form is called “quantiﬁer-
free”, because ∃ and ∀ are called “quantiﬁers”, and we have eliminated the
quantiﬁers. Although the meaning of the axioms is the same as if it had
∀a, b, p, q in front, the ∃ has been replaced by a function symbol.
When a theory has function symbols, then they can be combined. For
example, ext(a, b, ext(u, v, p, q), ext(a, b, p, q)) is a term. The deﬁnition of
“term” is given inductively: variables are terms, constants are terms, and if
one substitutes terms in the argument places of function symbols, one gets
another term.
In Tarski’s axiomatization of geometry, there are only a few axioms that
are not already quantiﬁer-free. One of them is the segment extension axiom
already discussed. Another is Pasch’s axiom. Moritz Pasch originally pro-
posed this axiom in 1852, to repair the defects of Euclid. It intuitively says
that if a line meets one side of a triangle and does not pass through the end-
points of that side, then it must meet one of the other sides of the triangle.
In other words, under certain circumstances, there will exist the intersection
point of two lines. A quantiﬁer-free version of Tarski’s axioms will contain
a function symbol for the point asserted to exist by (a version of) Pasch’s
axiom.
Another axiom in Tarski’s theory asserts the existence of an intersection
point of a circle and a line, provided the line has a point inside and a
point outside the circle. Another function symbol can be introduced for
that point. Then the terms of this theory correspond to certain ruler-and-
compass constructions. The number of symbols in such a term corresponds
to the number of “steps” required with ruler and compass to construct the
point deﬁned by the term.
The starting point for the work reported here is this: a quantiﬁer-free
theory of geometry, whose terms correspond to ruler-and-compass con-
structions, viewed as a special case of situation of much greater generality:
some ﬁrst-order, quantiﬁer-free theory. Herbrand’s theorem applies in this
much greater generality, and we will simply investigate what it says when
specialized to geometry.
§2. Herbrand’s theorem. Herbrand’s theorem is a general logical theorem
about any axiom system whatsoever that is
• ﬁrst-order, i.e., has variables for some kind(s) of objects, but not for
sets of those objects, and
• quantiﬁer-free, i.e., ∃ has been replaced by function symbols
Herbrand’s theorem says that under these assumptions, if the theory proves
an existential theorem ∃y φ(a, y), with φ quantiﬁer-free, then there exist
ﬁnitely many terms t1, . . . , tn such that the theory proves
φ(a, t1(a)) ∨ φ(a, t2(a)) · · · ∨ · · ·φ(a, tn(a)).
HERBRAND’S THEOREMANDNON-EUCLIDEANGEOMETRY 113
The formula φ can, of course, have more variables that are not explicitly
shown here, and a and x can each be several variables instead of just one,
in which case the ti stand for corresponding lists of terms. For a proof
see [1], p. 48.
In order to illustrate the theorem, consider the example when φ is
φ(a, b, c, x, y), and it says that a = b, and x lies on the line determined
by ab, and y does not lie on that line, and xy is perpendicular to ab and c is
between x and y. Collinearity can be expressed using betweenness, and the
relation xy ⊥ ab can also be expressed using betweenness and equidistance.
Then ∃x, y φ(x, y) says that there exists a line through point c perpendicular
to ab. Usually in geometry, we give two diﬀerent constructions for such a
line, according as c lies on line ab or not. If it does, we “erect” a perpendic-
ular at c, and if it does not, we “drop” a perpendicular from c to line ab.
When we “drop” a perpendicular, we compute foot1(a, b, c), and we can
deﬁne head1(a, b, c) = c. When we “erect” a perpendicular, we compute
head2(a, b, c), and we can deﬁne foot2(a, b, c) = c. Thus if c is not on the
line, we have φ(a, b, c, foot1(a, b, c), head1(a, b, c)), and if c is on the line,
we have φ(a, b, c, foot2(a, b, c), head2(a, b, c). Since c either is or is not on
the line we have
φ(a, b, c, foot1(a, b, c), head1(a, b, c))∨ φ(a, b, c, foot2(a, b, c), head2(a, b, c)).
Comparing this to Herbrand’s theorem, we see that we have speciﬁcally
constructed examples of two lists (of two terms each) t1 and t2 illustrating
that Herbrand’s theorem holds in this case. Herbrand’s theorem, however,
tells us without doing any geometry that if there is any proof at all of the
existence of a perpendicular to ab through c, from the axioms of geometry
mentioned above, then there must be a ﬁnite number of ruler-and-compass
constructions such that, for every given a, b, c, one of those constructions
works.Wehave veriﬁed, using geometry, thatwe can take the “ﬁnite number”
of constructions to be 2 in this case, but the beauty of Herbrand’s theorem
lies in its generality.
§3. Non-Euclidean geometry. Euclid listedﬁve axiomsorpostulates, from
which, along with his “common notions”, he intended to derive all his
theorems. The ﬁfth postulate, known as “Euclid 5”, had to do with parallel
lines, and is also known as the “parallel postulate.” See Fig. 1.
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Figure 1. Euclid 5.M and L must meet on the right side,
provided B(q, a, r) and pq makes alternate interior angles
equal with K and L.
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From antiquity, mathematicians felt that Euclid 5 was less “obviously
true” than the other axioms, and they attempted to derive it from the other
axioms. Many false “proofs” were discovered and published. All this time,
mathematicians felt that geometry was “about” some true notion of space,
which was either given by the physical space in which we live, or perhaps by
the nature of the human mind itself. Finally, after constructing long chains
of reasoning from the assumption that the parallel postulate is false, some
people came to the realization that there could be “models of the axioms”
in which “lines” are interpreted as certain curves, and “distances” also have
an unusual interpretation. Such models were constructed in which Euclid 5
is false, but the other axioms are true. Hence, Euclid 5 can never be proved
from the other axioms. There was a good reason for all those failures!
See [3] and [5] for the full history of these fascinating developments, and
descriptions of the models in question.
§4. Tarski’s axioms for geometry. In order to state our theorem precisely,
we need to mention a speciﬁc axiomatization of geometry. For the sake
of deﬁniteness, we use the axioms (A1–A11) of Tarski, as set forth in the
deﬁnitive reference [9]. We list those axioms in Table 1. Those who do not
read German can consult [12].
Of these axioms, we need concern ourselves in detail only with those few
that are not already quantiﬁer-free. Axiom (A4) is the segment extension
axiom discussed above; we introduce the symbol ext(a, b, p, q) to express it
in quantiﬁer-free form. The lower dimension axiom (A8) states that there
Table 1. Tarski’s axioms for geometry.
A1 Symmetry E(a, b, b, a)
A2 Pseudo-Transitivity E(a, b, c, d) ∧ E(a, b, e, f) → E(c, d, e, f)
A3 Cong Identity E(a, b, c, c) → a = b
A4 Segment extension ∃e(T(a, b, e) ∧ E(b, e, c, d))
A5 Five segments E(a, b, a ′, b′) ∧ E(b, c, b′, c ′)∧
E(a, d , a ′, d ′) ∧ E(b, d, b′, d ′) ∧ a = b∧
T(a, b, c) ∧ T(a ′, b′, c ′) → E(c, d, c ′, d ′)
A6 Between Identity T(a, b, a) → a = b
A7 Inner Pasch T(a, p, c) ∧ T(b, q, c) →
∃x (T(p, x, b) ∧ T(q, x, a))
A8 Lower Dimension ∃abc(¬T(a, b, c)∧ ¬T(b, c, a)∧ ¬T(c, a, b))
A9 Upper Dimension E(a, p, a, q) ∧ E(b, p, b, q) ∧ E(c, p, c, q) ∧ p = q
→ T(a, b, c)∨ T(b, c, a) ∨ T(c, a, b)
A10 Parallel ∃xy(T(a, d, t) ∧ T(b, d, c) ∧ a = d →
T(a, b, x) ∧ T(a, c, y) ∧ T(x, t, y))
A11 Continuity ∀XY ((∃a(∀xy, x ∈ X ∧ y ∈ Y → T(a, x, y)))
→ ∃b(∀xy, x ∈ X ∧ y ∈ Y → T(x, b, y)))
CA Circle axiom T(a, x, b) ∧ T(a, b, y) ∧ E(a, x, a, p)∧
E(a, q, a, y) → ∃z(E(a, z, a, b) ∧ T(p, z, q))
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Table 2. Axioms A4 and A8 in quantiﬁer-free form
A4′ Segment extension T(a, b, ext(a, b, c, d )) ∧ E(b, ext(a, b, c, d ), c, d))
A8′ Lower Dimension ¬T(α, , )∧ ¬T(, , α) ∧ ¬T(, α, )
exists three noncollinear points. We introduce three constants α,  , and 
to express it in quantiﬁer-free form. The two modiﬁed axioms are explicitly
shown in Table 2.
4.1. Pasch’s axiom. Moritz Pasch [7] (see also [8], with an historical
appendix by Max Dehn) supplied (in 1882) an axiom that repaired many
of the defects that nineteenth-century rigor found in Euclid. Roughly, a line
that enters a triangle must exit that triangle. As Pasch formulated it, it is
not in ∀∃ form. There are two ∀∃ versions, illustrated in Fig. 2. These for-
mulations of Pasch’s axiom go back to Veblen [13], who proved outer Pasch
implies inner Pasch. Tarski originally took outer Pasch as an axiom. In [4],
Gupta proved both that inner Pasch implies outer Pasch, and that outer
Pasch implies inner Pasch, using the other axioms of the 1959 system. In the
ﬁnal version [9], inner Pasch is an axiom. Here are the precise statements of
the axioms illustrated in Fig. 2:
T(a, p, c) ∧ T(b, q, c) → ∃x (T(p, x, b) ∧ T(q, x, a)) (A7) inner Pasch
T(a, p, c) ∧ T(q, c, b) → ∃x (T(a, x, q) ∧ T(b, p, x)) outer Pasch
In order to express inner Pasch in quantiﬁer free form, we introduce the
symbol ip(a, p, c, b, q) for the point x asserted to exist. This corresponds
to the ruler-and-compass (actually just ruler) construction of ﬁnding the
intersection point of lines aq and pb. There is a codicil to that remark, in
that Tarski’s axiom allows the degenerate case in which the segments aq
and pb both lie on one line (so that there are many intersection points,
rather than a unique one), but we do not care in this paper that in such a
case the construction cannot really be carried out with ruler and compass.
Also, we call the reader’s attention to this fact: point c is not needed to draw
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Figure 2. Inner Pasch (left) and Outer Pasch (right). Line
pb meets triangle acq in one side. The open circles show the
points asserted to exist on the other side.
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Figure 3. Circle Axiom(CA). Point p is inside, q is outside,
so pq meets the circle.
the lines with a ruler, but it is needed to “witness” that the lines actually
“should” intersect.
4.2. Continuity and the Circle Axiom. Axiom (A11) is the “continuity”
axiom. In its full generality, it says that “ﬁrst-order Dedekind cuts are ﬁlled.”
Closely related to (A11) is the “circle axiom” (CA), which says that if p lies
inside the circle with center a and passing through b, and q lies outside that
circle, then segment pq meets the circle (see Fig. 3).1
Points x and y in the ﬁgure serve as “witnesses” that p and q are inside
and outside, respectively. Speciﬁcally, “p lies inside the circle” means that
ap < ab, which in turn means that there is a point x between a and
b such that E(a, x, a, p), i.e., segment ax is congruent to ap. Similarly,
“q lies outside the circle” means there exists y with B(a, b, y) and
E(a, q, a, y). In order to express segment-circle continuity in quantiﬁer-
free form, we can introduce a symbol ic(p, q, a, b, x, y) for the point of
intersection of pq with the circle. Even though x and y are not needed for
the ruler-and-compass construction of this point, they must be included as
parameters of ic.
We return below to the general axiom (A11), but ﬁrst we show how to
ﬁnish the proof of our main theorem if only the circle axiom is used, instead
of the full schema (A11).
4.3. The parallel axiom. Tarski used a variant formulation (A10) of
Euclid 5, illustrated in Fig. 4. One can prove the equivalence (A10) with
Euclid 5, and (A10) has the advantage of being very simply expressed in a
points-only language. Open circles indicate the two points asserted to exist.
1There is no “standard” name for this axiom. Tarski did not give this axiom a name, only
a number; in [9] and other German works it is called the “Kreisaxiom”, which we translate
literally here. In [4] it is called the “line and circle intersection axiom”, which we ﬁnd too
long. In [3] (p. 131) it is called the “segment-circle continuity principle.”
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Figure 4. Tarski’s parallel axiom (A10).
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Figure 5. Euclid 5. Transversal pq of linesM and Lmakes
corresponding interior angles less than two right angles, as
witnessed by a. The shaded triangles are assumed congruent.
ThenM meets L as indicated by the open circle.
For our independence proof, weworkwith Tarski’s axiomA10 rather than
with Euclid 5. Nevertheless, we include a formulation of Euclid’s parallel
postulate, expressed in Tarski’s language. Euclid’s version mentions angles,
and the concept of “corresponding interior angles” made by a transversal.
Fig. 5 illustrates the following points-only version of Euclid 5.
B(q, a, r) ∧ B(p, t, q) ∧ pr = qs ∧ pt = qt ∧ rt = st (Euclid 5)
∧ ¬Col(s, q, p) → ∃x (B(p, a, x) ∧ B(s, q, x)).
§5. Consistency of non-Euclidean geometry via Herbrand’s theorem. The
point of this paper is to show that one can use the very general theorem
of Herbrand to prove the consistency of non-Euclidean geometry, doing
extremely little actual geometry. All the geometry required is the observation
that when we construct points from some given points, at each construction
stage the maximum distance between the points at most doubles.
In order to state our theorem precisely, we deﬁne T to be Tarski’s “neutral
ruler-and-compass geometry”, where “neutral” means that the parallel
axiom (A10) (equivalent to Euclid 5) is not included, and “ruler-and-
compass”means that (A11) is replacedby the circle axiom(CA). In addition,
T uses the quantiﬁer-free versions of the segment-extension and dimension
axioms discussed above. The following lemma states precisely what wemean
by, “at each construction state the maximum distance between the points at
most doubles.”
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Lemma 5.1. The function symbols of T have the following property, when
interpreted in the Euclidean plane R2: if f is one of those function symbols,
i.e., f is ext or ic or ip, then the distance of f(x1, . . . , xj) from any of
the parameters x1, . . . , xj is bounded by twice the maximum distance between
the xj .
Proof. When we extend a segment ab by a distance pq, the distance
of the new point ext(a, b, p, q) from the points a, b, p, q is at most twice
the maximum of ab and pq. The point constructed by ip is between some
already-constructed points, so ip does not increase the distance at all. The
point constructed by ic is no farther from the center a of the circle than
the given point b on the circle is, and hence no more than ab farther from
any of the other points, and hence no more than twice as far from any of the
other parameters of ic as the maximum distance between those points. 

Theorem 5.2. Let T be Tarski’s “neutral ruler-and-compass geometry”,
where “neutral” means that the parallel axiom (A10) (equivalent to Euclid 5)
is not included, and “ruler-and-compass” means that (A11) is replaced by the
“circle axiom” (CA). Then T does not prove the parallel axiom (A10).
Proof. Suppose, for proof by contradiction, that T does prove (A10).
There is a formula φ(a, b, c, d, t, x, y) such that axiom (A10) has the form
∃x, y φ(a, b, c, d, t, x, y),
where φ expresses the betweenness relations shown in the ﬁgure. Then,
by Herbrand’s theorem, there are ﬁnitely many terms Xi(a, b, c, d, t) and
Yi(a, b, c, d, t), for i = 1, 2, . . . , n, such that T proves
n∨
i=1
φ(a, b, c, d, t, Xi(a, b, c, d, t), Yi (a, b, c, d, t)).
Let k be an integer greater than the maximum number of function symbols
in any of those 2n terms. Choose points a, b, c, d and t in the ordinary plane
R
2 as follows (see Fig. 6)
t = (0, 0),
a = (0, 1),
b = (−1, 1− 2−k−2),
c = (1, 1− 2−k−2),
d = (0, 1− 2−k−2).
Suppose x and y are as in (A10); then one of them has a nonnegative sec-
ond coordinate, and the other one must have a ﬁrst coordinate of magnitude
Figure 6. Construction of a point too far away. Here k = 2
and the constructed points are indicated by the open circles.
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at least 2k+2. But then, according to the lemma, it cannot be the value of one
of the terms Xi(a, b, c, d, t) or Yi(a, b, c, d, t), which, since they involve k
symbols starting with points no more than distance 2 apart, cannot be more
than 2k+1 from any of the starting points. This contradiction completes the
proof. 

§6. Full first-order continuity. In this section we show how to extend the
above proof to include the full (ﬁrst-order) continuity axiom (A11) instead
of just the circle axiom.The diﬃculty is that (A11) is far from quantiﬁer-free,
but instead is an axiom schema. That means, it is actually an inﬁnite number
of axioms, one for each pair of ﬁrst-order formulas (φ,). The axiom says,
if the points satisfying φ all lie on a line to the left of the points satisfying
, then there exists a point b non-strictly between any pair of points (x, y)
such that φ(x) and (y).
The keys to extending our proof are Tarski’s deep theorem on quantiﬁer-
elimination for algebra, and the work of Descartes and Hilbert on deﬁning
arithmetic in geometry. Modulo these results, which in themselves have
nothing to do with non-Euclidean geometry, the proof extends easily to
cover full continuity, as we shall see.
A real-closed field is an ordered ﬁeld F in which every polynomial of odd
degree has a root, and every positive element has a square root. Tarski
proved in [11] the following fundamental facts:
• Every formula inTarski’s language is provably equivalent to a quantiﬁer-
free formula.
• Everymodel of Tarski’s axioms has the form F2, where F is a real-closed
ﬁeld, and betweenness and equidistance are interpreted as you would
expect.
Since Descartes and Hilbert showed how to give geometric deﬁnitions
of addition, multiplication, and square root, there are formulas in Tarski’s
language deﬁning the operations of multiplying and adding points on a ﬁxed
line L, with points 0 and 1 arbitrarily chosen on L, and taking square roots
of points to the right of 0 (see chapter 14 and 15 of [9]). Since the existence
of square roots follows from the circle axiom, the full continuity schema is
equivalent to the schema that expresses that polynomials of odd degree have
zeroes:
∃x (a0 + a1x + · · · + an−1xn−1 + xn = 0). (1)
Note that without loss of generality the leading coeﬃcient can be taken
to be 1. Here the algebraic notation is an abbreviation for geometric
formulas in Tarski’s language. The displayed formula represents one geo-
metric formula for each ﬁxed odd integer n, so it still represents an inﬁnite
number of axioms, but Herbrand’s theorem applies even if there are an inﬁ-
nite number of axioms. The essential point is that this axiom schemata is
purely existential, so we can make it quantiﬁer-free by introducing a single
new function symbol f(a0, . . . , an−1) for a root of the polynomial.
Theorem 6.1. AxiomsA1–A9 and axiom schemaA11 together do not prove
the parallel axiom A10.
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Proof. Suppose, for proof by contradiction, that A10 is provable from
A1–A9 and A11. Then, the models of A1–A9 and A11 are all isomorphic
to planes over real-closed ﬁelds. Then, as explained above, the full schema
A11 is equivalent (in the presence of A1–A10) to the schema (1) plus the
circle axiom.2
That is, it suﬃces to supplement ruler-and-compass constructions by the
ability to take a root of an arbitrary polynomial. The point that allows our
proof to work is simply that the roots of polynomials can be bounded in
terms of their coeﬃcients. For example, the well-known “Cauchy bound”
says that any root is boundedby themaximumof 1+|ai | for i =0, 1, . . . , n−1,
which is at most 1 more than the max of the parameters of f(a0, . . . , an−1).
Below we give, for completeness, a short proof of the Cauchy bound, but
ﬁrst, we ﬁnish the proof of the theorem.
We can then modify Lemma 5.1 to say that the distance is at most the
max of 1 and double the previous distance. In the application we start with
points that are 1 apart, so the previous argument applies without change.
That completes the proof. 

Lemma 6.2 (Cauchy bound). The real roots of a0+a1x+ · · ·+an−1xn−1+
xn are bounded by the maximum of 1 + |ai |.
Proof. Suppose x is a root. If |x| ≤ 1 then x is bounded, hence we may
assume |x| > 1. Let h be the max of the |ai |. Then
−xn =
n−1∑
i=0
aix
i , so |x|n ≤ h
n−1∑
i=0
|x|i = h |x|
n − 1
|x| − 1
Since |x| > 1 we have
|x| − 1 ≤ h |x|
n − 1
|x|n ≤ h.
Therefore |x| ≤ 1 + h. That completes the proof. 

§7. Related proof-theoretical work of others. Skolem [10] already in
1920 proved the independence of a form of the parallel axiom from the
other axioms of projective geometry, using methods similar to Herbrand’s
theorem. In 1944, Ketonen invented the system of sequent calculus made
famous inKleene [6] asG3, and used it to reprove Skolem’s result and extend
it to aﬃne geometry. This result was reproved using a diﬀerent sequent cal-
culus in 2001 by von Plato [14]. It should be noted that the modern proof
of Herbrand’s theorem also proceeds by cut-elimination in sequent calculus.
Our proof of the independence of Euclid’s parallel axiom improves on these
past results in that (i) it works for ordinary geometry, not just for projective
2It is worth emphasizing that this equivalence depends on developing the theory of per-
pendiculars without any continuity axiom at all, not even the circle axiom. This was one
of the main results of [4], and is presented in [9], where it serves as the foundation to the
development of arithmetic in geometry. It is quite diﬃcult even to prove the circle axiom
directly from A11 without Gupta’s results, although Tarski clearly believed decades earlier
that the circle axiom does follow from A1–A11, or he would have included it as an axiom.
HERBRAND’S THEOREMANDNON-EUCLIDEANGEOMETRY 121
or aﬃne geometry, and (ii) it depends on proof theory only for Herbrand’s
theorem: no direct analysis or even mention of cut-free proofs is required.
§8. Another proof via a model of Max Dehn’s. Max Dehn, a student of
Hilbert, gave a model of A1–A9 plus the circle axiom. Dehn’s model is easily
described and, like our proof, has no direct relationship to non-Euclidean
geometry.
An element x in an ordered ﬁeld K is called finitely bounded if it is less
than some integer n, where we identify n with
∑n
k=1 1. K is Archimedean
if every element is ﬁnitely bounded. It is a simple exercise to construct a
non-Archimedean Euclidean ﬁeld, or even a non-Archimedean real-closed
ﬁeld. (For details about Dehn’s model, see Example 18.4.3 and Exercise 18.4
of [5].) Dehn’s model begins with a non-Archimedean Euclidean ﬁeld K.
Then the set F of ﬁnitely bounded elements ofK is a Euclidean ring, but not
a Euclidean ﬁeld: there are elements t such that 1/t is not ﬁnitely bounded.
These are called “inﬁnitesimals.” Dehn’s point was that F2 still satisﬁes the
axioms of “Hilbert planes”, which are equivalent (after [9]) to A1–A9. The
reason is similar to the reason that our Herbrand’s-theorem proof works:
the constructions given by segment extension and Pasch’s axiom can at
most double the size of the conﬁguration of constructed points, so they
lead from ﬁnitely bounded points to other ﬁnitely bounded points. Since
square roots of ﬁnitely bounded elements are also ﬁnitely bounded, F2
satisﬁes the circle axiom too. But F2 does not satisfy the parallel axiom,
since there are lines with inﬁnitesimal slope through (0, 1) that do not
meet the x-axis of F. (They meet the x-axis of K , but not at a ﬁnitely
bounded point.)
In this way Dehn showed that (the Hilbert-style equivalent of) A1–A9,
together with the circle axiom, does not imply the parallel postulate A10.
We add to Dehn’s proof the extension to the full ﬁrst-order continuity
schema A11, by the same trick as we used for our Herbrand’s-theorem
proof. Namely, suppose for proof by contradiction that A10 is provable
from A1–A9 and A11. Then in A1–A9 plus segment-circle continuity, A11
is equivalent to the schema (1) saying that odd-degree polynomials have
roots. Now construct Dehn’s model starting from a non-Archimedean real-
closed ﬁeld K. Then F still satisﬁes (1), because of the Cauchy bound: if
the coeﬃcients ai are ﬁnitely bounded, so are the roots of the polynomial.
But then F2 satisﬁes A11, and hence, according to our assumption, it satis-
ﬁes A10 as well; but we have seen that it does not satisfy A10, so we have
reached a contradiction. That contradiction shows that A10 is not provable
from A1–A9 and A11.
Note that this proof, like the proof viaHerbrand’s theorem, does not actu-
ally construct amodel of non-Euclidean geometry, that is, a model satisfying
A1–A9,A11, but not A10. That is the interest of both proofs: the consistency
of non-Euclidean geometry is shown, in the one case by proof theory, and the
other by algebra (or model theory if you prefer to call it that), without doing
any non-Euclidean geometry at all. Moreover, the classical constructions
of models of non-Euclidean geometry (the Beltrami–Klein and Poincare´
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models described in [3], Ch. 7), satisfy not only the ﬁrst-order continuity
schema but also the full second-order continuity axioms. Herbrand’s theo-
rem is about ﬁrst-order logic, so it cannot replace these classical geometrical
constructions; but still, we have shownhere that a little logic goes a longways.
REFERENCES
[1] Samuel R. Buss, Introduction to proof theory, Handbook of proof theory (Samuel R.
Buss, editor), Studies in Logic and the Foundations of Mathematics, vol. 137, Elsevier,
Amsterdam, 1998, pp. 1–78.
[2] B. F. Caviness and J. R. Johnson (editors), Quantifier elimination and cylindrical
algebraic decomposition, Springer, Wien/New York, 1998.
[3]Marvin Jay Greenberg, Euclidean and non-Euclidean geometries: Development and
history, fourth ed., W. H. Freeman, New York, 2008.
[4] Haragauri Narayan Gupta, Contributions to the axiomatic foundations of geometry,
Ph.D. thesis, University of California, Berkeley, 1965.
[5] Robin Hartshorne, Geometry: Euclid and beyond, Springer, Berlin, 2000.
[6] Stephen C. Kleene, Introduction to metamathematics, van Nostrand, Princeton, NJ,
1952.
[7]Moritz Pasch, Vorlesung u¨ber Neuere Geometrie, Teubner, Leipzig, 1882.
[8]Moritz Pasch and Max Dehn, Vorlesung u¨ber Neuere Geometrie, B. G. Teubner,
Leipzig, 1926. The ﬁrst edition (1882), which is the one digitized by Google Scholar, does
not contain the appendix by Dehn.
[9]W. Schwabha¨user, Wanda Szmielew, and Alfred Tarski, Metamathematische
Methoden in der Geometrie: Teil I: Ein axiomatischer Aufbau der euklidischen Geometrie.
Teil II: Metamathematische Betrachtungen, Springer–Verlag, Berlin, 1983. Reprinted 2012
by Ishi Press, with a new foreword by Michael Beeson.
[10] T. Skolem, Logisch-kombinatorische Untersuchungen u¨ber die Erfu¨llbarkeit mathema-
tischer Satzsysteme, nebst einem theoreme u¨ber dichte mengen, Selected papers (J. Fenstad,
editor), Universiteitsforlaget, Oslo, 1970, pp. 103–136.
[11] Alfred Tarski, A Decision Method for Elementary Algebra and Geometry, Technical
Report R-109, second revised edition, reprinted in [2], pp. 24–84, Rand Corporation, Santa
Monica, CA, 1951.
[12] Alfred Tarski and Steven Givant, Tarski’s system of geometry. The Bulletin of
Symbolic Logic, vol. 5 (1999), no. 2, pp. 175–214.
[13] O. Veblen, A system of axioms for geometry. Transactions of the American
Mathematical Society, vol. 5 (1904), pp. 343–384.
[14] Jan von Plato, Terminating Proof Search in Elementary Geometry, Technical
Report 43, Institut Mittag-Leﬄer, Djursholm, 2000/2001.
SAN JOSE´ STATE UNIVERSITY
SAN JOSE, CA
USA
E-mail: beesonpublic@gmail.com
ICUBE, UNIVERSITY OF STRASBOURG
CNRS, STRASBOURG
FRANCE
E-mail: narboux@unistra.fr
E-mail: boutry@unistra.fr
