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RESUMO: Esse trabalho apresenta um algoritmo espac‚o-temporal recursivo em ordem
utilizado no cancelamento de interferencias em sistemas de radar embarcados em aviao.
Atrav·es de equac‚ oes recursivas em ordem ·e desenvolvido o algoritmo RSMI, capaz de
processar os dados recebidos ao longo do tempo r·apido, ao passo que os demais algoritmos
estudados s·o iniciam o processamento ap·os todos os dados terem sido recebidos. O algo-
ritmo proposto tamb·em apresenta menor custo computacional devido a sua caracter·stica de
recursividade. Ser·a mostrado que o algoritmo proposto converge pelo crit·erio do erro m·edio
quadr·atico para o desempenho do algoritmo SMI, a medida em que a ordem do ltro ·e au-
mentada. Tamb·em mostra-se que a utilizac‚ ao de um n·umero reduzido de pulsos pode levar
a um desempenho satisfat·orio do algoritmo RSMI somado a uma eciencia computacional
ainda maior.
Outras variantes do algoritmo RSMI tamb·em sao apresentadas, como o RSMI-DL e
RSMI-CMT. O primeiro apresenta robustez quanto a qualidade dos dados recebidos, re-
duzindo o n·umero de vetores secund·arios usados na estimac‚ ao da matriz de correlac‚ ao das
interferencias. O segundo faz uso de matrizes (covariance matrix tapers) que modelam efei-
tos de descorrelac‚ ao encontrados em situac‚ oes pr·aticas, tornando o algoritmo mais robusto a
degradac‚ ao no desempenho causado por esses efeitos.
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ABSTRACT: This work presents an order-recursive space-time adaptive processing for
interference mitigation in airborne radar systems.
By means of the order-recursive equations framework the RSMI algorithm is developed,
being capable of processing the incoming data in the fast-time domain, while other adaptive
algorithms would start only after the whole data set is collected. The proposed algorithm also
presents a lower computational burden due to its intrinsic recursivity nature. It will be shown
that the proposed algorithm converges in the mean square error sense to the SMI algorithm’s
performance as the lter’s order increase. It will be also shown that using a reduced sample
support size may lead to a satisfactory performance of the RSMI algorithm, bringing an extra
computational efciency.
Other variants of the RSMI algorithms are also presented such as the RSMI-DL and
RMSI-CMT. The rst presents robustness to ill-conditioned sample matrices, bringing also
the advantage of the need for a reduced sample support size. The second makes use of
covariance matrix tapers modeling real world decorrelating effects and making the algorithm
more robust to degradation of its performance when such effects are present.
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Capı´tulo 1
Introduc¸a˜o e Princı´pios Ba´sicos
O tema abordado nesta Dissertac‚ ao ser·a a detecc‚ ao de alvos por radares embarcados
em avioes para aplicac‚ oes militares. No entanto, antes de comentar as caracter·sticas de
um sistema de radar numa plataforma m·ovel, deve-se introduzir o leitor a um pouco da
teoria b·asica de radar. O objetivo deste cap·tulo nao ·e fornecer um material extensivo, mas
apresentar ao leitor importantes conceitos b·asicos necess·arios ao entendimento do problema
estudado. Para um texto mais informativo e did·atico, sugere-se a leitura de [1], [2] e [3].
Na primeira sec‚ ao deste cap·tulo, ser·a feita uma breve revisao sobre a hist·oria dos radares e,
nas sec‚ oes seguintes, comenta-se as congurac‚ oes e os princ·pios b·asicos de um sistema de
radar. Finalmente, na ·ultima sec‚ ao do cap·tulo, ser·a detalhada a organizac‚ ao deste trabalho.
1.1 Um pouco de Hist·oria
O radar (RAdio Detection And Ranging), teve seu funcionamento demonstrado pelo
alemao Heinrich Hertz. O tamb·em alemao Christian Hulsmeyer patenteou e construiu o pri-
meiro radar no in·cio do s·eculo XX, mais precisamente em 30 de abril de 1904, em Berlim.
Seu objetivo era vender as companhias de navegac‚ ao um equipamento, baseado no princ·pio
de Hertz, que evitasse a colisao de navios. No entanto, seu produto nao obteve exito e caiu
no esquecimento1.
1 O material referente a esta sec¸a˜o foi retirado de [4].
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Ao nal da primeira Guerra Mundial, os avioes passaram a voar a maiores altitudes de-
vido ao surgimento de novas tecnologias que viabilizaram cockpits fechados e motores de alta
potencia. Com isto, esses avioes puderam transportar grandes cargas destrutivas, passaram
a ter maior agilidade nas manobras e tornaram-se menos vulner·aveis a artilharia terrestre.
Na d·ecada de 30, l·deres militares j·a se preocupavam com a dif·cil tarefa de defender-se
de ataques a·ereos. Nesse mesmo per·odo houve o surgimento da tecnologia VHF, e, pouco
tempo depois, percebeu-se que um aviao, navio ou pessoa que atravessasse um canal de
comunicac‚ oes causaria um dist·urbio na recepc‚ ao. Esta descoberta levou ao ressurgimento
do radar. No in·cio da segunda guerra mundial, oito pa·ses (Estados Unidos, Inglaterra, Ale-
manha, Franc‚a, Uniao Sovi·etica, Japao, It·alia e Holanda) haviam desenvolvido e explorado
o radar de forma independente, sendo que a maioria j·a possu·a esse sistema em operac‚ ao ao
entrarem na guerra.
O radar demonstrou sua importancia em diversas situac‚ oes da segunda guerra mundial.
Como exemplo, cita-se a Batalha da Inglaterra, onde um sistema de radar (Chain Home) foi
empregado. Isto permitiu que os poucos avioes de combate ingleses fossem direcionados
para deterem os invasores, ao inv·es de estarem dispersos, vigiando as cegas regioes nao
ameac‚adas. Embora a tecnologia de microondas estivesse sendo desenvolvida pelos ingleses
(e repassada aos americanos), a tecnologia utilizada no Chain Home foi a HF, pois a urgencia
do projeto nao permitiu que os engenheiros desenvolvessem o sistema para freq¤uencias mais
elevadas. Ao nal da segunda guerra mundial entrou em funcionamento o radar operando
em microondas. Embora ainda nao sosticados, esses radares passaram a operar livres de
contra-medidas eletronicas (ECM), pois os alemaes nao desconavam que esta tecnologia
j·a era existente. Isso permitiu que radares fossem embarcados em aeronaves, sendo impor-
tantes na destruic‚ ao de submarinos alemaes (U-Boat). Esses submarinos, a diesel, tinham
como objetivo isolar a Gra-Bretanha afundando navios que levassem suprimentos a ilha.
Freq¤uentemente viam-se obrigados a subir a tona para deslocamentos r·apidos ou para re-
carregar as baterias e, quando na superf·cie, tornavam-se vulner·aveis a detecc‚ ao por radares
embarcados em avioes sendo facilmente abatidos. Com isso, os U-Boats deixaram de ser um
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elemento-surpresa. Segundo o comandante da frota de U-Boats alema, Almirante Doenitz,
os cientistas que desenvolveram o radar foram chamados de salvadores de seu pa·s.
No entanto, ap·os a segunda guerra mundial, avioes militares passaram a voar a baixas
altitudes, fora da regiao de cobertura dos radares de microondas, dicultando sua detecc‚ ao.
Al·em de diminuir o espac‚o de batalha, a defesa a·erea tornou-se uma tarefa mais dif·cil. Para
que a detecc‚ ao e o rastreamento de alvos a longas distancias fossem novamente poss·veis, o
radar teve de ser embarcado em aeronaves.
Quase todas as contribuic‚ oes signicativas na ·area de radares, nos ·ultimos anos, deram-
se pelo progresso da tecnologia digital, a partir do in·cio da d·ecada de 70. Um exemplo
do quanto o processamento digital tem aumentado o desempenho de radares pode ser ob-
servado no caso de radares MTI (Moving Target Indicator). Esse tipo de radar separa a
informac‚ ao Doppler presente nos sinais coletados de diferentes pulsos transmitidos. Desta
forma, alvos de baixa velocidade (pouco defasamento devido a freq¤uencia Doppler) podem
ser disting¤uidos de clutter2. Considerando o receptor de um radar MTI como uma linha
de retardo, quanto mais atrasos forem utilizados melhores resultados serao obtidos. Na sua
forma anal·ogica, o sinal era convertido da forma eletromagn·etica para a forma mecanica,
e a linha de retardo era implementada na forma ac·ustica. Deste modo, o receptor era rara-
mente composto por mais de dois atrasos [1], o que limitava seu desempenho. Utilizando
o processamento digital de sinais, o sinal referente a cada atraso ·e simplesmente guardado
na mem·oria de um computador digital, permitindo a implementac‚ ao de ltros com maior
n·umero de graus de liberdade. Com a tecnologia digital, os engenheiros podem realizar o
que nao passava de um sonho nas d·ecadas de 50 e 60.
Na d·ecada de 70 surgiu uma extensao natural do processamento temporal (Doppler)
com a adic‚ ao do processamento espacial (beamforming) [5]. Esta nova tecnologia foi cha-
mada de processamento adaptativo espac‚o-temporal, STAP (Space-Time Adaptive Proces-
sing). Utilizando-se um array de antenas, juntamente com uma linha de retardo temporal,
conseguiu-se um aumento signicativo na detecc‚ ao de alvos na presenc‚a de forte clutter [6].
2 Clutter e´ o ruı´do gerado pela reflexa˜o dos pulsos de radar em diversas superfı´cies que na˜o a do alvo pretendido
(ver sec¸a˜o 1.6.3)
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No entanto, apenas com o desenvolvimento de computadores e processadores digitais tornou-
se poss·vel a aplicac‚ ao destes sistemas. Embora o termo STAP tenha sido usado pela primeira
vez em aplicac‚ oes de radar, o processamento adaptativo espac‚o-temporal tamb·em ·e utilizado
em outras ·areas, como telecomunicac‚ oes [7] e [8]. O processamento espac‚o-temporal foi
estudado profundamente desde seu surgimento.
Os algoritmos STAP projetados atualmente tem como objetivos a minimizac‚ ao da quan-
tidade de dados utilizados no treinamento do algoritmo (para ambientes heterogeneos e
nao-estacion·arios) e a reduc‚ ao do custo computacional. Tamb·em deve-se atentar a imple-
mentabilidade dos algoritmos, isto ·e, alguns algoritmos utilizam ferramentas que funcionam
bem dentro do ambiente de simulac‚ ao, mas tem desempenho insatisfat·orio quando imple-
mentados em situac‚ oes reais [9].
1.2 A Equac‚ ao do Radar
Uma estimativa do alcance m·aximo RMAX de um radar pode ser obtida atrav·es da
equac‚ ao do radar [1]:
RMAX =
[
PtGAeσ
(4pi)2SMIN
]1/4
(1.1)
Nessa equac‚ ao, Pt ·e a potencia do sinal transmitido e σ ·e a sec‚ ao transversal de radar do
alvo. Os parametros G e Ae sao, respectivamente, o ganho diretivo e a abertura efetiva da
antena. Por m, SMIN ·e a m·nima potencia detect·avel.
Em suma, para que alvos sejam detectados a longas distancias, ·e necess·aria uma elevada
potencia de transmissao, aliada a um alto ganho na direc‚ ao desejada. Al·em disso, o sinal
deve ser recebido por uma antena de grande abertura efetiva e o receptor deve ser sens·vel
a sinais de pequena potencia. O ·unico parametro de (1.1) que nao est·a sob o controle do
projetista ·e a sec‚ ao transversal de radar do alvo3 (σ).
Os diversos parametros de um sistema de radar inuenciam diretamente outros parametros
e, conseq¤uentemente, o desempenho do sistema. Como exemplo, cita-se a freq¤uencia da
3 A sec¸a˜o transversal de radar de um alvo e´ uma a´rea que, quando recebe poteˆncia incidente igualmente de
todas as direc¸o˜es, reflete-a em direc¸a˜o ao radar que a interpreta como sendo proveniente do alvo [1].
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portadora. Altas freq¤uencias de operac‚ ao implicam em dimensao reduzida da antena, melhor
resoluc‚ ao de alvos e menores lobos secund·arios. As desvantagens de uma elevada freq¤uencia
de operac‚ ao sao, entre outras, um maior n·umero de velocidades cegas (veja 1.5.2) e uma
maior intensidade de clutter (veja 1.6.3) recebido. Quando a freq¤uencia ·e reduzida, podem
surgir problemas mecanicos (a ordem da antena aumenta consideravelmente), levando a uma
piora na resoluc‚ ao de alvos. Alumas das vantagens de uma baixa freq¤uencia de portadora
sao o menor n·umero de velocidades cegas e a menor intensidade de clutter recebido [10].
1.3 Freq¤uencias Utilizadas em Sistemas de Radar
Para ilustrar alguns exemplos que serao apresentados nesta Dissertac‚ ao, a Tabela 1.1
apresenta as faixas de freq¤uencia geralmente utilizadas em sistemas de radar.
Tabela 1.1: Freq¤uencias utilizadas em sistemas de radar.
Banda Frequ¨eˆncia (GHz)
UHF 0,3 - 1
L 1 - 2
S 2 - 4
C 4 - 8
X 8 - 12,5
Ku 12,5 - 16
K 16 - 22,5
Ka 22,5 - 40
1.4 Classicac‚ ao dos Radares
Nesta sec‚ ao serao comentadas algumas das poss·veis arquiteturas de um sistema de radar.
Estes sistemas serao classicados de acordo com a localizac‚ ao do radar (em solo ou embar-
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cado), quanto ao n·umero de antenas (·unica antena ou array de antenas), quanto ao n·umero
de transmissores e receptores (monoest·atico ou biest·atico) e, nalmente, quanto a forma do
sinal transmitido (CW ou MTI).
1.4.1 Radares Situados no Solo
Quando a tecnologia em altas freq¤uencias ainda nao havia sido desenvolvida, os radares
possuiam antenas enormes e, portanto, era impratic·avel embarc·a-lo em alguma plataforma.
A Figura 1.1 ilustra um radar xo na terra - GBR (Ground-Based Radar), que procura alvos
na presenc‚a de interferencias.
Figura 1.1: GBR procurando alvos na presenc¸a de forte interfereˆncia.
Nesta congurac‚ ao, a distinc‚ ao entre sinal de alvo e clutter ·e feita pela freq¤uencia Dop-
pler (veja Cap·tulo 2). Note que para um radar xo no solo o clutter ·e est·atico4 e, portanto,
seu sinal de eco possui freq¤uencia Doppler igual a zero. Esta interferencia pode ser cance-
lada utilizando-se ltros digitais de resposta ao impulso nita (FIR) ou innita (IIR), em que
cada atraso corresponde a um PRI (Pulse Repetition Interval) (veja sec‚ ao 1.4.5). Tal ltro
tem caracter·stica de ltro notch [11], atenuando os sinais de freq¤uencia Doppler igual a zero
[12].
4 Desprezando-se efeitos como internal clutter motion (ICM).
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1.4.2 Radares Embarcados
Ao contr·ario dos radares situados no solo, os radares que operam com altas freq¤uencias
podem ser embarcados em plataformas m·oveis, proporcionando uma maior regiao de co-
bertura ou visibilidade [13]. Radares embarcados em avioes ou sat·elites apresentam outra
vantagem em relac‚ ao aos GBR, quando considerado o meio de propagac‚ ao da onda ele-
tromagn·etica. Os sinais transmitido e recebido por radares embarcados em aeronaves ou
sat·elites atravessam a parte mais baixa da atmosfera, enquanto os sinais transmitidos e re-
cebidos por GBR permanecem o tempo inteiro neste meio [12] que atenua de forma mais
intensa os sinais que nele se propagam. Al·em disso, um radar embarcado permite que a pla-
taforma persiga um alvo desejado, nao o perdendo de vista. Uma importante caracter·stica
de radares embarcados ·e o espalhamento na freq¤uencia Doppler do sinal de clutter devido
ao movimento da plataforma (veja Cap·tulo 2). A seguir serao apresentadas algumas carac-
ter·sticas de sistemas de radar embarcado em sat·elites e em aeronaves.
Radar Embarcado em Sate´lite - Spaceborne
Spaceborne Radar (SBR) apresenta, entre outras caracter·sticas, a natureza determin·stica
de sua ·orbita e sua alta velocidade radial (≈ 7 km/s). O radar embarcado em sat·elite apre-
senta a maior visibilidade dentre todos os radares e, como conseq¤uencia, a quantidade de
clutter ·e muito maior. Al·em disso, para cada m·nima variac‚ ao do angulo de observac‚ ao,
a regiao iluminada varia signicativamente, implicando em uma grande variac‚ ao das es-
tat·sticas do clutter [13].
Radar Embarcado em Aeronave - Airborne
Esta congurac‚ ao apresenta maior visibilidade que o GBR, mas inferior a do SBR. Con-
forme j·a mencionado, o aumento da regiao vis·vel implica numa maior potencia de clutter
recebido, uma vez que estes radares olham para baixo. A potencia de clutter recebida por
um radar embarcado em um aviao ·e inferior aquela recebida por um radar embarcado em
um sat·elite. Considerando que a velocidade de deslocamento de um aviao de vigilancia ·e de,
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aproximadamente, 120 − 220 km/h (signicativamente inferior a velocidade de um sat·elite
em baixa ·orbita), o sinal de eco do clutter para radares embarcados em aviao apresenta um
menor espalhamento na freq¤uencia Doppler do que o observado em SBR. Mesmo assim, esse
espalhamento pode esconder alvos com baixa velocidade, dicultando sua detecc‚ ao. Esta
Dissertac‚ ao tratar·a de radares embarcados em aeronaves, como ilustrado na Figura 1.2.
Figura 1.2: Radar embarcado em aeronave.
1.4.3 Classificac¸a˜o quanto ao Nu´mero de Antenas
U´nica Antena
O transmissor ou receptor de um radar pode ser uma ·unica antena. Seus parametros
construtivos terao inuencia no desempenho do sistema de radar. Dentre esses parametros,
pode-se citar a abertura efetiva e o ganho direcional [parametros Ae e G em (1.1)]. O quanto
mais diretiva for a antena, mais sosticada ser·a sua construc‚ ao. A Figura 1.3 ilustra um radar
constitu·do de uma ·unica antena.
Figura 1.3: U´nica antena.
Como a discriminac‚ ao espacial ·e feita pela rotac‚ ao da antena, uma ·unica direc‚ ao pode
ser investigada por vez. O quao menor for a velocidade de rotac‚ ao da antena, maior ser·a
o n·umero de dados coletados referentes a uma determinada regiao - o que aumenta a pro-
babilidade de detecc‚ ao. No entanto, uma varredura mais lenta implica num maior intervalo
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de observac‚ ao entre os alvos separados espacialmente - podendo perde-los de vista. Outra
desvantagem ·e que o diagrama de irradiac‚ ao nao pode ser alterado (adaptado), uma vez que
depende dos parametros f·sicos da antena [14].
Array de Antenas
Num array de antenas, a combinac‚ ao dos sinais recebidos por cada canal (antena) pode
ser feita de modo a enfatizar sinais provenientes de uma determinada direc‚ ao espacial. Com
isso, o diagrama de irradiac‚ ao ·e praticamente independente da orientac‚ ao do array e pode
ser adaptado. Existem diversas congurac‚ oes de arrays, e aqui serao comentados apenas
os arrays lineares e circulares. Outras congurac‚ oes de conjuntos de antenas podem ser
encontradas em [12] e [15].
• Array Linear
A Figura 1.4 ilustra um array linear, onde os sensores estao sobre uma linha. A aber-
tura do array linear ·e dada pelo distanciamento entre o primeiro e o ·ultimo sensor.
Quanto mais sensores forem utilizados, maior ser·a a capacidade de distinguir sinais
pr·oximos uns dos outros (resoluc‚ ao espacial do array) [14]. Arrays lineares sao as
1 2 3 N
Figura 1.4: Array linear.
congurac‚ oes mais simples existentes, o que facilita o estudo de seu comportamento.
Al·em disso, possuem propriedades que levam a um desempenho eciente, operando
a um baixo custo computacional. Essas caracter·sticas facilitam a sua aplicac‚ ao em
tempo-real [12]. Neste trabalho ser·a considerado um caso particular de array linear,
em que o os sensores estao espac‚ados de forma equidistante. Tal congurac‚ ao ·e de-
nominada array linear uniforme (ULA). Arrays lineares sao capazes, apenas, de dis-
ting¤uir angulos unidimensionais, i.e., angulo do cone (veja Cap·tulo 2) [16].
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• Array Circular
Arrays planares, como o circular da Figura 1.5, sao capazes de distinguir os angulos
de azimute e elevac‚ ao de um alvo. Entretanto, para um clutter com uma determinada
freq¤uencia Doppler, estes angulos variam conforme a distancia [16]. Considere um
simples exemplo como ilustrado na Figura 1.5, em que 16 sensores direcionais sao
empregados. Considerando que 4 sensores estejam ativos e o restante em espera, a
antena rotaciona a passos de 22, 5o. Fica claro que, a medida em que mais sensores
Figura 1.5: Array circular em anel.
forem utilizados na composic‚ ao do array, melhor ser·a sua resoluc‚ ao. Por exemplo,
o programa UESA (UHF Electronically Scanned Array) [16] apresenta 60 sensores
direcionais (20 ativos e 40 em espera) e o array rotaciona a passos de 6o.
Maiores informac‚ oes sobre as diferentes congurac‚ oes de arrays de antenas podem
ser obtidas em [12].
1.4.4 Radares Monoesta´ticos e Biesta´ticos
Quanto ao n·umero de transmissores e receptores, um sistema de radar pode ser classi-
cado como monoest·atico ou biest·atico. Esta subsec‚ ao faz um breve coment·ario sobre as
caracter·sticas de sistemas monoest·aticos e biest·aticos.
• Monoest·atico
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Radares monoest·aticos sao aqueles que empregam uma ·unica antena (ou array de an-
tenas) para transmitir e receber os sinais. Podem estar xos no solo ou mesmo embar-
cados em aeronaves, sat·elites ou navios. A Figura 1.6 ilustra um radar monoest·atico
situado no solo.
R
Figura 1.6: Radar monoesta´tico.
• Biest·atico
Radares biest·aticos utilizam duas antenas distintas (ou array de antenas distintos) para
a transmissao e recepc‚ ao dos sinais. O transmissor e o receptor estao separados por
uma distancia consider·avel, e possuem velocidades e trajet·orias diferentes. Algumas
congurac‚ oes poss·veis sao: transmissor e receptor xos no solo, transmissor xo no
solo com receptor embarcado em aviao e transmissor e receptor embarcados em aviao
[12]. A Figura 1.7 ilustra um radar biest·atico com receptor e transmissor xos no solo.
R2R1
Figura 1.7: Radar biesta´tico.
Para maiores informac‚ oes sobre radares biest·aticos, o leitor pode consultar [12] e [17].
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1.4.5 Radares CW e MTI
Os radares podem ser classicados como CW (Continuous Wave) ou MTI (Moving Tar-
get Indicator) de acordo com a forma em que o sinal ·e transmitido. No primeiro caso, ·e
transmitida uma sen·oide cont·nua no tempo, enquanto, para o segundo, sao gerados pulsos a
partir de uma sen·oide cont·nua.
Radares CW sao utilizados para distinguir a freq¤uencia Doppler, mas sao incapazes de
distinguir a distancia de um alvo. Tais radares sao utilizados para detectar a velocidade do
alvo. Os radares MTI, como o considerado nesta Dissertac‚ ao, sao capazes de distinguir a
distancia e a freq¤uencia Doppler. Um importante parametro destes radares ·e a freq¤uencia na
qual os pulsos sao transmitidos, PRF (Pulse Repetition Frequency). O per·odo associado a
esta freq¤uencia ·e dado por PRI = 1/PRF (Pulse Repetition Interval). A Figura 1.8 ilustra o
sinal transmitido por radares CW e MTI com freq¤uencia de operac‚ ao fc = 1GHz.
PRI
0 4 8 12 16 20 24
−1
0
1
Forma de Onda: CW
t(ns)
0 4 8 12 16 20 24
−1
0
1
Forma de Onda: MTI
t(ns)
Amplitude
Amplitude
Figura 1.8: Sinais transmitidos por radares CW e MTI.
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1.5 Ambiguidades
1.5.1 Distaˆncias Ambı´guas e Na˜o-Ambı´guas
Deve-se salientar que nem todas as distancias sao distingu·veis para radares MTI. As
distancias entre o transmissor e o alvo as quais o tempo de retorno do sinal de eco ·e maior
do que um PRI sao chamadas de distancias amb·guas. Considere a Figura 1.9. Se o tempo
necess·ario para que um pulso chegue a uma distancia R ·e dado por t1, e a freq¤uencia de
transmissao de pulsos ·e dada por PRF=1/PRI, sabe-se que:
R = ct1, (1.2)
em que c ·e a velocidade da luz. Para que R seja uma distancia nao-amb·gua, entao t1 deve
satisfazer a equac‚ ao
2t1 ≤ PRI. (1.3)
Note que o fator 2 leva em considerac‚ ao os trajetos de ida e de volta do pulso. No caso limite,
2t1 = PRI, tem-se a m·axima distancia nao-amb·gua, i.e., R = Rmax, dada por:
Rmax = c
PRI
2
(1.4)
=
c
2PRF
(1.5)
Para distancias amb·guas, a inequac‚ ao (1.3) nao ·e v·alida, isto ·e, 2t1 > PRI. A Figura
1.10 ilustra esse caso, deixando claro que distancias amb·guas ocorrem quando o tempo
de retorno de seu respectivo sinal de eco ·e maior do que um PRI. A Figura 1.11 ilustra as
m·aximas distancias nao-amb·guas em func‚ ao da PRF, segundo (1.5). Um alvo detectado
em uma distancia amb·gua pode estar tanto na posic‚ ao indicada como em qualquer distancia
determinada por n·umeros m·ultiplos da PRI [12].
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Figura 1.9: Ma´xima distaˆncia na˜o-ambı´gua.
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Figura 1.10: Distaˆncia ambı´gua.
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Figura 1.11: Ma´xima distaˆncia na˜o-ambı´gua em func¸a˜o da PRF.
1.5.2 Velocidades Cegas
Da mesma forma que existem distancias amb·guas, existem velocidades cegas, que ocor-
rem quando a freq¤uencia Doppler do objeto detectado ·e um n·umero m·ultiplo da PRF. A
n-·esima velocidade cega (veja Cap·tulo 2) ·e dada por
vn =
nλPRF
2
=
ncPRF
2fc
(1.6)
em que λ ·e o comprimento de onda, em metros. O comprimento de onda est·a relacionado
com a freq¤uencia de operac‚ ao fc (veja Tabela 1.1) segundo a expressao c = λfc. O radar
MTI ir·a rejeitar qualquer alvo cuja freq¤uencia Doppler seja m·ultipla da PRF. Uma alternativa
para o problema das velocidades cegas seria variar a PRF, o que ·e chamado, na literatura,
de staggered PRF. Neste trabalho limita-se ao caso em que a PRF ·e constante. Maiores
informac‚ oes quanto as vantagens e desvantagens da utilizac‚ ao de staggered PRF podem ser
encontradas em [12].
A Tabela 1.2 a seguir ilustra a primeira velocidade cega (n = 1), bem como a m·axima
distancia nao-amb·gua para os mesmos parametros.
1. Introduc‚ ao e Princ·pios B·asicos 16
Tabela 1.2: Primeira velocidade cega v1 e m·axima distancia
nao-amb·gua Rmax em func‚ ao da freq¤uencia de operac‚ ao fc
e da PRF.
v1 (km/h) Rmax (km) fc (GHz) PRF (Hz)
135 600 1 250
540 150 1 1000
45 600 3 250
180 150 3 1000
22,5 600 6 250
90 150 6 1000
1.6 Fontes de Interferencia
As fontes de interferencia que serao consideradas neste trabalho sao ru·do, jamming e
clutter. A seguir, descreve-se algumas das propriedades dessas fontes de interferencia. Uma
lista mais detalhada dessas fontes pode ser encontrada em [1] e nas referencias l·a descritas.
1.6.1 Ruı´do
O termo ru·do aqui citado refere-se ao ru·dos t·ermico, presente em todos os sistemas
el·etricos.
1.6.2 Jamming
Jammers sao fontes de interferencia hostis, encontradas em aplicac‚ oes militares. Tentam
confundir ou enganar o radar. Para confundi-lo, escondem o alvo enchendo a tela do radar
com ru·do semelhante ao clutter. O radar pode ser enganado pela emissao de pulsos ele-
tromagn·eticos falsos, de modo que, ao radar, parec‚am ecos retornados de alvos reais. Um
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elevado n·umero de falsos alvos na tela do radar pode sobrecarregar o sistema, levando a perda
de alvos reais, ou entao levando o sistema de defesa a atacar alvos inexistentes. As diver-
sas t·ecnicas de interferir eletronicamente no desempenho de um radar sao conhecidas como
contra-medidas eletronicas, ECM (Electronic Countermeasures), e podem ser caracterizadas
como ativas e passivas [1]. Radares militares devem ser projetados de modo a apresentar
bom funcionamento tanto nas situac‚ oes mais favor·aveis como nas mais hostis, devido aos
efeitos da ECM.
ECM Ativas
ECM ativas sao fontes geradoras ou amplicadoras de energia eletromagn·etica e que
transmitem-na ao radar.
• Spot Jammers
Geram ru·do numa faixa de freq¤uencia que encha a largura de banda do radar, podendo
limitar severamente seu desempenho. O fator que o torna eciente (concentrac‚ ao de
potencia numa banda estreita de freq¤uencia) ·e tamb·em seu ponto fraco. Alterando
rapidamente a freq¤uencia de operac‚ ao do radar, de forma que a fonte de interferencia
nao consiga acompanhar esta mudanc‚a, ·e poss·vel solucionar esse problema.
• Barrage Jammers
Geram ru·do numa faixa de freq¤uencia relativamente grande. Sua largura de banda
engloba toda a faixa de freq¤uencias poss·veis de um radar. Desta forma, mesmo mu-
dando a freq¤uencia, o radar sofrer·a forte interferencia. No entanto, este tipo de fonte
de interferencia pode nao ser tao eciente como os Spot Jammers quando a freq¤uencia
de operac‚ ao do radar ·e xa, pois sua potencia est·a espalhada por todo o espectro.
• Sweepthrough Jammers
Ao inv·es de emitir ru·do em uma faixa estreita (Spot Jammers) ou em uma grande
faixa (Barrage Jammers) de freq¤uencia, este tipo de fonte de interferencia gera ru·do
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em uma ·unica freq¤uencia, que varia de forma aleat·oria ao longo do tempo, dentro da
largura de banda do radar.
• Repeater Jammers
Um alvo sob vigilancia de um radar pode gerar falsos sinais de eco, atrasando os sinais
transmitidos pelo radar e retransmitindo-os ap·os um pequeno intervalo de tempo. O
atraso desta retransmissao causa ao radar a impressao de que o jammer se encontra a
uma distancia e/ou posic‚ ao angular diferente da real.
• Transponder
·E um repetidor que transmite de volta ao radar r·eplicas armazenadas de pulsos previa-
mente transmitidos. O sinal transmitido pelo transponder ·e gerado de maneira que se
parec‚a o m·aximo poss·vel com o sinal transmitido pelo radar. Pode ser programado
para car em silencio quando iluminado pelo lobo principal do radar e transmitir
apenas quando iluminado por lobos secund·arios, criando alvos falsos na tela do radar
em direc‚ oes nao condizentes com a posic‚ ao do alvo real.
ECM Passivas
Ao inv·es de gerar ou amplicar energia eletromagn·etica como as ECM ativas, as ECM
passivas agem de forma a alterar a energia reetida na direc‚ ao do radar.
• Chaff
Consiste num grande n·umero de dipolos reetores que, na forma de tiras met·alicas,
sao agrupados e soltos por um aviao. O vento se encarrega de espalh·a-los, formando
uma grande nuvem reetora. Esta nuvem pode ter sec‚ ao transversal de radar (RCS)
[1] compar·avel a de um aviao. Nuvens met·alicas podem ser criadas para que o ra-
dar interprete-as como alvos. O sistema de radar pode ser confundido quando ·e for-
mado um Corridor chaff, em que sao liberados elementos reetores ao longo de uma
distancia a ser percorrida por um objeto, criando um efeito de cortina de fumac‚a.
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• Decoys
Sao pequenos objetos que, para o radar, sao aeronaves devido a sua RCS. Desta forma,
o sistema de radar ir·a interpret·a-los como objeto hostil e os atacar·a. Podem sobrecarre-
gar o sistema de defesa caso o n·umero de decoys seja elevado. Decoys podem carregar
carga destrutiva, e, portanto, uma estrat·egia de defesa seria a destruic‚ ao desses objetos,
mesmo quando identicados como alvos falsos.
• Reduc‚ ao da RCS
Esta forma de ECM passiva pode estar presente, basicamente, de duas maneiras. Ou
o objeto ·e contru·do de forma que hajam curvaturas duplas (em duas dimensoes), ou
emprega-se materiais que absorvam a energia do sinal eletromagn·etico incidente.
Os jammers considerados nesta Dissertac‚ ao serao do tipo Barrage Jammers por serem a
forma mais encontrada na literatura.
1.6.3 Clutter
·E o ru·do proveniente dos pulsos emitidos pelo radar, reetidos em superf·cies como o
solo, montanhas, oceano, ·arvores ou em objetos constru·dos pelo homem, como, por exem-
plo, edif·cios e estradas. Seu efeito ·e bagunc‚ar a imagem na tela do radar, dicultando
a detecc‚ ao de alvos. Deve-se deixar claro que, dependendo da aplicac‚ ao, o sinal retornado
pode ser classicado como clutter ou alvo. Por exemplo, nuvens carregadas sao o alvo de
radares meteorol·ogicos, mas para um radar que procure por avioes o sinal de eco desses ob-
jetos, ·e considerado clutter. Para esta Dissertac‚ ao, os alvos sao aeronaves, ve·culos, etc., ao
passo que ecos provenientes do solo, oceano, vegetac‚ ao, etc., sao interferencias (i.e., clutter).
Os sinais de eco proveniente de clutter podem ser classicados como isolados ou compos-
tos. Sao isolados quando o pulso transmitido incide sobre um objeto pontual. Seu tamanho ·e
pequeno o suciente para car dentro da ·area de cobertura do feixe do radar. Um exemplo ·e
uma caixa d’·agua sobre uma torre. A forma mais comum de clutter ocorre quando os pulsos
transmitidos incidem sobre o solo, oceano, montanhas, etc. Estes sao exemplos de alvos
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cujos ecos sao considerados compostos. O cancelamento de clutter isolado normalmente
nao apresenta maiores diculdades ao projetista. No entanto, clutter composto pode limitar
severamente a capacidade de detecc‚ ao do radar caso sua RCS seja grande.
Edif·cios, torres e outras estruturas constru·das pelo homem reetem o sinal incidente
de maneira mais intensa do que simples objetos do campo, devido a presenc‚a de superf·cies
planas e arestas reetoras. Clutter proveniente do oceano pode limitar severamente a capaci-
dade de um radar a bordo de um aviao ou navio detectar alvos, especialmente quando estao
pr·oximos a superf·cie do mar. A magnitude desses ecos indesej·aveis depende do angulo
de incidencia que o feixe do radar faz com a horizontal, do comprimento de onda e da
polarizac‚ ao da energia eletromagn·etica transmitida pelo radar, do grau de agitac‚ ao das ondas
no mar e da velocidade do vento.
Radares podem apresentar sensibilidade a efeitos clim·aticos como neblina, chuva ou
neve. Entretanto, isto nao ·e verdade para todos os tipos de radar. Em geral, alguns ra-
dares podem ser fortemente afetados pela presec‚a de efeitos meteorol ·ogicos ou clim·aticos.
Radares que operam em baixas freq¤uencias nao sofrem de tal degradac‚ ao no seu desempe-
nho. No entanto, para radares que operam em altas freq¤uencias, ecos provenientes de efeitos
clim·aticos podem ser fortes o suciente a ponto de mascarar os sinais de eco do alvo, assim
como qualquer outro tipo de clutter o faria.
Uma parte signicativa dos esforc‚os na ·area de radares tem sido o desenvolvimento de
t·ecnicas que permitam uma detecc‚ ao satisfat·oria de alvos na presenc‚a de clutter. Um dos
m·etodos mais importantes no combate ao clutter ·e o radar MTI e, para radares embarcados, o
processamento adaptativo espac‚o-temporal (STAP), que ser·a discutido nos demais cap·tulos
desta Dissertac‚ ao.
1.7 Organizac‚ ao do Trabalho
Esta Dissertac‚ ao est·a organizada da seguinte maneira: o Cap·tulo 2 trata da modela-
gem dos sinais recebidos, do processamento espacial beamforming, processamento
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e espac‚o-temporal (STAP) ·otimo. No Cap·tulo 3 serao discutidos algoritmos adaptativos
no dom·nio espac‚o-temporal, dentre eles, os algoritmos SMI (Sample Matrix Inversion) e
PC (Principal Components). No Cap·tulo 4 ser·a introduzido o algoritmo RSMI, principal
contribuic‚ ao deste trabalho. A seguir, no Cap·tulo 5 serao considerados alguns efeitos en-
contrados em situac‚ oes reais, e os algoritmos adaptativos serao modicados atrav·es de Co-
variance Matrix Tapers, a m de incorporar tais efeitos. Finalmente, no Cap·tulo 6 ser·a feita
uma conclusao geral sobre o trabalho, e serao destacadas as principais contribuic‚ oes dadas,
assim como serao apresentadas sugestoes para futuros trabalhos.
1.8 Conclusao
Neste cap·tulo fez-se inicialmente uma breve revisao da hist·oria do radar, destacando
sua origem e importancia em aplicac‚ oes militares. As sec‚ oes seguintes apresentaram uma
discussao sobre alguns tipos de radar e efeitos f·sicos associados aos parametros fc e PRI
(i.e., m·axima distancia nao-amb·gua e velocidades cegas). Finalmente, foram comentadas
as diferentes formas de interferencia encontradas em sistemas de radar em aplicac‚ oes mili-
tares. Al·em do ru·do, foram descritas caracter·sticas de jammers - interferencia intencional,
e clutter - sinal de eco proveniente de objetos reetores como montanhas, ·arvores, oceano,
etc.
A congurac‚ ao utilizada durante toda a Dissertac‚ ao ser·a um radar composto de um array
linear uniforme, MTI e embarcado em uma aeronave. Os jammers serao do tipo barrage
jammers e o clutter considerado ser·a do tipo composto.
Capı´tulo 2
Processamento Espac¸o-Temporal em
Sistemas de Radar
Este cap·tulo tem como nalidade introduzir o leitor ao processamento de sinais em sis-
temas de radar no dom·nio espac‚o-temporal. Para isso, primeiramente ser·a feita uma revisao
sobre o processamento espacial, conhecido como beamforming, cujo objetivo ·e estimar o
sinal proveniente de uma direc‚ ao de interesse na presenc‚a de interferencia e de ru·do, mesmo
que estes sinais possuam componentes na mesma faixa de freq¤uencia [18]. Ser·a considerado
apenas o caso de um array linear uniforme (ULA), e suas principais caracter·sticas serao
exploradas. Este cap·tulo est·a organizado da forma que segue. Na primeira sec‚ ao serao abor-
dados os princ·pios b·asicos do processamento espacial realizado por arrays lineares, como a
amostragem espacial dos sinais incidentes sobre o array, o processo de recepc‚ ao dos sinais
(demodulac‚ ao seguida de conversao A/D), o diagrama de irradiac‚ ao (beampattern) e a aber-
tura do array. A sec‚ ao seguinte abordar·a o efeito Doppler presente na freq¤uencia e na fase
dos sinais recebidos por um radar. A freq¤uencia Doppler ·e de grande importancia pois, como
mencionada no Cap·tulo 1, traz informac‚ ao quanto a velocidade radial do objeto detectado.
Tendo como base o processamento espacial e o efeito Doppler, a terceira sec‚ ao discutir·a
a distinc‚ ao dos sinais recebidos atrav·es da informac‚ ao Doppler presente nesses sinais utili-
zando um ltro que processar·a as amostras do processo para diferentes instantes m·ultiplos do
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PRI. Essa forma de processamento ser·a referida como processamento temporal. Com estes
conceitos em mente, a quarta sec‚ ao ir·a combinar os processamentos espacial e temporal, vi-
sando aumentar a probabilidade de detecc‚ ao de alvos na presenc‚a de interferencia (jamming
e clutter) e de ru·do. O processamento espac‚o-temporal que ser·a estudado neste cap·tulo ·e
·otimo no sentido estat·stico, ou seja, dadas as estat·sticas de segunda ordem das fontes de
interferencia, obt·em-se o melhor ltro que cancele as interferencias com base em suas es-
tat·sticas. Finalmente, na ·ultima sec‚ ao ser·a feita uma revisao sobre os t·opicos discutidos ao
longo do cap·tulo.
2.1 Processamento Espacial
2.1.1 O Array Linear Uniforme
Considere um conjunto de N antenas dispostas sobre uma linha reta e separadas entre
si por uma distancia igual a d, conforme a Figura 2.1 a seguir, em que d ·e o espac‚amento
entre os sensores, em metros. Normalmente d ·e medido em comprimentos de onda λ do sinal
processado. Conforme discutido no Cap·tulo 1, o ULA ser·a a congurac‚ ao utilizada neste
trabalho e far·a a amostragem espacial dos sinais recebidos.
1 2 3
d d
N-1 N
d
Figura 2.1: ULA com N elementos.
Aˆngulo do Cone
Utilizando coordenadas esf·ericas, a posic‚ ao de um ponto P no espac‚o pode ser descrita
em func‚ ao da distancia (R), do angulo de elevac‚ ao φel e do angulo de azimute φaz em relac‚ ao
a um referencial, isto ·e, P (R, φaz, φel). Desta forma, um sinal que incide sobre o ULA pode
ser descrito nessas coordenadas, conforme ilustrado na Figura 2.2. A distancia de propagac‚ ao
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entre elementos vizinhos do ULA ·e dada por
dx = d senφaz cosφel (2.1)
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Figura 2.2: Sinal incidente, em coordenadas esfe´ricas, e cone de ambiguidade angular.
Percebe-se, em (2.1), que diferentes pares φaz e φel produzem o mesmo produto
senφaz cosφel. As poss·veis combinac‚ oes dos angulos de azimute e elevac‚ ao que levam
a um mesmo valor em (2.1) geram uma regiao espacial amb·gua, na forma de um cone, con-
forme ilustrado na Figura 2.2. Como conseq¤uencia, arrays lineares sao capazes de distinguir
somente uma componente angular, deixando um cone de indecisao [15]. Desta forma, os
angulos φel e φaz nao serao distinguidos, mas sim o angulo de chegada (Angle of Arrival -
AoA) φ em relac‚ ao ao array, dado por
senφ = senφaz cosφel (2.2)
em que φ ·e func‚ ao do angulo de cone φcone, dada por
φ = 90o − φcone (2.3)
2.1.2 Amostragem Espacial
Considere, agora, a situac‚ ao ilustrada na Figura 2.3. O sinal x˜′′(t) ·e resultado da reexao
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Figura 2.3: Beamformer adaptativo.
de um sinal incidente sobre algum objeto reetor que est·a situado a uma grande distancia
do array. Considera-se, tamb·em, que o x˜′′(t) seja modulado e se comporte como se fosse
gerado por uma fonte isotr·opica. Desta forma, nas proximidades do array, x˜′′(t) se comporta
como uma onda plana uniforme [19].
Assume-se que o sinal recebido incida sobre o ULA com um angulo φ em relac‚ ao a nor-
mal do array, conforme ilustrado. Cada uma das antenas ir·a amostrar o mesmo sinal, por·em,
com um atraso em relac‚ ao as antenas vizinhas, em func‚ ao da distancia que as separa e do
angulo de chegada φ. Considerando que para a primeira antena nao h·a atraso de propagac‚ ao,
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e denotando x˜i(t) como sendo o sinal amostrado pela i-·esima antena do conjunto, pode-se
organizar um vetor com os dados recebidos, isto ·e,
x˜′′(t) =
[
x˜′′1(t) x˜
′′
2(t) · · · x˜′′N(t)
]T
. (2.4)
Em (2.4), T simboliza a transposic‚ ao de matrizes e vetores [20]. O vetor descrito por (2.4) ·e
freq¤uentemente chamado de snapshot, ou seja, cont·em uma fotograa dos dados recebidos
em cada um dos elementos do array no instante t.
Ainda em relac‚ ao a Figura 2.3, percebe-se que o atraso, em segundos, no recebimento do
sinal x˜′′(t) do i-·esimo sensor para o seu vizinho ·e dado por [14]
τ(φ) =
d senφ
c
(2.5)
em que c ·e a velocidade da luz.
Generalizando, o n-·esimo sensor amostrar·a o sinal x˜(t) com um atraso de
τn(φ) =
d(n− 1) senφ
c
(2.6)
segundos em relac‚ ao a primeira antena do array.
2.1.3 Desmodulac¸a˜o dos Sinais Recebidos
Em cada antena h·a um receptor (Rx) respons·avel pela desmodulac‚ ao do sinal rece-
bido, seguido de um conversor A/D. A Figura 2.4 ilustra o processo de desmodulac‚ ao e
discretizac‚ ao para o caso de modulac‚ ao QAM. Note que, como sa·da do desmodulador, tem-
se um sinal x(n) com componentes em fase e em quadratura, podendo ser facilmente repre-
sentado na forma complexa
x(n) = |x(n)|ejθx(n) (2.7)
em que o m·odulo de x(n) ·e representado por |x(n)| e sua fase ·e dada por θx(n).
Considere que um radar transmita um pulso x˜(t) da forma dada pela equac‚ ao (2.8), com
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amplitude x0, freq¤uencia ωc e fase inicial igual a θ0:
x˜(t) = x0 sen (ωct+ θ0) (2.8)
A potencia do sinal recebido Pr, ap·os atingir um objeto reetor situado a uma distancia R e
x LPF A/D
x
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~x(t)
x(t)1
2
x(t) x(t)Q
x(t)I
x(n)Q
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A.sen( t)wc
j
A.cos( t)wc
Figura 2.4: Receptor QAM.
retornar ao radar, ·e dada por [1]
Pr =
PtGAeσ
(4piR2)2
. (2.9)
Este sinal recebido pode ser representado da seguinte forma:
x˜′′(t) = x0α′′ sen (ωct+ θf ) (2.10)
em que o parametro α′′ ·e um escalar que modela a atenuac‚ ao do sinal x0 devido aos efeitos
de propagac‚ ao (2.9) e θf ·e a fase do sinal quando este retorna ao radar. As componentes em
fase e em quadratura, representadas na Figura 2.4 por x1(n) e x2(n), sao obtidas da seguinte
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maneira
x1(t) = A sen(ωct)x˜
′′(t) (2.11)
= −Ax0α
′′
4
(
ejωct − e−jωct) {ej(ωct+θf) − e−j(ωct+θf)} (2.12)
= −Ax0α
′′
4
{
ej(2ωct+θf) + e−j(2ωct+θf)
}
+
Ax0α
′′
4
{
ejθf + e−jθf
} (2.13)
= −Ax0α
′′
2
{cos (2ωct+ θf)− cos θf} (2.14)
x2(t) = A cos(ωct)x˜
′′(t) (2.15)
=
Ax0α
′′
4j
(
ejωct + e−jωct
) {
ej(ωct+θf) − e−j(ωct+θf)
}
(2.16)
=
Ax0α
′′
4j
{
ej(2ωct+θf) − e−j(2ωct+θf)
}
+
Ax0α
′′
4j
{
ejθf − e−jθf} (2.17)
=
Ax0α
′′
2
{ sen (2ωct+ θf) + senθf} (2.18)
Denindo, por conveniencia de notac‚ ao, a vari·avel α como sendo
α , Ax0α
′′
2
(2.19)
os sinais na sa·da dos ltros passa-baixas (LPF) da Figura 2.4, xI(t) e xQ(t), sao reescritos
da seguinte forma, respectivamente:
xI(t) = α cos θf (2.20)
xQ(t) = α senθf (2.21)
logo ap·os a desmodulac‚ ao e ltragem, estes sinais sao discretizados e somados em quadra-
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tura. Logo,
x(n) = xI(n) + jxQ(n) (2.22)
= α {cos θf + j senθf} (2.23)
= αejθf (2.24)
2.1.4 O Vetor de Direcionamento Espacial
Foi visto que o atraso entre os sinais recebidos pela primeira e pela n-·esima antenas do
ULA ·e func‚ ao do angulo de incidencia φ, assim como da distancia entre antenas d [ver (2.6)].
Considerando que o sinal recebido pelo primeiro elemento do array possua fase igual a zero,
ao atingir o n-·esimo elemento, este sinal possuir·a fase igual a
ωτn(φ) = ω
d(n− 1) senφ
c
= 2pi
d(n− 1) senφ
λ
(2.25)
Utilizando a expressao (2.24) que descreve o sinal recebido pela primeira antena, ap·os
passar por um ltro passa-baixas e ser discretizado, pode-se escrever o snapshot dos sinais
recebidos pelo array no instante n como
x(n) = α
[
ejθf ej(θf+2pi
d senφ
λ ) · · · ej(θf+2pi d(N−1) senφλ )
]T
(2.26)
= x(n)
[
1 ej(2pi
d senφ
λ ) · · · ej(2pi d(N−1) senφλ )
]T
(2.27)
= x(n)
[
1 ej2piφ¯ · · · ej2pi(N−1)φ¯
]T
(2.28)
= x(n)ss(φ¯) (2.29)
em que considerou-se que o sinal incidente na primeira antena do array possua fase igual a
θf e
ss(φ¯) =
[
1 ej2piφ¯ · · · ej2pi(N−1)φ¯
]T
(2.30)
·e denominado o vetor de direcionamento espacial. Na equac‚ ao (2.28), deniu-se a grandeza
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adimensional
φ¯ , d
λ
senφ (2.31)
como a freq¤uencia espacial normalizada. Pode-se ainda denir o vetor de direcionamento
espacial normalizado como sendo
s¯s(φ¯) =
1√
N
ss(φ¯) (2.32)
de modo que s¯Hs (φ¯)s¯s(φ¯) = 1. O operador H representa a conjugac‚ ao complexa seguida de
transposic‚ ao de um vetor ou matriz.
2.1.5 Modelo dos Sinais
Os sinais de interesse, ru·do e interferencia que compoem o vetor x(n) serao modela-
dos a seguir. Considera-se que o ru·do t·ermico seja uma vari·avel aleat·oria de distribuic‚ ao
Gaussiana, de m·edia zero e seja espacialmente descorrelacionado [14]. Isto ·e, as amostras de
ru·do em cada um dos canais sao descorrelacionadas. Denindo o sinal xz(n) como sendo a
parcela de ru·do presente no sistema, assumindo que este ru·do seja estacion·ario no sentido
amplo, sua func‚ ao de autocorrelac‚ ao ·e dada por
rz(l) = E{xz(n)x∗z(n− l)} (2.33)
=

σ2z se l = 0
0 demais l
(2.34)
em que o operador E{·} representa o valor esperado de uma vari·avel aleat·oria e σ2z ·e a
variancia do sinal xz(n). Sua matriz de autocorrelac‚ ao ·e dada por
Rz = E{xz(n)xHz (n)} (2.35)
= σ2zI (2.36)
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em que I ·e a matriz identidade e o vetor xz(n) cont·em as amostras de ru·do presente no
sistema no instante n em cada um dos N elementos do array.
Os sinais de interferencia (jamming) xj(n), ao contr·ario do ru·do, sao sinais espacial-
mente correlacionados [14]. Isto ·e, este tipo de sinal ·e gerado em um ponto xo no espac‚o.
Desta forma, um sinal de jamming pode ser modelado como
xj(n) =
√
Nxj(n)s¯(φ¯j). (2.37)
Assumindo que {xj(n)} seja uma seq¤uencia i.i.d. no tempo, a matriz de autocorrelac‚ ao
espacial ·e dada por
Rj = E{xj(n)xHj (n)} (2.38)
= Nσ2j s¯(φ¯j)s¯
H(φ¯j) (2.39)
O sinal de interesse xs(n), por sua vez, tamb·em ·e modelado como sendo espacialmente
correlacionado, isto ·e
xs(n) =
√
Nxs(n)s¯(φ¯s) (2.40)
em que xs(n) = |xs(n)|ejφs ·e uma vari·avel aleat·oria complexa estacion·aria e sua fase ·e
distribu·da uniformemente entre [0 : 2pi] [21]. Dene-se
σ2s , E{xs(n)x∗s(n)} (2.41)
como a variancia do sinal de interesse.
Considerando que os sinais xz(n), xj(n) e xs(n) sejam estatisticamente independentes,
pode-se modelar o sinal recebido pelo array no instante n como sendo a superposic‚ ao desses
tres sinais distintos
x(n) = xs(n) + xj(n) + xz(n) (2.42)
=
√
Nxs(n)s¯(φ¯s) +
√
Nxj(n)s¯(φ¯j) + xz(n) (2.43)
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caso existam NJ jammers, a parcela xj(n) deve ser escrita como
xj(n) =
√
N
NJ∑
i=1
xji(n)s¯(φ¯ji) (2.44)
A matriz de correlac‚ ao do processo x(n) ·e obtida resolvendo-se
Rxx = E{x(n)xH(n)} (2.45)
= E{[xs(n) + xj(n) + xz(n)][xs(n) + xj(n) + xz(n)]H} (2.46)
= E{xs(n)xHs (n)}+ E{xj(n)xHj (n)}+ E{xz(n)xHz (n)} (2.47)
= N s¯(φ¯s)E{xs(n)x∗s(n)}s¯H(φ¯s) +N s¯(φ¯j)E{xj(n)x∗j(n)}s¯H(φ¯j)
+ E{xz(n)xHz (n)} (2.48)
= Nσ2s s¯(φ¯s)s¯
H(φ¯s)︸ ︷︷ ︸
Rs
+Nσ2j s¯(φ¯j)s¯
H(φ¯j)︸ ︷︷ ︸
Rj
+ σ2nI︸︷︷︸
Rz
(2.49)
= Rs + Rj + Rz︸ ︷︷ ︸
R
(2.50)
= Rs + R (2.51)
em que R ·e a matriz de correlac‚ ao da parcela de interferencia e ru·do.
2.1.6 Beampattern
At·e agora foram explicadas as caracter·sticas do sinal incidente no ULA, o processo
de recepc‚ ao (i.e., desmodulac‚ ao e discretizac‚ ao) e, em especial, chamou-se atenc‚ ao para o
atraso no sinal recebido em cada um dos sensores do conjunto, al·em da derivac‚ ao do vetor
de direcionamento espacial.
Ainda considerando a Figura 2.3, verica-se multiplicadores wi presentes em cada um
dos canais (elementos do array), e a notac‚ ao ∗ indica conjugac‚ ao complexa. Tais multipli-
cadores sao os coecientes de um combinador linear, e podem ser representados usando a
notac‚ ao vetorial a seguir:
w =
[
w1 w2 · · · wN
]T
. (2.52)
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Com estes coecientes, ·e poss·vel combinar linearmente o sinal de entrada x(n) da se-
guinte forma
y(n) = wHx(n) (2.53)
Suponha que tres jammers estejam localizados espacialmente em φJ1, φJ2 e φJ3, ao passo
que um alvo esteja posicionado em φtgt. O vetor de coecientes ser·a escolhido de forma que
minimize a parcela de y(n) devido aos jammers enquanto maximiza a parcela de y(n) devido
ao sinal de alvo. Em outras palavras, o vetor de coecientes colocar·a nulos no diagrama
de irradiac‚ ao (beampattern) nas posic‚ oes onde encontradam-se as interferencias, ao mesmo
tempo em que de um ganho na direc‚ ao de interesse φtgt.
O beampattern ·e calculado da seguinte forma. Primeiramente, calcula-se C(φ), ou beam
response para um dado beamformer. Isto ·e, calcula-se a projec‚ ao do vetor de coecientes w
para todas as poss·veis direc‚ oes de chegada −90o ≤ φ ≤ 90o.
C(φ¯) = wH s¯s(φ¯) (2.54)
O beampattern B(φ¯) ·e calculado conforme
B(φ¯) = 10 log10 |C(φ¯)|2. (2.55)
A Figura 2.5 a seguir ilustra B(φ¯) para um vetor de coecientes uniformes, isto ·e,
w =
1√
N
[
1 1 · · · 1
]T
(2.56)
em func‚ ao do angulo de chegada φ e da freq¤uencia espacial normalizada φ¯. Nesta gura, o
distanciamento entre os elementos ·e dado por d = λ
2
. Observando a Figura 2.5, percebe-se
que os lobos secund·arios alargam-se a medida em que o angulo de chegada (AoA) se afasta
de zero quando o dom·nio ·e φ. Portanto, ser·a utilizada a freq¤uencia espacial normalizada
φ¯ ao longo deste trabalho, o que elimina este espalhamento [22], conforme mostra a Figura
2.5. Ainda em relac‚ ao a Figura 2.5, ca evidente que sao dados ganhos signicativos aos lo-
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bos secund·arios. Considerando uma situac‚ ao hipot·etica, onde existam jammers situados em
φ¯J1 = −0, 21, φ¯J2 = −0, 15, φ¯J3 = 0, 28 e φ¯J4 = 0, 34, a Figura 2.6 ilustra o caso em que os
lobos secund·arios nao atenuam de forma satisfat·oria os sinais provenientes das direc‚ oes onde
existam fontes de interferencia. Supondo que os jammers mencionados possuam potencia de
50dB, ca claro que a interferencia ainda atrapalha a detecc‚ ao de sinais no lobo principal.
Note que a expressao (2.54) pode ser reescrita como:
C(φ¯) =
N−1∑
k=0
w∗ksk (2.57)
=
1√
N
N−1∑
k=0
w∗ke
jk2piφ¯ (2.58)
com sk sendo a k-·esima componente do vetor s¯s(φ¯) em (2.32). Considerando um vetor de
coecientes unit·arios e m·odulo igualmente unit·ario como em (2.56), tem-se
C(φ¯) =
1
N
N−1∑
k=0
ejk2piφ¯ (2.59)
=
1
N
N−1∑
k=0
(ej2piφ¯)k (2.60)
=
1
N
1− ej2pi(N−1)φ¯
1− ej2piφ¯ (2.61)
=
1
N
ej2pi(N−1)φ¯
ej2piφ¯
sen
[
pi(N − 1)φ¯]
sen(piφ¯)
(2.62)
tirando o m·odulo de (2.62), obt·em-se
|C(φ¯)| = 1
N
∣∣∣∣∣ sen
[
pi(N − 1)φ¯]
sen(piφ¯)
∣∣∣∣∣ (2.63)
levando a um beampattern na forma apresentada na Figura 2.6.
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Figura 2.5: Beampattern para um vetor de coeficientes uniforme.
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Figura 2.6: Beampattern para um vetor de coeficientes uniforme e posic¸a˜o de jammers.
2.1.7 Grating Lobes
Nesta subsec‚ ao ser·a analisada a inuencia do parametro d no diagrama de irradiac‚ ao.
Considerando a equac‚ ao (2.63), verica-se que o numerador e o denominador serao nulos
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quando seus argumentos forem m·ultiplos de pi, isto ·e,
pi
d
λ
senφ = kpi (2.64)
Reescrevendo (2.64) em func‚ ao da freq¤uencia espacial normalizada, tem-se
piφ¯ = kpi (2.65)
A regiao vis·vel [15] encontra-se nos limites−1 ≤ senφ ≤ 1 (ou− d
λ
≤ φ¯ ≤ d
λ
). Logo,
quando (2.65) for satisfeita, haverao lobos secund·arios da mesma altura do lobo principal.
Estes lobos sao denominados grating lobes, e sua localizac‚ ao no dom·nio da freq¤uencia
espacial ocorrer·a para
senφ = k
λ
d
(2.66)
A Figura 2.7 a seguir ilustra a posic‚ ao dos grating lobes em func‚ ao do parametro d para um
vetor de coecientes uniforme.
A freq¤uencia espacial deve ser alta o suciente para amostrar o sinal que incide sobre
o array sem ambiguidades, de forma an·aloga ao Teorema de Nyquist [23]. Grating Lobes
introduzem ambiguidade espacial. Ou seja, a sinais provenientes de regi oes as quais existam
grating lobes (no diagrama de irradiac‚ ao do array) ser·a dado o mesmo ganho que ·e dado aos
sinais provenientes da direc‚ ao de interesse. Na Figura 2.7 observa-se que para um distancia
entre os sensores de d = λ
4
, os grating lobes ocorrem em d = ±4 (e seus m·ultiplos), por-
tanto, a ambiguidade est·a fora da regiao vis·vel. No segundo caso, d = λ
2
, as ambiguidades
ocorrem em d = ±2 (e seus m·ultiplos), nao ocasionando ambiguidades dentro da regiao
vis·vel. Tem-se, para este caso, uma freq¤uencia de amostragem espacial an·aloga a taxa de
amostragem de Nyquist. Fica f·acil de observar que, para d > λ
2
, como nos dois ·ultimos casos
ilustrados na Figura 2.7, ocorre a ambig¤uidade espacial.
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(b) ULA com distanciamento entre sensores d = λ2 .
Figura 2.7: Grating Lobes em func¸a˜o da distaˆncia entre elementos do array.
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(d) ULA com distanceamento entre sensores d = 2λ.
Figura 2.7: Grating Lobes em func¸a˜o da distaˆncia entre elementos do array.
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2.1.8 Abertura Espacial
O diagrama de irradiac‚ ao de um processador, conforme descrito de (2.58) a (2.62), ·e
func‚ ao do n·umero de elementos do array. A Figura 2.8 ilustra o aumento da abertura espacial
de um ULA a medida em que mais sensores sao empregados. Isto ocorre de forma an·aloga a
DFT, em que um n·umero maior de amostras dispon·veis, leva a uma representac‚ ao mais el
no dom·nio da freq¤uencia. No caso do ULA, o n·umero de sensores N representar·a o n·umero
de amostras (cada sensor contribui com uma amostra espacial) e, portanto, verica-se que
quao maior for N , maior ser·a a abertura espacial do array linear uniforme. Percebe-se que,
a medida que ocorre o estreitamento do lobo principal, os lobos secund·arios sao atenuados.
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(a) ULA com N = 4 sensores.
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(b) ULA com N = 8 sensores.
Figura 2.8: Abertura espacial em func¸a˜o do nu´mero de elementos do ULA.
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(d) ULA com N = 32 sensores.
Figura 2.8: Abertura espacial em func¸a˜o do nu´mero de elementos do ULA.
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2.1.9 Processamento Independente ou Dependente dos Dados
At·e agora foram comentados os princ·pios b·asicos do processamento de arrays. Outro
ponto importante a ser discutido est·a ligado ao processador (beamformer) utilizado, isto ·e,
como sao obtidos os coecientes wi que fazem a combinac‚ ao linear dos sinais recebidos.
O processador pode ser obtido de forma que independa ou dependa das caracter·sticas dos
sinais recebidos. No primeiro caso, o vetor de coecientes w ·e calculado de forma que
apresente sempre a mesma resposta (beampattern) independente dos sinais recebidos. Isto ·e,
ser·a dado um ganho xo para cada freq¤uencia espacial, independende da direc‚ ao em que as
fontes de interferencia se encontrem. Seu funcionamento se assemelha a um ltro seletor de
freq¤uencias, que apresentar·a sempre a mesma func‚ ao de transferencia, nao importando se a
faixa de freq¤uencia da interferencia ·e alterada ou nao. J·a os processadores dependentes dos
dados sao calculados a partir do conhecimento das estat·sticas dos sinais de interferencia.
Neste caso, a resposta do array varia conforme as estat·sticas das fontes de interferencia, de
modo que seja otimizada segundo algum crit·erio apropriado [18]. Quando essas estat·sticas
sao desconhecidas a priori, ou quando variam ao longo do tempo (caso nao-estacion·ario),
utiliza-se algoritmos adaptativos para o c·alculo do vetor de coecientes, de modo que a
resposta do array aproxime-se da resposta estatisticamente ·otima.
Processamento Independente dos Dados
O processamento independente dos dados consiste em um ltro projetado de acordo com
as especicac‚ oes do projetista. Para sinais que nao tem sua freq¤uencia alterada ao longo do
tempo, essa forma de processamento ·e eciente. A Figura 2.9 a seguir ilustra os coecientes
de um ltro de coecientes uniforme que foram janelados por uma func‚ ao de Chebyshev
[11]. Os coecientes janelados wwin foram obtidos a partir dos coecientes uniformes da
seguinte maneira:
wwin = wunif © t (2.67)
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em que© representa o produto Hadamard [24] (elemento a elemento) entre o vetor de coe-
cientes uniforme e o vetor de coecientes do janelamento t. O diagrama de irradiac‚ ao destes
processadores encontram-se ilustrados na Figura 2.10. Note que a medida em que os lobos
secund·arios sao atenuados pelo janelamento, ocorre o alargamento do lobo principal, o
que nem sempre ·e desej·avel.
Processamento Dependente dos Dados
O processamento dependente dos dados, conforme j·a foi explicado, depende do conheci-
mento a priori das estat·sticas dos sinais de interferencia (ltro ·otimo), ou de uma estimativa
desses parametros a partir dos dados recebidos (ltro adaptativo).
Neste cap·tulo ser·a descrito o funcionamento dos beamformers ·otimo e adaptativo. O pri-
meiro ser·a obtido a partir da soluc‚ ao das equac‚ oes normais utilizando a matriz de correlac‚ ao
que descreve o processo de interferencia+ru·do. O beamformer adaptativo ser·a empregado
em duas formas distintas: na forma direta, atrav·es do algoritmo SMI, e atrav·es da estrutura
GSC, em que algoritmos adaptativos como LMS e RLS serao implementados. Ser·a feita uma
interpretac‚ ao f·sica do processamento de sinais que ocorre nos dois casos citados.
• Processamento Espacial O´timo
Considere o ltro w ilustrado na Figura 2.11 a seguir. O vetor que representa os
dados de entrada x(n) tem suas componentes combinadas linearmente pelo vetor de
coecientes do ltro. A sa·da do combinador ·e dada pela expressao:
y(n) = wHx(n) (2.68)
= wH [xs(n) + xi+n(n)] (2.69)
= ys(n) + yi+n(n) (2.70)
Em (2.70), as componentes ys(n) e yi+n(n) sao, respectivamente, as componentes de
sinal e ru·do+interferencia. O vetor de coecientes ·otimo ·e aquele que otimiza algum
crit·erio, func‚ ao de y(n). Para sistemas de radar, uma gura de m·erito amplamente
2. Processamento Espac‚o-Temporal em Sistemas de Radar 44
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Ο
Ο
Ο
Ο
Ο
Ο
Ο
Ο Ο
Ο
Ο
Ο
Ο
Ο
Ο
Ο
Amplitude
         Coeficientes
(a) Coeficientes do “janelamento” Chebyshev de 30dB.
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Figura 2.9: Coeficientes do “janelamento” Chebyshev de 30dB e 50dB.
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Figura 2.10: Diagrama de irradiac¸a˜o dos processadores uniforme e com “janelamento” do tipo
Chebyshev de 30dB e 50dB.
y(n)x(n)
wopt
N Dimensional
Figura 2.11: Filtro “o´timo”.
utilizada ·e a relac‚ ao sinal-ru·do+interferencia na sa·da do ltro [15], SINR, denida
como:
SINR = E{|ys(n)|
2}
E{|yi+n(n)|2} (2.71)
=
E{|wHxs(n)|2}
E{[wHxi+n(n)] [wHxi+n(n)]∗} (2.72)
=
σ2s |wH s¯(φ0)|2
wHRw
(2.73)
em que R = E{xi+n(n)xHi+n(n)} ·e a matriz de correlac‚ ao dos sinais de interferencia
(clutter e jamming) e ru·do. O vetor de coecientes ·otimo ·e obtido maximizando-se
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(2.73), em func‚ ao do vetor w, ou seja [14]:
wopt = arg max
w ∈ CN
σ2s |wH s¯(φ0)|2
wHRw
(2.74)
Utilizando a fatorac‚ ao de Cholesky [20] para a matriz de correlac‚ ao do processo de
interferencia+ru·do, R = LLH em (2.74), e denindo wˆ , LHw e ˆ¯s(φ0) , L−1s¯(φ0),
obt·em-se
max
σ2s |wH s¯(φ0)|2
wHRw
=
σ2s |wˆHˆ¯ss(φ0)|2
wˆHwˆ
(2.75)
≤ σ
2
s ||wˆ||2||ˆ¯s(φ0)||2
||wˆ||2 = σ
2
s ||ˆ¯s(φ0)||2 (2.76)
Logo, segundo a desigualdade de Schwartz em (2.76), o limite superior da SINR na
sa·da do ltro ser·a dado por:
SINRmax(φ0) = σ2s s¯H(φ0)R−1s¯(φ0) (2.77)
Note que o mesmo resultado pode ser obtido substituindo-se wˆ = κˆ¯s(φ0), κ ∈ C,
em (2.76), ou seja, qualquer vetor que seja paralelo a ˆ¯s(φ0) ·e uma soluc‚ ao de (2.74).
Finalmente, o vetor de coecientes que maximiza a SINR na sa·da do ltro ·e dado por:
wopt(φ0) = κL
−H ˆ¯s(φ0)
= κR−1s¯(φ0) (2.78)
em que κ ·e um n·umero complexo que nao afeta a SINR, podendo ser selecionado
por diferentes crit·erios [14]. Nesta dissertac‚ ao, assim como na maioria da literatura
estudada, ser·a utilizado o crit·erio do ganho de irradiac‚ ao [C(φ¯0) em (2.54)] unit·ario
na direc‚ ao de observac‚ ao φ0, MVDR (Minimum Variance Distortionless Response).
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Fazendo C(φ¯)0 = 1 em (2.54) com w = wopt(φ0) leva a
κ =
1
s¯H(φ0)R−1s¯(φ0)
. (2.79)
O vetor de coecientes ·otimo, utilizando a restric‚ ao do ganho unit·ario na direc‚ ao de
observac‚ ao, ·e obtido substituindo-se (2.79) em (2.78), como segue:
wMVDR(φ0) =
R−1s¯(φ0)
s¯H(φ0)R−1s¯(φ0)
(2.80)
desta forma, tem-se
wHMVDR(φ0)s¯(φ0) = 1 (2.81)
Ao longo desta Dissertac‚ ao ser·a considerado apenas o caso MVDR e, portanto, nao
haver·a explicitac‚ ao no sub·ndice com a nalidade de simplicar a notac‚ ao. A Figura
2.12 ilustra as etapas de cancelamento de interferencia e detecc‚ ao de um beamformer,
conforme (2.80):
– O sinal que entra no array ·e ltrado atrav·es da operac‚ ao xu(n) = R−1x(n).
Desta forma, a componente de x(n) devido a jamming ·e rejeitada.
– O sinal ltrado xu(n) passa por um ltro casado espacial apontado para o angulo
a ser observado, s¯(φ0). Esta operac‚ ao ·e descrita por y(n) = κs¯H(φ0)xu(n). Em
outras palavras, ser·a feita a projec‚ ao de xu(n) na direc‚ ao de interesse φ0.
– Ap·os a passagem pelo ltro descorrelador e pelo ltro casado espacial, o sinal
resultante y(n) passa por um detector e ser·a avaliado se h·a ou nao a presenc‚a de
alvo na direc‚ ao φ0. Isto ·e feito pela comparac‚ ao do valor de y(n) a um limiar
(threshold) γT . Caso y(n) < γT a hip·otese H0 ·e assumida, isto ·e, assume-se que
nao h·a alvo presente. Caso contr·ario, quando y(n) > γT , hip·oteseH1, considera-
se que o alvo foi detectado na posic‚ ao angular φ0.
Estas etapas se repetem para cada angulo de chegada (AoA) sob investigac‚ ao
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(−90o ≤ φ0 ≤ 90o). Ou seja, todo o espac‚o deve ser varrido na busca por alvos.
Note que para cada direc‚ ao φ0 deve-se recalcular wMVDR(φ0) de acordo com (2.80).
Detector
y(n)
gT
0, 1x(n)
R
-1 k fs( )o
xu(n)
wopt
N Dimensional
( )f
o
Figura 2.12: Etapas de funcionamento do filtro “o´timo”.
• Processamento Espacial Adaptativo (Forma Direta)
O processamento na forma direta, conforme ilustrado pela Figura 2.13, consiste na
obtenc‚ ao de um vetor de coecientes wopt seguido da ltragem do vetor de dados de
entrada x(n). O vetor de coecientes do ltro pode ser obtido pelo algoritmo SMI -
Sample Matrix Inversion [5]. Supondo que K seja o n·umero de snapshots utilizados
na estimac‚ ao de R e que os sinais referentes as fontes de interferencia sejam processos
estacion·arios, tem-se
Rˆ =
1
K
K−1∑
k=0
x(n− k)xH(n− k). (2.82)
Deve-se salientar que, idealmente, x(n) nao cont·em amostras do sinal de interesse, isto
·e, xs(n), para que nao ocorra cancelamento do alvo. Em seguida, calcula-se o vetor de
coecientes MVDR de acordo com a equac‚ ao (2.80), mas substituindo-se R por sua
estimativa Rˆ, isto ·e:
wSMI = κRˆ
−1s¯(φ0) (2.83)
Segundo [25], a qualidade da estimativa dada pela equac‚ ao (2.82) depende da ordemN
do ltro e do n·umero de vetores K empregados, os quais estao ligados pela expressao
RMB (Reed Malett Brennan)
ρ =
K −N + 2
K + 1
, K ≥ N (2.84)
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em que ρ ·e a razao entre a SINR utilizando o vetor de coecientes estimado em (2.83)
e a SINR utilizando o vetor de coecientes ·otimo.
N Dimensional
y(n)
x(n)
wopt
R^
Figura 2.13: Processamento na forma direta.
Para K = 2N consegue-se que a aproximac‚ ao dada por (2.83) que 3dB abaixo do
resultado conseguido com os coecientes ·otimos de (2.80). Este algoritmo apresenta
s·erias desvantagens. Entre elas, a necessidade de inversao de matrizes e o aumento
do n·umero de vetores necess·arios para a estimac‚ ao da matriz de correlac‚ ao a medida
em que mais sensores sao empregados no array. Outra importante desvantagem do
algoritmo SMI est·a relacionada com a qualidade dos dados usados na estimac‚ ao. Isto
·e, se o vetor x(n) de (2.82) possuir componentes provenientes do sinal de interesse
(alvo), poder·a ocorrer o indesej·avel efeito de cancelamento de alvo [26].
• Processamento Espacial Adaptativo (GSC)1
A estrutura GSC (Generalized Sidelobe Canceller) tem seu diagrama de blocos ilus-
trado na Figura 2.14. O bloco representado por Ca refere-se a uma matriz de blo-
queio ortogonal complementar a matriz de restric‚ oes C [27] (nao mostrada na Figura
2.14). A matriz C conter·a as L freq¤uencias espaciais, as quais deseja-se impor alguma
restric‚ ao especicada por um vetor de ganho g (tamb·em nao ilustrado na Figura 2.14).
Consegue-se formar Ca a partir de C atrav·es de processos de ortogonalizac‚ ao como
Gram-Schmidt, decomposic‚ ao QR ou por decomposic‚ ao em valores singulares (SVD).
A matriz de restric‚ oes pode ser montada de diferentes maneiras. As restric‚ oes podem
ser pontuais, vetoriais, por regiao (autovetoriais) ou uma combinac‚ ao destes diferentes
tipos de restric‚ oes [18]. Se o vetor de coecientes possui N graus de liberdade, e se
1 O material desta sec¸a˜o foi amplamente baseado em [27]. Va´rios detalhes omitidos por questa˜o de espac¸o
podem ser encontrados em [27].
2. Processamento Espac‚o-Temporal em Sistemas de Radar 50
L restric‚ oes sao impostas ao problema, N − L graus de liberdade estarao dispon·veis
para a otimizac‚ ao da func‚ ao objetivo. Para restric‚ oes pontuais, cada coluna de C con-
ter·a um vetor de direcionamento relacionado com a freq¤uencia de interesse, conforme
descrito a seguir:
C =
[
s¯(φ0) s¯(φ1) · · · s¯(φL−1)
]
. (2.85)
Note que cada restric‚ ao retira um grau de liberdade de w, logo, o n·umero m·aximo
de restric‚ oes poss·vel ·e igual a N . Neste caso limite, tem-se um beamformer deter-
min·stico, ou independente dos dados de entrada. Nesta Dissertac‚ ao, assim como na
maioria da literatura estudada, quando utilizada a estrutura GSC, ser·a utilizada uma
·unica restric‚ ao (L = 1), do tipo pontual. Desta forma, as matrizes C e Ca possuirao
dimensoes C ∈ CN×1 e Ca ∈ CN×N−1, respectivamente. Como conseq¤uencia de Ca
ser ortogonal complementar a C, tem-se CHCa = 0 e CaHC = 0.
Ca wa
wq
y(n)
y(n)
+
-
e(n)
x(n)
u(n)
N Dimensional
N-L Dimensional
(n)
^
Figura 2.14: Representac¸a˜o alternativa do problema atrave´s da estrutura GSC.
O vetor de coecientes visto pelo vetor de dados de entrada x(n) ·e dado por:
w(n) = wq −Cawa(n) (2.86)
no qual os vetores wq e wa(n) sao, respectivamente, os vetores de coecientes quies-
cente e adaptativo (Figura 2.14). Estes vetores que compoem o vetor w devem satisfa-
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zer as restric‚ oes impostas pelo projetista conforme descrito a seguir:
CHw = g (2.87)
[
s¯(φ0) s¯(φ1) · · · s¯(φL−1)
]H
w =

g0
g1
.
.
.
gL−1

, (2.88)
em que g ·e o vetor de ganho, e gi ·e um escalar que representa o ganho dado a freq¤uencia
espacial φi. O vetor de coecientes quiescente wq ser·a func‚ ao da matriz de restric‚ oes
e do vetor de ganho, conforme (2.89):
wq = C
(
CHC
)−1
g (2.89)
este vetor deixar·a passar, com ganho gi, os sinais cujas freq¤uencias espaciais φi estejam
em C. Finalmente, o vetor wa ser·a um vetor de coecientes de dimensoes wa ∈
CN−L×1, e ter·a seus coecientes ajustados segundo algum algoritmo adaptativo, sem
restric‚ oes.
A seguir, sao descritas as etapas do processamento ilustrado na Figura 2.14:
– O sinal de entrada ·e ltrado por um ltro que ·e func‚ ao das restric‚ oes lineares
impostas: y(n) = wHq x(n), em que wq ·e um ltro constante (nao adapt·avel) e
dependente da matriz de restric‚ oes C. Esta operac‚ ao ocorre no chamado ramo
superior da estrutura GSC.
– No ramo inferior, as componentes do sinal de entrada que estiverem no espac‚o
vetorial gerado pelas colunas da matriz de restric‚ oes serao anuladas pela matriz
de bloqueio Ca, que ·e ortogonal complementar a matriz de restric‚ oes C [27]. Isto
·e, CHCa = 0, onde 0 ·e uma matriz retangular com todos seus elementos iguais a
zero. Ou seja, neste ramo s·o nao ·e rejeitado o que fora rejeitado no ramo superior.
Esta operac‚ ao ·e dada por u(n) = Cax(n), e em seguida, o vetor de dados u(n)
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passa por um ltro adaptativo, wa(n), sem restric‚ oes. Os coecientes deste ltro
sao ajustados segundo algum algoritmo adaptativo como, por exemplo, o LMS
ou o RLS.
– No ramo superior serao observadas componentes de sinal, ru·do e interferencia
proveniente da(s) direc‚ ao(direc‚ oes) de observac‚ ao dadas pela matriz de restric‚ oes;
ao passo que no ramo inferior tem-se ru·do+interferencia em todas as outras
direc‚ oes que nao estao presentes na matriz de restric‚ oes. Desta forma, no ramo
inferior serao estimadas as amostras de ru·do+interferencia do ramo superior.
Matematicamente, y(n) = s0(n)+i0(n)+n0(n), enquanto yˆ(n) = iˆ0(n)+nˆ0(n).
– A sa·da do ramo inferior ·e subtra·da do sinal resultante do ramo superior, gerando
um sinal de erro que ser·a minimizado por algum algoritmo adaptativo.
Observando a estrutura GSC ilustrada na Figura 2.14 e denindo as novas vari·aveis:
y(n) , wHq x(n) (2.90)
u(n) , CaHx(n) (2.91)
consegue-se formular o problema da minimizac‚ ao do erro m·edio quadr·atico (MSE)
com um sinal desejado, conforme ilustra a Figura 2.15, ao inv·es da formulac‚ ao atrav·es
da maximizac‚ ao da SINR. Apesar da diferente formulac‚ ao do problema, a SINR na
sa·da do ltro ·e a mesma [26].
wa(n)
y(n)
y(n) e(n)+
-
u(n)
N-L dimensional
^
Figura 2.15: Configurac¸a˜o do filtro adaptativo - minimizac¸a˜o do MSE.
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A matriz de correlac‚ ao do vetor u(n), Ruu ∈ CN−1×N−1, ·e obtida da seguinte forma:
Ruu = E{u(n)uH(n)} (2.92)
= E{[CaHx(n)][CaHx(n)]H} (2.93)
= Ca
HE{x(n)xH(n)}Ca (2.94)
= Ca
HRxxCa (2.95)
= Ca
HRssCa︸ ︷︷ ︸
0
+Ca
HRi+nCa (2.96)
= Ca
HRi+nCa (2.97)
• Resultados de Simulac¸a˜o
A seguir, simulou-se os processos de cancelamento de interferencia (jamming) e de-
tecc‚ ao para um ULA de N = 5 elementos. Considerou-se a presenc‚a de um jammer
na posic‚ ao φ¯j = −0, 1, que foi modelado como uma vari·avel aleat·oria complexa de
distribuic‚ ao gaussiana, m·edia zero e variancia σ2j = 40dB. O ru·do de medic‚ ao tamb·em
foi modelado como uma vari·avel aleat·oria complexa de distribuic‚ ao gaussiana, m·edia
zero e variancia σ2n = 0dB. Levou-se em considerac‚ ao que o ru·do de medic‚ ao em cada
sensor ·e independente estatisticamente dos demais. Considerou-se, tamb·em, que o si-
nal proveniente do alvo tenha variancia σ2s = 10dB e se encontre na posic‚ ao conhecida
a priori φ¯tgt = 0, 2. Finalmente, verica-se que a relac‚ ao sinal-ru·do+interferencia na
entrada do ltro, SINR ·e de −30dB.
Os resultados de simulac‚ ao desta sec‚ ao comparam o beampattern de beamformers
adaptativos em relac‚ ao ao beamformer ·otimo MVDR (que requer o conhecimento
a priori das estat·sticas de segunda ordem dos sinais de interferencia e ru·do). Foram
simulados os algoritmos LMS, RLS e SMI, e seus diagramas de irradiac‚ ao foram ob-
tidos segundo a equac‚ ao (2.55), podendo ser vericados na Figura 2.16 (b), (c) e (d),
respectivamente.
Comparando os resultados obtidos em simulac‚ ao, ilustrados na Figura 2.16, conclui-
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Figura 2.16: Diagrama de irradiac¸a˜o dos coeficientes MVDR (a) O´timo, (b) SMI, (c) LMS e (d)
RLS.
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(c) Beamformer MVDR-LMS.
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(d) Beamformer MVDR-RLS.
Figura 2.16: Diagrama de irradiac¸a˜o dos coeficientes MVDR (a) O´timo, (b) SMI, (c) LMS e (d)
RLS.
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se que todos os modelos estudados apresentam forte atenuac‚ ao na posic‚ ao angular
referente ao sinal de interferencia (φ¯j = −0, 1), bem como apresentam ganho unit·ario
(0dB) na posic‚ ao angular referente ao sinal proveniente do alvo (φ¯tgt = 0, 2).
Por m, foi simulada a entrada de 100 amostras no array. Supondo que todas as amos-
tras, exceto a de n·umero n = 50 contenham apenas componentes de interferencia e
ru·do, foi feita a ltragem destes sinais utilizando os beamformers ·otimo, SMI, LMS
e RLS (ap·os terem atingido a convergencia estat·stica). O resultado desta simulac‚ ao
encontra-se na Figura 2.17 e ca claro que ap·os o cancelamento da interferencia h·a um
sinal de alvo na amostra de n·umero n = 50.
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Figura 2.17: Sinal de entrada e saı´da para diferentes algoritmos adaptativos.
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2.2 O Efeito Doppler
Considere que um alvo se encontre a uma distancia R do radar. Logo, a distancia per-
corrida pelo pulso transmitido para que atinja o alvo e retorne ao transmissor (radar mono-
est·atico) ·e 2R. Sabendo que a cada comprimento de onda λ ocorre um atraso de fase de 2pi
radianos, a fase do sinal que retorna ao radar ap·os atingir o alvo apresenta um atraso de 4piR
λ
radianos. A freq¤uencia Doppler wd (rad/s) do sinal recebido ·e dada pela taxa de variac‚ ao de
sua fase, isto ·e,
ωd = 2pifd
=
d
dt
θ(t)
=
4pi
λ
d
dt
R(t)
=
4pivr
λ
(2.98)
em que θ(t) ·e a fase do sinal ao longo do tempo, R(t) ·e a distancia a que alvo se encontra
do radar no instante de tempo t e vr ·e a velocidade radial do alvo em relac‚ ao ao radar. A
expressao (2.98) pode ser reescrita utilizando a relac‚ ao c = λfc, em que c ·e a velocidade de
propagac‚ ao da luz e fc ·e a freq¤uencia da portadora, em Hertz, do sinal transmitido pelo radar.
Assim, obt·em-se
wd =
4pivrfc
c
(2.99)
A distancia entre o alvo e o radar ·e calculada a partir do tempo necess·ario para que
um pulso atinja o alvo e retorne ao radar. Nesta sec‚ ao faz-se uma descric‚ ao anal·tica do
pulso transmitido pelo radar que, ao atingir alvos (est·aticos ou m·oveis), retorna ao radar com
freq¤uencia e fase alteradas devido ao efeito Doppler.
Considerando o pulso transmitido por um radar dado em (2.8), o pulso recebido por um
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alvo est·atico, em relac‚ ao ao radar, situado a uma distancia R0 do mesmo ·e dado por
x˜′(t) = x0α′ sen
[
ωc
(
t− R0
c
)
+ θ0
]
= x0α
′ sen
(
ωct− ωcR0
c
+ θ0
)
(2.100)
em que α′ ·e um ganho complexo que modela a atenuac‚ ao sofrida por x˜(t) ao longo de sua
propagac‚ ao. Ap·os reetir no alvo, o sinal que retorna ao radar ·e dado pela expressao
x˜′′(t) = x0α′′ sen
(
ωct− 2ωcR0
c
+ θ0
)
(2.101)
A vari·avel α′′ representa a atenuac‚ ao sofrida por x˜(t) durante sua propagac‚ ao no percurso
radar-alvo-radar. Supondo, agora, que o alvo se mova com velocidade radial constante vr
(acelerac‚ ao nula), pode-se escrever a distancia R, em func‚ ao do tempo, conforme a equac‚ ao:
R(t) = R0 ∓ vr(t− t0). (2.102)
Note que a diferenc‚a t − t0 ·e o tempo gasto para que o sinal chegue ao alvo. A equac‚ ao
(2.100) pode ser reescrita como
x˜′(t) = x0α′ sen
[
ωc
(
t− R(t)
c
)
+ θ0
]
(2.103)
com R(t) dado por (2.102). Substituindo (2.102) em (2.103), tem-se
x˜′(t) = x0α′ sen
{
ωc
[
t− R0
c
± vr
c
(t− t0)
]
+ θ0
}
= x0α
′ sen
[
ωc
(
1± vr
c
)
t− ωc
c
(R0 ± vrt0) + θ0
]
(2.104)
Sabendo que o sinal de eco que retorna ao radar ·e o mesmo sinal que atingiu o alvo num
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instante R(t)/c anterior, pode-se escrever o sinal recebido pelo radar como
x˜′′(t) = x0α′′ sen
{
ωc
[
t− 2R(t)
c
]
+ θ0
}
= x0α
′′ sen
[
ωc
(
1± 2vr
c
)
t− 2ωc
c
(R0 ± vrt0) + θ0
]
(2.105)
A equac‚ ao (2.105) pode ser reescrita, em func‚ ao da freq¤uencia Doppler (2.99), como
x˜′′(t) = x0α′′ sen
[
(ωc ± ωd)t− 2ωcR0
c
∓ ωdt0 + θ0
]
(2.106)
Conforme j·a comentado, o processo de recepc‚ ao em um elemento do array est·a ilustrado
na Figura 2.4. De forma identica a realizada nas equac‚ oes (2.11) a (2.18), descreve-se a
seguir, a obtenc‚ ao das componentes em fase e em quadratura na sa·da do receptor.
x1(t) = A sen(ωct)x˜
′′(t)
= −Ax0α
′′
4
(
ejωct − e−jωct) {ej[(ωc±ωd)t− 2ωcR0c ∓ωdt0+θ0] − e−j[(ωc±ωd)t− 2ωcR0c ∓ωdt0+θ0]}
= −Ax0α
′′
4
{
ej[(2ωc±ωd)t−
2ωcR0
c
∓ωdt0+θ0] + e−j[(2ωc±ωd)t−
2ωcR0
c
∓ωdt0+θ0]
}
+
Ax0α
′′
4
{
ej[±ωdt−
2ωcR0
c
∓ωdt0+θ0] + e−j[±ωdt−
2ωcR0
c
∓ωdt0+θ0]
}
= −Ax0α
′′
2
{
cos
[
(2ωc ± ωd)t− 2ωcR0
c
∓ ωdt0 + θ0
]
− cos
[
±ωdt− 2ωcR0
c
∓ ωdt0 + θ0
]}
(2.107)
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e, de maneira identica, obt·em-se x2(t):
x2(t) = A cos(ωct)x˜
′′(t)
=
Ax0α
′′
4j
(
ejωct + e−jωct
) {
ej[(ωc±ωd)t−
2ωcR0
c
∓ωdt0+θ0] − e−j[(ωc±ωd)t− 2ωcR0c ∓ωdt0+θ0]
}
=
Ax0α
′′
4j
{
ej[(2ωc±ωd)t−
2ωcR0
c
∓ωdt0+θ0] − e−j[(2ωc±ωd)t− 2ωcR0c ∓ωdt0+θ0]
}
+
Ax0α
′′
4j
{
ej[±ωdt−
2ωcR0
c
∓ωdt0+θ0] − e−j[±ωdt− 2ωcR0c ∓ωdt0+θ0]
}
=
Ax0α
′′
2
{
sen
[
(2ωc ± ωd)t− 2ωcR0
c
∓ ωdt0 + θ0
]
+ sen
[
±ωdt− 2ωcR0
c
∓ ωdt0 + θ0
]}
(2.108)
Ap·os a passagem por um ltro passa-baixas, os sinais x1(t) e x2(t) sao reescritos da seguinte
forma, respectivamente:
xI(t) = α cos
[
±ωdt− 2ωcR0
c
∓ ωdt0θ0
]
(2.109)
xQ(t) = α sen
[
±ωdt− 2ωcR0
c
∓ ωdt0θ0
]
. (2.110)
Logo ap·os a desmodulac‚ ao e ltragem, estes sinais sao amostrados e somados em quadratura,
isto ·e:
x(n) = xI(n) + jxQ(n) (2.111)
= α
{
cos
[
±ωdn− 2ωcR0
c
∓ ωdt0θ0
]
+ j sen
[
±ωdn− 2ωcR0
c
∓ ωdt0θ0
]}
(2.112)
= αej[±ωdn−
2ωcR0
c
∓ωdt0+θ0] (2.113)
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2.3 Processamento Temporal
Tendo como base o processamento espacial e o efeito Doppler, ser·a desenvolvido nesta
sec‚ ao o equacionamento referente ao processamento temporal dos sinais recebidos por rada-
res MTI. Ou seja, ao inv·es de fazer a discriminac‚ ao espacial dos sinais recebidos, ser·a feita
a discriminac‚ ao temporal, em que alvos e fontes de interferencia (i.e., clutter) serao diferen-
ciados atrav·es da freq¤uencia Doppler de sinais recebidos. A freq¤uencia Doppler fd de um
objeto localizado a um angulo φ do radar ·e dada por [12]
fd =
2v
λ
senφ (2.114)
em que v ·e a velocidade radial do alvo. Em cada canal, o sinal incidente x˜′′(t) ser·a conver-
tido a banda base e amostrado em diferentes instantes de tempo m·ultiplos de um PRI, isto
·e, x˜′′(T0 + mT ), em que T representa um intervalo de tempo igual a um PRI. Essas amos-
tras serao discretizadas e armazenadas em mem·orias. O vetor de dados no interior do ltro
ilustrado na Figura 2.18 ·e descrito por
x(n) =
[
x(n) x(n− T ) · · · x(n− (M − 1)T )
]T
. (2.115)
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Figura 2.18: Filtro Doppler.
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O ltro ilustrado pela Figura 2.18 pode ser visto como uma linha de retardo (ltro FIR)
[26]. Considerando que o sinal x(n) possua amplitude aleat ·oria complexa α [13] e freq¤uencia
Doppler fd, em cada tap do ltro tem-se:
x(n) = αej2pifdT0 (2.116)
x(n− T ) = x(n)ej2pifdT (2.117)
x(n− 2T ) = x(n)ej2pifd2T (2.118)
.
.
. (2.119)
x(n− (M − 1)T ) = x(n)ej2pifd(M−1)T . (2.120)
Assim como em (2.31) deniu-se a freq¤uencia espacial normalizada, dene-se de maneira
similar a freq¤uencia Doppler normalizada como:
f¯d , fdT =
fd
PRF
(2.121)
2.3.1 O Vetor de Direcionamento Temporal
Novamente, de forma an·aloga as equac‚ oes (2.26) e (2.29), dene-se o vetor de dados no
interior do ltro representado pela Figura 2.18 como:
x(n) = α
[
ej2pifd ej2pifd[1+T ] · · · ej2pifd[1+(M−1)T ]
]T
(2.122)
= x(n)
[
1 ej2pifdT · · · ej2pifd(M−1)T
]T
(2.123)
= x(n)
[
1 ej2pif¯d · · · ej2pi(M−1)f¯d
]T
(2.124)
e dene-se o vetor de direcionamento temporal como:
st(f¯d) =
[
1 ej2pif¯d · · · ej2pi(M−1)f¯d
]T
. (2.125)
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Desta forma, (2.124) pode ser escrita em func‚ ao de st(f¯d) como segue:
x(n) = x(n)st(f¯d) (2.126)
O vetor de direcionamento temporal normalizado ·e denido como
s¯t(f¯d) =
1√
M
st(f¯d) (2.127)
de modo que s¯Ht s¯t = 1. Por apresentar formulac‚ ao identica ao processamento espacial visto
nas sec‚ oes anteriores, o vetor de coecientes ·otimo para o processamento temporal ·e dado
por
w = κR−1s¯t(f¯d) (2.128)
em que R ·e a matriz de correlac‚ ao temporal dos processos de interferencia+ru·do.
2.4 Processamento Espac‚o-Temporal ·Otimo
Esta sec‚ ao utilizar·a os conceitos abordados neste cap·tulo para desenvolver o equacio-
namento referente ao processamento espac‚o-temporal em sistemas de radar MTI. Primeira-
mente ser·a obtido o vetor de direcionamento espac‚o-temporal e, em seguida, ser·a comentado
como obter os coecientes deste ltro.
2.4.1 Vetor de Direcionamento Espac¸o-Temporal
Considere agora a Figura 2.19 a seguir, que ilustra um ltro espac‚o-temporal. Este ltro
·e composto de N canais, cada um contendo um receptor e um conversor A/D, seguido de um
ltro Doppler, como apresentado na Sec‚ ao 2.3.
Analisando isoladamente o primeiro canal, tem-se a mesma situac‚ ao analisada na Fi-
gura 2.18. Supondo que o primeiro canal receba o sinal proveniente de φ0 sem atraso de
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propagac‚ ao, o sinal x(n) ·e amostrado em diferentes pulsos e dado por
x(n) = x(n)st(f¯d). (2.129)
De forma identica, segundo (2.28) e (2.124), o vetor de dados recebidos no i-·esimo canal
ser·a dado por
xi(n) = x(n)e
j2pi(i−1)φ¯0st(f¯d) (2.130)
Uma forma conveniente de expressar o vetor de direcionamento espac‚o-temporal ·e pelo pro-
duto Kronecker [24]
ss−t(φ¯0, f¯d) = st(f¯d)⊗ ss(φ¯0) (2.131)
=
[
st(f¯d) e
j2piφ¯0st(f¯d) · · · ej2pi(N−1)φ¯0st(f¯d)
]T
(2.132)
A Figura 2.20 a seguir ilustra um vetor de direcionamento espac‚o-temporal em que φ¯ =
−0, 2 e f¯d = 0, 15.
2.4.2 Filtro Espac¸o-Temporal O´timo
Ap·os obter uma expressao para o vetor de direcionamento espac‚o-temporal, o ltro
·otimo ·e obtido de forma identica aos casos espacial e temporal. Isto ·e, supondo o conheci-
mento das estat·sticas de segunda ordem das fontes de interferencia. O vetor de coecientes
w ∈ CNM×NM , que maximiza a probabilidade de detecc‚ ao para uma taxa de alarme falso
constante (assumindo que as interferencias possuam distribuic‚ ao gaussiana) [5], ·e dado por
w = κR−1ss−t(φ¯0, f¯d) (2.133)
onde, agora, R ·e a matriz de correlac‚ ao espac‚o-temporal das fontes de interferencia. Para
melhor caracterizac‚ ao da matriz R, deve-se obter um modelo que represente as estat·sticas
de sinais de jamming, clutter e ru·do.
2. Processamento Espac‚o-Temporal em Sistemas de Radar 66
Rx
A/D
.
.
.
.
.
.
Sensor 1
x (n)1
x (n-T)1
x (n-(M-2)T)1
x (n-(M-1)T)1
w1,0
w1,1
w1,M-2
w1,M-1 +
+
+
+
+
+
Rx
A/D
.
.
.
.
.
.
Sensor 2
x (n)2
x (n-T)2
x (n-(M-2)T)2
x (n-(M-1)T)2
w2,0
w2,1
w2,M-2
W2,M-1 +
+
+
+
+
+
Rx
A/D
.
.
.
.
.
.
Sensor N
x (n)N
x (n-T)N
x (n-(M-2)T)N
x (n-(M-1)T)N
wN,0
wN,1
wN,M-2
wN,M-1 +
+
+
+
+
+
DETECTOR
+
+
+
y(n)
gT
0,1
y (n)2y (n)1 y (n)N
. . .
.
.
.
T
T
T
T
T T
T
T
T
Figura 2.19: Filtro espac¸o-temporal.
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Figura 2.20: Vetor de direcionamento espac¸o-temporal (obtido via DFT 2D).
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2.4.3 Modelagem Espac¸o-Temporal dos Sinais
Ruı´do
Sinais que representam ru·do t·ermico sao modelados como vari·aveis aleat·orias de dis-
tribuic‚ ao gaussiana, m·edia zero e variancia unit·aria. As amostras recebidas ao longo do
tempo sao consideradas estatisticamente independentes. Para um mesmo instante de tempo,
as amostras de ru·do recebidas pelos diferentes canais de recepc‚ ao sao tamb·em consideradas
estatisticamente independentes. Isto ·e, o ru·do t·ermico ·e um sinal espacialmente e temporal-
mente descorrelacionado. Logo, sua matriz de correlac‚ ao Rz ∈ CNM×NM ser·a dada por
Rz = σ
2
zIM×M ⊗ IN×N (2.134)
em que σ2z ·e a variancia do ru·do e IM×M e IN×N sao, respectivamente, matrizes identidade
de dimensoes M ×M e N ×N .
Jamming
Considerando fontes de jamming do tipo barrage jammers, conforme descrito no Cap·-
tulo 1, estes sinais sao modelados como temporalmente descorrelacionados e espacialmente
correlacionados. Sao temporalmente descorrelacionados por transmitirem uma seq¤uencia a-
leat·oria de largo espectro e alta potencia. Sao espacialmente correlacionados porque conside-
ra-se que tais fontes estejam xas no espac‚o, de onde transmitem sinais que visam atrapalhar
a detecc‚ ao de alvos. Com isso, pode-se modelar a matriz de correlac‚ ao de jammers como
sendo
Rj = σ
2
j IM×M ⊗ s¯s(φ¯)s¯Hs (φ¯) (2.135)
em que σ2j ·e a variancia e s¯s(φ¯) ·e o vetor de direcionamento espacial da fonte de interferencia.
No caso de NJ jammers, a expressao (2.135) deve ser reescrita como
Rj =
NJ∑
i=1
σ2jiIM×M ⊗ s¯s(φ¯i)s¯Hs (φ¯i)
2. Processamento Espac‚o-Temporal em Sistemas de Radar 68
em que σ2ji e φ¯i sao, respectivamente, a variancia e a posic‚ ao angular da i-·esima fonte de
interferencia.
Clutter
Esta forma de interferencia resulta de ecos reetidos em solo, oceano ou em outras su-
perf·cies conforme discutido no Cap·tulo 1. ·E espacialmente e temporalmente correlaciona-
do, devido a natureza dos objetos reetores e porque, a cada novo pulso transmitido, o sinal
que retorna ·e igual ao que havia retornado no pulso anterior, a menos de um atraso (2.124).
Assumindo que o clutter seja estacion·ario no sentido amplo e homogeneo [26], sua matriz
de correlac‚ ao espac‚o-temporal ·e dada por:
Rc = E
{(
Nc∑
i=1
γi s¯s−t(φ¯i)
)(
Nc∑
i=1
γi s¯
H
s−t(φ¯i)
)}
(2.137)
=
Nc∑
i=1
Nc∑
l=1
E{γiγ∗i } s¯s−t(φ¯i) s¯Hs−t(φ¯i) (2.138)
=
Nc∑
i=1
Gi s¯s−t(φ¯i) s¯Hs−t(φ¯i) (2.139)
em que Nc ·e o n·umero de clutter patches2 utilizados (veja Figura 2.21), γi ·e uma vari·avel
aleat·oria complexa que modela a amplitude e fase do i-·esimo clutter patch e s¯s−ti ·e o ve-
tor de direcionamento espac‚o-temporal do i-·esimo clutter patch. De (2.137) para (2.138)
considerou-se que as contribuic‚ oes de diferentes clutter patches sao descorrelacionadas, isto
·e,
E{γiγ∗l } = 0, se i 6= l (2.140)
Em (2.139), o termo G(i) ·e uma constante real positiva, proporcional ao ganho de trans-
missao da antena na direc‚ ao φ¯i [12].
2 Considera-se que cada uma das circunfereˆncias conceˆntricas ilustradas na Figura 2.21 tenha sido discretizada
em Nc clutter patches.
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Figura 2.21: Regia˜o coberta por um radar embarcado em um avia˜o.
Interfereˆncia Total
Assumindo que os sinais de clutter, jamming e ru·do sejam descorrelacionados, pode-se
escrever a matriz de correlac‚ ao das componentes de interferencia R como
R = Rc + Rj + Rz. (2.141)
Novamente, no caso de mais de um jammer, utiliza-se a expressao (2.136).
2.5 Conclusao
Neste cap·tulo foram introduzidos os principais conceitos do processamento espacial
como a amostragem espacial dos sinais recebidos, o vetor de direcionamento espacial, o
diagrama de irradiac‚ ao e grating lobes. Tamb·em foram abordadas as diferentes formas de
processar os sinais recebidos, seja atrav·es de processamento independente ou dependente
dos dados. No processamento dependente dos dados, abriram-se duas possibilidades: o pro-
cessamento na forma direta ou pela estrutura GSC. Diferentes algoritmos foram testados no
cancelamento de interferencias, e foi visto como ·e facilitada a detecc‚ ao de alvos na presenc‚a
de forte interferencia.
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Em seguida, desenvolveu-se o equacionamento referente ao efeito Doppler. Atrav·es da
freq¤uencia Doppler ·e poss·vel distinguir alvos na presenc‚a de clutter. O processamento
temporal, abordado na sec‚ ao seguinte, ·e respons·avel pela extrac‚ ao da informac‚ ao Doppler
nos sinais recebidos.
Finalmente, o cap·tulo se encerrou com uma discussao sobre o processamento nos do-
m·nios espac‚o-temporal. Descreveu-se os modelos dos sinais de interferencia nos dom·nios
espac‚o-temporal e obteve-se uma expressao para o vetor de coecientes ·otimo. A maior
desvantagem do algoritmo ·otimo ·e o nao conhecimento a priori das estat·sticas de segunda
ordem do ambiente (i.e., das fontes de interferencia). Desta forma, ·e crucial a estimac‚ ao
da matriz de correlac‚ ao por meio de algoritmos adaptativos, objetos de estudo do pr·oximo
cap·tulo.
Capı´tulo 3
Algoritmos Adaptativos no Domı´nio
Espac¸o-Temporal
Este cap·tulo discutir·a algumas das formas mais comuns de processamento de sinais no
dom·nio espac‚o-temporal. Primeiramente, ser·a feita uma discussao quanto ao recebimento
dos dados nos chamados tempo r·apido e tempo lento e, conseq¤uentemente, na montagem
do cubo de dados - estrutura utilizada para melhor compreensao e visualizac‚ ao dos dados
recebidos. A seguir, serao abordados os algoritmos de rank completo, isto ·e, algoritmos
que utilizam todos os graus de liberdade dispon·veis para o cancelamento de interferencias.
Posteriormente, serao analisados algoritmos de rank reduzido, nos quais um n·umero redu-
zido de graus de liberdade sao utilizados no cancelamento de interferencias em troca de
uma convergencia estat·stica mais r·apida. Este cap·tulo encerra com uma discussao sobre as
vantagens e desvantagens dos algoritmos abordados.
3.1 O Cubo de Dados
Considere a Figura 2.21, que ilustra a regiao de cobertura de um radar embarcado em um
aviao. As linhas concentricas indicam as L distancias nao-amb·guas cobertas pelo radar. O
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distanciamento entre estas linhas ·e dado por
∆R =
c
2B
(3.1)
em que c ·e a velocidade da luz e B ·e a largura de banda do radar [26]. Cada uma destas
linhas ·e constitu·da de Nc clutter patches, ou seja, os componentes de clutter referentes
as diferentes posic‚ oes angulares φ. Ainda nesta gura, o vetor velocidade da plataforma ·e
denido por ~v, e a regiao investigada ·e representada pelo diagrama de irradiac‚ ao do radar.
Considere o seguinte procedimento na recepc‚ ao de dados de um sistema de radar. A
cada intervalo de amostragem do conversor A/D, um novo snapshot ·e recebido pelo array.
Os sinais recebidos pelos N sensores do array no instante l sao arranjados no vetor (3.2) a
seguir:
x(l) =
[
x1(l) x2(l) · · · xN(l)
]T
(3.2)
este vetor pode ser visualizado na Figura 3.1 (a).
Chama-se tempo r·apido o intervalo de tempo o qual os dados referentes as L distancias
nao-amb·guas sao recebidos [13]. Desta forma, os dados recebidos na primeira amostragem
do conversor A/D sao referentes a circunferencia mais interna da Figura 2.21. Antes da
transmissao de um novo pulso, os dados referentes as l = 2, 3, . . . , L-·esimas distancias nao-
amb·guas sao recebidos, conforme ilustram as Figuras 3.1 (b) e (c). Logo, toda a informac‚ ao
recebida ap·os a transmissao do primeiro pulso pode ser organizada conforme a matriz X1 a
seguir
X1 =

x(1, 1, l1) x(1, 1, l2) · · · x(1, 1, lL)
x(2, 1, l1) x(2, 1, l2) · · · x(2, 1, lL)
.
.
.
.
.
.
.
.
.
.
.
.
x(N, 1, l1) x(N, 1, l2) · · · x(N, 1, lL)

(3.3)
=
[
x(1, l1) x(1, l2) · · · x(1, lL)
]
(3.4)
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(c) l = 1, 2, . . . , L.
Figura 3.1: Organizac¸a˜o dos dados recebidos.
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em que x(1, li) ·e o vetor ∈ CN×1 referente ao primeiro pulso (m = 1) e a i-·esima distancia
nao amb·gua. Para o segundo pulso transmitido (m = 2), tem-se o mesmo procedimento
(i.e., os dados referentes as L distancias nao-amb·guas sao coletados a taxa A/D). A matriz
de dados recebidos no segundo pulso, X2, ·e constru·da de forma identica a (3.3), como
segue:
X2 =

x(1, 2, l1) x(1, 2, l2) · · · x(1, 2, lL)
x(2, 2, l1) x(2, 2, l2) · · · x(2, 2, lL)
.
.
.
.
.
.
.
.
.
.
.
.
x(N, 2, l1) x(N, 2, l2) · · · x(N, 2, lL)

(3.5)
=
[
x(2, l1) x(2, l2) · · · x(2, lL)
]
. (3.6)
Gracamente, os dados coletados ap·os a transmissao do primeiro e segundo pulsos sao re-
presentados pela Figura 3.2 a seguir.
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Figura 3.2: Organizac¸a˜o dos dados recebidos em m = 2 pulsos.
O procedimento se repete at·e o M -·esimo pulso. Novamente, uma matriz de dados ·e
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montada, conforme (3.7) a seguir
XM =

x(1,M, l1) x(1,M, l2) · · · x(1,M, lL)
x(2,M, l1) x(2,M, l2) · · · x(2,M, lL)
.
.
.
.
.
.
.
.
.
.
.
.
x(N,M, l1) x(N,M, l2) · · · x(N,M, lL)

(3.7)
=
[
x(M, l1) x(M, l2) · · · x(M, lL)
]
(3.8)
Finalmente, os dados referentes a (3.3), (3.5) e (3.7) podem ser organizados num cubo,
conforme ilustrado na Figura 3.3 a seguir. Fica claro que Xm corresponde a m-·esima face
lateral do cubo. As dimensoes N × M × L deste cubo representam, respectivamente, o
n·umero de sensores do array, o n·umero de pulsos processados (tempo lento) e as distancias
nao-amb·guas (tempo r·apido). A cada intervalo M × PRI d·a-se o nome CPI (Coherent
Processing Interval), em que um novo cubo de dados ·e recebido. Outra forma de visualizar
os dados recebidos ·e pelo agrupamento lexicogr·aco (empilhamento) das colunas do cubo
ilustrado na Figura 3.3. Assim, os dados sao representados pela Figura 3.4 a seguir, em que
cada vetor x(l) possui dimensao NM × 1.
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Figura 3.3: Cubo de dados.
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Figura 3.4: Dados agrupados lexicograficamente.
3.2 Algoritmos de Rank Completo
Algoritmos de rank completo tem, como caracter·stica, a utilizac‚ ao de todos os graus de
liberdade dispon·veis para efetuar o cancelamento de interferencias. Nesta sec‚ ao, analisa-
se, primeiramente, o algoritmo SMI. Posteriormente, ·e feita uma revisao sobre Diagonal
Loading, que consiste em somar elementos a diagonal principal de matrizes para lhes conferir
maior robustez computacional. Finalmente, ao nal desta sec‚ ao, ser·a comentado o algoritmo
SMI-DL, que incorpora DL ao algoritmo SMI, visando maior robustez computacional.
3.2.1 SMI
O algoritmo SMI, brevemente explicado no cap·tulo anterior, ser·a empregado para o
cancelamento de interferencias de clutter e jamming em sistemas de radar. Conforme j·a
vericado, o algoritmo consiste na estimac‚ ao da matriz de correlac‚ ao dos sinais de inter-
ferencia+ru·do Rˆ e em seguida na soluc‚ ao da equac‚ ao
w = κRˆ−1s¯(φ¯, f¯d) (3.9)
para o c·alculo do vetor de coecientes que maximize a relac‚ ao sinal-ru·do+interferencia
na sa·da do ltro (2.73). No entanto, existem detalhes na estimac‚ ao de Rˆ que devem ser
apontados.
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Estimac¸a˜o da Matriz de Correlac¸a˜o dos Processos de Interfereˆncia e Ruı´do
A matriz de correlac‚ ao dos processos de interferencia e ru·do ·e estimada conforme a
equac‚ ao (3.10) a seguir.
Rˆ =
1
L
L∑
l=1
x(l)xH(l) (3.10)
em que x(l) ∈ CNM×1 ·e o vetor resultante do agrupamento lexicogr·aco dos dados referentes
aos M pulsos recebidos da distancia l. Se os vetores secund·arios forem vetores de vari·aveis
aleat·orias Gaussianas independentes e de distribuic‚ ao identica (i.i.d) dos dados da distancia
l0 sob investigac‚ ao, assumindo que as amostras estao livres de alvo, os elementos de Rˆ
possuirao distribuic‚ ao Wishart e (3.10) ser·a a estimativa de m·axima verossimilhanc‚a de R
[25].
Considere que deseja-se vericar a presenc‚a de alvos situados a uma distancia l0 do
radar. Conforme ilustrado pela Figura 2.19, na sa·da do ltro espac‚o-temporal haver·a um
comparador (threshold), e ser·a avaliado se:
y(l0)

< γT , H0 : y(l0) = xi+n(l0)
≥ γT , H1 : y(l0) = αxs(l0) + xi+n(l0)
(3.11)
Assumindo que na distancia l0 exista um alvo presente, deve-se excluir os dados referentes
a esta distancia no c·alculo de Rˆ para evitar o indesej·avel efeito de cancelamento do alvo
[26]. Deta forma, os vetores utilizados em (3.9) serao apenas parcelas de interferencia+ru·do
(hip·oteseH0). Para que os dados da distancia l0 (e vizinhas) nao sejam utilizadas na estimac‚ ao
de Rˆ, sao utilizadas c·elulas de guarda, ilustradas nas Figuras 3.5 e 3.6 a seguir. Logo, (3.10)
deve ser calculada utilizando apenas os chamados vetores secund·arios, ou seja, os vetores de
dados que nao estao contidos na regiao protegida, segundo (3.12)
Rˆ =
1
K
K∑
k=1,
k 3 U
x(k)xH(k) (3.12)
em que U ·e o conjunto que cont·em os vetores de guarda e de interesse.
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Figura 3.5: Cubo de dados e ce´lulas de guarda.
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Figura 3.6: Dados agrupados lexicograficamente e ce´lulas de guarda.
Outro fator importante a ser destacado ·e quanto ao n·umero de vetores secund·arios uti-
lizados em (3.12). A equac‚ ao (2.84), conhecida como regra (resultado) RMB, reescrita a
seguir,
ρ =
K −NM + 2
K + 1
, K ≥ NM (3.13)
contabiliza o efeito do n·umero de vetores secund·arios utilizados na estimac‚ ao de Rˆ na SINR
na sa·da do ltro em relac‚ ao ao ltro ·otimo. Note que em (2.84) tem-se a condic‚ ao K ≥ N ,
enquanto em (3.13) tem-se K ≥ NM , pois quando derivada no Cap·tulo 2, levou-se em
conta apenas o processamento espacial, enquanto em (3.13) leva-se em considerac‚ ao osNM
graus de liberdade devido ao processamento espac‚o-temporal. A Tabela 3.1 a seguir resume
os tres principais fatores que inuenciam a estimativa de Rˆ [22]
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Tabela 3.1: Fatores que inuenciam a qualidade da estima-
tiva de Rˆ.
Fatores
Tipo dos dados utilizados (hip·otese H0 ou H1)
Quantidade de vetores secund·arios utilizados (3.13)
Qualidade dos dados utilizados (vari·aveis aleat·orias iid)
Custo Computacional do Algoritmo SMI
O custo computacional, em FLOPS (oating-point operations), por etapa, do algoritmo
SMI encontra-se descrito na Tabela 3.2 [24].
Tabela 3.2: Custo computacional do algoritmo SMI.
Operac¸a˜o Custo Computacional (FLOPS)
Rˆ = 1
NM
∑K
k=1,
k 3 U
x(k)xH(k) 1
2
KNM(NM + 1)
w = κR−1s¯(φ¯) 1
2
(NM)3 + (NM)2 + 1
6
(NM)3
Custo Total 2
3
(NM)3 +
(
K + 2
3
)
(NM)2 +NM
3.2.2 Diagonal Loading (DL)
A estimac‚ ao da matriz de correlac‚ ao dos processos de interferencia+ru·do pode apresen-
tar alguns problemas no diagrama de irradiac‚ ao do vetor de coecientes calculado a partir
desta matriz mal condicionada. Tais efeitos podem aparecer como distorc‚ ao no lobo princi-
pal ou elevados n·veis do lobo secund·ario [28]. Uma alternativa para reduzir estes efeitos ·e
o chamado diagonal loading (DL), isto ·e, um fator que ser·a somado a diagonal principal da
matriz de correlac‚ ao estimada, conforme (3.14) a seguir:
RˆDL = Rˆ + δ
2I (3.14)
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em que δ2 ·e o fator somado a diagonal de Rˆ e I ·e uma matriz identidade de dimensoes
NM ×NM . Os autovalores de RˆDL sao dados por [26]:
Λˆ =

λˆDL1 + δ
2 0 · · · 0
0 λˆDL2 + δ
2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · λˆDLNM + δ2

(3.15)
O valor escolhido para δ2, normalmente empregado pela comunidade de processamento de
sinais, deve estar entre 5 e 10dB acima no n·vel do ru·do [22]. As Figuras 3.7 e 3.8 a seguir
ilustram os autovalores de R, Rˆ e RˆDL, onde utilizou-se δ2 = 10dB.
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Figura 3.7: Ana´lise dos autovalores da matriz de correlac¸a˜o de jamming+ruı´do para N = 16,
M = 1, φ¯J1 = −0, 433, φ¯J2 = −0, 25 e JNR = 50dB.
Analisando as Figuras 3.7 e 3.8, verica-se que existemMNJ autovalores acima do n·vel
do ru·do (0dB). Ainda em relac‚ ao a estas guras, percebe-se que os autovalores mais signi-
cativos de RˆDL serao minimamente afetados pelo fator δ2, enquanto os menos signicativos
convergirao para δ2 = 10dB.
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Figura 3.8: Ana´lise dos autovalores da matriz de correlac¸a˜o de jamming+ruı´do para N = M = 16,
φ¯J1 = −0, 433, φ¯J2 = −0, 25 e JNR = 50dB.
A densidade espectral de potencia do clutter, obtida atrav·es de (3.16),
Pc(φ¯, f¯d) = w
HRˆcw (3.16)
encontra-se ilustrada nas Figuras 3.9 e 3.10 a seguir. Nessa Dissertac‚ ao, considera-se o
clutter com parametro β = 1, indicando que a cada PRI o array se desloca o equivalente
ao espac‚amento entre sensores [12] e [26]. Esse parametro ·e denido como a razao entre a
freq¤uencia Doppler normalizada (2.121) e a freq¤uencia espacial normalizada (2.31) [12]:
β =
f¯d
φ¯
(3.17)
=
fdT sinφ
d
λ
sinφ
(3.18)
=
2vT
λ
d
λ
(3.19)
=
2vT
d
(3.20)
Considere a situac‚ ao onde exista um sinal de alvo, com SNR=0dB, φ¯tgt = −0, 21 e
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Figura 3.9: Densidade espectral de poteˆncia do clutter para β = 1.
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Figura 3.10: Densidade espectral de poteˆncia do clutter para β = 1.
f¯d = 0, 4 na presenc‚a de clutter, cuja CNR=60dB e densidade espectral de potencia ilustrada
nas Figuras 3.9 e 3.10. As Figuras 3.11 e 3.12, a seguir, ilustram o desempenho do ltro
·otimo e do algoritmo SMI no cancelamento de clutter. Para esses casos considerou-se
N = M = 10 e, para o algoritmo SMI, o n·umero de vetores utilizados na estimac‚ ao de Rˆ
3. Algoritmos Adaptativos no Dom·nio Espac‚o-Temporal 83
foi de K = 2NM .
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Figura 3.11: Cancelamento de clutter pelo filtro “o´timo”.
−70
−60
−50
−40
−30
−20
−10
0  
0 +0.5
0
+0.5
−0.5 
−0.5 
dB 
PSfrag replacements
φ¯
f¯ d
Figura 3.12: Cancelamento de clutter pelo algoritmo SMI.
3.2.3 SMI-DL
Utilizando o algoritmo SMI juntamente com diagonal loading, chega-se ao algoritmo
SMI-DL, cujos coecientes sao obtidos conforme (3.21) a seguir,
w = κRˆ−1DLs¯(φ¯) (3.21)
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em que RˆDL = Rˆ+δ2I. A Figura 3.13, a seguir, ilustra o desempenho do algoritmo SMI-DL
(DL=10dB) no cancelamento de clutter. Comparando com os resultados obtidos nas Figuras
3.11 e 3.12, nota-se que o desempenho do algoritmo SMI-DL ·e superior ao SMI quanto ao
cancelamento de clutter.
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Figura 3.13: Cancelamento de clutter pelo algoritmo SMI-DL.
3.3 Algoritmos de Rank Reduzido (RR)
Algoritmos de rank reduzido surgem como alternativa ao processamento espac‚o-temporal
de rank completo. A principal caracter·stica destes algoritmos ·e, como o pr·oprio nome diz,
utilizar um n·umero reduzido de graus de liberdade no cancelamento de interferencias vi-
sando obter uma melhor convergencia estat·stica [13]. A utilizac‚ ao de um n·umero redu-
zido de graus de liberdade para o cancelamento de interferencias ·e poss·vel pois as matrizes
de correlac‚ ao de clutter e jamming apresentam rank pequeno comparado a ordem do ltro
espac‚o-temporal. Nesta sec‚ ao, ser·a apresentado um exemplo que ilustrar·a a necessidade da
utilizac‚ ao de algoritmos de rank reduzido. A seguir, ser·a apresentada uma equac‚ ao utilizada
na estimac‚ ao do rank de R, conhecida como lei de Brennan. Posteriormente, serao apre-
sentados os algoritmos de componentes principais (PC) e sua versao com diagonal loading
(PC-DL), implementados na forma direta (Figura 2.13).
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3.3.1 A Necessidade de Algoritmos de Rank Reduzido
Considere um sistema de radar com N = M = 16. Segundo (3.13), o n·umero de
vetores secund·arios para que a SINR que em torno de 3dB abaixo do ltro ·otimo ·e
K = 2NM = 512. Considerando que o radar em questao possua largura de banda de
B = 200kHz e PRF = 250Hz, cada c·elula de distancia do cubo ilustrado nas Figuras 3.3
e 3.5 representar·a, segundo (3.1), uma distancia de ∆R = 3.10
8
2.200.103
= 750m. Logo, os
K vetores secund·arios representarao uma distancia de K∆R = 384km, o que inviabiliza
qualquer hip·otese de vetores i.i.d. e ambiente estacion·ario e/ou homogeneo (veja Tabela
3.1). Ainda, dependendo da PRF utilizada, a distancia associada aos vetores secund·arios
pode ultrapassar a m·axima distancia nao-amb·gua (1.5).
3.3.2 Lei de Brennan
Para uma estimativa do rank da matriz de correlac‚ ao de clutter e, consequentemente, a
ordem do ltro espac‚o-temporal necess·aria para o cancelamento dessa interferencia, utiliza-
se a expressao (3.22) a seguir,
rank{Rc} ≈ N + (M − 1)β (3.22)
conhecida como lei de Brennan. O parametro β representa o movimento do array, em func‚ ao
do espac‚amento entre sensores, durante um PRI. A expressao (3.22) ·e v·alida para β ≤ N [6]
e ·e exata para valores inteiros de β [26]. Para a congurac‚ ao dada na subsec‚ ao anterior, o
rank de Rc, dado por (3.22), ·eNr = 31. Ou seja, o n·umero de graus de liberdade necess·arios
para o cancelamento de clutter ·e muito menor do que os K = 256 graus de liberdade utili-
zados no processamento de rank completo. Desta forma, o n·umero de vetores secund·arios
para uma estimativa satisfat·oria de Rc ·e de K = 2Nr = 62. Esse n·umero reduzido de graus
de liberdade implica num n·umero reduzido de vetores secund·arios, e estao diretamente asso-
ciados a distancia de cobertura. Assim, as hip·oteses de ambiente homogeneo e estacion·ario
voltam a ser fact·veis.
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Considere as Figuras 3.14 e 3.15 a seguir, que ilustram, respectivamente, os autovalores
das matrizes de correlac‚ ao de jamming+ru·do para N = M = 16.
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Figura 3.14: Ana´lise dos autovalores da matriz de correlac¸a˜o de jamming+ruı´do para diferentes
valores de JNR.
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Figura 3.15: Ana´lise dos autovalores da matriz de correlac¸a˜o de jamming+ruı´do para diferentes
nu´meros de jammers, JNR=50dB.
Considere, agora, a matriz de correlac‚ ao espac‚o-temporal de um jammer, dada por (2.135),
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repetida em (3.23) a seguir
Rj = σ
2
j IM×M ⊗ s¯s(φ¯)s¯Hs (φ¯) (3.23)
=

σ2j s¯s(φ¯)s¯
H
s (φ¯) O · · · O
O σ2j s¯s(φ¯)s¯
H
s (φ¯) · · · O
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · σ2j s¯s(φ¯)s¯Hs (φ¯)

(3.24)
ou, para o caso de NJ jammers,
Rj =

∑NJ
i=1 σ
2
ji
s¯s(φ¯i)s¯
H
s (φ¯i) O · · · O
O
∑NJ
i=1 σ
2
ji
s¯s(φ¯i)s¯
H
s (φ¯i) · · · O
.
.
.
.
.
.
.
.
.
.
.
.
O O · · · ∑NJi=1 σ2ji s¯s(φ¯i)s¯Hs (φ¯i)

(3.25)
em que O ·e uma matriz nula de dimensoes N ×N . O rank de Rj ·e dado por [26]:
rank{Rj} =
M∑
m=1
rank
{
NJ∑
i=1
σ2ji s¯s(φ¯i)s¯
H
s (φ¯i)
}
(3.26)
= MNJ (3.27)
O resultado obtido em (3.27) vem do fato que o rank de uma matriz bloco-diagonal (3.25)
·e dado pela soma do rank de cada uma das matrizes da diagonal principal e que cada uma
dessas matrizes da diagonal principal ·e o produto externo entre vetores Vandermonde [20]
como s¯s(φ¯)s¯
H
s (φ¯) e, portanto, de rank unit·ario.
Logo, verica-se na Figura 3.14 que o n·umero de autovalores nao-nulos de Rj ·e igual
a MNJ = 32, e para a situac‚ ao ilustrada na Figura 3.15, tem-se MNJ = 16, 32 e 48.
Conclui-se, entao, que um n·umero de graus de liberdade menor que NM pode ser utilizado
no cancelamento de jamming. Ou mesmo, apenas o processamento espacial ·e suciente [26].
Sinais de alvo escondidos por clutter podem ter sua detecc‚ ao seriamente comprometida
e, atrav·es do processamento espac‚o-temporal, pode-se melhorar o desempenho na detecc‚ ao
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destes alvos [6]. A Figura 3.16 a seguir ilustra um alvo na presenc‚a de clutter. Note que alvos
lentos (f¯d pr·oximo de zero) cam escondidos pelo lobo principal do clutter. Nessa gura
tamb·em sao ilustrados os ltros espacial e temporal para o cancelamento 1-D. Um ltro
espac‚o-temporal deve ser projetado para cancelar a interferencia simultaneamente nessas
duas dimensoes.
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Figura 3.16: Sinal de alvo na presenc¸a de clutter.
A necessidade da reduc‚ ao do n·umero de graus de liberdade est·a relacionada com os
seguintes fatores: o ambiente pode ser heterogeneo (as estat·sticas variam com a distancia);
nao-estacion·ario (as estat·sticas variam com o tempo); heterogeneo e nao-estacion·ario (as es-
tat·sticas variam com a distancia e com o tempo), de modo que um grande n·umero de vetores
secund·arios nao mais representa elmente a matriz de correlac‚ ao dos sinais de interferencia.
Logo, o n·umero de graus de liberdade pode ser reduzido visando obter um menor n·umero
de vetores secund·arios que leve a um desempenho satisfat·orio na estimativa de Rˆ. Assim, o
n·umero de vetores estatisticamente independentes K, que no caso do rank completo deveria
ser da ordem de K ≈ 2NM para uma perda na SINR em relac‚ ao ao ltro ·otimo de 3dB,
poderia ser reduzido para K << 2NM . Essa nova ordem de K pode ser estimada pela lei
de Brennan (3.22), e visto nas Figuras 3.17 e 3.18 a seguir.
Note que uma outra alternativa para a reduc‚ ao do n·umero de vetores secund·arios seria
a utilizac‚ ao de algoritmos de dimensao reduzida [26] [12] e [6]. No entanto, a reduc‚ ao do
n·umero de canais (N) e de pulsos processados por CPI (M) pode levar a uma degradac‚ ao
no desempenho do sistema de cancelamento de interferencia ocasionado pela reduc‚ ao das
aberturas espacial e temporal.
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Figura 3.17: Ana´lise dos autovalores da matriz de correlac¸a˜o de clutter+ruı´do para diferentes valores
de CNR.
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Figura 3.18: Ana´lise dos autovalores da matriz de correlac¸a˜o de clutter+jamming+ruı´do (2 jammers).
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3.3.3 Componentes Principais (PC)
A matriz de correlac‚ ao estimada dos sinais de interferencia+ru·do pode ser decomposta,
segundo (3.28), em func‚ ao de seus autovalores e autovetores,
Rˆ = QˆΛˆQˆH (3.28)
=
NM∑
i=1
λˆiqˆiqˆ
H
i (3.29)
em que Qˆ e Λˆ sao, respectivamente, as matrizes dos autovetores e autovalores de Rˆ, obtidos
atrav·es da decomposic‚ ao em valores singulares (SVD)1 [20]. O vetor qˆi, i = 1, 2 . . . , NM
·e o i-·esimo autovetor de Rˆ, enquanto λˆi ·e o i-·esimo autovalor de Rˆ. Os autovetores qˆi e
autovalores λˆi estao dispostos segundo (3.30) e (3.31), a seguir
Qˆ =
[
qˆ1 qˆ2 · · · qˆNM
]
(3.30)
Λˆ =

λˆ1 0 · · · 0
0 λˆ2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · λˆNM

(3.31)
Note que Qˆ ·e uma matriz modal, isto ·e, QˆQˆH = I [14], e Λˆ ·e uma matriz diagonal com
os autovalores de Rˆ dispostos ao longo da diagonal principal (3.31). Note que a rotina
SVD agrupa os autovalores (e respectivos autovetores) em ordem decrescente e, portanto,
λˆ1 > λˆ2 > . . . > λˆNM . O algoritmo de componentes principais consiste na utilizac‚ ao dos
Nr autovalores e autovetores mais signicativos de Rˆ, ou seja, as Nr primeiras colunas de
Qˆ e Λˆ sao utilizadas. O parametro Nr deve ser escolhido de tal forma que seja maior que
o n·umero de autovalores de jamming e clutter acima do n·vel do ru·do (ver Figuras 3.14 a
3.18).
Sabendo que R−1 = QΛ−1QH , pode-se reescrever o vetor de coecientes do ltro
1 Na verdade, a rotina SVD calcula os valores singulares, a partir dos quais sa˜o obtidos os autovalores de Rˆ.
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·otimo como
w = κR−1s(φ¯, f¯d) (3.32)
= κQΛ−1QHs(φ¯, f¯d) (3.33)
= κ
{
NM∑
i=1
1
λi
[
qHi s(φ¯, f¯d)
]
qi
}
(3.34)
O resultado obtido em (3.34) pode ser reescrito conforme (3.35) a seguir [29]:
w =
κ
λ2min
{
s(φ¯, f¯d)−
NM∑
i=1
λi − λmin
λi
[
qHi s(φ¯, f¯d)
]
qi
}
(3.35)
em que λmin ·e o menor autovalor de R. O algoritmo de componentes principais se refere a
utilizac‚ ao dos Nr autovalores mais signicativos da matriz de correlac‚ ao R. Utilizando os
autovalores (e respectivos autovetores) mais signicativos, tem-se [30]:
wPC =
κ
λ2min
{
s(φ¯, f¯d)−
Nr∑
i=1
λi − λmin
λi
[
qHi s(φ¯, f¯d)
]
qi
}
(3.36)
Na ausencia da matriz de correlac‚ ao R real utiliza-se sua estimativa, Rˆ. Logo, os autova-
lores λi e autovetores qi sao substitu·dos por λˆi e qˆi, respectivamente. Assim, o vetor de
coecientes do algoritmo de componentes principais ·e dado por
wPC =
κ
λ2min
{
s(φ¯, f¯d)−
Nr∑
i=1
λˆi − λˆmin
λˆi
[
qˆHi s(φ¯, f¯d)
]
qˆi
}
(3.37)
O n·umero de vetores secund·arios para a estimativa de Rˆ deve ser da ordem de K = 2Nr <<
NM . A Figura 3.19, a seguir, ilustra o desempenho do algoritmo no cancelamento de clutter,
o qual pode ser comparado com os casos ilustrados para o ltro ·otimo e algoritmos SMI e
SMI-DL.
A Figura 3.20, a seguir, ilustra a SINR na sa·da do ltro para os algoritmos ·otimo, SMI,
SMI-DL (δ2 = 10dB) e PC. Para esta simulac‚ ao utilizou-se N = M = 16 e CNR = 60dB.
Os algoritmos SMI-DL e PC utilizaram apenas K = 2Nr = 62 vetores na estimac‚ ao da
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Figura 3.19: Cancelamento de clutter pelo algoritmo PC.
matriz de correlac‚ ao, ao passo que o algoritmo SMI utilizou K = 2NM = 512 vetores
secund·arios. Percebe-se que o algoritmo PC ·e tao eciente quanto o algoritmo SMI, que
utiliza K = 2NM vetores de dados secund·arios. Um desempenho muito semelhante ao
algoritmo PC ·e obtido pelo algoritmo SMI-DL, utilizando os mesmos K = 2Nr vetores
de dados secund·arios. Isto pode ser explicado da seguinte forma. Utilizando 2Nr vetores
i.i.d. na estimac‚ ao de Rˆ, essa possuir·a dimensao NM × NM e rank 2Nr. O algoritmo PC
utilizar·a os Nr autovalores (e respectivos autovetores) mais signicativos, enquanto o SMI-
DL utilizar·a todos os 2Nr autovalores e autovetores. No entanto, o vetor de coecientes
obtido atrav·es do algoritmo SMI-DL se aproxima ao do obtido pelo algoritmo PC porque os
autovalores menos signicativos de RˆDL terao pouca inuencia, enquanto no algoritmo PC,
esses nao terao inuencia alguma, no c·alculo do vetor de coecientes. Sabe-se que a soma de
um escalar a diagonal principal de Rˆ afeta minimamente os autovalores mais signicativos
(veja Figuras 3.14 e 3.15), enquanto nivela os menos signicativos ao n·vel δ2, tornando RˆDL
uma matriz nao singular.
Apesar de alcanc‚ar um desempenho satisfat ·orio utilizando um n·umero reduzido de veto-
res secund·arios, os algoritmos de rank reduzido, que utilizam informac‚ ao dos dados recebi-
dos para escolher os autovalores mais signicativos (e respectivos autovetores), apresentam
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Figura 3.20: Relac¸a˜o sinal-ruı´do+interfereˆncia na saı´da do filtro.
uma desvantagem: a utilizac‚ ao de rotinas que sao de dif·cil implementac‚ ao pr·atica2, como a
decomposic‚ ao em valor singular [9].
As Figuras 3.21, 3.22 e 3.23, a seguir, ilustram o cancelamento de jamming e clutter
utilizando os algoritmos adaptativos SMI, SMI-DL e PC para a seguinte congurac‚ ao: φ¯J1 =
−0, 4, φ¯J2 = 0, 4, JNR = 50dB, CNR = 60dB, N = M = 10 e SNR = 10dB. Para
os algoritmos SMI e SMI-DL utilizou-se K = 2NM vetores secund·arios, enquanto para o
algoritmo PC utilizou-se apenas K = Nr +MNJ , segundo (3.22) e (3.27).
Custo Computacional do Algoritmo PC
A Tabela 3.3 a seguir ilustra a complexidade computacional, em FLOPS, por etapa do
algoritmo de componentes principais.
2 A expressa˜o “difı´cil implementac¸a˜o pra´tica” refere-se a` dificuldade de obter-se, em aplicac¸o˜es pra´ticas, o
mesmo desempenho obtido em laborato´rio (i.e., em ambiente de simulac¸a˜o computacional).
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Figura 3.21: Cancelamento de jamming e clutter pelo algoritmo SMI.
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Figura 3.22: Cancelamento de jamming e clutter pelo algoritmo SMI-DL.
Tabela 3.3: Custo computacional do algoritmo PC.
Operac¸a˜o Custo Computacional (FLOPS)
Rˆ = 1
K
∑K
k=1,
k 3 U
x(k)xH(k) 1
2
KNM(NM + 1)
SVD (X) 4(NM)2K + 22K3
wPC = κ
{
s(φ¯, f¯d)−
∑Nr
i=1
λi−λmin
λi
[
qHi s(φ¯, f¯d)
]
qi
}
3(NM)Nr + 2NM
continua na pro´xima pa´gina...
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continuac¸a˜o...
Operac¸a˜o Custo Computacional (FLOPS)
Custo Total 9
2
K(NM)2 +
[
K
2
+ 3Nr + 2
]
(NM) + 22K3
A matriz X tem dimensao NM × K, com os K = 2Nr vetores secund·arios utilizados na
estimac‚ ao da matriz de correlac‚ ao Rˆ:
X =
1√
K
[
x(1) x(2) · · · x(K)
]
(3.38)
e
Rˆ = XXH (3.39)
A Tabela 3.4 a seguir compara o custo computacional, em MFLOPS (milhoes de FLOPS),
dos algoritmos SMI-DL (K = 2Nr), SMI (K = 2NM ) e PC (K = 2Nr) para diferentes
ordens N e M .
Tabela 3.4: Comparac‚ ao do custo computacional dos algo-
ritmos SMI-DL, SMI e PC.
N, M SMI-DL SMI PC
N = 10, M = 10 1,053 2,673 2,925
N = 14, M = 16 10,44 30,00 17,41
N = 16, M = 16 15,29 44,78 23,56
Verica-se que o algoritmo SMI-DL, utilizando K = 2Nr vetores secund·arios, apresenta
o menor custo computacional. Esse algoritmo apresenta um desempenho muito pr ·oximo
ao algoritmo de componentes principais (veja Figura 3.20), sem a necessidade da SVD,
tornando-o interessante para aplicac‚ oes pr·aticas. Note que o n·umero de operac‚ oes necess·arias
para o algoritmo SMI, que utiliza K = 2NM vetores secund·arios, aumenta signicativa-
mente em relac‚ ao a seus concorrentes a medida em que a ordem do ltro ·e aumentada. Nao
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Figura 3.23: Cancelamento de jamming e clutter pelo algoritmo PC.
apenas pelo elevado custo computacional, mas tamb·em pelo elevado n·umero de vetores se-
cund·arios utilizados na estimac‚ ao de Rˆ. Dessa forma, esse algoritmo nao ·e considerado
eciente. Isto ·e, nao apresenta r·apida convergencia estat·stica e possui elevado custo com-
putacional. No entanto, o algoritmo SMI ·e muito utilizado como padrao de comparac‚ ao na
literatura.
Um outro algoritmo de rank reduzido ·e o algoritmo Cross-Spectral Metric (CSM) [21].
Esse algoritmo ·e semelhante ao algoritmo PC, onde a diferenc‚a ·e o crit·erio na escolha dos
autovalores e autovetores a serem utilizados na construc‚ ao do vetor de coecientes do ltro
adaptativo. Enquanto o algoritmo de componentes principais utiliza os maiores autovalores
em absoluto, o CSM utiliza os autovalores que mais contribuem na SINR na sa·da do l-
tro. Nessa Dissertac‚ ao abordou-se, como exemplo de algoritmo de rank reduzido, apenas o
algoritmo PC, por ser um dos algoritmos mais comuns encontrados na literatura.
3.4 Conclusao
Neste cap·tulo foram abordadas diferentes formas de processamento no dom·nio espac‚o-
temporal. Primeiramente foi explicada a forma em que os dados sao recebidos, podendo
ser visualizados num cubo. Em seguida foi abordado o processamento adaptativo de
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rank completo, atrav·es do algoritmo SMI. Adicionando um escalar a diagonal da matriz
de correlac‚ ao estimada pode-se corrigir deciencias na estimac‚ ao dessa matriz, evitando lo-
bos secund·arios de grande amplitude e lobo prim·ario com distorc‚ oes. O algoritmo SMI-DL
incorpora essas caracter·sticas ao algoritmo SMI convencional. Vericou-se, por simulac‚ oes,
que o vetor de coecientes obtido atrav·es do algoritmo SMI-DL leva a um maior cancela-
mento de interferencia, em relac‚ ao ao algoritmo SMI, facilitando a detecc‚ ao de sinais de alvo
presentes.
Tamb·em foi discutido, ao longo desse cap·tulo, que algoritmos de rank completo neces-
sitam de um elevado n·umero de vetores secund·arios na estimac‚ ao da matriz de correlac‚ ao
das interferencias. A necessidade de muitos vetores secund·arios implica na coleta de dados
de regioes muito distantes daquela sob investigac‚ ao, o que degrada a hip·otese de vetores
i.i.d. e ambientes estacion·arios e/ou homogeneos. Explicada a necessidade da utilizac‚ ao
de um n·umero reduzido de vetores secund·arios, somado ao conhecimento da natureza das
matrizes de clutter e jamming (baixo rank comparado a ordem do ltro), foi apresentado
o algorimo de componentes principais, que encaixa-se na categoria de algoritmos de rank
reduzido. O algoritmo de componentes principais utiliza um n·umero reduzido de vetores
secund·arios na estimac‚ ao da matriz de correlac‚ ao das interferencias, em que apenas os auto-
valores (e respectivos autovetores) de maior magnitude sao utilizados. Como desvantagem
de algoritmos de rank reduzido, dependentes dos dados recebidos, pode-se citar a necessi-
dade da decomposic‚ ao em valor singular para a obtenc‚ ao dos autovalores e autovetores da
matriz de correlac‚ ao estimada, al·em de um elevado custo computacional, pois nao h·a reduc‚ ao
na dimensao do problema. Outro problema conhecido, associado aos algoritmos que utili-
zam decomposic‚ ao em valor singular ·e que, em situac‚ oes pr·aticas, essa decomposic‚ ao nao
funciona tao bem como o esperado, quando projetado usando softwares como MATLAB.
Ainda, nesse cap·tulo, foi vericado que o algoritmo SMI-DL pode utilizar um n·umero
reduzido de vetores secund·arios na estimac‚ ao da matriz de correlac‚ ao de interferencias, con-
seguindo ter seu desempenho muito pr·oximo ao algoritmo de componentes principais aliado
a um menor custo computacional, tornando-o interessante para aplicac‚ oes pr·aticas.
Capı´tulo 4
O Algoritmo RSMI
Nos cap·tulos anteriores foram revisados os principais conceitos de sistemas de radar,
processamentos espacial, temporal e espac‚o-temporal, algoritmos adaptativos de rank com-
pleto e reduzido. Tamb·em foi detalhado como os dados recebidos sao organizados (i.e., cubo
de dados) e processados. Este cap·tulo tem como objetivo introduzir um novo algoritmo,
denominado RSMI (Recursive SMI), que apresenta como principais vantagens menor custo
computacional e processamento de dados no tempo r·apido.
Na primeira sec‚ ao desse cap·tulo ser·a feita uma breve revisao sobre algoritmos recursivos
em ordem. Na sec‚ ao seguinte ser·a introduzido o algoritmo RSMI e serao feitas comparac‚ oes
com os algoritmos adaptativos vistos no cap·tulo anterior, com o foco voltado principalmente
ao custo computacional. Um resumo sobre os resultados obtidos ao longo desse cap·tulo
encontra-se na ·ultima sec‚ ao.
4.1 Algoritmos Recursivos em Ordem
Nessa sec‚ ao ser·a feita uma breve revisao sobre soluc‚ ao de equac‚ oes normais por algorit-
mos recursivos em ordem, que ser·a a ferramenta utilizada no desenvolvimento do algoritmo
RSMI na sec‚ ao seguinte. Para um material mais extenso sobre algoritmos recursivos em
ordem, sugere-se a leitura de [14].
Considere um vetor de dados, x, de dimensao N × 1 na entrada de um ltro, cujo vetor
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de coecientes w tem dimensao identica. A matriz de correlac‚ ao do processo de entrada ·e
dada por:
R = E{x(n)xH(n)}. (4.1)
Sabe-se que o vetor de coecientes estatisticamente ·otimo ·e obtido pela soluc‚ ao das equac‚ oes
normais
Rw = d, (4.2)
em que d ·e o vetor de correlac‚ ao cruzada entre o sinal desejado y(n) e o vetor de entrada
x(n):
d = E{x(n)y∗(n)}. (4.3)
No entanto, a soluc‚ ao de (4.2) ·e um processo computacionalmente pesado. Uma alterna-
tiva para se obter a soluc‚ ao desse sistema de equac‚ oes ·e a utilizac‚ ao de algoritmos recursivos
em ordem. Suponha que a matriz de correlac‚ ao R de dimensao N × N , assim como o ve-
tor de correlac‚ ao cruzada d de dimensao N × 1 sejam inteiramente conhecidos. O vetor de
coecientes w de dimensao N × 1, soluc‚ ao das equac‚ oes normais, pode ser obtido de forma
recursiva, isto ·e, pela soluc‚ ao de sistemas de ordem inferior. Dessa forma, a soluc‚ ao obtida
para uma ordem ser·a utilizada para o c·alculo do vetor de coecientes de uma ordem acima.
Para a derivac‚ ao das equac‚ oes recursivas em ordem, considere a matriz Rm+1 e o vetor
dm+1 de dimensoes [(N + 1)× (N + 1)] e [(N + 1)× 1], respectivamente. A matriz Rm+1
pode ser escrita em func‚ ao da matriz de correlac‚ ao do mesmo processo de ordem inferior,
isto ·e,
Rm+1 = E{xm+1(n)xHm+1(n)} (4.4)
= E

xm(n)
x(n)
[xH(n) x∗(n)]
 (4.5)
=
Rm γ
γH σ2
 (4.6)
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em que xm+1 ·e o vetor de entrada do ltro de dimensao [(N + 1)× 1], γ = E{xm(n)x∗(n)}
e σ2 = E{x(n)x∗(n)}. A matriz de correlac‚ ao do processo de entrada de ordem m, Rm, ·e
obtida tomando-se os N ×N elementos superiores de Rm+1:
Rm = R
dNe
m+1 (4.7)
=
Rm X
X X
 (4.8)
em que X representa o elemento de Rm+1 que nao est·a sendo considerado. O mesmo proce-
dimento ·e realizado com o vetor de correlac‚ ao cruzada:
dm+1 = E{x(n)y∗(n)} (4.9)
= E

xm(n)
x(n)
 y∗(n)
 (4.10)
=
dm
d
 . (4.11)
De forma an·aloga, o vetor dm ·e escrito, em func‚ ao de dm+1, por:
dm = d
dNe
m+1 (4.12)
=
dm
X
 . (4.13)
A matriz de correlac‚ ao Rm+1 pode ser fatorada utilizando a decomposic‚ ao em matrizes
triangular inferior Lm+1 e diagonal Dm+1, segundo1
Rm+1 = Lm+1Dm+1L
H
m+1 (4.14)
=
Lm 0
lH 1

Dm 0
0H σ2

Lm 0
lH 1

H
(4.15)
1 Note que o vetor l na˜o e´ o vetor unidade, isto e´, lH 6=
[
1 1 · · · 1
]
.
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em que Lm e Dm sao, tamb·em, matrizes triangular inferior e diagonal. As condic‚ oes ne-
cess·arias para que Lm+1 e Dm+1 sejam ·unicas (i.e., nao existem outras matrizes que fatorem
Rm+1 no produto de matrizes triangular inferior e diagonal) sao: Rm+1 deve ser Hermitiana
(i.e., Rm+1 = RHm+1); e que Rm+1 possua todos os pivos [20] (i.e., seja de rank completo).
Observando (4.4), verica-se que Rm+1 ·e Hermitiana. A condic‚ ao de matriz denida positiva
pode ser provada pela hip·otese da induc‚ ao [14].
A soluc‚ ao de (4.2) ·e obtida substituindo-se (4.14) em (4.2):
Rm+1wm+1 = dm+1 (4.16)(
Lm+1Dm+1L
H
m+1
)
wm+1 = dm+1 (4.17)
Lm+1Dm+1km+1 = dm+1 (4.18)
em que km+1 ·e um vetor de coecientes intermedi·ario, denido como
km+1 , LHm+1wm+1. (4.19)
A equac‚ ao (4.18) possui propriedade de recursividade ·otima, isto ·e, a soluc‚ ao das equac‚ oes
de ordem m + 1 sao obtidas em func‚ ao da soluc‚ ao obtida para a ordem inferior, m. Isso
ocorre porque a inversa de Lm+1Dm+1, dada por Qm+1Lm 0
lH 1

Dm 0
0H σ

Qm qa
qHb q
 =
 I 0
0H 1
 (4.20)
LmDm 0
lHDm σ

Qm qa
qHb q
 =
 I 0
0H 1
 (4.21)
Qm qa
qHb q
 =
(LmDm)−1 0
− 1
σ
lHL−1m
1
σ
 (4.22)
tamb·em ·e uma matriz triangular inferior para todo m. No entanto, a obtenc‚ ao do vetor de
coecientes wm+1 a partir de km+1 ·e feita a partir de um sistema de equac‚ oes triangular
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superior, impossibilitando o c·alculo recursivo de wm+1 de maneira eciente.
Considere agora o sinal ltrado yˆm+1(n), dado por
yˆm+1(n) = w
H
m+1xm+1(n). (4.23)
Substituindo o vetor de coecientes wm+1 por km+1 segundo (4.19), tem-se
yˆm+1(n) =
(
L−Hm+1km+1
)H
xm+1(n) (4.24)
= kHm+1
[
L−1m+1xm+1(n)
] (4.25)
= kHm+1xˆm+1(n) (4.26)
em que o vetor xˆm+1(n) ·e o vetor de inovac‚ oes do processo xm+1(n) [14]. Note que a
equac‚ ao (4.26) pode ser reescrita como
yˆm+1(n) =
[
kHm k
H
]xˆm(n)
xˆ(n)
 (4.27)
= yˆm(n) + yˆ(n). (4.28)
A expressao (4.28) descreve uma equac‚ ao recursiva para o c·alculo do sinal ltrado yˆm+1(n).
Para casos em que apenas o sinal ltrado ·e de interesse, como em sistemas de radar, nao h·a
necessidade em resolver o sistema de equac‚ oes (4.19) para que o vetor wm+1 seja obtido.
Logo, todo o equacionamento utilizado nessa sec‚ ao ser·a tamb·em utilizado na sec‚ ao seguinte,
com algumas alterac‚ oes, devido a utilizac‚ ao de um array para a coleta dos dados.
4.2 Derivac‚ ao do Algoritmo RSMI
Relembrando o Cap·tulo 3, a cada intervalo de amostragem a taxa A/D, um novo vetor
de dados ·e recebido (veja Sec‚ ao 3.1). Um cubo de dados ser·a formado ap·os os L vetores
referentes aos M pulsos de um CPI terem sido recebidos. O cancelamento de interferencias
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e, conseq¤uentemente, a detecc‚ ao de alvos se dar·a apenas quando esse cubo estiver completo.
Em radares TWS (Track While Scan), o tempo de processamento ·e dividido nas etapas:
1) coleta de dados e 2) procura por novos alvos e rastreamento dos alvos j·a detectados. ·E de
interesse que esse tempo seja utilizado ao m·aximo na procura e rastreamento, minimizando
o tempo em espera (coleta de dados). Com esse objetivo em mente ser·a derivado o algoritmo
RSMI, que processar·a de forma recursiva os dados recebidos no tempo r·apido, reduzindo o
tempo em que o processador caria em espera durante a montagem do cubo de dados.
Considere o cubo de dados ilustrado na Figura 3.5. Sabe-se que o vetor de coecientes
que maximiza a relac‚ ao sinal-ru·do+interferencia na sa·da do ltro ·e dado por:
w = κRˆ−1s¯s−t(φ¯, f¯d) (4.29)
em que s¯s−t(φ¯, f¯d) ·e o vetor de direcionamento espac‚o-temporal normalizado, denido como
o produto Kronecker entre os vetores de direcionamento temporal e espacial:
s¯s−t(φ¯, f¯d) = s¯t(f¯d)⊗ s¯s(φ¯). (4.30)
Esses vetores, denidos em (2.32) e (2.127), sao reescritos a seguir:
s¯t(f¯d) =
1√
M
[1 ej2pif¯d · · · ej2pi(M−1)f¯d ]T (4.31)
s¯t(φ¯) =
1√
N
[1 ej2piφ¯ · · · ej2pi(N−1)φ¯]T . (4.32)
Para facilitar a notac‚ ao, o vetor de direcionamento espac‚o-temporal normalizado s¯s−t(φ¯, f¯d)
ser·a escrito simplesmente como s ao longo desse cap·tulo. Ap·os a determinac‚ ao do vetor de
coecientes w, o sinal referente a distancia sob investigac‚ ao, x(l), ·e ltrado segundo
y(l) = wHx(l). (4.33)
Assumindo a hip·otese de que as interferencias possuam estat·sticas de m·edia zero e se-
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jam processos aleat·orios estacion·arios no sentido amplo [14], considere que os snapshots
referentes ao primeiro pulso (m = 1) estejam sendo recebidos pelo array. Esses vetores sao
coletados e a matriz de correlac‚ ao do processo ·e estimada, segundo
Rˆ11 = 1
K
K∑
k=1,
k 3 U
x(k)xH(k). (4.34)
Em (4.34), assim como em (3.12), os vetores referentes a distancia sob investigac‚ ao e c·elulas
de guarda sao ignorados. Note que o vetor x(k) ·e um vetor de vari·aveis aleat·orias complexas
de dimensao N × 1. Todos os vetores recebidos durante o m-·esimo pulso sao agrupados no
vetor xm,k = [x1,m,k x2,m,k · · · xN,m,k]T , em que xi,m,k representa as amostras recebidas
pelo i-·esimo sensor, m-·esimo pulso e k-·esima c·elula de distancia. O vetor de coecientes
referente ao primeiro pulso ·e obtido atrav·es de (4.29) e (4.34):
w1 = κ1Rˆ−111 s1 (4.35)
Ao longo desse cap·tulo ser·a utilizada a notac‚ ao sm para descrever o vetor de direcionamento
espac‚o-temporal de dimensao Nm× 1, conforme
sm = s¯
dNme
s−t (φ¯, f¯d) (4.36)
= s¯
dNme
t (f¯d)⊗ s¯s(φ¯) (4.37)
e
κm = (s
H
mRˆ
−1
mmsm)
−1 (4.38)
·e o ganho complexo que ir·a satisfazer a restric‚ ao de ganho unit·ario na direc‚ ao de observac‚ ao
(MVDR) para o vetor
wm = κmR
−1
m sm. (4.39)
Note que, como o vetor de coecientes obtido em (4.35) considera somente dados referentes
a um pulso, w1 ·e um ltro espacial.
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Considere agora que os snapshots referentes ao segundo pulso estejam sendo recebidos.
A medida em que esses vetores sao recebidos, estima-se a matriz de correlac‚ ao marginal
Rˆ22 (como feito para m = 1), assim como a matriz de correlac‚ ao cruzada entre os dados
recebidos em m = 1 e m = 2, Γˆ2:
Γ2 = E{x1x2H} (4.40)
Γˆ2 =
1
K
K∑
k=1,
k 3 U
x1(k)x
H
2 (k). (4.41)
Observando (4.40) e (4.41), ca claro que Γˆ2 ·e uma estimativa de Γ2. Com Rˆ22 e Γˆ2 calcu-
lados, obt·em-se a matriz de correlac‚ ao espac‚o-temporal 2N × 2N , Rˆ2, como segue:
Rˆ2 =
Rˆ1 Γˆ2
Γˆ
H
2 Rˆ22
 . (4.42)
Note que Rˆ1 = Rˆ11, pois para m = 1 a matriz de correlac‚ ao ·e de dimensao N ×N . Agora,
generalizando para o m-·esimo pulso recebido, estima-se a matriz de correlac‚ ao marignal
Rˆmm e a matriz de correlac‚ ao cruzada entre os dados recebidos nos m− 1 pulsos anteriores
e no pulso atual. Essa matriz de dimensao N(m− 1)×N ·e dada por Γˆm:
Γˆm =

Γˆ1
Γˆ2
.
.
.
Γˆm−1

=
1
K
K∑
k=1,
k 3 U

x1(k)x
H
m(k)
x2(k)x
H
m(k)
.
.
.
xm−1(k)xHm(k)

(4.43)
e, segundo (4.42), obt·em-se a matriz de correlac‚ ao Rˆm+1:
Rˆm+1 =
Rˆm Γˆm
Γˆ
H
m Rˆmm
 . (4.44)
Note que a matriz Rˆm+1 possui dimensao [N(m+ 1)×N(m+ 1)], podendo ser fatorada na
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forma
Rˆm+1 = Lm+1Dm+1L
H
m+1 (4.45)
para qualquer m. As matrizes Lm+1 e Dm+1 sao, respectivamente, matrizes triangular infe-
rior e bloco-diagonal, cujas dimensoes sao concordantes com as de Rˆm+1. Essa fatorac‚ ao ·e
poss·vel pois Rˆm+1 ·e uma matriz Hermitiana de rank completo2 [20]. A fatorac‚ ao em (4.45)
segue como
Rˆm+1 = Lm+1Dm+1L
H
m+1 (4.46)Rˆm Γˆm
Γˆ
H
m Rˆmm
 =
Lm O
L I

Dm O
OH Σ

LHm LH
OH I
 (4.47)
=
LmDmLHm LmDmLH
LDmLHm LDmLH + Σ
 . (4.48)
As matrizes L e Σ sao obtidas resolvendo (4.49) e (4.51), respectivamente:
Γˆ
H
m = LDmLHm (4.49)
L = ΓˆHm(DmLHm)−1 (4.50)
Rˆmm = LDmLH + Σ (4.51)
Σ = Rˆmm −LDmLH . (4.52)
Assim, Lm+1 mant·em sua forma triangular inferior, enquanto Dm+1 ·e uma matriz bloco-
diagonal, pois Σ ·e uma matriz cheia.
O vetor de coecientes ·otimo de ordem m ·e obtido resolvendo as equac‚ oes normais
Rmwm = sm. (4.53)
Como o custo computacional ·e um fator de interesse nessa Dissertac‚ ao, evita-se resolver
2 Pode ser necessa´ria a adic¸a˜o de um termo a` diagonal principal dessa matriz para assegurar a condic¸a˜o de
rank completo.
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esse sistema de equac‚ oes pela inversao de Rm. Como alternativa, utiliza-se a decomposic‚ ao
LDLH para a soluc‚ ao de (4.53) [14]:
Rmwm = sm (4.54)
LmDmL
H
mwm = sm (4.55)
km = (LmDm)
−1sm (4.56)
em que deniu-se
LHmwm , km (4.57)
como um vetor de coecientes intermedi·arios que pode ser calculado de forma recursiva,
como segue:
km+1 = (Lm+1Dm+1)
−1sm+1
=
 (LmDm)−1 O
−Σ−1LL−1m Σ−1

sm
sN

=
 (LmDm)−1sm
−Σ−1LL−1m sm + Σ−1sN

=
km
k
 (4.58)
na qual k , −Σ−1LL−1m sm + Σ−1sN . Note que km ∈ CNm×1 e k ∈ CN×1. O vetor sm+1 ·e
dado por s¯dN(m+1)es−t (φ¯, f¯d), ao passo que sm = s
dNme
m+1 e sN = s
bNc
m+1.
A seguir ser·a obtida uma expressao para o c·alculo recursivo do escalar complexo κm+1
que atenda a restric‚ ao de ganho unit·ario na direc‚ ao de interesse (i.e., κmwHmsm = 1). Das
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equac‚oes (4.38) e (4.56), tem-se
1/κm+1 = s
H
m+1Rˆ
−1
m+1sm+1 (4.59)
= sHm+1
(
Lm+1Dm+1L
H
m+1
)−1
sm+1 (4.60)
= (L−1m+1sm+1)
H(Lm+1Dm+1)
−1sm+1 (4.61)
=
(
L−1m+1sm+1
)H
km+1 (4.62)
e o termo
(
L−1m+1sm+1
)
·e dado por:
L−1m+1sm+1 =
 L−1m O
−LL−1m I

sm
sN
 (4.63)
=
 L−1m sm
sN −LL−1m sm
 (4.64)
Das equac‚ oes (4.60) e (4.64), tem-se:
1/κm+1 =
 L−1m sm
sN −LL−1m sm

H km
k
 (4.65)
=
(
L−1m sm
)H
km
+
(
sN −LL−1m sm
)H
k (4.66)
= 1/κm + 1/κ (4.67)
com
1/κm =
(
L−1m sm
)H
km (4.68)
e
1/κ =
(
sN −LL−1m sm
)H
k. (4.69)
Finalmente, o sinal ltrado para uma dada distancia tamb·em pode ser calculado de forma
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recursiva:
ym+1 = w
H
m+1xm+1
= kHm+1(L
−1
m+1xm+1)
= kHm+1xˆm+1 (4.70)
em que
xˆm+1 = L
−1
m+1xm+1
=
 L−1m O
−LL−1m I

xm
x

=
 L−1m xm
−LL−1m xm + x

=
 xˆm
−Lxˆm + x

=
xˆm
xˆ
 (4.71)
·e o vetor de inovac‚ oes [14] do processo xm+1. Note que x ·e o vetor que cont·em as ·ultimas
N amostras de xm+1, isto ·e, x = xbNcm+1, enquanto xm ·e o vetor xm+1 sem suas ·ultimas N
amostras (xm = xdmNem+1 ).
Utilizando (4.58) and (4.71), pode-se reescrever (4.70) como
ym+1 =
[
kHm k
H
]xˆm
xˆ

= kHmxˆm + k
H xˆ
= ym + y (4.72)
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em que ym = kHmxˆm e y = kH xˆ, completando o algoritmo recursivo em ordem.
4.3 Implementac‚ ao do Algoritmo RSMI
Com as equac‚ oes derivadas na Sec‚ ao 4.2, o algoritmo RSMI ser·a aqui resumido, assim
como ser·a ilustrada a complexidade computacional por etapa desse algoritmo. O custo com-
putacional foi calculado conforme [24] e [31]. Para a nalidade de implementac‚ ao, deniu-se
as vari·aveis Lg e Lgd como sendo
Lg , LmΓˆm (4.73)
Lgd , (DHm)−1Lg (4.74)
de modo que as matrizes LH e Σ em (4.50) e (4.52), respectivamente, possam ser reescritas
como
Σ = Rˆmm −LDmLH
= Rˆmm − ΓˆHm(LHm)−1(DHm)−1(L−1m Γˆm)
= Rˆmm − LgH(DHm)−1Lg
= Rˆmm − LgHLgd (4.75)
LH =
[
(LmDm)
−1Γˆm
]H
=
[
D−1m (L
−1
m Γˆm)
]H
= D−1m Lg (4.76)
A Tabela 4.1, a seguir, resume o algoritmo RSMI e descreve o custo computacional, em
FLOPS, associado a cada operac‚ ao.
4. O Algoritmo RSMI 111
Tabela 4.1: Etapas do algoritmo RSMI.
Algoritmo RSMI
Etapas Custo Computacional (FLOPS)
for m = 1
1. Rˆ11 KN(N + 1)
2. Rˆ11 = L1D1LH1 23N3
3. xˆ1 = L−11 x1 N2
4. f = L−11 s1 N2
5. k1 = D−11 f N
6. 1/κ1 = fHk1 2N − 1
7. yrsmi−mvdr = κ1kH1 xˆ1 2N
for m = 2, 3, . . . , M
8. Rˆmm KN(N + 1)
9. Γˆm KN(N + 1)(m− 1)
10. Lg = L−1m Γˆm N [N(m− 1)]2
11. Lgd = D−1m Lg N [N + (m− 1)N(2N − 1)]
12. Σm = Rˆmm − LgHLgd 2N 3(m− 1)
13. Σm = ΣLmΣUm 23N
3
14. LH = D−1m Lg N [N + (m− 1)N(2N − 1)]
15. xˆ = x−Lxˆm 2N2(m− 1)
16. Ls = L−1m sm [N(m− 1)]2
17. sN = s−LLs 2N 2(m− 1)
18. f = Σ−1LmsN N
2
19. k = Σ−1Umf N
2
20. 1/κ = sHNk 2N − 1
continua na pro´xima pa´gina...
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continuac¸a˜o...
Algoritmo RSMI
Etapas Custo Computacional (FLOPS)
21. 1/κm = 1/κm−1 + 1/κ 1
22. yrsmim = yrsmim−1 + yrsmi 2N
23. yrsmi−mvdrm = κmyrsmim 1
O custo computacional total do algoritmo RSMI para o processamento de m pulsos,
CT (m), ·e dado por
CT (m) =
m∑
i=1
C(i). (4.77)
A complexidade computacional para processar os dados recebidos no primeiro pulso ·e dada
por:
C(1) = 2
3
N3 + (2 +K)N 2 + (K + 5)N − 1
e, para os demais pulsos (m ≥ 2),
C(m) =
(
m2 + 4m− 13
3
)
N3
+ (m2 +Km+ 3)N 2 + (Km+ 4)N + 1
As Figuras 4.1, 4.2 e 4.3, a seguir, ilustram a comparac‚ ao da complexidade computacio-
nal, em MFLOPS, dos algoritmos SMI-MVDR e RSMI-MVDR para diferentes n·umeros de
sensores e pulsos por CPI, em func‚ ao do n·umero de pulsos processados m. Para ambos os
algoritmos utilizou-se K = 2NM vetores secund·arios para a estimac‚ ao das estat·sticas de
segunda ordem das interferencias.
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Figura 4.1: Comparac¸a˜o do custo computacional dos algoritmos SMI-MVDR e RSMI-MVDR para
N = M = 10.
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Figura 4.2: Comparac¸a˜o do custo computacional dos algoritmos SMI-MVDR e RSMI-MVDR para
N = 14, M = 16.
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Figura 4.3: Comparac¸a˜o do custo computacional dos algoritmos SMI-MVDR e RSMI-MVDR para
N = M = 16.
Analisando os resultados ilustrados nas Figuras 4.1, 4.2 e 4.3, ca claro a reduc‚ ao de
complexidade computacional pelo algoritmo RSMI devido a recursividade. Percebe-se,
tamb·em, que o custo computacional do algoritmo RSMI ·e inferior ao do algoritmo SMI
durante todo o processamento.
4.4 Resultados de Simulac‚ ao
As expressoes do algoritmo recursivo em ordem proposto, obtidas nas sec‚ oes anteriores,
serao simuladas para que sejam validadas. Assumindo que o vetor de coecientes espac‚o-
temporal ·otimo (2.133) seja conhecido, ser·a calculado o erro m·edio quadr·atico (MSE)
entre as sa·das dos ltros ·otimo e SMI e ·otimo e RSMI, conforme indicado nas Figuras
4.4 e 4.5 a seguir. A matriz Tm, ilustrada na Figura 4.5, far·a a reduc‚ ao da dimensao dos
dados de entrada (NM × 1), de modo que que a dimensao do algoritmo RSMI seja Nm× 1.
Isso ·e feito tomando as Nm primeiras componentes do vetor de dados de entrada, x. Note
que xm = THmx.
Deseja-se demonstrar que o erro m·edio quadr·atico do algoritmo RSMI converge assinto-
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Figura 4.4: Ca´lculo do MSE para o algoritmo SMI.
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Figura 4.5: Ca´lculo do MSE para o algoritmo RSMI.
ticamente para o erro m·edio quadr·atico do algoritmo SMI e, uma vez vericada essa carac-
ter·stica no algoritmo RSMI, ser·a sugerida a utilizac‚ ao de um menor n·umero de pulsos no
processamento, obtendo-se, ainda assim, um desempenho pr·oximo ao que seria alcanc‚ado
pelo algoritmo SMI, a um custo computacional inferior. Dessa forma, um ganho computa-
cional ainda maior poder·a ser alcanc‚ado. O erro m·edio quadr·atico (MSE) entre os ltros
·otimo e SMI ·e denido como
MSEsmi = E{e(m)e∗(m)} (4.78)
= E{[(wopt −wsmi)Hx][(wopt −wsmi)Hx]∗} (4.79)
= (wopt −wsmi)HE{xxH}(wopt −wsmi) (4.80)
= (wopt −wsmi)HR(wopt −wsmi) (4.81)
Note que, para o ltro SMI, o MSE ·e constante em relac‚ ao a ordem do ltro, pois ·e calculado
somente uma vez, quando todos os dados forem recebidos. No entanto, para o algoritmo
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RSMI, o MSE varia em func‚ ao da ordem do ltro, conforme (4.82) e (4.83) a seguir
MSErsmi(m) = E{e(m)e∗(m)} (4.82)
= E{[wHoptx− kHmxˆm][wHoptx− kHmxˆm]∗} (4.83)
= E{[wHoptx− kHmL−1m xm][wHoptx− kHmL−1m xm]∗} (4.84)
= E{[wHoptx−wHm(THmx)][wHoptx−wHm(THmx)]∗} (4.85)
= E{[(wopt −Tmwm)Hx][(wopt −Tmwm)Hx]∗} (4.86)
= (wopt −Tmwm)HE{xxH}(wopt −Tmwm) (4.87)
= (wopt −Tmwm)HR(wopt −Tmwm) (4.88)
em que wm ·e o vetor de coecientes do algoritmo RSMI de ordem m. ·E importante destacar
que os vetores de coecientes wsmi e wm, utilizados nas equac‚ oes (4.78) a (4.88), sao os
coecientes dos ltros em regime permanente, isto ·e, j·a houve a convergencia estat·stica.
As Figuras 4.6 e 4.7 a seguir comparam o erro m·edio quadr·atico dos algoritmos SMI e
RSMI para diferentes n·umeros de sensores e de pulsos processados. Os parametros adotados
foram CNR = 41dB, JNR = 50dB, φ¯1 = −0, 43 e φ¯2 = 0, 25. O n·umero de vetores
utilizados na estimac‚ ao de Rˆ foi K = 2NM e esses resultados foram obtidos atrav·es da
m·edia estat·stica sobre ξ = 500 realizac‚ oes. Note que para o algoritmo RSMI, o MSE ·e
func‚ ao do n·umero de pulsos m, o que nao ocorre para o algoritmo SMI, cujo erro m·edio
quadr·atico ·e calculado apenas uma vez por CPI.
Analisando as Figuras 4.6 e 4.7, verica-se que o erro m·edio quadr·atico do algoritmo
RSMI aproxima-se assintoticamente do erro m·edio quadr·atico do algoritmo SMI. Essa ca-
racter·stica permite que uma ordemm < M seja utilizada no cancelamento de interferencias,
uma vez que apresentar·a desempenho muito pr·oximo ao que seria obtido com a ordem M .
Logo, o algoritmo RSMI apresenta-se como um algoritmo de dimensao reduzida, cuja di-
mensao ·e determinada em tempo real (de forma adaptativa), enquadrando-se na categoria de
processamento Element-space Pre-Doppler [6].
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Figura 4.6: MSE do algoritmo SMI-MVDR vs. MSE do algoritmo RSMI-MVDR para
N = M = 10.
A relac‚ ao sinal-ru·do+interferencia na sa·da do ltro, SINR, dada pela expressao
SINR loss = || w
Hs ||2
wHRw
· 1
sHs
(4.89)
representa a razao entre a relac‚ ao sinal-ru·do+interferencia obtida com um ltro adaptativo
e a relac‚ ao sinal-ru·do+interferencia que seria obtida com o ltro ·otimo [26] e [32]. Para
um ltro de ordem m, (4.89) ·e reescrita como
SINR loss(m) = || w
H
msm ||2
wHmRmwm
· 1
sHmsm
(4.90)
As Figuras 4.8 e 4.9 comparam a SINR loss para o ltro ·otimo, algoritmos SMI, PC e RSMI
de diferentes ordens. As interferencias consideradas nessa situac‚ ao foram clutter (CNR =
40dB) e ru·do. Para os algoritmos SMI e RSMI utilizou-se K = 2NM vetores secund·arios,
ao passo que para o algoritmo de componentes principais utilizou-se apenas K = 2Nr.
Analisando as equac‚ oes derivadas ao longo desse cap·tulo, bem como os resultados de
simulac‚ ao ilustrados, ca claro que o desempenho do algoritmo RSMI se aproxima do de-
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Figura 4.7: MSE do algoritmo SMI-MVDR vs. MSE do algoritmo RSMI-MVDR para
N = M = 16.
sempenho do algoritmo SMI a medida em que o n·umero de pulsos processados aumenta.
Tamb·em ca evidente que um n·umero de pulsos m < M pode ser utilizado no cancelamento
de interferencias, obtendo-se um resultado satisfat ·orio.
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Figura 4.8: SINR loss para o filtro o´timo, algoritmo SMI, RSMI de ordens m = 3, 6 e 8 e algoritmo
PC para N = M = 10.
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Figura 4.9: SINR loss para o filtro o´timo, algoritmo SMI, RSMI de ordens m = 8, 12 e 16 e
algoritmo PC para N = M = 16.
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4.5 Algoritmo RSMI-DL
Assim como o algoritmo SMI, o algoritmo RSMI tamb·em pode ter uma variante que
adicione um escalar a diagonal principal da matriz de correlac‚ ao estimada. O algoritmo
RSMI-DL, descrito a seguir, apresenta as mesmas caracter·sticas do algoritmo RSMI em
relac‚ ao ao SMI. Para o algoritmo SMI, o termo δ2 ·e adicionado a diagonal principal de Rˆ
segundo (3.14) . Caso a mesma equac‚ ao seja utilizada para o algoritmo RSMI, isto ·e,
Rm+1 =
Rm 0
0H 0
+ δ2IN(m+1)×N(m+1) (4.91)
=
Rm 0
0H 0
+
δ2INm×Nm O
OH δ2IN×N
 (4.92)
o termo δ2 seria adicionado recursivamente a diagonal principal da matriz de ordem inferior,
Rm. Sabendo disso, a correta introduc‚ ao do escalar a diagonal principal de Rm+1 ·e dada por
Rm+1 =
Rm 0
0H 0
+
 O O
OH δ2IN×N
 (4.93)
As Figuras 4.10 e 4.11, a seguir, ilustram a convergencia no erro m·edio quadr·atico do
algoritmo RSMI-DL para o do SMI-DL.
Por causa dessa convergencia, o algoritmo RSMI-DL tamb·em pode ser implementado
utilizando-se um n·umero reduzido de vetores secund·arios na estimac‚ ao da matriz de correlac‚ ao
(veja Subsec‚ ao 3.3.3), com a vantagem de menor complexidade computacional, como visto
anteriormente. A Figura 4.12 a seguir ilustra a comparac‚ ao do custo computacional dos al-
goritmos que fazem uso de um n·umero reduzido de vetores secund·arios (usando diagonal
loading).
A Figura 4.13 ilustra a SINR loss para diferentes algoritmos com ou sem diagonal lo-
ading. Para os algoritmos que incorporam DL, utilizou-se um n·umero reduzido de vetores
secund·arios, dado por Kr = 2Nr, em que Nr ·e obtido pela lei de Brennan (3.22).
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Figura 4.10: MSE do algoritmo SMI-DL-MVDR vs. MSE do algoritmo RSMI-DL-MVDR para
N = M = 10 e δ2 = 10dB.
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Figura 4.13: SINR loss para os algoritmos SMI, SMI-DL, PC e RSMI-DL (diferentes ordens) para
N = M = 16 e δ2 = 10dB.
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4.6 Conclusao
Esse cap·tulo teve como objetivo apresentar o algoritmo SMI recursivo em ordem, RSMI,
e compar·a-lo com os algoritmos estudados nos cap·tulos anteriores. Uma breve revisao so-
bre a soluc‚ ao das equac‚ oes normais por algoritmos recursivos em ordem foi realizada na
primeira sec‚ ao. Em seguida, fez-se o equacionamento referente ao algoritmo proposto, cujo
custo computacional foi calculado e comparado com o do algoritmo SMI. Vericou-se que
o erro m·edio quadr·atico do algoritmo RSMI converge assintoticamente para o erro m·edio
quadr·atico do algoritmo SMI, a medida em que mais pulsos sao processados por CPI. O al-
goritmo proposto enquadra-se na categoria de algoritmos de dimensao reduzida, mais especi-
camente, como um algoritmo Element-space Pre-Doppler, pois o processamento espacial ·e
realizado sem reduc‚ ao de graus de liberdade, ao passo que o processamento Doppler (pulsos)
·e realizado em dimensao reduzida. ·E importante salientar que a ordem do algoritmo RSMI
nao ·e estabelecida a priori, e sim em func‚ ao de seu desempenho, avaliado em tempo real.
Por m, vericou-se que pode-se introduzir diagonal loading no algoritmo RSMI de
modo que seu comportamento se aproxime ao do SMI-DL da mesma forma em que o algo-
ritmo RSMI se aproxima do SMI. Com a utilizac‚ ao de diagonal loading ·e poss·vel reduzir
o n·umero de vetores secund·arios na estimac‚ ao da matriz de correlac‚ ao das interferencias e,
conseq¤uentemente, o custo computacional associado a essa operac‚ ao. O algoritmo RSMI-
DL apresenta desempenho semelhante ao PC (a medida que m→M ), sem a necessidade de
decomposic‚ ao em valor singular, tornando-o interessante para aplicac‚ oes pr·aticas.
Capı´tulo 5
Efeitos de Descorrelac¸a˜o
Os cap·tulos anteriores abordaram os principais conceitos de sistemas de radar, formas
de processamento dos dados recebidos e desempenho de diferentes algoritmos adaptativos.
Considerou-se a situac‚ ao ideal, onde nao haviam fatores que degradam o desempenho dos
algoritmos e, por conseq¤uencia, da detecc‚ ao de alvos. Nesse cap·tulo ser·a feita uma breve
discussao sobre a origem de alguns desses efeitos, e como os algoritmos estudados podem
ser modicados para que tenham seu desempenho melhorado quando essas nao-idealidades
estao presentes. O resultado desses efeitos est·a no aumento do rank da matriz de correlac‚ ao
de interferencia, como ser·a demonstrado. Para aumentar a robustez de algoritmos adaptativos
na presenc‚a desses efeitos de descorrelac‚ ao, foi proposto em [34] a utilizac‚ ao de matrizes
chamadas de Covariance Matrix Tapers (CMT). Ao longo desse cap·tulo serao utilizadas
expressoes obtidas em [30, 35, 36]. Para maiores detalhes sobre efeitos de descorrelac‚ ao,
sugere-se tamb·em a leitura de [12] e [26].
5.1 Efeitos de Descorrelac‚ ao Temporal
Os efeitos de descorrelac‚ ao temporal afetam a matriz de correlac‚ ao temporal (e, por
conseq¤uencia, a matriz de correlac‚ ao espac‚o-temporal) das interferencias [12]. Exemplos de
efeitos que causam descorrelac‚ ao temporal sao o movimento intr·nseco do clutter (ICM) e o
range walk, que serao descritos a seguir.
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5.1.1 Movimento Intrı´nseco do Clutter (ICM)
Como o pr·oprio nome diz, est·a associado ao descorrelacionamento no sinal recebido,
pulso a pulso, causados por reetores que possuem algum tipo de movimento como ·arvores,
ondas no oceano, etc. A densidade espectral de potencia total de um sinal proveniente de
uma regiao onde h·a vegetac‚ ao em movimento, devido a ac‚ ao do vento, ·e dada por [36]
Ptot(f) =
r
1 + r
δ(f) +
1
1 + r
Pac(f), (5.1)
em que r ·e a razao entre as potencias DC (representada pela func‚ ao delta de Dirac) e AC
(alternada). A equac‚ ao
10 log10(r) = −15, 5 log10(vw)− 12, 1 log10(fo) + 63, 2, (5.2)
obtida de forma emp·rica e publicada em [36], descreve uma expressao anal·tica utilizada
na determinac‚ ao do parametro r. Os parametros vw e fo representam, respectivamente, a
velocidade do vento (em milhas por hora) e a freq¤uencia de operac‚ ao (portadora). Ainda em
[36] sao encontradas expressoes para o termo Pac(f) de (5.1) em func‚ ao do comprimento de
onda λ e das condic‚ oes do vento γ:
Pac(f) =
λγ
4
e−
λγ
2
|f |, (5.3)
al·em de uma tabela com os valores de γ para diferentes condic‚ oes de vento.
A func‚ ao de autocorrelac‚ ao de (5.1) ·e obtida atrav·es da sua transformada inversa de
Fourier [14], isto ·e:
r(τ) =
∫ ∞
−∞
Ptot(f)e
j2pifτdτ. (5.4)
O resultado dessa expressao, obtido em [9], ·e dado por
r(τ) =
r
r + 1
+
1
r + 1
(γλ)2
(γλ)2 + (4piτ)2
. (5.5)
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O efeito de descorrelac‚ ao temporal entre os pulsos m e p devido ao ICM ·e contabilizado na
matriz TICMt , cujo elemento da m-·esima linha e p-·esima coluna ·e descrito por:
(
TICMt
)
mp
= r(|m− p|PRI). (5.6)
As Figuras 5.1 e 5.2, a seguir, ilustram a distribuic‚ ao dos autovalores de R na presenc‚a de
ICM. Note que, ao contr·ario do ilustrado nas Figuras 3.17 e 3.18, existem outros autovalores
acima do n·vel do ru·do, e que o rank de R na presenc‚a de ICM nao mais ·e corretamente
determinado por (3.22).
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Figura 5.1: Autovalores de R na presenc¸a de ICM, CNR = 60dB.
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Figura 5.2: Autovalores de R na presenc¸a de ICM, CNR = 50dB, JNR = 60dB.
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5.1.2 Range Walk
Esse efeito est·a associado a ·area coberta pelo radar em diferentes varreduras (pulsos).
Considere a Figura 5.3 a seguir.
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Figura 5.3: Descorrelac¸a˜o devido a range walk.
As circunferencias ilustram a regiao varrida referente ao longo do deslocamento da pla-
taforma, durante dois pulsos consecutivos m1 e m2. O eixo horizontal indica o vetor de
deslocamento da plataforma e o angulo de azimute φaz indica a direc‚ ao de observac‚ ao. Con-
sidere que a plataforma se mova de acordo com o vetor velocidade ~vp, conforme ilustrado na
Figura 5.3. A distancia percorrida durante o intervalo de tempo mPRI ·e dada por
d = vpmPRI (5.7)
em que vp ·e a velocidade da plataforma, em m·odulo. Ainda em relac‚ ao a Figura 5.3, o
parametro δ representa a regiao em que ocorre a sobreposic‚ ao de ·areas para dois pulsos
distintos. Note que esse parametro ·e uma func‚ ao do angulo de azimute, e ·e dado por [12]
δ(φaz) =
√
(xP2 − xP1)2 + (yP2 − yP1)2, (5.8)
em que xPi e yPi sao, respectivamente, as coordenadas ao longo dos eixos de abscissa e
ordenada do ponto Pi. O parametro ∆R foi denido em (3.1) como a resoluc‚ ao das c·elulas de
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distancia (veja Figura 2.21). Note que para φaz = 0 tem-se o caso SLA (side-looking array),
enquanto para φaz = 90o tem-se o caso FLA (forward-looking array). Observa-se que a
correlac‚ ao ·e m·axima para o caso SLA (ocorre a maior sobreposic‚ ao de ·areas de cobertura),
ao passo que a descorrelac‚ ao ·e mais signicativa para o caso FLA (menor sobreposic‚ ao das
·areas de cobertura).
O efeito de descorrelac‚ ao por range walk entre dois pulsos consecutivos ·e dado por
ρ(φaz) =
δ(φaz)
∆R
, (5.9)
Para quaisquer dois pulsos m e p, o efeito de descorrelac‚ ao ·e modelado como [26]
ρm,p(φaz) = ρ
|m−p|(φaz). (5.10)
A matriz TRWt que ir·a contabilizar o efeito de descorrelac‚ ao temporal, para o caso do range
walk, ·e dada por:
TRWt =

1 ρ · · · ρM−1
ρ 1 · · · ρM−2
.
.
.
.
.
.
.
.
.
.
.
.
ρM−1 ρM−2 · · · 1

. (5.11)
5.2 Efeitos de Descorrelac‚ ao Espacial
Efeitos de descorrelac‚ ao espacial causam descorrelac‚ ao entre os sinais recebidos nos
diferentes canais do array. Nessa sec‚ ao ser·a apresentado apenas um efeito causador de
descorrelac‚ ao espacial, dentre os diversos que podem ser encontrados na literatura citada no
in·cio do cap·tulo. Ser·a brevemente discutido o efeito de descorrelac‚ ao causado pela largura
de banda do sistema.
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5.2.1 Efeito Causado pela Largura de Banda do Sistema
O efeito de descorrelac‚ ao causado pela largura de banda do sistema est·a ligado a dois
fatores: o tempo necess·ario para que um sinal, ao ser amostrado pelo canal i, seja recebido
pelo canal k (com k = i+ n)
τn(φ) =
d(n− 1) senφ
c
(5.12)
e a largura de banda do sinal transmitido. Para o caso do sinal transmitido ser um pulso, caso
considerado nessa Dissertac‚ ao (veja Figura 1.8), o sinal a ser transmitido ·e modulado pela
func‚ ao
A(t) =

1, t =
[
−δ
2
,
δ
2
]
0, demais valores de t
. (5.13)
em que o parametro δ representa a largura do pulso transmitido. A func‚ ao de autocorrelac‚ ao
do pulso transmitido ·e dada por [12]
ρn =

1− |τn|
δ
, t = [−δ, δ]
0, demais valores de t
. (5.14)
De forma an·aloga a Sec‚ ao 5.1, a matriz TBWs ir·a contabilizar os efeitos de descorrelac‚ ao
espacial segundo
TBWs =

1 ρ1 · · · ρN−1
ρ1 1 · · · ρN−2
.
.
.
.
.
.
.
.
.
.
.
.
ρN−1 ρN−2 · · · 1

. (5.15)
5.3 Covariance Matrix Tapers (CMT)
Conforme descrito no in·cio desse cap·tulo, o emprego de CMT leva a um melhor desem-
penho dos algoritmos adaptativos na presenc‚a de efeitos de descorrelac‚ ao, como os citados
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nesse cap·tulo. Nessa sec‚ ao ser·a brevemente discutido como os diferentes efeitos vistos nas
Sec‚ oes 5.1 e 5.2 podem ser combinados para que sejam incorporados aos algoritmos adapta-
tivos. Informac‚ oes mais detalhadas a respeito da teoria de Covariance Matrix Tapers podem
ser encontradas em [34].
Na Sec‚ ao 5.1 foram abordados alguns efeitos de descorrelac‚ ao temporal. Para que esses
efeitos sejam incorporados a matriz de correlac‚ ao R, faz-se uso da matriz de tapers Tt. De
forma an·aloga, na Sec‚ ao 5.2, o efeito de descorrelac‚ ao espacial apresentado pode ser inclu·do
na matriz Ts. A matriz de tapers espac‚o-temporal T, que inclui os efeitos de descorrelac‚ ao
temporal e espacial, ·e dada por [34]
T = Tt ⊗Ts. (5.16)
Note que Tt ∈ <M×M , Ts ∈ <N×N e T ∈ <NM×NM . Para casos particulares, onde h·a
apenas efeitos de descorrelac‚ ao temporal, a expressao (5.16) pode ser reescrita como
T = Tt ⊗ 1N×N . (5.17)
De forma an·aloga, quando apenas efeitos de descorrelac‚ ao espacial forem levados em consi-
derac‚ ao, reescreve-se (5.16) da seguinte forma:
T = 1M×M ⊗Ts. (5.18)
Em que 1N×N e 1M×M sao matrizes com todos os elementos iguais a unidade. Note que
1N×N ∈ <N×N e 1M×M ∈ <M×M .
Quando diferentes efeitos de descorrelac‚ ao de mesma natureza (temporal ou espacial)
forem considerados, uma expressao para Tt ou Ts que contabilize esses efeitos deve ser
obtida. Como exemplo, a expressao
Tt = T
ICM
t ©TRWt (5.19)
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contabiliza os efeitos de ICM e Range Walk na matriz de tapers temporal. Diferentes efeitos
de descorrelac‚ ao espacial tamb·em podem ser contabilizados numa ·unica matriz Ts da mesma
forma dada pela expressao (5.19).
Finalmente, a matriz de correlac‚ ao das interferencias pode incorporar os efeitos de des-
correlac‚ ao temporal conforme
RT = R©T. (5.20)
5.4 Algoritmos Modicados
Nessa sec‚ ao, serao apresentados resultados obtidos para a incorporac‚ ao de CMT aos
algoritmos SMI e PC. Ao nal dessa sec‚ ao ser·a apresentado o algoritmo RSMI-CMT, que
incorpora a matriz de tapers T, tornando-o mais robusto aos efeitos de descorrelac‚ ao como
os citados nesse cap·tulo.
Uma expressao gen·erica para o c·alculo do vetor de coecientes, baseia-se na soluc‚ ao das
equac‚ oes normais, com a diferenc‚a em que a matriz de correlac‚ ao de interferencias estimada
ser·a RˆT e nao mais Rˆ, conforme
wCMT = Rˆ
−1
T s¯(φ¯, f¯d). (5.21)
Esse resultado foi obtido em [37], assim como expressoes para a obtenc‚ ao de RˆT pelos
algoritmos SMI e PC. O vetor de coecientes do algoritmo SMI-CMT ·e obtido resolvendo-
se (5.21), com a matriz de correlac‚ ao RˆT estimada segundo a expressao
RˆT =
(
Rˆ + δ2I
)
©T (5.22)
=
 1
K
K∑
k=1,
k 3 U
x(k)xH(k) + δ2I
©T. (5.23)
em que δ2 ·e o fator de soma na diagonal principal.
Utilizando a notac‚ ao do Cap·tulo 3, a matriz de correlac‚ ao das interferencias estimada
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pelo algoritmo de componentes principais ·e dada por
RˆT =
(
Nr∑
k=1
λˆkqˆkqˆ
H
k
)
©T + σ2I, (5.24)
em que σ2 ·e a potencia do ru·do. Com a matriz de correlac‚ ao estimada a partir dos autovalores
mais signicativos e respectivos autovetores, o vetor de coecientes do algoritmo PC-CMT
·e obtido empregando-se (5.21).
Para o algoritmo RSMI, o emprego de CMT tamb·em se d·a de forma recursiva, como
segue
RˆTm+1 =
Rˆm Γˆm
Γˆ
H
m Rˆmm
©
Tm T1m
TH1m Tmm
+
Om O
OH δ2I
 (5.25)
=
 RˆTm Γˆm©T1m
Γˆ
H
m©T
H
1m Rˆmm©Tmm + δ2I
 (5.26)
=
RˆTm ΓˆTm
Γˆ
H
Tm RˆTmm
 (5.27)
em que Om e O sao matrizes nulas de dimensao Nm×Nm e [N(m− 1)×N ], respectiva-
mente. A matriz Tm+1 pode ser representada por:
Tm+1 =
Tm T1m
TH1m Tmm
 (5.28)
em que T1m e Tmm sao matrizes de dimensao Nm×N e N ×N , respectivamente.
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5.5 Desempenho dos Algoritmos Adaptativos na Presenc‚a
de ICM
Nessa sec‚ ao ser·a avaliado o desempenho de algoritmos adaptativos na presenc‚a de ICM.
A Figura 5.4, a seguir, ilustra a degradac‚ ao na SINR do ltro ·otimo causada por ICM para
diferentes condic‚ oes clim·aticas (desde uma suave brisa a fortes rajadas de vento). Note que
a detecc‚ ao de alvos mais lentos torna-se ainda mais dif·cil na presenc‚a de ICM.
−0.5 −0.4 −0.3 −0.2 −0.1 0.0 0.1 0.2 0.3 0.4 0.5
−50
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
SINR(dB)
ICM=40mph (Vento M. Forte)
ICM=20 mph (Vento Forte)
ICM=10 mph (Brisa)
Sem ICM
PSfrag replacements
f¯d
Figura 5.4: Degradac¸a˜o da SINR para CNR = 60dB e diferentes condic¸o˜es clima´ticas.
A Figura 5.5, a seguir, ilustra o desempenho de algoritmos adaptativos na presenc‚a de
ICM (10 mph), com N = M = 16 e CNR = 60dB. Foram comparados algoritmos que
utilizam CMT com algoritmos que nao levam em considerac‚ ao os efeitos de descorrelac‚ ao.
Note que o algoritmo que mais sofre degradac‚ ao no desempenho ·e o de componentes prin-
cipais sem CMT (PC). Note tamb·em a diferenc‚a entre os algoritmos SMI e SMI-CMT, onde
o primeiro apresenta um alargamento maior em torno de f¯d = 0. Os algoritmos que levam
em considerac‚ ao os efeitos de descorrelac‚ ao (i.e., utilizam CMT) se aproximam satisfatoria-
mente do desempenho que seria obtido com o ltro ·otimo.
A Figura 5.6, a seguir, ilustra o desempenho dos algoritmos SMI-CMT, PC-CMT e
RSMI-CMT, utilizando a mesma congurac‚ ao utilizada na obtenc‚ ao da Figura 5.5. Note
que, conforme esperado, o desempenho do algoritmo RSMI-CMT se aproxima do desem-
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penho do algoritmo SMI-CMT a medida em que o n·umero de pulsos processados aumenta.
Para o caso particular m = M , o desempenho dos dois algoritmos ·e identico. Utilizando
um n·umero reduzido de pulsos ·e poss·vel alcanc‚ar um desempenho satisfat·orio mesmo na
presenc‚a de ICM, como ilustrado para o caso m = 14. Esse resultado j·a esperado vai ao
encontro dos resultados obtidos no Cap·tulo 4.
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Figura 5.5: Desempenho dos algoritmos com e sem o emprego de CMT na presenc¸a de ICM (10
mph) - A: Filtro “o´timo” (sem ICM); B: Filtro “o´timo” (com ICM); C: PC-CMT; D: SMI-CMT
(δ2 = 10dB) com 62 vetores secunda´rios; E: SMI com 62 vetores secunda´rios (δ2 = 10dB); F: PC.
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Figura 5.6: Desempenho dos algoritmos na presenc¸a de ICM (10 mph) - A: Filtro “o´timo” (sem
ICM); B: Filtro “o´timo” (com ICM); C: SMI-CMT, RSMI-CMT (m = M ) com 62 vetores
secunda´rios; D: PC com 62 vetores secunda´rios; E: RSMI-CMT (m = 14) com 62 vetores
secunda´rios.
Embora outros efeitos de descorrelac‚ ao nao tenham sido considerados nessa sec‚ ao, sabe-
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se que diferentes efeitos de descorrelac‚ ao tem como comum conseq¤uencia o aumento do
rank da matriz de correlac‚ ao e degradac‚ ao na SINR pelo alargamento do notch em torno da
freq¤uencia Doppler igual a zero [26] e, portanto, espera-se que os algoritmos apresentem
comportamento semelhante ao apresentado nessa sec‚ ao.
5.6 Conclusao
Nesse cap·tulo foram apresentados alguns efeitos de descorrelac‚ ao existentes em aplica-
c‚ oes pr·aticas que degradam o desempenho de algoritmos adaptativos. Esses efeitos tem, em
comum, como conseq¤uencia o aumento no n·umero de autovalores da matriz de interferencias
acima do n·vel do ru·do, dicultando a determinac‚ ao da ordem do ltro que far·a o cance-
lamento das interferencias. Outra conseq¤uencia da presenc‚a dos efeitos de descorrelac‚ ao,
citados ao longo do cap·tulo, ·e a degradac‚ ao da SINR pelo alargamento do notch em torno
da freq¤uencia Doppler igual a zero, dicultando ainda mais a detecc‚ ao de alvos lentos. Nesse
cap·tulo ainda foram apresentados os algoritmos SMI-CMT e PC-CMT encontrados na lite-
ratura, al·em da formulac‚ ao do algoritmo RSMI-CMT. Atrav·es das simulac‚ oes exibidas na
Sec‚ ao 5.5, cou claro que o algoritmo RSMI-CMT converge para o SMI-CMT e funciona de
maneira eciente, tendo sido necess·aria apenas uma simples mudanc‚a no algoritmo RSMI.
Outro fator favor·avel a utilizac‚ ao do algoritmo RSMI est·a relacionado com a diculdade de
se estabelecer, a priori, a ordem do ltro. Como a ordem do algoritmo RSMI ·e determinada
em tempo real, nao corre-se o risco de pr·e determinar-se uma ordem inferior a necess·aria
para o cancelamento das interferencias.
Capı´tulo 6
Conclusa˜o
Nesse cap·tulo ser·a feita uma recapitulac‚ ao dos conceitos apresentados ao longo dessa
Dissertac‚ ao, assim como serao enfatizadas as principais contribuic‚ oes dadas por esse traba-
lho.
No Cap·tulo 1 foram apresentados os principais conceitos de sistemas de radar. Come-
c‚ando pela equac‚ ao do radar, radares monoest·aticos e biest·aticos, radares situados em solo e
embarcados, distancias amb·guas e nao-amb·guas e velocidades cegas. Ao nal do cap·tulo,
fez-se uma revisao sobre as formas de interferencia presentes em sistemas de radar: clutter,
jamming e ru·do t·ermico. A revisao apresentada nesse cap·tulo teve como objetivo introduzir
o leitor a esses principais conceitos. Chamou-se a atenc‚ ao para os casos espec·cos a serem
estudados, isto ·e, radar embarcado em aviao, sistema monoest·atico, array linear uniforme
side-looking array.
O Cap·tulo 2 abordou as diferentes formas de processamento de sinais em sistemas de
radar. A partir do processamento espacial (beamforming), derivou-se uma expressao para os
dados recebidos pelo array em func‚ ao da freq¤uencia espacial normalizada, utilizando o vetor
de direcionamento espacial. Tamb·em foi detalhado como a freq¤uencia Doppler pode ser ex-
tra·da dos sinais recebidos. O processamento temporal (Doppler), respons·avel pela obtenc‚ ao
dessa informac‚ ao, faz uso dos sinais coletados referentes a uma determinada distancia para
diferentes pulsos. Para um melhor desempenho no cancelamento de clutter foi apresentado o
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processamento espac‚o-temporal. O Cap·tulo 2 encerrou com a formulac‚ ao do ltro espac‚o-
temporal ·otimo e a modelagem dos sinais de interferencia de clutter, jamming e de ru·do
no dom·nio angulo-Doppler (espac‚o-temporal).
O terceiro cap·tulo apresentou a forma em que os dados sao recebidos e organizados
para maior compreensao. Um novo snapshot ·e recebido a taxa de conversao A/D (tempo
r·apido), correspondente as distancias nao-amb·guas. Para a extrac‚ ao da informac‚ ao Doppler,
transmite-se novos pulsos e, com os dados recebidos desses pulsos, monta-se um cubo
de dados, referente a um CPI. Foram abordados algoritmos adaptativos espac‚o-temporal de
rank completo e reduzido. Os algoritmos SMI e SMI-DL sao algoritmos de rank completo,
pois utilizam todos os graus de liberdade no cancelamento de interferencias. O n·umero de
vetores secund·arios utilizados no algoritmo SMI ·e muito grande, o que inviabiliza a hip·otese
de vetores i.i.d. e sua aplicac‚ ao em ambientes heterogeneos e/ou nao-estacion·arios. O algo-
ritmo de componentes principais utiliza um n·umero reduzido de graus de liberdade no can-
celamento de interferencias. Sao escolhidos os autovalores e respectivos autovetores mais
signicativos e, a partir desses, foi obtida uma expressao para o vetor de coecientes de
componentes principais. Sua principal vantagem ·e a utilizac‚ ao de um n·umero reduzido de
vetores secund·arios, o que torna a hip·otese de vetores i.i.d. e sua aplicac‚ ao em ambientes
heterogeneos e/ou nao-estacion·arios mais fact·vel, ao contr·ario do algoritmo SMI. A grande
desvantagem do algoritmo PC est·a na utilizac‚ ao de rotinas como a decomposic‚ ao em valor
singular, cujo desempenho em aplicac‚ oes pr·aticas nem sempre apresentam o desempenho
esperado de quando projetado em simulac‚ ao. Por m, vericou-se que o algoritmo SMI-DL
tamb·em pode utilizar um n·umero reduzido de vetores na estimac‚ ao da matriz de correlac‚ ao
das interferencias. Ao utilizar os mesmos vetores que o algoritmo PC, estarao sendo con-
siderados os mesmos autovalores e autovetores na construc‚ ao do vetor de coecientes. A
matriz estimada deixar·a de ser singular pela adic‚ ao do escalar a diagonal principal e os au-
tovalores mais signicativos serao minimamente afetados. Vericou-se que o desempenho
dos algoritmos PC e SMI-DL ·e muito semelhante e comparou-se o custo computacional dos
algoritmos SMI, SMI-DL e PC.
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No quarto cap·tulo fez-se uma breve revisao sobre a utilizac‚ ao de algoritmos recursivos
em ordem na soluc‚ ao das equac‚ oes normais. Essa ferramenta matem·atica foi utilizada na
derivac‚ ao do algoritmo RSMI, que processa os dados recebidos ao longo do tempo r·apido, ao
contr·ario do algoritmo SMI, que necessita de todo o cubo de dados recebido, antes de ini-
ciar o processamento. O algoritmo proposto processa os dados recebidos ao longo do tempo
r·apido, e sua ordem aumenta a medida em que mais pulsos sao processados. O algoritmo
RSMI ·e um algoritmo de dimensao reduzida, sendo poss·vel enquadr·a-lo como um algoritmo
(Element-Space Pre-Doppler), pois a reduc‚ ao se d·a apenas no n·umero de pulsos processados.
Vericou-se que o erro m·edio quadr·atico do algoritmo RSMI converge assintoticamente para
o erro m·edio quadr·atico do algoritmo SMI, a medida em que o n·umero de pulsos processa-
dos (ordem do algoritmo RSMI) aumenta. O algoritmo proposto tamb·em apresenta vanta-
gens sobre o algoritmo SMI quanto a complexidade computacional. Ainda foi analisada a
introduc‚ ao de um escalar a diagonal principal da matriz de correlac‚ ao espac‚o-temporal esti-
mada para o algoritmo RSMI e tamb·em vericou-se a convergencia estat·stica pelo crit·erio
do erro m·edio quadr·atico do algoritmo RSMI-DL em relac‚ ao ao algoritmo SMI-DL. Con-
forme visto no Cap·tulo 3, a utilizac‚ ao de DL reduz a quantidade de vetores secund·arios
usados na estimac‚ ao da matriz de correlac‚ ao dos processos de interferencia e ru·do. Por m,
deve-se salientar que o algoritmo RSMI nao faz uso de rotinas para o c·alculo de autovalores
e autovetores da matriz de correlac‚ ao estimada. Essa caracter·stica, juntamente com a pos-
sibilidade da introduc‚ ao de DL ao algoritmo, torna-o interessante para aplicac‚ oes pr·aticas,
devido ao menor custo computacional e reduzido n·umero de vetores secund·arios. Outra im-
portante caracter·stica do algoritmo desenvolvido ·e o processamento dos dados recebidos
ao longo do tempo r·apido, permitindo o cancelamento de interferencias e detecc‚ ao de al-
vos enquanto outros algoritmos adaptativos ainda nao foram iniciados, pois esperam pelo
recebimento do cubo de dados completo.
O Cap·tulo 5 apresenta alguns efeitos encontrados na literatura respons·aveis pela degra-
dac‚ ao do desempenho dos algoritmos. Esses efeitos tem como caracter·stica comum des-
correlacionar o sinal recebido. Como conseq¤uencia ocorre o aumento do n·umero de au-
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tovalores acima do n·vel do ru·do, dicultando a escolha da ordem do ltro que cancelar·a
as interferencias. O fato da ordem do ltro ser dicilmente estimada a priori devido aos
efeitos citados favorece a utilizac‚ ao do algoritmo RSMI, pois sua ordem ·e determinada em
tempo real. Quanto a relac‚ ao sinal-ru·do+interferencia na sa·da do ltro, a presenc‚a des-
ses efeitos de descorrelac‚ ao implica no alargamento do ltro notch em torno da freq¤uencia
Doppler igual a zero, dicultando ainda mais a detecc‚ ao de alvos lentos. Tamb·em foram
apresentados algoritmos que utilizam os chamados Covariance Matrix Tapers, encontrados
na literatura, que tornam os algoritmos adaptativos mais robustos a presenc‚a dos efeitos ci-
tados. Introduziu-se CMT ao algoritmo RMSI com a nalidade de torn·a-lo mais robusto aos
efeitos que degradam seu desempenho. Vericou-se que a relac‚ ao sinal-ru·do+interferencia
do algoritmo RSMI-CMT converge para o algoritmo SMI-CMT a medida que o n·umero de
pulsos processados ·e aumentado, conforme esperado. Al·em de incorporar robustez, o algo-
ritmo RSMI-CMT tamb·em possui a vantagem de ser computacionalmente mais ecaz que
os demais algoritmos estudados, conforme visto no Cap·tulo 4.
Como sugestao para futuros trabalhos, pode-se citar o estudo do algoritmo RSMI em
ambientes heterogeneos e nao-estacion·arios. Ap·os ser atingida uma ordem tal que leve a
um desempenho satisfat·orio do algoritmo RSMI, o vetor de coecientes pode ser obtido e
utilizado em um algoritmo com boas caracter·sticas de tracking, como o LMS (Least Mean
Square), para que siga as variac‚ oes estat·sticas dos sinais de interferencia, aliando as boas
caracter·sticas desses algoritmos de reduzido custo computacional na convergencia do vetor
de coecientes e a capacidade de rastreamento do algoritmo LMS.
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