Abstract In this article, we investigate the asymptotic behavior of the solution to a one-dimensional stochastic heat equation with random nonlinear term generated by a stationary, ergodic random field. We extend the well-known central limit theorem for finite-dimensional diffusions in random environment to this infinite-dimensional setting. Due to our result, a central limit theorem in L 1 sense with respect to the randomness of the environment holds under a diffusive time scaling. The limit distribution is a centered Gaussian law whose covariance operator is explicitly described. It concentrates only on the space of constant functions.
Introduction and main result
Homogenization of finite-dimensional diffusions in stationary and ergodic environments is a well-studied topic, including periodic and quasiperiodic environments as special cases. In the early works [10] and [16] , central limit theorems are established for diffusions driven by random, self-adjoint operators of divergence type. Diffusions without drift are considered in [17] . In [13] , an invariance principle in a quenched sense is obtained for diffusions in ergodic, almost surely C 2 -smooth environment, through a study on the fundamental solutions corresponding to its generator.
A good review of finite-dimensional results can be found in [9, Sect. 9] , where the main approach is to record the environment viewed from the particle as a Markov process. Every sample path of the diffusion is decomposed into the sum of an additive functional of the environment process and a martingale with stationary and ergodic increments. The general method to prove a central limit theorem for additive functional of Markov process is firstly developed in [8] for reversible case and be extended later in [14] , [15] and [19] to non-reversible case where a sector condition holds. We rely on these results in this article, but in an infinite-dimensional setting.
Our aim is to extend this strategy to an infinite-dimensional, nonlinear system. We study the homogenization of the solution to a stochastic partial differential equation in random environment. The equation considered here is a stochastic heat equation on the unit interval [0, 1] driven by standard space-time white noise and having a random nonlinear term. Different from the finitedimensional model, the law of the nonlinear term is supposed to be stationary and ergodic under only constant shifts, that is, a group of transformations indexed by R. We adopt this setting since the Laplacian in the equation is preserved only by these transformations, which is necessary for obtaining the Markov property of the environment process.
The nonlinear term is supposed to be the composition of a gradient-type part and a divergence-free part. If only deterministic gradient-type environment is adopted, this equation is used to describe the motion of a flexible Brownian string in some potential field, see [5] . Moreover, if the environment degenerates to a periodic nonlinear term, the model is closely related to the dynamical sineGordon equation (see, e.g., [7] ), and an invariance principle is obtained in [20] . The divergence-free part can be added since it preserves the equilibrium state. For homogenization of finite-dimensional diffusions in divergence-free random field, we refer to [12] .
To state our model, we first introduce some basic notations. Throughout this article let H = L 2 [0, 1]. The inner product and the norm on H are denoted by ·, · H and · H . Let E be the Banach space C[0, 1] equipped with the uniform topology. Denote by E 0 the subspace of E consisting of functions which vanish at 0. Denote by µ 0 the Wiener measure on E 0 induced by a standard Brownian motion. Since the sample path of a Brownian motion is almost surely Hölder continuous with order less than 1 2 , we fix some α ∈ (0, 1 2 ) and introduce E α as the space of α-Hölder continuous functions on [0, 1] . E, E α and E 0 are treated as subspaces of H.
Recall that a real-valued function f defined on H is said to be Fréchet differentiable, if at every h ∈ H there exists some Df (h) ∈ H such that
Df is called the Fréchet derivative of f . Higher-order derivatives are defined inductively. For a positive integer k, by C k b (H) we denote the class of all bounded functions on H which have bounded and continuous Fréchet derivatives up to the k-th order.
Now we state our model precisely. Suppose that (Σ, A , Q) and (Ω, F , P) are two complete probability spaces, the latter of which is equipped with a filtration of σ-fields {F t ⊆ F ; t ≥ 0} satisfying the usual conditions. Let W (t, x) be a standard cylindrical Brownian motion defined on (Ω, F , P) and adapted to F t , and {(V (σ, u), B(σ, u)) ∈ R × H; (σ, u) ∈ Σ × H} be an R × H-valued random field over H on (Σ, A , Q). Suppose that V is Fréchet differentiable in u for almost all σ, and let U be the H-valued random field defined by U = DV + B. For fixed σ ∈ Σ, consider a one-dimensional stochastic heat equation with homogeneous Neumann boundary conditions and initial condition v ∈ E.
(1.1) Equation (1.1) is called a stochastic heat equation in random environment U , and every σ ∈ Σ is called a fixed environment. To make sure that for fixed σ, (1.1) has a strong solution in the space of continuous functions, assume that
is a bounded and Lipschitz continuous map from H to H for Q-almost all σ ∈ Σ.
Under (A1), for almost all σ, the unique solution u σ,v (t, x) to (1.1) is continuous in t and α-Hölder continuous in x (see [5, 6] ) for α < 1 2 . Therefore, {u σ,v (t); t ≥ 0} forms a continuous Markov process taking values in E α . Consider the stochastic process on the product space (Σ × Ω, A ⊗ F ) defined as
It is called the solution to (1.1) in random environment, which is the main object we want to study in this article. Sometimes we omit the initial condition v and write it as u(t) for short. To simplify the discussion on the generator of the environment process defined in Definition 2.2 later, also assume that
To continue, we discuss the path space and the distribution of {V, B}. Let
Due to the regularity of u σ,v (t, ·), the distribution of u σ,v (t) depends only on the law of the subfield {Ṽ ,B} {V (u), B(u)} u∈E α . Hence, let Σ 0 path
Denote by Σ path the completion of Σ 0 path under the Fréchet metric
where for σ 1 = (ṽ 1 ,b 1 ) and
Since every E α k is compact, (Σ path , d Σ ) is a Polish space under the metric d Σ . Equip it with the Borel σ-field and adopt it as the path space of {Ṽ ,B}. For c ∈ R, let τ c be the transformation on Σ path defined by 
The translation invariance and ergodicity of the environment are usually necessary for studying homogenization in such a model. Since {φ | τ cφ =φ, ∀c ∈ R} is obviously a translation invariant set, (1.4) is equivalent to say that
For a stochastic heat equation with local, periodic and gradienttype nonlinear term, an invariance principle is obtained in [20] . Finally, we assume that
(A4) is equivalent to say that δ(e −2V B) = 0 holds for all σ ∈ Σ 1 , where δ is the divergence operator adjoint to the Malliavin derivative (see, e.g., [11, p. 35, Definition 1.3.1]). One can see in Lemma 2.5 and Proposition 2.6 that a non-gradient field satisfying (A4) preserves the equilibrium state in both fixed and random environment. Our main result, a central limit theorem for u v (t), is stated as follows. 
Define the random field (V, B) for all σ ∈ Σ and u ∈ E as
and B(σ, u) ≡ 0. Assume that both V and 
where e i is the unit vector in R d of i-th coordinate. Let (λ 1 , . . . , λ d ) ∈ R d be a vector with rationally independent coordinates. Define the random field (V, B) for all σ ∈ Σ and u ∈ E as
and B(σ, u) ≡ 0 for all σ ∈ Σ and u ∈ E. It gives the quasiperiodic model.
The environment process
Since the statement in Theorem 1.1 depends only on the law of (V, B), without loss of generality we may and will fix Σ to be the Polish metric space (Σ path , d Σ ) described in Sect. 1. We take A to be the Borel σ-algebra on Σ associated to d Σ , and let Q = PṼ ,B . As defined in (1.3), there is a group of transformations {τ c ; c ∈ R} on Σ such that Q is stationary, ergodic and satisfies that
This section is devoted to the construction of the environment process associated to (1.1). To apply the strategy in [9, Sect. 9], the environment process needs to be a Markov process taking values in a Polish metric space, having a stationary and ergodic probability measure. Given an environment σ ∈ Σ and some v ∈ E, to shift σ with v it is natural to consider a map ξ :
In the above expression, since
, ξ belongs to the set Ξ defined as follows:
Every ξ ∈ Ξ is called a series of environments, which describes the environments seen from a function. To construct a metric on Ξ, we need the following lemma.
. Notice that ker(σ) does not contain any non-degenerate interval [a, b] , otherwise the group property of {τ c } would imply that ker(σ) = R and then ξ ∈ Ξ 0 . However, simple calculation shows that
Hence, the image of v − v ′ contains no non-degenerate interval.
In view of Lemma 2.1, one is able to define a one-to-one map ξ
, and when ξ / ∈ Ξ 0 , v ξ is uniquely determined due to Lemma 2.1. For those ξ ∈ Ξ 0 , we can simply take v ξ (x) ≡ 0. Equip Ξ with the metric d Ξ defined as
where d Σ (·, ·) is the Fréchet metric in (1.2). Observing that (Ξ, d Ξ ) may not be complete, we take the completion and still denote it by Ξ. Since both (E 0 , |·| sup ) and (Σ, d Σ ) are Polish spaces, also is (Ξ, d Ξ ). Equip Ξ with the Borel σ-algebra G , then ξ → (ξ(0), v ξ ) becomes a measurable map with respect to A ⊗ B(E 0 ). Now the environment process can be defined as follows.
Definition 2.2. The environment process associated with (1.1) is defined as
Recall that (Ω, F , P) is the probability space where the noiseẆ (t, x) in (1.1) is defined. {ξ t } t≥0 defined in Definition 2.2 forms a Ξ-valued stochastic process on the product space (Σ × Ω, A ⊗ F ). To express the nonlinear term in (1.1) by ξ t , we introduce the derivative operator on Ξ. For f : Ξ → R, let f σ be the function defined as f 
The nonlinear term DV (σ, u σ,v (t)) + B(σ, u σ,v (t)) can be replaced by a function of ξ t . Indeed, recall that every σ = (v, b) ∈ Σ = Σ path can be continuously extended to an element in C 1,0 (H; R × H), we can define
where v ξ ∈ E 0 is defined by the one-to-one map from Ξ to Σ × E 0 mentioned above. By Definition 2.3 and the definition of Σ path , it is not hard to see that
In summary, without loss of generality we can assume the following framework. Suppose (Σ, d Σ ) to be some Polish metric space equipped with the Borel σ-field A and some Borel probability measure Q. A group of measurable transformations {τ c ; c ∈ R} is defined on Σ such that Q is stationary, ergodic and satisfies (2.1). Define Ξ as in (2.2) and equip it with the metric d Ξ in (2.4) and the Borel σ-algebra G . It suffices to prove Theorem 1.1 for the following equation instead of (1.1):
where (V, B) is a random variable on (Ξ, G ) taking values in R×H. The random field generated by ( 
where
Proof. First notice that if ξ 0 ∈ Ξ 0 in (2.3) then the environment σ ∈ Σ 0 . This furthermore implies that ξ t = ξ 0 for all t ≥ 0 and f ξ(0) is a constant function on E. Hence, the Markov property and (2.5) hold obviously in this case.
Since ξ / ∈ Ξ 0 , the discussion below Lemma 2.1 yields that v ξ = v(·) − v(0), thus by taking c = v(0) in the equation above, we obtain that
Pick some t > 0, h > 0, n ≥ 0, 0 ≤ t 1 ≤ . . . ≤ t n < t + h and bounded measurable functions f 1 , . . . , f n , g on Ξ arbitrarily. We have
Using the Markov property of u σ,v (t) for fixed σ, the expectation above equals to
Applying (2.6) with ξ = ξ t and v = u σ,v (t), this expectation equals to
Therefore, ξ t is a Markov process and
is the associated Markov semigroup.
Next we construct the stationary and ergodic measure of {P t , t ≥ 0}. Before discussing the environment process, we give a lemma concerning the (infinite) stationary measure in frozen environment σ ∈ Σ. Notice that in [5, Sect. 4] , the same problem is discussed for the case that B(σ, ·) = 0 and V (σ, ·) is local. This lemma follows from a Galerkin approach.
2 π 2 be the eigenvalues of − Proof of Lemma 2.5. In view of (A4), since (V, B)(σ, v + c1) = (V, B)(τ c σ, v) holds for all c ∈ R, it is easy to see that if σ belongs to Σ 1 ,
. Since here only fixed environment is considered, we temporarily omit σ and write V , B, u v (t) in short of V (σ, ·), B(σ, ·) and u σ,v (t). Let ν(dv) = e −2V (v) µ(dv), and we prove that ν(dv) is stationary for {u v (t); t ≥ 0} under (2.7). First assume that V and B are finite-dimensional dependent. Precisely, for some N ≥ 1,
for k ≥ 1 and x ∈ R and observe that the
By (2.7),
Hence e −2V † (x) N k=1 Ψ k (x k )dx k is an (infinite) invariant measure for X t . Noting that now {X M t ; M > N } forms a mutually independent system of OrnsteinUhlenbeck processes which is independent of X t , we can conclude that ν(dv) = e −2V (v) µ(dv) is a stationary measure for {u v (t); t ≥ 0}. For general V and B, we consider their marginal expectations. Precisely speaking, for N ≥ 1 and
Similarly, write U k = e −2V B, h k H and for k = 1, . . . , N define 
Since V , DV and B are uniformly bounded, we can obtain that
Let E be the expectation with respect to the noise. With the above estimates, for a function f on E such that
Noting that (V † N , B † N ) fulfills (2.9), the previous step implies that
Because f † is compactly supported, by taking N → ∞ we get
With this inequality and the fact that the finite-dimensional dependent functions is dense in L 2 (ν), we can conclude that ν is invariant for {u v (t); t ≥ 0}. In case that B = 0, we can prove the reversibility of ν in the same way, only to observe that now the finite-dimensional approximation X t is a symmetric process, so that e
−2V
† (x) N k=1 Ψ k (x k )dx k becomes reversible. The stationary measure obtained in Lemma (2.5) is of infinite mass. To overcome this difficulty, we define a probability measure π on Ξ as
where v ξ ∈ E 0 is determined by the one-to-one map from Ξ to Σ × E 0 , and Z is the normalization constant. Our aim is to show that π is stationary for {P t ; t ≥ 0}.
Proposition 2.6. π is a stationary and ergodic probability measure for {P t ; t ≥ 0}. Moreover, if B ≡ 0, then π is reversible.
To prove Proposition 2.6, we need to introduce the class of smooth functions on Ξ. Let C be the dense subspace of H defined as
† together with all its derivatives belongs to L 1 (R n ; dx). Consider the function
where ℓ(v) = ℓ † ( v, h 1 H , . . . , v, h n H ) for v ∈ E. Let E 0 (Ξ) be the collection of all f in (2.12), and call its linear span E(Ξ) the smooth function class on Ξ.
E(Ξ) is dense in L 2 (Ξ; π). To see that, pick g ∈ L 2 (Ξ; π) and suppose that g, f π = 0 for all f ∈ E 0 (Ξ). By virtue of (2.10) and (2.12), it implies
holds for all ψ and ℓ satisfying the conditions above (2.12). Applying the change of variable σ = τ −θ σ ′ , we get from the stationarity of Q under τ θ that
Since v − θ1 in this integral subjects to the infinite measure µ defined in Lemma 2.5, we can rewrite the above equation as
From (2.13) we obtain that e −2V g = 0 for Q-almost all σ and µ-almost all v, and thus g = 0 in L 2 (Ξ, π). As E(Ξ) is the linear span of E 0 (Ξ), it is dense in L 2 (Ξ; π).
Proof of Proposition 2.6.
We begin with pointing out that to prove the stationarity of π, it suffices to show E π [P t (f ·f
, thus π is a stationary measure. Now we prove that
. By the definition, it suffices to prove for f , f ′ ∈ E 0 (Ξ). Suppose that f , f ′ are defined by (2.12) with some (ψ, ℓ) and (ψ ′ , ℓ ′ ) respectively. Observe that for
To simplify the notations, in this proof we write
. With these notations we have
With the same arguments as in calculating (2.13) we get
Due to Lemma 2.5, the last integral equals to
then follows. In case that B = 0, the reversibility of π can be proved in the same way, only to notice that π σ is now reversible to the semigroup in frozen environment. To see the ergodicity, pick G ⊆ Ξ such that π(G) > 0 and P t 1 G = 1 G for some t > 0, and we show that π(G) = 1. For every σ ∈ Σ, define G σ = {v ∈ E; τ [v(·)] σ ∈ G}. Take a strictly positive f ∈ L 1 (R; dx) and observe that
, the above equation can be written as
By the τ c -invariance of Q and the same strategy used in (2.13) we get
The τ c -invariance of {σ; µ(G σ ) = 0} then implies that it is Q-null, thanks to the ergodicity. Since µ is absolutely continuous with respect to π σ , we know further that Q(σ; π σ (G σ ) = 0) = 0. Noting that for fixed σ, (1.1') satisfies the conditions mentioned in [18, Sect. 1], hence from [18, Corollary 1.1 and Theorem 1.3], u σ (t) is strong Feller and irreducible. Therefore, its transition probability P σ (t; v, ·) is equivalent to its stationary measure π σ for all v and t, so that Q(σ; P σ (t; v, G σ ) = 0) = 0. Meanwhile, by (2.5),
As e −2V (σ,v) P σ (t; v, G σ ) is strictly positive for every v, t and almost all σ, the above equation implies that Q(σ; µ 0 (G σ ) = 1) = 1, and π(G) = 1 follows directly.
The last part of this section is devoted to the generator of P t . Although P t is not strongly continuous under the topology of C b (Ξ) (cf. [3] ), due to the stationarity of π we can extend P t to a C 0 semigroup of contractions on L 2 (Ξ; π). Denote the extension still by P t and define its generator (dom(K), K) through Hille-Yosida theorem. Recall that K is unbounded and closed, and we say A ⊆ dom(K) is a core if A is dense in dom(K) and K coincides with the closure of K| A . In the next proposition, we compute K on the smooth function class on Ξ and show that it forms a core. Proposition 2.7. E(Ξ) forms a core of K, and for all f ∈ E(Ξ),
Proposition 2.7 is proved along the strategy in [3] , where the maximal dissipativity for a class of Kolmogorov operators is discussed. We first prove the parallel result for a linear equation in Lemma 2.8, and then extend it to the nonlinear case.
To discuss the linear case, consider an Ornstein-Uhlenbeck process {u v 0 (t, ·) ∈ E; t ≥ 0} with a given initial condition v ∈ E satisfying that
where W r is the cylindrical Brownian motion appeared in (1.1'), and {S t ; t ≥ 0} is the semigroup on H generated by . In imitation of (2.5), for f ∈ B b (Ξ) and t ≥ 0 we define
In view of Proposition 2.6, T t possesses a reversible measure π 0 (dξ) = Z −1 exp(−2V(ξ))π(dξ). Write H π0 = L 2 (Ξ; π 0 ), and extend {T t ; t ≥ 0} to a strongly continuous semigroup of contractions on H π0 . Denote by (dom(L), L) its generator on H π0 . Paralleling to Proposition 2.7, we have the next lemma for L and π 0 .
Lemma 2.8. E(Ξ) forms a core of L, and for all
Proof. First we present a basic estimate. Suppose that Applying dominated convergence theorem, we obtain that
As E(Ξ) is the linear span of E 0 (Ξ), (2.16) holds for all f ∈ E(Ξ), therefore
We are left to show that E(Ξ) is a core. By [4, p. 17, Proposition 1.3.3] , it suffices to show that E(Ξ) is preserved under {T t ; t ≥ 0}. Notice that for h ∈ C,
and S t h still belongs to C. Therefore, for f in the form of (2.12),
. . , h n H ) are deterministic R n -vectors, and Q t,h = (Q t,h1 , . . . , Q t,hn ) is a random vector. T t f ∈ E(Ξ) then follows from the conditions on ψ and ℓ † , and consequently
H holds for f ∈ E(Ξ), and the stationarity of
Let H π = L 2 (Ξ, π), and ·, · π , · π be the related inner product and norm. By (A2), · π and · π0 are equivalent, so that elements in H π can be identified with those in H π0 . With this observation, we close this section with the proof to Proposition 2.7.
Proof of Proposition 2.7.
First recall the definition of differentiable function on Ξ in Definition 2.3. Let C 1 b (Ξ) denote the class of all differentiable functions f on Ξ such that Df is continuous and uniformly bounded in H. Define
• satisfies (2.14) for f ∈ E(Ξ), to verify the explicit form (2.14) for K we only need to show that
By (A2) and dominated convergence theorem, for f ∈ C 1 b (Ξ) we obtain
As π 0 and π are mutually equivalent, (2.18) follows from (2.16) and (2.19) directly.
Due to the Lumer-Phillips theorem (see, e.g., [21] and [4, p. 17, Proposition 1.3.1]), to show that E(Ξ) is a core, it suffices to prove that (λ−K)[E(Ξ)] is dense in H π for some λ > 0. We first prove it under an additional condition. By (A1), for Q-almost all σ, DV (σ, ·) + B(σ, ·) can be extended to some U σ ∈ C b (H; H) such that U σ H is uniformly bounded in σ and v. Assume further that
Now for fixed σ, (1.1') becomes a stochastic heat equation with twice differentiable nonlinear term, thus obviously P
. Notice the following formula holds for f that
By the above estimates and dominated convergence theorem, f ∈ C 1 b (Ξ) and Df (ξ) H is bounded from above by C λ sup Ξ |f | with some constant C λ . Observe that
Since f ∈ dom(K), the H π0 -limit of the first term in the right-hand side of (2.21) exists when s ↓ 0. Since f ∈ C 1 b (Ξ), (2.19) yields that the second term converges in H π . Noting that H π0 and H π have equivalent norm, we have f ∈ dom(L).
The previous proof now implies that Kf = Lf − Df , DV + B H . Since E(Ξ) is a core of L, we can pick f k ∈ E(Ξ) such that f k → f and Lf k → Lf , both in H π0 . By (2.17), D(f k − f ) H vanishes in H π0 and H π . Therefore,
If (A1') fails to hold, we need to pick an approximating sequence. Indeed, suppose that we can find a sequence (V n , B n ) satisfying (A1'), (A2), (A4) and that lim
Let K n be the generator of the environment process related to the solution to (1.1') with (V, B) replaced by (V n , B n ). Fix some g ∈ E(Ξ) and let f n = (λ − K n ) −1 g. By the previous step, f n ∈ dom(L) ∩ C Noting that by (2.24), D can be extended to a linear operator defined on H 1 and taking values in L 2 (Ξ, H; π). We denote the extension still by D. Meanwhile, since for each f ∈ E(Ξ), f σ is finite-dimensional dependent, by applying the classical Itô formula for finite-dimensional semi-martingales we get
Df (ξ r ), dW r H , ∀f ∈ E(Ξ).
(3.1)
The dual space H −1 of H 1 is defined as follows. For f ∈ H π , let
.
, where ∼ −1 is the equivalence relation defined by f ∼ −1 g ⇐⇒ f − g −1 = 0. Let H −1 be the completion of (I −1 , · −1 ), which is also a Hilbert space under the inner product ·, · −1 defined through polarization. The following variational formula holds for · −1 :
, hence the weak form of (1.1') reads
where ϕ ∈ C 2 [0, 1] is a test function such that ϕ ′ (0) = ϕ ′ (1) = 0, and
When σ ∈ Σ 0 we have v ξt ≡ 0 and (3.3) fails to hold. However, from (2.1), Σ 0 is a Q-null set here, therefore (3.3) holds Q-almost surely and this is sufficient for the L 1 (Q) convergence in Theorem 1.1. Let (dom(K * ), K * ) be the adjoint operator of K on H π . By the standard arguments in [9, Sects. 2.6, 2.7, 9.5], to get a central limit theorem for u σ (t), ϕ H it is necessary to show that E(Ξ) is also a core of K * , K satisfies a sector condition and U ϕ ∈ H −1 . We prove these results in this section. Proof. Letû σ,v (t, ·) be the solution to (1.1') with B replaced by −B, and {ξ t ; t ≥ 0} be the corresponding environment process. By Proposition 2.6, π is stationary forξ t , so that its Markov semigroup {P t ; t ≥ 0} is a C 0 semigroup of contractions on H π . LetK be its generator. By Proposition 2.7,K satisfies (3.5) and E(Ξ) is a core ofK.
It suffices to show K * =K. From Proposition 2.6, π is reversible if B = 0, thus Kf + Df , B H , g π = f , K * g − Dg, B H π , ∀f , g ∈ E(Ξ). (3.6)
Meanwhile, in view of (A4), for f and g ∈ E(Ξ) we have
(3.7) Combing (3.6) and (3.7) shows thatK = K * on E(Ξ). Noting that E(Ξ) is a core ofK and K * is always closed, this would imply thatK ⊆ K * . On the other hand, since K * is the adjoint of a Markov generator of a C 0 semigroup contractions, it is easy to show that λ − K * is invertible for all λ > 0. For all f ∈ H π , f = (λ −K) (λ −K)
, and consequently dom(K * ) = dom(K). For a function g on E, let g µ0 E µ0 [g] . By virtue of (A4),
By Cauchy-Schwarz inequality and (A2) we obtain that To continue, write v h = ( v, h 1 H , . . . , v, h M H ) for shot. Observe that from the explicit formula for DĤ g(v) and Cauchy-Schwarz inequality,
