Abstract: The problem of minimizing the sum of nonsmooth, convex objective functions defined on a real Hilbert space over the intersection of fixed point sets of nonexpansive mappings, onto which the projections cannot be efficiently computed, is considered. The use of proximal point algorithms that use the proximity operators of the objective functions and incremental optimization techniques is proposed for solving the problem. With the focus on fixed point approximation techniques, two algorithms are devised for solving the problem. One blends an incremental subgradient method, which is a useful algorithm for nonsmooth convex optimization, with a Halpern-type fixed point iteration algorithm. The other is based on an incremental subgradient method and the Krasnosel'skiȋ-Mann fixed point algorithm. It is shown that any weak sequential cluster point of the sequence generated by the Halpern-type algorithm belongs to the solution set of the problem and that there exists a weak sequential cluster point of the sequence generated by the Krasnosel'skiȋ-Mann-type algorithm, which also belongs to the solution set. Numerical comparisons of the two proposed algorithms with existing subgradient methods for concrete nonsmooth convex optimization show that the proposed algorithms achieve faster convergence.
Introduction
Convex optimization theory is a powerful tool for solving many practical problems in operational research (see, e.g., [2, 31] and references therein). In particular, it has been widely used to solve practical convex minimization problems over complicated constraints, e.g., convex optimization problems with a fixed point constraint [4, 12, 16, 20, 36, 38] and with a variational inequality constraint [8, 19] .
Consider the following convex optimization problem: given a convex objective function f : H → R and a nonexpansive mapping T : H → H, minimize f (x) subject to x ∈ Fix(T ), (1.1) where H is a real Hilbert space and Fix(T ) stands for the fixed point set of T . Problem (1.1) enables consideration of optimization problems with complicated constraint sets [5, section I], [10, subsection 3.2] , [36, section 4] onto which metric projections cannot be easily calculated. Several algorithms (e.g., [4, 12, 16, 36] ) have been proposed for solving problem (1.1) when f is smooth and convex, which includes practical problems such as signal recovery [4] , beamforming [33] , and network resource allocation [12, 16] . Here, problem (1.1) is considered for when f is convex but not always smooth. One objective is to devise optimization algorithms for nonsmooth convex optimization problem (1.1), which cannot be solved using conventional algorithms for smooth convex optimization [4, 12, 16, 36] . There are significant problems with problem (1.1) when f is a general nonsmooth convex function (e.g., the L 1 -norm). They include the problem of minimizing the total variation of a signal over a convex set, Tykhonov-like problems with L 1 -norms [6, I . Introduction], the classifier ensemble problem with sparsity and diversity learning [39, subsection 2.2.3] , [40, subsection 3.2.4] , which is expressed as L 1 -norm minimization, and the minimal antenna-subset selection problem [37, subsection 17.4] . Another objective is to solve problem (1.1) including the above real-world problems by using incremental optimization techniques. If the explicit forms of f and T in problem (1.1) are unknowable, algorithms making the best use of their mapping information cannot be applied to the problem. To enable us to consider such a case, a networked system with a finite number of users is assumed, and each user i is assumed to have its own private convex, nonsmooth objective function f (i) and nonexpansive mapping T (i) . The main objective is to devise optimization algorithms that enable each user to find an optimal solution to problem (1.1) with
where I ∈ N is the number of users, without using the private information of other users.
There have been many reports on incremental and parallel optimization algorithms. Parallel proximal algorithms [1, Proposition 27.8] , which use the proximity operators of nonsmooth, convex functions, are useful for minimizing the sum of nonsmooth, convex functions over the whole space. Incremental subgradient methods [10, 25, 34] and projected multi-agent algorithms [26, 27, 28] can minimize the sum of nonsmooth, convex functions for certain constraint sets by using the subgradients of the nonsmooth, convex functions instead of the proximity operators. The incremental subgradient algorithm [10] and the asynchronous proximal algorithm [30] can work on nonsmooth convex optimization over sublevel sets of convex functions onto which the projections cannot be easily calculated. The incremental and parallel gradient algorithms [12, 16] can work on smooth convex optimization over fixed point sets of nonexpansive mappings. The incremental and parallel algorithms [13, 14, 15] use the subgradients of nonsmooth convex functions and can optimize the sum of the nonsmooth convex functions over fixed point sets of nonexpansive mappings. To the best of our knowledge, there have been no reports on incremental proximal point algorithms for nonsmooth convex optimization with fixed point constraints.
Ideas from three useful types of algorithms, (I) proximal point algorithms, (II) incremental subgradient algorithms, and (III) fixed point algorithms, are used to achieve the main objective.
(I) The well-known proximal point algorithms (see, e.g., [1, Chapter 27] , [18, 22, 32] and references therein) for nonsmooth convex optimization use the proximity operators [1, Definition 12.23], [24] of convex functions. Here, it is assumed that user i can use the proximity operator of f (i) , which is defined for all x ∈ H by
(II) Incremental subgradient algorithms [10, 25, 34] are useful algorithms for nonsmooth convex optimization. An iteration n of the algorithm is defined as follows: given
(i = 1, 2, . . . , I),
Under the assumption that user i can communicate with neighbor user (i − 1), user i can implement algorithm (1.3) by using only its own private mappings f (i) , T (i) and information
transmitted from the neighbor user. (III) There are many fixed point algorithms [3] for solving fixed point problems. Here, the focus is on using the Halpern fixed point algorithm [9, 35] and the Krasnosel'skiȋ-Mann fixed point algorithm [17, 21] to search for a fixed point of a nonexpansive mapping T . The former is defined as follows: for each n ∈ N, x n+1 := α n x 0 + (1 − α n )T (x n ). The latter is defined as
, and T (i) and information x (i−1) n transmitted from user (i − 1), user i can compute 4) which is based on the Halpern fixed point algorithm, or 5) which is based on the Krasnosel'skiȋ-Mann fixed point algorithm, where y
n is a point depending on only
n can be defined using the value of the proximity operator of f (i) at x (i−1) n ; i.e.,
Two incremental proximal point algorithms are proposed for solving problem (1.1) with f and T defined by (1.2) . One is based on the proximal point algorithm (1.6), the incremental subgradient method (1.3), and the Halpern fixed point algorithm (1.4). The other uses the ideas of the proximal point algorithm (1.6), the incremental subgradient method (1.3), and the Krasnosel'skiȋ-Mann fixed point algorithm (1.5).
Here, let us explicitly compare the two proposed algorithms with the existing algorithms [13, 14, 15] . The proposed and existing algorithms can be applied to problem (1.1) with (1.2). The convergence analyses in [13, 14, 15] showed that there exists a weak sequential cluster point of the sequence generated by one of the existing algorithms that belongs to the solution set of problem (1.1) with (1.2). However, these results are not strong enough. This is because knowing the existence of one optimal cluster point cannot help users to identify an optimal solution when multiple cluster points are observed. In contrast to the results in [13, 14, 15] , one of the proposed algorithms (Algorithm 3.1) satisfies a gratifying convergence property such that any weak sequential cluster point of the sequence generated by the proposed algorithm belongs to the solution set of problem (1.1) with (1.2) under certain assumptions (Theorem 3.1). This result is attributed to the framework of the algorithm being based on the Halpern fixed point algorithm (1.4) as compared with the existing algorithms, which are based on the Krasnosel'skiȋ-Mann fixed point algorithm (1.5) . Since the other proposed algorithm (Algorithm 4.1) is based on the Krasnosel'skiȋ-Mann fixed point algorithm (1.5), it is not guaranteed that any weak sequential cluster point of the sequence in Algorithm 4.1 belongs to the solution set (Theorem 4.1). However, Algorithm 4.1 can work when the step sizes are constant, which are the most tractable choice of step size sequences, in contrast to Algorithm 3.1, which uses diminishing step size sequences.
One contribution of this paper is analysis of the proposed algorithms' convergence. It is shown that, under certain assumptions, any weak sequential cluster point of the sequence generated by the Halpern-type algorithm belongs to the solution set of the problem and that there exists a weak sequential cluster point of the sequence generated by the Krasnosel'skiȋ-Mann-type algorithm, which also belongs to the solution set. Another contribution of this paper is provision of examples showing that the proposed algorithms perform better than subgradient-type algorithms. In this paper, concrete nonsmooth convex optimization problems are discussed, and the two proposed algorithms are numerically compared with the existing subgradient methods to evaluate their effectiveness. This paper is organized as follows. Section 2 gives the mathematical preliminaries. Section 3 presents the incremental proximal point algorithm based on the Halpern fixed point algorithm and analyzes its convergence. Section 4 presents the incremental proximal point algorithm based on the Krasnosel'skiȋ-Mann fixed point algorithm and analyzes its convergence. Section 5 describes concrete nonsmooth convex optimization problems and numerically compares the behaviors of the two proposed algorithms with those of the existing algorithms. Section 6 concludes the paper with a brief summary and mentions future directions for improving the proposed algorithms.
Mathematical Preliminaries
Let H be a real Hilbert space with inner product ·, · and its induced norm · , let R be the set of all real numbers, and let N be the set of all positive integers including zero. Let Fix(T ) := {x ∈ H : T (x) = x} be the fixed point set of a mapping T : H → H. Let dom(f ) := {x ∈ H : f (x) < ∞} be the domain of a function f : H → (−∞, ∞]. The identity mapping on H is denoted by Id. Let (x n ) n∈N be a sequence in H. A point x ∈ H is said to be a weak sequential cluster point of (x n ) n∈N [1, subchapters 1.7 and 2.5] if (x n ) n∈N possesses a subsequence that weakly converges to x ∈ H.
Nonexpansive mappings and proximity operators
The metric projection P C onto a nonempty, closed convex subset C of H is firmly nonexpansive with Fix(
Let f : H → (−∞, ∞] be proper, lower semicontinuous, and convex. Then, the proximity operator of f [1, Definition 12.23], [24] , denoted by Prox f , maps every x ∈ H to the unique minimizer of f + (1/2) x − · 2 ; i.e.,
The uniqueness and existence of Prox f (x) are guaranteed for all x ∈ H [1, Definition 12.23], [23] . The subdifferential of f is the set-valued operator 
(ii) Prox f is firmly nonexpansive with Fix(Prox f ) = argmin x∈H f (x).
(iii) If f is continuous at x ∈ dom(f ), ∂f (x) is nonempty. Moreover, δ > 0 exists such that ∂f (B(x; δ)) is bounded, where B(x; δ) stands for a closed ball with center x and radius δ.
Nonsmooth convex optimization problem with fixed point constraints
Consider a networked system consisting of I users, where user i (i ∈ I := {1, 2, . . . , I}) is assumed to have its own private mappings 1 T (i) and f (i) . The following problem is discussed.
is continuous and convex with dom(f (i) ) = H and Prox f (i) can be efficiently computed.
The existence of a solution to Problem 2.1 is guaranteed when at least one of Fix(T The following propositions will be used to prove the main theorems in this paper. 1 The explicit forms of T (i) and f (i) are user i's private information; i.e., other users cannot get the explicit forms of T (i) and f (i) . 2 Tables 10.1 and 10.2 in [7] present important examples of convex functions for which proximity operators can be easily computed within a finite number of arithmetic operations.
Halpern-type Incremental Proximal Point Algorithm
This section presents the following algorithm for solving Problem 2.1 using the Halpern algorithm [9, 35] for finding a fixed point of a nonexpansive mapping.
Algorithm 3.1.
Step 0. User i (i ∈ I) chooses x (i) ∈ H arbitrarily and sets (α n ) n∈N ⊂ (0, 1] and (γ n ) n∈N ⊂ (0, ∞). User I sets x 0 ∈ H arbitrarily and transmits x (0) 0 := x 0 ∈ H to user 1.
Step
n ∈ H cyclically using
Step 2. User I defines x n+1 ∈ H using x n+1 := x (I) n and transmits x (0) n+1 := x n+1 to user 1. The value of n is then set to n + 1, and the processing returns to Step 1.
The stopping criterions of Algorithm 3.1 are given by, for example, 2) is small enough. However, in general, such stopping criterions cannot be included in Algorithm 3.1 because none of the users can use all x n , all T (i) , and all f (i) . If there exists an operator who manages the networked system and communicates with all users, the operator can verify whether the stopping criterions of Algorithm 3.1 are satisfied. The numerical section provides the number of iterations and elapsed time such that Algorithm 3.1 satisfies |f (x n−1 ) − f (x n )| < 10 −3 (see section 5 for details).
All users participating in the network are assumed to have the following information before the algorithm is executed.
, which converge to 0 and satisfy the following conditions:
Step 1 in Algorithm 3.1 is a search for the fixed point of T (i) , which is based on the Halpern algorithm [9, 35] defined by x 0 ∈ H and
. The algorithm with lim n→∞ α n = 0 and (C1) strongly converges to the minimizer of · −x 0 2 over Fix(T (i) ) [9, 35] . Moreover, since x
Step 1 uses the proximity operator Prox γnf (i) , it can be seen intuitively that, for all i ∈ I, (x (i) n ) n∈N in Step 1 converges to not only a fixed point of T (i) but also a minimizer of f (i) . Furthermore, Steps 1 and 2 in Algorithm 3.1 lead to the finding that
(1) n ); i.e., x n+1 has all the information of x (i) n (i ∈ I) needed to 3 Examples of (γ n ) n∈N and (α n ) n∈N are γ n := 1/(n + 1) a and α n := 1/(n + 1)
Hence, it can be seen that (x n ) n∈N approximates a minimizer of i∈I f (i) over i∈I Fix(T (i) ). See subsection 3.1 for the proof for the convergence property of (x n ) n∈N in Algorithm 3.1.
This convergence result depends on the following assumption.
Assumption 3.2. The sequence (y
) generated by Algorithm 3.1 is bounded.
Assume that, for all i ∈ I, argmin x∈H f (i) (x)(= Fix(Prox f (i) )) = ∅ and Fix(T (i) ) is bounded. Then, user i can choose in advance a bounded, closed convex set
is a closed ball with a large enough radius) satisfying
. Accordingly, user i can compute, for example,
Next, a convergence analysis of Algorithm 3.1 is presented. An application example of Algorithm 3.1 is as follows. Let X (i) ⊂ H (i ∈ I) be bounded, closed, and convex (see (3.1)), let
convex set onto which the projection can be easily calculated, and let (w
The function g (i) (i ∈ I) defined by (3.2) stands for the mean square value of the distances
k s. Accordingly, we can express a subset of X (i) with the elements closest
k s in terms of the mean square norm by
The C g 
is well-defined. In particular, 
Therefore, Theorem 3.1 leads to the following.
Corollary 3.1. Let T (i) (i ∈ I) be a mapping defined by (3.3), let f (i) (i ∈ I) satisfy (A2), and let (x (i) n ) n∈N (i ∈ I) be the sequence generated by (3.1), where (α n ) n∈N and (γ n ) n∈N satisfy Assumption 3.1. Then, any weak sequential cluster point of (x (i) n ) n∈N (i ∈ I) belongs to the solution set of Problem 2.1 with X = i∈I C g (i) .
Section 5 applies the proposed algorithms to the problem of minimizing f over i∈I C g (i) and compares the behaviors of the proposed algorithms with the existing ones.
Proof of Theorem 3.1
First, the following lemma is proven. 
n − x (i ∈ I, n ∈ N, x ∈ X), which, together with Assumption 3.2, implies that (
n (i ∈ I, n ∈ N) and the boundedness of (T (i) (y (i) n )) n∈N lead to the boundedness of (x (i) n ) n∈N (i ∈ I). Next, the following lemma is considered. Lemma 3.2. Suppose that Assumptions (A1), (A2), 3.1, and 3.2 are satisfied. Then, the following hold:
n (i ∈ I, n ∈ N) and (A1) imply that, for all i ∈ I and for all n ≥ 1,
n ) : n ∈ N}) and M 1 < ∞ holds from Lemma 3.1. Given definitionȳ
) (i ∈ I, n ∈ N), Proposition 2.1(ii) ensures that, for all i ∈ I and for all n ≥ 1,
n−1 ). Accordingly, the monotonicity of ∂f (i) guarantees that, for all i ∈ I and for all n ≥ 1,
Hence,
which, together with the triangle inequality, means that
where M 2 := max i∈I (sup{
: n ∈ N}) and M 2 < ∞ holds from Lemma 3.1, Assumption 3.2, and Proposition 2.1(ii). Thus, for all i ∈ I and for all n ≥ 1,
Therefore, for all i ∈ I and for all n ≥ 1, 5) which implies that, for all n ≥ 1,
Hence, for all n ≥ 1,
where M 3 := sup{ x n+1 − x n : n ∈ N} < ∞. This leads to the finding that
where
Proposition 2.2 and (C1), (C2), (C3), and (C4) ensure that
Equation (3.6) and lim n→∞ γ n = 0 imply that lim n→∞ x n+1 − x n = 0.
(ii) The convexity of · 2 and (A1) guarantee that, for all x ∈ X, for all n ∈ N, and for all i ∈ I,
Proposition 2.1(i) and y (i)
n := Prox γnf (i) (x (i−1) n ) (i ∈ I, n ∈ N) mean that, for all x ∈ X, for all n ∈ N, and for all i ∈ I,
Moreover, from x, y = (1/2)(
for all x ∈ X, for all i ∈ I, and for all n ∈ N. Hence, for all x ∈ X, for all n ∈ N, and for all i ∈ I,
Accordingly, setting M 4 := max i∈I x (i) − x 2 (x ∈ X) leads to
Since Proposition 2.1(iii) and (A2) ensure the existence of z (i) ∈ ∂f (i) (x) and the boundedness of ∂f (i) (x) (x ∈ X, i ∈ I), the definition of ∂f (i) and Assumption 3.2 imply that there
. Hence, for all x ∈ X and for all n ∈ N,
Since Lemma 3.1 means the existence of M 6 < ∞ such that, for all x ∈ X and for all n ∈ N,
we have that, for all x ∈ X and for all n ∈ N,
which, together with lim n→∞ x n+1 − x n = 0 and lim n→∞ α n = lim n→∞ γ n = 0, implies that
n ) (i ∈ I, n ∈ N) and lim n→∞ α n = 0,
Since, for all i ∈ I and for all n ∈ N,
9) and lim n→∞ x (3.9) , and (3.10) ensure that
This proves Lemma 3.2. Lemmas 3.1 and 3.2 lead to the following lemma.
Lemma 3.3. Suppose that the assumptions in Lemma 3.2 hold. Then, the following hold:
(ii) There exists a weak sequential cluster point of (x n ) n∈N that belongs to the solution set X ⋆ of Problem 2.1;
(iii) Any weak sequential cluster point of (x
Proof. (i) Inequality (3.8) guarantees that, for all x ∈ X, for all n ∈ N, and for all i ∈ I,
which, together with x n+1 = x
n+1 (n ∈ N) and f := i∈I f (i) , implies that
Since Lemma 3.1 means that M 6 < ∞ exists such that x n −x 2 − x n+1 −x 2 ≤ M 6 x n+1 − x n (x ∈ X, n ∈ N), for all x ∈ X and for all n ∈ N,
Moreover, the definition of ∂f (i) (i ∈ I), (A2), Lemma 3.1, and Proposition 2.1(iii) lead to the existence of M 7 < ∞ such that, for all i ∈ I and for all n ∈ N,
n , which, together with (3.10), implies that lim
n )] ≤ 0 (i ∈ I). Hence, (3.6) and (C5) ensure that
(ii) Lemma 3.1 guarantees the existence of a weak sequential cluster point of (x n ) n∈N . Let x * ∈ H be an arbitrary weak sequential cluster point of (x n ) n∈N . Then, there exists (x n k ) k∈N (⊂ (x n ) n∈N ) such that (x n k ) k∈N weakly converges to x * . Here, i ∈ I is arbitrarily fixed, and x * / ∈ Fix(T (i) ) is assumed. Then, Proposition 2.3, Lemma 3.2(iii), and (A1) produce a contradiction:
Therefore, x * ∈ Fix(T (i) ) (i ∈ I); i.e., x * ∈ X. Moreover, (A2), the weak convergence of (x n k ) k∈N to x * ∈ X, and Proposition 2.4 imply that f (x * ) ≤ lim inf k→∞ f (x n k ). Accordingly, Lemma 3.3(i) guarantees that, for all x ∈ X,
(iii) Lemma 3.3(ii) means that any weak sequential cluster point of (x n ) n∈N is in X ⋆ .
From Lemma 3.1, lim n→∞ x n − x (i−1) n = 0 (i ∈ I), and x n+1 = x (I) n (n ∈ N), any weak sequential cluster point of (x
⋆ . This completes the proof.
Krasnosel'skiȋ-Mann-type Incremental Proximal Point Algorithm
The following algorithm using the Krasnosel'skiȋ-Mann algorithm [17, 21] is presented.
Algorithm 4.1.
Step 0. User i (i ∈ I) sets (α n ) n∈N ⊂ (0, 1] and (γ n ) n∈N ⊂ (0, ∞). User I sets x 0 ∈ H arbitrarily and transmits x (0) 0 := x 0 ∈ H to user 1.
Two assumptions are made here.
) generated by Algorithm 4.1 is bounded.
Step 1 in Algorithm 4.1 is a search for the fixed point of T (i) , which is based on the Krasnosel'skiȋ-Mann algorithm [17, 21] defined by x 0 ∈ H and x n+1 = α n x n + (1 − α n )T (i) (x n ) (n ∈ N). It is guaranteed that the algorithm with (C6) weakly converges to a fixed point of T (i) [17, 21] . Accordingly, from the use of the proximity operator Prox γnf (i) , it can be seen intuitively that (x
Step 1 approximates a fixed point of T (i) as well as a minimizer of f (i) . From the incremental steps in Steps 1 and 2 (see also the discussion of Algorithm 3.1), it can be seen that Algorithm 4.1 optimizes i∈I f (i) over i∈I Fix(T (i) ). The mathematical proof for the convergence property of (x n ) n∈N in Algorithm 4.1 is given in subsection 4.1.
Next, a convergence analysis of Algorithm 4.1 is presented. , where (α n ) n∈N and (γ n ) n∈N satisfy Assumption 4.1. Then, there exists a weak sequential cluster point of (x (i) n ) n∈N (i ∈ I) which belongs to the solution set of Problem 2.1 with X = i∈I C g (i) .
which is a contradiction. Hence, (C6) and Lemma 4.2(ii) imply that there exists α ∈ (0, 1) such that, for all x ∈ X,
(iv) Lemma 4.2(iii) ensures the existence of a subsequence (x n l ) l∈N of (x n ) n∈N such that, for all x ∈ X,
The boundedness of (x n l ) l∈N guarantees that there exists (x n lm ) m∈N ⊂ (x n l ) l∈N that weakly converges to x * . The same discussion as in the proof of Lemma 3.3(ii) leads to x * ∈ X. Since Proposition 2.
Consider another subsequence (x n l k ) k∈N ⊂ (x n l ) l∈N that weakly converges to x * . From the above discussion, x * ∈ X ⋆ . Here, assume that x * = x * . Then, the existence of lim n→∞ x n − x ⋆ (x ⋆ ∈ X ⋆ ) and Proposition 2.3 lead to a contradiction:
Therefore, any subsequence of (x n l ) l∈N converges weakly to x * ∈ X ⋆ . This means that (x n l ) l∈N weakly converges to x * ∈ X ⋆ . From lim n→∞ x n − x (i−1) n ⋆ 0 for all j ∈ N. Then, the following hold:
There exists a weak sequential cluster point of (x n ) n∈N which is in X ⋆ .
Proof. (i) A discussion similar to the one for obtaining (4.1) and 
The boundedness of (x nj ) j∈N implies that there exists (x nj k ) k∈N ⊂ (x nj ) j∈N such that (x nj k ) k∈N weakly converges to x ⋆ . The same discussion as in the proof of Lemma 3.3(ii) leads to x ⋆ ∈ X. Moreover, (A2) and Proposition 2.
This completes the proof.
Numerical Examples
Consider the following problem with nonsmooth, convex objective functions [6, Example 28] (see also Corollaries 3.1 and 4.1).
Problem 5.1. Assume that user i (i ∈ I := {1, 2, . . . , I}) has its own private parameters ω
k ∈ R, and c
where C g (i) (i ∈ I) is the generalized convex feasible set defined by (3.2) and (3.4) when
Here,
is defined by (3.3) with X (i) = C and w
is firmly nonexpansive with Fix(T (i) ) = C g (i) (see section 3). Hence, it is evident that Problem 5.1 is an example of Problem 2.1.
The experimental evaluations of the two proposed algorithms were done using a 27-inch iMac with a 3.2 GHz Intel Core i5 processor and 24 GB 1600 MHz DDR3 memory. The algorithms were written in Java 1.8.0 60-b27 with N := 100, I := 10, and K := 3. The values of ω
, and x (i) were randomly generated using org.apache.commons.math3.random.MersenneTwister. Algorithm 3.1 was used with (3.1) when X (i) := C, and (α n ) n∈N and (γ n ) n∈N were defined by , X (i) := C, α n := t = 1/2, and (γ n ) n∈N was as given in (5.1).
The incremental subgradient method (ISM) [15] and parallel subgradient method (PSM) [13] were used for comparison. ISM can be obtained by replacing Prox
The sequence generated by PSM is defined by n (i ∈ I) is calculated in randomly shuffled order. We found that the performances of Algorithms 3.1 and 4.1 in Case 1 were almost the same as those in Case 2. Only the results for Case 1 are given due to lack of space.
One hundred samplings, each starting from a different randomly chosen initial point, were performed, and the results were averaged. Two performance measures were used. For each n ∈ N, F n := 1 100 100 s=1 i∈I f (i) (x n (s)) and D n := 1 100 100 s=1 i∈I
where (x n (s)) n∈N is the sequence generated from initial point x(s) (s = 1, 2, . . . , 100) for each of the four algorithms. The value of D n represents the mean value of the sums of the distances between x n (s) and T (i) (x n (s)). Hence, if (D n ) n∈N converges to 0, (x n ) n∈N converges to some point in i∈I Fix(T (i) ) = i∈I C g (i) .
Case in which
Let us first consider Problem 5.1 when the intersection of C and i∈I k∈K C (i) k is nonempty. 5 Numerical results in [12, 14] indicate that the existing fixed point algorithms with small step sizes (e.g., γ n := 10 −2 /(n + 1) a , 10 −3 /(n + 1) a ) have faster convergence. Hence, the experiment described in this section used the step sizes in (5.1). 
(resp. Algorithm(ii)) uses (5.1) with a = 1/4 and b = 1/2 (resp. a = 1/8 and b = 3/4)) Table 1 shows the number of iterations n and elapsed time when the algorithms (Algorithms 3.1 and 4.1, ISM, and PSM) satisfied |F n−1 − F n | < 10 −3 and |D n−1 − D n | < 10 −6 . As shown, the (F n ) n∈N generated by the incremental algorithms (Alg.3.1(ii), Alg.4.1(ii), and ISM(ii)) using (5.1) with a = 1/8 and b = 3/4 converged faster than those (Alg.3.1(i), Alg.4.1(i), and ISM(i)) using a = 1/4 and b = 1/2. Slowly diminishing step sizes such as γ n = 10 −3 /(n + 1) 1/8 apparently affect the fast convergence of the algorithms. The number of iterations when PSM satisfied |F n−1 − F n | < 10 −3 was more than 2000, and PSM converged slowly compared with the incremental algorithms. The (D n ) n∈N generated by all of the algorithms converged to 0; i.e., the algorithms converged to a point in the constrained set in Problem 5.1. Alg.4.1(i) and ISM(i) performed better than Alg.3.1(i) and PSM(i), and Alg.3.1(ii), Alg.4.1(ii), and ISM(ii) had almost the same performance and converged faster than PSM(ii).
Next, let us consider Problem 5.1 when the intersection of C and i∈I k∈K C (i) k is empty. Here, we assume that all users have the same T (i) to satisfy i∈I C g (i) = i∈I Fix(T (i) ) = ∅. Accordingly, we consider the problem of minimizing i∈I f (i) over C g (i) = ∅, where Table 2 shows the results for Algorithms 3.1 and 4.1, ISM, and PSM. Although Alg.3.1(ii), Alg.4.1(ii), and ISM(ii) needed more iterations to satisfy |F n−1 −F n | < 10 −3 than Alg.3.1(i), Alg.4.1(i), and ISM(i), Alg.3.1(ii), Alg.4.1(ii), and ISM(ii) better optimized i∈I f (i) than Alg.3.1(i), Alg.4.1(i), and ISM(i). PSM converged slowly compared with the incremental algorithms, as also seen in Table 1 . All the algorithms converged to a point in C g (i) in the early stages and, in particular, Alg.3.1(ii) (F 1419 ≈ 737), which is based on the Halpern fixed point algorithm, performed better than the algorithms based on the Krasnosel'skiȋ-Mann fixed point algorithm. This is because the Halpern fixed point algorithm can minimize a certain convex function over the fixed point set of a nonexpansive mapping while the Krasnosel'skiȋ-Mann fixed point algorithm can only find a fixed point. Since Problem 5.1 is to minimize a convex function over the fixed point set of a nonexpansive mapping, Alg.3.1(ii) based on the Halpern algorithm is better suited for Problem 5.1 than the algorithms based on the Krasnosel'skiȋ-Mann algorithm.
Conclusion and future work
The problem of minimizing the sum of all users' nonsmooth, convex objective functions over the intersection of all users' fixed point sets in a Hilbert space was discussed, and two incremental proximal point algorithms were presented for solving the problem. One combines an incremental subgradient method with the Halpern fixed point algorithm, and the other is based on the Krasnosel'skiȋ-Mann fixed point algorithm. Convergence analysis showed that, under certain assumptions, any weak sequential cluster point of the sequence generated by the Halpern-type algorithm is guaranteed to belong to the solution set of the problem and that there exists a weak sequential cluster point of the sequence generated by the Krasnosel'skiȋ-Mann-type algorithm, which also belongs to the solution set. Numerical evaluations using concrete, nonsmooth, convex optimization problems showed the efficiency of the two algorithms.
Although nonsmooth, convex optimization with fixed point constraints in a Hilbert space was discussed, the numerically tested problems were defined in a finite-dimensional space. Future work includes generating numerical results that have special features of an infinite-dimensional space.
Since the bundle method [11, chapter XIV] is one of the most efficient methods for solving the problem of minimizing a general nonsmooth function, it would be of great interest to investigate whether bundle-type algorithms are well suited for nonsmooth (nonconvex) optimization with fixed point constraints. The first step would be to devise bundle-type algorithms for nonsmooth convex optimization over fixed point sets on the basis of previously reported results for the bundle method.
