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ANALYTIC NON-LINEARIZABLE UNIQUELY
ERGODIC DIFFEOMORPHISMS ON T2
Maria Saprykina
Abstract. In this paper we study the behavior of diffeomorphisms, contained in
the closure Aα (in the inductive limit topology) of the set Aα of real-analytic diffeo-
morphisms of the torus T2, conjugated to the rotation Rα : (x, y) 7→ (x+α, y) by an
analytic measure-preserving transformation. We show that for a generic α ∈ [0, 1],
Aα contains a dense set of uniquely ergodic diffeomorphisms. We also prove that Aα
contains a dense set of diffeomorphisms that are minimal and non-ergodic.
Introduction
Consider the set Diff(T2) of analytic diffeomorphisms of the torus homotopic to
the identity (where T2 = R2/Z2). We provide Diff(T2) with the inductive limit
topology, induced by the supremum norms of analytic functions over the complex
neighborhoods of T2 (see Section 1.1).
This paper is devoted to the study of the following subsets of Diff(T2): for
any α ∈ [0, 1], Aα is the set of analytic diffeomorphisms F : T2 → T2, which
are analytically conjugated to the rotation Rα : (x, y) 7→ (x + α, y), i.e. such that
there exists an analytic area preserving diffeomorphism T of the torus such that
F = T−1 ◦Rα ◦ T .
For any α, a generic small exact symplectic perturbation of a diffeomorphism
from Aα exhibits the whole spectrum of models of behavior: there is a set of large
measure foliated by invariant circles with uniquely ergodic motion on each of them
(this is described by the KAM-theorem), hyperbolic and elliptic periodic points,
elliptic islands.
Here we investigate a special type of such perturbations, namely those contained
in the closure of Aα. The set Aα of such perturbations is ”small” in Diff(T2). In-
deed, all the diffeomorphisms F ∈ Aα are formally conjugated to the rotation in the
following sense: there exists a formal Fourier series T such that T−1 ◦ F ◦ T = Rα.
This is due to the fact that each of the Fourier coefficients of the normalizing trans-
formation T is a polynomial, depending only on finitely many Fourier coefficients
of F . At the same time, the formal normal form of an arbitrary exact symplectic
perturbation of a diffeomorphism from Aα is (x, y) 7→ (x+α+f(y), y). This remark
indicates that Aα has infinite codimension in Diff(T2).
Opposite to the case of generic perturbations in Diff(T2), it is probable that the
properties of the setsAα are different, depending on the arithmetical properties of α.
For a Diophantine (or Bruno) α, one can believe that the analogy with the following
result of Ru¨ssmann [Ru¨s], [B], [E1], holds true. It claims, in particular, that if a real
analytic Hamiltonian transformation in a neighborhood of an elliptic fixed point is
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formally conjugated to the linear normal form, then the normalizing transformation
actually converges, provided that the eigenvalues satisfy a Diophantine (or Bruno)
condition. In parallel to this result, it seems likely that, in the case of a Diophantine
α, for any F ∈ Aα there exists a neighborhood U(F ) such that U(F )
⋂
Aα ⊂ Aα.
On the other hand, we show that for a generic set of real numbers α (by “generic”
we mean “a dense Gδ-set”), namely for those α that are “well enough approximated
by rational numbers”, there is a dense set of non-linearizable diffeomorphisms in
Aα, i.e. such that there is no homeomorphism of the torus, conjugating it to a
rotation. But much more is indeed true. Let us recall that a transformation of a
compact Hausdorff space is called uniquely ergodic if it leaves invariant a unique
probability measure on this space.
Theorem A. For a generic set of real numbers α, Aα contains a dense set of
uniquely ergodic diffeomorphisms.
Speaking of uniquely ergodic diffeomorphisms, one expects their genericity; but
since the set of real-analytic diffeomorphisms with our topology is not a Baire
space, genericity is not stronger than density in it. In the last section we discuss
the question of genericity of unique ergodicity in particular subspaces of Aα.
Unique ergodicity with respect to the Lebesgue measure implies minimality,
hence it follows from Theorem A that for a generic set of α, Aα contains a dense
set of minimal diffeomorphisms. In addition to this, we prove the following result.
Theorem B. For a generic set of real numbers α, Aα contains a dense set of
diffeomorphisms that are minimal and non-ergodic.
As a corollary from Theorem A we obtain the fact that Aα contains a dense
set of diffeomorphisms with zero topological entropy. The fact, that on a two-
dimensional manifold minimality implies vanishing of the topological entropy, was
proven by A. Katok in [K].
Our constructions are specifically adapted to the case of the torus. An inter-
esting related question is: What is the typical behavior of a real analytic measure
preserving diffeomorphism near its closed periodic curve? Near an elliptic fixed
point?
One of the motivations for the present work is the following. Anosov and Katok in
their well-known paper [AK] of 1970 presented a set of examples of non-linearizable
C∞-diffeomorphisms enjoying ergodic, weak mixing, and other statistical proper-
ties. The construction can be performed on an arbitrary smooth manifold M ,
supporting a periodic flow. Moreover, it is shown that in the closure of the set of dif-
feomorphisms of M , contained in smooth, measure preserving periodic flows on M ,
both ergodic and weakly mixing diffeomorphisms are generic. Their construction
is based on the method of fast cyclic approximations by periodic diffeomorphisms,
that relies on the existence of functions with compact support in C∞. Similar meth-
ods permit A.Fathi and M.Herman [FH] to prove the existence of smooth minimal
and uniquely ergodic diffeomorphisms on smooth manifolds, supporting a periodic
flow.
Work in the analytic category demands completely different techniques, and the
corresponding set of examples does not yet exist in the whole generality. In this
paper we present a part of the analogous treatment of the analytic case.
Let us briefly recall some of the related results in the analytic category. There
is an example, due to H.Furstenberg [M], [KH], of an analytic area-preserving dif-
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feomorphism of T2, that is minimal, but not ergodic. Our method allows to obtain
this result as well (Theorem 1.2) (moreover, in Theorem B we present a dense set
of such diffeomorphisms).
Uniquely ergodic examples constructed in the present work have a form of a
skew-product with an irrational rotation in the base: G(x, y) = (x+α, y+ g(x, y)).
In the work [Fu], H.Furstenberg studies this type of analytic skew-products, and
formulates a criterion of unique ergodicity for them. He also shows that for such
diffeomorphisms ergodicity in the usual sense implies unique ergodicity. We give a
constructive procedure for defining uniquely ergodic skew-products.
Ergodic properties of analytic skew systems were studied by L.H.Eliasson in [E2].
Namely, on Td × SO(3,R) he considers the systems of the form
{
X˙ = F (x)X
x˙ = ω,
where F : Td → o(3,R) is real analytic, and ω ∈ Rd satisfies a Diophantine condi-
tion. L.H.Eliasson proves that, for a generic F close to constant coefficients, this
system is uniquely ergodic.
Weak mixing property for reparametrized irrational translation flows on the torus
Tn, n ≥ 2, was investigated in its full generality by B.Fayad, [F1]. In [F2], he
presents a study of mixing property for reparametrized irrational flows on the torus
T3 (or any Tn, n ≥ 3). Mixing examples are obtained using analytic time changes
in the irrational translation flow.
1. Definitions and plan of the proof
1.1. Topology on Aα and A
r
α. The set Aα under consideration lies in the set
Diff(T2) of analytic diffeomorphisms of the torus, homotopic to the identity. Let
us introduce the topology τ on the latter.
For any r > 0 we define Cωr (T
2) as the set real analytic functions on R2, Z2-
periodic, that can be extended to holomorphic functions on Ar = {|Imx|, |Im y| <
r}. On this space we use the uniform norm |f |r = supAr |f(x, y)|.
Elements of Diff(T2) are homotopic to the identity, and hence have a lift of type
F (x, y) = (x+f1(x, y), y+f2(x, y)) with fi analytic onR2 and Z2-periodic. Consider
the subspace Diffr(T2) of Diff(T2), consisting of those diffeomorphisms, for whose
lift it holds: fi ∈ C
ω
r (T
2), i = 1, 2. There is a natural isomorphism between
Diffr(T2) and the Banach space Dr of pairs of functions in Cωr (T
2), with the
topology defined by the supremum norms. We endow Diffr(T2) with the topology
τr, brought from Dr by this isomorphism.
For diffeomorphisms F , G in Diffr(T2) we shall use the distance, generating the
same topology:
|F −G|r = max
i=1,2
{ |fi − gi|r}.
Space Diff(T2) is isomorphic to the union D =
⋃
Dr. Here (Dr)r is a growing
(when r goes to zero) family of Banach spaces. For every pair r > s we have a
continuous linear injection irs : Dr → Ds, the image irs(Dr) is dense in Ds, and the
map irs is compact (i.e., the images of balls in Dr, irsBr(f,R), are pre-compact in
Ds). In this case we can endow D with the inductive limit topology: a set O ⊂ D
is open in D if and only if for any r > 0 the set O ∩ Dr is open in Dr. A good
4 ANALYTIC NON-LINEARIZABLE ERGODIC DIFFEOMORPHISMS ON T2
description of this topology can be found in [L] (Appendix 2). Alternatively, one
can define the inductive limit topology τ in the usual way (see, for example, [R]),
and prove the equivalence with the above definition in our case. Finally, we define
the topology τ on Diff(T2) bringing the above inductive limit topology to Diff(T2)
by the natural isomorphism.
We would like to stress that τ does not make Diff(T2) into a Baire space, and
we cannot, unfortunately, speak about genericity in it.
The set Aα gets the subspace topology, generated by τ .
Up to the last section we shall study the following subset Arα of Aα ∩Diffr(T
2)
(for an arbitrary fixed r > 0):
Arα = {F ∈ Aα ∩Diffr(T
2) | F = T−1 ◦Rα ◦ T for some real analytic,
area preserving T, such that T−1 is analytic in a neighborhood of Rα ◦ T (Ar)}
with the topology induced by τr. A
r
α is a Banach space, and we shall prove genericity
of uniquely ergodic diffeomorphisms and density of minimal non-ergodic ones in
Arα. Note that A
r
α $ Aα ∩ Diffr(T
2), and we do not know how to prove the same
statement for this bigger set.
The set Aα equals
⋃
r>0A
r
α. By the construction of our topologies, a sequence,
converging in Arα, converges to the same limit in Aα. Hence, A
r
α ⊂ Aα for any r
(closures are taken in the corresponding topologies), and density of both minimal
non-ergodic and uniquely ergodic diffeomorphisms in Arα implies their density in
Aα with topology induced by τ .
In what follows we shall not distinguish between a diffeomorphism of the torus
and its lifts when this does not lead to a confusion.
1.2. Main construction. The method is based on the following idea. In Lemma
2.1 we show that, provided that a real number α is “well enough approximated
by rationals”, for any ε > 0 and r > 0, one can find an area preserving real-
analytic transformation T , homotopic to the identity, such that the dynamics of
G := T−1 ◦ Rα ◦ T is very different from that of Rα (in particular, the invariant
curves are very far from circles), while the difference |G−Rα|r is less than ε.
In the process of the construction we shall step by step produce a converging
sequence of analytic diffeomorphisms {Gn}, each time conjugating Rα by “wilder
and wilder” transformations Tn: Gn = T
−1
n ◦ Rα ◦ Tn so that |Gn − Gn−1|r go to
zero very fast. The desired ergodic diffeomorphism is defined as a limit
G = lim
n→∞
Gn.
To make this idea work, the value of α has to be chosen close to certain rational
numbers pn
qn
, n ∈ N. (We always assume that (pn, qn) = 1, i.e. pn and qn are
relatively prime.) We have chosen a way of presentation where we do not fix
the value of α in advance, but construct it as a limit of the inductive procedure.
Approximating diffeomorphisms Gn will thus depend on a real parameter α. We
express this dependence asGn(α;x, y) orGn(α). At the n-th step we shall construct
Gn(α) and choose a closed interval In, centered at
pn
qn
, In ⊂ In−1 such that the
desired estimates for Gn(α) (in particular, |Gn(α)−Gn−1(α)|r small) hold for any
α ∈ In. The number αˆ, providing all the necessary estimates, is αˆ =
⋂
n In =
limn
pn
qn
. If qn grow with n, this number is irrational.
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It is important to note that we do not need any lower bounds on |In|-s, and we
do not search for the sharp conditions on the parameters. Numbers αˆ that can
be obtained as limits of the above construction, are characterized only by “good
approximation by rationals”, therefore (see Lemma 7.2), such numbers αˆ form a
Gδ-set in [0, 1].
The only parameters of the construction are a sequence of nested closed intervals
In ⊂ In−1, centered at rational points
pn
qn
, n ∈ N with the corresponding lengths
|In|, and a sequence of positive numbers cn. The numbers pn, qn, cn and |In| ∈ R
are chosen at the n-th step of the construction.
Define G0 = Rα and I0 = [0, 1], and denote rn = 10
n, εn =
1
10n+1 . Let us
describe the n-th step of the construction more precisely (still, in the full details
it appears only in the proof). Suppose that we have a nested sequence of closed
intervals Ij , j = 1, . . . n − 1, centered at rational points
pj
qj
, a rational point pn
qn
∈
In−1, and a sequence of positive real numbers cj , j = 1, . . . n. Let Φn be the
flow map over the time 12qn of the Hamiltonian vector field with the Hamiltonian
function
(1.1) Hn = y +
cn
2
sin 2piqnx.
Explicitly,
(1.2) Φn : (x, y) 7→ (x+
1
2qn
, y + cn sin(2piqnx)).
Note that Φn is area preserving, since it is a Hamiltonian flow map. Let Φj be
defined for all j ≤ n by the above formula with j instead of n. The conjugating
transformation at the n-th step has the form
Tn = Φn ◦ Φn−1 ◦ . . . ◦ Φ1,
and the n-th approximation Gn(α) is defined as the composition
(1.3) Gn(α) := T
−1
n ◦Rα ◦ Tn.
We shall choose In ⊂ In−1 centered at
pn
qn
so small that for any α ∈ In
(1.4) |Gn(α)−Gn−1(α)|rn < εn.
The possibility of this is proven in Proposition 2.1. We choose pn+1
qn+1
∈ In with a
large denominator, and repeat the procedure iteratively. Then for αˆ =
⋂
n In the
analytic limit G(αˆ) = limGn(αˆ) exists. Moreover,
|G(αˆ)−Rαˆ|10 ≤ |G1(αˆ)−Rαˆ|r1 +
∞∑
n=2
|Gn(αˆ)−Gn−1(αˆ)|rn <
1
10
.
We shall show that under certain conditions on the decay of |In| and growth of cn,
the limit G(αˆ) is analytic non-linearizable (minimal non-ergodic, uniquely ergodic).
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1.3. Modification used to obtain density. The above argument permits us,
given r and ε > 0, to find a number αˆ and a diffeomorphism G(αˆ) ∈ Arαˆ with the
required properties, such that |G(αˆ)−Rαˆ|r < ε. In order to get a dense set of such
examples in Arαˆ for an appropriate αˆ, we modify the above construction a little.
Namely, together with αˆ, we construct not one, but an infinite sequence of diffeo-
morphisms G(m)(αˆ) with desired properties, pairwise conjugated by area-preserving
analytic transformations (having, therefore, the same ergodic properties), such that
|G(m)(αˆ)−Rαˆ|10m <
1
10m
.
In the last section we show that this is enough to imply density in Arαˆ.
Diffeomorphisms G(m)(αˆ) are obtained in the same way as G(αˆ), but with c1 =
· · · = cm = 0. In other words, for any n we consider
Tm,n = Φn ◦ Φn−1 ◦ . . . ◦ Φm for m ≤ n, and Tn+1,n = Id,
and
(1.5) Gm,n(α) = T
−1
m,n ◦Rα ◦ Tm,n for m ≤ n, and Gn+1,n(α) = Rα.
If the limit of Gm,n(α) exists, denote for any fixed m (n = m, . . . )
lim
n→∞
Gm,n(α) = G(m)(α).
In particular, T1,n = Tn, G1,n(α) = Gn(α). For G(1)(α) we keep the notation
G(α). Now at the n-th step of the construction we shall choose In so small that,
in addition to (1.4), for any m ≤ n we have:
|Gm,n(α)−Gm,n−1(α)|rn < εn
for all α ∈ In. The possibility of this choice follows from Proposition 2.1. Then for
αˆ =
⋂
n In we have, for any m, a sequence of diffeomorphisms Gm,n(α), converging
to a non-linearizable (minimal, ergodic) analytic limit G(m), and
|G(m)(αˆ)− Rαˆ|10m ≤
∞∑
n=m
|Gm,n(αˆ)−Gm,n−1(αˆ)|rn <
1
10m
.
Remark 1.1. Clearly, for any n and m ≤ n, Gm,n(α) is conjugated to Gn(α):
Gm,n(α) = S
−1
m ◦Gn(α) ◦ Sm, where S
−1
m = Φm−1 ◦ . . . ◦Φ1. Therefore, for a given
α either for each m the sequence Gm,n(α) converges with n → ∞, or it does not
converge for any m. If for some α the sequences do converge, then
G(m)(α) = S
−1
m ◦G(α) ◦ Sm.
Since Sm is analytic and area preserving, the limits G(m)(α) have the same ergodic
properties for all m: they are either minimal (respectively, ergodic or uniquely
ergodic) for all m, or not.
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1.4. Plan of the article. Section 2 is dedicated to the preliminary technical work.
In Section 3, with the help of the above construction, we produce non-linearizable
analytic diffeomorphism arbitrary close to the rotation. “Non-linearizable” means
here that there is no homeomorphism of T2 such that G(α) = T−1 ◦Rα ◦ T .
Theorem 1.1. Suppose that
∑
n cn =∞, α = lim
pn
qn
. If |pn
qn
−α| decay sufficiently
fast, then for any r and ε > 0 there exists a non-linearizable analytic diffeomorphism
Gr,ε ∈ Arα such that |Gr,ε −Rα|r < ε.
In Section 4 we chose the parameters to obtain minimal non-ergodic examples.
Theorem 1.2. Let cn =
1
n
for all n ∈ N, and α = lim pn
qn
. If |pn
qn
− α| decay
sufficiently fast, then for any r and ε > 0 there exists a minimal non-ergodic analytic
diffeomorphism Gr,ε ∈ Arα such that |Gr,ε −Rα|r < ε.
Sections 5 and 6 contain the proof of the following result.
Theorem 1.3. Suppose that cn grow sufficiently fast, and α = lim
pn
qn
. If |pn
qn
− α|
decay sufficiently fast, then for any r and ε > 0 there exists a uniquely ergodic
analytic diffeomorphism Gr,ε ∈ Arα such that |Gr,ε −Rα|r < ε.
The last section concerns density of minimal non-ergodic and uniquely ergodic
diffeomorphisms in Aα for an appropriate α. We show as well that these “ap-
propriate” α are generic in [0, 1]. This will finish the proof of Theorems A and
B.
At the end of the last section we discuss genericity of uniquely ergodic diffeo-
morphisms in Arα for an appropriate α.
2. Important proposition
In this section we show that the choice of a sufficiently small interval In (centered
at pn
qn
) implies that the difference Gn−1(α)−Gn(α) = Gˆn(α) becomes small for all
α ∈ In. This statement follows from the continuity of the conjugation. Indeed, by
(1.2) and (1.3), for α = pn
qn
the difference Gn−1(α)−Gn(α) equals zero. One would
expect that Gn(α) is still close to Gn−1(α) for α sufficiently close to
pn
qn
.
Proposition 2.1. Suppose that T ∈
⋂
r>0Diffr(T
2), and let
G(α) = T−1 ◦Rα ◦ T.
Then for any pn
qn
∈ [0, 1], cn, r ≥ 0 and ε > 0 there exists an interval I =
I(T, pn, qn, cn, r, ε), centered at
pn
qn
, such that for any α ∈ I the diffeomorphism
(2.1) Gn(α) = T
−1
n ◦Rα ◦ Tn, Tn = Φn ◦ T
with Φn defined by (1.2), satisfies
|Gn(α)−G(α)|r < ε.
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Corollary 2.1. Suppose that G(α) and T are like in Proposition 2.1. Then for
any pn
qn
∈ [0, 1], cn, r ≥ 0, ε > 0 and τ ∈ N there exists an interval I =
I(T, pn, qn, cn, r, ε, τ), centered at
pn
qn
, such that for any α ∈ I the diffeomorphism
Gn(α), defined by (2.1), satisfies
(2.2) max
i=0,...τ
|Gi(α) −Gin(α)|r < ε.
The following lemma constitutes the kernel of the proof of Proposition 2.1.
Lemma 2.1. Let Φn be defined by (1.2). Then for any
pn
qn
∈ [0, 1], cn, r ≥ 0, and
ε > 0 there exists an interval I = I(pn, qn, cn, r, ε), centered at
pn
qn
, such that for
any α ∈ I the difference
(2.3) Φ−1n ◦Rα ◦ Φn − Rα =: Fˆn(α)
is small in r-metric: |Fˆn(α)|r < ε.
Proof. Let us first estimate the difference F˜n(α) := (Rα ◦ Φn − Φn ◦ Rα) (seen
as a complex-analytic function with Z2-periodic real part). For this, let us set
N = maxα∈[0,1] |F˜n(α)|r , and for r1 = (maxAr |Im(Φn)| + N), let M = |DΦ
−1
n |r1 .
We show first, that for a sufficiently small interval I around pn
qn
, maxα∈I |F˜n(α)|r
is less than ε
M
.
Write down F˜n(α) explicitly, omitting the indices (use (1.2)):
|F˜ (α)|r =
∣∣∣∣
(
1
2q
+ α, c sin(2piqx)
)
−
(
1
2q
+ α, c sin(2piq(x + α))
)∣∣∣∣
r
= c |sin(2piqx)− sin(2piq(x+ α))|r ≤ cC|1− e
2piiqα|,
where C = e2piqr. Now it is enough to take the length of I such that 0 < |I| <
ε
4piMCqc and I ⊂ [0, 1]. Indeed, any real number α in I can be written as
p
q
+ t|I|
where t ∈ [−1, 1]. Now,
|1− e2piiqα| =|1− e2pii(qα−p)| < 4pi|qα− p| <
4pi
∣∣∣∣q
(
p
q
+ t|I|
)
− p
∣∣∣∣ < 4piq|I| < εMCc.
Hence, maxα∈I |F˜n(α)|r < ε/M . Let us estimate maxα∈I |Fˆn(α)|r :
max
α∈I
|Φ−1 ◦Rα ◦ Φ−Rα|r ≤ |DΦ
−1|r1 max
α∈I
|Rα ◦ Φ− Φ ◦Rα|r < M
ε
M
= ε.

Proof of Proposition 2.1. As before, we denote Φ−1n ◦Rα ◦Φn −Rα by Fˆn(α), and
set
r1 = max
Ar
|Im(T )|, r2 = r1 + max
α∈[0,1]
|Fˆn(α)|r1 .
We can rewrite the definition (2.1) of Gn(α) in the following way:
Gn(α) = T
−1
n ◦Rα ◦ Tn = T
−1 ◦ Φ−1n ◦Rα ◦ Φn ◦ T = T
−1 ◦ (Rα + Fˆn(α)) ◦ T,
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and then
|Gn(α) −G(α)|r =|T
−1 ◦ (Rα + Fˆn) ◦ T − T
−1 ◦Rα ◦ T |r ≤ |DT
−1|r2 |Fˆn(α)|r1 .
Denote the first factor in this product by M (it does not depend on α). Then, by
Lemma 2.1, we can choose an interval I centered at pn
qn
so that
max
α∈I
|Fˆn(α)|r1 <
ε
M
.
Then maxα∈I |Gn(α)−G(α)|r < ε. 
Proof of the corollary is easy, and we leave it to the reader.
Remark 2.1. In the proposition above one can estimate the necessary upper bound
for the length of the interval In. However, for our purposes it is sufficient to establish
the existence of a “sufficiently small” interval with the required properties, and we
do not write out the bounds explicitly. We note only that 1|In| in our construction
is of superexponential order in qn.
3. Analytic non-linearizable diffeomorphism
Proof of Theorem 1.1. We begin by proving the convergence of Gn(α) for an
appropriate α. Denote rn = 10
n, εn =
1
10n+1 , and set I0 = [0, 1], G0(α) = Rα. Here
we take cn > 0 arbitrary, with the only condition that
∑
cn =∞.
Let us explain the choice of parameters pn and qn, guaranteeing the existence and
non-linearizability of the analytic limit G = limGn. Suppose that for j = 1, . . . n−1
the intervals Ij ⊂ Ij−1 centered at
pj
qj
are chosen. Pick any pn
qn
∈ In−1 with a large
denominator:
(3.1) qn > 10
n+2
n−1∑
i=1
ciqi.
To simplify the computations, assume also that
(3.2) qn = 4snqn−1
for a large natural sn. We shall choose In centered at
pn
qn
in the following way. For
m ≤ n, let Im,n denote an interval, given by Proposition 2.1 with ε = εn, r = rn,
T = Tm,n−1, G(α) = Gm,n−1(α) (here Gn,n−1(α) = Rα), see (1.5).
Let I1n denote an interval centered at
pn
qn
given by Corollary 2.1 with ε = εn,
r = 0, T = Tn−1, G(α) = Gn−1(α) and τ = qn. Define
In =
(
n⋂
m=1
Im,n
)
∩ I1n.
Assume also that the In lies strictly inside In−1, and |In| <
1
q2n
.
Suppose that for all n the parameters are chosen as above and αˆ =
⋂
n In =
limn
pn
qn
. Then we have obtained an infinite number of converging sequences of
diffeomorphisms (Gm,n(αˆ))
∞
n=m, limn→∞Gm,n(αˆ) = G(m)(αˆ), such that
|Rαˆ −G(m)(αˆ)|rm <
1
10m
.
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Indeed, for any fixed n, αˆ satisfies the conditions of Proposition 2.1 with ε = εn,
r = rn, T = Tm,n−1, G(αˆ) = Gm,n−1(αˆ) for any m ≤ n. By this proposition, for
all m ≤ n, we have
|Gm,n−1(αˆ)−Gm,n(αˆ)|rn < εn.
Fix an arbitrary m. For n ≥ m, the diffeomorphisms Gm,n(αˆ) form a Cauchy
sequence in the metric | · |rm , and the limit G(m)(αˆ) ∈ A
rm
αˆ exists. Moreover,
|Rαˆ −G(m)(αˆ)|r ≤
∞∑
j=−1
|Gm,m+j(αˆ)−Gm,m+j+1(αˆ)|rm <
<
1
10m+1
∞∑
j=0
1
10j
<
1
10m
.
Non-linearizability. Now we show that for any m the limit G(m)(αˆ) of the
above construction is non-linearizable. By Remark 1.1, it is enough to show it for
G(αˆ) = G(1)(αˆ). Suppose the contrary, i.e. that there exists a homeomorphism T
of the torus, such that G(αˆ) = T−1 ◦Rαˆ ◦ T . Then any invariant curve Γ = Γ(y0)
of G(αˆ) has the form T−1{y = y0} for some y0 ∈ [0, 1], and hence is a continuous
closed curve, not dense on the torus. We shall come to the contradiction with this
assumption by showing that Γ is dense on the torus. (In fact, the arguments below
imply even more: that the limit diffeomorphism is minimal.) In order to do this,
for any fixed n consider invariant curves Γn(y0) of Gn(αˆ). Each of them has the
form T−1n {y = y0}, y0 ∈ [0, 1]. Recalling that T
−1
n = Φ
−1
1 ◦ . . .Φ
−1
n , we compute:
T−1n (x, y) =

x− n∑
j=1
1
2qj
, y −
n∑
j=1
cj sin 2piqj(x−
n∑
i=j
1
2qi
)


=

x− n∑
j=1
1
2qj
, y −
n∑
j=1
cj sin 2piqj(x−
n∑
i=1
1
2qi
)

 ;(3.3)
the last equality follows from (3.2). Then the lift of Γn(y0) is the graph of the
function
(3.4) y = Γn(x) = y0 −
n∑
j=1
cj sin 2piqjx.
We shall prove the following:
a) for any ε there exists an n such that the set of points {((x + iαˆ),Γn(x + iαˆ)) |
i = 0, . . . qn+1} is ε-dense on T2;
b) in these points the curve Γ is ε-close to Γn, in other words,
max
i=0,...qn+1
|Gi(αˆ)−Gin(αˆ)|0 < ε.
This will insure that for an arbitrary ε the curve Γ is ε-dense on T2, contradicting
the assumption.
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To prove a), fix an m such that 1
qm
≤ ε, and consider the intervals Jk =[
k
qm
, k+1
qm
]
, k = 0 . . . qm−1. First we find an n such that |maxJk Γn−minJk Γn| > 1;
this will imply that the curve Γn is ε-dense on the torus. For any k ≤ qm − 1, con-
sider two points in Jk: zk =
4k+1
4qm
+
∑∞
i=m+1
1
4qi
, and wk =
4k+3
4qm
−
∑∞
i=m+1
1
4qi
.
Using (3.1), one verifies that zk, wk ∈ Jk. For an arbitrary n > m, using (3.2), we
have
Γn(zk) = y0 −
n∑
j=1
cj sin 2piqj
(
4k + 1
4qm
+
∞∑
i=m+1
1
4qi
)
=
C1(m)−
n∑
j=m
cj sin

pi
2
+ 2pi
∞∑
i=j+1
qj
4qi

 = C1(m)− n∑
j=m
cj cos

2pi ∞∑
i=j+1
qj
4qi

 .
Here C1(m) is a constant independent of n. By (3.1), 2pi
∑∞
i=j+1
qj
4qi
≤ 110j . Using
the estimate cosx ≥ 1− x2, valid for small x, we have:
Γn(zk) < C1(m)−
n∑
j=m
cj
(
1−
1
102j
)
< C1(m) +
1
10m
−
n∑
j=m
cj = C˜1(m)−
n∑
j=m
cj .
A similar calculation shows that Γn(wk) > C˜2(m) +
∑n
j=m cj . Since
∑∞
j=1 cj di-
verges, there exists an n such that (Γn(wk)−Γn(zk)) > 1 for all k ≤ qm. Then the
curve Γn is ε-dense on T2. We take n such that 110n < ε.
Since, in particular, αˆ ∈ In+1, then |αˆ −
pn+1
qn+1
| < 1
q2
n+1
by assumption. This
implies that the set of points {(x + iαˆ) | i = 0, . . . qn+1} is
2
qn+1
-dense on T1. By
(3.1), 2
qn+1
< 110n+2
∑
n
i=1 ciqi
; by (3.4),
|Γ′n|0 ≤ 2pi
n∑
i=1
ciqi,
and therefore the set {((x + iαˆ),Γn(x + iαˆ)) | i = 0, . . . qn+1} is
1
10n -dense on the
curve Γn. This proves a).
Condition b) holds since αˆ ∈
⋂
n I
1
n. Indeed,
max
i=0,...qn+1
|Gi(αˆ)−Gin(αˆ)|0 ≤
∞∑
j=n
max
i=0,...qn+1
|Gij(αˆ)−G
i
j+1(αˆ)|0 <
1
10n
< ε.
Hence, Γ(αˆ) is dense on the torus, contradicting the assumed linearizability of
G(αˆ). 
4. Minimal non-ergodic diffeomorphism
Proof of Theorem 1.2. To simplify the calculations, suppose that (3.2) still holds
for all n. Then Tn(x, y) =
(
x+
∑n
j=1
1
2qj
, y +
∑n
j=1 cj sin 2piqjx
)
, T−1n (x, y) has
the form (3.3), and the diffeomorphism Gn(α), given by (1.3), has the form
Gn(α;x, y) = (x + α, y + gn(x)− gn(x+ α)),
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where gn(x) =
∑n
j=1 cj sin 2piqjx.
Suppose that cn =
1
n
for all n ∈ N, and an irrational α = lim pn
qn
is chosen
as in Theorem 1.1. Then the analytic limit G(α) = limGn(α) exists, and there
exist diffeomorphisms with the same ergodic properties arbitrary close to Rα in
any r-metric. Let us study the obtained diffeomorphisms closer.
Since
{
1
n
}
n
∈ l2(Z), gn converge almost everywhere to a 1-periodic L2-function
g (whose Fourier series is g˜ =
∑∞
j=1
1
j
sin 2piqjx). Then, almost everywhere,
G(α;x, y) = (x+ α, y + g(x)− g(x+ α)).
It is evident that G is not ergodic with respect to the Lebesgue measure. Indeed,
it has an infinite number of ergodic components, supported a.e. on the “strips” of
the form
{(x, y − g(x)) | x ∈ T1, y ∈ [y1, y2] ⊂ T1},
each having nonzero Lebesgue measure.
A short study of this type of diffeomorphisms can be found in [KH]. In particular,
the following statement is proven.
Lemma 4.1. Consider an analytic mapping f : (x, y) 7→ (x + α, y + ϕ(x)), where
ϕ : S1 → R. Then either ϕ(x) = g(x)− g(x+ α) + r for some continuous function
g : S1 → R and r ∈ R, or f is minimal.
Let us give another, a more elegant proof of the minimality of the limit diffeo-
morphism (in addition to the one contained in the proof of Theorem 1.1). Assume
that qn-s grow faster than a geometric progression (this does not contradict as-
sumptions of Theorem 1.1; in fact, Theorem 1.1 requires much faster growth of
qn-s). Then the series g˜ is a so-called lacunary series. For such series we have the
following general statement [Ka].
Lemma 4.2. If a lacunary series
∑
cje
2piiqjx is a Fourier series of a bounded
function, then
∑
|cj | <∞.
This lemma implies implies that g is unbounded, and therefore, non-continuous.
Suppose that G(α) is not minimal. Then, by Lemma 4.1, for the function ϕ(x) =
g(x) − g(x + α) there exists a representation ϕ(x) = h(x) − h(x + α) + r with a
continuous function h = S1 → R and r ∈ R. Integrating the equality g(x)− g(x+
α) = h(x) − h(x + α) + r, we get that r = 0. Now denote g − h by f . Then
f(x + α) = f(x) for any x, implying that f = const, by the unique ergodicity of
the rotation by α. This proves that g = h+ const, which contradicts the continuity
of h. Hence, G(α) is minimal.
Then, as remarked in the beginning of the proof, for any positive r and ε there
exists a diffeomorphism Gr,ε(α) such that |Gr,ε(α) − Rα|r < ε, and Gr,ε(α) =
S−1 ◦ G(α) ◦ S with an analytic area preserving diffeomorphism S. The latter
implies that Gr,ε(α) is minimal and non-ergodic. This finishes the proof of Theorem
1.2. 
5. Invariant measures
Here we study the properties of the diffeomorphisms Gn(α), given by formula
(1.3), namely, their ergodic invariant measures and the convergence of Birkhoff
sums. The results of this section will be used in the proof of Theorem 1.3. Any
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invariant curve Γn of Gn(α) is the graph of the function y = Γn(x) (see (3.4)). For
an arbitrary n, let us fix an invariant curve Γn. Suppose that α is irrational, and
consider the (unique) ergodic invariant probability measure µn of Gn(α), supported
on this curve. We begin the section by discussing the dependence of the mean values
over µn on the parameters of the construction. Let us denote
∫
T2
f(z)dµn by fˆn,
and
∫
T2
f(z)dz by fˆ . We prove the following result.
Lemma 5.1. Let Γn be an invariant curve of Gn(α), α ∈ [0, 1] \ Q, and consider
the invariant probability measure µn of Gn(α), supported on this curve. Then for
any fixed trigonometric polynomial f and ε > 0 there exist numbers c˜n = c˜n(ε, f)
and q˜n = q˜n(ε, f, c1, . . . , cn, q1, . . . qn−1) such that if cn > c˜n and qn > q˜n, then
|fˆn − fˆ | =
∣∣∣∣
∫
T2
f(z)dµn −
∫
T2
f(z)dz
∣∣∣∣ < ε.
In particular, c˜n and q˜n are independent of the choice of the invariant curve Γn.
Remark 5.1. Though the diffeomorphism Gn(α) depends on α, neither µn, nor Γn
depend on it. Hence, c˜n and q˜n do not depend on α.
Proof of Lemma 5.1. Fix an arbitrary n. It is sufficient to prove the statement for
exponential functions, the result for trigonometric polynomials follows by linearity.
By the definition of µn, for any k, l ∈ Z, we have:∫
T2
e2pii(kx+ly)dµn =
∫ 1
0
e2pii(kx+lΓn(x))dx.
For k = l = 0 the latter equals 1, which coincides with the integral of this function
over the Lebesgue measure. We shall show that for any non-zero pair (k, l) the
integral above is small (and hence close to the Lebesgue measure integral of the
corresponding function). Let us consider k = 0, l = 1; the general situation can be
studied in the same way. For any ε > 0, we shall show that
(5.1)
∣∣∣∣
∫ 1
0
e2piiΓn(x)dx
∣∣∣∣ < ε,
provided that cn and qn are large enough. Rewrite formula (3.4) for the invariant
curve of Gn(α) as
(5.2) Γn(x) = −cn sin 2piqnx+ Γn−1(x).
Denote |Γ′n−1|0 by βn. Evidently, βn ≤ 2pi
∑n−1
j=1 cjqj .
In order to prove the estimate (5.1), we shall for each n approximate Γn by a
piecewise linear curve y = Ln(x) in the following way. Suppose that cn ≥ 1 is
chosen so large that there exists a natural number sn > e
2 such that
(5.3) 24
√
cn/ε < sn, and sn ln sn < cnε/2
4.
Suppose that
(5.4) qn > q˜n := βnsn.
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Divide the x-interval [0, 1] into 4snqn subintervals of equal length δn :=
1
4snqn
.
We call the intervals ∆j = [(j − 1)δn, jδn], where j = 1, . . . , 4snqn. The graph of
Ln(x) consists of the line segments, connecting the points ((j− 1)δn,Γn((j− 1)δn))
with (jδn,Γn(jδn)).
Let αj be the inclination of Ln on the interval ∆j , and let γj = Γn((j − 1)δn),
so that Ln(x) has the form
Ln(x) = αj(x− (j − 1)δn) + γj , x ∈ ∆j .
First we show that our approximation is “good enough”, i.e. the difference∣∣∣∣
∫ 1
0
e2piiΓn(x)dx−
∫ 1
0
e2piiLn(x)dx
∣∣∣∣ =
=
∣∣∣∣
∫ 1
0
e2piiLn(x)
(
e2pii(Γn(x)−Ln(x)) − 1
)
dx
∣∣∣∣ < 4pi|Γn − Ln|0
is less than ε/2. It can be computed (applying the Mean Value theorem on each of
the subintervals ∆j and using (5.4) and the first inequality of (5.3)) that
4pi|Γn − Ln|0 < 4pi|Γ
′′
n|0δ
2
n ≤ pi
3
(
cn
s2n
+
βn
qns2n
)
≤ 2pi3
cn
s2n
< ε/2.
Now we estimate (5.1) with Ln instead of Γn. Note that the inclinations αj
mostly depend on the first term of the sum (5.2). Let us first estimate αj on the first
quarter of the period of sin(2piqnx), i. e. on ∆j for j = 1, . . . sn. By the Mean Value
theorem, for some zj ∈ ∆j , |αj | = |Γ
′
n(zj)| ≥ 2picnqnminz∈∆j | cos(2piqnz)| − βn.
Then for j = 1, . . . (sn − 1) the inclination αj of Ln on ∆j satisfies the following:
|αj | ≥2picnqn cos(2piqnjδn)− βn = 2picnqn cos
pij
2sn
− βn
≥ 2picnqn(1−
j
sn
)− βn ≥ cnqn(1−
j
sn
) := Aj .
We used the fact that in this area cosx ≥ 1− 2
pi
x, and the estimate βn ≤ cnqn(1−
j
sn
)
for all j = 1, . . . (sn − 1), which follows from (5.4) and cn ≥ 1.
The value of αsn has to be estimated separately. Using (5.4),
|αsn | =
|Γn(snδn)− Γn((sn − 1)δn)|
δn
≥
cn(2piqnδn)
2
δn
− βn >
cnqn
sn
:= Asn .
It is not difficult to see that if we set
A2sn−j+1 := Aj , j = 1, . . . sn,
then |αj | ≥ Aj for j = 1, . . . 2sn.
Now we have got lower bounds on αj on the interval [0,
1
2qn
]. Though the curve
Ln is not
1
2qn
-periodic, the estimates of |αj | can be extended
1
2qn
-periodically to
the whole interval [0, 1], since the “non-periodic part” is uniformly bounded by βn,
and we have the same estimates on each period. We set
A2snk+j := Aj , j = 1, . . . 2sn, k = 1, . . . (2qn − 1).
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Then on each ∆j we have
|αj | ≥ Aj .
The preceding estimates can be summarized as follows:
∫ 1
0
e2piiLn(x)dx =
4snqn∑
j=1
∫ jδn
(j−1)δn
e2pii(αj(x−(j−1)δn)+γj)dx
=
4snqn∑
j=1
e2piiγj
1
2piiαj
(
e2piiαjδn − 1
)
.
The absolute value of the expression above is less than
4snqn∑
j=1
1
|αj |
=
4snqn∑
j=1
1
Aj
= 4qn
sn∑
j=1
1
Aj
≤ 4qn

 sn
cnqn
+
sn−1∑
j=1
1
cnqn(1− j/sn)


= 4
sn
cn

1 + sn−1∑
j=1
1
sn − j

 = 4sn
cn

1 + sn−1∑
j=1
1
j

 ≤ 4sn
cn
(2 + ln sn) < ε/2.
The last inequality follows from the second inequality of (5.3). This finishes the
proof of the lemma. 
We pass to the study of the convergence of Birkhoff sums of Gn(α) and its
dependence on α. Recall that the invariant curves of Gn(α) do not depend on α.
Since for an irrational α the restriction of Gn(α) to any of its continuous invariant
curves Γn is uniquely ergodic, for any fixed f ∈ C
0 the limit
(5.5) lim
k→∞
1
k + 1
k∑
i=0
f ◦Gin(α; z) =
∫
T2
f(z)dµn = fˆn(z)
exists for every z ∈ T2 (though the limit function is a constant on every invariant
curve, it is not necessarily a global constant). The following statement shows that
the limit in (5.5) is uniform in z and α for all α in a small interval.
Lemma 5.2. Suppose that Gn(α) is defined by (1.3). Then for any f ∈ C
∞(T2),
ε > 0, and any interval I, there exists a subinterval I ′n ⊂ I and a natural number
τ—both depending on Gn(α), f , ε— such that for any α ∈ I
′
n and any k ≥ τ ,∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gin(α) − fˆn
∣∣∣∣∣
0
< ε.
Proof. Fix an arbitrary α0 ∈ I \Q. Then there exists a K = K(α0) ∈ N such that∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gin(α0; z)− fˆn(z)
∣∣∣∣∣ < ε/4 for all k ≥ K, z ∈ T2.
Indeed, for any particular z such a number exists by the unique ergodicity of Gn(α)
on any of its invariant curves; the common K for all z ∈ T2 exists by compactness
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of T2. Now let I ′n = {α | |α − α0| <
ε
4(K+1)|D(f◦T−1n )|0
}, and let a ∈ N be any
number a > 4|f |0
ε
. We set τ = a(K + 1), and show that these I ′n and τ provide the
conclusion of the lemma. Indeed, by the assumptions on α and a, for any z and
any α ∈ I ′n we have∣∣∣∣∣
K∑
i=0
f ◦Gin(α; z)− (K + 1)fˆn(z)
∣∣∣∣∣ ≤∣∣∣∣∣
K∑
i=0
(
f ◦Gin(α; z)− f ◦G
i
n(α0; z)
)∣∣∣∣∣+
∣∣∣∣∣
K∑
i=0
(f ◦Gin(α0; z)− (K + 1)fˆn(z))
∣∣∣∣∣
< (K + 1)2|D(f ◦ T−1n )|0|α− α0|+ (K + 1)
ε
4
< (K + 1)
ε
2
.
Let k ≥ τ , i.e. k = (K+1)b+j with some natural b ≥ a and 0 ≤ j < (K+1). For an
arbitrary z, denote G
l(K+1)
n (α0; z) by zl for l = 0, . . . b, and note that fˆn(zl) = fˆn(z)
for all l. Then we have:∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gin(α; z)− fˆn(z)
∣∣∣∣∣ ≤
1
k + 1
(
b−1∑
l=0
∣∣∣∣∣
K∑
i=0
f ◦Gin(α; zl)− (K + 1)fˆn(z)
∣∣∣∣∣+
∣∣∣∣∣
j∑
i=0
f ◦Gin(α)
∣∣∣∣∣
0
+ (j + 1)|fˆn|0
)
≤
1
(K + 1)b
(
(K + 1)b
ε
2
+ 2(K + 1)|f |0
)
< ε.

6. Unique ergodicity
Let F ⊂ C∞(T2) denote an ordered (countable, dense) set of trigonometric
polynomials, and let Fn be the finite set, consisting of the first n elements of F .
To prove unique ergodicity of G(α) (for an appropriate α), it is enough to show
(see Th 1.9.2 [M]) that for any function f ∈ F and z ∈ T2,
(6.1) lim
k→∞
1
k + 1
k∑
i=0
f ◦Gi(α; z) =
∫
T2
f(z)dz = fˆ .
Proof of Theorem 1.3. Here we modify the construction of Theorem 1.1 in such a
way that the non-linearizable analytic limit G(α), existing by this theorem, satisfies
the above property. Namely, we shall pay more attention to the choice of the
growing sequences cn and qn, and impose even sharper conditions on the decay of
the |In| than it is required in Theorem 1.1. The proof of Theorem 1.3 occupies the
rest of this section, and splits into three steps.
Step 1. For every n let us suppose that cn ≥ maxf∈Fn c˜n(
1
10n+1 , f), and qn ≥
maxf∈Fn q˜n(
1
10n+1 , f, c1, . . . cn, q1, . . . qn−1), where q˜n and c˜n are from Lemma 5.1.
Then, by Lemma 5.1, for all n we have
(6.2) |fˆn − fˆ |0 <
1
10n+1
∀f ∈ Fn, α ∈ [0, 1].
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By Lemma 5.2, for any n there exists an interval I ′n ⊂ In and an integer τn such
that
(6.3)
∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gin(α)− fˆn
∣∣∣∣∣
0
<
1
10n+1
∀ f ∈ Fn, α ∈ I
′
n, k ≥ τn.
We use the freedom of choosing In+1 inside In in the following way. Let
pn+1
qn+1
∈
I ′n. Fix an arbitrary natural a > 10
n+1maxf∈Fn+1 |f |0. By Corollary 2.1, there
exists an interval In+1 ⊂ I
′
n, centered at
pn+1
qn+1
, such that for all α ∈ In+1 and
f ∈ Fn,
(6.4) max
i=0,...(τn+1)a
|f ◦Gin+1(α)− f ◦G
i
n(α)|0 <
1
10n+1
.
These are the assumptions on cn, pn, qn and In that are sufficient to prove (6.1).
Step 2. Assumption (6.4) guarantees that the first (τn + 1)a iterates of f ◦
Gin+1(α) are close to those of f ◦G
i
n(α). Let us show that in fact, under the above
assumptions, for each n we have
(6.5)
1
k + 1
∣∣∣∣∣
k∑
i=0
(f ◦Gin+1(α) − f ◦G
i
n(α))
∣∣∣∣∣
0
<
7
10n+1
∀ f ∈ Fn, α ∈ In+1, k ∈ N.
The proof is based on the fact that for large values of i both f ◦ Gin(α) and f ◦
Gin+1(α) are close to the mean value of f .
Let k = (τn + 1)b + j with some natural b ≥ a and 0 ≤ j < (τn + 1). The
left-hand side of (6.5) is less than
(6.6)
∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gin+1(α)− fˆn
∣∣∣∣∣
0
+
∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gin(α) − fˆn
∣∣∣∣∣
0
.
The second term is less than 110n+1 for k ≥ τn by (6.3). Let us estimate the first
one. Note that for any z, we have:∣∣∣∣∣
τn∑
i=0
f ◦Gin+1(α; z)− (τn + 1)fˆn(z)
∣∣∣∣∣ ≤
∣∣∣∣∣
τn∑
i=0
f ◦Gin+1(α; z)−
τn∑
i=0
f ◦Gin(α; z)
∣∣∣∣∣
+
∣∣∣∣∣
τn∑
i=0
f ◦Gin(α; z)− (τn + 1)fˆn(z)
∣∣∣∣∣ < 2(τn + 1)10n+1 .
This is true since each of the terms is less than τn+110n+1 by assumption: the first one
by (6.4), the second one by (6.3).
Set zl = G
l(τn+1)
n+1 (α; z) for l = 0, . . . b. Note that |fˆn(zl)− fˆn(z)|0 < 2|fˆn− fˆ |0 <
2
10n+1 by (6.2) for any l. Now the first term of (6.6) is less than
1
k + 1
∣∣∣∣∣
b−1∑
l=0
τn∑
i=0
f ◦Gin+1(α; zl) +
j∑
i=0
f ◦Gin+1(α; zb)− (k + 1)fˆn(z)
∣∣∣∣∣ ≤
1
k + 1
(
b−1∑
l=0
∣∣∣∣∣
τn∑
i=0
f ◦Gin+1(α; zl)− (τn + 1)fˆn(zl)
∣∣∣∣∣+
∣∣∣∣∣
j∑
i=0
f ◦Gin+1(α)
∣∣∣∣∣
0
+
(j + 1)|fˆn|0
)
+ 2|fˆn − fˆ |0 ≤
1
b(τn + 1)
(
2b(τn + 1)
10n+1
+ 2τn|f |0
)
+
2
10n+1
<
6
10n+1
.
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Hence, (6.5) holds true.
Step 3. Suppose that the modification, described in Step 1, is done, and αˆ =⋂
n In ∈ [0, 1] \ Q. Then, in particular, the analytic non-linearizable limit G(αˆ) =
limnGn(αˆ) exists. We conclude that for any f ∈ F and ε there exists a τ = τ(f, ε)
such that for any k > τ
∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gi(αˆ)− fˆ
∣∣∣∣∣
0
< ε.
Indeed, given arbitrary f ∈ F and ε > 0, take l such that f ∈ Fl and
1
10l
< ε.
For an arbitrary k we can write
∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gi(αˆ)− fˆ
∣∣∣∣∣
0
≤
1
k + 1
∣∣∣∣∣
k∑
i=0
(f ◦Gi(αˆ)− f ◦Gil(αˆ))
∣∣∣∣∣
0
+
∣∣∣∣∣ 1k + 1
k∑
i=0
f ◦Gil(αˆ)− fˆl
∣∣∣∣∣
0
+ |fˆl − fˆ |0 = I + II + III.
Since αˆ =
⋂
n In, (6.5) holds for any n; hence for any k the first term of this sum
estimates as follows:
1
k + 1
∣∣∣∣∣
k∑
i=0
(f ◦Gi − f ◦Gil)
∣∣∣∣∣
0
≤
∞∑
j=l
1
k + 1
∣∣∣∣∣
k∑
i=0
(f ◦Gij − f ◦G
i
j+1)
∣∣∣∣∣
0
<
7
10l+1
∞∑
i=0
1
10i
<
8ε
10
.
Since αˆ ∈ I ′l , then, by (6.3), there exists a τl such that for any k ≥ τl the term
II is less than 110l+1 < ε/10.
Finally, (6.2) guarantees that the term III is less then 1
10l+1
< ε/10.
Hence, we have proven that (6.1) holds for any function f ∈ F and any z ∈ T2,
which implies the unique ergodicity of G(αˆ), as it was mentioned in the beginning of
the section. Remark 1.1 guarantees the existence, for any m, of a uniquely ergodic
diffeomorphism G(m)(αˆ) such that |G(m)(αˆ) − Rα|10m <
1
10m . This finishes the
proof of Theorem 1.3.

7. Density and genericity
Lemma 7.1. Suppose that α = pn
qn
, where |pn
qn
− α| decay sufficiently fast with n.
Then minimal non-ergodic diffeomorphisms are dense in Arα for any r > 0, and in
Aα.
The same is true for uniquely ergodic diffeomorphisms.
Proof. It is enough to give a proof only for the first statement, the other one is
proved in exactly the same way. Suppose that |pn
qn
− α| decay sufficiently fast to
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provide the conclusion of Theorem 1.2. First we show that in this case for any
r > 0, any F ∈ Arα, and ε > 0 there exists a minimal non-ergodic diffeomorphism
G ∈ Arα such that |F −G|r < ε.
By the definition of Arα, for any F ∈ A
r
α there exists an analytic measure preserv-
ing diffeomorphism S such that F = S−1 ◦Rα ◦S, and S
−1 is analytic in some open
neighborhood of Rα ◦ S(Ar). In particular, there exists δ such that S
−1 is analytic
in H ◦ S(Ar) for any analytic diffeomorphism H such that |(H −Rα) ◦ S|r < δ.
Let us denote r1 = supAr |Im(S)| (assume that r1 > δ), and set M = |DS
−1|2r1 ,
ε1 = min{δ, ε/M}.
By Theorem 1.2, there exists a minimal non-ergodic analytic diffeomorphism
G˜ ∈ Ar1α such that |G˜ − Rα|r1 < ε1. Then S
−1 is well defined on G˜ ◦ S(Ar), and
we can set G = S−1 ◦ G˜ ◦ S.
Evidently, G ∈ Arα, and the desired estimate holds true:
|F −G|r = |S
−1 ◦Rα ◦ S − S
−1 ◦ G˜ ◦ S|r ≤M |G˜−Rα|r1 < ε.
Hence, for an arbitrary r, minimal non-ergodic diffeomorphisms are dense in Arα.
The same statement for Aα follows from the definition of the topology τ (see Section
1.1). 
Lemma 7.2. The set of real numbers α, satisfying the conditions of Theorem 1.1,
is generic in R. The same is true for Theorems 1.2 and 1.3.
Proof. Note that the only condition on α = pn
qn
, sufficient to provide the desired
theorems, is the “fast” decay of |pn
qn
− α|. It is an easy exercise to show that such
numbers α are generic on [0, 1]. 
Theorems A and B follow from Lemmas 7.1, 7.2.
At the end we would like to discuss genericity of the unique ergodicity. The
following statement is proven in [FH].
Lemma 7.3. In the space of homeomorphisms of a compact metric space, uniquely
ergodic homeomorphisms constitute a Gδ-set.
This implies that for any r > 0, in Arα endowed with the topology τr, the set
of uniquely ergodic diffeomorphisms is a Gδ-set. Combined with Lemma 7.1, this
provides genericity of uniquely ergodic diffeomorphisms in any Arα.
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