By finding orthogonal representation for a family of simple connected called δ-graphs it is possible to show that δ-graphs satisfy delta conjecture. An extension of the argument to graphs of the form P ∆(G)+2 G where P ∆(G)+2 is a path and G is a simple connected graph it is possible to find an orthogonal representation of P ∆(G)+2 G in R ∆(G)+1 . As a consequence we prove delta conjecture.
paper, by using a generalization of the argument in [15] , we give an argument which prove that delta conjecture is true for any simple and connected graph which means that delta conjecture is true.
Graph Theory Preliminaries
In this section we give definitions and results from graph theory which will be used in the remaining chapters. Further details can be found in [8, 9, 14] .
A graph G(V, E) is a pair (V (G), E(G)), where V (G) is the set of vertices and E(G) is the set of edges together with an incidence function ψ(G) that associate with each edge of G an unordered pair of (not necessarily distinct) vertices of G. The order of G, denoted |G|, is the number of vertices in G. A graph is said to be simple if it has no loops or multiple edges. The complement of a graph G(V, E) is the graph G = (V, E), where E consists of all the edges that are not in E. A subgraph H = (V (H), E(H)) of G = (V, E) is a graph with V (H) ⊆ V (G) and E(H) ⊆ E(G). An induced subgraph H of G, denoted G[V(H)], is a subgraph with V (H) ⊆ V (G) and E(H) = {{i, j} ∈ E(G) : i, j ∈ V (H)}. Sometimes we denote the edge {i, j} as ij.
We say that two vertices of a graph G are adjacent, denoted v i ∼ v j , if there is an edge {v i , v j } in G. Otherwise we say that the two vertices v i and v j are non-adjacent and we denote this by v i ∼ v j . Let N (v) denote the set of vertices that are adjacent to the vertex v and let N [v] = {v} ∪ N (v). The degree of a vertex v in G, denoted dG (v), is the cardinality of N (v). If dG (v) = 1, then v is said to be a pendant vertex of G. We use δ(G) to denote the minimum degree of the vertices in G, whereas ∆(G) will denote the maximum degree of the vertices in G.
Two graphs G(V, E) and H(V , E ) are identical denoted G = H, if V = V , E = E , and ψ G = ψ H . Two graphs G(V, E) and H(V , E ) are isomorphic, denoted by G ∼ = H, if there exist bijections θ : V → V and φ : E → E such that ψ G (e) = {u, v} if and only if ψ H (φ(e)) = {θ(u), θ(v)}.
A complete graph is a simple graph in which the vertices are pairwise adjacent. We will use nG to denote n copies of a graph G. For example, 3K 1 denotes three isolated vertices K 1 while 2K 2 is the graph given by two disconnected copies of K 2 .
A path is a list of distinct vertices in which successive vertices are connected by edges. A path on n vertices is denoted by P n . A graph G is said to be connected if there is a path between any two vertices of G. A cycle on n vertices, denoted C n , is a path such that the beginning vertex and the end vertex are the same. A tree is a connected graph with no cycles. A graph G(V, E) is said to be chordal if it has no induced cycles C n with n ≥ 4. A component of a graph G(V, E) is a maximal connected subgraph. A cut vertex is a vertex whose deletion increases the number of components.
The union G ∪ G 2 of two graphs
is the union of their vertex set and edge set, that is G ∪ G 2 (V 1 ∪ V 2 , E 1 ∪ E 2 . When V 1 and V 2 are disjoint their union is called disjoint union and denoted G 1 G 2 .
The Minimum Semidefinite Rank of a Graph
In this section we will establish some of the results for the minimum semidefinite rank (msr)of a graph G that we will be using in the subsequent chapters.
A positive definite matrix A is an Hermitian n × n matrix such that x Ax > 0 for all nonzero x ∈ C n . Equivalently, A is a n × n Hermitian positive definite matrix if and only if all the eigenvalues of A are positive ( [21] , p.250).
A n × n Hermitian matrix A such that x Ax ≥ 0 for all x ∈ C n is said to be positive semidefinite (psd). Equivalently, A is a n × n Hemitian positive semidefinite matrix if and only if A has all eigenvalues nonnegative ( [21] , p.182).
m is a set of column vectors then the matrix A T A, where Some results about the minimum semidefinite rank of a graph are the following:
Result 3.2.
[11] The cycle C n has minimum semidefinite rank n − 2.
Delta-Graphs and the Delta Conjecture
In [15] is is defined a family of graphs called δ-graphs and show that they satisfy the delta conjecture.
Definition 4.1. Suppose that G = (V, E) with |G| = n ≥ 4 is simple and connected such that G = (V, E) is also simple and connected. We say that G is a δ-graph if we can label the vertices of G in such a way that (1) the induced graph of the vertices A second family of graphs also defined in [15] contains the complements of δ-graphs.
Definition 4.2. Suppose that a graph G(V, E) with |G| = n ≥ 4 is simple and connected such that G = (V, E) is also simple and connected. We say that
In other words, G is a C-δ graph if we can label the vertices of G in such a way that
(1) the induced graph of the vertices v 1 , v 2 , v 3 in G is either K 3 or P 3 , and Example 4.3. The cartesian product K 3 P 4 is a C-δ graph and its complement is a δ-graph. By labeling as the following picture we can verified the definition for both graphs. Note that we can label the vertices of
The vertex v 4 is adjacent to a prior vertex which is v 3 in the induced subgraph of K 3 P 4 given by {v 1 , v 2 , v 3 , v 4 }. Also, the vertex v 5 is adjacent only to vertex v 1 in the induced subgraph of
Continuing the process trough vertex v 1 2 we conclude that K 3 P 4 is a C-δ graph. In the same way we conclude that its complement K 3 P 4 is a δ-graph.
H has an orthogonal representation in R ∆(G)+1 satisfying the following conditions:
(i) the vectors in the orthogonal representation of H can be chosen with nonzero coordinates, and
The proof of these two results can be found in [15] and [16] . The argument of the proof is based on the construction of a orthogonal representation of pairwise linear independent vectors for a δ graph G at R G)+1 . Since msr(G) is the minimum dimension in which we can get an orthogonal representation for a simple connected graphs the result is a direct consequence of this construction.
5 A survey of δ-graphs and upper bounds their minimum Semidefinite rank
The theorem 4.5 give us a huge family of graph which satisfies delta conjecture. Since, the complement of a C-δ graphs is ussually a δ-graph, it is enough to identify a C-δ-graph and therefore we know that its complement is a δ-graph satisfying delta conjecture if it is simple and connected.
Some examples of C-δ graphs that we can find in [15] are the Cartesian Product K n P m , n ≥ 3, m ≥ 4, Mobiüs Lader M L 2n , n ≥ 3, Supertriangles T n, n ≥ 4, Coronas S n • P m , n ≥ 2, m ≥ 1 where S n is a star and P m a path, Cages like Tutte's (3, 8) cage, Headwood's (3,6) cage and many others, Blanusa Snarks of type 1 and 2 with 26, 34, and 42 vértices, and Generalized Petersen Graphs Gp1 to Gp16.
Upper
From the definition of C-δ graph and the Theorem 4.5 we can obtain upper bounds for the graph complement of a C-δ graphs. It is enough to label the vertices of G in such a way that the labeled sequence of vertices satisfies the definition. That is, if we start with the induced graph of {v 1 , v 2 , v 3 }, the newly added vertex v m is adjacent to at most The next table contains C-δ graphs G taken from [30] and upper bounds for msr(G) given by ∆(G) + 1 are found in [15] . 
Proof of Delta Conjecture
In this section we give an argument which prove that Delta Conjecture is true for any simple graph not necessarily connected as a generalization of the result given in [15] . For that purpose We define a generalization of C-δ graphs called extended C-δ g graph.
Previously, we stablish that Delta Conjecture holds for δ−Graphs. The condition 2 ≤ ∆(G) ≤ |G| − 2 in the proof of 4.5 was given as a sufficient condition to obtain that the graph complement of a C-δ graph is connected. We will see that the condition of connectivity of a C-δ graphs is not necessary in order to proof Delta Conjecture when using the result 4.5.
Hence, we can define a generalization of C-δ graphs in the following way.
Definition 6.1. A extended C-δ graph G is a simple graph which is the disjoint union of a simple connected graph G, |G| ≥ 4 ( not necessarily connected) and a path P n , where n = 2∆(G) + 2, n ≥ 4. That is G = P n G; n = 2∆(G) + 2.
All vertices of G are connected with all vertices of P n in G . As a consequence G is a simple and connected graph. PROOF: Let G (V , E ) be an extended C-δ graph. Then G = P n G; n = 2∆(G) + 2 and G(V, E) is a simple graph. Since P n is a C-δ graph we know that we can label its vertices in such a way that if v 2 , . . . , v n are its vertices then − → v 1 , . . . , − → v n is an orthogonal representation of its graph complement P n in R 3 . But since ∆(G) ≥ 2 because G is connected and |G| ≥ 4 then we can also obtain an orthogonal representation of P n in R ∆(G)+1 getting 2∆(G) + 2 vectors for G in R ∆(G)+1 using the C-δ construction. Thus, in G , v 2∆(G)+2 is adjacent with all prior vertices v 1 , . . . , v 2∆(G)+1 but at most
vertices. Actually to all of them but one. Now, choose a vertex v in G and label it as v = v 2∆(G)+3 . In G v 2∆(G)+3 is adjacent with all of the vertices of P n . As a consequence, v 2∆(G)+3 satisfies the delta construction in G .
If
} is simple and connected and Y 2∆(G)+3 can be constructed by using δ-construction because. v 2∆(G)+3 is adjacent with all previous vertices v 1 , v 2 , . . . v 2∆(G)+2 in G . Then it is adjacent with all previous vertices in Y 2∆(G)+2 but at most
Now, by labeling the remaining vertices in G which are vertices in G in any random sequence to obtain v 2∆(G)+4,...,v 2∆(G)+2+|G| we get a sequence of induced subgraph of G
All of these induced subgraphs can be constructed using δ-construction. As a consequence Y 2∆(G)+2+|G| = G can be constructed using δ-construction which implies that there is an orthogonal representation
, G is simple a nd connected, and G is an induced graph of G .
Then we can get the orthogonal representation of G in R ∆(G)+1 .
. These vectors satisfy all the adjacency conditions and orthogonal conditions of G because G is an induced subgraph of G . As a consequence,
. Theorem 6.4. If G is a simple connected graph, |G| ≥ 4 then G satisfies Delta conjecture. PROOF: Let G be a simple connected graph. Since G can be seen as a component of a extended C-δ graph G = P 2∆(G)+2 G by the proposition proved above G has an orthogonal representation in R ∆(G)+1 = R |G|−δ(G) which implies that msr(G) ≤ |G| − δ(G) . As a consequence delta conjecture holds for any simple connected graph G with |G| ≥ 4. Finally, by using extended C-δ graphs G = P 2∆(G)+2 G for all G, |G| ≤ 3 and the technique described in the proof of the proposition above or any other way it is easy to check that all of simple connected graphs with |G| ≤ 3 satisfies Delta conjecture. As a consequence we have the following theorem:
Corollary 6.5. Let G be a simple and connected graph. Then G satisfies delta conjecture PROOF:
From 6.4 we know that delta conjecture hold for any simple graph G, |G| ≥ 4. Checking all cases for all simple connected graph G, |G| ≤ 3 we complete the proof for delta conjecture.
Conclusion
In this paper we proved the delta conjecture as a main result. Also we applied the technique for finding the minimum semidefinite rank of a C-δ to give a table of upper bounds of a large amount of families of simple connected graphs. These upper bounds will be usefull in the study of the minimum semidefinite rank of a graph.
In the future, the techniques applied in this paper could be useful to solve other problems related with simple connected graphs and minimum semidefinite rank.
