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Abstract
We show that, given k > 4, 0 < J < min{ 1
4
, k−4
4
}, any point in the space of non-degenerate
smooth Ka¨hler potentials has a small neighborhood with respect to Ck norm, s.t. any two
points in this neighborhood can be connected by a geodesic of at least Ck−J regularity.
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1 Introduction
1.1 Motivations
Let (V, [ω0]) be a Ka¨hler manifold without boundary. In 1982, E. Calabi [5][6] proposed his now
famous program of finding the critical Ka¨hler metric which is defined as critical point of the following
Calabi energy functional:
Ca(g) =
∫
V
R(g)2dvg
where R(g) is the scalar curvature of the Ka¨hler metric g in the Ka¨hler class [ω0]. Since its incep-
tion, the problem of establishing existence of this critical metric (constant scalar curvature Ka¨hler
metric, extremal Ka¨hler metric) has always been a core problem in Ka¨hler geometry. Over last
few decades, many fundamental work emerged in connection with this renown program of E. Cal-
abi, noticeably, the seminal work of Calabi[4], Yau [49] and more recently, Chen-Donaldson-Sun[9].
We refer readers to the recent work of J. Demailly [19] on Ka¨hler Einstein metric problems and
Chen-Cheng [8] on constant scalar curvature Ka¨hler metric problems for updated references on this
program.
In a seminal paper [20], S. K. Donaldson proposed a beautiful program to attack the existence
and uniqueness problem of constant scalar curvature Ka¨hler (cscK) metrics. Donaldson took the
point of view that the space of Ka¨hler potentials
H = {ϕ ∈ C∞(V )∣∣ω0 +√−1∂∂ϕ > 0}
is formally a symmetric space of non-compact type; and the scalar curvature function is the moment
map from the space of almost complex structures compatible with a fixed symplectic form to the
Lie algebra of certain infinite dimensional symplectic structure group which is exactly the space
of all real valued smooth functions in the manifold. With this in mind, the problem of finding a
critical metric is reduced to finding zero of this moment map. This new point of view leads him to
define a L2 type Riemannian metrics in space H:
‖δϕ‖2ϕ =
∫
M
(δϕ)2ωnϕ.
It turns out that this has been introduced by Mabuchi [36], Semmes [48] earlier. Under this norm,
the equation for smooth geodesic is
∂2ϕ
∂t2
− gαβ¯ϕ (
∂ϕ
∂t
)α(
∂ϕ
∂t
)β¯ = 0. (1.1)
This gives rise to the Levi-Civita connection in tangent space TϕH for any ϕ ∈ H. One can verify
in a straightforward manner that this space (under L2 norm) is formally a symmetric space of
non-compact type which carries a non-positive curvature. In [7], Chen proved the existence of C1,1
geodesic segment (in the sense that the Laplacian of potential be bounded) and used this to show
that this is a metric space (Donaldson conjecture). Together with E. Calabi, Chen proved that this
is a non-positively curved space in the sense of Alexandrov.
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Following T. Mabuchi [36], we introduce the notion of the K-energy through its derivatives. It
is straightforward to prove that the following 1-form
α : TϕH → R,
which sends a genuine “vector” δf ∈ TϕH to∫
M
(δf)(Rϕ −R)ωnϕ,
is a closed 1−form in the tangent space TH. Since H is linearly convex, this gives rise to an energy
potential E , whose critical points are precisely the constant scalar curvature Ka¨hler metrics (cscK)
introduced by E. Calabi. In literature, E is usually called “K-energy functional” and one important
property of E is that it is convex over smooth geodesic segment. In other words, we have
d2E
dt2
=
∫
M
|D(∂ϕ
∂t
)|2ϕ ωnϕ ≥ 0
over a smooth geodesic segment ϕ(t). Here D represents second order pure covariant derivatives,
i.e., for any function f ∈ C∞(M) we have
D(f) = f,αβ dzα ⊗ dzβ .
The equality holds if and only if this geodesic path represents a path of holomorphic transforma-
tion. It follows that if the space of Ka¨hler potentials is convex by smooth geodesics, then cscK
metrics must be unique up to holomorphic transformation. The uniqueness problem goes back
to E. Calabi where he proved it for Ka¨hler Einstein metrics with negative scalar curvature. For
Ka¨hler Einstein metrics with positive scalar curvature, this is due to Bando-Mabuchi[1]. For cscK
metric problem, first such application comes from [7] where the author proved the uniqueness of
cscK metric if the first Chern class is negative. The restriction of negative first Chern class is there
to compensate the lack of higher order regularity of Chen’s original solution. This is generalized
in [24] by S. Donaldson to algebraic manifolds with discrete automorphism groups. It follows with
T. Mabuchi for extremal Ka¨hler metric [37] and Chen-Tian for general Ka¨hler manifolds [13]. To
bypass the higher order regularity issue of geodesic segment, the first named author conjectured
that the K-energy is convex over C1,1 geodesic segment. This is proved in a fundamental paper
by Berndtsson-Berman[2] (c.f. Chen-Paun-Li[11]). As a corollary, this leads to uniqueness of cscK
metrics in the most general form in Berndtsson-Berman[2] (c.f. Chen-Paun-Zeng[12]).
The research on regularity of geodesic and applications has been very intense as illustrated by
this important work of Berndtsson-Berman[2] (c.f. Chen-Paun-Zeng[12]) and references therein.
However, the attempts to improve regularity beyond Chen’s C1,1 solution has not been this suc-
cessful up to now, although important progress was made in J. Chu, B. Wenkove and V.Tossati [16],
who proved that Chen’s weak geodesic has full Hessian bound. More importantly, the examples
constructed by Lempert-Vivas [33], Lempert-Darvas[34] show that C1,1 regularity of geodesic is the
optimal global regularity in general. Therefore, it is of great interest to understand the problem
of higher order regularity of geodesic segments: To what extent, the original conjecture of Don-
aldson, which predicts that H is convex by smooth geodesic segments, holds with some necessary
modifications? As a first step, we ask
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Conjecture/Question 1.1. For any smooth potential ϕ0 ∈ H, does there exist a small neighbor-
hood of ϕ0 such that any generic smooth potential in this neighborhood can be connected with ϕ0 by
a smooth and non-degenerate geodesic?
In finite dimensional Riemannian manifold, this question corresponds to existence of normal
geodesic neighborhood. Using exponential map, one obtains that existence of normal geodesic
neighborhood is equivalent to the short time existence of geodesic from any given point along any
tangential direction at that point. It is therefore natural to study the initial value problem for
geodesics. Unfortunately, initial value problem for geodesics in the space of Ka¨hler potentials is
not well-posed: according to Donaldson [22], initial value problem might not always have a regular
(at least C3) solution, even for a short time. In fact, an explicit example is given in [22], and a
necessary condition for the solvability was given by Y. Rubinstein and S. Zelditch [47]. Somewhat
surprisingly, we prove that there always exists a normal regular-geodesic neighborhood.
Theorem 1.2. For any smooth Ka¨hler potential ψ0 ∈ H, and 0 < α < 1, there exists a small
neighborhood of ψ0 in C
4,α norm, such that for any potential ψ in this neighborhood, there exists a
C4 geodesic segment connecting ψ0 and ψ.
Given the huge success of Donaldson’s program on the space of Ka¨hler potentials, it is clearly
very important to continue our line of research, from Theorem 1.2, to improve the regularity of
geodesic segment beyond C1,1. There are two natural approaches conceptually.
The first is to view geodesic segment as the length minimizer, and try to improve regularity of
this “minimizer” from C1,1 as much as possible. Hopefully we can improve the regularity to the
extent that Ka¨hler potentials along geodesic path are nearly smooth in some appropriate geometric
sense. In this approach, the crucial step is to obtain C2 continuity of geodesic segment. For this
approach, the following problem will be interesting:
Conjecture/Question 1.3. Given a non-degenerate C1,1 geodesic segment with smooth end points,
can we show the geodesic is actually C2 continuous?
In light of the work of J. Chu, B. Wenkove and V.Tossati [16], and L. Lempert, L. Vivas, T. Dar-
vas [33], [34], the new assumption is that the C1,1 geodesic segment is non-degenerate. In fact, we
believe it is sufficient to assume that the geodesic segment is non-degenerate near its two end points.
The second is to envision or conceive certain partially high order regularity statement which is
slightly weaker than the original stated version of Donaldson’s conjecture and try to prove it by
method of continuity. For this approach, the following problem is critically important:
Conjecture/Question 1.4. In the space of Ka¨hler potentials, for two generic smooth potentials,
does there exist a nearly smooth geodesic segment connecting them?
While we expect the Ka¨hler forms involved in geodesic segment to be smooth almost everywhere,
the nature of singularities must be part of the puzzle to be figured out together when attacking the
full extent of Donaldson’s conjecture. Indeed, Theorem 1.2 or Theorem 1.8 is a first step in this
approach.
1.2 Main Result and Technique
A path ψ : [0, 1] → H can be considered as a function on [0, 1] × V , and also as a function on
[0, 1] × R × V , with a dummy variable in R direction. When ψ is considered as a function on
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[0, 1] × R × V or [0, 1] × V , we denote it by Ψ. It was shown in [22], that ψ satisfying geodesic
equation is equivalent to that Ψ satisfying a homogenous complex Monge-Ampere equation (which
we abbreviate as HCMA equation) on [0, 1]× R× V.
Instead of studying the regularity of general geodesics, or the regularity of solution to general
HCMA equations, a technique was developed in [23] to study perturbations of boundary values in
Dirichlet Problem for HCMA equation on D×V , where D is the unit disc on complex plane. More
precisely the following problem was considered:
Problem 1.5 (Dirichlet Problem of HCMA equation on D × V with boundary value F ). Given a
Ka¨hler manifold (V, ω0), with ω0 > 0, and a smooth real valued function F on ∂D × V satisfying
ω0 +
√−1F (τ, ·)ijdzi ∧ dzj > 0, on {τ} × V for all τ ∈ ∂D, (1.2)
and denoting the trivial projection from D × V to V by piV , and Ω0 := pi∗V (ω0), we look for Φ ∈
C2(D × V ; R) ∩ C0(D × V ; R), solving
(Ω0 +
√−1∂∂Φ)n+1 = 0, in D × V ;
Φ = F, on ∂D × V ;
ω0 +
√−1Φ(τ, ·)ijdzi ∧ dzj > 0, on {τ} × V, ∀τ ∈ D.
In [23], the above problem was reduced to a family of elliptic free boundary problems, whose
linearized problem is a family of Riemann-Hilbert problems on the disc. Then using the solvability
and stability of elliptic problem, Donaldson proved that the set of smooth functions F , for which a
smooth solution to Problem 1.5 exists, is open in C∞(∂D × V ) with respect to C2 topology.
Inspired by the above result, we try to address the following question
Conjecture/Question 1.6. Does any point in H possess a neighborhood, in C2 norm, that is
geodesically convex by C∞ non-degenerate geodesics?
In this paper, we provide a partial answer to the above question.
Theorem 1.7. Let (V, ω0) be a compact smooth Ka¨hler manifold, with ω0 > 0, and let k > 4,
0 < J < min{ 14 , k−44 }. There exists ε = ε(V, ω0, k, J) > 0 such that if ϕ0, ϕ1 ∈ Ck(V ; R) satisfy|ϕ0|k + |ϕ1|k < ε, then there exists a non-degenerate geodesic Ψ connecting ϕ0 and ϕ1, with
Ψ ∈ Ck−J([0, 1]× V ; R),
and
|Ψ|k−J;[0,1]×V ≤ C(V, ω0, k, J) (|ϕ0|k + |ϕ1|k) .
Remark 1.8. The notation Ck, for non-integer k, is as same as that used in [28], and it’s also
explained in Section 1.3 of the current paper.
Remark 1.9. In [30], J. Hu shows that answer to Question 1.6 is negative. Indeed, with flat torus
being the background manifold, he constructs a sequence of analytic functions ψk, for k = 1, 2, ...,
so that
|ψk|B → 0, as k →∞, for any fixed B ∈ Z+,
while none of ψk can be connected with 0 by C
∞ non-degenerate geodesic. It suggests that in this
sense our result Theorem 1.7 is optimal.
5
Remark 1.10. In theorem above, constant ε(V, ω0, k, J) may go to zero and C(V, ω0, k, J) may go
to ∞, as J → 0 or k → 4 (or ∞).
Remark 1.11. Theorem 1.7 implies Theorem 1.2, by simply replacing background metric ω0 by
ω0 +
√−1∂∂ψ0, for any ψ0.
Now we explain the ideas behind Theorem 1.7. This is proved by an iteration, in which on each
step we solve Problem 1.5 with boundary data determined by the previous step of the iteration.
More precisely, in order to construct a geodesic segment between two Ka¨hler potentials in a small
neighborhood of a given potential, we perturb the explicit solution of HCMA equation which cor-
responds to the one-point geodesic segment, in the domain R× V , where R ⊂ [0, 1] × R is a long
strip of the finite length, as illustrated in Figure 1. We use complex coordinates τ = t +
√−1θ
on [0, 1] × R. Endpoints of geodesic are the prescribed Ka¨hler potentials at t = 0 and t = 1 re-
spectively. Then Dirichlet data in Problem 1.5 are now given only on the part of ∂R which lies on
t = 0 and t = 1, and we seek a solution which does not depend on the imaginary part, θ, of the
complex “time” τ . We construct such solution by iteration: at each step we prescribe the data on
the remaining part of the boundary, i.e. on ∂R \ ({t = 0} ∪ {t = 1}), and then solve Problem 1.5
with these Dirichlet data using a version of the method of [23] for Ho¨lder spaces Ck,α, which we
develop in Section 2. We use this solution to update the boundary data on ∂R\ ({t = 0}∪{t = 1})
in such way that the fixed point of this process does not depend on θ-variable. Then the fixed point
is the solution of HCMA which corresponds to the geodesic segment. Existence of a fixed point is
obtained by Nash-Moser type theorem, since the estimates of solution involve a loss of regularity,
due to the degeneracy of the HCMA equation. This comprise the bulk of our Section 3.
In Section A, we prove three lemmas. One studies a family of Dirichlet problems for Poisson
equation, and is used in several parts of the paper, to show the regularity of functions on the product
space. Another shows the solvability of the Riemann-Hilbert Problem in Ho¨lder spaces, and is used
in Section 2 in the proof of stable existence of holomorphic disc families. The third discusses a
family of harmonic functions, and is used in Section 3, to show the invertibility of tangential map
of the iteration map.
In Section B, we prove a version of Moser-type inverse function theorem.
1.3 Notation and Convention
• We denote [0, 1] × R by S, it is considered as a Riemann surface with complex coordinate
τ = t+
√−1θ, where we used t as [0, 1] direction variable, and θ as R direction variable.
• Given closed metric spacesM,N , space Cr(M), for r > 0, should be understood as C [r],{r}(M),
and | · |r = | · |[r],{r}. When there is no ambiguity, we will not indicate domain of definition,
so |f |r;M may be abbreviated as |f |r sometimes. Also, given (f1, f2) ∈ Cr(M) × Cr(N), we
may denote
|f1, f2|r = |f1|r;M + |f2|r;N .
• When there is no ambiguity, when doing estimate, we will not indicate the dependence of
constants on V and ω0.
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2 Disc Problem
In this section we study the solvability of Problem 1.5, i.e. Dirichlet Problem of the HCMA equation
on D × V . Our aim is to prove Proposition 2.1.
We first briefly describe the approach in [23], where solvability of the HCMA equation is re-
lated to the existence of a family of holomorphic discs, with boundaries attached to a totally real
submanifold defined by the Dirichlet data.
From the argument of [23] and [48], we know if Φ ∈ C3(D × V ) is a solution to Problem 1.5,
with boundary value F , then kernels of Ω0 +
√−1 ∂∂ Φ form a foliation on D×V , which we denote
by Fl(F ) and there is a map AF from D × V to D × V , satisfying
piD ◦ AF = piD;
AF
∣∣
{τ=−√−1}×V = Id;
for each z ∈ V, restriction of Ω0 +
√−1 ∂∂ Φ to AF (D × {z}) vanishes;
for each z ∈ V, restriction of AF to D × {z} is holomorphic.
(2.1)
where piD is the trivial projection from D × V to D.
To introduce the family of holomorphic discs with boundaries attached to a totally real manifold,
a holomorphic fiber bundle WV was constructed in [23], in the following way. Suppose V = ∪Uκ,
where Uκ’s are open sets. On Uκ, denote the complex coordinates by z
i
κ, and suppose ω0 is locally
given by
√−1∂∂ρκ0 . We glue up {T ∗Uκ} in the following way. Let p ∈ Uκ ∩ Uς , then (p, ξ) ∈ T ∗Uκ
and (p, η) ∈ T ∗Uς are identical, if and only if
(ξi − ∂iρκ0 )dziκ = (ηi − ∂iρς0)dziς .
Then ∪T ∗Uκ modulo this equivalence relation is denoted by WV in [23].
It was shown in [23], that in D ×WV ,
ΛF =
⋃
κ
⋃
τ∈∂D
p∈Uκ
(τ, p, [∂ziκρ
κ
0 (p) + ∂ziκF (τ, p)])
is a totally real submanifold, more precisely an LS-submanifold. Mapping G from D×V to D×WV ,
given by
(τ, p) 7→ (τ, AF (τ, p), (∂ziκρκ0 ( · ) + ∂ziκΦ(τ, · )) ◦ AF (τ, p)) , for (τ, p) ∈ A−1F (D × Uκ),
is holomorphic with respect to τ variable, and
G(∂D × V ) ⊂ ΛF .
The converse is also true, roughly speaking, given a family of holomorphic discs, with boundaries
attached to ΛF , we can construct solution to HCMA equations on D × V .
Then, using the theory of elliptic PDEs and free boundary problems, it was shown that existence
of holomorphic disc families with boundaries attached to a totally real manifold is stable under the
C1 perturbation of boundary manifold.
Through this approach, Donaldson showed in [23], that the set of smooth functions, F , for which
a smooth solution to Problem 1.5 exists is open in C∞(∂D × V ) with respect to C2 topology.
Comparing to Theorem 1 of [23], the following Proposition 2.1 is weaker and less general, but
it contains the estimates we need.
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Proposition 2.1. Given (V, ω0), with ω0 > 0, for any 0 < X < 1 and γ ≥ 4+X, γ /∈ Z, there
exists δD(γ,X) > 0, such that if F ∈ Cγ(∂D × V ; R) satisfies (1.2) and |F |4+X < δD(γ,X)
, then there exists Φ ∈ Cγ−2(D × V ; R) solving Problem 1.5 with boundary value F , and
|Φ|γ−2 ≤ C(γ,X)|F |γ . (2.2)
The corresponding map AF satisfying (2.1) is in Cγ−2(D × V ; D × V ), with
|AF − Id|γ−2 ≤ C(γ,X)|F |γ , (2.3)
|A−1F − Id|γ−2 ≤ C(γ,X)|F |γ . (2.4)
Moreover, for any two boundary functions F, Fˆ , both satisfying requirements of this Proposition,
the corresponding Φ, Φˆ and AF ,AFˆ satisfy
|Φ− Φˆ|γ−2 ≤ C(γ,X)(|F − Fˆ |γ−2 + (1 + |F |γ + |Fˆ |γ)|F − Fˆ |2), (2.5)
|AF −AFˆ |γ−2 ≤ C(γ,X)(|F − Fˆ |γ−1 + (1 + |F |γ + |Fˆ |γ)|F − Fˆ |3+X). (2.6)
Remark 2.2. Condition that |F |4+X < δD implies condition (1.2), providing δD small enough.
Remark 2.3. Below, when using Proposition 2.1, we will fix X = min{k−43 , 13}, while we need
to make γ large. Then, for convenience, when there is no ambiguity we will refer constants in
Proposition 2.1 as δD(γ) and C(γ), without displaying the dependence on X. And δD(γ) may go
to zero and C(γ) may go to infinity as the fractional part of γ goes to zero, so, in section 3.2 when
using Proposition 2.1, we only allow fractional part of γ equal to 13 .
To prove Proposition 2.1,
• in Section 2.1.1, we prove Lemma 2.4, regarding the local existence of family of holomorphic
discs, which is a local version of Proposition 2 of [23];
• in Section 2.1.2, we show these locally constructed disc families agree with each other, when
and where their domains of definition overlap;
• in Section 2.2.1, we construct potential function Φ from family of holomorphic discs, following
argument of [23] and [48];
• in Section 2.2.2, we improve estimate regarding comparison of potential functions with an
integration method and complete the proof of Proposition 2.1.
2.1 Stability and Existence of Holomorphic Disc Families
In this section, we prove the existence of holomorphic disc families. We first prove a local version,
Lemma 2.4, in Section 2.1.1. Then get global theory Lemma 2.8, 2.9 in Section 2.1.2.
2.1.1 Local Theory
Lemma 2.4 (Local Existence of Holomorphic Disc Families). We denote B1 = B1(0) in Cn,
B 1
2
= B 1
2
(0) in Cn, and let zi, i = 1, ..., n be the complex coordinates on Cn. Given ρ0 ∈ C∞(B1; R),
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with
√−1∂∂ρ0 > 0, and any 0 < X < 1, γ ≥ 4+X, γ /∈ Z, there exists δL = δL(ρ0, γ,X) > 0 such
that, if F ∈ Cγ(∂D ×B1; R) satisfies |F |4+X ≤ δL, there exists
(f, h) ∈ Cγ−2(D ×B 1
2
; Cn × Cn),
solving the boundary value problem
∂τf = ∂τh = 0, in D ×B 1
2
; (2.7)
∂i(ρ0 + F )(τ, z + f(τ, z)) = ∂iρ0(z) + hi(τ, z), on ∂D ×B 1
2
, for i = 1, ..., n; (2.8)
f(−√−1, z) = 0, for all z ∈ B 1
2
, (2.9)
and satisfying
|f |γ−2 + |h|γ−2 ≤ C(ρ0, γ,X)|F |γ . (2.10)
|f |2+X + |h|2+X ≤ C(ρ0, X)|F |3+X . (2.11)
Also, given two boundary perturbations F , Fˆ , the corresponding solutions (f, h), (fˆ , hˆ) satisfy
|f − fˆ |2+X + |h− hˆ|2+X ≤ C(ρ0, X)|F − Fˆ |3+X ; (2.12)
|f − fˆ |γ−2 + |h− hˆ|γ−2 ≤ C(ρ0, γ,X)(|F − Fˆ |γ−1 + (1 + |F |γ + |Fˆ |γ)|F − Fˆ |3+X). (2.13)
Moreover, if |F |4+X ≤ δL(4 + X), then a solution of problem (2.7)–(2.9) satisfying (2.11) is
unique. Here and bellow we write δL(γ) for δL(ρ0, γ,X) because ρ0 and X are fixed.
Remark 2.5. For a given X, we can assume without loss of generality that δL(γ) ≤ δL(4 +X) for
all γ ≥ 4 +X. Then uniqueness above implies solutions obtained by the application of Lemma 2.4
does not depend on γ, so for the given F, Fˆ ∈ Cγ , application of Lemma 2.4 with any γ1 ∈ [4+X, γ]
will give estimates (2.10), (2.13) with γ1 instead of γ.
Remark 2.6. The following proof is based on a modification of the standard implicit function
theorem. Application of the standard implicit function theorem would give the existence of the
solution (f, h) in Cγ−2 under the condition that |F |γ is small. But here we assumed only that
|F |4+X is small.
Proof of Lemma 2.4:
For F ∈ Cγ(∂D ×B1; R), define
NHl =
{
(f, h) ∈ Cγ−2(D ×B 1
2
; Cn × Cn)
∣∣∣ ∂τf = ∂τh = 0,
f(−√−1, ·) = 0, |f |2+X ≤ l < 1
4
, |f |γ−2 ≤ H
}
,
(2.14)
with l,H to be determined, l depending only on ρ0, γ,X, while H depending on ρo, γ and |F |γ ,
and we can assume H > 1. We will perform an iteration on NHl.
Given (f, h) ∈ NHl, we can find (f, h) ∈ Cγ−2(D ×B 1
2
; Cn × Cn), satisfying
∂τ f = ∂τh = 0, in D ×B 1
2
; (2.15)
∂ijρ0(z)f
j(τ, z) + ∂ijρ0(z)f
j(τ, z)− hi(τ, z)
= −(∂i(ρ0 + F ))(τ, f(τ, z) + z) + ∂iρ0(z) + hi(τ, z), on ∂D ×B 1
2
; (2.16)
f(−√−1, ·) = 0. (2.17)
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The existence of f, h follows from Lemma A.3. Then we define a map I from NHl to Cγ−2(∂D ×
B 1
2
; Cn × Cn) by
I(f, h) = (f, h) + (f, h).
Our argument will consist of four steps:
Step 1. We will show that, when l and δL are small enough, and H is large enough,
I(NHl) ⊂ NHl.
Step 2. We show that if l and δL are small enough, then I is a contraction map, with respect to
some weighted norm.
Step 3. We show that, by making l and δL even smaller, our solution will satisfy Lipschitz type
estimate, i.e. (2.12) and (2.13).
Step 4. We obtain the uniqueness assertion of the Lemma by further decreasing δL.
In each step, we will precisely estimate |I(f, h)|2+X and |I(f, h)|γ−2 with (2.16). And, in the
following, we will use index α, β,κ, each running through 1, ..., n, 1, ..., n, and we will also use
notation f i = f i, hi = hi.
Step 1. On ∂D ×B 1
2
, I(f, h) satisfies the following boundary condition
∂ijρ0(z)(f
j + f j)(τ, z) + ∂ijρ0(z)(f
j + f j)(τ, z)− (hi(τ, z) + hi(τ, z))
=−
∫ 1
0
[∂iαρ0(z + uf(τ, z))− ∂iαρ0(z)] du fα(τ, z)− (∂iF )(τ, f(τ, z) + z)
=−
∫ 1
0
∫ 1
0
∂iαβρ0(z + uvf(τ, z))u dv du f
α(τ, z)fβ(τ, z)− (∂iF )(τ, f(τ, z) + z). (2.18)
By Theorem A.7, A.8 of [28], right hand side of (2.18) can be estimated as
|RHS of (2.18)|2+X ≤ C(ρ0)(|ρ0|5+X(1 + |f |1)2+X |f |20 + |ρ0|4(1 + |f |2+X)|f |20
+ |ρ0|3|f |2+X |f |0 + |F |3+X(1 + |f |1)2+X + |F |2(1 + |f |2+X))
≤ C(ρ0)(l2 + |F |3+X),
|RHS of (2.18)|γ−2 ≤ C(ρ0, γ)(|ρ0|γ+1(1 + |f |1)γ−2|f |20 + |ρ0|4(1 + |f |γ−2)|f |20
+ |ρ0|3|f |γ−2|f |0 + |F |γ−1(1 + |f |1)γ−2 + |F |2(1 + |f |γ−2))
≤ C(ρ0, γ)(l2 + |F |γ−1 + (1 +H)(l + |F |2)),
where we used the bounds of (f, h) which follow from the inclusion (f, h) ∈ NHl. Then by Lemma
A.3, we have
|I(f, h)|2+X ≤ C1(ρ0, X)(l2 + |F |3+X);
|I(f, h)|γ−2 ≤ C2(ρ0, γ)(|F |γ−1 + 2H(l + |F |2)).
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Constants C1, C2, ..., C10 here and in the following are all assumed to be greater than 1. If we choose
δL, l, H satisfying
l <
1
4C1(ρ0, X)
, δL <
l
4C1(ρ0, X)
, δL + l ≤ 1
8C2(ρ0, γ)
, (2.19)
H > 4C2(ρ0, γ)(|F |γ−1 + 1), (2.20)
we have
|I(f, h)|2+X ≤ l, and |I(f, h)|γ−2 ≤ H,
i.e. I maps NHl into NHl.
Step 2. Now, we assume l, H, F satisfy conditions in (2.19), (2.20), and show, when l and δL are
made even smaller, I is a contraction map with respect to some weighted norm. The norm is, for
some A large enough,
‖ · ‖ = | · |γ−2 +A| · |2+X . (2.21)
Then given (f, h), (fˆ , hˆ) ∈ NHl, we need to estimate |I(f, h) − I(fˆ , hˆ)|2+X and |I(f, h) −
I(fˆ , hˆ)|γ−2.
Plug fˆ , hˆ into (2.18) then subtract original (2.18) we get, on ∂D ×B 1
2
,
∂ijρ0(z)(f
j + f j − fˆj − fˆ j) + ∂ijρ0(z)(fj + f j − fˆj − fˆ j)− (hi + hi − hˆi − hˆi)
=
∫ 1
0
∫ 1
0
∫ 1
0
∂iαβκρ0(z + wuvfˆ + (1− w)uvf)u2v dv du dwfαfβ(fˆ − f)κ
−
∫ 1
0
∫ 1
0
∂iαβρ0(z + uvf(τ, z))u dv du (fˆ − f)α(fˆ + f)β
+
∫ 1
0
∂iαF (τ, z + ufˆ + (1− u)f)du (fˆ − f)α.
Again, with Theorem A.7, A.8 of [28] and Lemma A.3, we have
|I(f, h)− I(fˆ , hˆ)|2+X ≤ C3(ρ0, X)(l + |F |4+X)|fˆ − f |2+X ,
|I(f, h)− I(fˆ , hˆ)|γ−2 ≤ C4(ρ0, γ)
(
(l + |F |2)|fˆ − f |γ−2 + (H + |F |γ)|fˆ − f |2+X
)
.
Then, choosing δL and l small so that
δL ≤ 1
4C3(ρ0, X) + 4C4(ρ0, γ)
, (2.22)
l ≤ 1
4C3(ρ0, X) + 4C4(ρ0, γ)
, (2.23)
and using |F |4+X ≤ δL, we have
|I(f, h)− I(fˆ , hˆ)|2+X ≤ 1
2
|(f, h)− (fˆ , hˆ)|2+X , (2.24)
|I(f, h)− I(fˆ , hˆ)|γ−2 ≤ 1
2
|(f, h)− (fˆ , hˆ)|γ−2 + C4(ρ0, γ)(H + |F |γ)|(f, h)− (fˆ , hˆ)|2+X . (2.25)
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Plugging (2.25) and (2.24) into (2.21), gives
‖I(f, h)− I(fˆ , hˆ)‖
≤ 1
2
|(f, h)− (fˆ , hˆ)|γ−2 +
(
1
2
A+ C4(ρ0, γ)(H + |F |γ)
)
|(f, h)− (fˆ , hˆ)|2+X . (2.26)
We found that if we choose
A = 6C4(ρ0, γ)(H + |F |γ), (2.27)
then
RHS of (2.26) ≤ 2
3
|(f, h)− (fˆ , hˆ)|γ−2 + 2
3
A|(f, h)− (fˆ , hˆ)|2+X = 2
3
‖(f, h)− (fˆ , hˆ)‖.
This makes I a contraction map w.r.t the weighted norm, more precisely
‖I(f, h)− I(fˆ , hˆ)‖ ≤ 2
3
‖(f, h)− (fˆ , hˆ)‖. (2.28)
We note that the above estimates are justified if l, δL and H satisfy (2.19) (2.20) (2.22) (2.23),
which can be achieved by choosing
δL =
1
322(1 + C1(ρ0, X) + C2(ρ0, γ) + C3(ρ0, X) + C4(ρ0, γ))2
,
l =
1
32(1 + C1(ρ0, X) + C2(ρ0, γ) + C3(ρ0, X) + C4(ρ0, γ))
,
H = 16C2(ρ, γ)(|F |γ−1 + 1).
From (2.24) and (2.28), I is contraction map in ‖ · ‖ and | · |2+X norms. Then the sequence
{Ii(0, 0)}∞i=1 converges with respect to | · |γ−2 and | · |2+X norms, and it is easy to see the limit
is a solution to (2.7), (2.8), (2.9). For convenience, we still denote solution by (f, h). Using
(2.24)(2.28), we estimate solution (f, h) as:
|(f, h)|2+X ≤ 2|I(0, 0)− (0, 0)|2+X ≤ C5(ρ0, X)|F |3+X , (2.29)
|(f, h)|γ−2 ≤3‖I(0, 0)− (0, 0)‖ ≤ C(ρ0, γ)(|F |γ−1 + (H + |F |γ)|F |3+X) ≤ C(ρ0, γ,X)|F |γ , (2.30)
where the second inequality follows from Lemma A.3 applied to problem (2.15)–(2.17), and we used
(2.27) in the definition of the norm ‖ · ‖. Estimate (2.29)(2.30) confirms (2.11) (2.10).
Remark 2.7. Actually without using weighted norm, by more carefully manipulating γ − 2 and
X + 2 norms, we can also show for any p ∈ NHl, the sequence {Ik(p)} is a Cauchy sequence with
respect to | · |γ−2. The use of weighted norm is only for conciseness of presentation.
Step 3. Now, given F, Fˆ ∈ Cγ(∂D × B1), with |F |4+X , |Fˆ |4+X < δL, we can find (f, h), (fˆ , hˆ) ∈
Cγ−2(D × B 1
2
; Cn × Cn), which solve (2.7), (2.8), (2.9), corresponding to F and Fˆ respectively.
Then (f − fˆ , h− hˆ) satisfies on ∂D ×B 1
2
:
∂ijρ0(z)(fˆ − f)j + ∂ijρ0(z)(fˆ − f)j − (hˆ− h)i
= −
∫ 1
0
∫ 1
0
∂iαβρ0(z + vufˆ + v(1− u)f)(ufˆ + (1− u)f)βdv du (fˆ − f)α
− [∂i(Fˆ − F )](τ, z + fˆ(τ, z))−
∫ 1
0
[∂iαF ](τ, z + ufˆ + (1− u)f) du (fˆ − f)α. (2.31)
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Then, using again Theorems A.7, A.8 of [28] and Lemma A.3, we have
|f − fˆ |2+X + |h− hˆ|2+X ≤ C6(ρ0, X)(|f |2+X + |fˆ |2+X + |F |4+X)|f − fˆ |2+X +C(ρ0, X)|F − Fˆ |3+X .
Also, by (2.29), we have
|f |2+X + |fˆ |2+X ≤ C7(ρ0, X)(|F |4+X + |Fˆ |4+X),
so, reducing δL so that
|F |4+X + |Fˆ |4+X ≤ 2δL ≤ 1
2(1 + C6(ρ0, X))(1 + C7(ρ0, X))
,
we have
|f − fˆ |2+X + |h− hˆ|2+X ≤ C8(ρ0, X)|F − Fˆ |3+X , (2.32)
which shows (2.12). Now, applying Theorem A.8 of [28] and Lemma A.3 to (2.31) again, to estimate
the Cγ−2 norm, we get
|f − fˆ |γ−2 + |h− hˆ|γ−2 ≤C9(ρ0, γ,X)(|F |2 + |f |2+X + |fˆ |2+X)|f − fˆ |γ−2
+ C(ρ0, γ,X)(|F − Fˆ |γ−1 + (1 + |F |γ + |Fˆ |γ)|F − Fˆ |3+X). (2.33)
Then, further reducing δL so that
|F |4+X + |Fˆ |4+X ≤ 2δL ≤ 1
8(1 + C9(ρ0, γ,X))(1 + C7(ρ0, X))
,
we have
|f − fˆ |γ−2 + |h− hˆ|γ−2 ≤C10(ρ0, γ,X)
(
|F − Fˆ |γ−1 + (1 + |F |γ + |Fˆ |γ)|F − Fˆ |3+X
)
.
This confirms (2.13).
Step 4. Now, after further reducing δL(4 +X), we prove uniqueness asserted in this Lemma. That
is, we show that if |F |4+X ≤ δL(4 + X), then solution of problem (2.7)–(2.9) satisfying (2.11) is
unique.
In the argument bellow, we fix γ = 4 + X, and we use the constant l determined in Steps 1–3
for γ = 4 +X. Note that this l depends only on ρ0 and X. Noting that γ − 2 = 2 +X and H > 1,
we obtain that the iteration set (2.14) for γ = 4 +X becomes:
NHl =
{
(f, h) ∈ Cγ−2(D ×B 1
2
; Cn × Cn)
∣∣∣ ∂τf = ∂τh = 0,
f(−√−1, ·) = 0, |f |2+X ≤ l < 1
4
}
.
(2.34)
If δL(4 + X) is small as determined in Steps 1–3 for γ = 4 + X, and |F |4+X ≤ δL(4 + X),
then I(NHl) ⊂ NHl. This, combined with (2.15)–(2.17) implies that for such F , every solution
(f, g) ∈ NHl of problem (2.7)–(2.9) is a fixed point of the iteration map I(·). Since the map I(·)
is a contraction as we showed in Step 2, we obtain the uniqueness of a solution (f, g) ∈ NHl of
problem (2.7)–(2.9).
Now we reduce δL(4 + X) so that δL(4 + X) ≤ l/C(ρ0, X), where C(ρ0, X) is from (2.11) and
l = l(ρ0, X) is fixed above. Now, using (2.11) (2.34), we obtain that if |F |4+X ≤ δL(4+X), then any
solution (f, g) satisfying (2.11) is in the set NHl. This proves the uniqueness asserted in Lemma.
Lemma 2.4 is now proved.
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2.1.2 Global Theory
In the argument bellow we use the holomorphic fibre bundleWV and the submanifold ΛF ⊂ D×WV
defined earlier, after (2.1).
We now prove the following global version of Lemma 2.4.
Lemma 2.8 (Global Existence and Stability of Families of Holomorphic Disc). Given Ka¨hler
manifold (V, ω0), ω0 > 0 and any 0 < X < 1, γ ≥ 4+X, γ /∈ Z, there exists δG = δG(V, ω0, γ,X) > 0
such for each F ∈ Cγ(∂D × V ; R) with |F |4+X ≤ δG, there exists
GF ∈ Cγ−2(D × V ; D ×WV ),
satisfying
∂τGF = 0, in D × V ; (2.35)
GF (∂D × V ) ⊂ ΛF ; (2.36)
ΠD×V
(
GF
∣∣
{τ=−√−1}×V
)
= Id; (2.37)
ΠD ◦ GF = piD, (2.38)
where τ denotes variable in D, ΠD×V is the projection from D ×WV to D × V determined by the
fiber bundle projection PV :WV → V , and ΠD : D×WV → D and piD : D×V → D are the trivial
projections.
Moreover, let AF := ΠD×V ◦GF : D×V → D×V . It is shown in [23] that the map AF satisfies
(2.1). We have the following estimate for AF :
|AF − Id|γ−2;D×V ≤ C(X, γ)|F |γ , (2.39)
|AF − Id|2+X;D×V ≤ C(X)|F |3+X . (2.40)
Also, for two boundary perturbations F, Fˆ , the corresponding maps GF ,GFˆ satisfy
|GF − GFˆ |2+X;D×V ≤ C|F − Fˆ |3+X ; (2.41)
|GF − GFˆ |γ−2;D×V ≤ C(γ)
(
|F − Fˆ |γ−1 + (1 + |F |γ + |Fˆ |γ)|F − Fˆ |3+X
)
. (2.42)
Moreover, if |F |4+X ≤ δG(4 +X), then a solution of problem (2.35)–(2.38) satisfying (2.40) is
unique. Here and bellow we write δG(γ) for δG(ω0, γ,X) because ω0 and X are fixed.
Proof. Since V is a compact Ka¨hler manifold, V can be covered by a finite number of open sets
{Uκ}Mκ=1 such that for each κ there is an open set Oκ ⊃ Uκ and a biholomorphic map χκ : Oκ → Cn
satisfying:
1. χκ ∈ C∞(Oκ);
2. χκ(Oκ) = B1 ⊂ Cn;
3. χκ(Uκ) = B 1
2
⊂ Cn.
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Then for any 0 < X < 1 and γ ≥ 4+X, γ /∈ Z, there exists a δ˜G(γ,X, V, ω0) > 0 such that if
F ∈ Cγ(∂D × V ; R) with |F |4+X ≤ δ˜G, then
|F ◦ χ−1κ |4+X ≤ δL(γ, ρκ0 , X), (2.43)
for any κ = 1, ...,M , where χκ is considered as a map from D × Oκ to D × B1 by χκ(τ, x) :=
(τ, χκ(x)), and ω0 is locally given by ρ
κ
0 , and δL(γ, ρ
κ
0 , X) is from Lemma 2.4. By Lemma 2.4 there
exists
Gκ ∈ Cγ−2(D × Uκ; D × P−1V (Oκ)),
where PV is the projection from WV to V , with Gκ satisfying
∂τGκ = 0, in D × Uκ;
Gκ(∂D × Uκ) ⊂ ΛF ;
ΠD×V ◦Gκ
∣∣
{−√−1}×Uκ ≡ Id;
ΠD ◦Gκ = piD,
(2.44)
where ΠD×V , ΠD, piD are projections defined in the formulation of the Lemma.
Now, assuming that Uκ ∩ Uι 6= Ø, we want to show
Gκ
∣∣
D×(Uκ∩Uι) = Gι
∣∣
D×(Uκ∩Uι).
So, let p ∈ Uκ ∩ Uι, then Gκ
∣∣
D×{p} and Gι
∣∣
D×{p} are both holomorphic discs with boundaries
attached to ΛF . And if δ˜G(γ) is small enough, without loss of generality, we can assume
Gι(D × {p}) ⊂ D × P−1V (Oκ),
and so, we can denote,
(Gκ
∣∣
D×{p})(τ) = (τ, p+ f(τ), k(τ)),
(Gι
∣∣
D×{p})(τ) = (τ, p+ fˆ(τ), kˆ(τ)),
where f, fˆ , k, kˆ are complex vector valued holomorphic functions on D, and they satisfy, with
coordinates {zi}ni=1 on Oκ:
[∂i(ρ0 + F )] (τ, p+ f(τ)) = ki(τ), on ∂D, for i = 1, ... M ; (2.45)
[∂i(ρ0 + F )] (τ, p+ fˆ(τ)) = kˆi(τ), on ∂D, for i = 1, ... M ; (2.46)
f(−√−1) = fˆ(−√−1) = 0. (2.47)
Taking difference of (2.45) (2.46) gives
[∂ijρ
κ
0 (p)](f − fˆ)j + [∂ijρκ0 (p)](f − fˆ)j − (k − kˆ)i
=−
∫ 1
0
∫ 1
0
[∂iαβρ
κ
0 ](p+ vuf + v(1− u)fˆ)(uf + (1− u)fˆ)β du dv (f − fˆ)α
−
∫ 1
0
[∂iαF ](τ, p+ uf + (1− u)fˆ) du (f − fˆ)α. (2.48)
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Applying Theorem A.7, A.8 of [28], Lemma A.3 and (2.11) of Lemma 2.4 to (2.48) gives
|f − fˆ |2+X ≤ C(ω0, V )|f − fˆ |2+X(|f |2+X + |fˆ |2+X + |F |4+X) ≤ C(ω0)|f − fˆ |2+X |F |4+X .
When
|F |4+X ≤ min
{
δ˜G(4+X,X, V, ω0),
1
2C(ω0, V ,X)
}
,
we have f = fˆ . So those locally constructed holomorphic discs over different coordinate patches
match, so (2.39), (2.40) follow from (2.10), (2.11). Similarly, (2.41), (2.42) follow from (2.12), (2.13)
directly. This proves Lemma 2.8. Also, uniqueness statement follows from the bounds (2.43) in
localizations and the uniqueness in Lemma 2.4.
Next we discuss the invertibility of the map AF .
Lemma 2.9. In addition to the statement of Lemma 2.8, there exists a δI(γ, V, ω0), with 0 < δI ≤
δG such that if F ∈ Cγ(∂D × V ), satisfies |F |4+X ≤ δI , then AF is invertible and satisfies
|A−1F − Id|γ−2;D×V ≤ C(X, γ)|F |γ . (2.49)
Moreover, if γ ≥ 5+X, then for any F, Fˆ with |F |4+X , |Fˆ |4+X both small enough, the corre-
sponding AF , AFˆ satisfy
|A−1F −A−1Fˆ |γ−3;D×V ≤ C(γ, |F |γ , |Fˆ |γ)|F − Fˆ |γ . (2.50)
Proof. For the invertibility of AF , since
|AF − Id|2+X ≤ C|F |4+X ,
when |F |4+X small enough, we have AF is one-to-one with non-degenerate Jacobian, so A−1F is well
defined, and has same differentiability as AF .
Now we estimate A−1F − Id. Locally, we can write
A−1F − Id = (−AF + Id) ◦ A−1F .
Applying Theorem A.8 of [28] to above expression, gives
|A−1F − Id|1 ≤ C|AF − Id|1(1 + |A−1F − Id|1).
When |F |4+X , and so |AF − Id|1 is small enough, we have
|A−1F − Id|1 ≤ C|AF − Id|1. (2.51)
Then using Theorem A.8 of [28] again with a = γ − 2, we get
|A−1F − Id|γ−2 ≤ C(γ)
(|AF − Id|1(1 + |A−1F − Id|γ−2) + |AF − Id|γ−2(1 + |A−1F − Id|1)γ−2)
≤ C(γ)|AF − Id|γ−2 + C(γ)|AF − Id|1|A−1F − Id|γ−2.
So, when |F |4+X , and so |AF − Id|1 small enough, we have, using also (2.51):
|A−1F − Id|γ−2 ≤ C(γ)|AF − Id|γ−2 ≤ C(γ)|F |γ .
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This proves (2.49).
Now, given F and Fˆ , with |F |4+X , |Fˆ |4+X both small enough, we want to compare A−1F with
A−1
Fˆ
.
Locally, we can write A−1F −A−1Fˆ as
A−1F −A−1Fˆ
=A−1F (Id)−A−1F (AFA−1Fˆ )
=
∫ 1
0
d
du
[
A−1F
(
uId+ (1− u)AFA−1Fˆ
)]
du
=
∫ 1
0
∂A−1F
∂zα
(
uId+ (1− u)AFA−1Fˆ
)
du
(
Id−AFA−1Fˆ
)α
=
∫ 1
0
∂A−1F
∂zα
(
uId+ (1− u)AFA−1Fˆ
)
du
(
(AFˆ −AF )A−1Fˆ
)α
,
where the index α runs over 1, ..., n and 1, ..., n.
Then applying A.7, A.8 of [28] and Lemma 2.8, provided γ ≥ 5+X, and |F |4+X , |Fˆ |4+X both
small enough, we get
|A−1F −A−1Fˆ |γ−3 ≤ C(γ, |F |γ , |Fˆ |γ)|F − Fˆ |γ .
Remark 2.10. Using uniqueness in Lemma 2.8, we obtain a global version of Remark 2.5. Namely,
assuming without loss of generality that δG(γ) ≤ δG(4+X) for all γ ≥ 4+X, we have that uniqueness
in Lemma 2.8 implies solutions obtained by the application of Lemma 2.8 does not depend on γ,
so for the given F, Fˆ ∈ Cγ , application of Lemma 2.8 with any γ1 ∈ [4 +X(or 5 +X), γ] will give
estimates (2.39)–(2.42) and (2.49)–(2.50) with γ1 instead of γ.
2.2 Potential Function
Now, with Lemma 2.8, Lemma 2.9 and the analysis of [23] and [48], we can construct potential
function solving Problem 2.1. In Section 2.2.1, we will first follow method in [23] and [48] to
construct the potential and perform its estimates in Ho¨lder spaces. However, the comparison of
potential functions leads to a loss of three orders of regularity. Then, in Section 2.2.2, we improve
the comparison result (2.62) of Section 2.2.1, using the integration of leafwise harmonic function,
to obtain (2.5), and complete the proof of Proposition 2.1.
2.2.1 Construction of Donaldson and Semmes
With Lemma 2.8, for the given 0 < X < 1, F ∈ Cγ(∂D × V ), with γ ≥ 4+X, and
|F |4+X ≤ δI(γ),
where δI(·) is from Lemma 2.9, we can find the corresponding
GF ∈ Cγ−2(D × V ; D ×WV ),
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and locally GF is given by
(τ, z)→ (τ, z + f(τ, z), ∂ρ0(z) + h(τ, z)).
where f and h are holomorphic with respect to τ . Moreover, from (2.36), (2.38) and Lemma
2.9 we obtain that for each τ ∈ ∂D, the map GF (τ, ·) maps V diffeomorphically to the LS-graph
ΛF ∩ ({τ} × WV ). Then according to Lemma 3 and Proposition 1 of [23], for any τ ∈ D, there
exists pτ , a real valued function on V , satisfying
∂ρ0 + h|{τ}×V = [∂(ρ0 + pτ )](z + f), (2.52)
locally. Since adding a constant to pτ does not change (2.52), we can choose a point z0 on V ,
independent of τ , and let
pτ (z0) = 0, ∀τ ∈ D. (2.53)
Denote
P (τ, z) = pτ (z),
we will then construct solution to Problem 1.5, based on P .
Since F ∈ Cγ(∂D × V ), GF ∈ Cγ−2(D × V ), using (2.52) (2.53) (2.10) (2.11), we get
|P |γ−2 ≤ C(γ)|∂pτ |γ−2 ≤ C(γ)(|h(A−1F )|γ−2 + |A−1F − Id|γ−2) ≤ C(γ)|F |γ ,
|P |2 ≤ C(γ)|F |4+X .
Next, we use the fact that GF is holomorphic with respect to τ , i.e. for a fixed z,
(τ, z)→ (τ, z + f(τ, z), [∂V (ρ0 + P )](τ, z + f)), (2.54)
is holomorphic with respect to τ . Taking ∂τ derivative of the third component of the expression
above gives
[∂iτ (ρ0 + P )](AF (τ, z)) + [∂ij(ρ0 + P )](AF (τ, z))
(
∂f j(τ, z)
∂τ
)
= 0. (2.55)
Then using ∂ij(ρ0 + P ) = gij in (2.55), we have
∂f j
∂τ
= −[∂iτ (ρ0 + P )gij ](AF (τ, z)), (2.56)
where [gij ] is invertible because [ρ0,ij ] is invertible, and Pij is close to zero. Then taking ∂τ derivative
of (2.56), and using again
∂f j
∂τ
= 0,
gives
0 = gjk(AF (τ, z))
[
∂2f j
∂τ∂τ
]
=
{
−∂kττ (ρ0 + P ) + ∂iτ (ρ0 + P )gil∂lkτ (ρ0 + P )
}
◦ (AF (τ, z))
+
{
−∂kτl(ρ0 + P ) + ∂iτ (ρ0 + P )giµ∂µkl(ρ0 + P )
}
◦ (AF (τ, z)) ·
(
∂f l
∂τ
)
. (2.57)
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Then substituting (2.55) into the above equation we get
0 =
{[
−∂ττ (ρ0 + P ) + ∂τi(ρ0 + P )gij∂τj(ρ0 + P )
]
k
}
(AF (τ, z)). (2.58)
So we know
∂ττ (ρ0 + P )− ∂τi(ρ0 + P )gij∂τj(ρ0 + P )
depends only on τ . And since ρ0 does not depend on τ , then
Pττ − PτigijPjτ
is a globally defined function on D × V , depending only on τ . We have
Pττ − PτigijPjτ ∈ Cγ−4(D),
since P ∈ Cγ−2(D × V ). Solving Dirichlet problem for Laplacian equation in τ variables in D, we
can find a Q ∈ Cγ−2(D) satisfying
Qττ = −Pττ + PτigijPjτ in D, (2.59)
Q
∣∣
∂D
= F
∣∣
∂D×{z0}; (2.60)
where z0 ∈ V is the point fixed above, see (2.53). If we consider Q as a function defined on D× V ,
then (2.59) is satisfied in D × V and, since Q only depends on τ , we can transform (2.59) into
(P +Q)ττ = (P +Q)τig
ij(P +Q)jτ .
Then Φ = P +Q is a solution to Problem 1.5 with boundary value F , as explained in the first two
pages of [48]. And for the boundary condition, we use that GF (∂D × V ) lies in ΛF , so P − F on
∂D × V depends only on τ , and then from (2.53) and (2.60) we have Φ = F on ∂D × V .
Since Q does not depend on z, estimates for the Dirichlet problem (2.59)–(2.60) imply the
following estimates on D × V
|Q|γ−2 ≤ C(γ)(|Qττ |γ−4 + |F |γ−2) ≤ C(γ, |P |2)(|P |γ−2 + |F |γ−2) ≤ C(γ)|F |γ ,
and from this we get
|Φ|γ−2 ≤ |P |γ−2 + |Q|γ−2 ≤ C(γ)|F |γ .
Then we will do a comparison of two solutions. Suppose we have F, Fˆ ∈ Cγ+1(∂D × V ), with
|F |4+X , |Fˆ |4+X ≤ min{δI(γ + 1), δI(5+X)},
we will have corresponding GF , pτ , P,Q, Φ and GFˆ , pˆτ , Pˆ , Qˆ, Φˆ. We then compare these quantities.
Taking difference of (2.52) and the corresponding equation for hˆ, Pˆ , gives
∂pτ − ∂pˆτ = h(A−1F )− hˆ(AFˆ−1) + ∂ρ0(A−1F )− ∂ρ0(A−1Fˆ )
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then using Theorem A.7, A.8 of [28] and (2.50) of Lemma 2.9 we get
|P − Pˆ |γ−2 ≤ |(h− hˆ)(AF−1)|γ−2 +
∣∣∣∣∣[
∫ 1
0
∂hˆ
∂zα
(uAF−1 + (1− u)AFˆ−1)du](AF−1 −AFˆ−1)α
∣∣∣∣∣
γ−2
+
∣∣∣∣[∫ 1
0
∂2ρ0(uAF−1 + (1− u)AFˆ−1)du](AF−1 −AFˆ−1)
∣∣∣∣
γ−2
≤ C(γ, |F |γ+1, |Fˆ |γ+1)|F − Fˆ |γ+1.
Subsequently, we have
|Φ− Φˆ|γ−2 ≤ C(γ, |F |γ+1, |Fˆ |γ+1)|F − Fˆ |γ+1.
So, we proved the following:
Lemma 2.11. Given 0 < X < 1, F ∈ Cγ(∂D × V ; R), γ ≥ 4+X, γ /∈ Z, with
|F |4+X ≤ δI(γ),
there exists a solution Φ ∈ Cγ−2(D × V ; R) to Problem 1.5 with boundary value F , satisfying
|Φ|γ−2 ≤ C(γ)|F |γ . (2.61)
Moreover, given two boundary values F, Fˆ satisfying
|F |4+X , |Fˆ |4+X ≤ min{δI(γ + 1), δI(5+X)},
the corresponding solution Φ and Φˆ satisfy
|Φ− Φˆ|γ−2 ≤ C(γ, |F |γ+1, |Fˆ |γ+1)|F − Fˆ |γ+1. (2.62)
We note that the estimate (2.61) confirms (2.2). Moreover, since Φ = P +Q, where Q depends
only on τ , we can replace P by Φ in (2.55). Then it follows that
∂τ +
∂f i
∂τ
∂zi
lies in kernels of Ω0 +
√−1∂∂Φ. That is, AF satisfies (2.1) with Φ constructed above. And,
estimates (2.3) (2.4) (2.6) for AF follow from (2.39), (2.49), (2.42), respectively.
2.2.2 Improving Comparison Result
Now suppose we are given F0, F1 ∈ Cγ+3, γ ≥ 4+X, γ /∈ Z, satisfying
|F0|4+X , |F1|4+X ≤ min{δI(γ + 3), δI(γ), δI(5+X)}.
Denote
Fλ = λF1 + (1− λ)F0,
then Fλ’s satisfy
|Fλ|4+X ≤ min{δG(γ + 3), δG(γ), δG(5+X)}.
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By Lemma 2.11, for any λ ∈ [0, 1] there exists Φλ ∈ Cγ(D × V ) which solves Problem 1.5 with
boundary value Fλ.
We want to show that this family of solutions Φλ can be linearly approximated at any λ ∈ [0, 1],
and the linearization is integrable as a family of Cγ−2 functions. We will construct a family of
functions Hλ which can be considered as the differential of Φλ with respect to λ, show the higher
regularity of Hλ, use it to obtain the higher order estimate of Φ1 − Φ0.
Our argument will consist of the following 3 steps:
Step 1. For any λ ∈ [0, 1], we construct an Hλ ∈ Cγ−2(D × V ; R) satisfying
|Hλ|γ−2 ≤ C(γ) (|F0 − F1|γ−2 + (1 + |F0|γ + |F1|γ)|F0 − F1|2) . (2.63)
Step 2. We show that, as a function of λ, Hλ is continuous with respect to C
γ−2 norm.
Step 3. For any λ, ν ∈ [0, 1],
|Φλ − Φν − (λ− ν)Hν |0 ≤ C(|F0|5+X , |F1|5+X)(λ− ν)2.
With the result of Steps 2 and 3, we can express Φ1 − Φ0 as
Φ1 − Φ0 =
∫ 1
0
Hλdλ,
and with Steps 1 and 2, we obtain that Φ1 − Φ0 ∈ Cγ−2(D × V ) and
|Φ1 − Φ0|γ−2 ≤
∫ 1
0
|Hλ|γ−2dλ ≤ C(γ) (|F0 − F1|γ−2 + (1 + |F0|γ + |F1|γ)|F0 − F1|2) .
Step 1.
We define the following operator h : Cγ−2(∂D×V )→ Cγ−2(D×V ): given u ∈ Cγ−2(∂D×V ; R),
h(u) is the unique solution of { 4τh(u) = 0, in D × V ;
h(u) = u, on ∂D × V. (2.64)
Then h(u) ∈ Cγ−2(D × V ; R) and
|h(u)|γ−2 ≤ C(γ)|u|γ−2,
|h(u)|1 ≤ C|u|2,
(2.65)
where we used Lemma A.1.
We define Hλ as the leafwise harmonic function on Fl(Fλ), with boundary value F1−F0. More
precisely, Hλ is the unique solution of:
∂∂Hλ ∧ (Ω0 +
√−1∂∂Φλ)n = 0, in D × V ; (2.66)
Hλ = F1 − F0, on ∂D × V. (2.67)
Then Hλ satisfies:
Hλ = (AFλ)∗h [(AFλ)∗(F1 − F0)] ≡
(
h [(F1 − F0) ◦ AFλ ]
)
◦ AFλ−1.
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Applying Theorem A.8 of [28] to the expression above, we have the estimate
|Hλ|γ−2
≤C(γ) (|h [(AFλ)∗(F1 − F0)]|1(1 + |AFλ−1|γ−2)
+|h [(AFλ)∗(F1 − F0)]|γ−2(1 + |AFλ−1|1)γ−2
)
≤C(γ) (|(AFλ)∗(F1 − F0)|2(1 + |Fλ|γ) + |(AFλ)∗(F1 − F0)|γ−2(1 + |Fλ|4+X)γ−2)
≤C(γ) (|F0 − F1|2(1 + |AFλ |2)2(1 + |Fλ|γ) + |F0 − F1|1(1 + |AFλ |γ−2)(1 + |Fλ|4+X)γ−2
+|F0 − F1|γ−2(1 + |AFλ |1)γ−2(1 + |Fλ|4+X)γ−2
)
≤C(γ)(|F0 − F1|γ−2 + (1 + |Fλ|γ)|F0 − F1|2). (2.68)
Step 2. Now we compare Hλ and Hν for λ, ν ∈ [0, 1]. Taking difference of (2.66)(2.67) and the
corresponding expressions for Hν , we find that Hλ −Hν satisfies:
∂∂(Hλ −Hν) ∧ (Ω0 +
√−1∂∂Φν)n
+∂∂Hλ ∧
∑n
k=1
(
n
k
)
[
√−1∂∂(Φλ − Φν)]k(Ω0 +
√−1∂∂Φν)n−k = 0, in D × V ;
Hλ −Hν = 0, on ∂D × V.
Denote
B =
n∑
k=1
(
n
k
)
∂∂Hλ ∧ [
√−1∂∂(Φλ − Φν)]k(Ω0 +
√−1∂∂Φν)n−k
dτ ∧ dτ ∧ (Ω0 +
√−1∂∂Φν)n
. (2.69)
To estimate Hλ −Hν , we define operator p as following. Given v ∈ Cγ−2(D × V ), let p(v)(·, z) be
the unique solution of { 4τp(v) = v, in D × V ;
p(v) = 0, on ∂D × V.
Then p(v) ∈ Cγ−2(D × V ) and satisfies
|p(v)|γ−2 ≤ C(γ)|v|γ−2, |p(v)|1 ≤ C|v|2,
where we used Lemma A.1.
With operator p we can express Hλ −Hν as
Hλ −Hν = (AFν )∗p[(AFν )∗B].
Applying Theorem A.8 of [28] to the above expression we can get an estimate similar to the
one we have for Hλ, i.e. (2.68). But we do not need estimate that precise here, and the following
simpler estimate is sufficient:
|Hλ −Hν |γ−2 ≤ C(γ, |F0|γ+3, |F1|γ+3)|p(AFλ∗B)|γ−2 ≤ C(γ, |F0|γ+3, |F1|γ+3)|B|γ−2. (2.70)
For B, applying Theorem A.7 of [28] gives:
|B|γ−2 ≤ C(γ, |Φλ|γ , |Φν |γ , |Hλ|γ)|Φλ − Φν |γ .
From this inequality, using (2.61), (2.62) and
|Hλ|γ ≤ C(γ)(|F0|γ+3, |F1|γ+3),
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which follows from replacing γ by γ + 2 in (2.68), we get
|B|γ−2 ≤ C(γ, |F0|γ+3, |F1|γ+3)|Fλ − Fν |γ+3
So we have
|Hλ −Hν |γ−2 ≤ C(γ, |F0|γ+3, |F1|γ+3)|λ− ν|.
Step 3. Denote
Z := Φλ − Φν − (λ− ν)Hν .
Then Z satisfies

∂∂Z ∧ (Ω0 +
√−1∂∂Φν)n
=
√−1
n+1
∑n+1
k=2
(
n+ 1
k
)
[
√−1∂∂(Φλ − Φν)]k(Ω0 +
√−1∂∂Φν)n+1−k, in D × V ;
Z = 0, on ∂D × V.
Then from the maximum estimate for Laplace equation on the leaves AF (D × {z}), z ∈ V , we get
|Z|0 ≤ C(|Φν |2)|Φλ − Φν |22 ≤ C(|F0|5+X , |F1|5+X)|Fλ − Fν |25+X ≤ C(|F0|5+X , |F1|5+X)|λ− ν|2,
which concludes the proof of Step 3.
Thus we proved the following:
Lemma 2.12. Given 0 < X < 1, F0, F1 ∈ Cγ+3, γ ≥ 4+X, γ /∈ Z, satisfying
|F0|4+X , |F1|4+X ≤ min{δG(γ + 3), δG(γ), δG(5+X)}, (2.71)
solutions Φ0, Φ1 to Problem 1.5 with boundary values F0, F1 satisfy
|Φ0 − Φ1|γ−2 ≤ C(γ)(|F0 − F1|γ−2 + (1 + |F0|γ + |F1|γ)|F0 − F1|2).
Given F0, F1 ∈ Cγ(∂D × V ), satisfying
|F0|4+X , |F1|4+X ≤ 1
2
min{δG(γ + 3), δG(γ), δG(5+X)},
we can approximate them by {FN0 }N∈Z and {FN1 }N∈Z, such that FN0 , FN1 ∈ Cγ+3(∂D × V ), and
|FN0 − F0|γ → 0, |FN1 − F1|γ → 0.
Without loss of generality, we can assume
|FN0 |4+X , |FN1 |4+X ≤ min{δG(γ + 3), δG(γ), δG(5+X)},
|FN0 |γ ≤ 2|F0|γ , |FN1 |γ ≤ 2|F1|γ .
Then we can apply Lemma 2.12 to FN0 and F
N
1 . Let Φ
N
0 and Φ
N
1 be solutions to Problem 1.5 with
boundary values FN0 and F
N
1 . We have for i = 0, 1:
|ΦNi − ΦMi |γ−2 ≤ C(γ)(|FNi − FMi |γ−2 + (1 + |Fi|γ)|FNi − FMi |2).
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Since {FN0 } and {FN1 } are both Cauchy sequences in Cγ(∂D × V ), we have {ΦN0 } and {ΦN1 } are
Cauchy sequence in Cγ−2(D × V ). Let Φ0,Φ1 ∈ Cγ−2(D × V ) be the limits of {ΦN0 } and {ΦN1 }
respectively, i.e.
ΦN0 → Φ0, ΦN1 → Φ1,
as N → ∞, with respect to Cγ−2 norm on D × V . Then Φ0 and Φ1 are solutions to Problem 1.5
with boundary values F0, F1, respectively. We have, using Lemma 2.12:
|Φ0 − Φ1|γ−2
≤|Φ0 − ΦN0 |γ−2 + |ΦN0 − ΦN1 |γ−2 + |ΦN1 − Φ1|γ−2
≤o(1) + C(γ)(|FN0 − FN1 |γ−2 + (1 + |F0|γ + |F1|γ)|FN0 − FN1 |2)
≤o(1) + C(γ)(|F0 − F1|γ−2 + (1 + |F0|γ + |F1|γ)|F0 − F1|2).
Estimate (2.5) is proved.
Now Proposition 2.1 is proved with δD(γ) =
1
2 min{δG(γ + 3), δG(γ), δG(5+X)}.
3 Iteration
In this section we prove our main theorem: Theorem 1.7. As stated in Section 1, we will need
to find a solution to HCMA equation on S × V , which does not depend on θ. To do this, we
repeatedly solve Dirichlet problem on R × V , with Proposition 2.1, where R is a long but finite
strip in complex plane. Our iteration sequence will converge to a solution to HCMA equation,
which does not depend on θ, and so it is a geodesic in the space of Ka¨hler potentials.
In Section 3.1, we introduce the iteration framework.
In Section 3.2, we provide the precise estimates for our construction and show that it satisfies
conditions required by Lemma B.2.
In Section 3.3, we reach conclusion.
3.1 Iteration Framework
As shown in Figure 1, we first construct a smooth curve C˜ on complex plane {τ = t + √−1 θ},
which is the boundary of an open convex domain R˜ satisfying
{0 < t < 1} ∩ {|θ| < 1} ⊂ R˜ ⊂ {0 < t < 1} ∩ {|θ| < 7
4
}.
Then we stretch C˜ to C, so that C ∩ {Θ + 1 ≥ θ ≥ Θ} is the leftward translation of C˜ ∩ {2 ≥ θ ≥ 1}
by Θ − 1, and C ∩ {−Θ ≥ θ ≥ −Θ − 1} is the rightward translation of C˜ ∩ {−1 ≥ θ ≥ −2} by
Θ− 1, and C coincides with the lines {t = 0, 1} on {|θ| ≤ Θ}, where Θ > 4 is a large constant to be
determined.
We denote by R the region surrounded by the curve C, and
D := {2 ≥ θ ≥ −2} ∩ S,
where S is defined in Section 1.3. Then for any % ≥ 0, we define
F% = {φ ∈ C%(D× V ) | φ|{t=0,1}×V = 0}, (3.1)
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Figure 1: Construction of Strips
F% = {φ ∈ C%(C × V ) | φ|{t=0,1}×V = 0}. (3.2)
When we don’t need to specify %, we will simply drop index %.
For convenience, we define s : F% → F% by
(sφ)(θ, t, z) =
 φ(θ −Θ + 1, t, z), if θ > Θ,0, if −Θ ≤ θ ≤ Θ,
φ(θ + Θ− 1, t, z), if θ < −Θ.
(3.3)
Remark 3.1. We will define norms of functions on C × V in such way that for any φ ∈ F% and
0 ≤ ν ≤ %,
|sφ|ν;C×V ≤ C|φ|ν;D×V , (3.4)
for some C independent of Θ and ν(or %).
To define these norms on C%(C×V ), we need to specify an open covering of C×V and partitions
of unity subordinate to the covering. Note that functions in F vanish on (C ∩ {|θ| ≤ Θ− 12})× V .
Then, in order to make (3.4) valid, we need to make the open covering and partition of unity of
C × V over (C ∩ {|θ| > Θ − 12}) × V independent of Θ. This can be done because by definition
C ∩ {|θ| > Θ− 12} is the same as C˜ ∩ {|θ| > 12}.
For (ϕ0, ϕ1) ∈ C%(V )× C%(V ), we denote
ϕ = (ϕ0, ϕ1),
ϕt = (1− t)ϕ0 + tϕ1, for t ∈ [0, 1],
and for any q ≥ 0
|ϕ|q = |ϕ0|q + |ϕ1|q.
We consider ϕt introduced above as a function on S × V , defined by
(θ, t, z) 7→ (1− t)ϕ0(z) + tϕ1(z).
Then ϕt ∈ C%(S × V ).
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Now given 0 < X < 1, ϕ ∈ C%(V ) × C%(V ), φ ∈ F%, with % ≥ 4+X, |ϕ|4+X and |φ|4+X
sufficiently small, according to Proposition 2.1, we can find Φ ∈ C%−2(R×V ) solving the following
problem, {
(Ω0 +
√−1∂∂Φ)n+1 = 0, in R× V,
Φ = ϕt + s(φ), on C × V. (3.5)
We define Bϕ(φ) by
Bϕ(φ) = Φ|D×V − ϕt.
This defines Bϕ as a map from a neighborhood of zero in F% into F%−2.
Further requirements on the size of |ϕ|4+X and |φ|4+X , and the regularity estimate of Bϕ(φ)
will be discussed more carefully in Section 3.2.
Given ϕ ∈ C%(V )×C%(V ), assume that φ ∈ F% is a fixed point of Bϕ. Then the corresponding
Φ solving (3.5) is a real-valued function on R× V , satisfying: (Ω0 +
√−1∂∂Φ)n+1 = 0, in R× V,
Φ|{t=0}×V = ϕ0, Φ|{t=1}×V = ϕ1,
s(Φ− ϕt) + ϕt = Φ|C×V .
Denote
R˜− := (R˜ ∩ {2 > θ ≥ 1}) ∪ (R∩ {1 > θ}),
R˜+ := (R∩ {θ > −1}) ∪ (R˜ ∩ {−1 ≥ θ > −2}).
So, R˜− is a rightward translation of R˜+ by Θ − 1. Noting that ϕt does not depend on θ, we
conclude that condition s(Φ − ϕt) + ϕt = Φ|C×V implies that the restriction of Φ on ∂R˜+ × V is
identical to the restriction of Φ on ∂R˜− × V under the translation in θ-direction. Combining this
with the uniqueness of Dirichlet Problem (Corollary 7 of [22]), we conclude that the restriction of
Φ on R˜+× V is identical to the restriction of Φ on R˜−× V , under the same translation. So, Φ can
be extended as a periodic function of θ on S × V , with period Θ− 1.
Then Φ can be viewed as a function defined on the product of a cylinder and the Ka¨hler manifold:
(S/ ∼)× V, where (t, θ + Θ− 1, z) ∼ (t, θ, z).
And because Φ is independent of θ on {t = 0, 1}, for any Λ ∈ R, Φ(t, θ + Λ, ∗) also satisfies the
HCMA equation and has the same boundary values as Φ. Using the uniqueness theorem (Corollary
7) of [22], we can conclude that Φ(t, θ + Λ, ∗) = Φ(t, θ, ∗), i.e. Φ is independent of θ, so it’s a
geodesic.
Thus it remains to show the existence of fixed points of Bϕ, if |ϕ|4+X is sufficiently small. The
outline of our argument is following. We will apply a Moser-type inverse function theorem in the
following setting. Define
G % = C%(V )× C%(V )× F%, (3.6)
N %δ = {(ϕ, φ) ∈ G % | |ϕ|4+X + |φ|4+X ≤ δ}, (3.7)
and for some δ = δ(%) small enough, depending on %,
P : N %δ → G %−2, by
P(ϕ, φ) = (ϕ,Bϕ(φ)− φ).
(3.8)
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Note that P(0, 0) = 0. Then if a neighborhood, in some norm, of zero in G %−2 is contained in
P(N %δ ), in particular we get
{(ϕ, 0) | ϕ small enough in some norm} ⊂P(N %δ ),
and we obtain a fixed point of Bϕ, for ϕ small with respect to some norm. This implies, ignoring
regularity, that if (ϕ0, ϕ1, 0) = P(ϕ0, ϕ1, φ), then we can connect ϕ0 and ϕ1 by the curve ϕt + φ,
t ∈ [0, 1] in the space of Ka¨hler potentials. This construction will be discussed more precisely in
the following sections.
3.2 Applying Moser’s Theorem
Now we show how to apply Lemma B.2 to above construction. Our argument will be in 4 steps.
Step 1. Specifying Indexes and Function Spaces
Let k and J be the numbers in Theorem 1.7. We will use Proposition 2.1 with
X = min{1
3
,
k − 4
3
}.
Then in Lemma B.2, let
B = k, α = J, b = 4 +X, l = 2, χ = 4,
and
r = ζ +
1
3
,
for some ζ ∈ Z+ big enough, such that
r > k, (3.9)
k
4
>
(1 + 4r )
3(r − k)
r − 8 , (3.10)
k
r − k < 1 +
4
r
, (3.11)
k(r − (4+X))
(4+X)(r − k) > (1 +
4
r
)2, (3.12)
r3(r − k + 2 + J)
(r + 4)3(r − k) >
k − J
k
. (3.13)
Note that (3.9)-(3.13) can be satisfied by simply letting ζ →∞.
Requirements (3.9)-(3.13) imply (B.3)-(B.7) for B, b, l, χ, α specified above: in fact, (3.9)-
(3.13) come from plugging these values of B, b, l, χ, α into (B.3)-(B.7), respectively.
Note that k > 4 and J < min{ 14 , k−44 } by the conditions of Theorem 1.7. Then we have
k − α = k − J > k −min{1
4
,
k − 4
4
} > 4 + min{1
3
,
k − 4
3
} = b.
From now on, we will fix r, and when there is no ambiguity, constants only depending on
r, B, b, l, χ, α and manifold (V, ω0), will be denoted by C. In other cases, e.g. when we refer to
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estimates in Section 2, we will use notation, like δD(r), for clarity. Also, before we fix Θ in Step 4,
constants depending on Θ will be denoted by δ(Θ) or C(Θ) etc..
We will work in function space G % = C%(V )×C%(V )×F%, for some %, where we used the space
F% defined in (3.1).
For (ϕ0, ϕ1, φ) ∈ C%(V )× C%(V )× F%, with % ≥ 0 and N ≥ 1, we define
SN (ϕ0, ϕ1, φ) = (SNϕ0, SNϕ1, S˜Nφ),
where SN is the smoothing operator constructed in [42, Part A], and S˜N is a modification of SN
which we define in the following.
First we extend φ to be a C% function in {−3 < θ < 3} × {−1 < t < 2} × V , with compact
support, and we denote this new function by E(φ). By using Whitney’s extension theorem we can
make
|E(φ)|% ≤ C(%)|φ|%,
and
E(φ) = φ, in {−2 < θ < 2} × {0 < t < 1} × V.
Then we mollify E(φ) with smoothing operator SN , and define
S˜N (φ)(θ, t, z) =
 (SNE(φ))(θ, t, z)− η(t) · (SNE(φ))(θ, 0, z), for t ≤ 12 ;(SNE(φ))(θ, t, z)− η(1− t) · (SNE(φ))(θ, 1, z), for t ≥ 12 ,
where η is a function in C∞(R,R), satisfying
0 ≤ η ≤ 1,
and
η(t) =
{
1, for |t| ≤ 16 ;
0, for |t| ≥ 13 .
We note that S˜N (φ) = 0 on {t = 0} and {t = 1}, so it maps F% into F∞, which is the reason for
this modification.
It is easy to check that SN satisfies conditions (B.1) and (B.2), just note that,
|SNE(φ)( · , t0, · )|ν ≤ C(%) ·Nν−%|φ|%, for t0 = 0, 1, and any 0 ≤ ν < %,
because E(φ) = 0 on {t = 0, 1}, the remaining argument is similar to the proof in [42, Part A].
Mapping P in (3.8) will be defined in a neighborhood of zero in G %:
N %δ(%) = {(ϕ, φ) ∈ G % | |ϕ, φ|4+X ≤ δ},
for δ small, and % = r + 2, 4 +X.
In Steps 2 and 3, we show that for any Θ > 2 there is a δ1(Θ) such that P is well-defined and
differentiable in N %δ1(Θ). In Step 4 we find that, if we choose Θ big enough, then there is a δ˜2(Θ) > 0
such that for (ϕ, φ) ∈ N r+2
min{δ˜2(Θ),δ1(Θ)} the linear map DPϕ,φ is invertible. We then fix Θ, and let
the  in Lemma B.2 be equal to
δ2 = min{δ˜2(Θ), δ1(Θ)}.
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Step 2. Iteration Map
R is holomorphically equivalent to the disc D by Riemann Mapping Theorem, and the biholo-
morphic map from R to D is smooth up to boundary by Theorem 1 of [31]. Here D is the unit disc
on complex plane, with center at zero.
Let T be the unique holomorphic map from R to D satisfying:
T (0) = −√−1, T (1
2
) = 0.
Then Theorem 1 of [31] implies for any % > 0, there exists a C(%,Θ), such that
|T |%;R ≤ C(%,Θ). (3.14)
Then R× V is holomorphically equivalent to D × V through T, where
T(τ, z) = (T (τ), z).
Following (3.14), we have
|T|%;R×V ≤ C · C(%,Θ), ∀% > 0. (3.15)
Since R× V and D × V are holomorphically equivalent to each other through a biholomorphic
map smooth up to boundary, Problem 1.5 is equivalent to the following problem:
Problem 3.2 (Dirichlet Problem of HCMA equation on R× V with boundary value M). Given a
Ka¨hler manifold (V, ω0), with ω0 > 0, and a smooth real valued function M on ∂R× V satisfying
ω0 +
√−1M(τ, ·)ijdzi ∧ dzj > 0, on {τ} × V for all τ ∈ ∂R,
and denoting by piV the trivial projection from R× V to V , and setting Ω0 = pi∗V (ω0), we look for
Φ ∈ C2(R× V ; R) ∩ C0(R× V ; R), satisfying
(Ω0 +
√−1∂∂Φ)n+1 = 0, in R× V ;
Φ = M, on ∂R× V ;
ω0 +
√−1Φ(τ, ·)ijdzi ∧ dzj > 0, on {τ} × V,∀τ ∈ R.
Given (ϕ, φ) ∈ G r+2, suppose Ψ is a solution to Problem 3.2 with boundary data M = ϕt+s(φ).
Then T∗(Ψ) is a solution to Problem 1.5 with boundary data T∗(ϕt + s(φ)).
By Theorem A.8 of [28],
|T∗(ϕt + s(φ))|4+X ≤ C(Θ)(|ϕt + s(φ)|4+X).
Then by Proposition 2.1, if
|ϕ, φ|4+X ≤ δD(r + 2)
C(Θ)
, δ1(Θ),
there exists a solution Φ to Problem 1.5 with boundary data T∗(ϕt + s(φ)). It follows that T∗(Φ)
is a solution to Problem 3.2, with boundary data ϕt + s(φ).
For convenience,
solution to Problem 3.2 with boundary data ϕt + s(φ) will be denoted by P(ϕ, φ). (3.16)
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Then for (ϕ, φ) ∈ N r+2δ1(Θ) we have P(ϕ, φ) ∈ Cr(R× V ) by Proposition 2.1, and
|P(ϕ, φ)|r ≤ C(Θ)(|ϕ|r+2 + |φ|r+2). (3.17)
As suggested in last subsection (3.8), we define
Bϕ(φ) = P(ϕ, φ)|D×V − ϕt,
P(ϕ, φ) = (ϕ,Bϕ(φ)− φ).
(3.18)
Let (ϕ, φ), (ϕˆ, φˆ) ∈ N r+2δ1(Θ) be given. Denote Ψ := P(ϕ, φ), Ψˆ := P(ϕˆ, φˆ), where we use (3.16).
Using estimate (2.5) of Proposition 2.1, we obtain on D × V
|T∗(Ψ− Ψˆ)|r ≤ C(|T∗(ϕt − ϕˆt + s(φ− φˆ))|r+2
+ (1 + |T∗(ϕt + s(φ))|r+2 + |T∗(ϕˆt + s(φˆ))|r+2)(|T∗(ϕt − ϕˆt + s(φ− φˆ))|4+X)
so we have for Ψ− Ψˆ on R× V
|Ψ− Ψˆ|r ≤ C(Θ)
(
|(ϕˆ−ϕ, φˆ− φ)|r+2
+(1 + |(ϕˆ, φˆ)|r+2 + |ϕ, φ|r+2)(|(ϕˆ−ϕ, φˆ− φ)|4+X)
)
, (3.19)
where the norms in the right-hand side are taken on the domain D × V or V . Then restricting
Ψ− Ψˆ to D× V , we have
|P(ϕ, φ)−P(ϕˆ, φˆ)|r ≤ C(Θ)((|ϕˆ−ϕ, φˆ− φ|r+2)
+ (1 + |ϕˆ, φˆ|r+2 + |ϕ, φ|r+2)(|ϕˆ−ϕ, φˆ− φ|4+X)). (3.20)
Also, we obviously have
P(0, 0) = 0.
Thus Condition 1 of Lemma B.2 holds. Estimate (3.20) is stronger than (B.8), but we will need to
use (3.20) later in this section.
Condition 2 also holds: indeed to check (B.9), we note that a stronger estimate:
|P(f1)−P(f2)|0 ≤ C|f1 − f2|0 (3.21)
can be proved with maximum principle (Lemma 6 of [22]), by the argument similar to the proof of
Corollary 7 of [22]. Precisely, let Φ and Φ˜ be two solutions of Problem 3.2 with Dirichlet data M and
M˜ respectively. Then taking Ωˆ = Ω0 +
√−1∂∂Φ, we have Ωˆ+√−1∂∂(Φ˜−Φ) = Ω0 +
√−1∂∂Φ˜ > 0
on every slice {τ} × V , τ ∈ R we deduce from Lemma 6 of [22] that maximum value of Φ − Φ˜ is
attained on the boundary, i.e.
|Φ− Φ˜|0 ≤ |M − M˜ |0.
This implies (3.21).
Step 3. Differentiability
To describe the structure of the tangential map of P, we need to use two operators, A and H,
which we define in the following.
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1. Definition and Estimate of A
As we discussed in Section 2, if Φ ∈ C3(D × V ) satisfies{ (
Ω0 +
√−1∂∂Φ)n+1 = 0, in D × V ;
ω0 +
√−1Φij(τ, ·)dzi ∧ dzj > 0, on {τ} × V, ∀ τ ∈ D,
then kernels of Ω0 +
√−1∂∂Φ form a foliation on D × V and we can find a map AF , satisfying
properties (2.1), which maps the trivial production foliation to this foliation. We have same result
for R × V . Precisely, given (ϕ, φ) ∈ N r+2δ1(Θ), kernels of Ω0 +
√−1∂∂P(ϕ, φ) form a foliation on
R×V which we denote by Fl(ϕ, φ). As in the case of D×V , we have a map A ∈ Cr(R×V ; R×V ),
which satisfies
piR ◦ A = piR;
A = Id, on {τ = 0} × V ;
for each z ∈ V, restriction of Ω0 +
√−1∂∂P(ϕ, φ) to A(R× {z}) vanishes;
for each z ∈ V, restriction of A to R× {z} is holomorphic.
where piR is the trivial projection from R× V to R. We denote this map A by Aϕ,φ.
Recall that in Section 2, existence, regularity and estimates of the map AF with properties (2.1)
were shown in Proposition 2.1, for F ∈ C%+2(∂D×V ), |F |4+X ≤ δD(%+ 2), provided %+ 2 ≥ 4+X.
Also, it’s easy to see
Aϕ,φ = T
−1 ◦ AT∗(ϕt+s(φ)) ◦ T.
Now, from (2.3)–(2.4), using Theorem A.8 of [28], we get, for any r ≥ % ≥ 2 +X,
|Aϕ,φ − Id|% =
∣∣(T−1 ◦ AT∗(ϕt+s(φ)) − T−1 ◦ Id) ◦ T∣∣% ≤ C(Θ)(|ϕ, φ|%+2). (3.22)
Similarly we have:
|A−1ϕ,φ − Id|% =
∣∣∣(T−1 ◦ A−1T∗(ϕt+s(φ)) − T−1 ◦ Id) ◦ T∣∣∣% ≤ C(Θ)(|ϕ, φ|%+2). (3.23)
2. Definition and Estimate of H
Given F ∈ Cr(C × V ), we can solve the following Dirichlet Problem:{ 4τH = 0, in R× V ;
H = F, on C × V,
and get H ∈ Cr(R× V ). We denote,
H = h(F ).
Then h is a linear map from Cr(C × V ) to Cr(R× V ), with
|h(F )|r ≤ C(Θ)|F |r, (3.24)
where this estimate is obtained similarly to the estimate (2.65) for problem (2.64), using Lemma
A.1. Note that in (3.24), constant C(Θ) may depend on Θ, and may go to ∞ as Θ goes to ∞. But
if F vanishes on {t = 0, 1} × V and we restrict h(F ) to D × V , we have better estimate, which is
the main result of Appendix A.3.
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Given (ϕ, φ) ∈ N r+2δ1(Θ), and F ∈ Cr(C × V ), define
Hϕ,φ(F ) = (Aϕ,φ)∗(h(A
∗
ϕ,φ(F ))), (3.25)
which means that Hϕ,φ(F ) is leafwise harmonic function on the foliation Fl(ϕ, φ):(
Ω0 +
√−1∂∂P(ϕ, φ))n ∧ ∂∂Hϕ,φ(F ) = 0, in R× V, (3.26)
and
Hϕ,φ(F ) = F, on ∂R× V. (3.27)
Also, from (3.22)–(3.24), we have Hϕ,φ(F ) ∈ Cr(R× V ).
We expect that the tangential map (in the sense of Condition 3 of Lemma B.2) ofP at (ϕ, φ) ∈
G r+2 is
DPϕ,φ : (u0, u1, v)→ (u0, u1,Hϕ,φ((1− t)u0 + tu1 + s(v))|D×V − (1− t)u0 − tu1 − v), (3.28)
for (u0, u1, v) ∈ G r+2. We check the validity in the following.
We continue to use notations introduced in (3.16) of Step 2: for (ϕ, φ), (ϕˆ, φˆ) ∈ N r+2δ1(Θ) denote
Ψ := P(ϕ, φ), Ψˆ := P(ϕˆ, φˆ).
To get second order estimate (B.10), we subtract the expected linear part from the difference
of P(ϕ, φ) and P(ϕˆ, φˆ):
P(ϕˆ, φˆ)−P(ϕ, φ)− (ϕˆ−ϕ,Hϕ,φ((ϕˆt − ϕt) + s(φˆ− φ))|D×V − φˆ+ φ− ϕˆt + ϕt)
=(0,Bϕˆ(φˆ) + ϕˆt − Bϕ(φ)− ϕt − Hϕ,φ((ϕˆt − ϕt) + s(φˆ− φ))|D×V )
=(0,
(
Ψˆ−Ψ− Hϕ,φ((ϕˆt − ϕt) + s(φˆ− φ))
)
︸ ︷︷ ︸
,Z
∣∣∣
D×V
),
where we used (3.18). Now we need to estimate L∞ norm of Z.
Taking difference of the equations and boundary conditions satisfied by Ψˆ and Ψ, as given in
Problem 3.2, we get
√−1∂∂(Ψˆ−Ψ) ∧ (Ω0 +
√−1∂∂Ψ)n · (n+ 1)
+
∑n+1
i=2
(
n+ 1
i
)
(
√−1∂∂(Ψˆ−Ψ))i ∧ (Ω0 +
√−1∂∂Ψ)n+1−i = 0, in R× V ;
Ψˆ−Ψ = ϕˆt − ϕt + s(φˆ− φ), on C × V ,
then taking difference of (3.26)–(3.27) with F = ϕˆt − ϕt + s(φˆ − φ) and the above equations, we
find Z satisfies
√−1∂∂Z ∧ (Ω0 +
√−1∂∂Ψ)n · (n+ 1)
+
∑n+1
i=2
(
n+ 1
i
)
(
√−1∂∂(Ψˆ−Ψ))i ∧ (Ω0 +
√−1∂∂Ψ)n+1−i = 0, in R× V ;
Z = 0, on C × V .
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From the maximum estimate for Laplace equation on the leaves A(R× {z}), z ∈ V , we have
|Z|0 ≤ C|Ψˆ−Ψ|22. (3.29)
We can use interpolation to estimate the right hand side of above inequality to get
|Z|0 ≤ C|Ψˆ−Ψ|22 ≤ C(Θ)|Ψˆ−Ψ|2−
4
r
0 |Ψˆ−Ψ|
4
r
r (3.30)
Then applying maximum principle Lemma 6 of [22] as in the proof of (3.21), we have the estimate
|Ψˆ−Ψ|0 ≤ |ϕˆ−ϕ|0 + |φˆ− φ|0. (3.31)
Now we combine (3.19) and the last three inequalities, to obtain
|Z|0 ≤C(Θ)
(
|ϕˆ−ϕ|0 + |φˆ− φ|0
)2− 4r
·
(
(|ϕˆ−ϕ|r+2 + |φˆ− φ|r+2) + (1 + |ϕˆ, φˆ|r+2 + |ϕ, φ|r+2)(|ϕˆ−ϕ, φˆ− φ|4+X)
) 4
r
. (3.32)
This confirms (B.10), and thus Condition 3 of Lemma B.2.
Step 4. Invertibility.
Here, we check Condition 4 of Lemma B.2.
Recall that we set l = 2 in our present application of Lemma B.2. Thus in this step, (ϕ, φ) will
be in N r+2δ1(Θ), and so Aϕ,φ is in C
r(R× V ; R× V ) by (3.22). For u0, u1 ∈ Cr(V ), we denote
u = (u0, u1),
ut = (1− t)u0 + tu1,
and for any q ≥ 0
|u|q = |u0|q + |u1|q.
In Step 3 we showed that, in the weak sense (as in Condition 3 of Lemma B.2), for (u, v) ∈ G r+2,
DPϕ,φ(u, v) = (u,Hϕ,φ(ut + s(v))
∣∣
D×V − ut − v).
From (3.22)–(3.25) we see that for (ϕ, φ) ∈ N r+2δ1(Θ), the map DPϕ,φ can be extended to a map
from G r to G r, and the L∞ estimate (B.11) follows from Maximum Principle for leafwise harmonic
function. So it remains to show the invertibility of DPϕ,φ and estimate DP
−1
ϕ,φ.
From now on, (u, v) will be in G r.
We decompose DPϕ,φ as
DPϕ,φ(u, v) = D1Pϕ,φ(u) +D2Pϕ,φ(v)
= (u,Hϕ,φ(ut)
∣∣
D×V − ut) + (0,Hϕ,φ(s(v))
∣∣
D×V − v). (3.33)
Since P(ϕ, φ) = (ϕ,Bϕ(φ)− φ), we can also write DP as
DPϕ,φ(u, v) =(u, D1Bϕ,φ(u) +D2Bϕ,φ(v)− v)
=(u, v)
(
Id D1Bϕ,φ
0 D2Bϕ,φ − Id
)
. (3.34)
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By (3.22)–(3.25),
D1Bϕ,φ : (u0, u1)→ Hϕ,φ(ut)
∣∣
D×V − ut
is bounded as a map from Cr(V ) × Cr(V ) to Fr. It follows that DPϕ,φ, as map from G r to G r,
has bounded inverse if and only if
D2Bϕ,φ − Id = Hϕ,φ(s( · ))
∣∣
D×V − Id,
as a map from Fr to Fr, has a bounded inverse. And then
DP−1ϕ,φ(u, v) = (u, v)
(
Id −D1Bϕ,φ(D2Bϕ,φ − Id)−1
0 (D2Bϕ,φ − Id)−1
)
.
Note that in above matrix, composition is taken from left to right.
In the following, we will show D2Bϕ,φ is contraction map from Fr to Fr with respect to some
weighted norm, so
(Id−D2Bϕ,φ)−1 = Id+D2Bϕ,φ + (D2Bϕ,φ)2 + (D2Bϕ,φ)3 + (D2Bϕ,φ)4 + ...... (3.35)
The weighted norm will be
‖ · ‖ = | · |r +A| · |2+X , (3.36)
with A a large number to be determined. To determine A we need to provide an estimate of D2Bϕ,φ
with respect to | · |2+X and | · |r norms, then we will find that A depending on |ϕ, φ|r+2.
Using (3.25) and Theorem A.8 of [28], we have
|D2Bϕ,φ(v)|2+X
=
∣∣∣Hϕ,φ(s(v))∣∣D×V ∣∣∣2+X
=
∣∣∣(Aϕ,φ)∗(h(A∗ϕ,φ(s(v)))∣∣D×V )∣∣∣2+X (3.37)
≤C
∣∣∣h(A∗ϕ,φ(s(v)))∣∣D×V ∣∣∣2+X (1 + ∣∣∣A−1ϕ,φ|D×V ∣∣∣2+X)2+X . (3.38)
In the estimate above, C does not depend on Θ, because, from (3.37) to (3.38), functions involved
in the composition are functions on D× V .
Using (3.23), we get:∣∣∣A−1ϕ,φ|D×V ∣∣∣
2+X
≤ C(1 +
∣∣∣A−1ϕ,φ − Id∣∣∣
2+X
) ≤ C(1 + C(Θ)|ϕ, φ|4+X). (3.39)
From Lemma A.2 we have∣∣∣h(A∗ϕ,φ(s(v)))∣∣D×V ∣∣∣2+X ≤ δ(Θ)|A∗ϕ,φ(s(v))|2+X , (3.40)
where δ(Θ) is a number that tends to zero as Θ goes to ∞.
Then, using Theorem A.8 of [28], we get
|A∗ϕ,φ(s(v))|2+X ≤ C|s(v)|2+X
(
1 +
∣∣∣Aϕ,φ|(C×V )∩{|θ|>Θ− 12}∣∣∣2+X
)3
. (3.41)
34
In above, C does not depend on Θ, because Supp(s(v)) is contained in (C × V ) ∩ {|θ| > Θ − 12},
and (C ∩ {|θ| > Θ− 12})× V is same as (C˜ ∩
{|θ| > 12})× V.
Similar to (3.39), using (3.22) we obtain∣∣∣Aϕ,φ|(C×V )∩{|θ|>Θ− 12}∣∣∣2+X ≤ C(1 + |Aϕ,φ − Id|2+X) ≤ C(1 + C(Θ)|ϕ, φ|4+X). (3.42)
Combining the above estimates, we obtain
|D2Bϕ,φ(v)|2+X ≤ Cδ(Θ) (1 + C(Θ)|ϕ, φ|4+X)6 |v|2+X . (3.43)
We can adopt a similar argument, using(3.22) and(3.23), to get:
|D2Bϕ,φ(v)|r ≤ Cδ(Θ) (1 + C(Θ)|ϕ, φ|4+X)2r |v|r + C(Θ)(1 + |ϕ, φ|r+2)|v|2+X . (3.44)
Combining (3.43) and (3.44), and choosing Θ big enough so that
C · δ(Θ) · 22r+6 < 1
2
,
and then choosing δ˜2 small enough so that
C(Θ) · δ˜2 < 1
2
,
we have for (ϕ, φ) ∈ N r+2
min(δ1(Θ),δ˜2)
|D2Bϕ,φ(v)|2+X ≤ 1
2
|v|2+X , (3.45)
|D2Bϕ,φ(v)|r ≤ 1
2
|v|r + C(Θ)(1 + |ϕ, φ|r+2)|v|2+X . (3.46)
From now on, we will fix Θ, so when there is no ambiguity, C(Θ) will be denoted by C. And
we denote min(δ1, δ˜2) = δ2.
Plugging (3.45) and (3.46) into the definition of weighted norm (3.36) gives:
‖D2Bϕ,φ(v)‖ =|D2Bϕ,φ(v)|r +A|D2Bϕ,φ(v)|2+X
≤1
2
|v|r +
(
C(1 + |ϕ, φ|r+2) + A
2
)
|v|2+X . (3.47)
Choosing
A = 6C(1 + |ϕ, φ|r+2),
we get from (3.47)
Right Hand Side of (3.47) ≤ 2
3
(|v|r +A|v|2+X) = 2
3
‖v‖,
With this choice of A, the norm ‖ · ‖ is determined, so we can estimate (Id−D2Bϕ,φ)−1:
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∣∣(Id−D2Bϕ,φ)−1(v)∣∣r ≤ ‖(Id−D2Bϕ,φ)−1(v)‖
≤ 3‖v‖
= 3|v|r + 3A|v|2+X
= 3|v|r + 18C(1 + |ϕ, φ|r+2)|v|2+X . (3.48)
Then by direct computation,
|DP−1ϕ,φ(v)|r ≤ C(|v|r + (1 + |ϕ, φ|r+2)|v|2+X).
By Maximum Principle for leafwise harmonic function, we have
|D1Bϕ,φ(u)|0 ≤ C|u|0.
Moreover, D2Bϕ,φ(v) is the restriction of a leafwise harmonic function, Hϕ,φ(s(v)), to D × V .
For any point p ∈ D× V , there is a unique leaf passing p. We can then restrict Hϕ,φ(s(v)) to this
leaf and project the value to R. The resulting function, which we denote by h in the following, is
a harmonic function on R that equals to zero on R ∩ {t = 0, 1}. Then, note that we have Θ > 4,
so we can extend h by the odd reflection across the lines {t = 0} and {t = 1}, to be a harmonic
function in {−1 < t < 2} × {−3 < θ < 3}:
h˜(t, θ) =
 −h(2− t, θ), for 1 < t;h(t, θ), for 0 ≤ t ≤ 1;−h(−t, θ), for t < 0.
Denote
M = max
{
h˜(t, θ)
∣∣∣− 1 ≤ t ≤ 2,−3 ≤ θ ≤ 3} ,
m = max
{
h˜(t, θ)
∣∣∣− 1
2
≤ t ≤ 3
2
,−2 ≤ θ ≤ 2
}
.
The reflection construction implies that
−M = min
{
h˜(t, θ)
∣∣∣− 1 ≤ t ≤ 2,−3 ≤ θ ≤ 3} ,
−m = min
{
h˜(t, θ)
∣∣∣− 1
2
≤ t ≤ 3
2
,−2 ≤ θ ≤ 2
}
.
Then we can apply Harnack inequality to h˜+M and get there exists δ > 0, s.t.
M −m ≥ δ · (M +m),
so,
|D2Bϕ,φ(v)(p)| ≤ m ≤ 1− δ
1 + δ
M ≤ 1− δ
1 + δ
|v|0.
Applying the above argument to every leaf, and noting that δ does not depend on the leaf, we
get
|D2Bϕ,φ(v)|0 ≤ 1− δ
1 + δ
|v|0.
This shows that D2Bϕ,φ is a contraction in C0 norm. Using (3.35) and (3.34) again, we conclude
that DP−1ϕ,φ is bounded with respect to C
0 norm.
Now Condition 4 of Lemma B.2 is verified.
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3.3 Conclusion
Now given ϕ ∈ Ck(V )×Ck(V ) with |ϕ|k small enough, we can apply Lemma B.2 and find ψ ∈ Fk−J ,
such that the Dirichlet Problem of HCMA equation on R× V with boundary data ϕt + s(ψ) has
solution Ψ ∈ Ck−J−2(R× V ) satisfying
Ψ|C×V = s(Ψ).
So Ψ can be extended to be a periodic function on S × V , as argued in Section 3.1. And since
k − J > 4 +X,
according to (2.2) and (B.14), we have
|Ψ|k−J−2;S×V ≤ |ψ|k−J + |ϕ0|k + |ϕ1|k ≤ C(V, ω0, k, J) (|ϕ0|k + |ϕ1|k) ,
so |Ψ|2 small. Then we can apply the argument in Section 3.1 and conclude that Ψ does not depend
on θ. So Ψ = ψ + ϕt, is a geodesic and
Ψ ∈ Ck−J([0, 1]× V ),
|Ψ|k−J;[0,1]×V ≤ |ψ|k−J + |ϕ0|k + |ϕ1|k ≤ C(V, ω0, k, J) (|ϕ0|k + |ϕ1|k) .
A Families of Elliptic Problems
A.1 Family of Possion Equations
In this section, we prove the following lemma regarding the Ho¨lder estimate of a family of Possion
equations.
Lemma A.1. Let U be a bounded region in C, with smooth boundary, and let Bδ be the ball in Rn
with radius δ and center 0. We denote the complex coordinates on U by τ = u1 +
√−1u2, and the
coordinates on B1 by xi, for i = 1, ..., n. Then for any r /∈ Z, r > 0, given
f ∈ Cr(U × B1), ϕ ∈ Cr(∂U × B1) (A.1)
there exists a unique h ∈ Cr(U × B1) satisfying:
4τh = f, in U × B1; (A.2)
h = ϕ, on ∂U × B1. (A.3)
Here 4τ stands for ∂2u1 + ∂2u2 . Moreover, h satisfies
|h|r;U×B1 ≤ C(U , r)(|ϕ|r;U×B1 + |f |r;U×B1). (A.4)
Proof. First we show the existence and uniqueness of solution. For each x ∈ B1, we solve the
Dirichlet problem (A.2), (A.3) for h(·, x) in the domain U . From (A.1), we have h(·, x) ∈ Cr(U) ∩
Cr+2(U) for each x ∈ B1. It remains to show (A.4).
We will show below that to prove the estimate (A.4), we only need to estimate the directional
Ho¨lder norms of h in U × B1, i.e. Ho¨lder norms separately for variables on U and on B1, and most
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importantly we need to prove the following estimates: for some constant C independent of x ∈ B1,
and τ ∈ U ,
|h(·, x)|r ≤ C(|ϕ|r + |f |r), for any x ∈ B1, (A.5)
|h(τ, ·)|r ≤ C(|ϕ|r + |f |r), for any τ ∈ U . (A.6)
The estimate (A.5) directly follows from the Schauder estimates, using the fact that
|ϕ(·, x)|r ≤ C|ϕ|r, |f(·, x)|r ≤ C|f |r for any x ∈ B1,
where C does not depend on x.
Next, we prove estimate (A.6). We will use the notation r = m+ α, for m ∈ Z, 0 < α < 1.
If m ≥ 1, we first show the existence of Djxh for j = 1, . . . ,m. Let Hk, k = 1, . . . , n, be the
solution of problem (A.2), (A.3) with the right-hand sides Dxkf , Dxkϕ. Let H = (H1, . . . ,Hk).
Fix x, xˆ ∈ B1. Let
q(τ) = h(τ, xˆ)− h(τ, x)−H(τ, x) · (xˆ− x),
F (τ) := f(τ, xˆ)− f(τ, x)−Dxf(τ, x) · (xˆ− x), Φ(τ) := ϕ(τ, xˆ)− ϕ(τ, x)−Dxϕ(τ, x) · (xˆ− x).
Then q(·) satisfies q ∈ Cm−1,α(U) ∩ Cm+1,α(U) with m ≥ 1, and
4τq = F, in U ;
q = Φ, on ∂U . (A.7)
From this, noting that m ≥ 1, so r ≥ 1 + α,
|q|C0(U) ≤ C(U)(|F |C0(U) + |Φ|C0(∂U)) ≤ C(U)(|f |r + |ϕ|r)|x− xˆ|1+α.
It follows that Dxh(τ, x) exists for all (τ, x) ∈ U ×B1, specifically Dxh = H. Then, for each x ∈ B1
|Dxh(·, x)|C0(U) = |H(·, x)|C0(U) ≤ C(U)(|Dxf(·, x)|C0(U) + |Dxϕ(·, x)|C0(∂U))
≤ C(U)(|Dxf |C0(U×B1) + |Dxϕ|C0(∂U×B1)),
that is
|Dxh|L∞(U×B1) ≤ C(U)(|f |r + |ϕ|r).
By a similar argument, Djxh exist in U × B1 for each j = 1, . . . ,m, and
|Djxh|L∞(U×B1) ≤ C(U)(|f |r + |ϕ|r).
Next we consider the general case m ≥ 0, and estimate the Ho¨lder seminorm of Dmx h. Denote
q(τ) = Dmx h(τ, xˆ)−Dmx h(τ, x),
F (τ) := Dmx f(τ, xˆ)−Dmx f(τ, x), Φ(τ) := Dmx ϕ(τ, xˆ)−Dmx ϕ(τ, x).
Then q, F , Φ satisfy (A.7), and we obtain
|q|0 ≤ C(U)(|F |C0(U) + |Φ|C0(∂U)) ≤ C(|f |r + |ϕ|r)|x− xˆ|α.
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Now (A.6) is proved.
Next we need to extend h from U × B1 to a larger open region, or, equivalently, to the whole
space C× Rn, so that the extension satisfies estimates (A.5)–(A.6) in the whole space. We will do
that in two steps, first extending from U × B1 to C× B1, and then to C× Rn.
Let E be an extension operator, acting from Cρ(U) to Cρ(C) for each ρ ∈ [0,m+ α], such that
E is a linear operator, satisfying
|E [v]|Cρ(C) ≤ C(ρ)|v|Cρ(U) for each ρ ∈ [0, r], v ∈ Cρ(U). (A.8)
For example, extension operator defined in section 6.9 of [26] satisfies these properties, where the
linearity follows from its explicit definition, and (A.8) follows from (6.94) of [26]. Define the function
h1 on C× B1 by
h1(τ, x) = E [h(·, x)](τ) for τ ∈ C, x ∈ B1.
Then, by (A.5) and (A.8), there exists constant C such that
|h1(·, x)|r ≤ C(|ϕ|r + |f |r), for any x ∈ B1, (A.9)
i.e. h1 satisfies (A.5) in C.
Next we show that h1 satisfies (A.6) for each τ ∈ C, i.e. that
|h1(τ, ·)|r ≤ C(|ϕ|r + |f |r), for any τ ∈ C. (A.10)
The argument is similar to the proof of (A.6) for h above, with the use of (A.8) instead of the
estimates for Dirichlet problem in the previous argument. We sketch this proof:
First, if m ≥ 1, we show the existence of Djxh1 for j = 1, . . . ,m. Fix x, xˆ ∈ B1. Denote
H1(τ, x) = E [Dxh(·, x)](τ). Using the linearity of E , we have:
h1(·, xˆ)− h1(·, x)−H1(·, x) · (xˆ− x) = E [h(·, xˆ)− h(·, x)−Dxh(·, x) · (xˆ− x)] .
Using (A.8) with ρ = 0 to estimate the L∞(C)-norm of the last expression, we obtain
|h1(·, xˆ)− h1(·, x)−H1(·, x) · (xˆ− x)|L∞(C) ≤ C|h(·, xˆ)− h(·, x)−Dxh(·, x) · (xˆ− x)|C0(U).
By (A.6), and noting that r ≥ m+ α ≥ 1 + α , for any τ ∈ U ,
|h(τ, xˆ)− h(τ, x)−Dxh(τ, x) · (xˆ− x)| ≤ C|h(τ, ·)|r|x− xˆ|1+α ≤ C(U)(|f |r + |ϕ|r)|x− xˆ|1+α.
Combining the last two estimates,
|h1(·, xˆ)− h1(·, x)−H1(·, x) · (xˆ− x)|L∞(C) ≤ C(U)(|f |r + |ϕ|r)|x− xˆ|1+α.
We conclude that Dxh1(τ, x) exists for all (τ, x) ∈ C× B1, specifically Dxh1 = H1. Then, for each
x ∈ B1, using (A.8) with ρ = 0, and then using (A.5), we have
|Dxh1(·, x)|C0(C) = |E [Dxh(·, x)]|C0(C)
≤ C|Dxh(·, x)|C0(U)
≤ C(U)(|f |r + |ϕ|r).
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By a similar argument, we can show the existence and estimates of Djxh in C × B1 for each j =
1, . . . ,m, and moreover,
Djxh1(·, x) = E [Djxh(·, x)], (A.11)
|Djxh1|L∞(C×B1) ≤ C(U)(|f |r + |ϕ|r) for each j = 1, . . . ,m. (A.12)
Next, in the general case m ≥ 0, from (A.11) and (A.8) with ρ = 0, we get that, for any
x, xˆ ∈ B1,
|Dmx h1(·, xˆ)−Dmx h1(·, x)|L∞(C) = |E [Dmx h(·, xˆ)−Dmx h(·, x)]|L∞(C) ≤ C|Dmx h(·, xˆ)−Dmx h(·, x)|C0(U).
By (A.6), for any τ ∈ U ,
|Dmx h(τ, xˆ)−Dmx h(τ, x)| ≤ |h(τ, ·)|r|xˆ− x|α ≤ C(|ϕ|r + |f |r)|xˆ− x|α.
Combining the last two estimates, we obtain
|Dmx h1(·, xˆ)−Dmx h1(·, x)|L∞(C) ≤ C(|ϕ|r + |f |r)|xˆ− x|α.
From this and (A.12) we obtain (A.10).
Now we extend h1 from C×B1 to C×Rn. We argue similarly as above: Let Eˆ be an extension
operator, acting from Cρ(B1) to Cρ(Rn) for each ρ ∈ [0,m + α], such that Eˆ is a linear operator,
satisfying
|Eˆ [v]|Cρ(Rn) ≤ C(ρ)|v|Cρ(B1) for each ρ ∈ [0, r], v ∈ Cρ(B1), (A.13)
and let
h2(τ, x) = Eˆ [h1(τ, ·)](x) for τ ∈ C, x ∈ Rn.
Then using (A.9), (A.10) and (A.13), and following the proof of (A.9), (A.10), but reversing the
roles of x and τ variables, we obtain the existence of C such that
|h2(·, x)|r ≤ C(|ϕ|r + |f |r), for any x ∈ Rn, (A.14)
|h2(τ, ·)|r ≤ C(|ϕ|r + |f |r), for any τ ∈ C. (A.15)
Now we can apply a theorem of Bernstein (Theorem 1 of [32]) to h2, and get the joint Ho¨lder
estimate (A.4).
Remark A.2. It is easy to see that in the statement of the lemma above we can replace B1 by any
compact smooth manifold, and get the corresponding results.
A.2 Family of Riemann-Hilbert Problems with Constant Coefficients
Lemma A.3. Let B be the closed unit ball in Cn, D be the unit disc in C. We denote the complex
coordinates on D and B by τ and zi, for i = 1, ..., n, respectively. Let A = (Aij), S = (Sij) ∈
C∞(B; Cn×n) satisfy
detA 6= 0.
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Then for any b ∈ C%(∂D × B; Cn), with % > 0, % /∈ Z, there exists (f, h) ∈ C%(D × B; Cn × Cn)
solving
∂τ f = ∂τh = 0, in D ×B; (A.16)
Af + Sf− h = b, on ∂D ×B; (A.17)
f(−√−1, ·) = 0. (A.18)
Moreover,
|f|%;D×B + |h|%;D×B ≤ C(%,A, S)|b|%;∂D×B .
Proof. Combining (A.17) with its complex conjugation, we get(
S −I
A 0
)(
f
h
)
+
(
A 0
S −I
)(
f
h
)
=
(
b
b
)
. (A.19)
Note that (
A 0
S −I
)
=
(
0 I
I 0
)(
S −I
A 0
)
,
so if P ∈ Cn×n is a constant matrix satisfying
P
−1
P =
(
0 I
I 0
)
,
we can transform (A.19) into
P
(
S −I
A 0
)(
f
h
)
+ P
(
S −I
A 0
)(
f
h
)
= P
(
b
b
)
.
Such matrix P obviously exists, for example
P =
(
I I
−√−1I √−1I
)
.
Then, denoting (
g1
g2
)
=
(
I I
−√−1I √−1I
)(
S −I
A 0
)(
f
h
)
,
we can reduce (A.16) (A.17) (A.18) to
∂τg1 = ∂τg2 = 0, in D ×B; (A.20)(
g1
g2
)
+
(
g1
g2
)
=
(
b + b
−√−1 b +√−1b
)
, on ∂D ×B; (A.21)
g1(−
√−1, z) = b(−√−1, z), g2(−
√−1, z) = −√−1b(−√−1, z), for any z ∈ B. (A.22)
Then functions 2Re g1 and 2Re g2 are harmonic with respect to τ -variables, and have Dirichlet
data given by the right-hand side of (A.21). Now by Lemma A.1, we have
|g1, g2|%;D×B ≤ C(%)|b|%;∂D×B ,
and so,
|f, h|%;D×B ≤ C(%,A, S)|b|%;∂D×B ,
with C(%,A, S) depending on sup{ 1detA} and |A,S|%;B .
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A.3 Family of Harmonic Functions in a Long Strip
In this section, we adopt notations of Section 3.
Given r ≥ 0, we define h : Fr → Fr as following. For F ∈ Fr, let H be the function in C0(R×V ),
satisfying { 4τH = 0, in R× V ;
H = s(F ), on ∂R× V .
Then
h(F ) := H
∣∣
D×V .
Lemma A.4. For any r > 0, Θ > 2, h is a bounded map from Fr to Fr, and there exists a δ(r,Θ),
such that for any F ∈ Fr,
|h(F )|r ≤ δ(r,Θ)|F |r, (A.23)
and δ(r,Θ)→ 0, when we fix r and let Θ→∞.
Lemma A.4 is a generalization of the following Lemma A.5. Before presenting Lemma A.5, we
need to introduce some notations, for the convenience of presentation.
For 0 ≤ r ≤ ∞, define
Vr = {f ∈ Cr(D; R)∣∣ f |{t=0,1} = 0}.
given f ∈ V0, we can find h ∈ C0(R; R), satisfying{ 4h = 0, in R;
h = s(f), on ∂R.
s was defined at (3.3) on F, but we can also consider it as an operator on V0 in the obvious way.
Then we define
h˜(f) = h|D.
According to basic harmonic function theory, we know h˜(f) is in V∞, and we should have the
following estimate
Lemma A.5. For any r ≥ 0, Θ > 2, there exists a δ˜(r,Θ) > 0, such that
|h˜(f)|r ≤ δ˜(r,Θ)|f |0, (A.24)
for any f ∈ Vr and δ˜(r,Θ)→ 0, as we fix r and let Θ→∞.
The proof is standard harmonic function theory, we can first control |h˜(f)|0 by using the following
barrier function
w = 2 sin(
pi
4
+
pi
2
t) · e
pi
2 θ + e−
pi
2 θ
e
pi
2 Θ + e−
pi
2 Θ
|f |0,
then higher order estimates follow easily.
Now we can prove Lemma A.4 with Lemma A.5. The proof is similar to proof of Lemma A.1, but
here we have better control on τ -direction regularity, because here we only concern the regularity
in D× V .
First, suppose that Supp(f) is contained in B ⊂ V , where there is a smooth map ϕ : B → Cn.
We denote the coordinates on B by {zα}nα=1.
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For j ∈ N, j ≤ [r], we have that any j-th order manifold-direction-derivative of H, DjzH,
satisfies: { 4τ (DjzH) = 0, in R×B;
DjzH = D
j
zF, on ∂R×B.
So, we have, for any k ≥ 0, there exists a δ˜(k,Θ), such that
|DkRDjzh(F )|0 ≤ δ˜(k,Θ)|DjzF |0 ≤ δ˜(k,Θ)|F |[r], (A.25)
with δ˜(k,Θ)→ 0 as Θ→∞.
And, for r /∈ Z, given x, y ∈ B, define
p = D[r]z H(x, · )−D[r]z H(y, · ),
then p satisfies { 4τp = 0, in R×B;
|p| ≤ |F |r|x− y|r−[r], on ∂R×B.
So, with Lemma A.5, we can find δ˜(r,Θ), such that∣∣∣D[r]R h˜(F )(x, · )−D[r]R h˜(F )(y, · )∣∣∣ = |p|D×B | ≤ δ˜(r,Θ)|x− y|r−[r]|F |r. (A.26)
with δ˜(r,Θ) → 0 as Θ → ∞. Estimates of other derivatives are easier, so for F with support
contained in a coordinate ball, (A.23) has been proved by combining (A.25) (A.26) together. Now
the global version follows easily.
B A Version of Moser’s Inverse Function Theorem
Similar to [29], our version of Moser’s inverse function theorem will be presented in an abstract
setting.
Let {G %}%∈[0,∞) be a family of Banach spaces, with inclusion G %1 ⊂ G %2 , for 0 ≤ %1 ≤ %2.
Furthermore, set G∞ = ∩%G % and assume that there exists a smoothing operator SQ : G 0 → G∞,
for any Q ≥ 1 such that for any u ∈ G %, with ν, % ≤ U , we have
|SQu|ν ≤ C(U)Qν−%|u|%, if ν ≥ %; (B.1)
|SQu− u|ν ≤ C(U)Qν−%|u|%, if ν ≤ %. (B.2)
Remark B.1. (B.1) and (B.2) would imply for any κ ≤ ν ≤ % ≤ U ,
|u|%−κν ≤ C(U)|u|%−νκ |u|ν−κ% ,
as explained in [29].
Lemma B.2. Assume, that some fixed numbers r, B, b, χ, l, α ∈ R+ satisfy:
r > B > B − α > b > l ≥ 1, (B.3)
B
χ
>
(
1 + 2lr
)3
(r −B)
r − 2l − χ , (B.4)
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Br −B < 1 +
2l
r
, (B.5)
B(r − b)
b(r −B) >
(
1 +
2l
r
)2
, (B.6)
r3(r + l −B + α)
(r + 2l)3(r −B) >
B − α
B
. (B.7)
And assume there is a map P satisfies the following conditions, with the parameters introduced
above, and some fixed C0 > 1:
Condition 1. For some  > 0, P is defined in
N b = {f ∈ G b | |f |b < },
and P maps N b into G b−l, and maps
N r+l = G r+l ∩N b,
into G r, with
|P(f)|r ≤ C0|f |r+l. (B.8)
Note, in particular, that this implies
P(0) = 0.
Condition 2. P is “Lipschitz”, in the sense that, for any f1, f2 ∈ N b,
|P(f1)−P(f2)|0 ≤ C0|f1 − f2|b. (B.9)
Condition 3. P is “differentiable”, in the sense that there exists a map
DP : N r+l × G r+l → G r,
which is linear with respect to second variable, and for f ∈ N r+l, v ∈ G r+l, with |v|b small
enough such that f + v ∈ N r+l, we have
|P(f + v)−P(f)−DP(f, v)|0 ≤ C0|v|2−
χ
r
0 (|v|r+l + (1 + |f |r+l)|v|b)
χ
r . (B.10)
In the following, we denote DPf (v) = DP(f, v).
Condition 4. For any f ∈ N r+l, the map DPf can be extended to a linear map from G r to G r
satisfying, for any v ∈ G r
|DPf (v)|0 ≤ C0|v|0. (B.11)
Moreover, as a map from G r to G r, DPf is invertible, with inverse satisfying:
|DP−1f (v)|r ≤ C0[(|f |r+l + 1)|v|b + |v|r], (B.12)
|DP−1f (v)|0 ≤ C0|v|0. (B.13)
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Then, there exist positive constants δ and C, depending only on r,B, b, χ, l, α, C0, such that for
any h ∈ GB with |h|B < δ, there exists f ∈ GB−α solving
P(f) = h.
Moreover, f satisfies
|f |B−α ≤ C|h|B . (B.14)
Remark B.3. In (B.3), “≥ 1” is not essential, just for convenience of computation, actually “> 0”
will be enough. And in our application we will let l = 2.
Remark B.4. Continuity of DPf (v), with respect to first variable is not required, but weak con-
tinuity:
|DPf1(v)−DPf2(v)|0 ≤ C max{|f1 − f2|
1
2
b |v|
1− χ2r
0 (|v|r+l + (1 + |f |r+l)|v|b)
χ
2r , |f1 − f2|b} (B.15)
can be derived from (B.10) (B.11) and (B.9).
Proof of Lemma B.2:
Instead of directly targeting h, we choose a sequence of smooth approximations of h in G r,
hn = SNnh,
with Nn to be determined. As explained by J. Nash in [42], the plan is:“ ... ‘feeding in’ the smoother
parts ... first, saving the rougher parts for later.” By (B.1) and (B.2), these approximations satisfy
|hn|r ≤ C|h|BNr−Bn , (B.16)
|hn − h|0 ≤ C|h|BN−Bn , (B.17)
where the constant C is C(r) from (B.1), (B.2).
We will then construct a sequence fn ∈ G r+l, in such way that, as n→∞,
|P(fn)− hn|0 → 0.
At each step of iteration we correct fn by adding a smooth approximation of DP
−1
fn
(hn−P(fn)).
Denote
Fn := DP
−1
fn
(hn −P(fn)), (B.18)
and its smooth approximation
vn := SMn(Fn), (B.19)
with Mn to be determined.
Let
f1 = 0, (B.20)
fi+1 = fi + vi, for i ∈ Z+, (B.21)
for vi defined by (B.19). We show that, for some specifically chosen 0 < µ < 1,K > 1, A >> 1, λ >
0, we can choose Mi, Ni at each step of iteration, to make, for all i ∈ Z+,
|hi|r ≤ µeAKi , (B.22)
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|hi − h|0 ≤ 1
3
µe−λAK
i+1
, (B.23)
|fi|r+l ≤ µeAKi , (B.24)
|P(fi)− hi|0 ≤ µe−λAKi , (B.25)
|fi|b ≤ , (B.26)
and
{fn} is a Cauchy sequence with respect to CB−α norm. (B.27)
We note that (B.26) is equivalent to that fi stays inNr+l, for all i ∈ Z+. To make (B.22)–(B.27)
valid, we will specify the sufficient conditions which involve only |h|B and the parameters r, B, b, l,
χ, α, λ, µ, K, A, Mi, Ni, and C0. Putting all requirements together, we find that if r, B, b, l, χ, α
satisfy (B.3)-(B.7), then we can find λ, µ, K, A, such that at each step of iteration, we can choose
Mn, Nn so that (B.22)-(B.27) are satisfied, and in order to have (B.26) satisfied, we need |h|B
small enough in addition to the previous requirements. Also, constants C below may depend on
the parameters r, B, b, χ, l, α, and satisfy C ≥ 1.
Our argument will be in 5 steps. From Step 1 to Step 5, after each requirement is stated, we
assume it is satisfied until the end of Step 5. Then after Step 5, we show how to guarantee the
validity of all requirements.
Step 1. To make (B.22) and (B.23) valid, we use (B.16)–(B.17), and below C is the constant from
these estimates. Then we require
|h|B ≤ µ, (B.28)
and, for all i ∈ Z+,
(3C)
1
B e
λK
B AK
i ≤ Ni ≤ 1
C
1
r−B
eAK
i 1
r−B . (B.29)
Then, by (B.29), to make sure there is space left for Ni, we require
eAK
i( 1r−B−λKB ) ≥ 3 1BC 1B+ 1r−B . (B.30)
Step 2. Here we show how to guarantee (B.24) and (B.25) at i = 1. When i = 1,
f1 =P(f1) = 0,
so we only need to satisfy (B.25), which becomes now
|h1|0 ≤ µe−λAK . (B.31)
Using (B.23), we obtain
|h1|0 ≤ |h|0 + |h1 − h|0 ≤ |h|0 + 1
3
µe−λAK
2
,
so we require
2|h|0eλAK ≤ µ. (B.32)
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Step 3. Now suppose at i = n, conditions (B.24) and (B.25) are satisfied, i.e.
|fn|r+l ≤ µeAKn , (B.33)
|P(fn)− hn|0 ≤ µe−λAKn . (B.34)
Note that fn+1 = fn + vn by (B.21), where vn is given by (B.18)–(B.19). We show how to choose
Mn such that
|fn+1|r+l ≤ µeAKn+1 , (B.35)
|P(fn+1)− hn+1|0 ≤ µe−λAKn+1 . (B.36)
We will first analyse (B.35) and then (B.36). To estimate |fn+1|r+l, we need to derive the
estimates on hn −P(fn) and vn.
By (B.22) (B.33) and (B.8), we have
|hn −P(fn)|r ≤ µeAKn + C0µeAKn ≤ 2C0µeAKn . (B.37)
Combining this estimate with interpolation inequality in Remark B.1 and (B.34), we get
|hn −P(fn)|b ≤ C|hn −P(fn)|
b
r
r · |hn −P(fn)|1−
b
r
0
≤ 2CC0µeAK
n( br−λ(1− br )), (B.38)
where C depends only on r. Thus
|hn −P(fn)|b ≤ 2CC0µ, (B.39)
provided
λ >
b
r − b . (B.40)
Then with (B.12) and (B.18), we can estimate |Fn|r as
|Fn|r = |DP−1fn (hn −P(fn))|r
≤ C0((|fn|r+l + 1)|hn −P(fn)|b + |hn −P(fn)|r)
≤ C0((µeAKn + 1)2CC0µ+ 2C0µeAKn)
≤ 6C20CµeAK
n
. (B.41)
Then vn = SMn(Fn) has the following estimates by (B.1) and (B.2):
|vn|r+l ≤ 6C20CµeAK
n
M ln, (B.42)
|vn − Fn|0 ≤ 6C20CµeAK
n
M−rn . (B.43)
By (B.21), the induction hypothesis (B.33), and (B.42), we have
|fn+1|r+l ≤ |fn|r+l + |vn|r+l ≤ µeAKn + 6C20CµeAK
n
M ln. (B.44)
To satisfy (B.35), we need to have
Right-Hand Side of (B.44)≤µeAKn+1 . (B.45)
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This estimate is satisfied if we require
eA(K−1) ≥ 2, (B.46)
and
M ln ≤
1
12C20C
eAK
n(K−1). (B.47)
To estimate the left hand side of (B.36), we need to first estimate |vn|0 using (B.19). From
(B.13) and (B.34) we get
|Fn|0 ≤ C0|hn −P(fn)|0 ≤ C0µe−λAKn ,
then, with (B.43), we obtain
|vn|0 ≤ |Fn|0 + |vn − Fn|0 ≤ C0µe−λAKn + 6C20CµeAK
n
M−rn . (B.48)
We estimate |hn+1 −P(fn+1)|0 as
|hn+1 −P(fn+1)|0 ≤ |hn+1 − hn|0 + |hn −P(fn)−DPfn(Fn)︸ ︷︷ ︸
=0, by definition
|0 + |DPfn(Fn − vn)|0
+ |P(fn) +DPfn(vn)−P(fn+1)|0. (B.49)
We have the following estimates for each term on the right hand side of (B.49):
• by (B.23)
|hn − hn+1|0 ≤ 2
3
µe−λAK
n+1
, (B.50)
• by (B.11) and (B.43)
|DPfn(Fn − vn)|0 ≤ C0|Fn − vn|0 ≤ 6C30CµeAK
n
M−rn , (B.51)
• by (B.10),
|P(fn)+DPfn(vn)−P(fn+1)|0 ≤ C0|vn|2−
χ
r
0 (|vn|r+l + (1 + |fn|r+l)|vn|b)
χ
r . (B.52)
So, to make (B.36) valid, we require
Right-Hand Side of (B.51) ≤ 1
6
µe−λAK
n+1
, (B.53)
Right-Hand Side of (B.52) ≤ 1
6
µe−λAK
n+1
. (B.54)
To satisfy (B.53), we require a stronger inequality:
36C30Ce
AKn( 1+λKr ) ≤Mn. (B.55)
To estimate the right hand side of (B.52), and to guarantee the validity of (B.54), we need to
provide some estimates of vn. Applying (B.47) to (B.42), and (B.55) to (B.48), we get
|vn|r+l ≤ µeAKn+1 , (B.56)
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|vn|0 ≤ 2C0µe−λAKn . (B.57)
These estimates imply, by interpolation formula on Remark B.1,
|vn|b ≤ C|vn|1−
b
r+l
0 |vn|
b
r+l
r+l
≤ C(2C0µe−λAKn)1− br+l (µeAKn+1) br+l
≤ 2CC0µeAK
n(−λ+ bλr+l+ Kbr+l ). (B.58)
We require
λ >
(K + λ)b
r + l
, (B.59)
then from (B.58) we have
|vn|b ≤ 2CC0µ, (B.60)
For convenience of computation, we want to make
(|fn|r+l + 1)|vn|b ≤ µeAKn+1 . (B.61)
From (B.60) and (B.33), we find that (B.61) is valid if we require
(µeAK
n
+ 1)2CC0µ ≤ µeAKn+1 . (B.62)
The last inequality can be derived from
4CC0 ≤ eA(K−1).
By (B.57), (B.56) and (B.61), we find that (B.54) is valid if
48C30 ≤ eAK
n(λ(2−K)− (λ+K)χr ). (B.63)
Note that (B.63) is satisfied for all n ∈ Z+ if
λ(2−K) > (λ+K)χ
r
,
and
48C30 ≤ eAK(λ(2−K)−
(λ+K)χ
r ).
Step 4. Now we give conditions which ensure that fn stays in Nr+l, i.e. we need
|fn|b ≤ . (B.64)
We use
∑∞
n=1 |vn|b as the bound of |fn|b. This sum can be estimated as
∞∑
n=1
|vn|b ≤ 2CC0µ
∞∑
n=1
eAK
n(−λ+ bλr+l+ Kbr+l ), (B.65)
where we have used (B.58) and (B.59). So to make (B.64) valid, we require
µ ≤ (1− e
A(K−1)(−λ+ bλr+l+ Kbr+l ))
2CC0
. (B.66)
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Step 5. Now we analyze the convergence of fn in C
B−α norm. Since, using again (B.56), (B.57)
and interpolation, we have
|vn|B−α = C|vn|1−
B−α
r+l
0 |vn|
B−α
r+l
r+l
≤ C(2C0µe−λAKn)1−
B−α
r+l (µeAK
n+1
)
B−α
r+l
≤ 2CC0µeAK
n(−λ+λ(B−α)r+l +K(B−α)r+l ), (B.67)
and fn+1 = fn + vn, it follows that fn converges with respect to C
B−α norm if
λ >
(B − α)(λ+K)
r + l
. (B.68)
Note that we need B − α > b, so (B.68) is stronger than (B.59).
Below, we collect the requirements stated in all steps, and show how to satisfy all of them.
• Step 1:
(3C)
1
B eAK
n λK
B ≤ Nn ≤ 1
C
1
r−B
eAK
n 1
r−B , for all n ∈ Z+, (B.69)
|h|B ≤ µ; (B.70)
• Step 2:
2|h|0eλAK ≤ µ; (B.71)
• Step 3:
λ >
b
r − b , (B.72)
4CC0 ≤ eA(K−1), (B.73)
36C30Ce
AKn( 1+λKr ) ≤Mn ≤ 1
(12C20C)
1
l
eAK
n(K−1l ), for all n ∈ Z+, (B.74)
λ(2−K) > (λ+K)χ
r
(B.75)
48C30 ≤ eAK(λ(2−K)−
(λ+K)χ
r ); (B.76)
• Step 4:
µ ≤ (1− e
A(K−1)(−λ+ bλr+l+ Kbr+l ))
2CC0
; (B.77)
• Step 5:
λ >
(B − α)(λ+K)
r + l
. (B.78)
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Now we discuss how to choose parameters to satisfy (B.69)–(B.78). Note that (B.3)-(B.7) are
satisfied. If we let
K = 1 +
2l
r
, λ =
B
K2(r −B) ,
then (B.72) directly follows from (B.6), also (B.75) follows from (B.4), and (B.78) follows from
(B.7). Furthermore, we can choose A big enough, such that (B.73), (B.76) and
(3C)
1
B eAK
λK
B ≤ 1
C
1
r−B
eAK
1
r−B . (B.79)
36C30Ce
AK( 1+λKr ) ≤ 1
12C20C
eAK(
K−1
l ), (B.80)
are satisfied. Note that to get (B.76) we have used (B.75), and to get (B.80) we have used (B.5).
Validity of (B.79) and (B.80) implies for all n ∈ Z+,
(3C)
1
B eAK
n λK
B ≤ 1
C
1
r−B
eAK
n 1
r−B , (B.81)
36C30Ce
AKn( 1+λKr ) ≤ 1
12C20C
eAK
n(K−1l ). (B.82)
So, for each n ∈ Z+, we can find Nn,Mn satisfying (B.69) and (B.74).
Finally, if
|h|B ≤ min
{
(1− eA(K−1)(−λ+ bλr+l+ Kbr+l ))e−λAK
4CC0
,
1
4
e−λAK
}
,
we can choose
µ = 2|h|BeλAk < 1, (B.83)
satisfying (B.70) (B.71) (B.77).
Now all parameters has been determined.
Being able to choose these parameters means that we can construct a sequence fn ∈ G r+l
(actually in G∞) and f ∈ GB−α, such that as n→∞,
|fn − f |B−α → 0, |P(fn)− hn|0 → 0, |hn − h|0 → 0,
which implies
|P(f)− h|0
≤|P(f)−P(fn)|0 + |P(fn)− hn|0 + |hn − h|0
≤C0|fn − f |b + µe−λAKn + 1
3
µe−λAK
n+1 → 0,
so,
P(f) = h.
Also, by (B.67) and (B.83), we have
|f |B−α ≤ C · µ < C|h|B .
This verifies (B.14).

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