Surrogate based sensitivity analysis of process equipment  by Stephens, D.W. et al.
Applied Mathematical Modelling 35 (2011) 1676–1687Contents lists available at ScienceDirect
Applied Mathematical Modelling
journal homepage: www.elsevier .com/locate /apmSurrogate based sensitivity analysis of process equipment
D.W. Stephens a,b,c,⇑, D. Gorissen d, K. Crombecq e, T. Dhaene d
a Parker Centre, Clayton, Victoria 3169, Australia
bCSIRO Mathematics Informatics and Statistics, Clayton, Victoria 3169, Australia
cMDU National Flagship, Clayton, Victoria 3169, Australia
dGhent University IBBT, Department of Information Technology (INTEC), Gaston Crommenlaan 8, 9050 Ghent, Belgium
eDepartment of Mathematics and Computer Science, University of Antwerp, Middelheimlaan 1, 2020 Antwerp, Belgiuma r t i c l e i n f o
Article history:
Received 27 August 2010
Accepted 16 September 2010
Available online 8 October 2010
Keywords:
Surrogate
Computational ﬂuid dynamics
Radial basis function
Artiﬁcial neural networks
Support vector machines
Sensitivity analysis0307-904X/$ - see front matter  2010 Elsevier Inc
doi:10.1016/j.apm.2010.09.044
⇑ Corresponding author at: Parker Centre, Clayton
E-mail address: darrin.stephens@csiro.au (D.W. Sa b s t r a c t
The computational cost associated with the use of high-ﬁdelity computational ﬂuid
dynamics (CFD) models poses a serious impediment to the successful application of formal
sensitivity analysis in engineering design. Even though advances in computing hardware
and parallel processing have reduced costs by orders of magnitude over the last few dec-
ades, the ﬁdelity with which engineers desire to model engineering systems has also
increased considerably. Evaluation of such high-ﬁdelity models may take signiﬁcant com-
putational time for complex geometries.
In many engineering design problems, thousands of function evaluations may be
required to undertake a sensitivity analysis. As a result, CFD models are often impractical
to use for design sensitivity analyses. In contrast, surrogate models are compact and cheap
to evaluate (order of seconds or less) and can therefore be easily used for such tasks.
This paper discusses and demonstrates the application of several common surrogate
modelling techniques to a CFD model of ﬂocculant adsorption in an industrial thickener.
Results from conducting sensitivity analyses on the surrogates are also presented.
 2010 Elsevier Inc. All rights reserved.1. Introduction
For many industrial ﬂuid dynamics problems, it is impractical to perform experiments on the physical world directly. In-
stead, complex, physics-based simulation codes are used to run experiments on computer hardware. Accurate, high-ﬁdelity
computational ﬂuid dynamics (CFD) models are typically time consuming and computationally expensive, this poses a seri-
ous impediment to the successful application of formal sensitivity analysis in engineering design. While advances in High
Performance Computing and multi-core architectures have helped, routine tasks such as visualisation, design space explo-
ration, sensitivity analysis and optimisation quickly become impractical [1,2]. As a result, researchers have turned to various
methods to mimic the behaviour of the simulation model as closely as possible, while being computationally cheaper to
evaluate. This work concentrates on the use of data-driven, global approximations using compact surrogate models in the
context of computer experiments. The objective is to construct a surrogate model that is as accurate as possible over the
complete design space of interest using as few simulation points as possible. Once constructed, the global surrogate model
is reused in other stages of the computational engineering pipeline, such as sensitivity analysis.
Sensitivity analysis of model output aims to quantify how a model depends on its input factors. Global sensitivity deter-
mines the effect on model output of all the input parameters acting simultaneously over their ranges. Most global sensitivity. All rights reserved.
, Victoria 3169, Australia.
tephens).
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model output. The main difﬁculty with global sensitivity analysis is that the number of model evaluations required is often
large. As a result, CFD models are often impractical to use for design sensitivity analyses.
The objective of this paper is to discuss and demonstrate the application of several common surrogate modelling tech-
niques to a case study of a CFD model of ﬂocculant adsorption in an industrial thickener. A sensitivity analysis is then con-
ducted on the produced surrogate models.
2. Surrogate modelling
2.1. Radial basis functions
Radial basis function (RBF) models use linear combinations of radially symmetric functions to interpolate samples data
points. The simplest form of these models is~yðxÞ ¼ b0 þ
XN
i¼1
bikx xik; ð1Þwhere k  k is the Euclidean distance, N is the total number of sample points, xi is the ith sample point, and the b’s are model
parameters found solving a linear system of N equations. RBF models are shown to produce a good ﬁt for arbitrary contours
[3].
2.2. Artiﬁcial neural networks
Artiﬁcial neural networks (ANN) are massively parallel highly interconnected simple processors (neurons). A typical ANN
structure consists of an input layer into which the independent variables are fed, the output layer that produces the depen-
dent variables and one or more hidden layers. The hidden layers link the input and output layers together and allow for com-
plex, nonlinear mapping from the input to the output. The mapping is not speciﬁed but is learned. An artiﬁcial neural
network can be described in terms of the individual neurons, the network connectivity, the weights associated with the
interconnections between neurons, and the activation function of each neuron. A typical architecture, known as the multi-
layer feed-forward network, is shown in Fig. 1 and is used in the simulations in this work. In this ﬁgure the lines represent
the unidirectional feed-forward communication links between the neurons. A weight associated with each of these connec-
tions controls the output passing through a connection. The output of a neuron for the feed-forward network shown in Fig. 1
may be represented as [4]:Fig. 1. Multilayer feed-forward artiﬁcial neural network (ANN).
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XNl1
i¼1
wlijy
l1
i þ blj
 !
; ð2Þwhere ~ylj is the output of the jth neuron in the lth layer, w
l
ij is the weight on the connection from the ith neuron in the
(l  1)th layer to the jth neuron in the jth layer, blj is the bias connected to the jth neuron in the lth layer and Nl1 is the num-
ber of neurons in the (l  1) layer. The activation function F is typically given by the sigmoid function:FðuÞ ¼ 1ð1þ euÞ : ð3ÞIt serves to bound the output from any neuron in the network and allows the network to handle both small and large inputs.
The network is trained by minimising the mean-squared error between the output of the output layer and the target out-
put for all the input patterns. An artiﬁcial neural network starts out with randomweights, and the weights are adjusted until
the required degree of accuracy is obtained, this process is called learning. A number of learning schemes are available to
train an ANN [5]. These schemes govern how the weights are to be varied to minimize the error at the output nodes. In this
study the training is done using Levenberg Marquardt back propagation with Bayesian regularization [6,7].2.3. Least squares-support vector machines
The theoretical background of support vector machines (SVM) is mainly inspired from statistical learning theory [8]. Ma-
jor advantages of SVM over other machine learning models (such as neural networks) are that there is no local minima dur-
ing learning and the generalization error does not depend on the dimension of the space. The core attraction of support
vector methods is the promise of a global solution. Only the solution of linear equations is needed in the optimisation pro-
cess, which not only simpliﬁes the process, but also avoids the problem of local minima in SVM. The LS-SVM model [9] is
deﬁned in its primal weight space by:~yðxÞ ¼ wTuðxÞ þ b; ð4Þ
where u(x) is a function which maps the input space into a higher dimensional feature space, x is the M-dimensional vector
of inputs xj, and w and b the parameters of the model. Given N input–output training pairs {(x1,y1), (x2,y2), . . . , (xn,yn)}, LS-
SVM for function estimation formulate the following optimisation:min
w;b;e
Jpðw; eÞ ¼
1
2
wTwþ c1
2
XN
k¼1
e2k ð5Þ
subject to ~yk ¼ wTuðxkÞ þ bþ ek for k ¼ 1; . . . ;N:The parameter set consists of vectorw and scalar b. Solving this optimisation problem in dual space leads to ﬁnding the ak
and b coefﬁcients in the following LS-SVM regression model:~yðxÞ ¼
XN
k¼1
akKðx; xkÞ þ b: ð6ÞThe function K(x,xk) is the dot product between the u(x)T and u(x) function mappings. K is called the kernel function in the
SVM formulation and there are a number of possible choices for kernels, each with its own advantages and disadvantages.
The most common kernels used are RBF, Sigmoid and Linear. We have used the RBF kernel in our simulations.3. Model accuracy assessment and cross-validation
It is essential to assess the accuracy of a surrogate for prediction before it can be used for sensitivity analysis studies.
Model accuracy is usually assessed by comparing some response data produced by the analysis code (CFD output) with cor-
responding response data predicted by the model. An error measure is calculated based on these two sets of values to quan-
tify the degree of accuracy.
After a model is built, a straightforward way to assess its accuracy is to run the analysis code at a large additional set of
sample points and compare the output with those predicted by the model [10]. However, this comes at a high cost, as CFD
simulations may take signiﬁcant computational time. Cross-validation is a model assessment method that can estimate the
accuracy of a model without requiring any additional sample points. In general, the data is divided into k subsets (k-fold
cross-validation) of approximately equal size. A surrogate model is constructed k times, each time leaving out one of the sub-
sets from training, and using the omitted subset to compute the error measure of interest. The average of the error measure
is calculated from the result in each of the k iterations. The average is then the cross-validations estimate of the model
accuracy.
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putational cost of cross-validation (i.e. generating k surrogates) is justiﬁed by the fact that model ﬁtting and assessment usu-
ally takes only seconds to minutes, while a single run of the CFD code could last hours to days, if not longer.
While cross-validation almost always performs very well [11], Gorissen et al. [12] showed that it is not always efﬁcient at
preventing unwanted ripples or bumps in the ﬁnal model response. A new measure called linear reference model (LRM) has
been developed by Gorissen et al. [13] that helps reduce this problem. Any visible behavioural complexity (bumps, ripples,
etc.) should be explainable by data points at (or in the vicinity of) those locations. Thus, intuitively, if there is no such evi-
dence nearby, the bump should be regarded as an artefact of the model. The LRM metric is based upon the core assumption
that if nothing else is known, the model behaviour between two neighbouring points should be linear. This is achieved by
penalising a model proportional to how much it deviates from a linear ﬁt. For a more detailed description of the LRM algo-
rithm see Gorissen et al. [13].4. Sensitivity analysis
Sensitivity, in this context, is a measure of the contribution of an independent variable to the total variance of the depen-
dent data. Sensitivity analysis allows addressing questions such as [14]:
 Can we safely ﬁx one or more of the input variables without signiﬁcantly affecting the output variability?
 How can we rank a set of input variables according to their contribution to the output variability?
 If and which parameters interact with each other?
 Does the model reproduce well know behaviour of the process of interest?
There are alternative approaches for sensitivity analysis, differing, for example, in scope (local versus global), nature
(qualitative versus quantitative), and in whether they assume a particular model. In this paper we discuss the application
of the Fourier amplitude sensitivity test (FAST), a variance-based non-parametric approach for analysis applications.4.1. Fourier amplitude sensitivity test (FAST)
FAST is a sensitivity analysis method which works irrespective of the degree of linearity or additivity of the model [15–
22]. This procedure provides a way to estimate the expected value and variance of the output variable and contribution of
individual input parameters to this variance. An advantage of FAST is that the evaluation of sensitivity estimates can be car-
ried out independently for each parameter using just one simulation, because all the terms in a Fourier expansion are mutu-
ally orthogonal.
The main idea of the FAST method is to convert the n-dimensional integral required for the sensitivity calculation into
one-dimensional integral in s by using the transformation Xi ¼ Gi sinðxisÞ for i = 1, . . . ,n. For properly chosen xi and Gi,
the expectation of y can be approximated by:EðyÞ ¼ 1
2p
Z p
p
f ðsÞds; ð7Þwhere f ðsÞ ¼ f ðG1 sinðx1sÞ; . . . ;Gk sinðxksÞÞ. Using the properties of Fourier series [23], an approximation to the variance of y
is given by:VðyÞ ¼ 1
2p
Z p
p
f ðsÞds EðyÞ2  2
X1
j¼1
A2j þ B2j
 
; ð8Þwhere Aj and Bj are the Fourier coefﬁcients. The expressions in (7) and (8) provided a means to estimate the expected value
and variance associated with y.
Saltelli et al. [24] proposed Extended FAST to not only calculate the main effects but also total effects to allow full quan-
tiﬁcation of the importance of each variable. Consider the frequencies that do not belong to the set pxi. These frequencies
contain information about interactions among factors at all orders not accounted for by the main effect indices. To calculate
the total effects, we assign a high frequency xi for the ith variable and different low frequency xi to the remaining vari-
ables. By evaluating the spectrum at xi frequency and its harmonic, we can calculate the partial variance Di. This is the
total effect of any order that does not include the ith variable and is complementary to the variance of the ith variable. Sim-
ilar to Sobol indices, the total variance due to the ith variable is DTi = D  Di and the total effect is:STi ¼ Si þ Sði;1Þ; ð9Þ
where Si is the sum of all Si1. . .ik terms which do not include the term i.
The indices from Extended FAST are used within this paper and were calculated using the MATLAB version of SimLab dis-
tributed freely by the Joint Research Centre (http://simlab.jrc.ec.europa.eu).
1680 D.W. Stephens et al. / Applied Mathematical Modelling 35 (2011) 1676–16875. Case study
CFD modelling of process unit operations is a tool that is being used increasingly within the minerals processing industry
to reduce operating and capital costs and increase throughput, one such unit operation where CFD has been applied is gravity
thickening [25–30]. The principle is simple adding ﬂocculant to aggregate the ﬁne particles and allowing them to settle to
produce clear overﬂow liquor and concentrated underﬂow slurry.
Understanding the ﬂows within a feedwell is of critical importance to the overall thickener performance, as this is where
most ﬂocculation is induced, with the degree of turbulence a major factor in determining the structure and size of aggregates
formed [30]. Predictions of the solids distribution, liquid velocity vectors, shear rate and ﬂocculant adsorption throughout a
feedwell may be obtained from detailed knowledge of its geometry and the physical properties of the incoming feeds [28].
Attempts to optimise the performance of thickeners or clariﬁers have usually depended on feedwell modiﬁcation and posi-
tioning of the ﬂocculant sparge being done on a trail and error basis. Owen et al. [30] presented details of a multi-phase CFD
model developed speciﬁcally for the analysis of the ﬂow within feedwells of industrial thickeners including the prediction of
the adsorption of ﬂocculant onto the feed solids. Such a model can be used to investigate the effect of ﬂocculant sparge loca-
tion on the ﬂocculant particle coverage.
The aim of this study was to build a surrogate utilising the outputs from the CFD model detailed in Owen et al. [30]. Once
built, the surrogate can be used to investigate the sensitivity of the model output to the various model inputs.
The feedwell geometry investigated in this study is a generic open feedwell with an attached shelf and a single feed inlet
system entering the feedwell tangentially clockwise. The feedwell is 4.0 m in diameter with 3.0 m side-wall below the liquor
surface and the feed inlet is 0.5 m in diameter, centred at 1.0 m below the liquor surface. The shelf is located 0.1 m below the
base of the feed inlet. The model thickener has a diameter of 20.0 m, side-wall height of 5.0 m and is feed at 1000 m3 h1. The
solids concentration is set 10 w/w%, the solids density to 2710 kg m3 and the liquid density to 1000 kg m3. For modelling
purposes, no speciﬁc ﬂocculant chemistry is required, but a ﬂocculant dosage (in this case 20 g t1 of the dry solids) needs to
be speciﬁed.
The parameters relating to the ﬂocculant sparge location (Fig. 2) evaluated for their inﬂuence on feedwell ﬂocculant mix-
ing and adsorption were as follows:
 Radial angle between ﬂocculant sparge and feed pipe (A).
 Vertical location of ﬂocculant sparge (B).
 Distance from feedwell wall to ﬂocculant sparge (C).
CFD computations were performed with the CFD software package PHOENICS (CHAM, London, UK) using the model de-
scribed in Owen et al. [30] with a mesh of about 155,000 grid cells. The information produced by the CFD thickener model is
presented in terms of CFD images and calculated parameters. An example of the graphical output from the model is shown in
Fig. 3, where a series of horizontal slice planes through the feedwell are presented displaying the unadsorbed ﬂocculant. In
this ﬁgure, the feedwell is not plotted to scale, but stretched in the vertical direction to adequately display all slices.
The approach detailed in Owen et al. [30] was used for the simulations, where the time-dependent ﬂocculant adsorption
simulations were started from a converged steady-state ﬂow solution and each took approximately 30 min. The ﬂocculant
solution was introduced into the feedwell as a passive scalar and hence the same steady-state ﬂow solution could be used for
each of the transient ﬂocculant adsorption simulations. The CFD output used for the surrogate building was the ﬂocculant
loss. The ﬂocculant loss is the steady-state value of the amount of unadsorbed ﬂocculant leaving the feedwell divided by
the incoming amount of ﬂocculant through the sparge. Therefore, a value of zero represents complete adsorption of the ﬂoc-
culant onto the solid phase within the feedwell and a value of one represents all ﬂocculant having left the feedwell without
any adsorption onto the solids.Fig. 2. Flocculant sparge location parameters ðA;B;CÞ used in surrogate building.
Fig. 3. Plan view of unadsorbed ﬂocculant concentration in the feedwell for one ﬂocculant sparge position.
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Each of the input variables, A, B, and Cwere scaled in the range 0–1 to simplify the sampling strategy. To select the set of N
sample points with which to build a surrogate model, we use Latin hypercube sampling [31]. This strategy samples all re-
gions of the design space equally, making it especially suitable for modelling with computer analysis code [31].
This approach is compared against a second, in which sequential design is used to improve the sample distribution and
tailor it speciﬁcally towards the problem at hand [32]. In the ﬁrst experiment, the sample points are chosen all at once. This
experimental design is then fed to the simulator, which evaluates all the selected sample points. Finally, a surrogate model is
built using this data. This is essentially an one-shot approach, as all the data points are chosen at once and the modelling
algorithm proceeds from there, without evaluating any additional samples later on. For the one-shot experiments we used
200 sample points in the Latin hypercube, these samples are illustrated in Fig. 4.
Sequential design further improves on this approach by transforming the one-shot algorithm into an iterative process.
Sequential design methods analyse data (samples) and models from previous iterations in order to select new samples in
areas that are more difﬁcult to approximate, resulting in a more efﬁcient distribution of samples compared to traditional
design of experiments.
For the second experiment, the LOLA-Voronoi sequential design strategy was used [33]. This method distributes samples
according to the local nonlinearity of the problem. Highly dynamic, nonlinear regions are sampled more densely, because
they are assumed to be harder to approximate with a surrogate model. This should improve the overall quality of the result-
ing surrogate model, thereby requiring less expensive samples to achieve the same accuracy. For the sequential design
experiment we used 40 sample points in the Latin hypercube followed by adaptive sampling for a further 160 sample points,
these samples are illustrated in Fig. 5.6. Results
6.1. Comparison of model types
All of the surrogate models were built using the SUrogate MOdelling (SUMO) MATLAB toolbox [34], a plug-in based adap-
tive tool that automatically generates a surrogate model within the predeﬁned accuracy and time limits set by the user. Dif-
ferent plug-ins are supported: model types (ANN,LS-SVM,RBF,Kriging,etc.), model parameter optimisation algorithms
(BFGS,EGO,Genetic Algorithm,etc.), sample selection (random,error based,etc.), and sample evaluation methods (data
ﬁle, local,cluster,etc.). For the LS-SVM models SUMO uses the implementation from the LS-SVMlab toolbox (http://
www.esat.kuleuven.be/sista/lssvmlab) from Katholeke Universiteit Leuven [35]. For the work described in this paper the
toolbox was used with the following control ﬂow: a set of samples were chosen as described in the Sampling strategy sec-
tion. The simulator (CFD model) was run for each of the chosen sample points to generate the model output for each of these
input points. Based upon this set, one or more surrogate models of the chosen type (e.g. ANN, LS-SVM and RBF) are con-
structed and their parameters optimised using a genetic algorithm (GA). Models are assigned a score based on an equal
weighting of two measures (e.g. cross-validation and LRM). The score for each model is used as the ﬁtness to drive the
GA to a good optimum in the model parameter optimisation landscape. The optimisation continues until one of the following
three conditions is satisﬁed: (1) no further improvement is possible; (2) the maximum allowed time has been reached; or (3)
the user required accuracy has been met. The maximum time allowed for the GA was 1 h. In all cases this was longer than
necessary since the best solution was found in a fraction of this time.
Fig. 4. Samples of the input parameters used to build the surrogate models using the one-shot approach.
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model type has a set of hyper-parameters, the parameter space searched by the GA for each of the model types was:
 RBF optimal basis function combination and the parameters of each selected basis function.
 ANN the initial weights (fromwhich to start the back propagation training) and the network topology (number of neurons
per hidden layer and number of hidden layers).
 LS-SVM the regularization constant (gamma) and the spread of the RBF kernel.
The population size of each model type is set to 10 as is the maximum number of generations. The cross over fraction was
set to 0.7. The error function used to measure the ﬁtness of each model is deﬁned as:Error ðy; ~yÞ ¼
PN
i¼1 yi  ~yij jPN
i¼1 yi  yj j
; ð10Þwhere yi, ~yi; y are the true, predicted and mean true response values respectively. For the RBF and LS-SVMmodels the metric
used to drive the hyper-parameter optimisation was an equally weighted combination of the error function in (10) on a 5-
fold cross-validation and the LRM measure. Cross-validation is very expensive for Neural Networks as it requires the model
to be re-trained for each fold. Therefore, the ANN used an equally weighted combination of the error function in (10) calcu-
lated on the provided training samples and the LRM measure to drive the hyper-parameter optimisation. The plots in Fig. 6
show a 20-fold cross-validation prediction for each of the generated models. These predictions tend to be poorest when the
ﬂocculant loss is largest. This is possibly due to insufﬁcient sample points with a high value of ﬂocculant loss to build the
models.
From Fig. 6 it can also been seen that the RBF and LS-SVM models have a similar level of accuracy at predicting the ﬂoc-
culant loss when the value of ﬂocculant loss is high. Compared to the RBF and LS-SVM models the both ANN models do a
better job at predicting the ﬂocculant loss for high values. For this particular case study the adaptive sampling offers no real
beneﬁt over the Latin hypercube space ﬁlling sampling due to the rather overall non-linear behaviour of the response. Both
ANN models (space ﬁlling and sequential design) are similar from an error perspective but the space ﬁlling ANN model is
Fig. 5. Samples of the input parameters used to build the surrogate models using the sequential design approach.
D.W. Stephens et al. / Applied Mathematical Modelling 35 (2011) 1676–1687 1683preferred by the domain expert. The resulting network structure of the sequential design ANN is too complex because not
enough pressure is applied to the modelling process to keep the model complexity down. This is an issue that needs to be
improved in the modelling.
Once the surrogate models have been created they can be used for many purposes, including visualisation of the relation-
ship of models inputs to output. One such method of visualisation is the generation of 2D contour slice plots. In these plots
the contour variable is the model output and the axes represent different model inputs. Fig. 7 shows a comparison of the
contour slice plots for each of the surrogate model types for the input parameters A and C. The third input parameter B is
held at a constant value for each of the slices shown in the ﬁgure. At low values of B (i.e. high in the feedwell) all models
show similar output. As the slice plane moves closer to the feedwell outlet the response (magnitude) of the ANN models
deviate from the other two models. The contours of the ﬂocculant loss remain similar just the magnitude of the ANN output
becomes higher. Expert knowledge of the underlying application allows us to judge that the ANN model built using the
sequential design approach is giving a more accurate response at high B values than models built using the space ﬁlling sam-
pling (ANN, RBF and LS-SVM). Visual inspection of the model responses and the LRM model scores (which are an indication
of how the model oscillates between data points) indicates that the sequential design model is not as smooth as the ANN
built using space ﬁlling.6.2. Global sensitivity analysis
While it is well established that variations in ﬂocculant sparge location can have a signiﬁcant impact on feedwell ﬂoccu-
lant mixing and adsorption [28,30], these sensitivities are seldom well quantiﬁed. Once a surrogate is available, these sen-
sitivities can be computed using Extended FAST. The computation of the terms in (8) for each input variable needs the
evaluation of the surrogate model at a number of points (sample size). Three sample sizes (2500, 5000 and 12,500) were used
in Extended FAST for the evaluation of the indices. Evaluation time for the large sample size took approximately 10 min for
each of the model types. If direct CFD simulations were used instead of the surrogate models for the sensitivity analysis then
the evaluation of the indices would have taken 782 days. For each model type, very little variation in the calculated indices
was found, with the mean values being reported in Table 1. The sensitivity indices for each of the model types are very sim-
Fig. 6. Cross-validated (20-fold) predictions versus actual values for (a) RBF; (b) LS-SVM; (c) ANN and (d) ANN (sequential design) models.
1684 D.W. Stephens et al. / Applied Mathematical Modelling 35 (2011) 1676–1687ilar in value for both the main effect and total effect for parameters B and C. For parameter A, both ANN models have much
higher main effect (5.5 times) and total sensitivity indices (2 times) than the RBF and LS-SVMmodels. Whilst the variation in
sensitivity indices between models for parameter A is signiﬁcant, the magnitude of these indices does not change the overall
importance of parameter A for each of the model types. This indicates that the global response for each of the types is very
similar and therefore from a sensitivity analysis point of view any of the surrogate models can be used.
Let us take into account the results of Extended FAST. We can see that the most important factor is C, which has a main
effect of approximately 33% and a total effect of 80%. The next most important parameter is B, with a main effect of 19% and a
total effect of 61%. The main effect of A is negligible at 0.48%, indicating A has only interaction effects of the ﬂocculant loss.
The total effect for A is also small at 6% indicating the interactions are not that important.
Adding up the three sensitivity indices we can see their value is much less than 1. This means the model is non-additive
with signiﬁcant interactions between variables. The majority of interaction is occurring between parameters B and C.7. Conclusion
Three types of surrogate models (RBF, ANN and LS-SVM) have been described along with the approach to optimising their
parameters. The output from a CFD model of thickener feedwells that incorporates ﬂocculant adsorption has been used to
produce surrogate models of the adsorption process within thickener feedwells. A space ﬁlling method was used for three
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Fig. 7. Comparison of surrogate model output (ﬂocculant loss) for the three model types tested for B values (i) 0; (ii) 0.25; (iii) 0.5; (iv) 0.75 and (v) 1. Images
from left to right are for RBF, LS-SVM, ANN and ANN (sequential design) models.
D.W. Stephens et al. / Applied Mathematical Modelling 35 (2011) 1676–1687 1685model types and an adaptive sampling method was used with an ANNmodel to allow comparison between the two sampling
approaches. For this particular case study it was found that the adaptive sampling offers no real beneﬁt over the space ﬁlling
sampling due to the uniformly non-linear behaviour of the response. Both ANN models (space ﬁlling and sequential design)
are similar from an error perspective. The resulting network structure of the sequential design ANN is too complex because
not enough pressure is applied to the modelling process to keep the model complexity down. The produced surrogate models
have been used to investigate the sensitivity of the model output (ﬂocculant loss) to the various models inputs (A, B and C).
The calculated sensitivity indices for each of the model types were very similar in value for both the main and total effect for
Table 1
Main effect and total sensitivity indices for each of the input variables and surrogate model types.
Model SA SB SC STA STB STC
RBF 0.0015 0.1821 0.3767 0.0375 0.5883 0.8241
ANN 0.0082 0.1730 0.3575 0.0721 0.5739 0.8149
ANN (sequential) 0.0076 0.2348 0.2835 0.1093 0.6623 0.7440
LS-SVM 0.0020 0.1898 0.3295 0.0528 0.6244 0.8048
1686 D.W. Stephens et al. / Applied Mathematical Modelling 35 (2011) 1676–1687each of the parameters. This indicates that the global response for each of the models is very similar despite their underlying
architecture being very different.
The sum of the main effects indicated the models are non-additive with signiﬁcant interactions between variables. The
most important parameter is C (distance from feedwell wall to ﬂocculant sparge), the next most important parameter is B
(vertical location of ﬂocculant sparge), with the effect of parameter A (radial angle between ﬂocculant sparge and feed pipe)
being negligible. The total sensitivity indices showed strong interaction effect for C followed by B and again minor interaction
for A. Therefore most of the model output can be explained by C and B with strong interaction between these two
parameters.Acknowledgments
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