Global regularity and probabilistic schemes for free boundary surfaces
  of multivariate American derivatives and their Greeks by Kampen, Joerg
ar
X
iv
:0
80
7.
10
66
v2
  [
ma
th.
FA
]  
7 O
ct 
20
10
Submitted to Annals of Applied Probability
GLOBAL REGULARITY AND PROBABILISTIC SCHEMES
FOR FREE BOUNDARY SURFACES OF MULTIVARIATE
AMERICAN DERIVATIVES AND THEIR GREEKS
By Jo¨rg Kampen
Weierstrass Institute
In a rather general setting of multivariate diffusion market models
we derive global iterative probabilistic schemes for computing the free
boundary and its Greeks for a generic class of American derivative
models using front-fixing methods. The convergence of the scheme
is closely linked to a proof of global regularity of the free boundary
surface.
1. Introduction. Probabilistic representations of solutions are popular
in finance because of the curse of dimensionality which requires the appli-
cation of Monte-Carlo methods. Especially, this is true for more intricate
problems such as the free boundary problems related to pricing, hedging,
and the optimal exercise strategies of American options. The present work
contributes to these problems as it establishes a stable iterative functional
solution scheme in a general framework of diffusion type market models.
However, it is also a contribution to the theoretical question of regularity of
the free boundary itself where we establish results which are neither covered
by the general results of [5, 6] (cf. discusson below) nor by more special re-
cent regularity results on American derivatives in [25, 28]. There are several
methods in order to investigate regularity used in the literature. One is to
differentiate equations in order to get equations for derivatives. Another is
to find estimates for tangent paraboloids of the solutions (cf. [30]). A second
method is to find the solution in explicit form which is possible in a very
limited class of problems only. In [6] the multivariate case of the parabolic
potential problem is investigated, i.e. the case of constant coefficients and
with no assumption on the sign of the solution. The points of the free bound-
ary are classified into regular and singular points by an energy and a density
criterion and C∞ regularity is proved around the regular points. Singular
points are not considered. Hence, the regularity results of the present work
which establishes overall regularity especially for the American basket Put
option are not covered even in the case of the multivariate Black-Scholes
AMS 2000 subject classifications: Primary 35R35; secondary 60G46, 65C05
Keywords and phrases: multivariate American derivatives, regularity, free boundary
surfaces, probabilistic schemes, front fixing
1
imsart-aap ver. 2007/12/10 file: siammathaplamericanv2.tex date: November 20, 2018
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model. However our results extend to a considerable class of models with
variable coefficients. The only condition (beside regularity conditions on the
coefficients) is a global graph condition which allows for a global transforma-
tion of the free boundary (also known as front-fixing). The method of front
fixing itself is discussed in several papers on univariate American options
(cf. [23, 31]) where it is less efficient than a moving boundary approach (cf.
[22]). We shall investigate the American basket put option since it is the
most prominent and important example. Regularity results for the Ameri-
can put option in the univariate case go back to [20] and [29] in the case of
constant coefficients. In [11] the univariate case is studied in the case of the
related Stefan problem, and where coefficients depend on time and space. A
more recent contribution for American Options in the univariate case with
variable coefficients is given in [3]. In the present work we obtain global
regularity results for the American basket put. However, our method can
be applied to the other popular options (we shall provide a list below). We
transform the free boundary problem to a nonlinear problem on a domain
homeomorphic to a cube. Then the solution of the free boundary surface is
presented in terms of a nonlinear integral equation involving convolutions
with transition densities of linear parabolic equations and linear Volterra
equations. Analysis of these equations leads to regularity results which are
simple (use of Banach fixed point theorem) and charming. Our main result
is the global regularity of the free boundary surface except for the final time
T if a global graph condition is satisfied (which can be justified for a consid-
erable class of models). The nonlinear integral equation is also the basis for
our probabilistic scheme for computing the free boundary function, its time
derivative and its spatial derivatives up to second order (Greeks). The only
other Monte-Carlo method for computing the free boundary (not Greeks)
of a multivariate American Put option known to the author is described in
[2, 21]. We reduce the solution of this integral equation to an iteration of the
solution of linear equations (essentially two parabolic equations and a linear
Volterra integral equation). The corresponding convolutions with the transi-
tion density can be computed by WKB approximations (cf. [16–18]). Recent
developments in the computations of Greeks with Monte-Carlo Methods can
be found in [7, 13, 15]. In [15] it is shown that WKB approximations can
be a very efficient tool for the computation of Greeks for high-dimensional
models. The convergence of the resulting iteration method is based on the
regularity results for the free boundary.
The outline of the present article is as follows. In Section 2 we describe
the general frame work of market models considered. We restrict ourselves
to diffusion models (a class of stochastic volatility models can be included).
imsart-aap ver. 2007/12/10 file: siammathaplamericanv2.tex date: November 20, 2018
FREE BOUNDARIES AND THEIR GREEKS 3
We formulate the free boundary problem to be solved. In principle the anal-
ysis could be extended to some class of models based on Levy processes.
However the treatment of global operators in the context of free boundaries
leads to additional difficulties which will be considered elsewhere. In Section
3 we apply the front fixing method to the market models set up in the pre-
vious Section. The free boundary function appears in the coefficients of a
nonlinear parabolic operator and is coupled to the boundary conditions. The
smooth fit condition of the original free boundary transforms into a mixed
boundary condition on a hyperplane. In Section 4 we derive a nonlinear in-
tegral equation which characterizes the free boundary and is based on the
nonlinear initial boundary value problem characterizing the value function
and established in the previous Section. In Section 5 a proof of the global
existence and the regularity of the free boundary function is established.
This is done via the nonlinear integral equation established in the previous
Section. The integral equation is shown to determine a map in the Banach
space of Ho¨lder continuous functions with Ho¨lder continuous derivatives up
to the second order. Note that interior norms are used because the problem is
not differentiable at maturity time and only C1 on the boundary hyperplane
where the mixed boundary condition is related to the smooth fit condition of
the original problem. The solution of the free boundary function is the fixed
point of a nonlinear integral equation in a Banach space. In Section 6 an
iteration scheme for the computation of the free boundary function and its
Greeks is given. The description is distributed over four subsections. In the
first subsection subproblems related to the nonlinear integral equation char-
acterizing the free boundary function are identified. The second subsection
recalls some recent results of the WKB-expansion of the transition density
(fundamental solution of linear parabolic equations). The third subsection
describes the algorithm and the fourth subsection provides a convergence
and qualitative error estimate analysis. A conclusion is given in Section 7
where we also indicate future research.
2. General framework. Let O be an open domain in or equal to Rn
and let T ∈ (0,∞) be the time horizon. We write D = (0, T ) × O for the
domain where O has to be specified case by case. For each starting point
(t, x) ∈ [0, T ] ×O, consider the following stochastic differential equation
(2.1)
Xt,xt = x ∈ O,
dXt,x,ks = µk(s,X
t,x
s )ds +
∑m
j=1 σkj(s,X
t,x
s )dW
j
s ,
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for continuous drift functions µk and local volatility functions σij
(2.2) µk, σij : [0, T ]× Rn → R, i, j, k = 1, · · · , n,
with an Rm-valued Brownian motion W = (W j)j=1,··· ,m and where X
t,x
s =
(Xt,x,ks )k=1,··· ,n. We assume that the functions µk and σjk are locally Lipschitz-
continuous in x, uniformly in t, i.e. for each compact subset K ⊂ Rn there
is a constant c (dependent on K) such that
(2.3) |µk(t, x)− µk(t, y)| ≤ c|x− y|, and |σij(t, x)− σij(t, y)| ≤ c|x− y|
for all t ∈ [0, T ] x, y ∈ Ω. The latter assumption implies that (2.1) has a
unique strong solution for any given filtered probability space
(
Ω,F , (Ft)t∈[0,T ], P
)
and Brownian motion W up to a possibly finite random explosion time.
Therefore we add the assumption that P
(
sups∈[t,T ] |Xt,xs | <∞
)
= 1. Then
theorem V. 38 of [26] implies that (2.1) has a strong solution. In this context
we consider a stochastic volatility market model system with a process St
modeling the price of n assets and an d-dimensional background process Y
driving the local volatility. Let Rm+ denote the set of m-tuples of strictly pos-
itive real numbers. Then for each starting point (t, x) ∈ [0, T ]×O˜ ⊆ Rm+×Rd
the stochastic differential equation
(2.4)
(St,x,yt , Y
t,y
t ) = (x, y) ∈ O˜,
dSt,x,ks
St,x,ks
= r(s,Xt,xs )ds+
∑n
j=1 σkj(s,X
t,x
s , Y
t,x
s )dW
j
s ,
dY t,y,ls = νl(s, Y
t,x
s )ds +
∑p
j=1 βlj(s, Y
t,x
s )dW
j
s
has a unique strong solution, if the drift functions
(2.5)
r : [0, T ] × Rm → R,
νl : [0, T ]× Rd → R, l = 1, · · · , d,
and the (volatility of) volatility functions
(2.6) βlj : [0, T ] × Rd → R, l ∈ {1, · · · , p}, j ∈ {1, · · · , d}
satisfy conditions of form (2.3). In this context the price V (t, x, y) of an
American option with payoff φ is given by
(2.7) V (t, x, y) := sup
τ∈Stop[t,T ]
EQ
[
exp
(
−
∫ τ
t
r(s, St,x,yt )
)
φ
(
τ, St,x,yτ
)]
,
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where Stop[t,T ] is the set of all Ft stopping times with value in [t, T ]. If the
diffusion matrix of the process Zt,x,y := (Xt,xt , Y
t,y
t ) satisfies a strict uniform
ellipticity condition with some constants 0 < λ < Λ <∞, then the analysis
below applies in this general framework.
Remark 2.1. Some typical stochastic volatility models such as multi-
variate extensions of Heston’s model (or Wishart-type models) do not sat-
isfy a strict ellipticity condition. There are also semi-elliptic diffusion models
where the number of Brownian motions is less than the dimensionality of the
problem. Some (but not all) models of this type satisfy the Ho¨rmander con-
dition. Note that for some class of semi-elliptic equations recent techniques
in ([14]) may be combined with techniques considered here.
The measure Q in (2.7) is some equivalent measure to be chosen if the
market is incomplete. It is uniquely determined if the market is complete.
If the asset process S does not depend on a background process Y , then
the market process is complete, especially St,x,ys ≡ St,xs . For simplicity of
notation we deal with this situation in the following, where we note that
everything can be generalized to the more general incomplete market model
(2.4) without problems if a uniform strict ellipticity condition is satisfied
(the choice of the equivalent measure is a problem of its own). In case some
ellipticity condition holds for σσT standard stochastic control theory can
now be used to show that the value function (t, x) → V (t, x) satisfies the
nonlinear Cauchy problem
(2.8)

max
{
∂u
∂t + Lu, φ− u
}
= 0, in [0, T )× Rn+
u(T, x) = φ(T, x), in {T} × Rn+
in the viscosity sense, where vij = (σσ
T )ij and where
(2.9) Lu ≡ 1
2
∑
ij
vijSiSj
∂2u
∂Si∂Sj
+ r
(∑
i
Si
∂u
∂Si
− u
)
Global solutions for the latter type of equations in the viscosity sense were
studied in [1] even in a far more general context. It is clear that (2.8) formally
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implies that
(2.10)

∂u
∂t + Lu ≤ 0,(
∂u
∂t + Lu
)
(φ− u) = 0,
φ− u ≥ 0, in [0, T ) × Rn+ a.e.
u(T, S) = φ(T, S) on {T} × Rn+,
and where global solutions can be obtained under rather mild conditions by
variational methods (cf. [12] ). The equivalence of this system of variational
inequalities with optimal stopping problems under relatively mild conditions
have also be studied extensively (cf. [9] ). The set of points (t, x) where the
value function u equals the obstacle φ is called the exercise region. The
complement of the exercise region in the domain D is called the continua-
tion region. In [8] it is proved in a rather general context that the optimal
stopping time is the first time where the value process hits the boundary of
the exercise region. Therefore the free boundary surface (or the boundary
of the exercise region) is crucial information in dealing with American Op-
tion. Especially in the context of hedging information concerning the Greeks
near the free boundary is crucial. In the present article we set up a method
to obtain the Greeks in a general class of multivariate models. Information
of the value function in the continuation region and its Greeks are then a
by-product of our method.
Strict ellipticity of the diffusion matrix function (vij) and Ho¨lder conti-
nuity of the functions vij and r together with bounded Lipschitz continuous
data φ is enough to ensure existence of global solutions in viscosity sense for
(2.8) (cf. [1] for global existence for more general conditions and classes of
problems), or, with a bit more regularity assumptions (derivatives in L2),
global existence for (2.10) can be ensured by classical variational methods
in Sobolev spaces. In the following we shall assume that at least the former
conditions hold. However in the design of the scheme we shall essentially
assume that coefficient functions are C∞ with exponential bounds of the
derivatives. More precisely, we shall assume that for two positive constants
0 < λ < Λ <∞, and all (t, x) and all n-dimensional vectors ξ 6= 0 with real
entries ξi we have 0 < λ|ξ|2 ≤
∑n
i,j=1 vij(t, x)ξiξj ≤ Λ|ξ|2. Furthermore, we
assume that the functions vij , 1 ≤ i, j ≤ n, r are Ho¨lder continuous (with
exponent α ∈ (0, 1)) and bounded. This ensures also the global existence of
the fundamental solution (transition density).
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3. Frontfixing with special focus on American Basket Put op-
tions. The front-fixing method presented here works in principle for a large
class of options, e.g.
• the minimum put with payoff (K −min {S1, S2})+,
• the spread with payoff (K − (S1 − S2))+,
• the put on an index or index spreads (K −∑ni=1 αiSi)+, and
• similar call options in standard models and other standard options.
Since suitable front-fixing depends on the pay-off we shall restrict the anal-
ysis to the most popular example which is the American Put on an index.
We start with the operator
(3.1)
∂u
∂t
+
1
2
∑
ij
vijSiSj
∂2u
∂Si∂Sj
+ r
(∑
i
Si
∂u
∂Si
− u
)
,
where vij = (σσ
T )ij and r may depend on time t and spatial variables S.
Let E ⊂ [0, T ] × Rn+ denote the exercise region and for each t ∈ [0, T ] let Et
denote the t-section of the exercise region, i.e. Et := {x|(t, S) ∈ E}. In general
beside basic standard assumptions on diffusion market models introduced
in the previous Section we shall assume that
(GG) for each t ∈ [0, T ] we assume that 0 ∈ Et and that Et is star-shaped
with respect to 0, i.e. for all S ∈ Et and all λ ∈ [0, 1] we assume that
λS ∈ Et.
Remark 3.1. Note that this means that for a fixed ”angle” at S =
(S1, · · · , Sn), i.e. at
φS :=
(
S2∑n
i=1 Si
, · · · , Sn∑n
i=1 Si
)
we have one intersection point of the free boundary of the section Et
and the ray through 0 which is determined by the angle φS .
Remark 3.2. We call (GG) the global graph condition. The condition
(GG) holds if x→ u(t, x) is convex, where (t, x)→ u(t, x) denotes the value
function of an American Put. This is a sufficient (not necessary) condition
for (GG) to hold. Especially, this condition is satisfied for the multivariate
Black-Scholes model (Consider the Snell envelope definition in order to verify
convexity).
Hence, the free boundary can be written in terms of the angles in form
(3.2) (t, φS)→ F (t, φS).
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We consider the transformation
(3.3)
ψ : (0, T ) × Rn+ → (0, T ) × [1,∞) × (0, 1)n−1 ,
ψ(t, S1, · · · , Sn) =
(
t,
∑n
i=1 Si
F ,
S2∑n
i=1 Si
, · · · , Sn∑n
i=1 Si
)
.
Note that the spatial part of ψ
(
(0, T )× Rn+
)
is homeomorph to the half
space H≥1 = {x ∈ Rn|x1 ≥ 1}. In the following the domain D is the interior
of the image of ψ, i.e. D := (0, T ) × (1,∞)× (0, 1)n−1. We have
(3.4) S1 = x1F
1−∑
j≥2
xj
 , Sj = xjx1F.
We get
(3.5)

ut =
Ft
F x1
∂u
∂x1
+ 12
∑
ij a
F
ij
∂2u
∂xi∂xj
+
∑
j b
F
j
∂u
∂xj
+ r
(
x1
∂u
∂x1
− u
)
,
(BC1) u(0,∞, x2, · · · , xn) = 0 on x1 =∞
(BC2) ux1(t, 1, x2, · · · , xn)− u(t, 1, x2, · · · , xn) = −K
on x1 = 1
(BC3) F (t, x2, · · · , xn) = K − u(t, 1, x2, · · · , xn)
(IC) u(0, x) = max{K − x1, 0}
Remark 3.3. We include (BC1) as an implicit boundary condition in or-
der to indicate that (3.5) is equivalent to an initial-boundary value problem
of the second type on a finite domain (just by suitable additional transfor-
mation with respect to the variable x1).
The mixed condition (BC2) follows from the smooth fit condition together
with (BC3) .
Remark 3.4. Note that in the context of market models based on Levy
processes or, more generally, Feller processes the smooth fit condition does
not hold in general and one has to be careful concerning generalization at
this point.
In order to determine the coefficients aFij and b
F
i we compute first
(3.6) F
∂xj
∂Si
=
δij−xj
x1
, F
∂xj
∂S1
= 1−∑j≥2(δij − xj)FjF , ∂∂Si =∑j ∂xj∂Si ∂∂xj .
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We observe that
(3.7)
∑
i
Si
∂xj
∂Si
=
∑
i
Si
δij − xj
x1F
= 0.
It follows that
(3.8)
∑
i Si
∂
∂Si
=
∑
ij
∂xj
∂Si
∂
∂Si
=
∑
i Si
∂x1
∂Si
∂
∂x1
+
∑
j≥2
(∑
i Si
∂x1
∂Si
)
∂
∂xj
=
∑
i Si
∂x1
∂Si
∂
∂x1
=
∑
i Si
(
1
F −
∑
j≥2 (δij − xj) FjF 2
)
∂
∂x1
= x1
∂
∂x1
− (∑i Si)(∑j≥2 (∂xj∂Si) FjF x1) ∂∂x1 = x1 ∂∂x1 .
Hence, we have
(3.9) r
(∑
i
Si
∂
∂Si
)
= rx1
∂
∂x1
.
It is clear that
(3.10) aFij =
∑
kl
vklSkSl
∂xi
∂Sl
∂xl
∂Sk
, bFj =
∑
kl
vklSkSl
∂2xj
∂Sk∂Sl
.
In order to determine the latter coefficient functions we compute
(3.11)
∂xj
∂Si
=
1
F
δij − xj
x1
, j ≥ 2, ∂x1
∂Si
=
1
F
1−∑
j≥2
(δij − xj)Fj
F
 .
Next, for j ≥ 2 we have
(3.12)
∂2xj
∂Si∂Sk
=
∑
l
∂
(
δij−xj
Fx1
)
∂xl
, and
(3.13)
∂
(
δij−xj
Fx1
)
∂xl
= − δjl
x1F
+
(xj − δij)(δ1lF + x1Fl(1− δ1l))
(x1F )2
.
Finally,
(3.14)
∂2x1
∂Si∂Sk
=
∑
l
∂
∂xl
 1
F
−
∑
j≥2
(δij − xj) Fj
F 2
 ∂xl
∂Sk
, where
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(3.15)
∂
∂xl
(
1
F −
∑
j≥2(δij − xj) FjF 2
)
= − Fl
F 2
(1− δ1l)−
∑
j≥2
−δjlFj+(δij−xj)Fjl(1−δ1l)−2FjFl(1−δ1l)(δij−xj)
F 3
.
Here δij is always the Kronecker Delta, Fj is short for
∂F
∂xj
, Fjl is short for
∂2F
∂xj∂xl
. Now we have determined the explicit form of (3.5). The next step is
to construct a representation of the solution of (3.5) in terms of convolutions
with the transition density, i.e the fundamental solution related to (3.5).
4. Derivation of a system of integral equations characterizing
the free boundary. For a fixed free boundary function F we may consider
(3.5) as a standard linear initial value boundary problem of the second type
and of the form
∂u
∂t
+
1
2
n∑
i,j=1
aij
∂2u
∂xi∂xj
+
n∑
i=1
bi
∂u
∂xi
= f, in D0,(4.1)
u(0, x) = g(x) on O(4.2)
∂
∂ν
u(t, x) + αu(t, x) = h on H,(4.3)
where H :=
{
(t, x) ∈ D0|x1 = 1
}
is part of the boundary of D (H is for
’hyperplane’), and D0 = O× (t0, T ) for some t0 ≥ 0. This is an initial value
boundary problem, where ν denotes the inward normal, and aij, bi, f, α, h
are functions which may depend on time t and the spatial variables x. In
our case the derivative with respect to the inward normal reduces to the
partial derivative ∂∂x1 , the function α is the constant function α ≡ −1, h is
the constant function h ≡ −K, and f ≡ 0. Furthermore, in case t0 = 0 the
initial condition for the basket Put is just g(x) = ψ0(x) := max {K − x1, 0}
in the transformed coordinates. In general for t0 > 0 the initial condition is
ψt0(x) = u(t0, x), where (t, x) → u(t, x) is the solution of (3.5) on the time
interval [t0, T ]. Hence, the equations of (4.1) simplify to
∂u
∂t
+
1
2
n∑
i,j=1
aij
∂2u
∂xi∂xj
+
n∑
i=1
bi
∂u
∂xi
= 0, in D0,(4.4)
u(0, x) = max {K − x1, 0} on O,(4.5)
∂
∂x1
u(t, x)− u(t, x) = −K on H.(4.6)
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We represent the solution in terms of convolutions of the fundamental
solution and an integral equation of Volterra type related to the mixed
type boundary condition. First (given a fixed F ) we define the fundmental
solution pF ≡ pF (t, x; τ, y) for t > τ to solve for each (τ, y)
∂u
∂t
+
1
2
n∑
i,j=1
aFij(t, x)
∂2u
∂xi∂xj
+
n∑
i=1
bi(x)
∂u
∂xi
= 0, in O × (0, T ](4.7)
u(0, x) = δy(x) at t = t0.(4.8)
(where bi(x) := b
F
i +
Ft
F x1 + rx1). The general ansatz for (4.1)-(4.3) then is
(recall that xˆ1 = (x2, · · · , xn), yˆ1 = (y2, · · · , yn), and dHy = dy2dy3 · · · dyn),
(writing H = H0 × (t0, T )) is
(4.9)
u(t, x) =
∫ t
t0
∫
H0
pF (t, 1, xˆ1; τ, 1, yˆ1)φ(τ, 1, yˆ1)dHydτ
+
∫
O pF (t, x; 0, y)ψ0(y)dy,
where xˆ1 = (x2, · · · , xn), yˆ1 = (y2, · · · , yn), dHy = dy2dy3 · · · dyn). More-
over, we write H = H0 × (t0, T ). The boundary condition ∂∂x1u(t, x) −
u(t, x) = −K on H ( equal to ∂∂x1u(t, 1, xˆ1) − u(t, 1, xˆ1) = −K) then re-
duces to the Volterra type equation
(4.10)
1
2φ(t, 1, xˆ1) = Γ(t, 1, xˆ1)+∫ t
t0
∫
H0
( ∂∂x1 pF (t, 1, xˆ1, τ, yˆ1)− pF (t, 1, xˆ1; τ, 1, yˆ1))φ(τ, 1, yˆ1)dHydτ,
(defining φ) with
(4.11) Γ(t, x) =
∫
O
(
∂
∂x1
pF (t, x; t0, y)− pF (t, x; t0, y)
)
ψ0(y)dy +K.
We apply this to the initial value boundary problem (3.5) in order to obtain a
system of integral equations for the free boundary. First, from the boundary
condition (BC3) in (3.5) we get the integral equation
(4.12)
F (t, x2, · · · , xn) = K − u(t, 1, xˆ1) =
K − ∫ tt0 ∫H0 p(t, 1, xˆ1; τ, 1, yˆ1)φ(τ, 1, yˆ1)dHydτ
+
∫
O p(t, 1, xˆ1; t0, y)ψ0(y)dy.
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The function φ can be represented in terms of the fundamental solution.
Define
(4.13)
1
2
Z1F (t, x; τ, y) =
∂
∂x1
pF (t, x; t0, y)− pF (t, x; t0, y),
and for r ≥ 1 define
(4.14) Zr+1F (t, x, τ, y) =
∫ t
t0
∫
H0
ZrF (t, x, σ, 1, zˆ1)Z
r
F (σ, zˆ1, τ, y)dHydσ.
Then
(4.15)
1
2
φ(t, x) = Γ(t, x) +
∞∑
r=1
∫ t
t0
∫
H0
ZrF (t, x, τ, 1, yˆ1)dHydτ.
We summarize
Theorem 4.1. Assume that (GG) and the assumptions of the general
framework hold. Then the free boundary surface function F of the multivari-
ate American basket put option (with weights normalized to 1 w.l.o.g.) in the
transformed coordinates (t0 ≥ 0)
(4.16)
ψ : (t0, T )× Rn+ → (t0, T )× [1,∞) × (0, 1)n−1
ψ(t, S1, · · · , Sn) =
(
t,
∑n
i=1 Si
F ,
S2∑n
i=1 Si
, · · · , Sn∑n
i=1 Si
)
is solution of the integral equation
(4.17)
F (t, x2, · · · , xn) = K − u(t, 1, xˆ1) =
K − ∫ tt0 ∫H0 pF (t, 1, xˆ1; τ, y)φ(τ, 1, yˆ1)dHydτ
+
∫
O pF (t, 1, xˆ1; t0, y)ψ0(y)dy,
where
(4.18)
1
2
φ(t, x) = Γ(t, x) +
∞∑
r=1
∫ t
t0
∫
H0
ZrF (t, x, τ, 1, yˆ1)dHydτ
with
(4.19)
1
2
Z1F (t, x; τ, y) =
∂
∂x1
pF (t, x; t0, y)− pF (t, x; t0, y),
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(4.20) Zr+1F (t, x, τ, y) =
∫ t
0
∫
H0
ZrF (t, x, σ, z)Z
r
F (σ, z, τ, 1, yˆ1)dHydσ,
for r ≥ 1, and pF is the fundamental solution of
(4.21) ut =
Ft
F
x1
∂u
∂x1
+
1
2
∑
ij
aFij
∂2u
∂xi∂xj
+
∑
j
bFj
∂u
∂xj
+ rx1
∂u
∂x1
.
Remark 4.2. The construction of the fundamental solution pF will be
considered in Section 5 and Section 6 below. Note that the fundamental
solution can be approximated accuratively by WKB-expansions. This will
be exploited when we derive a scheme from Theorem 4.1. below. shall use it
for proving existence and uniqueness of the free boundary function below.
5. Analysis of the nonlinear equation 3.5. From the relation
(5.1) F (t, xˆ1) = K − u(t, 1, xˆ1)
(recall that (x2, · · · , xn) = xˆ1) it is clear that uniqueness of u implies unique-
ness of F and vice versa. Moreover, the initial value (free)-boundary problem
(3.5) can be written as a nonlinear initial value boundary problem by substi-
tution of F by K−u(t, 1, xˆ1) in the coefficients aFij and bFi and where (BC3)
can be dropped. Well, there are powerful techniques in order to show that a
weak Ho¨lder continuous solution exists. Our interest is to prove regularity in
a constructive way in order to get a computable scheme. In order to define
such a regular scheme for the global solution and the free boundary it is
convenient to consider the equation for an equivalent function v = tu. From
(3.5) we get
(5.2)
vt =
Ft
F x1
∂v
∂x1
+ 12
∑
ij a
F
ij
∂2v
∂xi∂xj
+
∑
j b
F
j
∂v
∂xj
+r
(
x1
∂v
∂x1
− v
)
+ u.
with initial condition v(0, x) = 0. Note that the original function u appears
now as a source term on the right side. The associated boundary conditions
(vBC1), (vBC2) and (vBC3) are also obtained by multiplication of (BC1),
(BC2), and (BC3) with t followed by substitution of tu by v. Especially,
(vBC2) becomes
(5.3) (vBC2) vx1(t, 1, x2, · · · , xn)− v(t, 1, x2, · · · , xn) = −Kt,
and this matches well with v(0, .) ≡ 0 at t = 0. We assume that (3.5) has
been transformed to a finite domain (a suitable additional transformation
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with respect to the variable x1 s easily constructed) in the sense that H∞ is
transformed to Hd with d > 1. Therefore, in the following we shall be able to
use some results on bounded domains Db ⊂ Rn+1 where Db is the bounded
domain obtained after transformation with respect to the first variable. We
abbreviate ∂∂xi =: Dxi ,
∂2
∂xi∂xj
=: Dxixj ,
∂
∂t =: Dt. Note that (3.5) is equiv-
alent to a problem on a bounded domain with Dirichlet conditions on a
transformed hyperplane H∞. Including infinity into the domain we denote
the boundary of (3.5) by ∂D = H1∪H∞∪I∪f ∪Sang and, for convenience,
we define S := H1∪H∞∪Sang withH1 := H =
{
(t, x) ∈ (0, T ) ×O|x1 = 1
}
,
H∞ :=
{
(t, x) ∈ (0, T ) ×O|x1 =∞
}
, I =
{
(t, x) ∈ [0, T ]×O|x1 ≥ 1, t = 0
}
,
f =
{
(t, x) ∈ [0, T ]×O|x1 ≥ 1, t = T
}
, and
Sang =
{
(t, x) ∈ [0, T ]×O|xi ∈ {0, 1} , i ≥ 2
}
. For any points P ∈ S and
Q ∈ Db define the distance from Q to S by
(5.4) dQ := inf
P∈S
d(P,Q),
where d(P,Q) denotes the Euclidean distance between P = (t, x) and Q =
(s, y), i.e. d(P,Q) =
√
|x− y|2 + |t− s|2. Furthermore, for any two points
P,Q ∈ Db, integers m ≥ 1 and any function v : Db → R let dPQ =
min {dp, dQ} and define
(5.5) δα+mα (d
mv) := lubP,Q∈Dbd
m+α
PQ
|v(P )− v(Q)|
d(P,Q)α
,
and
(5.6) |dmv|oα = sup
(t,x)∈Db
|dmv(t, x)| + δm+αα (dmv)
Let
(5.7) |v|o2+α = |v|oα +
n∑
i=1
|dDxiv|oα +
n∑
ij=1
|d2Dxixjv|oα + |d2Dtv|oα,
and define
(5.8) Co2+α :=
{
f : D → R||f |o2+α <∞
}
We also use Banach spaces which are regular on some part of the boundary.
Therefore we define
(5.9) |v|α = sup
(t,x)∈Db
|v(t, x)| + δ0α(v)
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(5.10) |v|2+α = |v|α +
n∑
i=1
|Dxiv|α +
n∑
ij=1
|Dxixjv|α + |Dtv|α,
and define
(5.11) C2+α := {f : D → R||f |2+α <∞} .
Note that we keep the domain implicit if this is clear from the context.
If we specify some subdomains, e.g. the suddomain of the angle variables
]0, 1[n−1, then C2+α
(
]0, 1[n−1
)
refers to the set of functions where spatial
derivatives up to second order are Ho¨lder in the sense of the norm |w|2+α =
|w|α+
∑n
i=1 |Dxiw|α+
∑n
ij=1 |Dxixjw|α. Analogously, Co1+α (]0, T [) refers to
the Banach space with the norm |v|o1+α = |v|oα + |d2Dtv|oα etc.
Recall that
Proposition 5.1. If Db ⊂ Rn is bounded, then C2+α(Db) is a Banach
space.
Next we recall some classical results on a priori estimates by Schauder.
Consider the first initial-boundary value problem on a hypercube D:
(5.12)

∂w
∂t − 12
∑
ij aij(t, x)
∂2w
∂xi∂xj
−∑i bi(t, x) ∂w∂xi + c(t, x)w = f(t, x)
in Db,
w(t, x) = h(t, x) on I ∪H × (0, T ) ∪Hd × (0, T ),
where H =
{
x ∈ Db|x1 = 1
}
, Hd =
{
x ∈ Db|x1 = d
}
(for some d > 1, and
I and F are the boundaries of D at t = 0 and t = T respectively. Assume
that the following assumptions are satisfied:
(A) the coefficients (t, x) → aij(t, x) satisfy an ellipticity condition, i.e.
there exists a constant C > 0 such that for any (t, x) ∈ Db
(5.13)
∑
ij
aij(t, x)ξiξj ≥ c|ξ|2.
(B) The coefficient functions (t, x) → aij(t, x) and (t, x) → bi(t, x) and
(t, x) → c(t, x) are locally Ho¨lder continuous (exponent α), i.e. there
exists a constant C > 0 such that
(5.14) |aij |α ≤ C, |dbi|α ≤ C, |d2c|α ≤ C
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(C) the function f is locally Ho¨lder continuous (exponent α), i.e. there
exists a constant C > 0 such that
(5.15) |d2f |α ≤ C
Remark 5.2. We say that (A), and (B) of the present section hold for
the domain D for the problem (3.5) if (A) and (B) hold for the equivalent
problem defined on a finite domain Db where H∞ has been transformed to
Hd.
Now a classical result on Schauder estimates states that
Theorem 5.3. Assume that (A), (B), and (C) hold and assume that S
has the outside strong sphere property. Then for any continuous function h
on I ∪H there exists a unique solution of the (5.12), and u ∈ C2+α(Db).
Theorem 5.4. Assume that (A), (B), and (C) are satisfied. Then there
exists a constant K depending only on the ellipticity constant c and the
Ho¨lder constant C such that any solution of the first equation of (5.12)
satisfies
(5.16) |w|o1+δ/2,2+δ ≤ K0
[|w|o0 + |d2f |oδ] .
We are going to construct the free boundary F from the fixed point of an
iterative cnstruction which leads to the solution of the equation (3.5) in a
subspace of C2+α. This subspace is
(5.17) B2+α := C
o
1+α (]0, T [)× Cα [1,∞] × C2+α
(
]0, 1[n−1
)
which induces a space on the hyperplane H of form
(5.18) BH2+α := C
o
1+α (]0, T [)×C2+α
(
]0, 1[n−1
)
Now we can establish the main result.
Theorem 5.5. Assume that the assumption of the general framework,
the assumptions (A), and (B) of the present section hold for the domain
D (cf. remark 5.2) , and the global graph condition (GG) holds. Then free
boundary function F :]0, T [×]0, 1[n−1→ R in (3.5) is in Co2+α. More precisely
F is in the subspace BH2+α ⊂ Co2+α (here, all Banach spaces are considered
with respect to the domain of F ).
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Proof. Note that only the inner regularity of the free boundary function
can be proved. Starting with some u0 (solution of (3.5) for F ≡ 1 for exam-
ple) we consider for n ≥ 1 the following iteration for 3.5. Let
(5.19)
vnt =
Fn−1t
Fn−1x1
∂vn
∂x1
+ 12
∑
ij a
Fn−1
ij
∂2vn
∂xi∂xj
+
∑
j b
Fn−1
j
∂vn
∂xj
+r
(
x1
∂vn
∂x1
− vn
)
+ un−1,
where vn has zero initial condition. On the hyperplane {x1 = 1} we require
(5.20) vnx1(t, 1, x2, · · · , xn)− vn(t, 1, x2, · · · , xn) = −tK.
Given un−1 and Fn−1 for each n we look first at the solution for vn in the
form (note that
∫
Db
below contains an integral
∫ t
0 )
(5.21)
vn(t, x) =
∫ t
0
∫
H pvn(t, 1, x; τ, 1, yˆ1)φvn(τ, 1, yˆ1)dHydτ
+
∫
Db
un−1(s, y)pvn(t, x; s, y)dyds,
where pvn is the fundamental solution of
(5.22) vnt =
1
2
∑
ij
aF
n−1
ij
∂2vn
∂xi∂xj
+
∑
j
bF
n−1
j
∂vn
∂xj
+
Fn−1t
Fn−1
x1
∂vn
∂x1
,
and where φvn solves an integral equation
(5.23)
1
2φvn(t, 1, xˆ1) = Γvn(t, 1, xˆ1)+∫ t
t0
∫
H0
( ∂∂x1 pvn(t, 1, xˆ1, τ, yˆ1)− pvn(t, 1, xˆ1; τ, 1, yˆ1))φvn(τ, 1, yˆ1)dHydτ,
(defining φvn) with
(5.24)
Γvn(t, x) =
∫
O
(
∂
∂x1
pvn(t, x; t0, y)− pvn(t, x; t0, y)
)
tψ0(y)dy + tK.
Remark 5.6. Classical theory shows that the fundamental solution (or
density) pF exists. This can be also shown by use of WKB-expansions.
For the next step we get Fn and un via tFn = K−vn(1, xˆ1) and tun = vn.
Next we prove that equation (5.21) leads to fixed point equation G for the
free boundary. is used. The next lemma shows that such a fixed point exists
and is indeed located in (a subspace of) the function space Co2+α (with repect
to the domain of the free boundary).
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Lemma 5.7. Equation (5.21) induces a map GH : BH2+α → BH2+α which
has fixed point defining the free boundary F in BH2+α.
Proof. The two terms on the right side of (5.21) are equivalent to so-
lutions of Cauchy problems with Ho¨lder source term and zero initial data.
Indeed, the first term on the right side represents the solution of a Cauchy
problem on the hyperplane H = {x1 = 1} of the form
(5.25)
vnt =
1
2
∑
ij a
Fn−1
ij
∂2vn
∂xi∂xj
+
∑
j b
Fn−1
j
∂vn
∂xj
+
Fn−1t
Fn−1
x1
∂vn
∂x1
+ φvn(τ, 1, yˆ1), on H,
(ICn) vn(0, 1, xˆ1) = 0.
Note that φn is itself the solution of an integral equation where the represen-
tation of the solution involves normal derivatives of pvn , i.e. derivatives with
respect to x1. Note that φvn is Ho¨lder continuous by standard arguments.
Remark 5.8. Note that we have atmost C1 regularity at x1 = 1 (higher
derivatives would involve third derivatives of pvn in the representation of
φn which do not exist. However, in order to prove the regularity of the free
boundary we note that we do not need to prove the φn has a first derivative
with respect to x1 (corresponding to a second derivative of pvn with respect
to x1 in the representation of the solution for φn).
Let vn,1 be the solution of (5.25). We get the estimate
(5.26) |vn,1|2+α ≤ K0|d2φvn |α.
The second term on the right side of (5.21) is equivalent to the solution of
the initial value problem
(5.27)
vnt =
1
2
∑
ij a
Fn−1
ij
∂2vn
∂xi∂xj
+
∑
j b
Fn−1
j
∂vn
∂xj
+
Fn−1t
Fn−1
x1
∂vn
∂x1
+ un−1, on D,
(ICn) vn(0, x) = 0.
Let vn,2 be the solution of the problem (5.27). We get the estimate
(5.28) |vn,2|1+δ/2,2+δ ≤ K0|d2un−1|δ.
Hence un with tun = vn and Fn(t, .) = K − un(t, 1, .) are in C2+α and Fnt
is in Coα, where tF
n
t in Cα.
Remark 5.9. Classical theory shows that inductively for each n we have
Fn(t, .) ≤ C
tδ
for some constant C and δ ∈ (1/2, 1).
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Hence we get inductively that un, vn, Fn are in the subspace B2+α for all
n. A suitable definition of the G : B2+α → B2+α is then the map which
assigns vn−1 = vn−1,1 + vn−1,2 to vn = vn,1 + vn,2. The map G induces
then the map GH on BH2+α (restiction to {x1 = 1}. Since the constant K0
depends only on the ellipticity constant c and the Ho¨lder constant C the
existence of a fixed point is straightforward (consider weighted norms and
derive exponential convergence). However, from a numerical point of view it
makes sense to proceed with a certain time discretization. We may consider
a time transform
(5.29)
t : [0,∞)→ [0,∞),
t(τ) = ρτ.
Then we get an equation in τ equivalent to (5.19) where the coefficients of the
symbol of the operator become small if ρ is small. We have dtdτ = ρ. For the
transformed functions wρ, uρ with wρ(τ, x) = w(t, x) and uρ(τ, x) = u(t, x)
we get
(5.30)
vρτ =
1
2ρ
Fτ
F x1
∂vρ
∂x1
+ 12
∑
ij ρa
F
ij
∂2vρ
∂xi∂xj
+
∑
j ρb
F
j
∂wρ
∂xj
+rρ
(
x1
∂vρ
∂x1
− vρ
)
+ ρτuρ.
and apply the a priori estimate for small ρ, and then iterate the argument
in time. A depper numerical shows that the time step size may be increased
as time goes by.
Remark 5.10. Note that the estmates for vnt imply that tF
n
t is always
Ho¨lder up to the boundary. We could impose this additional restriction on
BH2+α (for α according to remark 5.9 above).
6. Iterative schemes for the free boundary surface and the Greeks.
The contraction map G (or GH) in the regularity proof above leads to var-
ious versions of iterative schemes for the free boundary surface F , its time
derivative and its spatial derivatives up to second order. We describe an al-
gorithmic scheme which has several possible realizations (probabilistic and
PDE-schemes) of its subproblems. We shall describe the probabilistic scheme
in more detail. PDE-schemes and issues of implementation will be considered
elsewhere.
6.1. Splitting scheme (splitting the mixed boundary problem at each itera-
tion step). In the proof of theorem (5.5) we observed that the free boundary
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function F is given by relation (5.1) where u(t, 1, xˆ1) is computed along with
v(t, 1, xˆ1). In order to make the computation more stable we may consider
an analogous iteration for the function w = 12 t
2u based on the fixed point
equation
(6.1)
w(t, 1, xˆ1) =
∫ t
0
∫
H pw(t, 1, xˆ1; τ, 1, yˆ1)φw(τ, 1, yˆ1)dHydτ
+
∫
D tu(s, y)pw(t, 1, xˆ1; s, y)dyds,
and along with a linear integral equation for φw. Now given a function
F ∈ CH2+α (more precisely, in BH2+α) we may first solve for the linear integral
equation for φw. This is a Volterra integral equation which is well-studied
in the literature numerically (cf. [27] for a probabilistic treatment). Next we
analyze the terms on the right side of (6.1). First, the term
(6.2)
∫
D
1
2
su(s, y)pw(t, 1, xˆ1; s, y)dyds
can be interpreted to be the solution of
(6.3)

wt =
1
2
∑
ij a
F
ij
∂2w
∂xi∂xj
+
∑
j b
F
j
∂w
∂xj
+ rx1
∂w
∂x1
− rw + tu(t, y),
(IC) w(0, x) = 0
on D with natural boundary conditions on H. (Note that a transformation
of spatial variables of the form x → z with z1 = ln ln(x1), and similar
transformations with respect to the other coordinates xˆ1 → zˆ1 shows that
the problem is equivalent to a Cauchy problem on the whole space.) The
interpretation of
(6.4)
∫ t
0
∫
H
pw(t, 1, xˆ1; τ, 1, yˆ1)φw(τ, 1, yˆ1)dHydτ
as a solution of a Cauchy problem with initial condition equal to zero and
a source related to φw of reduced dimension n− 1 is more theoretical in the
sense that involves the solution of an integral equation φw which requires
the knowledge of the density (and its normal derivative, i.e. the normal
derivative with respect to the hypersurface H). This is a first reason why
an efficient computation of the transition density (fundamental solution) is
desirable, and it also indicates that our algorithm is intrinsically probabilistic
to some extent in the sense that it cannot be completely realized without
referring to the transition density. A second reason is the following. If we
know the fundamental solution pw in (6.2) and in (6.3) (for fixed F ), then
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we can obtain the expressions pw,t, pw,xi, i ∈ {2, · · · , n}, and pw,xixj , i, j ∈
{2, · · · , n} for the next iteration step n + 1 by explicit differentiation, i.e
given the approximation of the free boundary surface of the n-th iteration
step Fn and its derivatives occurring in pwn we get the approximation of the
free boundary surface of the n+1-th iteration step Fn+1 and its derivatives
Fn+1t , F
n+1
xi , i ∈ {2, · · · , n}, and Fn+1xixj , i, j ∈ {2, · · · , n} via derivatives of
wn+1(t, 1, xˆ1) which can be computed via derivatives of pwn .
As we observed in [15], we may approximate derivatives of value func-
tions by derivatives of analytical approximations of transition densities in
convolution representations. These approximations of value functions are
numerically efficient and allow for error estimates in strong norms by using
a priori estimates of Safonov type (cf. [19], [15]). The WKB-expansion of
the transition density is such an analytical representation.
6.2. Use of WKB-expansions of the fundamental solution at each iteration
step. We review some recent research on the fundamental solution (tran-
sition density), i.e. some results concerning WKB-expansions of parabolic
equations (cf. [15, 17], for more details). Consider the solution (t, x, s, y)→
p(t, x, s, y) of the family of parabolic equations
(6.5)
∂u
∂t − 12
∑
i,j aij
∂2u
∂xi∂xj
−∑i bi ∂u∂xi = 0,
p(0, x, 0, y) = δ(x − y),
on a domain D, parameterized by y ∈ Rn, and where δ denotes the Dirac
delta distribution and the diffusion coefficients aij and the first order coeffi-
cients bi in (6.5) may depend on time t and the spatial variable x. Without
loss of generality and for simplicity of notation we consider the case where
the coefficients depend on the spatial coordinates. Note that the time coor-
dinate in the coefficients can be treated as an extra spatial coordinate and
the resulting degenerate parabolic equation belongs to a class of so-called
projective parabolic equations which are subject to all the following results
(cf. [18]), In the following let δt := t− s, and let the functions
(x, y)→ d(x, y) ≥ 0, (x, y)→ ck(x, y), k ≥ 0,
be defined on [0, T ]×Rn× [0, T ]×Rn. Then a set of (simplified) conditions
sufficient for pointwise valid local WKB-representations of the form
(6.6) p(t, x, s, y) =
1√
2πδt
n exp
(
−d
2(x, y)
2δt
+
∞∑
k=0
ck(x, y)δt
k
)
,
is given by
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(WKB1) The operator L is uniformly elliptic in Rn, i.e. the matrix norm of
(aij(t, x)) is bounded from below by λ > 0 and from above by Λ > λ,
uniformly in x,
(WKB2) the smooth functions (t, x) → aij(t, x) and (t, x) → bi(t, x) and all
their derivatives are bounded.
Summing up we have the following theorem:
Theorem 6.1. If the hypotheses (A),(B) are satisfied, then the funda-
mental solution p has the local representation
(6.7) p(δt, x, y) =
1√
2πδt
n exp
−d2(x, y)
2δt
+
∑
k≥0
ck(x, y)δt
k
 ,
where d and ck are smooth functions, which are unique global solutions of the
first order differential equations (6.8),(6.9), and (6.11) below. Especially,
(δt, x, y)→ δt ln p(δt, x, y) = −n
2
δt ln(2πδt) − d
2
2
+
∑
k≥0
ck(x, y)δt
k+1
is a smooth function which converges to −d22 as δtց 0, where d is the Rie-
mannian distance induced by the line element ds2 =
∑
ij a
−1
ij dxidxj , where
with a slight abuse of notation (a−1ij ) denotes the matrix inverse of (aij).
The recursion formulas for d and ck, k ≥ 0 are obtained by plugging
the ansatz (6.6) into the parabolic equation (6.5), and ordering terms with
respect to the monoms δti = (T − t)i for i ≥ −2. By collecting terms of
order δt−2 we obtain
(6.8) d2 =
1
4
∑
ij
d2xiaijd
2
xj ,
where d2xk denotes the derivative of the function d
2 with respect to the
variable xk, with the boundary condition d(x, y) = 0 for x = y. Collecting
terms of order δt−1 yields
(6.9) − n
2
+
1
2
Ld2 +
1
2
∑
i
∑
j
(aij(x) + aji(x))
d2xj
2
 ∂c0
∂xi
(x, y) = 0,
where the boundary condition
(6.10) c0(y, y) = −1
2
ln
√
det (aij(y))
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determines c0 uniquely for each y ∈ Rn. Finally, for k + 1 ≥ 1 we obtain
(6.11)
(k + 1)ck+1(x, y) +
1
2
∑
ij aij(x)
(
d2xi
2
∂ck+1
∂xj
+
d2xj
2
∂ck+1
∂xi
)
= 12
∑
ij aij(x)
∑k
l=0
∂cl
∂xi
∂ck−l
∂xj
+ 12
∑
ij aij(x)
∂2ck
∂xi∂xj
+
∑
i bi(x)
∂ck
∂xi
,
with boundary conditions
(6.12) ck+1(x, y) = Rk(y, y) if x = y,
Rk being the right side of (6.11). In [18] it is shown how the function d
2 can
be approximated in regular norms if only (WKB1) and (WKB2) are satisfied.
The technique can be combined with the regular polynomial interpolations
developed in [16].
6.3. Description of algorithm (including to sparse grids and weighted Monte-
Carlo versions). We can solve (3.5) by an iterative numerical procedure.
We assume that time steps ti are small enough such that the map G
H is
a contraction. We only consider one time step (simply denoted by t), since
the procedure is the same for all time steps.
(Step1) Solve
(6.13)

u11,t =
1
2
∑
ij a
1
ij
∂2u11
∂xi∂xj
+
∑
j b
1
j
∂u11
∂xj
+ rx1
∂u11
∂x1
,
(IC) u11(0, x) = max{K − x1, 0},
where a1ij := a
F
ij b
1
j := b
F
j for F ≡ 1, i.e. compute
(6.14) u11(t, x) :=
∫
O
p1(t, x; 0, y)max {K − y1, 0} dy,
where p1(t, x; 0, y) := pF (t, x; 0, y) with F ≡ 1.
Next solve for φ1 in
(6.15)
1
2φ
1(t, x) = Γ(t, x)+∫ t
0
∫
H0
( ∂∂x1 p1(t, 1, xˆ1, τ, yˆ1) + p1(t, 1, xˆ1; τ, 1, yˆ1))×
φ1(τ, 1, yˆ1)dHydτ,
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where φ1 = φF for F = 1, and Γ analogous as in the previous section.
Next compute
(6.16) u12(t, xˆ1) :=
∫ t
0
∫
H0
p1(t, 1, xˆ1; τ, 1, yˆ1)φF (τ, 1, yˆ1)dHydτ
and
(6.17) F 1(t, xˆ1) = K − u12(t, xˆ1) + u11(t, x).
Next compute the time (first order) and spatial derivatives (up to
second order) of F1 by differentiation of the density p1.
Remark 6.2. For higher dimension models the integrals for u11 in
(6.14) and u12 in (6.16) have to be computed via MC methods (cf.
([13? –15])
Remark 6.3. The use of WKB-expansions of p1 seems the most ef-
ficient method. In [15] it was observed that a WKB approximation of
the transition density including the term c1 allows pricing of options
and its derivatives with respect to the underlyings with maturity of
10 years in LIBOR models of dimension n = 20 with one time step
(beating all concurrent methods). Moreover, efficiency and accuracy is
kept for the derivatives because of explicit WKB-approximations.
(Step2) Having computed Fn, wn and un for n ≥ 1 compute wn+1, un+1, and
Fn+1 as follows. Solve for
(6.18)
wn+1(t, x) =∫ t
0
∫
H pwn(t, 1, xˆ1; τ, 1, yˆ1)φwn(τ, 1, yˆ1)dHydτ
+
∫
D sun(s, y)pwn(t, x; s, y)dyds,
where φwn is the solution of
(6.19)
1
2φwn(t, x) = Γn(t, x)+∫ t
0
∫
H0
( ∂∂x1 pwn(t, 1, xˆ1, τ, yˆ1) + pwn(t, 1, xˆ1; τ, 1, yˆ1))×
φwn(τ, 1, yˆ1)dHydτ,
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and where Γn is defined analogously. Next we have t
2un+1(t, x) =
wn+1(t, x) (note that a priori estimates imply inductively that u
n+1 ∈
Cα ∩ Co2+α). Then we have
(6.20) Fn+1(t, xˆ1) = K − un+1(t, 1, xˆ1)
Next compute the time (first order) and spatial derivatives (up to
second order) of Fn+1, and proceed to the next step n+ 1.
Remark 6.4. For higher dimension models the integrals for wn1 in
(6.18) have to be computed via MC methods (cf. ([13? –15])
(Step3) The functions Fn form a Cauchy sequence in the Banach space BH2+α.
Hence we iterate the step 2 until
(6.21) |Fn+m − Fn|2+α ≤ k
n
1− k |F1 − 1|2+α ≤ ǫ
for a prescribed ǫ > 0.
Remark 6.5. The initial step 1 and the iterated step 2 performed with
WKB approximations may be done with different methods based on the
dimension of the problem:
M1 For problems up to dimension 3 computation grids such as UG may
be used.
M2 For higher dimensional models up to dimension n = 5, 6 sparse grid
techniques may be used (cf. [24]. At present -at least to my knowledge-
nobody came up with stable numerical sparse grids solutions of higher
dimension for linear parabolic problems with a comparable complexity.
M3 In any case Monte-Carlo realizations of the algorithmic scheme pre-
sented above are possible. Recently weighted Monte-Carlo schemes
have been developed in [13] and [15], where the improved estimators
established in the latter article allow also to deal with highly peaked
densities which occur especially for small time or small volatility.
Remark 6.6. For the implementation of the algorithm some recent re-
sults on regular polynomial implementation (cf. [17]) and the computation
of the Riemannian metric (cf. [18]) in regular norms are needed.
Remark 6.7. Let us look at the case of higher dimension and proba-
bilistic realizations of the algorithmic scheme presented above. Given a free
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boundary approximation function Fn the Monte-Carlo estimators used for
the computations of higher dimensional integrals related to linear parabolic
Cauchy problems are based on the formula
(6.22)
∂αI
∂xα
(x) = E
∂α
∂xα
pFn(t, x, g(x, ξ))u(g(x, ξ))
φ(t, x, g(x, ξ))
, ,
and ∂
α
∂xα are spatial derivatives up to secons order or a similar formula for the
time derivative. Here ξ be an Rn-valued random variable on some probability
space with a density λ(z) 6= 0 for all z, and the regular (at least twice
continuously differentiable) map ζx := g(x, ξ) satisfies |∂g(x, z)/∂z| 6= 0,
and has density φ(x, ·) on Rn+. The corresponding Monte Carlo estimator is
(6.23)
∂̂αI
∂xα
(x) =
1
M
M∑
m=1
∂
∂x
p(x, g(x,m ξ))u(g(x,m ξ))
φ(x, g(x,m ξ))
.
In [15] it is shown that the latter estimator is of bounded variance even
for small time or volatility. Moreover, Monte Carlo methods for computing
(6.19) can be found in [27].
7. Epilog. We have proved regularity of the free boundary surface for a
considerable class of relevant market models, and we have set up in detail a
scheme for the important and difficult problem of computing the Greeks for
American type options which works in the context of higher dimension. On
the way we have constructed a nonlinear integral equation which character-
izes the free boundary in the multivariate case. For the implementation of the
scheme in a general situation an implementation of the computation of the
Varadhan metric in regular norms and of the drift functions is needed. This
is possible using regular polynomial interpolation (cf. [16] and the analysis
of the eikonal equation characterizing the Varadhan metric global approxi-
mation of its solution (cf. [18]). The scheme established is very flexible. Note
that PDE-scheme realizations are possible beside Monte-carlo realizations
especially for lower-dimensional models. Detailed error analysis for different
realizations of the scheme and their implementations is certainly of interest.
Furthermore, extension to some class of jump-diffusion models is possible
and will be considered elsewhere.
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