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Abstract: Biometric systems consist of devices, procedures, and algorithms used to recognize people based on their 
physiological or behavioral features, known as biometric traits. Computational Intelligence (CI) approaches are widely 
adopted in establishing identity based on biometrics and also to overcome non‐idealities typically present in the 
samples. Typical areas of use of CI techniques include acquisition, segmentation, quality assessment, enhancement, 
feature extraction, matching, classification, multibiometric fusion, score normalization, antispoofing, and privacy 
protection. In this context, CI plays an important role in performing complex non-linear computations by creating 
models from the training data. These approaches are based on supervised as well as unsupervised training techniques. 
This work presents computational intelligence techniques applied to biometrics, from both theoretical and application 
points of view. 
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1. INTRODUCTION 
Biometrics is the discipline that performs the 
recognition of the individuals based on their 
physiological or behavioral characteristics, called 
biometric traits, rather than using something known 
or possessed, such as passwords or tokens (e.g., 
ATM card). Biometric traits are considered to be 
unique for each individual, cannot be forgotten or 
stolen, and are difficult to counterfeit [1]. These 
aspects lead to an increased confidence that the 
person is actually who he claims to be.  
Biometric traits can be divided into 
physiological, behavioral, or soft biometric traits. 
Physiological traits consist in features typical of the 
body of the individual, such as the fingerprint, the 
iris, or the face. Behavioral traits are related to 
actions performed by the individual, such as the gait, 
signature, or voice. Lastly, soft biometric traits 
consist in features that present reduced unicity, 
distinctiveness, and permanence with respect to 
physiological and behavioral traits. Example of soft 
biometric traits are the height, weight, and color of 
the clothes [1]. 
Biometric systems include the devices, 
procedures, and algorithms used to compare the 
biometric traits of individuals, in order to determine 
if they belong to the same person, and are typically 
based on six steps (Figure 1): i) acquisition; ii) 
segmentation; iii) quality assessment; iv) 
enhancement; v) feature extraction; vi) matching. 
In the acquisition phase, a specific procedure is 
used to capture a sample of the biometric trait in a 
digital format. For example, the user presses the 
finger on a surface and the system collects the 
fingerprint image. The sample is then segmented in 
order to keep only the region containing the 
biometric information, and the system performs a 
quality assessment to determine if the sample is 
correctly captured and has sufficient quality to be 
further processed. Then, an enhancement step is 
used in order to increase the sample quality, 
subsequently the distinctive features are extracted 
and stored in a template, and the template is matched 
with a previously enrolled template, in order to 
determine if they belong to the same person [2, 3].  
As an additional step, the biometric system may 
use a biometric classification to reduce the 
computational time by matching only the templates 
belonging to the same class. For example, 
fingerprints are classified into five classes 
considering general features of their pattern [4]. 
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Moreover, multibiometric systems and score 
normalization techniques can be used in order to 
increase the accuracy of biometric recognition, while 
antispoofing methods are used to discard counterfeit 
biometric samples, and privacy protection 
techniques are implemented to ensure the 
confidentiality of biometric data. 
This work presents the most recent 
Computational Intelligence (CI) techniques from 
biometric recognition, from both theoretical and 
application points of view. The paper is structured as 
follows: Section 2 briefly discusses CI methods and 
Section 3 introduces the CI methods for biometric 
recognition. Section 4 summarizes the work and 
presents some future trends. 
2. AN INTRODUCTION TO 
COMPUTATIONAL INTELLIGENCE 
Computational Intelligence can be defined as the 
set of flexible and adaptive methods and 
mechanisms that facilitate intelligent behavior in 
complex and dynamic environments [5]. In fact, CI 
methods can work on incomplete or noise-affected 
data for obtaining approximate and robust solutions, 
with limited computational complexity. For these 
reasons, CI techniques are often used in biometric 
systems, where the biometric samples extracted from 
an individual are never exactly the same, thus 
making it necessary to use noise-robust matching 
methods. 
In this section, we introduce the most used CI 
techniques in the field of biometrics, such as neural 
networks, kernel methods and fuzzy systems. 
Neural networks were initially designed as 
massively parallel models suited to capture and 
reproduce the activities and behaviors of the human 
brain [6]. They offer many benefits and useful 
properties, such as non-linearity, adaptability, and 
fault tolerance [7]. Their structure is generally 
represented as a directed graph, where the nodes 
(neurons) are processing units and the links 
(synapses) are interactions among neurons. The 
topology of the interconnections defines the order of 
the propagation of the information among the 
neurons. In the literature, there are many topology 
proposals, such as multilayer feed-forward neural 
networks, recurrent neural networks, Hopfield 
networks or self-organizing maps. Moreover, 
Convolutional Neural Networks (CNN) and 
autoencoder neural networks are used in deep 
learning methods. In biometrics, neural networks are 
generally used for quality estimation, matching or 
liveness detection.  
Kernel methods, on the other hand, are a family 
of pattern analysis algorithms that use kernels to 
perform a non-linear projection of data into a high-
dimensional space that facilitates the learning task. 
The most popular kernel methods are Support 
Vector Machines (SVM), which have the advantages 
of a learning process based on the optimization of a 
convex surface, avoiding the stagnation in local 
optima, and they require the tuning of a limited  
number of parameters [8]. In the field of biometrics, 
kernel methods are mainly used for biometric fusion, 
matching or quality estimation. 
Lastly, fuzzy systems study the imprecision and 
uncertainty, and the definition of methods that 
permit to deal with them [9]. In particular, fuzzy 
systems offer the advantages of using linguistic 
concepts, robustness against imprecise or 
contradictory inputs, the adaptation to conflicting 
objectives or the easy modification of knowledge 
bases. Based on these characteristics, fuzzy systems 
applications in biometric recognition include 
methods for biometric matching and fusion. 
3. COMPUTATIONAL INTELLIGENCE IN 
BIOMETRIC RECOGNITION 
In this section, we describe the most recent CI-based 
approaches in the literature for each step of the 
biometric recognition. In particular, we present the 
most relevant problems and the main techniques 
used to cope with them, with a specific focus on the 
most common biometric traits, such as the face, 
fingerprint, and iris. A summary of the considered 
CI methods in biometrics is presented in Error! 
Reference source not found.Error! Reference 
source not found.. 
3.1. ACQUISITION 
The acquisition of the biometric sample is the 
first step in the recognition process, and is 
performed with the aid of biometric sensors (e.g., 
optical scanners for fingerprints, digital cameras for 
Figure 1 - Outline of a biometric recognition system. 
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the face). In this step, CI can be used for a more robust and adaptive acquisition, by performing a  
Table 1 - Summary of CI-based methods for each 
biometric step 
 CI-based method 
Biometric 
operation 
Neural networks Kernel methods Fuzzy systems 
Acquisition 
Self-calibration 
[10] 
Error detection 
[6] 
- - 
Segmentation 
Trait location 
[11] [12] [13] 
Landmark location 
[14] 
Threshold adaptation 
[15] [16] 
Boundary detection 
[17]  
Occlusion detection 
[18] [19] 
Trait location 
[13] 
Landmark location 
[14]  
Boundary detection 
[20] 
Trait location 
[13] 
Threshold adaptation 
[21] 
Boundary detection 
[22] 
Quality 
assessment 
Problem detection 
[23] [24] 
Quality assessment 
[25] [26] [27] [28] 
Illumination quality 
[29]  
Quality assessment 
[30] [31] [32] 
Focus assessment 
[33] 
- 
Enhancement 
Image 
reconstruction 
[34] 
Artifact elimination 
[35] 
Rotation correction 
[36] 
- - 
Feature 
extraction 
Robust feature 
extraction  
[37] [38] [39] [40] [41] 
Candidate filtering 
[42] 
Automatic 
deep learning features 
[43] [44] [45] 
- - 
Matching 
Trait alignment 
[46] 
Robust matching 
[47] 
Uncontrolled scenarios 
[48] 
Trait alignment 
[49] 
Robust matching 
[50]  
Uncontrolled scenarios 
[51] 
Robust matching 
[50] [52] 
Coping with distortions 
[53] 
Classification 
Computational time 
optimization 
[54] [55] [56] [57] [58] 
Computational time 
optimization 
[54] 
- 
Multibiometric 
fusion 
Sensor-level fusion 
[59] 
Feature-level fusion 
[60] 
Score-level fusion 
[61] 
Score-level fusion 
[62] 
Score 
normalization 
- 
Optimization of 
impostor and 
genuine 
distributions 
[63] [64] 
- 
Antispoofing 
Detection of 
physiological 
features 
[65] 
Motion analysis 
[66] [67] [68] 
Texture analysis 
[69] 
Detection of 
physiological 
features 
[70] [71] 
Detection of 
physiological 
features 
[72] 
Privacy 
protection 
Trait encryption 
[73] [74] 
Trait encryption 
[73] 
- 
 
self-calibration [10] of the devices, or an automatic 
detection of errors in the tuning process [6]. 
 
3.2 SEGMENTATION 
The segmentation step separates the actual 
biometric trait from the background. This step is 
critical to guarantee a high recognition rate, and can 
be influenced by many factors, such as changes in 
image orientation, occlusions or varying 
illumination conditions. In addition, each trait can 
have specific segmentation challenges. 
In face recognition, the segmentation step 
separates the face from the background, and can be 
complicated by changes in pose, facial expression or 
background variations [75]. In this context, neural 
networks are among the most popular techniques for 
face segmentation [11, 12], also in combination with 
fuzzy logic and SVMs [13]. Moreover, it may be 
also necessary to locate the facial landmarks [4]. 
Many techniques used for these purpose are based 
on SVMs or neural networks [14]. 
In the case of fingerprint recognition, the 
segmentation of the ridge pattern allows to avoid the 
extraction of spurious features from the background. 
This process can be difficult because the fingerprint 
is a striated pattern, and the use of global or local 
thresholds can obtain unsatisfactory results [4]. For 
this reason, neural networks [15, 16] and fuzzy 
techniques [21] have been proposed to improve the 
segmentation accuracy.  
The case of iris segmentation is particularly 
difficult, since the iris is a small moving area, often 
occluded by the eyelids and eyelashes. Moreover, 
off-axis gazes or high distances can pose additional 
challenges [76], resulting in the segmentation as the 
most computationally demanding step in iris 
recognition. For this reason, iris boundary detection 
has often been approached using CI techniques, like 
fuzzy systems [22], kernel methods [20], or neural 
networks [17]. In addition, neural networks have 
been applied to detect occlusions such as reflections, 
eyelids, and eyelashes [18, 19]. 
3.3 QUALITY ASSESSMENT 
The quality of biometric samples has a great 
impact on the performance of biometric systems [23, 
77]. Quality metrics are then used to predict the 
recognition performance of a sample, so that higher-
quality values correspond to a better recognition of 
the individuals [78]. However, estimating the 
correspondence between a sample and its 
recognition capability can be complex. For this 
reason, CI techniques have been often used in this 
context to learn the relation between a sample and its 
quality. 
In face recognition, some works use general 
image properties, such as contrast, sharpness, and 
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illumination intensity in order to assess the quality 
of the image. In particular, kernel methods are used 
in [29] to predict illumination quality, in [30] to link 
the quality to the uniqueness of the sample, and in 
[31] to assess the quality based on holistic face 
features. 
In fingerprint recognition, poor skin conditions, 
dirty fingers, inexperience of the user, or ergonomic 
factors can degrade sample quality [23]. In this 
context, the most commonly used quality assessment 
methods, NFIQ and NFIQ 2.0, use feedforward 
neural networks [25] and self-organizing maps [26]. 
Neural networks have been also used to isolate the 
problem that caused a low-quality fingerprint sample 
[23], and to analyze the quality of touchless [27] and 
3D fingerprint images [28]. 
In iris recognition systems, occlusions, off-angle 
gaze, environmental and camera effects (e.g., out-of-
focus blur) can influence the quality of the iris image 
[24]. CI techniques such as SVMs have been used to 
analyze local patterns [32] and to measure the focus 
[33], while neural networks have been used to detect 
multiple problems at the same time [24]. 
3.4 ENHANCEMENT 
CI techniques have been applied for the 
enhancement of biometric samples, especially in the 
case of fingerprint images. In fact, variations in the 
position and exerted pressure of the finger on the 
sensor can cause regions of the image where the 
details of the fingerprint, specifically the ridges and 
valleys, are not clearly defined. For this reason, a 
preprocessing step is used to level out the quality of 
the image before extracting the features [4]. 
Traditionally, fingerprint enhancement is 
performed in three steps: i) ridge enhancement; ii) 
image binarization; iii) ridge thinning. In particular, 
the method proposed in [34] uses a Convolutional 
Deep Belief Network (CDBN) trained on fingerprint 
images, selected from a database based on their 
superior quality. The network then works directly on 
the pixels of the fingerprint image and performs the 
enhancement by reconstructing characteristics 
similar to the ones of the images used in the training 
phase. Moreover, Pulse-Coupled Neural Networks 
(PCNNs) are used in the method described in [35] to 
perform ridge thinning. In order to avoid artifacts 
often created by thinning algorithms, the network is 
trained with a set of correct thinning results. Lastly, 
the method proposed in [36] performs the correction 
of perspective and rotation effects in touchless 
fingerprint images, by using neural networks to 
estimate the rotation of the sample with respect to an 
enrolled template, and synthetic three-dimensional 
models to compensate for the rotation. 
3.5 FEATURE EXTRACTION 
The feature extraction process has the purpose of 
extracting the most distinctive characteristics of the 
biometric trait, which are then matched in order to 
perform the identity comparison. 
In face recognition, the method described in [43] 
uses supervised autoencoders in order to extract 
robust features from images subject to variations in 
pose, expression, and illumination, in order to 
recognize individuals using a single image for 
individual in the training phase. Similar methods 
based on Deep Learning techniques have been 
proposed for extracting features from unconstrained 
face images captured from multimedia applications 
[44], and in the wild [45]. Moreover, the method 
proposed in [39] computes a 3-D representation of 
the face from a single image using RBF neural 
networks, trained using several 2-D images coupled 
with the corresponding 3-D model. 
In fingerprint recognition systems, the most used 
features include the orientation of the ridges and the 
positions of singular points, minutiae points, sweat 
pores, and incipient ridges [4]. Feedforward neural 
networks are used in [37] to detect the position of 
the Principal Singular Point (PSP) in both touch-
based and touchless images. The approach extracts a 
list of candidate points, then uses a trained neural 
network to select the PSP among the candidates. 
Moreover, the method described in [38] uses CNNs, 
trained using noise-corrupted rolled images, to 
extract the orientation of the ridges from latent 
fingerprint images. Lastly, the method described in 
[42] extracts the positions of sweat pores from 
touchless fingerprint images. The approach uses 
feedforward neural networks trained with features 
extracted from local image regions centered on 
manually-estimated positions of the pores. 
In iris recognition, a method based on a 
combination of Haar Wavelet decomposition and 
neural networks for extracting robust feature from 
iris images captured in unconstrained conditions is 
proposed in [40]. Moreover, the method proposed in 
[41] applies unsupervised PCNNs on iris samples to 
output binary images, which are then matched using 
the Hamming distance. 
3.6 MATCHING 
The matching process compares the features 
obtained from the live sample with a previously 
enrolled template, to check if they correspond to the 
same person. The result of this process is a similarity 
score. Finally, a threshold is used to determine the 
acceptance or rejection of the matching. Matching 
algorithms have to deal with variations of the 
extracted features [4], which may appear as a result 
of changes in the trait (e.g., disease, aging), different 
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presentation (orientation, pose) or noise (different 
illumination, blur). CI techniques are robust against 
imprecision and uncertainty, and for that reason 
have been frequently used for matching. 
In face recognition, the first step in matching is 
the alignment of the faces, which has a great impact 
in the recognition performance. The application of 
neural networks [46] or SVM [49] to this problem 
has obtained very accurate results. Once the faces 
have been aligned, the extracted features are 
matched using methods such as deep learning [47] 
or fuzzy SVMs [50].  
In fingerprint recognition, biometric matching is 
a challenging problem, especially for low-quality 
images and latent fingerprints [4]. The most popular 
matching methods are based on minutiae 
representations, where the matching has to pair the 
different minutiae points. In this context, many 
works have applied learning-based techniques such 
as SVMs [52], while fuzzy systems have been used 
to cope with nonlinear distortions [53]. In addition, 
CI approaches that do not rely on minutiae, but on 
the full image, are providing promising results [79].  
In iris recognition, the features are usually coded 
using binary strings, and therefore the adoption of 
simple matching methods, such as Hamming 
distance, is common [80]. Nonetheless, many 
researchers have used CI techniques to perform iris 
matching [81], especially with non-ideal images. For 
instance, the work in [48] uses deep learning to 
match heterogeneous irises, while the work in [51] 
employs SVMs to improve the performance using 
images captured in an uncontrolled scenario.  
3.7 CLASSIFICATION 
In biometric systems, classification methods are 
used to partition the set of biometric samples in 
several classes, so that the matching is performed 
considering only the samples belonging to the same 
class, thus reducing the computational time required 
for the recognition. 
In fingerprint recognition, the most used 
classification method is the PCASYS [58], and is 
based on neural classifiers. Moreover, the work 
proposed in [54] compares the neural and SVM 
classifiers using features based on Gabor filtering. 
Furthermore, the method described in [55] uses 
neural networks to classify fingerprints by 
evaluating pseudo-Zernike moments. Genetic 
algorithms are used in [82] to learn a set of features 
that possess the most discriminatory information. 
In face recognition systems, the method proposed 
in [56] uses CNNs for classifying face regions in an 
image based on their importance. 
In iris recognition, the work proposed in [57] 
uses PCA and neural networks to analyze the 
entropy of iris images, and classify the samples in 
six categories. 
3.8 MULTIBIOMETRIC SYSTEMS 
Multibiometric systems can use multiple 
acquisition sensors, recognition algorithms, 
biometric samples, or biometric traits (e.g., face and 
voice) to enhance the recognition accuracy of 
biometric systems [83].  
Multibiometric technologies present important 
advantages over traditional biometric systems [84], 
such as robustness to problems due to the non-
universality of biometric traits (some people cannot 
use a certain biometric trait), robustness to spoof 
attacks and noisy data, and increased fault tolerance. 
In order to obtain a single decision from the 
different modules composing multibiometric 
systems, it is necessary to perform an additional 
information fusion step with respect to traditional 
biometric technologies. This step presents 
challenges due to the use of heterogeneous data 
characterized by different amounts of discriminative 
characteristics and noise. Therefore, many studies in 
the literature use CI techniques to robustly perform 
the information fusion by learning the characteristics 
of the considered source of data and reduce noise. 
Multibiometric systems can perform the 
information fusion at different levels: sensor-level, 
feature-level, score-level, rank-level, decision-level: 
 Sensor-level: the raw biometric data are fused to 
obtain a more discriminative sample and reduce 
the noise. CI techniques are applied to obtain 
robust sample representations by overcoming 
differences in the raw biometric data due to 
noise, user movements and environmental 
conditions. For example, the study described in 
[59] uses neural networks to compute three-
dimensional face models from multiple face 
images, while the method presented in [85] uses 
genetic algorithms to optimize the fusion of face 
images acquired in visible light and infrared 
illumination. 
 Feature-level: feature vectors obtained from 
different feature extraction algorithms are fused 
to create a single template. However, the feature 
vectors can be related to different biometric 
traits and present strong differences in data type. 
CI techniques are frequently used to search the 
most discriminative characteristics, reduce the 
dimensionality of the template and optimize 
fusion strategies. Learning method like SVM are 
widely used in adaptive biometric systems to 
perform template updates [60]. Genetic 
algorithms are also used to optimize fusion 
methods at the feature level [86]. 
R. Donida Labati, A. Genovese, E. Muñoz, V. Piuri, F. Scotti, G. Sforza / International Journal of Computing, 13(1) 2014, 1-2 
 
 
 Score-level: the match scores obtained by 
multiple matchers are fused to obtain a single 
match score. Supervised learning techniques are 
widely used to learn the relationship between the 
vector of match scores and compute the final 
match score [61]. Other approaches are based on 
fuzzy logic [62] and genetic algorithms [87]. 
 Rank level: for each matcher, the ranking is 
computed from a set of all the possible matching 
identities sorted in decreasing order of 
confidence. Most of the methods in the literature 
are based on statistical approaches [84]. 
 Decision-level: the final “yes/no” decisions of 
different matchers are fused. This approach is 
usually adopted in the cases in which it is not 
possible to modify existing biometric algorithms 
to obtain other information. Most of the methods 
in the literature are based on voting strategies, 
but there are also methods based on optimization 
techniques, like swarm optimization [88]. 
3.9 SCORE NORMALIZATION 
In the literature, there are studies that aim at 
increasing the accuracy of biometric systems by 
post-processing the raw matching scores obtained by 
the recognition system. The majority of these 
methods use supervised learning techniques, like 
SVM, to learn and optimize the distributions of 
imposters and genuines from training datasets. In 
particular, there are techniques that estimate 
normalization functions from both genuines and 
impostors [89], cohort normalization strategies that 
evaluate only the impostor distribution [63], and 
methods that classify the matching scores according 
to the Doddington Zoo [64]. 
3.10 ANTISPOOFING 
Spoofing attacks consist of the submission of a 
fake biometric to the sensor, e.g., a fake finger, a 
face photography or a contact lens with a printed iris 
pattern. The implementation of anti-spoofing 
methods that detect the liveness of the biometric 
sample is an important measure to guarantee the 
security of biometric systems [90].  
Regarding face recognition, most systems operate 
on 2D images, which may be attacked using photos, 
videos, make-up, masks, or mannequin heads [91]. 
In order to avoid these attacks, the work in [66] uses 
SVMs to analyze the motion, under the assumption 
that a 2D object moves differently from a real 3D 
face. Moreover, SVMs are used in [69] to analyze 
the texture pattern of the image, and in [67] to detect 
lip movements. 
Fingerprint recognition systems can be attacked 
using fake fingers created using gelatin, silicone or 
other materials, as well as with dead fingers [92]. 
Several techniques have tried to detect these attacks 
by exploiting texture differences between real and 
fake fingerprints, by using methods such as fuzzy 
systems [72] or SVMs [70]. Other methods try to 
detect vital signs, for example using neural networks 
to analyze pore perspiration [65]. 
Iris recognition systems can be deceived using 
methods like artificial eyes, printed iris images, 
contact lenses or displays [93]. Some techniques that 
prevent these attacks aim at detecting physiological 
characteristics, like eye motion or pupillary 
contraction, using SVMs [68]. SVM classifiers are 
also used in [71] to distinguish fake and real irises 
based on their optical characteristics under different 
lighting conditions. 
3.11. PRIVACY 
Biometric systems, with respect to traditional 
recognition methods, offer an increased confidence 
that the person is actually who he claims to be [94]. 
However, the consequences of a misuse of biometric 
information can be dangerous, as in the case of the 
theft of biometric data [94, 95]. This problem is a 
common fear for many people, who think that their 
data are improperly used to track their activities. 
Hence, it is important to design privacy-compliant 
biometric systems, taking into account factors 
related to both technological and sociological 
aspects [96, 97]. 
In this context, CI techniques are often used [98] 
because they offer the possibility to achieve strong 
encryption and high accuracy [73]. In particular, 
privacy-preserving biometric recognition methods 
have been proposed using SVMs [73] and neural 
networks [73, 74]. 
4. CONCLUSIONS 
Biometric systems are being increasingly used 
for the recognition of individuals in security 
applications. The design of such systems, however, 
requires tackling different technological areas at the 
same time by dealing with all aspects in an 
integrated way. 
In this context, Computational Intelligence (CI) 
plays a key role, because it provides the opportunity 
to design adaptable and evolvable systems, tolerant 
to incomplete and imprecise data. 
This paper has reviewed recent advances in this 
field, presenting CI techniques that cover all the 
steps of biometric recognition, including acquisition, 
segmentation, quality assessment, enhancement, 
feature extraction, matching, classification, 
multibiometric fusion, score normalization, 
antispoofing, and privacy protection.  
The proposed review showed that CI techniques 
are enabling technologies for increasing the 
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accuracy and robustness to non-idealities with 
respect to traditional algorithmic approaches, and 
that different CI approaches can be successfully used 
to perform all the tasks of the biometric recognition 
process. In particular, we think that recent 
techniques like deep learning and Convolutional 
Neural Networks (CNN) will be increasingly studied 
in the near future in order to further increase the 
performance of current biometric systems. 
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