Abstract-In cognitive radio networks, rendezvous is a fundamental operation by which cognitive users establish a communication link on a commonly-available channel for communications. Most of existing rendezvous algorithms provide guaranteed rendezvous (i.e., rendezvous can be achieved within finite time) by generating channel-hopping (CH) sequences based on the whole channel set. These algorithms are inefficient when available channels account for a small proportion of the whole channel set. Some recent algorithms generate CH sequences based on the available channel set. However, these algorithms normally require additional information such as unique IDs and predefined roles of cognitive users. In this study, we design a new algorithm called ZOS based on the set of available channels without any additional requirements. ZOS uses three types of elementary sequences (namely, Zero-type, One-type, and S-type) to generate CH sequences and provides guaranteed rendezvous. The maximum time-to-rendezvous of ZOS is upper-bounded by O(m1×m2×log2M) where M is the number of all channels and m1 and m2 are the numbers of available channels of two users. Simulation results show superior performance of ZOS.
I. INTRODUCTION
Cognitive radio (CR) technique has been proposed to alleviate the severe shortage of useable spectrum as well as improve the efficiency in the usage of licensed spectrum. A CR network usually consists of a collection of unlicensed users (or CR users), which coexist with licensed users (or primary user, PU) in the same geographic area. Each CR user is equipped with one or more cognitive radios which are capable of opportunistically identifying vacant portions of the spectrum (i.e., idle channels) and hopping between them without causing interference to the PUs of the spectrum. To communicate with each other, two CR users should meet and establish a communication link on a commonly available channel. This process is called rendezvous [1] . Rendezvous is a challenging problem because CR users are even not aware of presence of each other before rendezvous and available channels of CR users change dynamically due to dynamic activities of PUs. For convenience, the "users" mentioned hereafter in this paper refer to "CR users" by default.
Channel-hopping (CH) is a representative approach to rendezvous. With the CH technique, the network is time-slotted. Each user selects a set of available channels and hops among these channels according to a certain CH sequence. Two users are said to achieve rendezvous if they hop on the same available channel in the same timeslot. The number of timeslots that it takes to achieve rendezvous is defined as time-to-rendezvous (TTR). A CH algorithm is said to provide guaranteed rendezvous if its maximum TTR (MTTR) is finite.
A number of CH algorithms [1] - [15] have been proposed in the literature and some of them (e.g., EJS [2] , SSB [3] , and E-AHW [4] ) provide guaranteed rendezvous by generating CH sequences based on the whole channel set (i.e., the set of all potentially available channels). Note that a user cannot use the channels which are currently occupied or re-claimed by the PUs. Thus, a user usually identifies a small portion of the whole channel set as its available channels in practice. For example, it has been shown that at most 15% of channels can be correctly detected as "available" when the signal-to-noise-ratio is −3dB [5] . If a user follows a CH sequence that is designed based on the whole channel set, the user may attempt rendezvous on those unavailable channels which definitely results in a long TTR. Therefore, it is desirable to design CH algorithms based on the set of available channels.
Recently, some rendezvous algorithms were proposed and designed based on the available channel set. However, these algorithms either cannot provide guaranteed rendezvous (e.g., MMC [1] ) or normally need additional requirements such as unique user IDs (e.g., CBH [8] and CLR [14] ) and predefined roles of users (e.g., CSAC [6] and SJ-RW [13] ). These additional requirements definitely limit applications of these algorithms. [3] Null
Remarks: 1) All users have a same set of available channels in the symmetric model while different users may have different sets of available channels in the asymmetric model [2] [3] [4] . 2) M is the number of all potentially available channels; P is the smallest prime number such that P>M; m1 and m2 are the numbers of channels available to user 1 and user 2, respectively; P1 and P2 are the smallest prime numbers such that P1≥m1 and P2≥m2, respectively; G is the number of channels commonly available to the two users. 3) I is the length of user ID. Ii is the length of ID of user i. Ti 0 , Ti 1 are two prime numbers defined for Ti where Ti is the cycle length of user i.
II. ALGORITHM
We focus on the rendezvous between two users, say, users 1 and 2. We use M (M>1) to denote the size of whole channel set C={c1, c2, …, cM}, where ci (i=1, 2, …, M) denotes the i th channel (channel i). Each user is equipped with one CR which can access the idle channels in C opportunistically. Let C1 ⊆ C and C2 ⊆ C denote the sets of channels available to users 1 and 2, respectively, where a channel is available to a user if the user can communicate on the channel without causing interference to the PUs. Note that C1 is usually different from C2 due to different locations of the users and their possibly heterogeneous capabilities in spectrum sensing. We assume there is at least one channel commonly available to users 1 and 2, i.e., C1∩C2≠φ, which is a necessary condition of rendezvous.
A. Algorithm description
Our basic idea is as follows. In ZOS, neither user IDs nor pre-assigned sender/receiver roles are required. Instead, each user randomly selects one of its available channels and generates a "seed" (i.e., a binary sequence) based on binary representation of this channel index. With this seed, the user is scheduled to implement different types of hopping sequences for different bits of the seed, i.e., 0-type elementary sequence for bit zero and 1-type elementary sequence for bit one. The 0-type and 1-type elementary sequences are carefully constructed such that two users can achieve rendezvous as long as they have overlapping sequences of different types (i.e., one is 0-type and the other is 1-type). If the two users select different channels, they generate distinct seeds which have at least one different bit and thus they can achieve rendezvous with their overlapping 0-type and 1-type sequences. If the two users select the same channel, they generate the same seed. To guarantee rendezvous in such circumstance, we may let each user additionally stay on the selected channel (i.e., implement the s-type elementary sequence in ZOS) and ensure the users to meet on this channel.
We use X=<X [1] We formally present the pseudo code of ZOS in Fig.  1 , where each user selects a channel s (called stay channel) from its available channel set in line 3 and generates its seed in line 6. The seed is a 6L-bit binary sequence plus one special bit (i.e., 6L+1 bits in total, where L=log2M). ). The user continuously performs channel hopping row-by-row (i.e., round-byround) in the table until it achieves rendezvous with its neighbor (lines [11] [12] [13] [14] [15] . Line 12 is to determine the i th elementary sequence Z (i) corresponding to timeslot t. Line 13 is to determine which item (i.e., channel) the user should access in timeslot t. Actually, in timeslots i, i+(6L+1), i+2(6L+1), …, the user will hop over the channels in the sequence Z (i) repeatedly (i =1, 2, …, 6L+1). The 0-type and 1-type elementary sequences are generated by ZeroOneES function in Fig. 2 . There are two steps in ZeroOneES. In the first step, a smallest prime number P is selected such that P≥| C  |. Then, as described in lines 4-11 of Fig. 2 , two sequences X and Y are constructed such that X consists of P items and Y consists of P+b items (i.e., P+1 items when b=1 and P items when b=0). In line 5 of Fig. 2 , per(C  ) generates a random permutation of channel indices in C  , e.g., per(C  ) may output <3, 1, 4> if C  ={c1, c3, c4}. In line 7 of Fig. 2 , select(C  , k) generates a sequence consisting of k channel indices randomly selected from C  , e.g., select(C  , 3) may output <1, 3, 1> if C  ={c1, c3, c4}. In the second step, the resulting sequence Z is constructed by properly interleaving sequences X and Y as follows: 1) If b=0, Z has 2P items with <Z [1] , Z [3] , …, Z[2P−1]>1×P=X1×P and <Z [2] , Z [4] , …, Z[2P]>1×P=Y1×P (see Fig. 3(a) for a specific example); 2) If b=1, Z has 2P(P+1) items. The items with odd subscripts are obtained by repeating X1×P P+1 times while the items with even subscripts are obtained by repeating Y1×(P+1) P times (see Fig. 3(b) for a specific example ).
B. Illustration examples
We suppose that C={c1, c2, c3} (i.e., M=3), C1={c1, c2} and C2={c2, c3}. Note that channel 2 is the only channel commonly available to both users 1 and 2. Fig.  3 shows sample 0-type and 1-type elementary sequences generated by ZeroOneES. Fig. 4 demonstrates that two users achieve rendezvous as long as one user performs the 0-type elementary sequence and the other performs the 1-type elementary sequence. 5 shows the sample sequences of users 1 and 2 performing the ZOS algorithm. For simplicity, we let user 1 adopt the 0-type/1-type elementary sequence in Fig. 3(a)/3(b) , and let user 2 adopt the 0-type/1-type elementary sequence in Fig. 3(c)/3(d) . We point out that the 0-type/1-type elementary sequences could be different in a CH sequence of a user since ZeroOneES is called 6L times (line 8 of Fig. 1 ) and a random permutation is generated each time (lines 5 and 9 of Fig.  2) .
With the CH sequences in Fig. 5 , users 1 and 2 can achieve rendezvous under various scenarios, as illustrated in Fig. 6 . In Fig. 6(a) , the two users use the different stay channels. In this case, there is guaranteed rendezvous between the 1-type elementary sequence of one user and the 0-type elementary sequence of the other user. In Fig. 6(b) , the two users use the same stay channel. In this case, there is guaranteed rendezvous between the s-type elementary sequence of one user (i.e., the stay channel) and the sequence of the other user. if 
III. PERFORMANCE EVALUATION
In this section, we derive upper bounds on the MTTR of ZOS and present simulation results. Theorem 1. Let W (1) =<Z (1) , Z (1) , Z (1) , …> and W (2) =<Z (2) , Z (2) , Z (2) , …>, where sequence Z (1) is generated by ZeroOneES(C1, 1) and sequence Z (2) by ZeroOneES(C2, 0). If users 1 and 2 perform sequences W (1) and W (2) respectively, they achieve rendezvous in at most 2(P1+1)P2 timeslots, where P1 (resp., P2) denotes the smallest prime number which is not less than |C1| (resp., |C2| We conduct simulation in Matlab 7.11. MMC [1] , SSB [3] , CBH [8] and adv-rdv [10] are selected for comparison. In the simulation, the size of C is set to be 100. The available channels of each user are randomly selected from C and each user has θ×|C| (0≤θ≤1) available channels on average, where θ varies from 0.1 to 0.9. We also vary parameter G, i.e., the number of commonly-available channels of the two users involved in the rendezvous. For each combination of parameter values, we perform 5,000 independent runs and compute the average TTR and MTTR.
Influence of θ: Fig. 7 shows the average TTRs and the MTTRs of different algorithms when we vary θ and fix M=100 and G=1. We adopt six values which are θ =0.1, 0.2, 0.3, 0.4, 0.5, 0.6. Due to limit space, we exclude the algorithms that have much larger TTRs (i.e., SSB and MMC).
