In this paper, we first show a projectivization formula for the derived category D b coh (P(E )), where E is a coherent sheaf on a regular scheme which locally admits twostep resolutions. Second, we show that "flop-flop=twist" results hold for flops obtained by two different Springer-type resolutions of a determinantal hypersurface. This also gives a sequence of higher dimensional examples of flops which present perverse schobers, and provide further evidences for the proposal of Bondal-Kapranov-Schechtman [34, 14] .
This theorem simultaneously generalizes (i) Orlov's projective bundle formula [45] (corresponding to the case E xt 1 (G , O X ) = 0), see Thm. 2.2, (ii) Orlov's generalized universal hyperplane section formula [47] (corresponding to the case E xt 1 (G , O X ) O Z , where Z ⊂ X a locally complete intersection subscheme), see Thm. 2.6, and (iii) derived equivalence of flops obtained by two Springer resolutions of determinantal hypersurfaces (corresponding to the case r = 0), see §3. 1.1. In the case f = e − 1, the formula gives a blowup formula for blowup along codimension two Cohen-Macaulay subscheme Z ⊂ X, see §3. 1 
.2.
It should be noted that this formula is essentially known, at least in local situation and in a different formulation, to Kuznetsov [37] , and Buchweitz-Leuschke-Van den Bergh [10] (for the flop case). Our new approach, based on the "chess game" method (see [30] ), may have the advantage that it allows us to give explicit descriptions for the Fourier-Mukai functors, and to obtain "flops-flops=twists" in the case of flops.
Orlov's generalized universal hyperplane formula (Thm. 2.6) was used in [36] to show all complete intersections in P n are Fano visitors. Our projectivization formula should have applications to the problem of Fano visitors for non-complete intersections subschemes in P n , and resolutions of degeneracy loci over P n , etc.
Our proof is based on the "chess game", introduced by Richard Thomas in his reinterpretation [54] of Kuznetsov's work [37] , and further developed in [30] . We will only need a simple situation of the general chess game, the "rectangular case"; the results needed in this situation are reviewed in Appendix A. The chess game method can be applied to many situations, including cases of HPDs and various situations of flops, see [30, 54, 31, 32 ].
1.2. "Flop-flop=twist" results. The "flop-flop=twist" phenomenon was first discovered by Bondal-Orlov [15] for Atiyah flops X 1
− → X 2 , where q 1 , q 2 are blowing up of a (−1, −1)-curve inside threefolds X 1 and X 2 respectively. They show that the flopping functor Rq 2 * Lq * 1 : D(X 1 ) → D(X 2 ) is an equivalence of categories. Furthermore, they discover that the composition D(X 1 ) fat spherical objects, and Bodzenta-Bondal [11] shows the for flops of relative dimension 1; Donovan-Wemyss [24, 25] show it for threefold flops, and the spherical functors are given over certain non-commutative algebra; Cautis [21] and Addington-Donovan-Meachan [2] show it for Mukai flop case, where the derived equivalences were established by Kawamata [35] and Namikawa [44] (and the twist is P-twist [29] ), and Hara [26] show for Abuaf flops whose derived equivalences were obtained by Ed Segal [50] .
We show that another large class of flops also fit into this picture. More precisely, assume we are in the local situation of projectivization formula, i.e. G = coker(F σ − − → E ) and rank G = 0, and we assume further that X 1 := P(G ) and X 2 := P(E xt 1 (G , O)) are smooth and of expected dimensions:
Therefore the birational correspondence:
is a flop obtained by two (Springer-type) crepant resolutions of degeneracy locus X σ (see §3.1.1). Denote π i : X i → X the natural projections, i = 1, 2.
Theorem ("Flop-flop=twist", see Thm. 4.1).
(1) For each k ∈ Z the functor
, is an equivalence of categories. (Note that Φ 0 = Rq 2 * Lq * 1 : D(X 1 ) → D(X 2 )). (2) The equivalence functors Φ k : D(X 1 ) D(X 2 ) are related by spherical twists: [2] ∈ Autoeq(D(X 1 )), where S k 's are given in Thm. 4.1. In particular, the "flop-flop" equivalence functor:
is a spherical twist (up to twists by line bundles and degree shifts), see Thm. 4.1.
As a consequence, our theorem also shows that the diagram of categories
represents a perverse schober on C, where X 0 = X 1 × X X 2 . Perverse schobers are the conjectured categorification of perverse sheaves, proposed by Kapranov-Schechtman [34] ; and Bondal-Kapranov-Schechtman [14] propose that perverse schobers would typically arise from flops. The cases of flops of relative dimension one has been worked out in [23, 14, 11] ; [14] also works out the case of Grothendieck resolutions. Our results provide a sequence of examples of higher relative dimensional flops that also present perverse schobers over a disk, and provide further evidence for the proposal of Bondal-Kapranov-Schechtman.
It should be noted that our spherical functors are global (similar to [11] ) in nature. In fact, they (see Lem. 4 .2) can be regarded as a "stratified version" of Horja's EZ-functors [27] . It would be interesting to compare our functor with the local ones of Horja [27] , Toda [53] and the noncommutative ones of Donovan-Wemyss [24, 25] . Also it will be interesting to find the connections between our results and the nocommutative resolutions of determinantal varieties of Buchweitz-Leuschke-Van den Bergh and Weyman-Zhao's [10, 55] .
Conventions. We will use the Grothendieck's notations: for a coherent sheaf F on a scheme X, denote by P X (F ) = P(F ) := Proj X Sym • O X F its projectivization, and by C(F ) := Spec Sym • F the abelian cone scheme. Notice if F is locally free, then its underlying vector bundle is |F | = C(F ∨ ) and P(F ) parametrizes 1-dimension quotient bundles of F (rather than 1-dimension subbundles of F ; the moduli space for the latter will be denoted by P sub (F ), therefore one has P(F ) = P sub (F ∨ )).
We use D(X) to denote bounded derived category of coherent sheaves on a scheme X. We will always assume the schemes we are considering satisfy the (ELF) condition of Orlov [46] , i.e. they are separated noetherian k-schemes, where k is a fixed field, of finite Krull dimension and having enough locally free sheaves. For a coherent sheaf G on X, we denote G ∨ := Hom O X (G , O X ) the dual coherent sheaf. For a vector space V over k, we also use V * = Hom k (V, k) to denote the dual vector space. For a proper morphism f : X → Y between (smooth) quasi-projective varieties, we denote by Lf * : D(Y ) → D(X) the derived pullback functor and Rf * : D(X) → D(Y ) the derived pushforward. Denote the left adjoint of Lf * by f ! : D(X) → D(Y ), and the right adjoint of Rf * by f ! :
Similarly E ⊗ L F is the left derived functor of ⊗, RHom(−, −) and 2. Preparation: Cayley's trick and degeneracy loci 2.1. Generalities. We refer the reader to [28] for basic notations and properties of derived categories of coherent sheaves and to [18, 40] for nice surveys. Here we only recall certain terminologies. For a scheme X, then the category of coherent sheaves coh X is an abelian category, and denote D(X) = D b (coh X) the bounded derived category of the abelian category coh X. A key concept for the study of D(X) is a semiorthogonal decompositions (s.o.d for short) of D(X), which by definition is a sequence of (admissible full triangulated) subcategories A 1 , A 2 , . . . , A n , such that (i) there is no non-zero Homs from right to left, i.e. Hom(a j , a i ) = 0 for all a i ∈ A i and a j ∈ A j , if j > i, and, (ii) they generate the whole D(X). 1 The semiorthogonal decomposition is often written as:
There is also a relative version: if a X : X → B is a scheme over another scheme B, then D(X) admits an action of D(B). The above semiorthogonal decomposition is called Blinear if every A i is closed under the action of D(B). The B-linear decomposition behave well under flat base-change φ : B → B, cf [39] . Many important invariants are additive for semiorthogonal decompositions. One central question is when does D(X) admit semiorthogonal decomposition, and how to obtain semiorthogonal decompositions.
Example 2.1 (Beilinson [8] ). For a projective space P n where n ≥ 1, we have
called Beilinson's decomposition, by which we mean O P n (i) D(Spec k) for i = 0, 1, . . . , n (i.e. O(i) is exceptional) and the sequence of subcategories O P n , . . . , O P n (n) gives rise to a semiorthogonal decomposition of D(P n ).
Let X, Y be k-schemes, and f : X → Y a morphism. Then whenever well-defined, denote f * : coh X → coh Y and f * : coh Y → coh X the functors on coherent sheaves, and denote Rf * and Lf * the corresponding right and resp. left derived functors. Denote ⊗, Hom(−, −) the tensor and internal Hom of coh X, and ⊗ L and RHom(−, −) the derived functors. A Fourier-Mukai functor is an exact functor between D(X) and D(Y ) of the form
where P ∈ D(X × Y ) is called the kernel, and π X : X × Y → X and π Y : X × Y → Y are natural projections. Compositions of Fourier-Mukai functors are computed by convolutions of the kernels, see [28] . There is also a relative version of Fourier-Mukai functors for schemes over a base scheme B, and the relative convolutions, cf [30, §2.4] .
Theorem 2.2 (Projective bundle formula, Orlov [47] ). Suppose X is a smooth algebraic variety, and E is a vector bundle of rank r on X. Denote π : P(E ) → X the natural projection, then the functors Lπ * (−) ⊗ O P(E ) (k) : D(X) → D(P(E )) are fully faithful, k = 0, 1, . . . , r − 1, and their image give rises to a semiorthogonal decomposition
If X = Spec k, this recovers the Beilinson's decomposition for projective spaces P r−1 k . 2.2. Mutations and spherical twist. 
is called the left (resp. right) mutation through A. For any b ∈ T , by definition there are distinguished triangles
A ⊥ → ⊥ A are mutually inverse equivalences of categories. Staring with a semiorthogonal decomposition T = A 1 , . . . , A k−1 , A k , A k+1 , . . . , A n of admissible subcategories, one can obtain other sods through mutations, for k ∈ [1, n]:
We refer the reader to [12, 13, 37] for more about mutations. Thomas [52] , is a very important type of autoequivalences of derived categories of algebraic varieties. The concept was later generalized by Anno [3] , Anno-Logvinenko [4] and Rouquier [49] to spherical twists around spherical functors, by Huybrechts-Thomas to P-twist around Pobject [29] . See [1] for a nice introduction, and [53, 27, 4, 41, 51, 43] for various aspects. We briefly review the notations. Assume all triangulated categories and functors are (Karoubi closed) triangulated categories properly enhanced (dg-enhanced or stable infinity enhanced), or they are all taking place inside 2-category of Fourier-Mukai kernels of [19] , therefore we can talk about taking cones of functors, etc. Suppose F : A → B is an exact functor between two triangulated categories which admits left and right adjoints L and R:
Spherical twists. Spherical twists introduced by Paul Seidel and Richard
The twist functor T = T F , cotwist functor C, dual twist functor T and dual cotwist functor C are defined via the following (exact) triangles:
Notice the left and right mutation functors L A and R A are mutation functors: they are twist, respectively, dual twist functor for the embedding i A : A → T . This observation will be the key to our approach in §4. Here we follow [1, 43] and only require the existence of any isomorphism R CL [1] . Then it was shown in above references that the above theorem still holds, and the natural composition R → RF L → CL [1] is indeed an isomorphism, as required in [3, 4, 49 ].
2.3.
Cayley's trick and Orlov's results. Cayley's trick is a method to relate the geometry of the zero scheme of a regular section of a vector bundle to the geometry of hypersurface. The exposition here mostly follows Richard Thomas' [54] and Orlov's [47] .
Let E to be a locally free sheaf of rank r on a regular scheme X, and s ∈ H 0 (X, E ) be a regular section 2 , and denote Z := Z(s) the zero locus of the section s. Consider the projectivization P(E ) with natural projection q : P(E ) → X. Since s ∈ H 0 (X, E ) = H 0 (P(E ), O P(E ) (1)), the section s corresponds to a section f s of O P(E ) (1) on P(E ), hence canonically defines a divisor H s := Z(f s ) ⊂ P(E ), which comes with projection π : H s → X. The general fiber of this projection is a projective space P r−2 , and the fiber dimension of π jumps exactly over Z: over x ∈ X \Z, π −1 (x) ⊂ P(E ⊗ k(x)) P r−1 is a hyperplane cut out bys, while over z ∈ Z, the fiber π −1 (z) is the whole fiber P r−1 P(E ⊗ k(z)) of P(E ). If we denote i : Z → X the inclusion, then its normal sheaf is N i E | Z , and it is direct to see π −1 (Z) = P(N i ). The situation is illustrated in a commutative diagram: 
The inclusion P(N i ) ⊂ P(E ) is cut out by the pullback section q * s ∈ H 0 (P(E ), q * E ), however H s ⊂ P(E ) is cut out by the image of q * under the canonical surjection q * E O P(E ) (1). Therefore when restricted to H s , the section q * s lifts canonically to a regular sections ∈ H 0 (H s , Ω q (1)| Hs ), and the inclusion j : P(N i ) ⊂ H s is cut out bys. Hence N j = Ω q (1)| P(N i ) = Ω p (1), and the Euler sequence for P(N i ) is equivalent to:
The Cayley's trick can be categorified to obtain relations between derived categories D(Z) and D(H s ). This is Orlov's formula: 
If we assume the rank r locally free sheaf E over X is globally generated, then the Orlov's result fits into the picture of Homological Projective Duality (HPD) of Kuznetsov [37] . In Remark 2.7. We don't assume H s or Z to be smooth. In particular, above theorem shows (for s a regular section) the functor Rj * p * induce an equivalence of triangulated categories:
where D sg (X) := D(X)/P erf (X) denotes the triangulated category of singularities, introduced by Orlov in [46] , of a scheme X.
2.4.
Blowing up, and relation with Cayley's trick. Suppose Z is a codimension r ≥ 2 locally complete intersection subscheme of a scheme X, then the blowing up of X along Z is π :
Theorem 2.8 (Blowing up formula, Orlov [47] ). Suppose Z is a codimension r ≥ 2 smooth subvariety of a smooth projective variety X. Let Bl Z X be the blowing up of X along Z, and denote i E : E → Bl Z X the inclusion of the exceptional locus. We have a Cartesian diagram
Denote the image of the latter to be D(Z) k , then Lemma 2.9. In the situation of blowing up formula Thm. 3.7, for any E • ∈ D(X), k ∈ Z, we have the following equalities in D(Bl Z X):
Proof. This comes directly from the fact that the (modified) Kuznetsov's rotation functor
when restricted to the subcategory Lπ * D(X) is the identity functor: R| Lπ * D(X) = Id. Then
Then the lemma follows directly from σ
• σ for any autoequivalence σ : T → T and any admissible subcategory A ⊂ T .
In the rest of the proof we will write derived functors as underived. The idea, following [41] , is to compare
for the left and right adjoints. Notice the inclusion
We have a diagram of triangles:
The first two columns are exact triangles again by definition of left mutation, and the second row is one of standard exact triangles for divisoral inclusion E → Bl Z X. From octahedral axiom again the last row is an exact triangle, and therefore composed with ⊗O Bl Z X (−E), we have exact triangle
and thus annihilated by L A . Therefore R| π * D(X) = Id π * D(X) , and its inverse
is also the identity.
Mutations for universal hyperplane sections.
Lemma 2.10. In the situation of Orlov's universal hyperplane theorem Thm. 2.6, we have the Kuznetsov's rotation functor:
. Therefore for any E • ∈ D(Z), k ∈ Z, we have:
Proof. The proof is totally similar to blowing up situation, with the role of i E * played by the pulling back factor ι * , and the role of left adjoint i ! E played by the left adjoint ι * , where ι :
Remark 2.11. This in particular allows us to extend the decomposition of hyperplane section formula Thm. 2.6 to negative degrees, i.e. for any k = 1, 2, . . . , r − 1, one has:
2.5. Degeneracy loci. Since a coherent sheaf G is always locally a cokernel of a map between vector bundles F → E , it will be useful to introduce some notations and results on degeneracy loci. Standard references include [42, 48, 12] .
Definition 2.12. Let F and E be two vector bundles of rank f and e respectively on a scheme X, and σ : F → E a map of O X modules. The degeneracy locus of σ of rank k is:
Then D k (σ) are closed subschemes, and D k−1 (σ) ⊆ D k (σ), see [42, §7,2] . The degeneracy locus of σ is X σ := D r−1 (σ), if σ is of generic rank r, and denote X sm σ := X σ \D r−2 (σ). Notice that there is a stratification of X by degeneracy loci:
Definition 2.13. Let G be a coherent sheaf of rank r over X. Denote
The singular locus of G is defined to be Sing(G ) := X >r (G ). Define the smooth locus of the singular locus to be Sing(G ) sm := Sing(G ) \X >r+1 (G ). Note if r = 0, Sing(G ) = supp(G ).
If we assume E and F be two vector bundles of rank e and f on a regular scheme X, σ ∈ Hom(F , E ), and denote cokernel C σ := coker(σ), i.e.
Then singular locus of C σ coincide with degeneracy locus of σ, i.e. Sing(C σ ) = X σ ⊂ X.
Observation. For C σ = coker(F σ − → E ) of two vector bundles E , F of rank e and f . Then
(1) If e ≥ f , C σ is of rank no less than e − f over X. If e > f , then the support of G is the whole space: supp(C σ ) = X, and P(C σ ) is (non-empty) of dimension no less than dim X + e − f − 1. The fiber dimension of P(C σ ) → X will jump over degeneracy loci. (2) If e ≤ f , then the fiber of the affine cone scheme C(C σ ) = Spec Sym • C σ over a point
Bertini type results. It may be helpful to know some Bertini type results. Assume for this section k = C. (1) If Hom(F , E ) = F ∨ ⊗ E is spanned. Then for a general morphism σ ∈ Hom X (F , E ), D k (σ) is either empty, or have expected codimension (e − k)(f − k) and the singular set
is an irreducible smooth (non-empty) subscheme of X. The key is again to use Cayley's trick §2.3. Since σ ∈ Hom X (F , E ) = Hom P(E ) (π * F , O P(E ) (1)), where π : P(E ) → X is the projection. Therefore P(C σ ) ⊂ P(E ) is exactly cut to by the section of the vector bundle π * F ∨ ⊗ O P(E ) (1) which corresponds to σ under above identification. Since π * F ∨ ⊗ O P(E ) (1) is globally generated, Bertini's theorem implies the smoothness results.
Projectivization formula
We first deal with a local situation. Let E , F be two locally free sheaves of rank e and f on a regular scheme X over k (where k is a fixed field), and let σ ∈ Hom X (F , E ) be a morphism. Notice that there are canonical identifications:
Theorem 3.1. Assume σ : F → E is a map between vector bundles of rank f and e over a regular scheme X. Consider
Suppose P(C σ ) and P(C σ ∨ ) are of expected dimensions, i.e.
Denote π : P(C σ ) → X and π : P(C σ ∨ ) → X the projections.
(1) If e ≥ f , then the derived functors Lπ * (−) ⊗ O P(Cσ) (k) : D(X) → D(P(C σ )) are fully faithful, where k = 1, . . . , e − f , and they there is a fully faithful Fourier-Mukai functor Φ P inducing a semiorthogonal decomposition:
where D(X)(k) denotes the image Lπ * (D(X)) ⊗ O P(Cσ) (k), k = 1, . . . , e − f , (2) If f ≥ e, then similarly Lπ * (−) ⊗ O P(C σ ∨ ) (k) are fully faithful, and there exists a fully faithful Φ P such that D(P(C σ ∨ )) = Φ P (D(P(C σ ))), D(X)(1), D(X)(2), . . . , D(X)(f − e) .
If we further suppose P(C σ ) × X P(C σ ∨ ) is of expected dimension
then the above fully faithful functors Φ P and Φ P can be given by:
where q 1 and q 2 denote respectively the projection of P(C σ ) × X P(C σ ∨ ) to P(C σ ) and P(C σ ∨ ).
The theorem states: (since the situation is symmetric, assume e ≥ f ) the derived category D(P(C σ )), as P(C σ ) is a generic P e−f −1 -bundle over X, contains e − f copies of D(X), and the orthogonal component of above is exactly given by D(P(C σ ∨ )), where P(C σ ∨ ) =: X − σ is Springer type desingularization of the degeneracy locus X σ (Def. 2.12), given by
Interesting special cases of the theorem includes:
• If X σ = ∅, then P(C σ ∨ ) = ∅, and C σ is locally free. The theorem is nothing but Orlov's projective bundle formula Thm. 2.2. 
then P(C σ ) × X P(C σ ∨ ) also achieves expected dimension. Note these required codimensions are much smaller than the expected comdiension k(e − f + k) of D f −k (σ) when k > 1. Proof of Theorem 3.1. Since the situation is symmetric, assume without loss of generality that e ≥ f . Notice we have canonical identifications:
Therefore σ canonically corresponds to sections s 1 , s 2 of vector bundles a * 1 F ∨ ⊗ O P(E ) (1) and a * 2 E ⊗ O P(F ∨ ) (1) on P(E ) and respectively P(F ∨ ). Then P(C σ ) ⊂ P(E ) (resp. P(C σ ∨ ) ⊂ P(F ∨ )) is exactly cut out by the section s 1 (resp. s 2 ). Therefore P(C σ ) (resp. P(C σ ∨ )) is of expected dimension if and only if s 1 (resp. s 2 ) is a regular section.
Note also σ corresponds to a section s of the line bundle O P(E ) (1) X O P(F ∨ ) (1)) on P(E ) × X P(F ∨ ). Denote H ⊂ P(E ) × X P(F ∨ ) the zero locus of s. Then H will play a similar role as universal hyperplane section in HPD theory. In fact H satisfies a fiberwisely universal quadratic relation: over a point x ∈ X, the fiber of H is
where v ∈ E (x) * , w ∈ F (x), and the first bracket −, − is the pairing between F (x) * and F (x), and the second is the one between E (x) * and E (x). Now the key is to observe the following: the space H is the common total space of Cayley's trick ( §2.3) for the both the two zero loci of regular sections P(C σ ) = Z(s 1 ) ⊂ P(E ) and respectively P(C σ ∨ ) = Z(s 2 ) ⊂ P(F ∨ ):
The geometry is summarized in the following diagrams, with all the notations of maps as indicated. Notice the three squares (rhombus-shaped) are Cartesian squares, of which the two on each side are exactly ones for Cayley's trick (2.2) for the above two projectivization.
Then Orlov's result Thm. 2.6 implies there are X-linear Fourier-Mukai functors Φ E 1 and Φ E 2 , embeds D(P(C σ ) and D(P(C σ ∨ )) into a common category D(H), where
where j 1 , p 1 , j 2 , p 2 are indicated in (3.3), and the kernels of the functors are given by
Furthermore, there are X-linear semiorthogonal decompositions: and A(α, β) denotes the image of a subcategory A under the autoequivalences ⊗O(α, β) of D(H).
Since H is a O(1, 1)-divisor inside P(E ) × X P(F ∨ ), we are exactly in the situation of a "chess game" in [54] and [30] , see Appendix A. More explicitly, denote i H : H → P(E ) × X P(F ∨ ) the inclusion, from the exact sequence 0 → O(−1, −1) → O → O H → 0 and projection formula, one directly obtains that the cotwist functor of i H * satisfies: 
. , e − f, are all fully faithful, and their images give the desired decomposition of D(P(C σ )). For description of Fourier-Mukai kernels, notice Φ L E 1 is given by kernel:
, and leftcompose with the autoequivalence ⊗ det F of D(P(C σ )), then we have decomposition
where the fully faithful functors Φ P and Φ are given by:
By direct computation Φ = Rp 1 * Lj * 1 . Since the maps of diagram (3.3) are compatible with their projection to X, then one has Φ(D(X)(k, 0)) = Lπ * (D(X)) ⊗ O P(Cσ) (k), for k ∈ Z. Now if dim P(C σ ) × X P(C σ ∨ ) = dim X − 1, then the middle rhombus-shaped square of diagram (3.3) is Tor-independent, since it is a square coming from a local complete intersection inside Cohen-Macaulay variety of expected dimensions (see [37, Lem. 3.32 (iii)]). Then it follows from base-change formula for Tor-independent squares (see [9, IV 3.1] or [37] ) that Φ P = Rp 1 * Lj * 1 Rj 2 * Lp * 2 = Rp 1 * (Rι 2 * Lι * 1 )Lp * 2 = Rq 1 * Lq * 2 .
Theorem 3.4 (Projectivization formula). If G is a coherent sheaf of rank r on a regular scheme X, such that locally admits 2-step locally-free resolutions. Assume that P(G ) and Y := P(E xt 1 (G , O) ) are irreducible of expected dimensions and also Sing(G ) sm = ∅ has expected codimension r + 1 inside X. The condition is in particularly satisfied if:
Then the map p : [39] . But to show the X-schemes {Y U } U ⊂X glue, it suffice to notice that they all locally given by Y U = P(E xt 1 (G , O))| U , therefore they glue together to Y = P(E xt 1 (G , O X )).
Remark 3.5. The desingularization p : Y = P(E xt 1 (G , O X )) → Sing(G ) is locally given by:
Therefore it is of Springer type. The map p is typically characterized by the following feature: p is an isomorphism over Sing(G ) sm = X \X >r+1 (G ) and a P k -fibre bundle over X >r+k (G ) \X >r+k+1 (G ) for k ≥ 1.
Remark 3.6. Althtough Y will be smooth generically (see Rmk. 3.3), we do not require Y to be smooth. In fact, the above theorem implies that there is an equivalence:
where D sg (X) := D(X)/P erf (X) denotes the triangulated category of singularities for a scheme X, see [46] . Therefore Y is smooth if and only if P(G ) is smooth.
Remark 3.7. If we interpret Orlov's blowing-up formula in the following way:
then this can be viewed as the dual situation of the above structure theorem. The duality between projectivization of above G and the blowing up formulae can be formulated precisely in the framework of homological projective duality (HPD), see the forthcoming work [33] .
3.1. More examples.
Flops and Springer resolutions. If
is the determinantal hypersurface, which has (Gorenstein) singularities along higher degeneracy loci, and
where H ⊂ V is a hyperplane, and
are two (Springer) crepant resolutions of X σ (where v ∈ V is a vector, which corresponds to a hyperplane in V * ). Notice we use Grothendieck's convention, hence PV = P sub (V * ), where P sub (W ) parametrizes the lines inside a vector space W ). Therefore the theorem states the two different Springer crepant resolutions P(C σ ) and P(C σ ∨ ) are derived equivalent.
• If d = 2, X σ is a singular threefold with an isolated singularity at 0 ∈ End V , and P(C σ ) and P(C σ ∨ ) are two small crepant resolutions of singularities of X σ , both with exceptional locus a (−1, −1)-curve. P(C σ ) P(C σ ∨ ) is the famous Atiyah flop. In general, if F and E are two vector bundles on a general regular scheme X with e = f , and X sm σ = ∅. Then P(C σ ) and P(C σ ∨ ) are two different desingularizations of X σ , the determinantal hypersurface defined by determinant of the map σ : F → E . Therefore the theorem states the two Springer type desingularizations of the determinantal hypersurface X σ are derived equivalent: D(P(C σ )) D(P(C σ ∨ )).
3.1.2.
Cohen-Macaulay subschemes of codimension 2. Let f = e − 1, then the expected codimension of the degeneracy loci Z := X σ ⊂ X is 2. The expected dimension condition of P(C σ ∨ ) implies Z := X σ ⊂ X is of expected codimension, therefore a codimension 2 Cohen-Macaulay subscheme of X, and since X is regular, the ideal sheaf I Z of Z has depth 2. In this case we have a short complex
and rank E = rank F + rank(det F ∨ ⊗ det E ). According to Buchsbaum-Eisenbud [17] , since the depth of the fitting ideal of σ is 2, we know above complex is an exact sequence. Therefore Hilbert-Burch theorem implies C σ I Z ⊗ det F ∨ ⊗ det E . Hence
is the blowing up of X along the Cohen-Macaulay subscheme Z. Also notice
is a hyperplane) is the Springer type desingularization of Z and the projection Z → Z ⊂ X is an isomorphism over Z sm = D e−2 (σ), a P k -bundle over D e−2−k (σ) \D e−3−k (σ) for k ≥ 1. Notice D e−3 (σ) ⊂ X σ has expected codimension 3·2−2 = 4.
• If Z is smooth, then the theorem is nothing but Orlov's blow-up formula for the blowing up of X along codimension 2 smooth centre Z ⊂ X. This happens, for example, for a general σ ∈ Hom(F , E ) when F ∨ ⊗ E is spanned and dim X ≤ 5. Examples include: Z is 6 general points in P 2 , a twisted cubic curve in P 3 , etc. • If Z is singular,then we obtain a blowing up formula for non-smooth center, along a codimension two Cohen-Macaulay subscheme Z ⊂ X D(Bl Z X) = D( Z), π * D(X) .
Note D(Bl Z X), like in smooth case, still have two components, one of which is a copy of D(X) from the underlying regular scheme X. However the other component is not from Z itself, but D( Z), where Z is the desingularization of Z. For example, if dim X ≥ 6 and F ∨ ⊗ E is spanned, then for a general σ ∈ Hom(F , E ), Z has singularities exact along codimension 4 locus D e−3 (σ) and Z is smooth, therefore a small resolution of Z.
Note that above blowup formula for Bl Z X = P(I Z ) agrees with the intuition: the ideal sheaf I Z is invertible over X \Z, and over Z is the conormal sheaf I Z /I 2 Z . But I Z /I 2 Z is not locally free: over Z sm it is locally free of rank 2 (which is the codimension of Z), but over D e−3 (σ) it is generally of rank 3, etc. Therefore the components of D(P(I Z )) coming from Z has to receive "more contributions" from the further degeneracy loci D e−3 (σ), D e−4 (σ), . . ., and this is exactly captured by the Springer resolution Z.
In [32] we showed that Orlov's blowing up formula holds for local complete intersections. Combined with above formula for the blowup of Cohen-Macaulay subschemes of codimension 2, it seems their should be a more general blowing up formula which also works in singular situations, with the role of D(Z) being replaced by certain (possibly noncommutative) desingularization of Z. Notice that some regularity conditions are needed for such formula to hold: there are examples when X is not regular and the derived categories of the blow up of X along smooth center is not decomposable over X, see Kuznetsov [38] .
Autoequivalences
In the local situation of projectivization formula (see Thm 3.1), we assume that e = f =: r and X + σ := P(C σ ) and X − σ := P(C σ ∨ ) are smooth, and the expected dimension condition dim
σ is a flop obtained by two crepant resolutions of the degeneracy locus X σ of Springer type ( §3.1.1) . The projectivization formula (Theorem 3.1) implies there is an equivalence of categories induced by the functor Rq 2 * Lq * 1 :
, where q 1 , q 2 are the birational maps in the diagram:
In this section we show that there is a sequence of equivalences {Φ k } k∈Z given by:
where Φ 0 = Rq 2 * Lq * 1 , and that they are connected with each other by spherical twists. Here 
(where π + : X + σ → X is the projection), and T S k ∈ Autoeq(D(X + σ )) is the twist functor around the spherical functor S k . (iii) In particular, the "flop-flop'" functor equals to
This result compares nicely with Bondal-Orlov's "flop-flop = twist" for Aityah flops, and more general results for standard flops of Addington-Donovan-Meachan [2, Theorem A]. Furthermore that, the theorem implies that the diagram of categories
represents a perverse schober on C, in the sense of [34, 14] , where X 0 := X + σ × X X − σ .
Assume from now on we are in the situation of Thm. 3.1, and all maps are indicated in the diagram (3.3). The following simple computations from Rmk. 2.5 will be useful later:
,
For simplicity in the following all functors are assumed to be derived, and written as underived. Denote I 1 := j 1 * p * 1 :
which will be proved to be equivalences. From
, we obtain directly the relations:
Similarly, if we introduce the flopping functors in the other direction:
Then the result of the theorem reduces to show for any k ∈ Z, Ψ k is an equivalence, and
where J k = S r−k . Then we will have "flop-flop" functor equals to where D 2 := σ −k D 2 , and I * 2 is the left adjoint of the inclusion I 2 : D 2 → D(H). Apply the "chess game" Thm. A.2 to D 1 and D 2 , one obtain I * 2 • I 1 : D 1 D 2 . Therefore the functor
Proof of
is an equivalence for all k ∈ Z. Note that Ψ k is just the "parallel transport" of the functor Ψ 0 = I * 2 • I 1 on the "chessboard" (Figure 1 ) downwards by k steps. Claim. (4.2) holds for Ψ k , i.e. Ψ k = Ψ k−1 • T J k [2] , for all k ∈ Z.
Proof of claim. Since the case for general k just amounts to parallel transport of the "chessboard" downwards by k − 1 steps from the case k = 1 (i.e. replace all E(α, β) by E(α + 1 − k, β)), therefore we only need to show the case for k = 1, that is to show
where T E(0,1) denotes the dual twist around the composition J 1 : E(0, 1) → D(H)
First we can compare Ψ 1 = I * 2 • σ • I 1 with right mutation on the chessboard using Lem. 2.10, from which we know R| D 1 = L E( * ,1) • σ = [2] . Therefore σ| D 1 = R E( * ,1) [2]| D 1 , and
where the last equality follows from I * 2 is left mutation passing through E(1, * ), . . . , E(r − 1, * ) , therefore kills all E(α, 1) for all α ≥ 1.
Next it remains to compare the right mutation functor R E( * ,1) with dual twist functor T E( * ,1) . The strategy is similar to the proof of Lem. 2.9 and Lem. 2.10. Denote E : E(0, 1) → D(H) the inclusion, and E * its left adjoint as usual. Then we have a diagram (4.3)
R E(0,1) I 1 I 1 Id id I 1 0
from the very definition of right mutations and dual twist. Notice i ! 1 is the right mutation functor passing through the category D ⊥ 1 = E( * , 2 − l), . . . , E( * , 0) , and from standard mutation computations (see Lem. A.1), the image of cone(I 1 I ! 1 → Id) on E(0, 1) belongs to the staircase region
in particular contained in ⊥ D 2 , therefore killed by I * 2 . The situation is described in figure 1 . 
Now the claim is proved, and it remains to compute J k expliclity. Back to the geometric situation of Thm. 3.1, the functor J k are given by the composition:
, and E k : D(X) → D(H) are the twisted fully faithful embeddings:
comes from autoequivalences from the source, therefore does not effect the twist functor, therefore we can drop them in the expression of J k . Denote S k = J −k+r , i.e. S k = (π + * (−) ⊗ O(k, 0)), and (4.2) translates to the desired results for Φ k and S k .
Notice although we proved T S k are autoequivalences, we still have not shown yet S k 's are indeed spherical. This follows from the following general observation:
Let π : Z → X be a map between smooth varieties which can be factorized into a locally closed embedding i : Z → P(E ) followed by a smooth morphism a : P(E ) → X,
where E , F are vector bundles both of rank r ≥ 2 on X, and i is cut out by a regular section s of a * F ∨ ⊗ O P(E ) (1) . Therefore the image Z := π(Z) ⊂ X is a determinantal hypersurface cut out by the section det σ of L , where σ ∈ Hom X (F , E ) = Hom P(E ) (a * F , O P(E ) (1)) corresponds to s and L = det F ∨ ⊗ det E . (That is Z = D r−1 (σ) = Z(det σ) ⊂ X, see §2.5).
Then for each k ∈ Z,
(2) The cotwist functor C S k = cone(id X → Rπ * Lπ * )[−1] ∈ Autoeq(D(X)) is given by
(Here S R k is the right adjoint of S k .) Therefore T S k only depends on the formal neighborhood of Z inside X. (4) Over the open (dense) subscheme Z \π −1 (D r−2 (σ)) ⊂ Z, T S k only differs from the identity functor by tensoring a line bundle and a translation:
Proof. For simplicity of notations, all functors in this proof between derived categories are assumed to be derived and written as ordinary functors.
Proof of (1)∼(3). From projection formula, for any
where F stands for a * F , and (k) stands for twisted by O P(E ) (k) for k ∈ Z, and the complex are considered to be placed between degree −r and 0, i.e. K p = 0 for p ∈ [−r, 0]. Then the stupid truncation σ ≥s K • , s ∈ Z (which by definition is the complex (σ ≥s K • ) p = K p for p ≥ s, and (σ ≥s K • ) p = 0 for p < s) give rise to a "Postnikov system":
.
Applying the functor a * we obtain a "Postnikov system" for
, and a * K p = 0 for −r + 1 ≤ p ≤ −1.
Therefore we obtain a triangle O X → π * O Z → L ∨ [1] [1] − →, and hence a triangle id X → π * π * → ⊗L ∨ [1] [1] − → .
Notice S R k S k = π * π * , where S R k (−) = π * ((−) ⊗ O(−k)) is the right adjoint of S k . Therefore
which is an autoequivalence of D(X). Note the left adjoint
holds. By Def. 2.3, S k 's are spherical. Since S k S R k and id Z are both X-linear, the X-linearity of T S k follows directly. Hence we proved (1)∼(3).
Proof of (4). Notice the restriction π 0 of π, π 0 : Z 0 → X, where Z 0 = Z \π −1 (D r−2 (σ)) factors through the isomorphism Z 0 Z sm (where Z sm = Z \D r−2 (σ)) and the divisor embedding j : Z sm → X defined by a section of line bundle L . Therefore cone(π * 0 π 0 * → 1)(
. Left-composing with O(k), we are done. 
is the coordinates on X = C 4 , and X + σ ⊂ X × P 1 , X − σ ⊂ X × (P 1 ) * are two small crepant resolutions of X σ , with exceptional loci P 1 and respectively (P 1 ) * over the central point 0 ∈ X. The normal bundle of P 1 is O P 1 (−1) ⊕2 , and X + σ X − σ is the Atiyah flop. Bondal-Orlov [15] shows the "flop-flop" functor is
). Compared with Thm. 4.1, we have the following equality:
, where S = Lπ + * is spherical by above lemma, π + : X + σ → X is the natural projection.
If the rank n > 2, then in general the singular loci D r−1 (σ) of Z is singular, and the exceptional loci of X + σ and X − σ are no longer flat over D r−1 (σ), therefore the direct analog of the spherical twist T O P 1 (−1) or more generally Horja's EZ-spherical functor construction [27] , can no longer be applied. In this case, the spherical twist T S k in our theorem is a good candidate for the higher rank generalization of T O P 1 (−1) from the Atiyah flop case, and can be viewed as a "stratified version" of Horja's EZ-spherical functor.
Appendix A. "Chess game" method in the rectangular case
We review the method and results on "chess game" [30] in the special case when all decompositions are rectangular. The "chess game" was introduced by Richard Thomas in his reinterpretation [54] of Kuznetsov's work [37] . This is a systematic way to compare subcategories based on the techniques of mutations [12, 13] . If two subcategories D 1 and D 2 (inside an ambient category) have the property that their difference is linear in a suitable sense, then "chess game" method will systematically compares D 1 and D 2 through analyzing the patterns of vanishings and mutations in a 2-dimensional "chessboard" like Figure 1 .
Set-up for rectangular chess game. Suppose there exist projective S-scheme H, and smooth projective S-schemes X and Y , with line bundles O X (1) and O Y (1) such that they have decompositions of the form: D(X) = A, A(1), . . . , A(e − 1) , D(Y ) = C, C(1), . . . , C(f − 1)
where e, f ≥ 2 are integers, A ⊂ D(X) and C ⊂ D(Y ) areS-linear admissible subcategories, and A(k) (resp. C(k)) denotes the image of A (resp. C) under the autoequivalence ⊗O X (k) (resp. ⊗O Y (k)). Note there is a S-linear semiorthogonal decomposition
The first condition for chess game is about the relation between H and X × S Y : This is most important condition of chess game, which says the two subcategories D 1 and D 2 inside D(H) having the property that their difference is linear. The condition here, which is satisfied by the case ι : H → P(E ) × X P(F ∨ ), and D 1 = D(P(C σ )), D 2 = D(P(C σ ∨ )) in this paper, is stronger than the condition in [30] . Proof. This is the main result of [30] on chess game in the rectangular case, with A 0 = . . . = A i−1 = A, C 0 = . . . = C −1 = C, i = e, = f . Note also that in this case, the argument using "chess game" in [54] can be applied directly to this situation.
