Abstract. In this paper, we prove a version of global Lojasiewicz inequality for C 1 semialgebraic functions and relate its existence to the set of asymptotic critical values.
Introduction
Let f : R n → R be a C 1 semialgebraic function (i.e., its graph is a semialgebraic set in R n+1 ). For A ⊂ R n and x ∈ R n , let dist(x, A) be the Euclidean distance of x to A. By convention, dist(x, ∅) = 1. Denote by E(f ) the set of t ∈ R for which there are no positive constants c, α and β such that the following global Lojasiewicz inequality holds:
Let K ∞ (f ) := {y ∈ R | there exists a sequence x k ∈ R n such that
the set of asymptotic critical values of f . For the case where f is a polynomial function, an algorithm for computing this set is given in [8] . Moreover let K ∞ (f ) := {y ∈ R | there exists a sequence x k ∈ R n such that
is not finite. See, for example, [5, 7, 12] .
(ii) By [3, Theorems 2 and 3], it follows that
The set E(f ) may be infinite; for example let f (x, y) : [5] , where f C is the complexification of f , we deduce that E(f ) is finite. If n > 2, it may happen that E(f ) is infinite (see, for instance, [12, Example 1.11] ).
In this paper, we propose a version of Lojasiewicz inequality by changing slightly the lefthand side of (1) such that the new inequality still holds for all but a finite number of values t. The validity of the new inequality is also related to the set of asymptotic critical values. In fact, we will prove the following result.
Then there exist some constants α > 0 and c > 0 such that
2. Proof of the main result
Without loss of generality, we may suppose that t = 0 and from now on, we write V instead of V 0 .
First of all, assume that V = ∅. In this situation, it holds that
In fact, if it is not the case, then we can see that
Consequently, there exists an analytic curve (R, +∞)
. Furthermore, we can write
where c = 0 and ν < 0. We have
(The second equality follows from Condition (a).) Hence,
This, together with Conditions (a) and (b), implies that
It follows that
This combined with Condition (c) and ν < 0 yields 0 ∈ K ∞ (f ), which contradicts to our assumption. Therefore,
Consequently, there exists δ > 0 such that |f | −1 (s) = ∅ for s ≤ δ, then for all x ∈ R n , we have |f (x)| ≥ δ. We prove that for all α > 0, there exists c = c(α) > 0 such that (2) holds. Indeed, for x ≤ 1, we have |f (x)| α ≥ δ α = δ α dist(x, V ) and for x ≥ 1, we have
Now we assume that V = ∅. We list the following facts :
, there exist c 0 > 0, δ > 0, and R > 0 such that
Without loss of generality, we may assume that δ < c 0 3
and R ≥ dist(0, V ). (e) By [9, 10] , there exist constants α > 0 and c 1 > 0 such that
(f) For each x ∈ R n such that |f (x)| ≥ δ and x ≥ 2R, we have
Now we consider the remaining case where x ≥ 2R and |f (x)| ≤ δ. Assume that we have proved:
Of course, this, together with (4), completes the proof of Theorem 1.1. So we are left with proving (5). By contradiction, assume that there exists x 0 such that
It is clear that f (x 0 ) = 0 so we have 0 = min x∈R n |f (x)| < |f (x 0 )|. We consider two cases: † , KRZYSZTOF KURDYKA ‡ , AND TIẾN-SO .
. By Ekeland variational principle (see [4, Corollary 11] ) with the data ǫ := |f (x 0 )| and
, there exists y 0 such that
From (8), it follows that x 0 − y 0 ≤ λ < dist(x 0 , V ), and so y 0 ∈ V and f (y 0 ) = 0.
Without loss of generality, we may assume that f (y 0 ) > 0, then f (x) > 0 for all x close enough from y 0 . Now (9) implies that y 0 is a local minimum of f (x)+ ǫ λ
x−y 0 . Consequently
n , where B n denotes the unit closed ball in R n . Hence by (6), we have
By (8), we have
Note that, by (8),
and |f (y 0 )| ≤ δ by (7). So (10) contradicts to (3).
By Ekeland variational principle (see [4] ) with the data ǫ := |f (x 0 )| and λ :=
Similarly to Case 1, we have
which implies that
By (12), we have
Note that, by (12) ,
and |f (y 0 )| ≤ δ by (11) . So (14) contradicts to (3).
Some remarks
(i) For the class of C 0 semialgebraic functions, by replacing the gradient norm ∇f by the nonsmooth slope m f (see e.g., [11, 13] ), Theorem 1.1 still holds with the same proof. Note that by a Sard theorem for tame set-valued mappings with closed graphs ( [6] ), the set of asymptotic critical values of f is still finite. (ii) If f is a polynomial of degree d in n variables, by [1] , the exponent α can be made explicit by α :=
The converse of Theorem 1.1 does not always hold, i.e., Inequality (2) may hold even if t ∈ K ∞ (f ) as we see in the following example. Consider the Broughton polynomial (see [2] )
We have three cases: (a) |x| ≤ 1 and |y| ≤ 1. Then by (i), there exists a constant c 1 > 0 such that
(b) |x| ≥ 1. We have (x, y) ≥ 1 and y = f (x,y)+x 
We have finally
(iv) The statement of Theorem 1.1 does not always hold if we replace
where B ∞ (f ) is the set of bifurcation values of f . Indeed, let
It is clear that f is a trivial fibration over R so B ∞ (f ) = ∅. Consider the following parameterized curve s → X(s) = 1 s , s, s , s ≫ 1. We have ∇f (x, y, z) = z(4x 3 + 2y(xy − 1), 2xz(xy − 1),
On the other side, since
s 2 → 0 and dist(X(s), V ) = s → ∞, there are no constants α, c such that
(v) We can not put an exponent β < 1 on x in Inequality (2) as we see as follows. Let f (x, y) := x y 2 + 1 ,
. So (x, y) ∇f (x, y) ≥ √ ≤ dist(X(s), V t ). So X(s) |f (X(s)) − t| = X(s) = √ s 2 + 1 + s 2 < 2s ≤ 8 dist(X(s), V t ).
Therefore Inequality (2) does not hold any longer if we put an exponent β < 1 on x .
