channels simultaneously, but need not end at the same time. Theoretical work has identified several important concepts related to parallel processing and has illustrated how they affect predicted levels of performance in a parallel processing architecture (e.g., Colonius, 1990; Grice, Canham, & Boroughs, 1984; J. Miller, 1982; Townsend & Ashby, 1983; Townsend & Nozawa, 1995; Townsend & Wenger, 2004) . All of these theoretical developments assume that the time it takes to complete processing on each channel is a random variable. Given the stochastic nature of RTs, this seems a natural assumption (cf. Diederich, 1995; Townsend & Ashby, 1983) . We make the additional assumption that the auditory stimuli activate the auditory but not the visual channel. We also assume the conversethat the visual stimuli activate the visual but not the auditory channel. This is known as the assumption of selective influence (see, e.g., Townsend & Nozawa, 1995) .
One important factor that governs the time course of parallel processing is the operation that terminates processing. In redundant signals paradigms, processing may be terminated as soon as either channel completes its processing. In such cases, a separate decision rule is applied to each parallel channel, and the output of that decision rule is transmitted to a Boolean OR gate, such that the first channel to complete processing triggers a response. This general class of model has a long history in experimental psychology (Raab, 1962) , and in the recent psychological literature has been called a race model, or minimum completion time parallel processing (cf. Townsend & Nozawa, 1995) . Parallel processing in the minimum completion mode predicts that redundant signals will be processed more quickly than either component signal presented alone, if we assume that the time taken to complete processing on each channel is a random variable. The reason for this lies in the fact that the OR operator will trigger a response as soon as the first channel completes processing. Thus, the system always selects the minimum of two processing times, and it is known that the expected value of this minimum operator is less than or equal to the minimum of the expected values of the distribution of the individual channel processing times (e.g., Billingsley, 1979; Colonius & Diederich, 2006) . This can be written as:
where T A and T V represent the processing times on the auditory and visual channels, respectively. Equation 1 is known as Jensen's inequality, and the facilitation it predicts is frequently called probability summation, because it is purely a statistical effect of applying the minimum completion time operator to a parallel processing architecture. Performance consistent with a race model architecture has been observed in a variety of visual tasks employing redundant signals, including the processing of noncorresponding binocular stimuli (Hughes & Townsend, 1998) , motion detection (Meyer, Wuerger, Röhrbein, & Zetzsche, 2005; Wuerger, Hofbauer, & Meyer, 2003) , and the concurrent processing of high and low spatial frequencies (Hughes, Nozawa, & Kitterle, 1996) . Performance consistent with the race model architecture has also been observed in several studies of auditory-visual interactions, including audiovisual presentations to infants (Neil, Chee-Ruiter, Scheier, Lewkowicz, & Shimojo, 2006) and saccades to spatially misaligned auditory and visual targets . Manual RTs to bimodal targets are often consistent with a race model architecture, even if the targets are presented in a spatial register . However, it has been recognized for some time that parallel processing in the minimum completion time mode is not the sole processing architecture that can produce robust redundant signals effects: Separate decisions followed by an OR gate is not the only processing termination rule. In a seminal series of experiments, J. Miller (1982) proposed a parallel architecture in which the outputs of parallel channels could be combined before the application of a single criterion. When that single criterion was met, it would terminate processing and trigger a detection response. He termed this mechanism coactive parallel processing, and pointed out that the magnitude of the redundant signals effect in a coactive architecture could easily be greater than that produced by minimum completion time parallel processing. Drawing from basic theorems of probability theory, J. Miller (1982) introduced the idea that there should be an upper limit to the magnitude of statistical facilitation produced by parallel processing in the minimum completion mode. J. Miller (1982) reasoned that since the joint probability associated with observing two independent events A and B [P(A and B)] is given by the product of the marginal probabilities [P(A) P(B)], the probability of observing either A or B is as follows:
That is, P(A or B) equals the sum of the marginal probabilities minus their joint probability. We can reformulate the above expression to make predictions concerning RTs by expressing these probabilities as cumulative distributions of processing times. For instance, we can express a race model architecture in which the bimodal processing times for the visual and auditory channels are statistically independent, as follows:
where P(RT AV t) is the probability that the processing on either the auditory channel or the visual channel is completed by time t, P(RT A t) is the marginal probability that auditory processing is completed by time t, P(RT V t) is the marginal probability that visual processing is completed by time t, and [P(RT A t) P(RT V t)] is the joint probability that both auditory and visual processing is completed by time t. J. Miller (1982) noted that an upper bound on performance produced by a race model was provided by setting the joint probability term equal to 0. This is equivalent to assuming that the processing times on each channel demonstrate complete negative dependencies. Thus, J. Miller (1982) suggested that an upper (i.e., fast) bound of probability summation in minimum completion time parallel processing is given by
This expression is an instance of Boole's inequality. When applied to the performance limits of parallel race models, it has frequently been called [J.] Miller's inequality or the race model inequality (RMI; cf. Townsend & Nozawa, 1995; Townsend & Wenger, 2004) . Equation 3 provides a limit on the fastest performance attainable by a race model, given certain assumptions. We will discuss those assumptions at greater length in the next paragraph. In the case of multimodal inputs, the RMI states that the value of the bimodal cumulative distribution function (CDF) must be less than or equal to the sum of the unimodal CDFs for all times, t. RT performance that exceeds this boundary demonstrates a magnitude of multimodal facilitation that is incompatible with race models that assume noninteracting parallel channels (e.g., Diederich & Colonius, 1987; Gielen, Schmidt, & Van den Heuvel, 1983; Giray & Ulrich, 1993; Hughes et al., 1994; Krummenacher, Müller, & Heller, 2001; J. Miller, 1982 J. Miller, , 1986 Patching & Quinlan, 2004) . Violations of the RMI are observed in the latency of saccadic eye movements to spatially aligned bimodal targets (Colonius & Arndt, 2001; Frens, Van Opstal, & Van der Willigen, 1995; Hughes et al., 1994) , a finding that is consistent with an extensive anatomical and electrophysiological literature demonstrating that the superior colliculus, an important oculomotor center, is also a site of multimodal convergence-a site where individual neurons receive direct auditory and visual afferents (Dräger & Hubel, 1975a , 1975b Meredith & Stein, 1983; Stein, Jiang, Wallace, & Stanford, 2001; Stein, Wallace, Stanford, & Jiang, 2002 ; recently reviewed in Holmes & Spence, 2005) .
Several Constraints and Caveats
Formally, P(RT A t) and P(RT V t) are the marginal CDFs of processing times on the auditory and visual channels under conditions of bimodal stimulation. However, these marginal probabilities are not directly observable. In empirical studies, these cumulative probabilities are estimated from trials in which visual and auditory signals are presented in isolation. Using the distribution of unimodal RTs to estimate the CDFs of the marginal probabilities involves an assumption called context independence (cf. Colonius, 1990; Townsend & Nozawa, 1995; Townsend & Wenger, 2004) . Context independence means that the activity within, say, an auditory input channel, is not altered in any way by the addition of a visual signal. It is evident, therefore, that use of the RMI assumes context independence for both the auditory and visual channels, because it would otherwise be inappropriate to use the unimodal trials to estimate the unimodal marginal probabilities on bimodal trials.
Recently, Townsend and Wenger (2004) have demonstrated how a third type of parallel processing architecturean interactive parallel architecture-can produce RMI violations. In an interactive parallel architecture, activity within one input channel is transmitted to the other input channel. This sort of interaction between channels could easily be implemented by collateral connections between parallel channels, which are often observed in the neuroanatomy of afferent pathways. If the cross talk between channels is excitatory, the channels produce a positive interaction. If the cross talk is inhibitory, then the channels display negative interactions. Townsend and Wenger presented simulations that demonstrate that sufficiently robust excitatory cross talk can produce violations of the RMI, even if processing is terminated by the minimum completion time stopping rule. Thus, positively dependent parallel processing in the minimum completion mode can mimic coactive parallel processing. In light of these recent theoretical developments, we can state that RMI violations rule out all race models that posit noninteractive parallel channels demonstrating context independence. By default, then, RMI violations imply either a coactive parallel architecture (also called a channel summation architecture) or a powerful, positively dependent interactive parallel architecture. The three distinguishable implementations of parallel processing are illustrated in Figure 1 . As far as we are aware, there is no empirical method capable of unambiguously distinguishing between a coactive parallel architecture and a positively dependent parallel architecture. At present we must be content with the conclusion that empirical violations of the RMI rule out the architecture in Figure 1A , but are consistent with either of the architectures illustrated in Figures 1B and 1C .
It is also notable that, when we considered the effect of stochastic dependencies in the RMI, it appeared that positive dependencies slowed performance (relative to independent channels) and negative dependencies predicted faster RTs than the independent race model (Colonius, 1990) . However, in an interactive parallel architecture, positive dependencies speed RTs, and negative dependencies slow RTs (Townsend & Wenger, 2004 ). Townsend and Wenger show that this discrepancy is due to the fact that interactive parallel processing violates the assumption of context independence. We cannot directly evaluate context independence empirically. This is why we cannot conclude which process (channel summation or channel interaction) is the source of any observed violations of the RMI.
The oculomotor system is one important sensorimotor subsystem that integrates visual and auditory inputs according to the channel summation processing architecture. However, it is entirely possible that other processing modules may also employ coactive parallel processing. In humans, speech and language are important cognitive systems that also integrate information from different sensory modalities. Speech sounds are often accompanied by the visual inputs arising from articulatory movements, and the combination of these auditory and visual inputs provides meaningful information to the listener (Dodd, 1977) . The interaction between auditory and visual input channels is quite compellingly demonstrated by the McGurk effect, in which conflicting auditory, "ba," and visual, "ga," stimuli produce the percept of an intermediate, fused syllable, "da" (McGurk & MacDonald, 1976) . This fusion of auditory and visual inputs is so robust that it occurs even in cases in which the gender of the voice and the face are incongruent (K. P. Green, Stevens, Kuhl, & Meltzoff, 1990) . This illusion may be caused by inaccurate channel summation or by a process of conflict resolution. Subjective reports of phoneme perception are clearly insufficient to determine the answer.
Integration of auditory and visual inputs during speech processing has also been investigated using neuroimaging and electrophysiological techniques (Beauchamp, vert, Campbell, & Brammer, 2000; Eimer, 2001; Eimer & Driver, 2000; Macaluso, George, Dolan, Spence, & Driver, 2004) . However, enhanced blood oxygenation level differences (BOLD) signals in fMRI are also insufficient to distinguish whether processing is consistent with a parallel race model or a channel summation architecture. A channel summation architecture implies facilitatory convergence at the level of individual neurons, but the relatively poor spatial resolution of fMRI is not capable of determining whether enhanced BOLD responses to multimodal inputs are the result of multimodal convergence at the cellular level; the same effects could occur if distinct unimodal neural populations were closely interdigitated, as is known to sometimes occur in nonhuman cortical areas (Stein & Meredith, 1993) . This confound has been well controlled by considering only activations that are superadditive (multimodal 1&2 unimodal 1 unimodal 2 ; Laurienti, Perrault, Stanford, Wallace, & Stein, 2005) . But the correspondence between BOLD responses and neural activity is not clearly understood, and even if it were, issues relating to processing architecture must ultimately be resolved by studies of behavioral performance. Thus, appropriate behavioral demonstrations of the channel architecture are needed to explain specific cases of multimodal integration.
The present experiment examines the functional architecture underlying bimodal integration when corresponding signals arise from both the visual and auditory modalities, rather than from conflicting signals, as in the McGurk effect. The task employed is a simple verbal naming task; the experiment extends recent findings described by Berryhill, Kveraga, Webb, and Hughes (2005) . In the unimodal conditions (A, V), the subjects were presented with Arabic digits or they heard the digit names and were instructed to verbally name the digit as quickly as possible (e.g., Berryhill et al., 2005; Davis, Moray, & Treisman, 1961; Fitts, 1964; Mowbray, 1960; Mowbray & Rhoades, 1959; Regan, 1981; Theios, 1975) . In the bimodal condition (A V), we presented the subjects with both the visual symbol and the corresponding auditory name, and they were required to vocalize the digit name. In the bimodal condition, we also included a stimulus onset asynchrony (SOA) manipulation, in an attempt to compensate for differences in temporal processing between visual and auditory modalities, because previous studies have shown the importance of central simultaneity of auditory-visual integration rather than physical simultaneity Frens et al., 1995; Hughes et al., 1994) . It is known that there is an extended temporal window over which these multisensory signals influence each other (Dixon & Spitz, 1980; Meredith & Stein, 1983 , 1986a , 1986b Munhall, Gribble, Sacco, & Ward, 1996; Stein & Meredith, 1993) . In order to determine whether or not the results conformed to race or channel summation architecture, we calculated the RMI for four different SOA values spanning more than the difference observed between unimodal processing times (as estimated by the difference in unimodal RTs).
METHOD Subjects
Seven undergraduates (3 male, 18-21 years old) participated. All reported having normal hearing and vision, and all were native speakers of English. They were compensated for their time by receiving additional course credit for experimental participation or by earning $4/session (their choice). The experimental protocol was approved by the Dartmouth Committee for the Protection of Human Subjects, and each subject signed an informed consent document.
Stimuli
The visual stimuli consisted of the integers "1" and "2." The digits were white numbers (1.8º, 27 cd/m 2 ) presented against a black background on a 19-in. CRT display. We controlled the 57-cm viewing distance by asking the subjects to lean against a forehead rest. We presented the stimuli for 100 msec (six raster scans at 16.67 msec/ scan). Stimulus presentation and timing were controlled by a PC running DOS, which yoked stimulus presentation to the vertical refresh rate of the CRT monitor. This stimulus presentation routine also set a bit in the machine's parallel port synchronously with the first video raster frame containing stimuli, to determine RTs.
The auditory stimuli consisted of the set of spoken digit names "1" and "2." The auditory stimuli were digitized recordings of a female voice speaking the digit names; they were presented using a standard PC sound card and computer speaker system.
The bimodal stimuli consisted of congruent visual and auditory stimuli, presented with the auditory stimulus trailing the visual stimulus by the following SOA values: 0, 75, 150, and 225 msec. At these SOA values, the asynchronies were not noticed by most subjects.
Response Recording
We recorded verbal responses using an audio microphone that amplified the signal and controlled a voice-activated switch. An experimenter monitored the audio responses for accuracy. A second computer digitized signals from the parallel port of the stimulus-presentation machine as well as the output of the voice-controlled switch at the sampling rate of 1000 Hz, thereby enabling millisecond accuracy of the vocal RTs. The microphone was highly directional, and the voiceactivated switch was never triggered by the auditory stimuli, because the speakers were placed behind the microphone. We also adjusted the sensitivity of the microphone to ensure that only the subject's voice could cause the voice-activated switch to trigger. False triggering would also have registered as RTs close to 0 msec for the 0-msec SOA and the auditory-alone trials. This false triggering was never observed.
Experimental Procedures
Experimental sessions consisted of five blocks of 100 trials each. Trials began with the placement of a fixation cross in the center of the CRT display for a 500-1,500-msec foreperiod selected from a rectangular distribution. The subjects were then presented with the digits "1" or "2" as visual, auditory, or bimodal stimuli. Trial types and probabilities are summarized in Table 1 . For the bimodal stimuli at SOAs greater than 0, the first stimulus was always the visual stimulus. Thus, there were six different types of trials: auditory (A), visual (V), and bimodal (AV) at four SOAs (AV 0 , AV 75 , AV 150 , and AV 225 ). The SOA manipulation was designed to compensate for the differences in auditory and visual RTs. For SOAs 0, RTs were timed from the beginning of the first (i.e., the visual) stimulus. The subjects were instructed to name the presented digit as quickly and as accurately as possible. Feedback providing their average RT and accuracy was presented after each block. Added monetary incentives were provided if they beat their practice session mean RTs and maintained above 95% accuracy.
RMI Calculation
All analyses were performed on the individual subject RT distributions. First, CDFs were calculated for the unimodal auditory and visual conditions. Second, the RMI boundaries for the different SOA conditions were determined by adjusting the unimodal auditory CDF by the value of the SOA. For example, at the 75-msec SOA, the RMI is created by adding 75 msec to the unimodal auditory CDF before adding it to the unimodal visual CDF. The sum of this adjusted auditory CDF and the unimodal visual CDF formed the lower boundary of the race model. The lower RMI boundary reflects the fastest possible responses consistent with race model processing. The lower RMI boundary and the experimental CDFs are plotted in Figure 2 . Positive values found after subtracting the lower RMI boundary from the experimental CDFs indicate violations of the model (Figure 3 ).
Calculation of Capacity Coefficients
Townsend and Nozawa (1995) introduced a formal definition of processing capacity, although the general notion of capacity has a long history in the psychological literature. In essence, processing capacity is concerned with the speed with which an item is processed as the number of concurrently processed items increases. Capacity is termed "unlimited" if the marginal probabilities for each item are invariant when the number of other items processed on other channels increases. The independent channels race model is an example of an unlimited Time ( capacity system. Any processing system that exceeds unlimited capacity is said to have supercapacity. Townsend and Nozawa derived the formal notion of the capacity coefficient, which is defined as
where C o (t) is the capacity coefficient for minimum completion time parallel processing at time t
, ln[S AV (t)] is the natural logarithm of the bimodal survivor function at time t, ln[S A (t)] is the natural logarithm of the auditory survivor function at time t, and ln[S V (t)] is the natural logarithm of the visual survivor function at time t. The survivor function is the complement of the CDF, S(t) 1 CDF(t) 1 P(T t) P(T t).
A system that demonstrates unlimited capacity at time t should have a capacity coefficient 1.0 at time t. A system that demonstrates supercapacity at time t should have a capacity coefficient 1.0 at time t. Individual capacity coefficients were calculated following the method of Townsend and Wenger (2004) . For each subject and each SOA value, survivor functions were calculated by first subtracting the CDF from 1. The capacity coefficient was calculated by taking the natural log of the bimodal survivor function as the numerator and the sum of the natural logarithms of each unimodal survivor function. In order to account for the SOAs, we increased the auditory survivor function by the amount of the SOA value, just as we did in computing the RMI for SOAs 0.
RESULTS

Response Accuracy
No subject performed below 99% correct for any stimulus condition.
Response Times
Grand mean RTs for all subjects are illustrated in Fig to bimodal trials vary substantially as a function of SOA. As expected, at 0-msec SOA, RTs were equivalent to unimodal auditory digits because the processing times to identify the auditory stimuli were substantially faster (by about 100 msec) than unimodal visual processing times. Bimodal RTs slowed with increasing SOAs (visual preceding auditory) until, at an SOA of 225 msec, bimodal RTs were nearly equivalent to unimodal visual RTs. This indicates that this range of SOAs effectively compensated for the overall difference between visual and auditory processing times. This is important, because the multimodal summation effects depend on the amount of overlap between the unimodal distributions. Figure 5 illustrates the CDFs for 1 representative subject for each of the six stimulus conditions.
The ordering of RTs that was apparent in the grand means is quite visible in the individual subject data. Figure 2 compares the boundary predicted by the race inequality measure with the obtained bimodal CDFs for 1 subject at each of the four visual-auditory SOAs.
The top four panels illustrate the obtained bimodal CDF for the four different SOA conditions. Also illustrated is the race model boundary for that SOA. It can be seen that at 0-msec SOA there were no violations of the RMI. There were essentially no violations at 75-msec SOAs either. In contrast, SOAs of 150 and 225 msec produced substantial violations. Probability summation cannot account for the facilitation produced by bimodal stimuli delivered at these SOAs. Rather, these results strongly suggest channel summation architecture. The data are presented in a more concise fashion in the bottom right panel of Figure 2 , which illustrates the difference between the race model boundary and the obtained bimodal CDFs (predicted-obtained). Figure 3 is a scatterplot of the RMI values for all 7 subjects for the four SOA conditions. The heavy line is the group mean RMI as a function of time. Inspection of Fig- ure 3 reveals that some RMI violations occurred in at least some subjects at each SOA examined. It is evident that massive violations occurred at the two longest SOAs (150 and 225 msec). This is indicated by the solid lines in each panel, which inscribe the average value of the difference between the obtained and predicted bimodal CDFs as a function of time.
We calculated the capacity coefficients separately for each subject at each SOA. Townsend and Nozawa (1995) provided a proof that an observed violation of the race model inequality at time t entails supercapacity at time t[C o (t) 1.0]; see also Townsend and Wenger (2004) . Evidence of supercapacity was observed in all subjects for auditory-visual SOAs of 150 and 225 msec. At the SOA values of 0 and 75 msec, there were individual subjects who never showed evidence of supercapacity at any time, consistent with the general observation that they also did not violate the RMI at these SOAs. In order to quantify the relative level of supercapacity at each SOA value, we calculated the percent of 10-msec bins demonstrating supercapacity. We subjected these values to a repeated measures ANOVA with SOA as the repeated measure. There was a main effect of SOA [F(3,18) 6.7, p .003, p 2 .53]. Post hoc pairwise comparisons revealed significantly greater supercapacity measurements for the 225-msec SOA condition than for the 150-msec SOA condition ( p .037). However, the variability across subjects was very high and the differences between the mean 0-msec SOA and the 75-and 225-msec SOAs was actually greater than the difference between the 150-and 225-msec SOAs; see Table 2 .
DISCUSSION
It is clear that either the visual form or the acoustic sound of an alphanumeric character can rapidly and automatically activate the corresponding verbal name code in literate adults (Berryhill et al., 2005) . The goal of the present study was to characterize the processing architecture underlying parallel auditory and visual integration of written symbols and their corresponding spoken names. We did this by using a divided attention paradigm, in which subjects had to verbalize digit names in response to (1) their visual form, (2) their auditory name, or (3) the combination of both the visual forms and the auditory names. In order to compensate for well-known differences in the speed of processing visual and auditory stimuli (Woodworth & Schlosberg, 1954) , we combined these bimodal stimuli using four different SOAs. This approach follows previous experiments in which subjects made saccades to spatially localized visual and auditory targets Hughes et al., 1994) . In the present data, substantial differences in auditory and visual processing times were observed. Furthermore, violations of the RMI were only apparent when the auditory component of the bimodal stimuli was delayed by an amount approximating the average difference in unimodal processing times. Thus, no consistent violations of the RMI (J. Miller, 1982) were observed at SOAs of 0 or 75 msec (visual stimulus leading), but substantial and consistent violations were observed at SOAs of 150 and 225 msec. We therefore conclude that bimodal information facilitates naming latencies to an extent that is incompatible with a parallel race processing architecture.
This conclusion is largely confirmed by analyzing the capacity coefficients, although there are several discrepancies we need to consider. Capacity coefficients greater than 1 indicate supercapacity, and should be observed whenever the RMI is violated. That prediction is largely confirmed in these data. However, the converse does not appear to hold-capacity coefficients greater than 1.0 were often observed at times when the RMI had not been violated. Almost every SOA value for every subject had at least one time bin with a capacity coefficient greater than 1, but there was tremendous variability between subjects. There is also a discrepancy between the two measures regarding supercapacity at the 0-and 75-msec SOA values. Although no RMI violations are observed at these SOA values, there are capacity coefficient values greater than 1 for 6 out of 7 subjects in these conditions. Thus, in the present data set, the RMI appears to be the more conservative measure of determining whether observed performance is incompatible with the race model architecture. One possible reason for the discrepancies may be that at least 300 data points per condition are suggested when calculating capacity coefficients, a condition our study did not satisfy. We therefore emphasize the cases for which there is congruency between the two measures, and conclude that these data provide psychophysical evidence indicating that auditory name and visual form information are either (1) another example of coactive parallel processing of auditory and visual information or (2) an example of strong, positively dependent parallel bimodal processing (see Figures 1B and 1C) . It might seem unlikely that potent interactions occur between auditory and visual afferent channels, since there are no known connections between the auditory and visual systems, at least early in processing. However, significant cross talk could readily occur later in the pathways that mediate visual and auditory digit recognition, so we believe that the interactive parallel model is just as viable a candidate as the channel summation model.
An important feature of previous work is that the empirical tests of channel summation architecture provide psychophysical results that mesh nicely with known physiology (e.g., Hughes et al., 1994; Hughes & Townsend, 1998) . In the following paragraphs, we consider where the bimodal summation or interactions underlying the observed degree of intersensory facilitation of naming latencies might be occurring in the brain.
Location of Multimodal Convergence
The manner in which individual sensory properties are bound to one object remains a fundamental question in sensory processing. Converging data suggest that this process arises from processing networks in multiple subcortical and cortical structures. Correspondingly, multimodal convergence seems to occur at multiple levels of processing (for recent reviews, see Amedi, von Kriegstein, van Atteveldt, Beauchamp, & Naumer, 2005; Calvert & Thesen, 2004) . Convergence within the oculomotor system seems to be appropriately regarded as occurring at the interface between sensory and motor processing. In this case, it is probably not useful to attempt to categorize the "locus" of summation as occurring at either a sensory or motor stage, since physiological studies have identified neurons within the superior colliculus that have multimodal receptive fields (Bell, Meredith, Van Opstal, & Munoz, 2005; Doubell, Skaliora, Baron, & King, 2003; Dräger & Hubel, 1975a , 1975b Fort, Delpuech, Pernier, & Giard, 2002; Joassin, Maurage, Bruyer, Crommelinck, & Campanella, 2004; L. M. Miller & D'Esposito, 2005; Schneider & Kastner, 2005; Sparks, 1986; Stein & Meredith, 1993; Toldi, Fehér, & Wolff, 1986; ; reviewed in Isa & Sasaki, 2002 ; but see Populin & Yin, 2002) and also generate a premotor discharge prior to specific trajectories of saccadic eye movements (e.g., Jay & Sparks, 1984; Meredith & Stein, 1986a; Patton, Belkacem-Boussaid, & Anastasio, 2002; Stein, 1978; Stein & Arigbede, 1972) .
The function of multimodal integration in oculomotor control clearly seems to promote foveation of environmental events, regardless of the sensory modality that encodes those events. The simple fact that the same response can be accessed by stimulation to different sensory modalities requires parallel routes to the response mechanisms. But it does not necessarily imply the channel summation architecture. For example, Hughes et al. (1994) demonstrated that the exact same bimodal stimuli produce a level of intersensory facilitation that is consistent with a race model architecture when manual RTs are the measure of performance, but a level of facilitation that exceeds the race model bound when saccade RTs are the dependent measure. Clearly, not all cases of intersensory facilitation require the channel summation architecture. In the present task, multimodal integration of congruent information could easily have been consistent with the race model. Alternatively, the processing could have components arranged in series if, for example, visual alphanumeric forms need to be translated into the auditory phonological representations before accessing the phonological motor programs. Multimodal integration of the sort demonstrated by the McGurk effect (McGurk & MacDonald, 1976 ) is likely to result from some sort of competition between perceptual alternatives, and might therefore be expected to result in processing times that are incompatible with (i.e., slower than) a race model architecture. Of course, these behavioral demonstrations of channel summation cannot specify the locus of the effect within the human nervous system. To address the anatomical locus of this processing, we must consider relevant neuroimaging studies. Neural pathways involved in mediating reading aloud and/or auditory involve activity in Broca's area, which is critical to initiating spoken language (for a metaanalysis of PET and MRI studies, see Turkeltaub, Eden, Jones, & Zeffiro, 2002) . Neuroimaging work suggests that frontoparietal networks are important in mediating attentional contributions (Macaluso et al., 2004) to auditory-visual integration during bimodal presentation (Talsma & Woldorff, 2005) and speech processing (Saito et al., 2005) . Recent investigations suggest that separate networks process the sensory (superior colliculus, insula, and intraparietal sulcus) and perceptual (Heschl's gyrus, superior temporal sulcus, middle intraparietal sulcus, and inferior frontal gyrus) components of multisensory integration (L. M. Miller & D'Esposito, 2005) . These interactive networks are essential to language processing (Geschwind, 1965; Mesulam, 1998; reviewed in Cabeza & Nyberg, 2000) . In addition, the important role of feedback as well as feedforward connections (Foxe & Schroeder, 2005) may explicate activity observed in early sensory regions (i.e., Calvert et al., 1997 Calvert et al., , 2000 Falchier, Clavagnier, Barone, & Kennedy, 2002; Giard & Peronnet, 1999; Heim, Opitz, Müller, & Friederici, 2003; Kayser, Petkov, Augath, & Logothetis, 2005; Raij, Uutela, & Hari, 2000; Santi, Servos, Vatikiotis-Bateson, Kuratate, & Munhall, 2003 ; but see Laurienti et al., 2002; Olson, Gatenby, & Gore, 2002; van Atteveldt, Formisano, Blomert, & Goebel, 2007) . The channel summation architecture revealed in the present work presumably operates in numerous situations in which visual inputs facilitate processing of acoustic information (Calvert et al., 1999; Giard & Peronnet, 1999 ).
SOAs and Intersensory Priming
The present results present significant violations of the RMI at SOA values of 150 and 225 msec. These SOA values overcompensate by more than the 100-msec difference in auditory and visual unimodal RTs. This surprisingly large temporal window of bimodal influence is consistent with studies examining perceived synchrony. Although there are tremendous individual differences (L. M. Miller & D'Esposito, 2005) , lags greater than 250 msec between the visual and audio signals are needed for humans to detect them (Dixon & Spitz, 1980) . Thus, observing an effect at the higher SOA values may reflect the window of audio-visual integration.
One possible concern with regard to our paradigm and the use of SOAs involves the possibility of sensory priming. Priming is a well-known behavioral improvement in performance that occurs following the repetition of stimuli (reviewed in Schacter & Buckner, 1998 ). Because we observed such robust channel summation at the higher SOA values (150, 225 msec), it was suggested by one reviewer that the visual stimulus might prime the auditory stimulus, thus reducing RTs. Evidence from experimental approaches with high temporal fidelity, MEG and ERP, suggests that these effects do not begin until approximately 200-250 msec following presentation of the stimulus (Kim, Lee, Shin, Kwon, & Kim, 2006; Marinkovic et al., 2003; Nagy & Rugg, 1989) . Although these paradigms are not precisely identical to the present study, they do evaluate the onset of perceptual priming. The onset times are close to the 225-msec SOA employed in the present paradigm, but the 150-msec SOA is considerably shorter. If priming were underlying our findings, we would not predict the observation of such dramatic RMI violations at the 150-msec SOA value.
Implications of Coactive and Interactive Architectures
Multimodal signals are important constituents of perception. It is likely that multimodal interactions follow a number of different processing architectures, depending on the particular cortical and subcortical pathways involved. Therefore, testing processing architectures using multiple paradigms, including unimodal and bimodal stimuli, is an important tool in distinguishing between processing pathways for various tasks. In humans, visual and auditory modalities both access speech control centers; people are able to read out loud following visual presentation of words and are also able to repeat what someone has just told them. Given that these parallel routes do exist, there are several prominent ways in which the channels might interact. Because we observe greater facilitation than would be expected, given a pure parallel race, we conclude that either channel summation or some form of highly interactive parallel system underlies verbal responses to redundant auditory and visual stimuli.
