Objective: We evaluated the performance of the food-frequency questionnaire (FFQ) administered to participants in the US NIH-AARP (National Institutes of Health-American Association of Retired Persons) Diet and Health Study, a cohort of 566 404 persons living in the USA and aged 50-71 years at baseline in 1995. Design: The 124-item FFQ was evaluated within a measurement error model using two non-consecutive 24-hour dietary recalls (24HRs) as the reference. Setting: Participants were from six states (California, Florida, Pennsylvania, New Jersey, North Carolina and Louisiana) and two metropolitan areas (Atlanta, Georgia and Detroit, Michigan). Subjects: A subgroup of the cohort consisting of 2053 individuals. Results: For the 26 nutrient constituents examined, estimated correlations with true intake (not energy-adjusted) ranged from 0.22 to 0.67, and attenuation factors ranged from 0.15 to 0.49. When adjusted for reported energy intake, performance improved; estimated correlations with true intake ranged from 0.36 to 0.76, and attenuation factors ranged from 0.24 to 0.68. These results compare favourably with those from other large prospective studies. However, previous biomarkerbased studies suggest that, due to correlation of errors in FFQs and self-report reference instruments such as the 24HR, the correlations and attenuation factors observed in most calibration studies, including ours, tend to overestimate FFQ performance. Conclusion: The performance of the FFQ in the NIH-AARP Diet and Health Study, in conjunction with the study's large sample size and wide range of dietary intake, is likely to allow detection of moderate ($1.8) relative risks between many energy-adjusted nutrients and common cancers.
random and systematic, in the FFQ method may be substantial 2, 3 , generally leading to bias in observed relative risks and loss of power to detect diet-disease relationships 4, 5 . Thus, a calibration sub-study was carried out in approximately 2000 subjects, with two 24-hour dietary recalls (24HRs) as the reference instrument. The main purpose was to evaluate the performance of the FFQ instrument in this study and to correct estimated dietdisease relationships for measurement error. We present here validation results for 24 nutrients and for servings of fruits and vegetables. Evaluation of the FFQ-reported intake for most other food groups requires a different methodology due to a non-trivial probability of zero reported intake on any given 24HR and will be presented in a separate paper.
Methods

Design
The design of the NIH-AARP Diet and Health Study is described in detail elsewhere 1, 6 . Briefly, a baseline questionnaire which included a 124-item FFQ was mailed to 3.5 million members of AARP, in three waves. The first wave of 250 000 questionnaires was mailed in October 1995. The calibration sub-study participants were selected from the 46 970 subjects who had responded to the first wave as of January 1996. For purposes of defining the eligible sample for selection into the calibration substudy, we excluded individuals for a variety of reasons 6 leaving a pool of 38 691 eligible for selection into the calibration study.
The calibration study was designed to match the original two-stage design of the entire cohort study. A stratified sampling design using FFQ-derived estimates of intake of percentage energy from fat, fruit and vegetables, fibre and red meat to form strata was implemented 6 . For each of these dietary variables, five categories of intake were specified for each gender, consisting of approximately 10% in each of the lowest and highest categories, with the remaining 80% distributed equally among the middle three categories. The five categories and four dietary variables were used to partition eligible respondents into 20 strata. Two additional strata were added to reflect high alcohol intakes (.90 g per day). A combination of fixed and random sampling within strata was implemented to ensure approximate representation from each gender, enhance minority inclusion and increase dietary heterogeneity for these four dietary variables. Extreme intakes (strata 1 and 5) on any of the four variables were sampled at the highest rate; proportionately fewer were sampled from strata 2 and 4; and even fewer were sampled from stratum 3. In order to attain a final sample of 2000, a pool of 6150 individuals was chosen, and telephone numbers for 3901 individuals obtained. Recruitment calls were attempted on 3647 and 2923 were reached; 128 were excluded because they could not be located, had language problems, or were too ill to participate. Of the 2795 individuals invited to participate, 2055 agreed to participate. Because of changes in an FFQ exclusion criterion (exclude if .10 rather than .40 scanning errors), two participants were excluded subsequently. Trained interviewers administered two non-consecutive, unannounced 24HRs by telephone, randomly assigned by day of the week. The two recalls were well separated in time (a median of 21 days apart and 75% separated by 14 or more days) from March to September 1996. Of the 2053 participants who completed the first 24HR, 1986 provided a second 24HR. All 2053 were mailed a second FFQ, similar to the baseline instrument, in October 1996; 1445 were returned. The lack of temporal agreement between the recalls and the FFQs may create error, although there is little evidence to suggest that nutrient intakes vary dramatically from season to season.
For these analyses, we excluded 100 individuals from the calibration sub-study, consistent with exclusions made on the overall baseline cohort, for the following reasons: subsequent drop outs (n 5 78); pre-baseline registry reports of cancer (n 5 9); and death-only reports of cancer (n 5 13). Thus, the analysed calibration sample consisted of 1953 individuals (987 men, 966 women) with at least the baseline FFQ and one 24HR. Data collection for the NIH-AARP Diet and Health Study was approved by the National Cancer Institute (NCI) and the Westat, Inc. institutional review boards.
Study instruments
The FFQ used in the NIH-AARP Diet and Health Study was an early version of the Diet History Questionnaire (DHQ) developed at the NCI 7 . Frequency responses were asked for 124 food items; portion sizes for 116. An additional 21 questions asked about specific food choices and cooking practices. The US Department of Agriculture's (USDA) Continuing Survey of Food Intakes of Individuals (CSFII) survey databases (1989-91 initially, and 1994-96 as it became available) were used to develop a nutrient composition database for the FFQ 8 . Estimates of individual intake were calculated for 29 nutrients and 30 food groups.
In the 24HR interviews, participants were asked to report all foods and beverages consumed on the day before the interview. Interviewers used a Food Probe List containing standardised probes specific to foods in over 100 food categories. Data were coded using the Food Intake Analysis System (FIAS), version 2.3, developed at the University of Texas; the same nutrient composition database is used for both FIAS and USDA's CSFII. Data checks were performed on reports with extremely high values for fat, total energy and total fruit and vegetable intakes, and corrections were made to the data when extreme values were due to coding errors.
Statistical methods
Two parameters are important for evaluating the performance of a dietary assessment instrument (Q), in this case, the FFQ: the Pearson correlation coefficient r Q,T between reported and true intake, often referred to as the validity coefficient, and the attenuation factor l Q , which is the slope in the regression of true intake on reported intake. If an FFQ-measured exposure is categorised into quantiles, the correlation r Q,T determines the extent of misclassification due to measurement error 9 . In a univariate model relating dietary exposure to disease, the observed relative risk for a given change in the exposure is equal to the true relative risk raised to power l Q . In dietary studies, l Q is usually confined between zero and one, therefore attenuating (biasing toward one) true relative risks. An attenuation factor close to zero indicates severe attenuation and an attenuation factor close to one signals very little attenuation. For example, the true relative risk of 2 for a given change in the exposure would be observed as 2 0:5 ¼ 1:41 if l Q 50.5 and only 2 0:1 ¼ 1:07 if l Q 50.1. In addition, the correlation with true intake is related to statistical power to detect dietdisease relationships. Compared with using true intake, the required sample size to reach the desired statistical power should be increased by the inverse of the squared correlation with true intake. For example, if r Q;T ¼ 0:5, the required sample size should be increased 1/0.5 2 5 4 times to achieve the nominal power.
Ideally, one would like to measure true intake in the calibration study to estimate the correlation with true intake and attenuation factor. Unfortunately, diet cannot be measured precisely in free-living populations, either using dietary assessment instruments or biomarkers of intake. Estimation of both parameters in this situation can still be performed using statistical modelling but requires administration of a reference instrument. The reference instrument does not have to measure intake perfectly and may contain error of its own, but this error is required to be (a) independent of true intake and (b) independent of error in the FFQ 10 . Throughout this paper we shall refer to these two conditions as defining a correct reference instrument. Under conditions (a) and (b), the correlation with true intake is equal to the correlation between the FFQ and reference instrument adjusted for within-person random error in the reference measure 11 . Its estimation in the calibration study requires that the reference instrument be administered at least twice. The attenuation factor is equal to the slope of the regression of the reference measure on the FFQ, and its estimation requires only one administration of the reference instrument 12 .
In the literature, the correlation with true intake and the attenuation factor are usually estimated by applying the method of moments to those individuals in the calibration study who have fully completed the FFQ and necessary reference measurements [13] [14] [15] . Alternatively, both parameters can be estimated by fitting a measurement error model for the FFQ and reference measurements to all participants of the calibration study using the method of maximum likelihood 10 . Under a multivariate normal distribution, the second approach produces the same results as the method of moments if there are no missing data, but otherwise leads to more efficient estimation. We adopted the latter approach in the present study using the general measurement error model for the FFQ that was suggested by Kipnis et al. 10 (see Appendix B for a more detailed explanation).
In the NIH-AARP calibration study, the reference instrument was the 24HR. The distributions of most nutrient intakes derived from the 24HRs and FFQs were typically skewed and contained some extreme values that might overly influence parameter estimation. Therefore, the measurement error model was fit after first removing outliers and transforming intakes to approximate normality using the Box-Cox transformation family 16 as explained in detail in Appendix A. Besides normalising the data, the transformation also aimed to improve properties of the 24HR as a reference instrument by making its within-person variation constant and independent of its between-person variation. For FFQ-reported data, the number of removed outliers ranged from one for protein and cholesterol to 24 for vitamin C. For 24HR data, the number of removed outliers ranged from three for saturated fat and vitamin C to 56 for vitamin E.
We estimated correlations with true intake and attenuation factors for both absolute and energy-adjusted nutrient intakes, using the residual energy-adjustment method 17 . Due to substantial day-to-day variation in the 24HR, nutrient residuals calculated from its repeat administrations may have substantially correlated withinperson random errors, therefore violating requirements for a correct reference measure, even if those requirements were satisfied for the absolute nutrient and total energy intakes. To address this problem, we estimated correlations and attenuation factors for a nutrient residual by fitting simultaneous measurement error models 18 to the nutrient of interest and total energy intakes reported on the FFQ and 24HR, as outlined in Appendix B. The parameters of the measurement error model were estimated using the SAS Mixed procedure 19 .
As described above, in AARP the calibration study subjects were selected using stratified sampling; i.e. subjects from the first wave in the main study were selected into the calibration study with probabilities based on their reported intakes on the baseline FFQ for the five stratadetermining dietary variables (percentage energy from fat, dietary fibre, fruit and vegetables, red meat and alcohol). Since the missing mechanism depends only on the value of the baseline FFQ, and not on the unobserved 24HR and second FFQ, the data are missing at random. The maximum likelihood estimator ignores missing data as long as they are missing at random, at the expense of including data for the nutrient(s) of interest as well as five strata-determining dietary variables from all subjects in the main study (not just those in the calibration study) 20 . On the other hand, the distributions of dietary intake in the calibration study were similar to those in the final baseline cohort, justifying a simple random sample analysis. We fit the measurement error models using both stratified and simple random sample estimation procedures. Since results were similar, we present the simple random sample estimates only.
Results
Comparison of baseline cohort and calibration sub-sample
Demographic and selected exposure characteristics of the eligible baseline cohort and the calibration sub-sample are shown in Table 1 . The calibration sub-sample reflects the full baseline cohort with regard to demographic composition (age, race/ethnicity, educational attainment), environmental exposure status (smoking, physical activity, diet, body mass index, hormone use), selfreported health status and family history of cancer. In addition, despite the stratified sampling into the calibration study, the median values of the dietary factors presented (Table 1) and their distributions (results not shown) were similar for both groups. This indicates that the calibration study was practically a simple random sample from the main cohort.
Comparison among median intakes
Estimates of median intakes reported on the FFQ and 24HR after adjustment for within-person variation are presented in Table 2 . We present medians rather than means because the distributions are skewed. The estimates for both instruments were obtained by estimating the means on the transformed scale with approximately normal (symmetric) distribution (see Methods section) and then back-transforming the means to the original scale. Under the assumption of a correct reference instrument, this procedure applied to the 24HR produces estimates of median usual intake on the original scale.
Comparison of the first and second administrations of each instrument -the FFQ and the 24HR -generally showed lower reported intakes on the second administration (Table 2 ). However, most differences were trivial. Comparisons between FFQ and 24HR generally showed few large differences. When we compared the median of the first FFQ with the median of the first 24HR (on the transformed scale), few differences of 15% or more were observed: intakes of protein (men), thiamin (men) and riboflavin (men) on the 24HR were higher than on the FFQ; reports of vitamin B 6 (women), vitamin B 12 (women), and fruits and vegetables were higher on the FFQ than the 24HR. Estimates of other nutrients including energy, carbohydrate, fat, fibre and all energy-adjusted macronutrients were similar for the two instruments.
Estimated correlations with true intake and attenuation factors
Using 24HR as a reference instrument, estimates of correlation coefficients between FFQ-reported and true nutrient intakes and of attenuation factors for FFQ are presented in Table 3 . Correlations for energy were 0.39 and 0.22 for men and women, respectively. For men, correlations for absolute nutrient intakes ranged from 0.37 (vitamin E) to 0.67 (dietary cholesterol). For women, correlations ranged from 0.23 (vitamin E) to 0.56 (dietary cholesterol). Attenuation factors for energy were 0.26 among men and 0.15 among women. For men, attenuation factors for absolute nutrient intakes ranged from 0.24 (protein) to 0.53 (cholesterol); for women, they ranged from 0.16 (protein) to 0.43 (vitamin C). After energy adjustment, estimated correlations with true intake and attenuation factors generally rose, especially for women. Correlation coefficients ranged from 0.40 (vitamin E) to 0.76 (saturated fat) among men, and from 0.36 (vitamin E) to 0.70 (vitamin B 6 ) among women. Attenuation factors ranged from 0.26 (protein) to 0.68 (saturated fat) among men and from 0.24 (vitamin E) to 0.62 (vitamin B 6 ) among women.
Discussion
The NIH-AARP Diet and Health Study is among the largest prospective studies of diet and cancer in the world, providing large numbers of incident cases for a variety of cancers. It also provides the largest calibration dataset in the USA, with 24HR data on nearly 2000 individuals.
The FFQ used in this study is an early version of the NCI DHQ, which has been evaluated in two other studies [21] [22] [23] . The principal difference between the NIH-AARP Diet and Health Study FFQ and the DHQ is the response format: the AARP FFQ uses a grid while the DHQ does not. In the Eating at America's Table Study (EATS) 21 , four 24HRs were used as a reference instrument to evaluate the DHQ as well as the Willett and Block questionnaires. The estimated correlations between DHQ-reported and true nutrient intakes and the attenuation factors for DHQ in EATS were generally high and similar to those in the current study, especially after energy adjustment (see Table 4 below). A second study, the Observing Protein and Energy Nutrition (OPEN) study 22, 23 , used urinary nitrogen and doubly labelled water as established reference biomarkers for intakes of protein and energy, respectively, to estimate the measurement error structure in the DHQ and 24HR, and to evaluate the performance of the 24HR as a reference instrument for protein, energy and energy-adjusted protein intakes. Implications of the OPEN study, as well as other biomarker studies, on the current analysis are discussed below.
In the NIH-AARP Diet and Health Study, estimated correlations with true absolute nutrient intakes were generally in the range of 0.4-0.6. Energy adjustment generally improved correlation coefficients and attenuation factors, particularly among women, where relatively low validity coefficients for energy were observed. We compare these correlation coefficients with correlations attained in previously published validation studies (Table 4 ). Studies included for comparison are those which present gender-specific data with 'deattenuated' and/or energy-adjusted correlation coefficients. These studies compared FFQs with multiple days of 24HRs 21, [24] [25] [26] or food records 27 or both 28 . Most studies presented deattenuated energy-adjusted estimates 21,25-28 .
Munger et al. 24 presented energy-adjusted estimates without first deattenuating. In general, within the range of correlations observed among these studies, those from the NIH-AARP Diet and Health Study are among the higher ones. For example, for energy-adjusted total fat, correlations in other studies range from 0.55 to 0.77, compared with AARP correlations of 0.72 (men) and 0.62 (women). Similarly, for energy-adjusted fibre, correlations in other studies range from 0.24 to 0.80, compared with AARP correlations of 0.72 (men) and 0.66 (women).
Although the multitude of studies does give a qualitative sense of how well various nutrients are estimated using FFQs, one should exercise caution in interpreting the results of the direct comparison of validity coefficients from these studies conducted in different populations with different dietary assessment reference instruments 29 .
Correlations with true intake and attenuation factors in the study were estimated using 24HR as a reference instrument, i.e. assuming that 24HR-reported intake is unbiased at the individual level and includes only withinperson random error that is independent of true intake and error in the FFQ. Recent studies using reference biomarkers 10, 23, 30 have demonstrated that these assump-tions may not hold -for protein, total energy and energyadjusted protein, the 24HR has both intake-related and person-specific biases correlated with their counterparts in the FFQ. Thus, using the 24HR as a reference instrument may lead to biased estimates of the FFQ performance. For example, Kipnis et al. derived a formula relating the true attenuation factor to the one estimated using the 24HR as a reference instrument 23 . They demonstrate that intake-related bias in 24HR resulting in the flattened slope phenomenon, i.e. when the regression of the 24HR-reported on true intake has a slope smaller than one, tends to underestimate the attenuation factor (overestimate true attenuation). On the other hand, person-specific bias in 24HR as well as its correlation with person-specific bias in the FFQ leads to an overestimated attenuation factor (underestimated true attenuation). The resulting bias in the estimated attenuation factor therefore depends on the relative values of these three parameters that characterise deviations of 24HR from the requirements to a correct reference measure. In the OPEN study, the interplay of the flattened slope and personspecific bias in 24HR as well as correlation between person-specific biases in the 24HR and FFQ led to a minimal overestimation of the FFQ performance (20% or less for both correlation and attenuation) for absolute protein intake. The resulting overestimation for total energy intake, however, ranged from 120% (correlation with true intake in men) to 230% (attenuation in women) 23 . Biases this large would make it difficult to estimate moderate diet-cancer relationships using nonenergy-adjusted models, even in a study as large as AARP.
For example, if the estimated attenuation factor of 0.28 for absolute fat intake in women were biased upward by 20%, then the true attenuation factor would be about 0.23, and a true fat-breast cancer relative risk of 1.80 would be observed as 1.14. If the estimate were biased upward by 100%, then the true attenuation factor would be about 0.14, and a relative risk of 1.80 would be observed as only 1.09. Fortunately, energy adjustment appears to improve the situation substantially. The original rationale for this procedure was to evaluate the nutrient effect independent of overall energy intake 31 . A second rationale for the procedure is to reduce measurement error 32 . Because the error in reported energy intake is correlated with the error in reported intake for most other nutrients on the same instrument, controlling for energy reduces this correlated error. The published OPEN results 23 used the density method rather than the residual method to energy-adjust protein, but the results for residual protein were similar to those for protein density. In OPEN, energy-adjusted protein on 24HR had substantially reduced person-specific bias and somewhat more pronounced flattened slope compared with absolute reported protein intake. Correlation between person-specific biases in the FFQ and 24HR, however, increased twofold in men and fourfold in women. As a result of the interplay among these factors, using the 24HR as a reference instrument produced an essentially unbiased estimate of the attenuation factor for energy-adjusted protein intake in men, while in women the estimated attenuation factor was biased upward by about 40%. If similar biases are assumed for energy-adjusted fat intake in the AARP calibration study, the estimated attenuation factor of 0.45 for residual fat intake in women would correspond to a true attenuation factor of about 0.32. Without residual confounding from energy, a true relative risk of 1.8 between the medians of the first and fifth quintiles of the residual fat distribution would be observed as 1.21. With a projected 3700 cases of breast cancer after 5 years of followup 1 , the statistical power to detect this relative risk using a two-sided test with a 5% significance level would be 98%. While we do not have reference biomarkers for nutrients other than protein and energy, it seems likely that the 24HR-based estimates of the FFQ performance for some other nutrients are biased. Thus, we think it best to consider the estimated correlations with true intakes and attenuation factors in Table 3 as relative rather than absolute measures of the FFQ performance, and emphasise comparison with corresponding estimates in other studies. However, similar to protein in the OPEN study, the estimated correlation coefficients and attenuation factors improved substantially for most nutrients in Table 3 after energy adjustment. This improvement might be expected to hold for true correlations and attenuation factors.
While we do not know the precise direction and magnitude of biases in evaluating the FFQ using 24HR as a reference instrument, it is reasonable to conclude that reported energy intake may be most useful as an adjusting covariate for estimating intake of energy-adjusted nutrients. The FFQ's ability to capture energy-adjusted intake appears to be superior to its ability to capture absolute intake. Thus, energy adjustment not only allows one to assess the presence of an isoenergetic nutrient effect, but may also increase the statistical power to detect diet-disease relationships. Based on the estimated correlations with true intake and attenuation factors in Table 3 , and even taking into account that some of them may overestimate the actual values, for energy-adjusted nutrients, the sample size of the NIH-AARP cohort study appears to be large enough and its range of intake wide enough to compensate for the loss of power due to measurement error in the FFQ and to detect moderate associations ($1.8) between diet and common cancers.
For a given person, let T N and T E denote true intakes of nutrient N of interest and total energy E, respectively. Let Q Lj and F Lj denote the FFQ-and 24HR-reported intakes of nutrient L ¼ N ; E on occasion j ¼ 1; 2, respectively. On appropriately transformed scales where all random variables are (approximately) normally distributed, the simultaneous measurement error model 18 for nutrients N and E is given as
Among the random variables, T L ; L ¼ N ; E ; has mean m T L and variance s 2 TL . Parameters b L0j and m L0j , L ¼ N ; E and j ¼ 1; 2; denote overall biases independent of true intake for the FFQ and 24HR, respectively; for the same nutrient, they are allowed to have different values to reflect the tendency to report lower mean intakes on repeat administrations of the same instrument. It is assumed that the first 24HR is unbiased, so that m N 0 1 ¼ m E 0 1 ¼ 0. Slopes b N 1 and b E 1 reflect intake-related bias in the FFQ; their values smaller than 1 lead to the wellknown flattened slope phenomenon, when people with lower than average intake overreport it and people with higher than average intake underreport it. Random variables r N and r E with means of zero and variances s 2 r N and s 2 rE , respectively, denote person-specific biases in the FFQ that are independent of true intake (but not of each other) and represent the differences between total within-person biases and their intake-related components. For nutrient L ¼ N ; E and repeat administration j ¼ 1; 2, random variables fe Lj g and fu Lj g denote within-person random errors in the FFQ and 24HR, respectively, which are assumed to be independent of true intakes and person-specific biases. Because the FFQs and 24HRs were administered well separated in time from each other and between their respective repeats, within-person random errors for two different instruments and two different administrations for the same instrument are assumed to be independent. However, for the same administration of each instrument, within-person random errors for nutrients N and E are allowed to be correlated. It is critical that, under this model, the 24HR is assumed a correct reference instrument with errors that are independent of true intakes, errors in the FFQ and, for repeat administrations, of each other.
Since we are mainly interested in estimating the FFQ correlations with true intake and attenuation factors, it is convenient to re-parameterise measurement error model (B1) in terms of the first and second moments of the joint distribution of the intakes reported on two FFQs and two 24HRs. Define the observed data vector by D ¼ ðQ N 1 ; Q N 2 ; Q E 1 ; Q E 2 ; F N 1 ; F N 2 ; F E 1 ; F E 2 Þ t . Denote its mean vector by m ¼ ðm 1 ; . . . ; m 8 Þ and its variance covariance matrix by S. Note that, according to the model assumptions, m 5 ¼ E ðF N1 Þ ¼ m TN and m 7 ¼ E ðF E1 Þ ¼ m TE . Define
; Q E2 Þ y 9 ¼ covðQ E l ; F Nj Þ ¼ covðQ E ; T N Þ; l ; j ¼ 1; 2 y 10 ¼ covðQ E l ; F E j Þ ¼ covðQ E ; T E Þ; l ; j ¼ 1; 2 y 11 ¼ varðF Nj Þ; j ¼ 1; 2 y 12 ¼ covðF N 1 ; F N 2 Þ ¼ s 2 T N y 13 ¼ covðF Nl ; F Ej Þ ¼ covðT N ; T E Þ; l ; j ¼ 1; 2 y 14 ¼ varðF Ej Þ; j ¼ 1; 2
From model (B1), it follows that the variance-covariance matrix of vector D is then given by S ¼ y 1 y 2 y 3 y 4 y 5 y 5 y 6 y 6 y 2 y 1 y 4 y 3 y 5 y 5 y 6 y 6 y 3 y 4 y 7 y 8 y 9 y 9 y 10 y 10 y 4 y 3 y 8 y 7 y 9 y 9 y 10 y 10 y 5 y 5 y 9 y 9 y 11 y 12 y 13 y 13 y 5 y 5 y 9 y 9 y 12 y 11 y 13 y 13 y 6 y 6 y 10 y 10 y 13 y 13 y 14 y 15 y 6 y 6 y 10 y 10 y 13 y 13 y 15 y 14
so that the observed data follow the model D $ Normal l; R ½ : ðB3Þ
The maximum likelihood estimates for the unknown first and second moments are computed by fitting model (B3) using the SAS Mixed procedure. For a given nutrient L, L ¼ N ; E , the correlation with true intake and attenuation factor are given by respectively. For nutrient residual R, we have the following respective expressions for the true residual and the residual calculated using the FFQ: From formulas (B2) it follows that, for the nutrient residual, the correlation with true intake and attenuation factor are estimated aŝ respectively.
