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Introducción 
Intgroperabmdad de objetos 
101 
Obje!C3 inte!'o?erabler. 3e llama a aquello~ que pueden sobrepasar los límites 
u~lJ~lg~ impuestos por ~CiS lenguajes db' programeción, íOS espacios de direCl;iones de los 
procesos, jos s;s~em~s opera!ivos y 13s rl3!aformas de hardw2rc. Son el resultado de la 
c!Jnverge.lcia de ciertas tcr •• jsncias de :as tecnologías de software, este es, la evolución 
continua de !a prograr.lación or;l3!1tadii a objetos en las áreas de objetos independientes 
del lenguaj~, prc,cecarniento distribuido y tecnologías de documsntos compuestos. 
Si bien le intsropera!:>ilidad de objetos es relativamente nueva, e! !)rocesamiento 
distribuido no lo es. Las tecnologías de procesamiento distri!:>uido son las que, de alguna 
manera, proveen las bases para la interoper~bilidad de objetos. 
Gran parte de las realizaciones en objetos interoperables por el momento no son 
más que especificaciones, aunque ya hay ciertas tecnologías dernostrables que 
implementan parcialmente interoperabilidad. 
Como ejemplos de especificaciones e implementaciones de objetos interoperables 
más populares ha~ta el momento pueden mencionarse CORBA (Common Object Request 
Broker Architecture) de Object Management Group, SOM (System Object Model) de 18M. 
COM (Components Object Model) de Microsoft, PDO (Portable Distributed Objects) de 
NextStep, TalAE (Taligent Application Environment) de Taligent, ADB (Appware 
Distributed Bus) de Novel!. {BETZ94] {BETZ95] 
Estándares en objetos interoperables 
Hasta el momento, las principales especificaciones de objetos interoperables son 
las del Object Management Group (OMG), IBM Y Microsoft. {ORFA95] {BETZ94] 
OMG es un consorcio. formado por más de 300 compañías de hardware y 
software, el cual es autor de la especificación de Common Object Request Brokl:lr 
Ar!:hitecture (CORBA). CORBA especifica la arquitectura de un Object Request Broker 
(ORB), cuyo trabajo es permitir y regular la interoperabilidad entre objetos y aplicaciones. 
El ORB de CORBA es una parte de una visión mayor llamada el Object 
Management Arctlitecture (OMA), la que define una arquitectura de servicios y 
relaciones, junto con los modelos de objetos y referencias. 
El System Object Modal (SOM) de IBM es una de las princ~pales implementaciones 
que respetan las especificaciones de CORBA. 
Por otro lado, está Object Linking and Embedding (OLE) de Microsoft construido 
sobre la base del llamado Component Object Model (COM), el cual realiza algunas de las 
mismas funciones de un ORB pero a diferente escala y utilizando otras técnicas. La idea 
de Microsoft acerca de un modelo de objetos difiere bastante de la del resto de las 
compañías que incursionaron en objetos interoperables. 
Un factor común a todos los pretendidos estándares de objetos interoperables es 
la restricción establecida por la necesidad de reutilizar lo hecho hasta el momento. 
10 ler. Congreso Argentino de Ciencias de la Computación 
e RBAYOMA 
CORBA es la especificación de una arc,uitectura e interfaces que permite:1 que las 
a icaciones hagan requerimientos a objeto~ en forma independiente y transparente a los 
le guajes, sistemas operativos o ubicac!ón. [OMG91] [YATE94] [VIN093] 
En realidad CORBA es una parte de le llamada Object Management Architecture 
( MA) la cual es la visión completa que tiene OMG de un ambiente distribuido. 
CORBA en~oca sólo a la interacc:ón de objetos y a los mecanismos que ella 
n ces ita, mientras que aMA [OMG92a] define una arquitectura extensa de servicios y 
re aciones dentro de un ambiente además de los modelos de objetos y referencias, 
f MG92b] 
aMA está construido sobre los servicios del ORB definido por CORBA. Éste 
pr vee el modelo de interacción de objetos para la arquitectura. 
La especificación de CORBA describe el modelo de objetos de OMG, el cual 
s stiene que CORBA, al igual que todo aMA, es el clásico 'Clientes envían mensajes a 
s rvidores, y un mensaje identifica un objeto y cero o más parámetros". 
El modelo de OMG separa estrictamente la interfaz de la implementación, 
o upándose sólo de la primera. Esta aproximación surge de la necesidad que tienen los 
m delos de definir interfaces entre componentes sin preocuparse por el lenguaje de 
plementación. 
Los objetos son identificados por referencias, las cuales son un tipo definido por la 
plementación que garantiza que una referencia identificará siempre al mismo objeto 
da vez que sea utilizada. 
La creación y destrucción de objetos se realiza dinámicamente como respuesta a 
u requerimiento. 
Se permite herencia múltiple aunque, claro está, se refiere solamente a herencia 
interfaces. 
La herencia entre interfaces de objetos se especifica sintácticamente mediante el 
guaje de definición de interfaces (IOL: Interface Oefinition Languaje) de OMG. 
El modelo de OMG tiene un concepto fuerte de tipos, los cuales son usados para 
r stringir y caracterizar operaciones. 
quitectura del ORB 
El trabajo del ORB es manejar la interacción entre objetos clientes y servidores, lo 
c al incluye todas las responsabilidades de un sistema de procesamiento distribuido. 
P ra eso la especificación de CORBA define una arquitectura de interfaces 
i dependientes de la implementación. 
La arquitectura de CORBA consiste de tres componentes específicas: la interfaz 
c n los clientes, la interfaz con la implementación y el corazón del ORB. 
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La interfaz con 1')5 ,~li9nt€S .e~i la que p;o'Je~ a éstos las int3r.Aces al ORB y a los 
objetos 3ervidores. '_a rr.:SIT,9 está (:or~pua~ta pCi" I~ interfaz da invocación dinárn:ca, la 
:nterfez de stuJ)s de :DL y la il"terfaz :lu $en/icio8 d~1 ORa. 
L3 in!erfa;: c.ie invoca,;iól" dinámica es un mli3~nismc de 3srec~ficaci{.n da 
'ec;u'3rimientot en t:em¡:c de ej€'cución. LA !ntarfez dinámica os i~ece~aria ~uando i'i0 SG 
c("lnoc~ al tipo de ¡nt~rfaz en ríen Ipi) de com!Jil~'c:ón. 
En general, la interT3z da s!ubs consiste ce ~equer.as partes de código :ntei'fez al 
:enguaje de máquina, la3 cuales ~on ~aneradas d9 a~uerdo a I~s dflfln;ciones del jDL y 
enlazadas dentrc de.: ~!"c~"C':ma cliante. :"os stub:; representan ITlep30S entre el lenguaje 
de! cliente y la implemenb::·ción de ORB, permitiendo que ~ste sea utilizado por clientes 
escritos en cuelquier lenguaj-~ :,Jara e: que E.xista un rr.apeo. 
Los servicies del ORB proveen funciones qlJe pusden sel' accedidas directamente 
por e! código del cliente. Por ejemplo, la recuperación de una referencia a un objeto. 
La interfaz con la implementación también tiene tres comoonentes. Uno de ellos 
son !os servicios del ORB, al cual es compartido con la interfaz con los clientes. Los otr~s 
dos componantes son la interfaz de esqueletos IDL y el Object Adapter. 
La interfaz de esqueletos IDL junto con la interfaz de stubs son discutidas luego. 
Por el momento diremos que a través de la i!1terfaz de esqueletos el ORB !IElma a les 
esqueletos de los métodos de la implementación como respuesta a un requerimiento de 
un cliente. 
El Object Adapter es el medio a través dal cual las implementaciones de servidores 
acceden a :a mayoría de los sarvicios del ORB. Estos servicios incluyen generación e 
interpretación de referencias a objetos, invocación de métodos, seguridad, activación, 
mapeo de referencias a implementaciones y registración de objet03. 
EIIDL 
El píOpósito de un lDL es permitir la expresión ce interfaces en forrr.a 
independiente allengiJaje. [OMG94] [VALD95] 
Este tipo de lenguaja abstracto y simbólico de especificación de interfaces es 
anterior a CORBA y a los sistemc::s orientados a objetos en general, ya que desde Ion 
primeros sistemas de llamados a procedimientos remotos (RPC: Rarr.ote PrC'cedure Call), 
estos lenguajes son conoddos como IDLs. 
El objetivo del I:JL ss 10dra por medio da un mapeo entre la sint~is del IDL y cad6 
ur.o de los lenglJajes lIsados para la imp:ementación de objstos clientes y s~rvidores. 
Los clientes y servidores no nf~cesitan ser implementados en el mismo le~guaje. 'J 
de hecho se presupone que no lo están. 
CORBA IDL es un lenguaje que recuerda en muchas de sus construcciones a I&s 
de C++. El IDL tiene las mismas reglas léxicas que C++ e introduce algunes palabras 
claves nuevas propias de las necesidades de los sistemas distribuiaos. 
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SOM prove~ un modelo de objetos C!ue soporta herencia, encapsulamiento y 
p limorfismo. SOM I espetn to~almGr~te lo Gspec;;f!eadc ~or CO:~3A (C:)RBA-c.ompliant). 
f AMP9.51 [VALD95] 
Implementa Uil ORB aitemente. o;jtirl'li:!ado que provee intaroperab~lidad entre 
nguajes y soporta compatibilidad Llinaria en l& f :e.rencia y el IJSO tie los objetos. 
las clases SOM sor. defi"idas ueando I CORBA 10lo 
SOM exti9nde lo especificado por ca BA proveyendo hereqcia y polimomsmo de 
i plementación, y metaclases que son ma ipuiadas como I.'bjetos da primer orden. 
S porta además tres tipos de resolución de étodos, así como la creación de clases y 
a ición de métodos dinámicos en tiempo de sj cucién. 
OSOM no implementa un modelo d objetos o un runtime, sino que es un 
fr mework construido usando SOMo 
, 
SOM está implementado desde 1991 er. OS/2 2.0, y actualmente se encuer.tra en 
A , Windows y Mac System 7. En los prpximos meses se implementará en otras 
pi taformas UNIX yen Novell Netware. i 
Actualmente, se encuentran versione interoperables del framework distribuido 
( SOM) para SOM de AIX, OS/2 Warp y Win ws. 
SOM es también la base para OpenO c, tecnología de aplicación compuesta de 
C mponent Integration laboratories (Cll) para Taligent Application Environment 
(T IAE) de Taligent (consorcio formado por A pIe, IBM y Hewlett Packard). 
COM de Microsoft es, a pesar de ser la misma una de las empresas participantes 
d OMG, un modelo alternativo a CORBA. [WILL95] [ORFA95] 
El modelo de objetos de COM respeta el prin(~ipio de encapsulamiento de la 
or ntación a objetos. los clientes no manipulan los objetos directamente. los objetos 
ex onen a sus clientes, varios conjuntos de punteros a funci'lnes, conocidos como 
"i erfaces". 
A diferencia de CORBA, las clases de COM no son cleses en el sentido de 
ori ntación a objetos. las interfaces de COM no tienen estado y no pueden ser 
in tanciadas para crear objetos. las interfaces de COM son simplemente conjuntos de 
fu ciones agrupadas. 
Como CORBA, COM separa la interfaz de las implementaciones y requiere que 
to as las interfaces sean declaradas usando un 10lo El 10l de Microsoft, basado en OCE 
(O stributed Computing Environment), no es CORBA-complaint. 
COM soporta la herencia de una manera bastante distinta a la tradicional de 
ntación a objetos. El mecanismo es la agregación o composición de objetos, con total 
so a sus subobjetos. 
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La versión actual de COM se enCllentiél embebida el"'l el corazón de OLE 2. O. 
Actualmente, junto con Digital Equipment, Mil:rosoft se encuontra €sp~cificantjo :a '1ueva 
versión de COM distribuido, que va a es~ar tin~!iz2da cuando Mic(osoft !!bere la versión 
bata de la próxime ~enerac!ón de VJilldm,/s N r lI.:;¡rl.adoCairo. 
A difer~ncia del COM actual, el r~uevo COM ve é' provear t!"ansp~ren(;ia 
local/remota entre componentes a tra'J&S dS le; red, cOi1struicia sobre el DCE RPC. 
El modelo de objetos propuesto 
Introducción 
El objetivo Ce este modelo es provp,er interoperabilidad de objetos sir. las 
precondiciones determinadas por las herramientas existentes, lo que redund& en L.:na 
mayor flexibilidad y sencillez en favor de! modelo. 
El modelo de objetos propuesto es un modelo clásico en lo que se refiere a la 
herencia, polimorfismo, binding dinámico, etc. Se basa en la idea de que cada objeto es 
una entidad independiente que se comunica mediante mensajes con los demás objetos. 
Cada objeto tiene un espacio de direccionamiento propio e independiente del 
espacio de los demás, e interactúa con ellos sólo por medio de los métodos definidos en 
su interfaz. De esta manera, desaparece la relación entre objetos dada por la pertenencia 
de los mismos a una aplicación. 
Además de un espacio de direcciones propio e independiente, un objeto puede 
ejecutarse en cualquier máquina de una rp,d heterogénea. 
Los objetos atributos, por el simple hecho de ser objetos, también tienen su propio 
espacio de direcciones y por lo tanto pueden ejecutarse en cualquier máquina. En 
particular, un objeto puede tener atributos que se ejecuten en máquinas distintas a la que 
corre él mismo. 
De la misma manera, un objeto que se ejecute en una computadora puede s~r 
heredero de otro que corra sobre otra computadora. 
Estos últimos dos conceptos potencian notablemente el modelo dando a cada 
objeto capacidades de ejecución que exceden los límites tredicionales establecidos por 
las arquitecturas de hardware. 
Este modelo incorpora, entre otras, las siguientez características: herencia 
múltiple, identificación única de objetos, mensajes sincrónicos y asincrónicos. 
Uno de los elementos importantes para un modelo de objetos interoperables es la 
identificación de instancias de objetos. En este caso se ha optado por una identificación 
única universal. 
Los objetos se ejecutan en paralelo y, si bien hasta el momento los modelos de 
objetos se han arreglado con mensajes similares a un llamado a procedimiento, este 
modelo provee mensajes sincrónicos y asincrónicos dando de esta manera mayor 
flexibilidad a la comunicación y sincronización entre objetos. Los mensajes son 
manejados de acuerdo a su prioridad. Por ejemplo, un mensaje originado por una 
interrupción tendrá prioridad por sobre cualquier otro tipo de evento. 
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Figura 1. Arquitectt:ras 
componen una capa acotada, a la 
que llamamos Objetos de 
Servicios de Bajo Nivel (OSBN), 
la cual es dependiente de la 
plataforma, pero necesaria pare 
pr veer portabilidad a los objetos de más alto nivel. 
Sobre el OSBN, se encuentra un conjunto de objetos que proveen los ~ervicios de 
id ntificaciói1, persistencia, ciclo de vida, aóministración de mensajes, transacciones, 
re aciones entre objetos, control de concurrencia. Este conjunto de objetos es llamado 
O ~etos de Servicios de Interoperabilidad (OSI). 
El servicio de Identificación administra las identificaciones de los objetos locales e 
int ractúa con los servicios de Identificación remotos para iograr identificar objetos 
re identes en cualquier lugar de la red. 
El servicio de Persistencia permite que instar.cias de cbJetos sean almacenadas 
pa a su posterior recuperación. 
La construcción y destrucción de instancias son administradas por el servicio de 
Ci lo de vida. La construcción de IJn obleto se realiza en forma dinámica ante Ul'l 
re uerimiento mientra!; que la destrucción es por medio de un mecanismo similar al 
ga bage collector. 
El servicio de Mensajes es el encargado de asegurar que los objetos reciban los 
re uerimientos que se les solicita, teniendo en cuenta el tipo y la prioridad de los 
m nsajes. 
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La c~ordinación t9ntre componentes ~ecup ...... rables es lIeveda a csbo por el servicio 
de Tr8nsaccioi1e~. 
2j S09rv;C!O dt:! Re!Qcil)r:e~ !leVa el control de los onlúces Antro Obj9to~ p~r3 
ma;lt~nE'r Ui"'! s3Q'Jir.1ianto de las ¡j1!tan.:ias :¡l.ie permita determirSi $i tenen rcfere.,cia~ o 
no, a ir.teractlJél con el ~erl/icio de Ciclo de vica. 
El serv;~iu de Contro: ce concurp}fjci~ ~dminist(a ~~ ~olítica je scheduling entle los 
diferE'ní_en ob:arcs y !a su~pansiór, mome"táne& Qe 3U ojecución en aspera de 
s:n:;ronism.1 u ~~ro tipo de evento. 
Si)bre estos serv:c¡'")~, viven 'a~ in~~encia~ de objetos que se comunican entre sí a 
~r~vés de ellos. Ca:.,e aclarar que :a re;:>resentac¡óíl de las instancias de objetos de la 
f:~ura 1, no sólo 53 refiere a las instailcias locales a un procesador, sinu a! conjunte total 
de instancias alcanzables en una red heterogéndCl. 
En el caso' de arquitecturas multiprocesador, se ve a cada procesador como uno 
~ás de una red heterogénea do procesadores. Por eso se monta un OSI con una 
identificación única sobre cada procesador más que sobre cada computadora. 
Especificación de los Objetos de Servicio de Interoperabilida~ 
Servicio de Identificación 
Objetivo 
M&n~ener las identificaciones de :as clases locales y remotas, y las identificaciones 
de las instancia!: locales. 
Tareas 
Mantenimiento de colecciones de identificaciones únicas de objetos locales. 
Mantenimiento de colecciones de idertificaciones de objetos remotos conocidos. 
Consu:ta de identificaciones. 
Búsqueda de identificaciones de cbjetos remetos que no están en la colección de 
identificaciones de objeto~ remotos conocido3. 
Atención de pedidos remotos de identificación de objetos locales. 
Atributos 
Colección de identiflcaciones locale$ y e.1 nombre de la clesa asociada 
Cclecció'1 de identificaciones y nombres de c!ases remotas instanciadas por una 
instanc:a local. (Ne es cacheable) 
Colección volátil de identificaciones y nombres de clases remotas conocidas (en 
algún momento han sido instanciadas por una instancia local, pero actualmente no !o 
son) {Es cache3ble) 
Colección de identificacione3 de inatarlclas locales 
Colección de identificaciones de los servicios locales 
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Colección vo!átil de identificacionf;·s 03 ne;vbos remotos. 
AgregarC¡e~~'-oca! (NombrE-CIe.s6): !oC/as~ 
Agreg3 ei nombra de 13 cles'3 ~·)m~r"3~!asfl en ia ct'llscc:iór. de clas~e locales junto 
c n una id9nti:i~r;!én Úr.lC3 que cre;8 p::rú esa clase. ~elorr.E' í3 ioertificació:1 IdCla~e 
q e creó. 
BorrarClé.~seLoca/ ;'NombreClass) 
Borra la c!t:se NcmbreClase de 1" r;ciecci.Jn de cl3~es lucales. 
Consu/tarC!esePor!D (!dC/ase): NombreC/ase, Result3do 
Consulta loesl o remotamente y devuelve, si puede. ei Nombre de la c!ase IdClase. 
I Clase es la identificación única de ima clase dentro de una máquina en particular 
(1 Clase + IdlnstanciaOSI + IdMáquina). Si por alguna razón no encuentra la clase 
I Clase indica la excepción en Resultado. 
Consu/tarldPorClase (Nombre Clase, IdDominio, Criterio): IdClase, Resultado 
Busca en la colección de identificaciones de clases locales el NombreClase. Si -10 
lo encuentra, busca en el dominio de identificación IdDominio. Si la encuentra devuelve la 
id nUficación de la clase en IdClasa y la agrega a la coleccién de clases remotas 
c nocidas. En cualquier caso indica el resultado de la operación en Resultado. En 
C iterio se indica si la búsqueda se detiene cuando encuentra 'Jna local, cuar.do 
e cuentra la primera, la más cercana, la más rápida, etc. 
ConsultarldPorClase (NombreC/ese, IdDominio): Co/eccionldClase, Resultado 
Busca en todo el domini(' IdDominio las identificacicmas de la clase NombreClase y 
d uelve una colección d':! identificaciones de clases ColeccionldClase. Agrega todas las 
id ntificaciones que encontró en 13 coleccic.n de identificaciones de clases remotas 
co ocidas. Devuelve el resultado de la operación en Resuitado 
AgregarClaseRemota (Nombf3Clase, ¡dC/ase) 
Agrega la clase remota NombreClase junto a la identificación Idelase en la 
co ección de clases remotas en uso. 
AgregarlnstanciaLoca/ (/dC/ase): Idlnsta.,cia 
Crea una identificación única para una instancia de la clase IdClase y lo agrega a 
la olección de identificaciones de instancias locales. 
BorrarlnstanciaLocal (IdlnstanciD) 
Elimina la instancia Idlnstancia de la cclecció~ de identificaciones de instanclas 
lo les. 
Consu/tarlnstanciasLocales : Colecci6n:dlnstanciós 
Devuelve una colección de identificaciones de todas las instancias locales. 
ConsultarServicios : Co/ecciónServiciosLocales 
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Devuelve una colección de identificaciones de los servicios locales a los que se 
puede tener acceso remotamente. 
ConsultarServicioPorNombre (NombreServícío) : IdServicio 
Devuelve la identificación del servicio NombreServicio. 
AgregarServicioLocal (NombreServicio, IdServicio) 
Agrega en la colección de servicios locales el servicio de nombre NombreServicio 
e identificación IdServicio. 
AgregarServicioRemoto (Nombre Servicio, IdServicio) 
Agrega en la colección de servicios remotos el servicio de nombre NombreServicio 
e identificación IdServicio. 
Servicio de Mensajes 
Objetivo 
Encargado de rutear los mensajes. 
Tareas 
Rutear mensajes entre objetos independientemente de si los mismos son locales o 
remotos. 
Cuando recibe un mensaje de instanciación, interactúa con los servicios de 
identificación, ciclo de vida y relaciones para crear la instancia. Rutea el mensaje a la 
nueva instancia poniéndoselo en la cola y devuelve la identificación de la instancia al 
objeto creador. 
Cuando recibe un mensaje asincrónico a una instancia existente se lo encola. 
Cuando recibe un mensaje sincrónico además de rutear le avisa al servicio de 
control de concurrencia que duerma la instancia llamadora. 
Queda claro que un mensaje de instanciación debe ser un mensaje sincrónico. 
Cuando le pide al servicio de ciclo de vida que cree una instancia luego deberá 
pedirle al de relaciones que cree la relación (con el Idlnstancia que la devuelve el 
mensaje de creación de instancia solicitada al ciclo de vida). 
Un mensaje tenga o no identificación de instancia destino, el servicio de mensajes 
debe fijarse si hay relación entre fuente y destino. Si no la hay la debe crear. 
Métodos 
AtenderMensaje (ldlnstanciaFuente, IdlnstanciaDestino, Nombre Clase, Mensaje, 
Sincronía, Time Out, Parámetros) : Idlnstancia 
Si la identificación de la instancia destino IdlnstanciaDestino es nula envía el 
mensaje Atenderlnstanciación, y recibe la identificación de la instancia Idlnstancia. 
Encola el mensaje Mensaje en la cola de la instancia IdlnstanciaDestino con los 
parámetros Parámetros e indica al servicio de control de concurrencia que la instancia 
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Idl stanciaDestino tiene mensaje en la cola. En caso de que Sincronía indique que el 
m nsaje es sincrónico le avisa al servicio ele control de concurrencia que duerma la 
in tancia IdlnstanciaFuente con un time out TimeOut. 
Atenderlnstanciaci6n (ldlnstanciaFuente, NombreClase, Time Out, Parámetros) : 
Idi stancia 
Le pide al servicio de Identificaciones la identificación Idelase de la clase 
N mbreClase. Si la instancia a crear será tocal le pide al servicio de Ciclo de Vida que 
cr e una instancia de la clase IdClase. Si la instancia a crear será remota le pide al 
se icio de Ciclo de Vida remoto que cree una instancia de la clase IdClase. En ambos 
ca os le pide al servicio de Relaciones que cree una relación entre IdlnstanciaFuente e 
Idl stancia, le encola el mensaje de inicialización a la instancia creada y devuelve el 
Idl stancia. 
ResponderMensajeSincr6nico (IdlnstanciaFuente, 
IdlnstancíaDestíno) : Parámetros, Respuesta 
Un mensaje sincrónico es respondido utilizando este mensaje, que completa la 
lIa ada entre IdlnstanciaFuente e IdlnstanciaDestino. En caso de time out el servicio de 
co trol de concurrencia envía este mensaje con una indicación de time out en Respuesta, 
y I de mensajes le envía un Nack al IdlnstanciaFuente. 
Nota: Cada objeto tiene un atributo cola de mensajes. El algoritmo de selección 
de ende de la clase de cola que se instancie en ese atributo. Cuando llega un mensaje 
pa a una instancia, el servicio de mensajes le dice al de control de concurrencia que esa 
in ancia tiene mensajes en la cola como para que este lo pase a estadoready. 
S rvicio de Ciclo de Vida 
O 
Crear y destruir instancias de clases. 
Crear una instancia interactuando con los OSBN. Para esto le pide una 
id tfficación al servicio de identificaciones. 
Destruir una instancia. 
M 
CrearlnstanciaDeClase (IdClase) : Idlnstancia, Resultado 
Dada la identificación de clase IdClase le pide al servicio de identificación una 
ide tificación de instancia por medio del mensaje AgregarlnstanciaLocal e interactúa con 
los OSBN para levantar el código de la clase. Retorna la identificación de la instancia y el 
Itado de la operación. 
MatarlnstanciaLocal (Idlnstancia) 
Mata la instancia Idlnstancía 
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Servicio de Relaciones 
Objetivo 
111 
Mantener las relaciones entre objetos independientemente de si son locales o 
remotos. 




Nota: Hay tres tipos de relaciones: 
1) padre-atributo: el padre es fuente y el atributo destino. Un atributo no 
puede ser destino de otro objeto que no sea su padre. 
2) objeto local a método: el objeto poseedor del método es fuente y el objeto 
local al método es destino. 
3) objeto con objeto: el que crea la relación es el fuente y el otro es el 
destino. El destino puede ser destino de otras relaciones. 
Para los tres casos una instancia se mata cuando se corta la última relación de la 
cuales destino. Las instancias de los OSI no se matan aunque sean último destino. 
Tampoco los del OSBN. 
Atributos 
Colección de relaciones 
Métodos 
AgregarRelación (IdlnstanciaFuente, IdlnstanciaDestino) 
Agrega una relación entre las instancias IdlnstanciaFuente e IdlnstanciaDestino a 
la colección de relaciones. 
BorrarRelación (/dlnstancíaFuente, Idl nstancíaDestino) 
Si la instancia IdlnstanciaDestino es local y es la última relación de la cual esa 
instancia es destino le avisa el servicio de ciclo de vida que elimine la instancia. 
Si la instancia IdlnstanciaDestino es remota le envía el mensaje BorrarRelación al 
servicio de relaciones remoto. 
En ambos casos elimina la relación de la colección de relaciones. 
Servicio de Control de Concurrencia 
Objetivo 
Administrar los estados de las instancias 
Implementar la política de scheduling de CPU 
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areas 
Administrar las colas de scheduling 
tributos 
ola de objetos corriendo 
Cola de objetos dormidos 
Pulsos 
SeleccionarObjetoADarCPU: Idlnstancia 
Selecciona de la cola de objetos corriendo el objeto a darle la CPU, según la 
ioridad y el método de selección utilizado. 
DormirObjeto (Idlnstancia, TimeOut) 
Pasa una instancia Id Instancia de la cola de objetos corriendo a la cola de objetos 
rmidos con su TimeOut en relación a los Pulsos absolutos. 
DespertarObjeto (ldlnstancia) 
Pasa la instancia Idlnstancia de la cola de objetos dormidos a la cola de objetos 
e rriendo. 
Pulso 
Mensaje de un OSBN clock. Incrementa Pulsos. Analiza la cola de objetos 
rmidos para ver si se produjo un time out. Si se produjo llama a DespertarObjeto y le 
vía un ResponderMensajeSincronico al servicio de Mensajes con una indicación de 
e out en Respuesta. 
Agregarlnstancia (Idlnstancia) 
Encola en la cola de objetos corriendo la instancia Id Instancia. 
omportamiento de los OSI ante requerimientos habituales 
stanciación de una clase 
Supongamos que un objeto A desea instanciar uno de sus atributos de clase e, 
di amos B. A le envía un mensaje a B. El servicio de Mensajes atrapa el mensaje, 
e amina sus parámetros para ver si tiene la identificación de la instancia destino. Como 
o viamente no la tiene por tratarse de una instanciación, le pide al servicio de 
Id ntificaciones que ubique a la clase C. 
Si la puede ubicar localmente el servicio de Mensajes le pide al de Ciclo de Vida 
q e cree la instancia 8 de la clase C; si la ubica en forma remota se lo pedirá al servicio 
re oto de Ciclo de Vida. 
El servicio de Ciclo de Vida le pide al servicio de Identificaciones una identificación 
p ra la instancia 8, la crea y le responde al servicio de Mensajes con la identificación de 
la nstancia B. 
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Figura 2. Instanciación 
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El servicio de 
Mensajes le pide al de 
Relaciones que cree la 
relación entre A y B, le 
encola el mensaje de 
inicialización (todos los 
objetos deben tener al 
menos un método de 
inicialización) y devuelve 
la identificación de B. 
Destrucción de una 
instancia 
Si un objeto envía 
un mensaje de 
destrucción a otro, el 
servicio de Mensajes le 
solicita al servicio de 
Relaciones que elimine 
la relación entre la 
instancia fuente y 
destino. 
Cuando el servicio 
de Relaciones detecta que una instancia no tiene relaciones le solicita al servicio de 
Ciclo de Vida que elimine la instancia. 
El servicio de Ciclo de Vida le dice al servicio de identificaciones que elimine la 
identificación de la instancia. 
Conclusiones 
Se ha presentado un modelo de objetos entre cuyas principales características se 
pueden mencionar la interoperabilidad, la portabilidad, la independencia de la 
implementación de productos previos. 
El concepto básico que proporciona una gran potencia al modelo es la 
independencia del espacio de direcciones de los objetos. Esto permite que los mismos 
puedan ejecutarse en cualquier computadora de una red heterogénea. Un ejemplo de 
esto sería un atributo de un objeto que se ejecuta en una computadora remota. 
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