Abstract: We design polar codes of blocklength n → ∞ and code rate R → 1 that achieve the vanishing output error rates on the binary symmetric channels with transition error probability p → 0. These codes have a substantially smaller redundancy order (1 − R)n than do other known highrate codes, such as Reed-Muller (RM) or BCH codes. The construction is explicit and has complexity of order n log n. We also design asymptotically optimal low-rate codes that achieve the vanishing output error rates if p → 1/2. Keywords: Polar codes; Reed-Muller codes; Boolean polynomials; successive cancellation decoding. , m) . Analysis of SCD shows that it yields both high and low-fidelity information bits for codes R(r, m). Removing low-fidelity bits gives the betterperforming subcodes of RM codes. In particular, these subcodes achieve a nearly optimal (ML) performance [3]-[5] on the lengths 512 or less if SCD is combined with list decoding. For long codes with m → ∞, the major breakthrough achieved in [2] shows that the subcodes of the full code R(m, m) that keep Rn most reliable bits are capacity achieving (CA) codes under SCD for any binary symmetric memoryless channel U and any code rate R ∈ (0, 1). These polar codes also achieve a polynomial complexity of construction [6] .
I. INTRODUCTION
Below we consider the Plotkin recursive construction u, u + v that repeatedly combines shorter codes to construct and decode the longer ones. RM codes R(r, m) with parameters 0 ≤ r ≤ m represent one Plotkin-type construction [1] . Polar codes [2] introduce another recursive design. Both codes originate from the same full-space code R(m, m). Namely, a code R(r, m) maximizes the code rate among all codes that have the same distance 2 m−r and are generated by the m-variate Boolean monomials. Polar codes use a more intricate optimization. First, the successive-cancellation decoding (SCD) of [2] - [5] performs step-by-step retrieval of information bits of code R(m, m). Analysis of SCD shows that it yields both high and low-fidelity information bits for codes R(r, m). Removing low-fidelity bits gives the betterperforming subcodes of RM codes. In particular, these subcodes achieve a nearly optimal (ML) performance [3] - [5] on the lengths 512 or less if SCD is combined with list decoding. For long codes with m → ∞, the major breakthrough achieved in [2] shows that the subcodes of the full code R(m, m) that keep Rn most reliable bits are capacity achieving (CA) codes under SCD for any binary symmetric memoryless channel U and any code rate R ∈ (0, 1). These polar codes also achieve a polynomial complexity of construction [6] .
Below, we extend the above results for the special cases of R → 1 and R → 0. Consider a binary symmetric channel BSC(p) with a transition error probability p and capacity C = 1 − h(p), where h(p) is a binary entropy. We say that a family of long codes is efficient on the BSC(p) under some decoding algorithm if decoding yields a vanishing output bit error rate.
Definition 1. A family of efficient codes of rate R → 1 is called rate-one-optimal on a BSC(p) with p → 0 if the fraction ρ = 1 − R of redundant (parity-check) bits has the smallest possible order
and is called semi-optimal if the fraction ρ has the smallest logarithmic order log 2 (1 − R) ∼ log 2 p. 
and are semi-optimal on a BSC(p) with probability p → 0. These codes can be constructed, encoded, and decoded with complexity of order n ln n.
Similarly, for a BSC(p) with p → 1/2, we consider the rate-zero-optimal codes, which have the highest possible rate
2 / ln 4. We design one family of such codes with complexity n ln n.
For a wide range of error probabilities p, Theorem 2 gives the best known codes of code rate R → 1. For example, the primitive BCH codes of rate R → 1 are efficient under bounded-distance decoding [1] on a BSC(p) only if p log 2 n → 0, unlike Theorem 2 that admits any p → 0. For RM codes of rate R → 1, the powerful polynomial algorithm of [13] corrects the fraction of errors p ∼ ( In sections II and III, we review RM and polar codes from the common perspective. In Sections IV-VI, we study polar codes restricted by some multi-step boundary conditions. To consider performance of these codes, we first introduce some inequalities that complement those of [2] . These inequalities turn out to be very useful in design of the multi-step polar codes. We then construct semi-optimal codes of rate R → 1 and extend this design to the rate-zero-optimal codes. Decomposition (2) is also shown in Fig. 1 and 2 . Here the full code RM (4, 4) is depicted in Fig. 1 . Each decomposition step = 1, ..., 4 is marked by the splitting monomial x a . For example, path α = 0110 gives the coefficient f 0110 associated with the monomial x α ≡ x 2 x 3 . Fig. 2 depicts code RM (2, 5) which includes all paths α of weight w(α) ≤ 2. Note that any two paths α 1 entering some node generate the same RM code on their extensions α +1 m . For example, path α = 01100 proceeds from RM (2, 5) to the single bit RM (0, 0) via nodes RM (2, 4), RM (1, 3) , RM (0, 2), and RM (0, 1).
II. RECURSIVE DESIGN OF RM AND POLAR CODES
Now consider some subset T of S paths. Then we encode S information bits via their paths and obtain codewords c(T ) = α∈T c(α). These codewords form a linear code C(m, T ). Note also that at any level and at any node α m , encoding only needs to add two codewords of level + 1 entering this node. Thus, encoding performs the order of 2 m− operations on each of 2 nodes α m and has the overall complexity of n log 2 n summed up over all levels = 1, ..., m.
III. RECURSIVE DECODING ALGORITHMS
Below, we use a map x → (−1)
x for any x = 0, 1 and consider a discrete memoryless channel (DMC) W with inputs ±1. Vector uv will denote the component-wise product of vectors u, v and vectors c = (u, uv) will denote the codewords c of a code R(r, m) with symbols ±1. In particular, 1 n now represents a former all-zero codeword. For any received symbol y, we define 3 interrelated quantities: posterior probability (PP) q that c = 1 is transmitted, the offset g, and likelihood h. These quantities are defined as follows:
For example, let W be a binary symmetric channel BSC(p), where p = (1− )/2. Then any output y = ±1 gives quantities g(y) = y and h(y) = (1+ y)/(1 − y). We use double index i, j for any position j = 1, ..., n/2 in a half i = 0, 1. For any transmitted codeword c, let y = (y i,j ) be the received vector corrupted by noise. We also use vectors q = (q i,j ), g = (g i,j ) and h = (h i,j ) with symbols defined in (3).
The following recursive algorithm of [3] - [5] performs SCD of information bits in codes R(r, m) or their subcodes C(m, T ). The algorithm forms two vectors q (1) and q (0) of length n/2 given vector q of length n. The first vector q (1) represents the corrupted version of vector v in construction (u, uv) and consists of probabilities q
We may now use the vector g (1) = (g
j ) (or q (1) ) and decode it into some vector v ∈ RM (r − 1, m − 1) of length n/2. Then symbols y 0,j and y 1,j v j represent two corrupted versions of symbol u j . Thus, a symbol u j in the (u, uv) construction has likelihoods h 0,j and (h 1,j ) vj in the left and right halves, respectively. Then the probability q
of its two estimates:
We may then decode h (0) into some vector u ∈ RM (r, m−1). Decomposition (4), (5) forms level = 1 of SCD and is continued for vectors q (1) and q (0) and the corresponding codes R(r − 1, m − 1) and R(r, m − 1). Then levels = 2, ..., m are processed similarly, by deriving vectors q (α 1 ) along the paths α 1 of Fig. 1 or Fig. 2 . Any incomplete path α 1 first processes its v-extension (α 1 , 1) using (4). Upon decoding, this path (α 1 , 1) delivers its output v to the upath (α 1 , 0), which uses (5). Thus, all paths are ordered 2017 ) lexicographically. Finally, the last step gives the likelihood q α = Pr{f α = 0 | y} of one information bit f α on the path α. We then choose the more reliable bit f α . It is easy to verify [3] that the overall complexity has the order of n log 2 n.
Any subcode C(m, T ) is decoded similarly and assumes that all paths α / ∈T are frozen with information bits f α ≡ 0. Let all S paths in T be ordered lexicographically as α (1) Output the bit f α (s) for = m.
IV. PATH ORDERING IN SC DECODING Let a binary code C(m, T ) be used on a symmetric DMC W. We now consider a code C α defined by a single path α = (a 1 , ..., a m ) and estimate its decoding error probability P α . Let a codeword 1 n be transmitted over this path. Then all (eliminated) paths give outputs v j = 1 in recursive recalculations (4)- (5) and we can use recalculations
From now on, we may consider recalculations (6) and (7) as the sequences of channel transformations applied to the original random variables (rv) g i,j or h i,j . In the end, we obtain a new memoryless channel W α : X → Y α that outputs a single rv h(α) or g(α) after m steps. Given some parameter λ > 0, consider a rv h −λ (α) and its expectation Eh −λ (α). Then the Chernoff upper bound gives
In particular, for λ = 1/2, the probability P α is bounded by the Bhattacharyya parameter [2]
For example, BSC(p) with p = (1 − g)/2 gives
In a more general setting [2] , [7] , we decompose a symmetric DMC W α into some number k of binary symmetric channels BSC θi (p i ) that have transition error probabilities p i = (1 − g i )/2 and occur with some probability distribution {θ i }, where
Arikan [8] has indicated that the expectation G(W ) also represents the variational distance studied in statistics.
We now see that the compound channel W α gives
Finally, consider a one step recursion (W, W ) → W (1) , W (0) . It is also proved in [2] that this recursion gives parameters Z(W (1) ) and Z(W (0) ) such that
For the channel W (1) , we can also take two independent identically distributed rv g 0,j and g 1,j in (6) and find the expectation of their product g (1) j . Then we have equality
We will see in Section V that equality (12) will substantially enhance the required estimates vs inequality (10).
Below we replace notation Z(W α ) and G(W α ) with Z(α) and G(α).
We say that a path α = (a 1 , ..., a m ) forms a boundary for any descendant path β = (b 1 , ..., b m ) if β is obtained from α by the following replacements in any position s or in two adjacent positions (s, s + 1) :
Let h(α) and h(β) be the symbol likelihoods of paths α and β obtained by recalculations (6) and (7). The following Lemma 3 uses a partial order for the paths α and β with respect to the quantities Eh −λ (α). A similar lemma was used in [11] for a slightly different set of recalculations, which approximate recalculations (7) . In [9] and [10] , this lemma is proved for the Bhattacharyya parameter Z(W α ) with exact recalculations (7) . For the arbitrary moments Eh −λ (α), Lemma 3 is proved in [12] .
Lemma 3. Recalculations (6) and (7) on some path α and its descendant β give the outputs h(α) and h(β) that satisfy inequalities
Corollary: Any path α and its descendant β satisfy inequalities 
V. HIGH-RATE CODES WITH A STEPPED BOUNDARY
In other words, each subpath β (i) is located to the right of α (i) as seen in Fig. 3 
, and construction complexity of order n log n.
Proof. Consider single-step subpaths β (i) bounded by inequality (16). These subpaths span the code R(r i , m i ), which is generated by monomials of degree r i . Thus, R(L) is the direct product of codes R(r i , m i ) and has rate R (L) . Each row β of its generator matrix is a map x β : F m 2 → F 2 of the monomial x β defined by a path β. In our design, we only need to verify restrictions (16) for each row β ∈ β(L). Thus, we need at most n log n operations.
Consider a sequence L of 2s numbers
where c 1 = 8 and c i = 0 for i ≥ 2. Here we round down all numbers r i , i or assume that they are integers. The path α (L) has the length
We first estimate the redundancy ρ L of a code R(L) with the multi-step boundary (18).
Lemma 5. Codes R(L)
with the boundary L of (18) satisfy the redundancy bound (1) for p → 0.
Proof. Consider codes R(L) and R(r i , m i ) used in design (17). These codes have redundancies
Thus, ρ 1 and ρ L satisfy asymptotic bound (1). Below we use inequalities
which are tight as x → 0 and x → 1, respectively. Also, log(1 − x) < log(− ln x). Then for Z(α) < 1/2, we can rewrite (9) as
We will also see that Z(α) → 0 and G(α) → 1. We complete the proof of Theorem 2 as follows. 
for each step i. We also use a similar notation G (i) and G (i) for the offsets. The original channel BSC(p) gives parameter G = 1 − 2p, where p → 0. For the first segment 1 r1 , we use equality (12) and (20). Then for p → 0,
For the next segment 0 1 , equality (11) gives
Note that 2 ri = p rapidly decline as
where we take any constant c > 1. Indeed, Z (1) satisfies (24). We now take Z (i−1) ≤ 2 −ti−1 and use induction on the i-th segment 1 ri 0 i . Then inequalities (21) and (22) give
Here we also use inequality r i = o(t i−1 ). This proves (24) and gives P β ≤ Z (s) for each path β.
Discussion. Equalities (12) and (11) are critical in our proof as they give exact estimates for the long segments 1 ri or 0 i . By contrast, inequality (10) path 0 1 , which will increase redundancies ρ 1 and ρ L and fail to yield semi-optimal codes. However, our approach fails to give the optimal redundancy ρ opt ∼ p log 1 / p or even give the order of p log 1 / p c for some constant c > 1. Nor is it known if other codes with low-complexity algorithms can achieve ρ opt for p → 0. Also, the set β(L) of (16) does not include many other paths β that also have a vanishing output error rate. For example, any initial segment 1 r of length r < r 1 admits many paths β / ∈ β(L). To reduce redundancy ρ L , one may consider a growing set {α} of boundary paths α and form the entire "envelope" of the descendant paths β(α). Calculating the redundancy for this envelope-type boundary is an open problem that may be related to the Young diagrams.
VI. LOW-RATE CODES WITH A STEPPED BOUNDARY
Consider a sequence of the BSCs(p) with p = (1 − )/2, where → 0 as length n → ∞. These channels have a vanishing capacity C = 1 − h(p) ∼ 2 / ln 4. Below we study the rate-zero-optimal (RZO) codes for this case. It is proved in [14] that RM codes R(r, μ) are rate-zero-optimal under MLdecoding if r = o(μ). However, only codes R(1, μ) or their concatenations are known to be RZO-codes of polynomial complexity. As shown in [15] , codes R(1, μ) of code rate C(1 − θ) and length k = 2 μ achieve the output BER P ≤ k −θ with complexity O(k log k) for any θ ∈ (0, 1). Here the length k > P −1/θ also grows exponentially in parameter θ −1 . We will now combine codes R(1, μ) with the high-rate polar codes of Theorem 2 to obtain new RZO codes.
To proceed with the case R → 0, we also need to substantially reduce the output error rate of (24). This is done as follows. Consider a boundary L with 2s numbers
where τ = log 
The proof is similar to that of Lemma 7 and is given in [12] . Consider now a path α (0) = 1 1 0 of length μ = + 1, which is the boundary path of a biorthogonal code R (1, μ) . We then combine the prefix α (0) and the boundary α (L) of (27). This gives the extended boundary of length μ + m : (N log N ) .
The proof of Theorem 8 is given in [12] . Discussion. It is noteworthy to compare codes R ext with a classic concatenated construction R conc that uses the inner codes R (1, μ) and the outer RS codes of the same length n = k = 2 μ and code rate R → 1. Both constructions have the same complexity order. It can be shown that the new codes R ext give a better decline order for the error probability P β (see [12] for more details). However, both constructions still give sub-exponential decline P β = exp{c √ N } for some c > 0. One important open problem is to design low-complexity codes that outperform both families R ext and R conc for code rates R → 0.
