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A NOTE ON THE POLYNOMIAL CARLESON OPERATOR
IN HIGHER DIMENSIONS
VICTOR LIE
Abstract. We prove the Lp-boundedness, 1 < p < ∞, of the Polyno-
mial Carleson operator in general dimension. This follows the author’s
resolution of the one dimensional case ([6], [7]) as well as the work
of Zorin-Kranich ([11]) on the higher dimensional case in the setting
2 ≤ p <∞.
The techniques used in this paper are direct adaptations and nat-
ural extensions to the higher dimensional case of the one-dimensional
methods developed in [7].
1. Introduction
In this paper we present the required adaptations of the main techniques
developed in [7] in order to fully answer a conjecture of E. Stein regarding
the boundedness properties of the so-called Polynomial Carleson operator:
Conjecture ([8],[10]). Let G denote either T or R with Gm :=
∏m
j=1G,
m ∈ N. Further, let Qd,m be the class of all real-coefficient polynomials in
m variables with no constant term and of degree less than or equal to d,
d ∈ N, and let K be a suitable Caldero´n–Zygmund operator on Gm. Then
the Polynomial Carleson operator defined as
(1) Cd,mf(x) := sup
Q∈Qd,m
∣∣∣∣
∫
Gm
ei Q(y)K(y) f(x− y) dy
∣∣∣∣
obeys the bound
(2) ‖Cd,mf‖Lp(Gm) . ‖f‖Lp(Gm)
for any 1 < p <∞.
For the motivation and history of the problem the interested reader is
invited to consult the Introduction in [7] as well as the references [1], [2], [4],
[5], [8] and [10].
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For concreteness and simplicity assume1 in what follows that K : Rm →
R is a Calderon-Zygmund kernel that obeys the following properties:
(3)
• K is a tempered distribution which agrees with a C1 function K(x)
for x 6= 0;
• the Fourier transform Kˆ is an L∞ function;
• |∂αxK(x)| ≤ C |x|
−n+|α| for 0 ≤ |α| ≤ 1 where here C > 0 is an
absolute constant.
With these notations and specifications the main result of our paper is:
Main Theorem. The above conjecture holds.
Observation 1. The assumptions in (3) on the Calderon-Zygmund kernel
could be significantly relaxed. Also, it is quite likely that one can extend our
result to cover anisotropic Calderon-Zygmund kernels - for more on these
see the Introduction in [11]. However, all these extensions seem to stress
rather technical aspects than genuinely new ideas.
The above theorem extends the previous results of the author in the one-
dimensional case (see [6] and [7]) and completes - with one key correction2
- the work of Zorin-Kranich, [11], on the higher dimensional case in the
2 ≤ p <∞ regime.
As already mentioned earlier, the proof of our theorem follows very closely
the corresponding approach in [7]. This is why we will insist here only on
the more relevant adaptations needed and then simply recall/outline our
proof in [7].
The higher dimensional upgrade requires at least two such adaptations:
(1) a proper generalization (to higher dimensions) of the time-frequency
tile discretization of the Carleson operator;
(2) a non-stationary phase principle for polynomial type phases - here
used in the form of Van der Corput estimates as developed by E.
Stein and S. Wainger in [10].
It is worth mentioning in this context that both (1) and (2) were exploited
in [11]. As we will soon see, there are multiple - but essentially equivalent -
ways to realize (1). 3
For transparency and better understanding of the parallelism between the
one and higher dimensional cases we choose to preserve the structure from
our paper [7].
1For more on this see Observation 1 below. Also notice that if instead of G = R one
chooses G = T then K on Tm may be essentially regarded as the restriction to the unit
cube centered at the origin of a Calderon-Zygmund kernel over Rm.
2For more on this see 3) in the Remarks section.
3For a more elaborate discussion on this please see 2.1) in the Remarks section.
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2. Notations and construction of the tiles
In this section we would like to make transparent the map/dictionary
between the one-dimensional case and the corresponding higher dimensional
case passing partly through the adaptations offered by Zorin-Kranich in [11].
Consider the standard dyadic grids relative to the origin in Tm and Rm
respectively. A spacial dyadic cube I in Tm at scale j ∈ N has the form
I =
∏m
l=1[2
−j kl, 2
−j (kl + 1)) with {kl}
m
l=1 ⊆ {0, . . . 2
j − 1} while a fre-
quency dyadic cube at scale −j has the form ω =
∏m
l=1[2
j rl, 2
j (rl + 1))
with {rl}
m
l=1 ⊆ Z.
While in space we will decompose our universe in regular geometric shapes
given by dyadic cubes in frequency the discretization will be realized in
shapes that arise as intersections of tube-neighborhoods around suitable
graph of polynomials. Regarded as part of the dual time-frequency represen-
tation once we fix a scale j ∈ N this double spacial/frequency discretization
gives rise to a partition in tiles.
To make the discussion more transparent, we structure our discussion as
follows:
2.1. The one dimensional case. Throughout this section we consider
m = 1. In this situation - maintaining the notations and definitions from
[7] and abusing the language - the tiles P ≡ Pˆ are represented as neighbor-
hoods4 of volume one around the graphs of polynomials q = dQdx ∈ Qd−1,1
with Q ∈ Qd,1. Here, we performed an identification between the above
geometric shape interpretation and the (d + 1)-tuple of dyadic intervals
P = [α1, α2, . . . , αd, I] with |αj | = |I|−1, j ∈ {1, . . . , d} via the following
convention: setting
(4) Qd−1,1(P ) := {q ∈ Qd−1,1 | q(x
j
I) ∈ α
j ∀ j ∈ {1, . . . , d}} ,
as (roughly) the |I|−1−neighborhood of the central polynomial
(5) qP (y) :=
d∑
j=1
∏d
k=1
k 6=j
(y − xkI )∏d
k=1
k 6=j
(xjI − x
k
I )
c(αj) ,
and defining
(6) q ∈ P iff q ∈ Qd−1,1(P ) .
one identifies P with
(7) Pˆ := {(x, q(x)) | x ∈ I & q ∈ P} .
Equivalently, recalling from [7] the definition of the geometric factor of
the pair (q, I) with q = dQdx ∈ Qd−1,1 and I ⊆ T interval, that is
(8) ∆Q′(I) = ∆q(I) := |I| ‖q‖L∞(I) ,
4See in this direction the explicit interpretation provided by Observation 2 in [7].
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we notice that the previous tile discretization is essentially equivalent with
the following:
Algorithm, m = 1.
• fix a scale k ∈ N and consider the set I(k) of all dyadic intervals
I ⊆ T at scale k, that is |I| = 2−k.
• fix I ∈ I(k) and consider a maximal separated set of polynomials
Qd−1,1(I) ⊂ Qd−1,1 such that for any q1, q2 ∈ Qd−1,1(I) one has
(9) ∆q1−q2(I) ≥ 1 .
• construct the uncertainty regions {P (q, I)}q∈Qd−1,1(I) partitioning
the set of polynomials Qd−1,1 such that
(10) P (q, I) ⊂ {q˜ ∈ Qd−1,1 |∆q˜−q(I) ≤
1
2
} .
Notice that P (q, I) corresponds to the set Qd−1,1(P ) introduced in
(4) with the central polynomial qP in (5) corresponding to q in (10).
• now we set a tile P be a tuple of the form (I, P (q, I)) where I
ranges through the set of all dyadic intervals inside the torus while
q ∈ Qd−1,1(I). When more clarity is desired in order to associate
q, I with P we will write P = (IP , P (qP , IP )). The set of all tiles is
denoted with P.
Remark 2. In the algorithm above we borrowed part of the language intro-
duced in [11] by Zorin-Kranich in order to make the correspondence between
the two approaches in [7] and [11] more transparent.
2.2. The general dimensional case. For general m, the tile discretiza-
tion could follow either of the above (morally equivalent) strategies with the
obvious adaptations. However, it seems more advantageous and cleaner to
follow the latter variant due to the less appealing form of Lagrange inter-
polation formulas for higher degree polynomials. This is the route that we
embrace below:
We recall that in this case we deal with dyadic cubes I ⊆ Tm. From here
on we follow the most natural adaptation of what we’ve seen before.
Firstly, we notice that while in the one dimensional case the concept of
the derivative of a polynomial Q ∈ Qd,1 is straightforward and focuses our
action inside the class Qd−1,1, in general dimension we need to speak about
the gradient of Q, and thus the natural analogue of Qd−1,1 becomes
(11) Q
(1)
d,m :=
{
∇Q =
(
∂Q
∂x1
, . . . ,
∂Q
∂xm
) ∣∣Q ∈ Qd,m
}
.
Next, we introduce the analogue of (8), that is for I ⊆ Tm (dyadic) cube we
set the geometric factor of the pair (∇Q, I) as
(12) ∆∇Q(I) := l(I) ‖|∇Q|‖L∞(I) ,
where here l(I) stands for the length of the cube I while |I| will remain the
notation for the volume of I.
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From here we have the obvious correspondence with the one dimensional
algorithm for defining the family of tiles P:
Algorithm, general m.
• fix a scale k ∈ N and consider the set I(k) of all dyadic cubes I ⊆ Tm
at scale k, i.e. l(I) = 2−k.
• fix I ∈ I(k) and consider a maximal separated set of m−tuple poly-
nomials Q
(1)
d,m(I) ⊂ Q
(1)
d,m such that for any ∇Q1,∇Q2 ∈ Q
(1)
d,m(I) one
has
(13) ∆∇Q1−∇Q2(I) ≥ 1 .
• construct the uncertainty regions {P (∇Q, I)}
∇Q∈Q
(1)
d,m
(I)
partitioning
the set of polynomials Q
(1)
d,m such that
(14) P (∇Q, I) ⊆ {∇Q˜ ∈ Q
(1)
d,m |∆∇Q˜−∇Q(I) ≤
1
2
} .
• now we set a tile P be a tuple of the form (I, P (∇Q, I)) where I
ranges through the set of all dyadic intervals inside the torus while
∇Q ∈ Q
(1)
d,m(I). The set of all tiles is denoted with P.
Now given P = (IP , P (∇QP , IP )) ∈ P, the analogue of (6) becomes
(15) ∇Q ∈ P iff ∇Q ∈ P (∇QP , IP )) .
Also, for a > 0 we set
(16) aP (∇Q, I) = {∇Q˜ ∈ Q
(1)
d,m |∆∇Q˜−∇Q(I) ≤
a
2
} ,
and denote with aP the tuple (IP , aP (∇QP , IP )). Extending naturally (15),
we say
(17) ∇Q ∈ aP iff ∇Q ∈ aP (∇QP , IP )) .
Finally, the rest of the notations, remain as in our paper [7], with the
obvious modifications.
3. Discretization
This section presents the rather simple adaptations of the one dimensional
dicretization process to our context.5 Recall the definition of the general
Polynomial Carleson operator on the m−dimensional torus:
(18) Cd,mf(x) := sup
Q∈Qd,m
∣∣∣∣
∫
Tm
ei Q(y)K(y) f(x− y) dy
∣∣∣∣ .
In what follows, for notational simplicity, we will refer to the operator Cd,m
as T .
5For both historical lineage continuity (see [1] and [2]) as well as argumentation clarity
we present our proof on the m− dimensional torus rather than on Rm. However the latter
situation follows similarly with no significant changes.
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We rewrite6
(19) Tf(x) = sup
Q∈Qd,m
|TQf(x)| ,
with
(20) TQf(x) =
∫
Tm
K(x− y) ei (Q(x)−Q(y)) f(y) dy ,
and Q ∈ Qd,m with Q(x) =
∑
|β|≤d cβ x
β where β = (β1, . . . , βm) ∈ Nm
multi-index and as usual xβ = (xβ11 , . . . , x
βm
m ) ∈ Tm.
Now linearizing the supremum in T , we write
(21) Tf(x) = TQxf(x) =
∫
Tm
K(x− y) ei (Qx(x)−Qx(y)) f(y) dy ,
where now Qx(y) :=
∑
|β|≤d cβ(x) y
β with {cβ(·)}β measurable functions.
Further, we decompose our kernel K as7
K(y) =
∑
k∈N
ψk(y) ∀ y ∈ T
m, |y| 6= 0 ,
where here ψk(y) := 2
mk ψ˜k(2
ky) with each ψ˜k ∈ C
1
0 (R
m) being supported
in {u ∈ R | 2 < |u| < 8} and satisfying uniformly in k
(22) ‖∂αx ψ˜k‖L∞(Rm) ≤ C ∀ 0 ≤ |α| ≤ 1,
with
∫
Rm ψ˜k = 0 for all k ∈ N.
Deduce that
(23) Tf(x) =
∑
k≥0
Tkf(x) :=
∑
k≥0
∫
Tm
ei (Qx(x)−Qx(y)) ψk(x− y) f(y) dy .
Now for each P = (I, P (∇Q, I)) ∈ P let
(24) E(P ) := {x ∈ I | ∇yQx(y)|y=x ∈ P} ,
and for l(I) = 2−k (k ≥ 0), we define the operators TP on L
2(T) by
(25) TP f(x) =
{∫
Tm
ei (Qx(x)−Qx(y)) ψk(x− y) f(y) dy
}
χE(P )(x) .
With this, we deduce that
(26) Tf(x) =
∑
P∈P
TPf(x) .
This ends our decomposition.
As in [7], we end with this section with a useful remark that should be
kept in mind for most of our later reasonings:
6For symmetry reasons we prefer to rewrite (18) in the equivalent form Cd,mf(x) :=
supQ∈Qd,m
∣
∣
∣
∫
Tm
ei (Q(x)−Q(x−y)) K(y) f(x− y) dy
∣
∣
∣.
7For more on this decomposition one can consult [9], Chapter 13.
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Observation 3. Taking D to be the a very large positive integer depending
polynomially on m and d, and writing
P =
D−1⋃
j=0
⋃
k≥0
PkD+j ,
we can assume from now on that the following scale separation condition
holds:
(27)
if Pj = (Ij , Pj(∇QPj , Ij)) ∈ P with j ∈ {1, 2} such that |I1| 6= |I2| then
either |I1| ≤ 2
−D |I2| or |I2| ≤ 2
−D |I1|.
4. Quantifying the interactions between tiles
Following the same lines as in [7] we adapt the estimates on the interac-
tion between tiles to the general, higher dimensional case. The extensions
are more or less straightforward with a natural correspondence in the one
dimensional case. For transparency, our presentation mirrors the one in [7].
4.1. Properties of TP and T
∗
P .
For P = (I, P (∇QP , I)) ∈ P with l(I) = 2−k, k ∈ N, we have
(28)
TP f(x) =
{∫
Tm e
i (Qx(x)−Qx(y)) ψk(x− y) f(y) dy
}
χE(P )(x) ,
T ∗P f(x) =
∫
Tm e
−i (Qy(y)−Qy(x)) ψk(y − x)
(
χE(P )f
)
(y) dy .
As expected, in direct correspondence with Observation 2 in [7], we have
the following heuristic:
(29)
• the time-frequency localization of TP is “morally” given by P , i.e.
should be essentially regarded as
m⋂
j=1
{(x, ∂jQ(x))|x ∈ I, Q ∈ Qd,m, |∂jQ(x)− ∂jQP (x)| ≤
1
2
l(I)−1} .
• similarly, the time-frequency localization of T ∗P is “morally” given
by P ∗ with the analogue interpretation.
4.2. Geometric factor of a tile relative to a polynomial.
As before, given P = (I, P (∇QP , I)) ∈ P and Q ∈ Qd,m one defines the
geometric factor of P relative to Q (or ∇Q) as
(30) ⌈∆∇Q(P )⌉ ,
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where8
(31) ∆∇Q(P ) := inf
∇Q1∈P
∆∇Q−∇Q1(I) .
Notice that we trivially have
⌈∆∇Q(P )⌉ ≈
1
1 + l(I) ‖|∇Q −∇QP |‖L∞(I)
.
4.3. Van der Corput estimates for general dimension. In this section
we recall two results from [10] and very briefly discuss their adaptability to
our context.
Throughout this section we assume we are given Q ∈ Qd,m with Q(x) =∑
|β|≤d cβ x
β. Let the size of Q be defined by
s(Q) :=
∑
|β|≤d
|cβ | .
With these, we have:
Lemma 4. ([10]) Let ϕ ∈ C10 (R
m) be a smooth function supported in the
unit ball Bm(0, 1) and let Ω ⊆ Bm(0, 1) be any convex set. Then, there exists
a constant c = c(d,m) > 0 depending only on d and m such that
(32) |
∫
Ω
eiQ(x) ϕ(x) dx| ≤ c s(Q)−
1
d ‖ϕ‖C1(Bm(0,1)) .
One also has a good control over the size of the level sets:
Lemma 5. ([10]) With the same notations as before, given any ǫ > 0, one
has
(33) |{x ∈ Bm(0, 1) | |Q(x)| ≤ ǫ}| ≤ c ǫ
1
d s(Q)−
1
d .
We now notice that both lemmas above are properly behaving under the
action of dilation and translation symmetries. Moreover, we remark the
following: given any I ⊆ Tm (dyadic) cube and setting P (y) := Q(l(I)y +
c(I)) one has the key relation
(34) s(P ) &d,m ∆∇P
(
[−
1
2
,
1
2
]m
)
= ∆∇Q(I) .
From this and Lemma 4 we immediately deduce
Lemma 6. Let Q ∈ Qd,m and I ⊆ Tm (dyadic) cube. Also, assume
ϕI ∈ C
1
0 (10I) is a function adapted to I with ‖ϕI‖L∞ . 1 and ∆∇ϕI (I) :=
l(I) ‖|∇ϕI |‖L∞(I) . 1. Then the following holds:
(35)
∣∣∣∣
∫
Tm
eiQ(x) ϕI(x) dx
∣∣∣∣ .d,m ⌈∆∇Q(I)⌉ 1d |I| .
8Recall that given x ∈ R we let ⌈x⌉ := 1
1+|x|
.
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4.4. Control over the inner product.
Consider P1 = (I1, P1(∇QP1 , I1)) ∈ P and P2 = (I2, P2(∇QP2 , I2)) ∈ P.
In what follows we quantify the output of the interaction
| < T ∗P1f, T
∗
P2g > | .
As expected, the output of the interaction will be controlled by “the relative
position” of P ∗1 with respect to P
∗
2 quantified in the definition below:
Definition 7. [Geometric factor associated to a pair of tiles]
Let P1 and P2 be two tiles as above such that I
∗
P1
∩ I∗P2 6= ∅. We define
the geometric factor of the pair (P1, P2) by
⌈∆(P1, P2)⌉ ,
where
∆(P1, P2) = inf
∇Q1∈P1
∇Q2∈P2
∆∇Q1−∇Q2(I˜P1 ∩ I˜P2) .
As before, we obviously have
⌈∆(P1, P2)⌉ ≈d,m max
{⌈
∆∇QP1 (P2)
⌉
,
⌈
∆∇QP2(P1)
⌉}
.
Now using Lemma 6 above, one deduces the following:
Lemma 8. [Tile interaction control]
Let P1 , P2 ∈ P. Then, with the above notations and conventions, we have
(36) |TP1T
∗
P2f(x)| .d,m ⌈∆(P1, P2)⌉
1
d
∫
E(P2)
|f |
max (|I1|, |I2|)
χE(P1)(x) .
Proof. The proof is a straightforward application of Lemma 6, once one
notices that
TP1T
∗
P2f(x) = χE(P1)(x)
∫
(f χE(P2))(s)K(x, s) ds ,
where, assuming l(I1) = 2
−k1 and l(I2) = 2
−k2 with k1, k2 ∈ N, we let
K(x, s) =
∫
ei [(Qs(s)−Qs(y))−(Qx(x)−Qx(y))] ψk1(x− y) ϕ(y) ψk2(y − s) dy .

Observation 9. In the one dimensional case, we got a more precise control
over the | < T ∗P1f, T
∗
P2
g > | expression in the form
(37)
∣∣∣∣
∫
χ˜Ic1,2T
∗
P1f T
∗
P2
g
∣∣∣∣ . n, d, ǫ0 ⌈∆(P1, P2)⌉n
∫
E(P1)
|f |
∫
E(P2)
|g|
max (|I1|, |I2|)
∀n ∈ N ,
and
(38)
∫
I1,2
|T ∗P1f T
∗
P2
g| .d ⌈∆(P1, P2)⌉
1−ǫ0
d
∫
E(P1)
|f |
∫
E(P2)
|g|
max (|I1|, |I2|)
,
with χ˜Ic1,2 a smooth variant of the corresponding cut-off.
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Here I1,2 - called the (ǫ0)-critical intersection set - is essentially the region
formed by the union of the maximal intervals J ⊆ I˜1 ∩ I˜2 for which one has
|∆∇QP1−∇QP2(J)| .d ∆(P1, P2)
ǫ0 where here ǫ0 ∈ (0, 1). Based on Lemma 5,
one could obtain the higher dimensional analogue of (37) and (38). However
this would necessitate extra-technicalities that overweight the benefit - one
does not need such an accurate description of the < T ∗P1f, T
∗
P2
g > interaction.
Indeed, estimate (36) is more than enough for our final aim. For more on
related considerations please see 1) in the Remarks section.
5. The proof of the main theorem
No relevant modifications appear relative to the arguments presented in
the corresponding section in [7].
For convenience only, we will remind two of the key definitions involved
later in our proof:
Definition 10. [Mass of a tile adapted to a given environment]
Let A be a (finite) union of dyadic cubes in Tm and P be a finite family
of tiles. For P = (I, P (∇QP , I)) ∈ P with I ⊆ A we define the mass of P
relative to the set of tiles P and the set A as being
(39) AP,A(P ) := sup
P ′=(I′,P ′(∇Q
P ′
,I′))∈ P
I⊆I′⊆A
|E(P ′)|
|I ′|
⌈
∆(10P, 10P ′)
⌉N
where N is a fixed large natural number.
The qualitative concept that characterizes the overlapping relation be-
tween tiles is given by
Definition 11. [Aiming for “orderings”]
Let Pj = (Ij , Pj(∇QPj , Ij)) ∈ P with j ∈ {1, 2}. We say that
- P1 ≤ P2 iff I1 ⊆ I2 and ∃ ∇Q ∈ P2 such that ∇Q ∈ P1 ,
- P1 E P2 iff I1 ⊆ I2 and ∀ ∇Q ∈ P2 we have ∇Q ∈ P1 .
Also we say P1 < P2 if P1 ≤ P2 and |I1| < |I2|. Similar statement for ⊳.
Observation 12. Notice that ≤ is not an order relation while E it is. Also
P1 < P2 implies 2P1 ⊳ 2P2.
5.1. Partitioning P.
Following with trivial adaptation to the higher dimensional case the stopping-
time algorithm developed in [7], we obtain a partition of our set of tiles into
(40) P =
⋃
n∈N
Pn ,
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with each Pn being a set of tiles of mass n relative to certain space regions.
Our algorithm relies in a key fashion on
(1) the concept of mass introduced in Definition 10;
(2) a delicate analysis of the level set of various counting functions in-
volving the John-Nirenberg inequality.
For concreteness we will only summarize the output of our algorithm.
For this, following [7], we simply quote (with the obvious adaptations) the
following
Definition 13. Let A =
⋃
Aj and B =
⋃
l Bl be two collections of dyadic
cubes inside [0, 1]m.
• We say that
(41) A ⋐ B ,
iff given any two dyadic cubes Aj ∈ A and Bl ∈ B such that Aj∩Bl 6=
∅ one has Aj ⊆ Bl and also each Aj is contained in some Bl.
• We say that
(42) A ≺ B ,
iff each Aj is contained in some Bl.
• given an absolute constant c > 0, we write
(43) A ≺c B ,
iff A ≺ B and for any Bl the following holds:
(44) |
⋃
Aj⊆Bl
Aj| ≤ e
−c |Bl| .
Output of the exceptional-set removing stopping-time algorithm
There exists a collection of stopping-time dyadic cubes {Sn}n∈N and a
corresponding collection of tiles {Pn}n∈N such that:
• each set Sn can be further partitioned as
(45) Sn :=
⋃
k∈N
Skn ,
with
(46) Sk+1n ⋐ S
k
n .
• moreover, for any k′ ≤ k
(47) Skn ≺c(k−k′) S
k′
n ,
and for any n′ ≤ n
(48) Sn ≺ Sn′ .
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• one can partition the family of tiles
(49) P =
⋃
n
Pn ,
and further on partition each Pn as
(50) Pn =
⋃
k
Pkn ,
such that
– for any P ∈ Pkn we have IP ⊆ S
k
n and IP * S
k+1
n ;
– for any P ∈ Pkn we have AP,Skn(P ) ∈ (2
−n, 2−n+1];
– there exists c > 0 (large) absolute constant such that
(51) ‖
∑
P∈Pk,maxn
χIP ‖L∞ ≤ c n 2
n ,
where
(52) Pk,maxn :=
{
P ∈ P
∣∣ P maximal s.t.
IP ⊆ S
k
n &
|E(P )|
|I| > 2
−n
}
.
The proof of this statement follows line by line the algorithm of partition-
ing the set of tiles P presented in Section 5.1.2 of [7]. We will thus not provide
the details here but only mention that the sets {Skn}k≥1 are constructed in-
ductively starting from n = 1, k = 1 as maximal disjoint collection of
cubes formed from the analogue of the sets {Aln[A
jn−1
n−1 ⋄ A
jn−1+1
n−1 ] . . . [A
j1
1 ⋄
A
j1+1
1 ]}j1,...,jn−1, l while P
k
n is formed in a similar fashion from the correspon-
dent families {Pn(A
l
n[A
jn−1
n−1 ⋄ A
jn−1+1
n−1 ] . . . [A
j1
1 ⋄ A
j1+1
1 ])}j1,...,jn−1, l.
5.2. Main Proposition.
With this done, in direct correspondence with the similar statement in
[7], our main theorem follows by a simple application of triangle inequal-
ity paired with a geometric summation argument derived from
Main Proposition. Fix n ∈ N. Then there exist a constant η = η(d,m) ∈
(0, 12) depending only on d and m such that∥∥∥T Pnf∥∥∥
p
.p,d,m 2
−n η(1− 1
p∗
) ‖f‖p ,
for all f ∈ Lp(T).
5.3. Reduction of the main proposition. With the same notations and
definitions from Section 6 in [7] at which we add Observation 3 in our paper
one can follow the same reasonings as in [7] (no significant modifications
required) in order to reduce our Main Proposition above to the following
statements:
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Proposition 1 [Control over a sparse forest]
Let P ⊆ Pn be a sparse forest. Then there exists η = η(d,m) ∈ (0, 1),
depending only on the degree d and dimension m, such that for any 1 < p <
∞, we have
(53)
∥∥TP∥∥
p
.p,d,m 2
−n η (1− 1
p∗
)
.
Proposition 2 [Control over a (general) forest]
Let P ⊆ Pn be a forest. Then there exists η = η(d,m) ∈ (0, 1), depending
only on the degree d and dimension m,, such that for any 1 < p < ∞ we
have
(54)
∥∥TP∥∥
p
.p,d,m 2
−n η (1− 1
p∗
)
.
6. The proofs of Propositions 1 and 2
The proof of Proposition 1 follows with no significant modifications the
correspondent proof in [7].
For the proof of Proposition 2 one can again follow the same reasonings
as in [7] with the following adaptations corresponding to the lemmas dealing
with
• the interaction of separated trees;
• row-tree interaction.
In what follows we will only focus on these two modifications.
For this, we recall first several definitions:
Definition 14. [Separated trees]
Fix a number δ ∈ (0, 1]. Let P1 and P2 be two trees with tops Pj =
(Ij, Pj(∇QPj , Ij)) ∈ P and j ∈ {1, 2}. We say that P1 and P2 are δ
−1-
separated if either I1 ∩ I2 = ∅ or else
• P = (I, P (∇QP , I)) ∈ P1 & I ⊆ I2 ⇒ ⌈∆(P,P2)⌉ < δ ,
• P = (I, P (∇QP , I)) ∈ P2 & I ⊆ I1 ⇒ ⌈∆(P,P1)⌉ < δ .
Lemma 15. [Interaction of separated trees]
Let {Pj}j∈{1,2} be two δ
−1-separated trees with tops Pj = (I0, Pj(∇QPj , I0)) ∈
P. Then, for any f, g ∈ L2(T), we have that
(55)
∣∣∣〈TP1∗f, TP2∗g〉∣∣∣ .m,d δ 12d ‖f‖L2(I˜0) ‖g‖L2(I˜0) .
Proof. This is the analogue of Lemma 36 in [7]; one should notice the less
refined form of our present statement. However this will be enough for our
later estimates. For more on this, please see Observation 16.
14 VICTOR LIE
We only sketch9 the simple modifications of the argument presented in
the proof of Lemma 36 in [7]:.
• Define a real-valued function ϕ ∈ C∞0 (R
m) with the following prop-
erties:
– supp ϕ ⊂
{
1
4 ≤ |x| ≤
1
2
}
– ϕ is even
– |ϕˆ(ξ)− 1| .n |ξ|
n ∀ |ξ| ≤ 1 and n big enough
– |ϕˆ(ξ)| .n |ξ|
−n ∀ |ξ| ≥ 1
Next, define
dj := min{l(IP ) |P = (IP , P (∇QP , IP )) ∈ Pj} .
Now, for j ∈ {1, 2} let
(56) ϕj(x) = (δ
1/2dj)
−mϕ((δ1/2dj)
−1x) .
and define the operators
(57) ϕ˜j : L
2(Rm) −→ L2(Rm) by ϕ˜jf = ϕj ∗ f ,
and
(58) Φj : L
2(Rm) −→ L2(Rm) by Φj =MPj ϕ˜jM
∗
Pj .
where in the last line we define the general modulation operator
(59) MPj : L
2(Rm) −→ L2(Rm) by MPjf(x) = e
i QPj (x) f(x), ,
with QPj ∈ Qd,m being the “antiderivative” central polynomial asso-
ciated with the top tile Pj = (I0, Pj(∇QPj , I0)) and obeyingQPj(0) =
0.
• Following now similar reasoning with those in Lemma 2 in [6], for
j ∈ {1, 2}, we decompose T ∗j := T
Pj ∗ as
(60) T ∗j f = ΦjT
∗
j f + Ωjf ,
and deduce that
(61) ‖Ωj‖2 .n δ
n ,
while from an application of Lemma 6 one gets
(62) |〈Φ1T
∗
1 f,Φ2T
∗
2 g〉| .m,d δ
1
2d ‖f‖2 ‖g‖2 .
finishing our proof.

Observation 16. In the one-dimensional we got a more refined version
of the above lemma. Indeed, following Lemma 36 in [7], one has that if
9For further details see the analogue proof of Lemma 2 in [6] as well as that of Lemma
4 in [2].
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{Pj}j∈{1,2} are two δ
−1-separated trees with tops Pj = [~αj , I0], then, for any
f, g ∈ L2(T) and n ∈ N, one has that
(63)∣∣∣〈TP1∗f, TP2∗g〉∣∣∣ .n,d δn ‖f‖L2(I˜0) ‖g‖L2(I˜0)+
∥∥∥χI[c]TP1∗f∥∥∥
2
∥∥∥χI[c]TP2∗g∥∥∥
2
,
where here the component I[c] - called the critical intersection set is the one
responsible for the correspondent weak decay form appearing in (55). As we
will see later, we don’t actually need anything stronger than (55).
Definition 17. [Normal tree]
A tree P with top P0 = (I0, Pj(∇QP0 , I0)) is called normal if for any
P = (I, P (∇QP , I)) ∈ P we have 100I ∩ (I0)
c = ∅ .
Observation 18. Notice that if P is a normal tree as above then
supp TP
∗
f ⊆ I0 .
Definition 19. [Row]
A row is a collection P =
⋃
j∈NP
j of normal trees Pj with tops P j0 =
(Ij0 , Pj(∇QP j0
, I
j
0)) such that the dyadic cubes
{
I
j
0
}
are pairwise disjoint.
Lemma 20. [Row-tree interaction]
Let P be a row as above, let P ′ be a tree with top P ′0 = (I
′
0, Pj(∇QP ′0 , I
′
0))
and suppose that ∀ j ∈ N, Ij0 ⊆ I
′
0 and P
j , P ′ are δ−1separated trees.
Then for any f, g ∈ L2(T) we have that
(64)
∣∣∣〈TP ′∗f, TP∗g〉∣∣∣ .m,d δ 12d ‖f‖2 ‖g‖2 .
Proof. The proof is straightforward and follows from Lemma 15, Observation
18 and Definitions 17 and 19. The interested reader might want to check for
comparison the proof of the corresponding Lemma 40 in [7]. 
We now state the Main Lemma whose statement and proof follows line
by line the corresponding ones in [7].
Main Lemma. Let P ⊂ Pn be an L∞−forest of generation n.
Then there exists η = η(d,m) ∈ (0, 1) such that
(65) ‖TPf‖2 .d,m 2
−n
2
η ‖f‖2 .
Proof. Below, we only present the outline of the proof of this result - for
more details please check the proof of the Main Lemma in [7]:
• based on the definition of an L∞−forest we can decompose P as
(66) P =
c 2n⋃
j=1
Rj ,
with each Rj being a collection of pairwise spatially disjoint trees.
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• on each of the trees belonging to a given Rj we perform two oper-
ations: 1) we trim the bottom - the first 100n d minimal tiles; 2)
we remove its boundary component. The total excised collection of
tiles (over all the trees in P) may be decomposed in at most c n sets
of incomparable tiles to which one applies Proposition 1.
• with this we reduce our discussion to the situation in which (66)
represents the row-decomposition of an 2100n d-separated L∞−forest
P; reached at this point we notice that the operators {TRj}j are
almost orthogonal.
• thus, for k 6= j, we have
– ‖TRk
∗
TRj‖27→2 = 0 - as a consequence of the pairwise disjoint-
ness of the sets {suppTRj}j ;
– ‖TRk TRj
∗
‖27→2 . 2
−5n - based on the (2100n d)-separateness
hypothesis to which we apply Lemma 20. Here is the key point
where we notice that one does not need anything more sophis-
ticated than the form given by (64).
• Using now the last item and applying the Cotlar-Stein lemma and
the single tree estimate we conclude that (65) holds.

With these done, one can apply the same reasonings as in [7] in order to
deduce that Proposition 2 holds.
7. Remarks
1) The first remark concerns the more intricate nature of the exposition
of the one dimensional versus the higher dimensional case. Many of the
arguments in [7] could be written in a more succinct form. However, the
author’s intentions in [7] were to provide an approach that is detailed, self-
contained and, most importantly, offers a transparent antithesis between the
situations in which standard wave-packet analysis techniques apply versus
situations in which one encounters a new manifestation that is specific to
the generalized wave-packet setting. With respect to the latter item, we
exemplify with the statement of, say, Lemma 8 in [7]. There, one can see
a dichotomy between the fast decay estimate obtained in the regions far
away from the “intersection of the geometric tiles” (similar with the original
Fefferman setting, see [2]) and the minimal decay obtained over the regions
where one has overlapping of the tiles, situation that is specific only to the
higher than one degree polynomial phases setting. In order to unravel this
antithesis one has to perform a fine analysis10 of the behavior of a polynomial
on a given interval - see Lemma 3 in [7].
In contrast with this, the analogue result of Lemma 8 in [7], that is Lemma
8 here, focuses strictly on some (minimal) decay of the interaction. As
a consequence of the rougher estimates one can drop the more intricate
10Including level set estimates, min/max properties, growth of derivatives etc.
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analysis analogue to Lemma 3 in [7] and simply quote a Van der Corput
type estimate in the form of Lemma 6 here. Similar situations appear when
one compares the statements and proofs of Lemmas 36 and 40 in [7] versus
their present analogue Lemmas 15 and 20 respectively.
However, passing over the format of the presentation, the essence of the
approach remains the same and follows the fundamental ideas introduced in
[6] and [7]:
(1) the definition of the uncertainty regions/tiles based on the relational
approach defined in [6] (see also the Introduction in [7] and the ref-
erence to [3]);
(2) the stopping time algorithm on removing the exceptional sets fol-
lowed by the associated tile partitioning P =
⋃
n Pn adapted to a
specialized concept of mass of a tile;
(3) the decomposition of each of the families Pn into a controlled number
of forests.
Indeed, these three elements are all present in the higher dimensional
case - see both [11] and the current paper - following with simple modifica-
tions/adaptations the reasonings in [7].
2) Our intention here is to make transparent the connections between
some of the few seemingly different approaches that are developed in [7] and
our present work as opposed to the work in [11].
2.1) Our first comment refers to the definition of tiles. In our work the
key quantity involved in the tiling of the time-frequency domain is given by
the geometric factor of the pair11 (∇Q, I) defined in (12) and recalled below:
(67) ∆∇Q(I) := l(I) ‖|∇Q|‖L∞(I) .
In [11], the author chooses to work with a pair of the form12 (Q, I) and the
quantity denoted by ‖Q‖I and defined as
(68) ‖Q‖I := sup
x, x′∈I
|Q(x)−Q(x′)| .
With this, the tile partitioning in [11] relative to the spacial location I
revolves around the idea of maximal 1−separated (central) polynomials Q ∈
Qd,m relative to the quantity defined in (68). This type of requirement is in
fact morally equivalent with our condition (13). Indeed as a support for our
claim we record the following simple representation formula:
(69)
Q(x)−Q(x′) =∫ x1
x′1
∂Q
∂y1
(y1, x
′
2, . . . , x
′
m)dy1 + . . . +
∫ xm
x′m
∂Q
∂ym
(x1, x2, . . . , xm−1, ym)dym ,
where as expected, for a generic x ∈ Rm we have denoted x = (x1, . . . , xm).
11Recall that in our context Q ∈ Qd,m is a polynomial in Rm of degree at most d while
I ⊂ Tm is a dyadic cube.
12Same notations as above.
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With this one notices the implication
(70) ∆∇Q−∇QP (I) . 1 ⇒ ‖Q−QP ‖I . 1 ,
that realizes the translation between the tile discretization here and the one
in [11].
2.2) The definition of an antichain in [11] corresponds in fact to the defi-
nition of a family of incomparable tiles - see Definition 14 in [7].
2.3) Lemma 3.8 in [11] is a reorganized and very compressed form of
the stopping time algorithm on removing the exceptional sets introduced in
Section 5.1.2. in [7]. We embrace this succinct form presentation in our
present paper too - though with several key modifications - see the “Output
of the exceptional-set removing stopping-time algorithm” in Section 5.1.
2.4) Definition 3.18 in [11] of what the author there calls “a Fefferman
forest of level n and generation k” is essentially - up to a suitable log loss -
an example of what we called an L∞−forest - see Definition 21 in [7].
2.5) Proposition 3.23 in [11] follows with minor changes/language adap-
tations the argument in Section 6.2 in [7].
2.6) Lemma 4.5 and Proposition 4.8 in [11] are treated both as part of
Proposition 1 in [7].
2.7) Lemmas 5.6 and 5.12 in [11] correspond to Lemma 36 and Lemma
45 respectively in [7].
2.8) Lemma 5.13 in [11] corresponds to the proof of Proposition 2 - the
L2 bound case - see Section 7.3.1. in [7].
2.9) We end this remark by noticing the interesting form of Lemma 4.1
in [11] which unravels in a beautiful manner the connection between the
cancelation encoded in the oscillatory integral term
∫
eiQ ψ and the degree
of smoothness encoded in the supremum over the variation of the function ψ
over the set of intervals whose size relates with ‖Q‖I where I = suppψ. This
explains how the regularity at the critical scale of the function ψ transfers
into the decay of the initial expression |
∫
eiQ ψ|.
3) In this remark we want to explain a subtle point in defining the mass
of a tile that affects the correctness of part of the reasonings in [11]. To
be more precise, in contrast with our Definition 10 here, in [11] the author
defines the mass of a tile P ∈ P as simply given by
(71) As(P ) := sup
λ≥1
E(λP )
|IP |
λ−N ,
for some suitable fix natural number N ∈ N.
While tempting due to the simplifications that it would have brought to
the tile partitioning P =
⋃
n∈N Pn and implicitly to the exceptional-set re-
moving stopping-time algorithm, definition (71) has a major flaw: if defined
in this way, the mass of a tile P is insensitive to how the tile P embeds in
the ambient universe, specifically, there is no direct relationship between the
mass of P and the mass of tiles living at different scales. In particular, one
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looses the original monotonicity property of the mass, i.e.
(72) P ≤ P ′ ; As(P ) ≥ As(P
′) .
This aspect has in turn a major impact on the consistency of the tree
selection algorithm:
Given P ⊂ P a tree and adopting for a mass of a tile definition (71),
one looses any control over the convexity of a tree with uniform mass; more
precisely,13 defining
Pn(x) := {P ∈ P |x ∈ IP & As(P ) ∈ [2
−n−1, 2−n)} ,
where here x ∈ I0 with P0 the top of P, we notice that the set of scales
associated with the spacial intervals of the tiles in Pn(x) can have arbitrarily
many gaps each one of arbitrary size. Indeed, if one departs with P being
- say the time-frequency portrait of the standard Hilbert transform - then
denoting with
An(x,P) := {k | ∃ P ∈ Pn s.t l(IP ) = 2
−k & x ∈ ·IP } ,
one has that An(x,P) can essentially be any subset of N.
One could in principle try to overcome this difficulty by developing a
theory for non-convex trees. The observation about an alternative approach
that uses the concept of generalized trees - that is trees that are not required
to also be convex - was explicitly made in [7], see remark 3 in Section 8.
However, in that context our intention was to explain that allowing to work
with generalized trees instead of standard trees one could obtain a simplifi-
cation of the exceptional-set removing stopping-time algorithm introduced
in Section 5.1. of [7], but, importantly, still using the “smoothing” definition
of the mass as provided by Definition 10.
If instead, one intends to work with the mass definition (71), one needs
to take in account the fact that the structure of the generalized trees of
uniform mass becomes much rougher. Thus, a correct adaptation of the
exceptional-set removing stopping-time algorithm and of the construction
of the families Pn in [7] to the usage of (71) would necessitate a highly
nontrivial amount of technicalities and work that is absent in [11]. Moreover,
even if successful, such a strategy would be unnecessarily complicated and
essentially reworking - even if in a disguised manner - the exceptional-set
removing stopping-time algorithm based on the concept of mass given by
Definition 10.
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