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Multiple blow-up solutions for the
Liouville equation with singular data
Teresa D’Aprile
Abstract. We study the existence of solutions with multiple concentration to the following
boundary value problem
−∆u = ε2eu − 4pi
∑
p∈Z
αpδp in Ω, u = 0 on ∂Ω,
where Ω is a smooth and bounded domain in R2, αp’s are positive numbers, Z ⊂ Ω is a finite
set, δp defines the Dirac mass at p, and ε > 0 is a small parameter. In particular we extend
the result of Del-Pino-Kowalczyk-Musso ([12]) to the case of several singular sources. More
precisely we prove that, under suitable restrictions on the weights αp, a solution exists with a
number of blow-up points ξj ∈ Ω \ Z up to
∑
p∈Z max{n ∈ N |n < 1 + αp}.
Mathematics Subject Classification 2000: 35B40, 35J20, 35J65
Keywords: Liouville equation, blow-up solutions, finite-dimensional reduction, max-min argu-
ment
1. Introduction
Let Ω be a bounded domain in R2 with a smooth boundary. In this paper we are concerned
with the existence and the asymptotic analysis when the parameter ε tends to 0 of solutions in
the distributional sense for the following Liouville-type problem involving singular sources:

−∆u = ε2eu − 4π
∑
p∈Z
αpδp in Ω
u = 0 on ∂Ω
. (1.1)
Here δp denotes Dirac mass supported at p, αp’s are positive numbers and Z ⊂ Ω is a finite
set of singular sources. Problem (1.1) is motivated by its links with the modeling of physical
phenomena. In particular, (1.1) arises in the study of vortices in a planar model of Euler
flows (see [2], [10]). In vortex theory the interest in constructing blowing-up solutions is related
to relevant physical properties, in particular the presence of vortices with a strongly localised
electromagnetic field.
The regular problem, when Z = ∅, has been widely considered in literature. The asymptotic
behaviour of blowing up family of solutions can be referred to the papers [1], [7], [19], [20], [21],
[22]. The analysis in these works yields that if uε is an unbounded family of solutions of (1.1)
with Z = ∅ for which ε2 ∫Ω euε is uniformly bounded, then there is an integer N ≥ 1 such that
ε2
∫
Ω
euεdx→ 8πN as ε→ 0.
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Moreover there are points ξε1, . . . , ξ
ε
N ∈ Ω which remain uniformly distant from the boundary
∂Ω and from one another such that
ε2euε −
N∑
j=1
δξεj → 0 (1.2)
in the measure sense. The location of the blowing-up points is well understood. Indeed, in [21]
and [22] it is established that the N -tuple (ξε1, . . . , ξ
ε
N ) converges, up to a subsequence, to a
critical point of the functional
1
2
N∑
j=1
H(ξj , ξj) +
1
2
N∑
j,k=1
j 6=k
G(ξj , ξk). (1.3)
Here G(x, y) is the Green’s function of −∆ over Ω under Dirichlet boundary conditions, namely
G satisfies { −∆xG(x, y) = δy(x) x ∈ Ω
G(x, y) = 0 x ∈ ∂Ω ,
and H(x, y) denotes its regular part:
H(x, y) = G(x, y) − 1
2π
log
1
|x− y| .
The reciprocal issue, namely the existence of positive solutions with the property (1.2), has been
addressed in [27] in the case where Ω is simply connected and where there is a single point of
concentration (i.e. N = 1). Baraket and Pacard ([1]) established that for any nondegenerate
critical point of (1.3) a family of solutions uε concentrating at the corresponding N -tuple as
ε→ 0 does exist. See also [8] for an alternative proof in a compact two-dimensional Riemannian
manifold. More generally, in [12] and [14] it is proved that any topologically nontrivial critical
point of (1.3) generates a family of solutions with multiple blow-up points. In particular, such a
family of solutions is found in some special cases: for any N ≥ 1, provided that Ω is not simply
connected ([12]), and for N ∈ {1, . . . , h} if Ω is a h-dumbell with thin handles ([14]).
We mention that an analogous blow-up analysis can be applied to sign changing solutions of
the sinh-Poisson equation −∆u = ε2(eu−e−u) allowing also negative concentration phenomena;
in this case the coupling of bump pairs is not described anymore by the Green’s function G(ξj , ξk)
in (1.3), but the coupling depends on the respective sign of the bumps and actually becomes
τjτkG(ξj , ξk) with τj = ±1. Multiple blow-up families of nodal solutions always exist for the
sinh-Poisson equation in a general bounded and smooth domain Ω. This result has become
known first for exactly one positive and one negative blow-up points in [2] and, more recently,
for three and four alternate-sign blow-up points in [5]. Similar constructions have been carried
out for the Henon-type equation −∆u = ε2|x|2α(eu − e−u) ([9]).
In all the above papers, only the regular case Z = ∅ is considered. Motivated by some singular
limiting model equations arising in the study of Chern-Simons vortex theory (see [6], [25] and
the references therein), in this paper we are interested in analysing (1.1) when Z 6= ∅.
Concerning construction of solutions for the problem (1.1) in the singular case Z 6= ∅, only
few results are available in literature. An extension to the problem (1.1) of the blow-up analysis
carried out for Z = ∅ is contained in [1]. It permits to perform an asymptotic analysis similar
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to the regular case. More precisely, let us define the new functional
Ψ(ξ) =
1
2
N∑
j=1
H(ξj, ξj)−
∑
p∈Z
αp
2
N∑
j=1
G(ξj , p) +
1
2
N∑
j,k=1
j 6=k
G(ξj , ξk) (1.4)
which is well defined in the set
M :=
{
ξ = (ξ1, . . . , ξN ) ∈ (Ω \ Z)N
∣∣∣ ξj 6= ξk if j 6= k}. (1.5)
Then the functional Ψ replaces (1.3) in locating the points inM where the concentration occurs
for problem (1.1).
Assuming that Z is a singleton, i.e. Z = {p}, then solutions which concentrate in the measure
sense atN distinct points away from p have been built in [12] provided thatN < 1+αp. Moreover
in [10], for any fixe α ∈ N, it is proved the existence of a solution to (1.1) with Z = {p} and αp = α
for a suitable p ∈ Ω with α + 1 blowing up points at the vertices of a sufficiently tiny regular
polygon centered in p; moreover p lies uniformly away from the boundary ∂Ω independently of
α and its location is determined by the geometry of the domain.
In this paper we address the question of which kind of concentration phenomena can be
observed in Ω \ Z in the case of multiple sources. One expects that, if several sources exist,
then the more involved topology should generate a larger number of blow-up solutions than the
singleton case considered in [12]. As far as we know, up to now this kind of multiplicity result
has remained unknown.
The aim of this paper is to establish the existence of a family of solutions to (1.1) consisting
of
∑
p∈Z Np blow up points in Ω \ Z as long as Np < 1 + αp for all p ∈ Z, provided that the
weights αp avoid the integers 1, 2, . . . , N−1. More precisely we will prove the following theorem.
Theorem 1.1. Assume that Ω ⊂ R2 is a bounded domain with a C2 boundary, Z ⊂ Ω is a finite
set and αp > 0 for all p ∈ Z. Let N ≥ 2 be an integer satisfying the following:
αp 6= 1, . . . , N − 1 ∀p ∈ Z, (1.6)
there exist integers Np with 0 ≤ Np < 1 + αp s.t. N =
∑
p∈Z
Np. (1.7)
Then for ε > 0 sufficiently small the problem (1.1) has a family of solutions uε with the following
property: there exist distinct points ξ∗1 , . . . , ξ
∗
N ∈ Ω \ Z such that
ε2euε → 8π
N∑
j=1
δξ∗j as ε→ 0 (1.8)
in the measure sense. Furthermore uε verifies
uε(x) = −4π
∑
p∈Z
αpG(x, p) + 8π
N∑
j=1
G(x, ξ∗j ) + o(1) as ε→ 0
away from the concentration points ξ∗1 , . . . , ξ
∗
N .
Let us observe that (1.6) implies αp 6= 1; moreover (1.6) is always verified if αp 6∈ N for all
p ∈ Z. In particular, the assumptions (1.6)-(1.7) are satisfied for 2 ≤ N < 1+αp in the singleton
case Z = {p}, so Theorem 1.1 covers the result known in [12].
We point out that in the above result concentration occurs at points different from the location
of the sources. The problem of finding solutions with additional concentration around the
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sources is of different nature. In case they exist, each blow-up point provides a contribution
of 8π(1 + αp)δp in the limit of (1.8), see [3], [4], [23], [24]. This problem requires a different
asymptotic analysis which allows in [13] the construction of solutions concentrating at any
prescribed subset Z˜ ⊂ Z under the additional assumption αp 6∈ N for all p ∈ Z.
The proof of Theorem 1.1 relies on the finite dimensional variational reduction developed in
[12], which reduces the problem of constructing blowing up families of solutions for (1.1) to
the problem of finding critical points of a functional depending on the blow-up points ξj. More
specifically, the reduced functional is C1-close to the functional Ψ given by (1.4). In this paper we
will use a variational argument to characterize a topologically nontrivial critical point of Ψ which
will survive small C1-perturbations. The notion of topologically nontrivial critical point we use
here was introduced in [11] in the analysis of concentration phenomena in nonlinear Schro¨dinger
equations. Similar notions have been widely used to detect multiple-bubbling solutions in other
related singularly perturbed problems.
In the expression of Ψ we recognize the bump interaction terms G(ξj , ξk) which raise the
energy to +∞ if any two bumps get very close, while the Robin function H(ξj, ξj) describes
the interaction of an individual bump with the boundary and pulls the energy to −∞ if the
point approaches the boundary. The presence of the singular set Z in Ω which repel the points
produces the required nontrivial topology which intuitively yields an equilibrium generated a
max-min situation for points as distant as possible from one to another, as well as from the
boundary and from the singularities. Indeed, we will prove that a N -bump solution exists for
any N ≥ 2 satisfying (1.6)-(1.7), with bumps associated to such an equilibrium.
In order to understand the mechanism which drives energy equilibrium, we briefly outline the
variational argument, which consists of two parts. First, we construct a special class K of initial
geometric configurations of the blow-up points: more precisely, K consists of the configurations
in M obtained by placing Np points on a small annulus centered in p for any p ∈ Z; such a
geometrical construction requires that N can be split as in (1.7). The class K has the crucial
property that the terms H(ξj, ξj) and G(ξj , p) are uniformly bounded, then the restriction Ψ
∣∣
K
is bounded from below and satisfies Ψ
∣∣
K
→ +∞ as ξ → ∂M. Therefore Ψ attains a global
minimum in K. Secondly, we apply a localized max-min technique on suitable deformation in
M of the class K.
Once we have provided the functional Ψ with a suitable local max-min structure, we need
some compactness to conclude that the max-min value actually gives the existence of a critical
point. This is the most technical part of the proof and requires the additional assumption
(1.6). Roughly speaking, the major problem in proving the validity of compactness is to exclude
possible collisions, i.e. configurations ξ = (ξ1, . . . , ξN ) in M with at least two components
converging towards the same point of Ω. More precisely, compactness may fail when a collision
arises near some singularity p ∈ Z for bounded values of Ψ and ∇Ψ. Such crucial collisions do
occur when αp = n ∈ {1, . . . , N − 1} for some p ∈ Z and n + 1 of the N points are arranged
on a tiny polygonal configuration centered at p. This explains the assumption (1.6). The result
provided by Theorem 1.1 is optimal in the sense that if some weight αp coincides with one of
the integers 1, . . . , N − 1, then the method breaks down due to lack of compactness.
It is interesting to notice that the function Ψ appears frequently in the study of problems
arising from physics or geometry. For instance, in the context of Ginzburg-Landau vortices Ψ is
also called the renormalized energy. It is a generalization of the classical Kirchhoff-Routh path
function for Ω = R2 and describes the dynamics of point vortices in an incompressible planar
fluid. The renormalized energy is a Hamiltonian and the motion of the vortices is governed by
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the corresponding Hamiltonian equation. Therefore the problem of finding critical points of Ψ
corresponds to finding all relative equilibrium configurations of N -point vortices in Ω. We refer
to the book [6] for a detailed work in this direction.
Finally we point out that Ψ occurs as limit equation in a variety of problems involving
concentration phenomena with multi point concentration. We mention [26] for the context of
Liouville equation with anisotropic coefficients, and [18] for the sinh-Gordon equation. See also
[15], [16], [17] where the role of the function Ψ appears in the construction of solutions with
multiple concentration for a planar elliptic equation involving nonlinearities with large exponent.
The paper is organized as follows. In Section 2 we sketch the finite-dimensional reduction
method developed in [12]. Section 3 is devoted to solving the reduced problem by carrying out
the max-min procedure. Finally in the Appendix A we collect some properties of the Green’s
function which are usually referred to throughout the paper.
Remark 1.2. In the sequel of the paper, by c, C we will denote generic positive constants. The
value of c, C is allowed to vary from line to line and also in the same formula.
2. The reduced functional
The proof of Theorem 1.1 is based on the finite dimensional reduction procedure which has
been used for a wide class of singularly perturbed problems.
Let us observe that, setting v the regular part of u, namely
v = u+ 4π
∑
p∈Z
αpG(x, p),
problem (1.1) is then equivalent to solving the following (regular) boundary value problem{
−∆v = ε2a(x)ev in Ω
v = 0 on ∂Ω
, (2.9)
where a(x) is the function
a(x) = e−4π
∑
p∈Z αpH(x,p)Πp∈Z |x− p|2αp . (2.10)
Here G and H are Green’s function and its regular part as defined in the introduction.
In [12] the reduction process has been applied to the problem (2.9) for a more general function
a. We sketch the procedure here and refer to [12] for details.
The first object is to construct an approximate solution for (2.9). To this aim, let us introduce
the radially symmetric solutions of the limiting problem

−∆ω = eω in R2∫
R2
eωdx < +∞ ,
which are given by the one-parameter family of functions
ωµ(x) = log
8µ2
(µ2 + |x|2)2 , µ > 0
(see [8]). We point out that for ξ ∈ Ω \ Z the function
Uε,µ,ξ(x) = log
8µ2
(µ2ε2 + |x− ξ|2)2a(ξ) = ωµ
(x− ξ
ε
)
+ 4 log
1
ε
− log a(ξ)
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satisfies
−∆U = a(ξ)ε2eU in R2.
Let N be a positive integer and define the configuration space
O := {ξ = (ξ1, . . . , ξN ) ∈ ΩN ∣∣ d(ξj) > δ & |ξj − p| > δ ∀j, ∀p ∈ Z, |ξj − ξk| ≥ δ if j 6= k}
where δ > 0 is a sufficiently small number and d(x) := dist(x, ∂Ω). It is natural to look for a
solution v of (2.9) of the form v ≈ ∑Nj=1 Uε,µj ,ξj for a certain set of points ξ = (ξ1, . . . , ξN ) ∈
O and suitable scalars µ1, . . . , µN > 0. So, we would like to take
∑N
j=1Uε,µj ,ξj as our first
approximate solution of the problem (2.9). To obtain a better first approximation, we need to
modify it in order to satisfy the zero boundary condition. Precisely, we consider the projections
PΩUε,µ,ξ onto the space H10 (Ω) of Uε,µ,ξ, where the projection PΩ : H1(RN )→ H10 (Ω) is defined
as the unique solution of the problem{
∆PΩv = ∆v in Ω
PΩv = 0 on ∂Ω .
Finally, in order to make the approximation
∑N
j=1PΩUε,µj ,ξj more accurate near ξj, we can
improve the construction by further adjusting the numbers µj . Actually, the parameter µj will
be a priori prescribed in terms of the point ξj by the formula:
log 8µ2j = log a(ξj) + 8πH(ξj , ξj) + 8π
N∑
k=1
k 6=j
G(ξj , ξk). (2.11)
Then we consider the first approximation
N∑
j=1
PΩUε,ξj
where Uε,ξj = Uε,µi,ξj with the numbers µj = µj(ξj) defined by (2.11). Let us analyse the
asymptotic behavior of PΩUε,ξj with these choices of µj as ε→ 0+. For any x ∈ ∂Ω we compute
PΩUε,ξj − Uε,ξj − 8πH(x, ξj) = − log
8µ2j
(µ2jε
2 + |x− ξj|2)2a(ξj) + 4 log
1
|x− ξj|
= − log 8µ
2
j
a(ξj)
+O(ε2)
(2.12)
uniformly on ∂Ω. So, the functions PΩUε,ξj−Uε,ξj and 8πH(x, ξj) are harmonic in Ω and satisfy
(2.12) on the boundary. Then the maximum principle applies and gives
PΩUε,ξj = Uε,ξj + 8πH(x, ξj)− log
8µ2j
a(ξj)
+O(ε2) uniformly in Ω. (2.13)
Moreover for any k a direct computation yields
Uε,ξk = 4 log
1
|x− ξk| + log
8µ2k
a(ξk)
+O(ε2) uniformly for |x− ξk| ≥ δ
2
by which
PΩUε,ξk = 8πG(x, ξk) +O(ε2) uniformly for |x− ξk| ≥
δ
2
. (2.14)
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Therefore, fixed j ∈ {1, . . . , N}, combining (2.13) and (2.14) we have
N∑
k=1
PΩUε,ξk = Uε,ξj + 8πH(x, ξj)− log
8µ2j
a(ξj)
+ 8π
N∑
k=1
k 6=j
G(x, ξk) +O(ε
2)
uniformly for |x − ξj| ≤ δ2 . The above estimate implies that
∑N
k=1PΩUε,ξk ∼ Uε,ξj for x close
to ξj thanks to the choice of µj in (2.11). This justifies the good choice of the numbers µj in
(2.11). Now we look for a solution to (2.9) in a small neighbourhood of the first approximation,
i.e. a solution of the form
v :=
N∑
j=1
PΩUε,ξj + φ,
where the rest term φ is small. To carry out the construction of a solution of this type, we first
introduce an intermediate problem as follows. Let us set
Zj,k(x) =
∂
∂ξkj
ωµj
(x− ξj
ε
)
, j = 1, . . . , N, k = 1, 2;
here we denote by ξkj the k-th component of ξj. Additionally, let us consider a sufficiently
large radius R0 > 0 and a nonnegative function χ such that χ = 1 if ρ < R0 and χ(ρ) = 0 if
ρ > R0 + 1 and set χε(ρ) = χ(
ρ
ε
). Then it is convenient to solve as a first step the problem for
φ as a function of ε and ξ. This turns out to be solvable for any choice of points ξj , provided
that ε is sufficiently small. The following result was established in [12].
Lemma 2.1. There exists ε0 > 0 and a constant C > 0 such that for each ε ∈ (0, ε0) and each
ξ ∈ O there exists a unique φε,ξ ∈ H10 (Ω) satisfying
∆
( N∑
j=1
PΩUε,ξj + φ
)
+ ε2a(x) exp
( N∑
j=1
PΩUε,ξj + φ
)
=
∑
j=1,...,N
k=1,2
cj,kχε(|x− ξj|)Zj,k (2.15)
for some cj,k ∈ R and∫
Ω
χε(|x− ξj |)Zj,kφdx = 0 ∀j = 1, . . . , N, k = 1, 2, (2.16)
‖φ‖∞ < Cε| log ε|. (2.17)
Moreover the map ξ ∈ O 7→ φε,ξ ∈ H10 (Ω) is C1.
After problem (2.15)–(2.17) has been solved, then we find a solution to the problem (2.9) if
ξ ∈ O is such that cj,k = cj,k(ξ) = 0 for all j, k. This problem is actually variational. Indeed,
let us consider the following energy functional associated with (2.9):
Iε(v) =
1
2
∫
Ω
|∇v|2dx− ε2
∫
Ω
a(x)ev dx, v ∈ H10 (Ω). (2.18)
Solutions of (2.9) correspond to critical points of Iε. Now we introduce the new functional
Jε : O → R, Jε(ξ) = Iε
( N∑
j=1
PΩUε,ξj + φε,ξ
)
(2.19)
where φε,ξ has been constructed in Lemma 2.1. The next lemma has been proved in [12] and
reduces the problem (2.9) to the one of finding critical points of the functional Jε.
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Lemma 2.2. ξ ∈ O is a critical point of Jε if and only if the corresponding function vε =∑N
j=1PΩUε,ξj + φε,ξ is a solution of (2.9). Consequently, the function
uε = −4π
∑
p∈Z
αpG(·, p) +
N∑
j=1
PΩUε,ξj + φε,ξ
is a solution of the original problem (1.1).
Finally we describe an expansion for Jε which can be obtained as in [12].
Proposition 2.3. The following asymptotic expansion holds:
Jε(ξ) = −16Nπ + 8Nπ log 8− 16Nπ log ε+ 4πΨ(ξ) +O(ε)
C1-uniformly with respect to ξ ∈ O. Here the function Ψ is defined by
Ψ(ξ) =
1
2
N∑
j=1
H(ξj , ξj) +
1
8π
N∑
j=1
log a(ξj) +
1
2
N∑
j,k=1
j 6=k
G(ξj , ξk). (2.20)
Thus in order to construct a solution of problem (1.1) such as the one predicted in Theorem
1.1 it remains to find a critical point of Jε. This will be accomplished in the next section.
3. A max-min argument: proof of Theorem 1.1
In this section we will employ the reduction approach to construct the solutions stated in
Theorem 1.1. The results obtained in the previous section imply that our problem reduces to
investigate the existence of critical points of a functional which is a small C1-perturbation of the
function Ψ given by (2.20), with a defined by (2.10). So Ψ actually becomes
Ψ(ξ) =
1
2
N∑
j=1
H(ξj , ξj)−
∑
p∈Z
αp
2
N∑
j=1
G(ξj , p) +
1
2
N∑
j,k=1
j 6=k
G(ξj , ξk).
We recall that Ψ is well defined in the setM defined in (1.5). In this section we apply a max-min
argument to characterize a topologically nontrivial critical value of this function in the set M.
More precisely we will construct sets D, K, K0 ⊂M satisfying the following properties:
(P1) D is an open set, K and K0 are compact sets, K is connected and
K0 ⊂ K ⊂ D ⊂ D ⊂M;
(P2) let us set F to be the class of all continuos maps γ : K → D with the property that there
exists a continuos homotopy Γ : [0, 1] ×K → D such that:
Γ(0, ·) = id, Γ(1, ·) = γ, Γ(t, ξ) = ξ ∀t ∈ [0, 1], ∀ξ ∈ K0;
we assume
Ψ∗ := sup
γ∈F
min
ξ∈K
Ψ(γ(ξ)) < min
ξ∈K0
Ψ(ξ); (3.21)
(P3) for every ξ ∈ ∂D such that Ψ(ξ) = Ψ∗, we assume that ∂D is smooth at ξ and there exists
a vector τξ tangent to ∂D at ξ so that τξ · ∇Ψ(ξ) 6= 0.
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Under these assumptions a critical point ξ ∈ D of Ψ with Ψ(ξ) = Ψ∗ exists, as a standard
deformation argument involving the gradient flow of Ψ shows. Moreover, since properties (P2)-
(P3) continue to hold also for a function which is C1-close to Ψ, then such critical point will
survive small C1-perturbations.
We define
D =
{
ξ ∈ M
∣∣∣∣Φ(ξ) := 12
N∑
j=1
H(ξj , ξj)−
∑
p∈Z
αp
2
N∑
j=1
G(ξj , p)− 1
2
N∑
j,k=1
j 6=k
G(ξj , ξk) > −M
}
(3.22)
where M > 0 is a sufficiently large number yet to be chosen. By using the properties of the
functions H, G it is easy to check that Φ satisfies
Φ(ξ)→ −∞ as ξ → ∂M, (3.23)
and this implies that D is compactly contained in M.
3.1. Definition of K, K0, and proof of (P1). In this section we will define the sets K, K0
for which properties (P1)-(P2) hold.
In the following we will often use the complex numbers to identify the points in R2 and we
will denote by i the imaginary unit.
First of all let us fix angles θp (p ∈ Z) and a number δ ∈ (0, π2 ) sufficiently small such that
the cones {
p+ ρei(θp+θ)
∣∣ ρ ≥ 0, θ ∈ [−δ, δ]}, p ∈ Z (3.24)
are disjoint from one another. We point out that such choice of angles always exists since Z is
finite. Possibly decreasing δ, we may also assume
d(p) > 2δ ∀p ∈ Z, |p− q| > 4δ ∀p, q ∈ Z, p 6= q. (3.25)
We recall that d(x) = dist(x, ∂Ω). According to assumption (1.7), there existm points p1, . . . , pm ∈
Z (m ≥ 1), such that we may split N = N1 +N2 + . . . +Nm with Nr ∈ N satisfying
1 ≤ Nr < 1 + αr ∀r. (3.26)
Next we set {1, . . . , N} = I1 ∪ . . . ∪ Im where
I1 = {1, 2, . . . , N1},
I2 = {N1 + 1, N1 + 2, . . . , N1 +N2},
. . .
Ir = {N1 + . . .+Nr−1 + 1, . . . , N1 + . . . +Nr},
. . .
Im = {N1 + . . . +Nm−1 + 1, . . . , N}.
Next lemma establishes the unboundedness of the function Ψ along suitable N -tuple ξ =
(ξ1, . . . , ξN ) whose components lie in the cones (3.24).
Lemma 3.1. There exists a constant C > 0 such that
Ψ(ξ) ≤ C
for every ξ = (ξ1, . . . , ξN ) ∈ M verifying
ξj − pr
|ξj − pr| = e
i(θpr+j
δ
N
) ∀j ∈ Ir, r = 1, . . . ,m. (3.27)
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Proof. For any ξ ∈ M satisfying (3.27) we get
|ξj − ξk| ≥ |ξj − pr| sin δ
2N
∀j, k ∈ Ir, j 6= k (r = 1, . . . ,m).
By construction, for any j ∈ Ir we have that ξj belongs to the cone (3.24) with p = pr. This
implies that
|ξj − ξk| ≥ µ ∀j ∈ Ir, k ∈ Is, r 6= s
where the value µ depends only on the choice of the angles θp and the number δ. Combining
these facts with the properties of the functions G and H (see Appendix A), we may estimate
Ψ(ξ) ≤ −
∑
p∈Z
αp
4π
N∑
j=1
log
1
|ξj − p| +
1
4π
N∑
j,k=1
j 6=k
log
1
|ξj − ξk| + C
≤ − 1
4π
m∑
r=1
αpr
N∑
j=1
log
1
|ξj − pr| +
1
4π
m∑
r=1
∑
j,k∈Ir
j 6=k
log
1
|ξj − ξk| + C.
(3.28)
For a fixed r ∈ {1, . . . ,m} and j ∈ Ir we have
− αpr log
1
|ξj − pr| +
∑
k∈Ir
k 6=j
log
1
|ξj − ξk|
≤ −αpr log
1
|ξj − pr| + (Nr − 1) log
1
|ξj − pr| − (Nr − 1) log sin
δ
2N
.
Since αpr > Nr − 1 by (3.26), the above quantity is uniformly bounded above. Then the thesis
follows by (3.28).

Now we define N -tuple
ξ0 = (ξ
0
1 , . . . , ξ
0
N )
by
ξ0j = pr +
3
2
δei(θpr+j
δ
N
) ∀j ∈ Ir, r = 1, . . . ,m. (3.29)
In order to define K, we have to consider the N -tuple ξ = (ξ1, . . . , ξN ) with the property that
Nr components lie on the annulus with radii δ and 2δ centered in pr. More precisely, setting
Ur := {ξ ∈ R2 | δ < |ξ − pr| < 2δ},
we introduce the open set{
ξ ∈ UN11 × . . .× UNmm
∣∣∣ |ξj − ξk| > M−1 ∀j 6= k} . (3.30)
In principle, we do not know whether (3.30) is connected or not, so we will choose a convenient
connected component W . The choice of δ in (3.24)-(3.25) implies that ξ0j 6= ξ0k for j 6= k, then
ξ0 belongs to (3.30) provided that M is sufficiently large. Now we are in conditions of defining
K and K0:
W := the connected component of (3.30) containing ξ0,
K :=W, K0 =
{
ξ ∈ K
∣∣∣ min
j 6=k
|ξj − ξk| =M−1
}
.
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K is clearly connected and K0 ⊂ ∂W ⊂ K. Moreover by construction, since the closed annulii
U r are contained in Ω\Z and disjoint from one another according to (3.25), using the properties
of the G and H (see Appendix A) we get that the functions
∑
j 6=kH(ξj, ξk),
∑
jH(ξj , ξj) and∑
p∈Z αp
∑
j G(ξj , p) are uniformly bounded in the set U
N1
1 × . . .× UNmm , therefore
N∑
j,k=1
j 6=k
H(ξj , ξk),
N∑
j=1
H(ξj , ξj),
∑
p∈Z
αp
N∑
j=1
G(ξj , p) = O(1) in K (3.31)
with the above quantity O(1) uniformly bounded independently of M . On the other hand in
the set K we have G(ξj , ξk) ≤ 12π logM + C for j 6= k by (A.64). Consequently for large M we
also have K ⊂ D.
3.2. Proof of (P2). The definition of the max-min value Ψ∗ in (3.21) depends on the particular
M > 0 chosen in (3.22). To emphasize this fact we denote this max-min value by Ψ∗M . In this
section we will prove that (P2) holds for M sufficiently large. To this aim we need the estimate
for Ψ∗M provided by the following proposition.
Proposition 3.2. The quantity Ψ∗M is bounded independently of the large number M used to
define D, namely there exist two constants c, C independent of M such that
c ≤ Ψ∗M ≤ C. (3.32)
Proof. Let γ ∈ F , namely γ : K → D is a continuous map such that there exists a continuos
homotopy Γ : [0, 1] ×K → D satisfying:
Γ(0, ·) = id, Γ(1, ·) = γ, Γ(t, ξ) = ξ ∀t ∈ [0, 1], ∀ξ ∈ K0.
Let γ = (γ1, . . . , γN ) and Γ = (Γ1, . . . ,ΓN ) with γj : K → R2 and Γj : [0, 1]×K → R2. We now
define a new homotopy H : [0, 1] ×K → R2N with components Hj : [0, 1] ×K → R2:
Hj(t, ξ) = pr + |ξj − pr| · Γj(t, ξ)− pr|Γj(t, ξ)− pr| ∀j ∈ Ir, r = 1, . . . ,m. (3.33)
Clearly H is a continuous map. By Γ(0, ·) = id we immediately get
H(0, ·) = id.
We claim that
H(t, ∂W ) ⊂ ∂W ∀t ∈ [0, 1]. (3.34)
Indeed, if ξ ∈ K0, then Γj(t, ξ) = ξj and consequently, by definition, Hj(t, ξ) = ξj, which implies
H(t, ξ) = ξ ∈ K0 ⊂ ∂W . On the other hand, if ξ ∈ ∂W \K0, we get ξ ∈ ∂(UN11 × . . . × UNmm ).
Then there exists j such that ξj ∈ ∂Uj . Assume, for instance, ξ1 ∈ ∂U1, namely either |ξ1−p1| =
δ or |ξ1− p1| = 2δ. By definition we have |H1(t, ξ)− p1| = |ξ1− p1| ∈ {δ, 2δ}, which implies that
H1(t, ξ) ∈ ∂U1 and then H(t, ξ) ∈ ∂W . Hence (3.34) follows.
We have thus proved that the homotopy H applies ∂W into itself. The theory of the topolog-
ical degree gives that if ξ ∈ W then deg(H(1, ·),W, ξ) = deg(H(0, ·),W, ξ) = deg(id,W, ξ) = 1.
Then there exists ξγ ∈W such that H(1, ξγ) = ξ0, namely, by (3.33), setting ξγ = (ξγ1 , . . . , ξγN ),
γj(ξγ)− pr =
|γj(ξγ)− pr|
|ξγj − pr|
(ξ0j − pr) ∀j ∈ Ir, r = 1, . . . ,m.
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Using (3.29) we get
γj(ξγ)− pr
|γj(ξγ)− pr|
= ei(θpr+j
δ
N
) ∀j ∈ Ir, r = 1, . . . ,m.
In such a situation we deduce that γ(ξ) has the form (3.27). So Lemma 3.1 applies and gives
min
ξ∈K
Ψ(γ(ξ)) ≤ Ψ(γ(ξγ)) ≤ C
and the constant on the right hand side depends only on the choice of the angles θp and the
number δ in (3.24)-(3.25); in particular, C is independent of γ and M . Hence, by taking the
supremum for all the maps γ ∈ F , we conclude that the max-min value Ψ∗ is bounded above
independently of M , as desired.
Finally, in order to prove the lower boundedness, by taking η = id in the definition (3.21) we
get
Ψ∗M ≥ min
ξ∈K
Ψ(ξ) ≥ min
ξ∈K
(
1
2
N∑
j=1
H(ξj, ξj)−
∑
p∈Z
αp
2
N∑
j=1
G(ξj , p)
)
.
As we have already observed in (3.31), the function in the bracket is uniformly bounded in the
set K independently of M . 
Then the max-min inequality (P2) will follow once we have proved the next result.
Proposition 3.3. The following holds:
min
ξ∈K0
Ψ(ξ) = min
{
Ψ(ξ)
∣∣∣ ξ ∈ K, min
j 6=k
|ξj − ξk| =M−1
}
→ +∞ as M → +∞. (3.35)
Proof. Let ξn = (ξ
n
1 , . . . , ξ
n
N ) ∈ K be such that minj 6=k |ξnj − ξnk | → 0 as n → +∞. Possibly
passing to a subsequence, we may assume
|ξnj0 − ξnk0 | → 0 as n→ +∞ (3.36)
for some j0 6= k0. So, by using (3.31), we may estimate
Ψ(ξn) =
1
4π
N∑
j,k=1
j 6=k
log
1
|ξnj − ξnk |
+O(1) ≥ 1
2π
log
1
|ξnj0 − ξnk0 |
+O(1)→ +∞.

3.3. Proof of (P3). We shall show that (P3) holds provided that M is sufficiently large. A
key role for the validity of the compactness property (P3) is played by the following lemma.
Lemma 3.4. Let ξ = (ξn1 , . . . , ξ
n
N ) ∈ M be such that
Ψ(ξn) = O(1), min
j 6=k
|ξnj − ξnk | → 0. (3.37)
Then there exist j0 6= k0 such that, possibly passing to a subsequence, the following holds:
|ξnj0 − ξnk0 | = o(d(ξnj0)).
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Proof. Suppose by contradiction that, up to a subsequence, |ξnj − ξnk | ≥ cd(ξnj ) for all j 6= k.
Then, according to Corollary A.3 we have G(ξnj , ξ
n
k ) = O(1) for all j 6= k. The hypothesis (3.37)
gives
min
j=1,...,N
d(ξnj )→ 0.
So we may evaluate
Ψ(ξn) =
1
2
N∑
j=1
H(ξnj , ξ
n
j )−
1
2
∑
p∈Z
αp
N∑
j=1
G(ξnj , p) +O(1) ≤
1
2
N∑
j=1
H(ξnj , ξ
n
j ) +O(1)→ −∞
by (A.64)-(A.65), in contradiction with (3.37). 
By Proposition 3.2 we get Ψ∗ = Ψ∗M = O(1) as M → +∞. Then (P3) will follow once we
have proved the assertion of tangential derivative being non-zero over the boundary of D for
uniformly bounded values of Ψ provided that M is large enough. We proceed by contradiction:
assume that there exist ξn = (ξ
n
1 , . . . , ξ
n
N ) ∈ M and a vector (βn1 , βn2 ) 6= (0, 0) such that
min
j 6=k
|ξnj − ξnk | = o(1),
Ψ(ξn) = O(1), (3.38)
βn1∇Ψ(ξn) + βn2∇Φ(ξn) = 0. (3.39)
Last expression can be read as ∇Ψ(ξn) and ∇Φ(ξn) are linearly dependent. Observe that,
according to the Lagrange multiplier Theorem, this contradicts either the smoothness of ∂D or
the nondegeneracy of ∇Φ(ξn) on the tangent space at the level Ψ∗. Without loss of generality
we may assume
(βn1 )
2 + (βn2 )
2 = 1 and βn1 + β
n
2 ≥ 0. (3.40)
The identities βn1∇ξjΨ(ξn) + βn2∇ξjΦ(ξn) = 0 imply
(βn1 +β
n
2 )∇xH(ξnj , ξnj )−
βn1 + β
n
2
2
∑
p∈Z
αp∇xG(ξnj , p)+(βn1 −βn2 )
N∑
k=1
k 6=j
∇xG(ξnj , ξnk ) = 0 ∀j. (3.41)
The object of the remaining part of the section is to expand the left hand side of (3.39) and
to prove that the leading term is not zero, so that the contradiction arises. To this aim we
distinguish five cases which will all lead to a contradiction.
In what follows at many steps of the arguments we will pass to a subsequence, without further
notice.
Case 1. βn1 + β
n
2 ≥ c > 0, βn1 − βn2 ≥ o(1) and there exists ˆ ∈ {1, . . . , N} such that d(ξnˆ )→ 0.
Assume that ξnˆ → ξˆ ∈ ∂Ω. We can split {1, . . . , N} = I ∪ J where
I = {j | ξnj → ξˆ}, J = {j | |ξnj − ξˆ| ≥ c}.
By using the notation of Lemma A.2, we multiply the identity (3.41) by νξnj and, adding in
j ∈ I, we obtain
(βn1 + β
n
2 )
∑
j∈I
ξnj − ξ¯nj
|ξ¯nj − ξnj |2
νξnj + (β
n
1 − βn2 )
∑
j,k∈I
j 6=k
(
ξnk − ξnj
|ξnj − ξnk |2
+
ξnk − ξ¯nj
|ξ¯nj − ξnk |2
)
νξnj = O(1). (3.42)
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We now estimate each term of the above sum in order to get a contradiction. First observe that
ξ − ξ¯ = 2d(ξ)νξ , therefore
ξnj − ξ¯nj
|ξ¯nj − ξnj |2
νξnj =
1
2d(ξnj )
∀j ∈ I. (3.43)
On the other hand, since ∂Ω is of class C2, for all j, k ∈ I with j 6= k we get
νξnj − νξnk = O(|ξnj − ξnk |)
by which we deduce∑
j,k∈I
j 6=k
ξnk − ξnj
|ξnj − ξnk |2
νξnj =
∑
j,k∈I
j<k
ξnk − ξnj
|ξnj − ξnk |2
(νξnj − νξnk ) = O(1). (3.44)
Moreover Corollary A.4 yields
ξnk − ξ¯nj
|ξ¯nj − ξnk |2
νξnj =
d(ξnj ) + d(ξ
n
k )
|ξ¯nj − ξnk |2
+O(1) ∀j, k ∈ I, j 6= k. (3.45)
By inserting the estimates (3.43), (3.44) and (3.45) in (3.42) and using the assumptions βn1+β
n
2 ≥
c > 0, βn1 − βn2 ≥ o(1), we arrive at
c
∑
j∈I
1
2 d(ξnj )
+
∑
j,k∈I
j 6=k
o(1)
d(ξnj ) + d(ξ
n
k )
|ξ¯nj − ξnk |2
≤ O(1).
Taking into account of the obvious inequalities |ξ¯nj − ξnk | ≥ d(ξnj ), d(ξnk ), we deduce
c
∑
j∈I
1
2 d(ξnj )
+
∑
j∈I
o(1)
d(ξnj )
≤ O(1)
which is a contradiction.
Case 2. βn1 − βn2 → 0.
According to (3.40) we have
βn1 =
√
2
2
+ o(1), βn2 =
√
2
2
+ o(1). (3.46)
Hence, in order to avoid case 1, we assume
d(ξnj ) ≥ c > 0 ∀j = 1, . . . , N. (3.47)
Now we distinguish two cases:
(a) there exists p ∈ Z and j ∈ {1, . . . , N} such that ξnj → p;
(b) for every j we have ξnj → ξj ∈ Ω \ Z.
First assume (a). We can split {1, . . . , N} = I ∪ J where
I = {j | ξnj → p}, J = {j | |ξnj − p| ≥ c}.
Using Remark A.1 the identities (3.41) give
(βn1 + β
n
2 )
αp
2
ξnj − p
|ξnj − p|2
+
∑
k∈I
k 6=j
(βn1 − βn2 )
ξnk − ξnj
|ξnj − ξnk |2
= O(1) ∀j ∈ I.
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Let us multiply the above identity by ξnj − p and next sum in j ∈ I; using the following∑
j,k∈I
j 6=k
ξnj − ξnk
|ξnj − ξnk |2
(ξnj − p) =
∑
j,k∈I
j<k
1 =
#I(#I − 1)
2
, (3.48)
where #I denotes the number of elements of I, we obtain
(βn1 + β
n
2 )
αp
2
#I = (βn1 − βn2 )
#I(#I − 1)
2
+ o(1).
The contradiction arises because of (3.46).
Now consider case (b). According to Lemma 3.4 there exist j0 6= k0 such that ξj0 = ξk0 .
Taking into account of (3.47), we may evaluate
Ψ(ξn) =
1
4π
N∑
j,k=1
j 6=k
log
1
|ξnj − ξnk |
+O(1) ≥ 1
2π
log
1
|ξnj0 − ξnk0 |
+O(1)→ +∞.
Case 3. There exist ˆ 6= kˆ, such that ξnˆ , ξnkˆ → ξ ∈ Ω and |ξnˆ − ξnkˆ | = o(|ξnˆ − p|) for all p ∈ Z.
We may split {1, . . . , N} = I ∪ J where
I =
{
j
∣∣ |ξnj − ξnˆ | ≤ C|ξnˆ − ξnkˆ |}, J = {j ∣∣ |ξnˆ − ξnkˆ | = o(|ξnj − ξnˆ |)}.
We observe that by construction |ξnˆ − ξnkˆ | = o(|ξnj − ξnk |) for all j ∈ I and k ∈ J , by which
∇xG(ξnj , ξnk ) = o
(
1
|ξnˆ − ξnkˆ |
)
∀j ∈ I, k ∈ J.
Moreover, by hypothesis, |ξnˆ − ξnkˆ | = o(|ξnj − p|) for all j ∈ J and p ∈ Z, which implies
∇xG(ξnj , p) = o
(
1
|ξnˆ − ξnkˆ |
)
∀j ∈ I, p ∈ Z.
Then for any j ∈ I the identity (3.41) gives
(βn1 − βn2 )
∑
k∈I
k 6=j
ξnk − ξnj
|ξnj − ξnk |2
= o
(
1
|ξnˆ − ξnkˆ |
)
∀j ∈ I. (3.49)
So we multiply (3.49) by ξnj − ξnˆ and sum in j ∈ I: by using the identity (3.48) (with ξnˆ in the
place of p), we obtain
(βn1 − βn2 )
#I(#I − 1)
2
= o(1).
Taking into account that #I ≥ 2 since ˆ, kˆ ∈ I, we deduce βn1 − βn2 = o(1) and we fall again in
the previous case.
Case 4. There exist p ∈ Z and ˆ 6= kˆ such that ξnˆ , ξnkˆ → p.
Let us set
Ip = {j | ξnj → p} 6= ∅.
We will split I into ℓ pieces, with ℓ ≥ 1,
Ip = I1 ∪ . . . ∪ Iℓ, Ir 6= ∅, r = 1, . . . , ℓ,
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in such a way that
|ξnj − p| ∼ |ξnk − p| ∀j, k ∈ Ir (3.50)
and
|ξnj − p| = o(|ξnk − p|) ∀j ∈ Ir, ∀k ∈ Ir+1 ∪ . . . ∪ Iℓ. (3.51)
Here we use the notation ∼ to denote sequences which in the limit n → +∞ are of the same
order. By construction we clearly have |ξnj − ξnk | ∼ |ξnk − p| for all j ∈ Ir, k ∈ Ir+1 ∪ . . .∪ Iℓ. On
the other hand, in order to not fall again in the previous case, we may assume |ξnj −ξnk | ∼ |ξnk −p|
for all j, k ∈ Ir. So we have
|ξnj − ξnk | ∼ |ξnk − p| ∀j ∈ Ir, ∀k ∈ Ir ∪ . . . ∪ Iℓ. (3.52)
Combining (3.51)-(3.52) we get
∇xG(ξnj , ξnk ) = o
(
1
|ξnj − p|
)
∀j ∈ Ir, ∀k ∈ Ir+1 ∪ . . . ∪ Iℓ. (3.53)
Next consider r ∈ {1, . . . , ℓ} and we write (3.41) for j ∈ Ir: using (3.53), we obtain
(βn1 − βn2 )
∑
k∈I1∪...∪Ir
k 6=j
ξnj − ξnk
|ξnj − ξnk |2
= (βn1 + β
n
2 )
αp
2
ξnj − p
|ξnj − p|2
+ o
(
1
|ξnj − p|
)
∀j ∈ Ir. (3.54)
By (3.51) and (3.52) we find |ξnj − p| = o(|ξnj − ξnk |) j ∈ I1 ∪ . . . ∪ Ir−1 and k ∈ Ir; consequently,
by interchanging the roles of j and k, we compute
(ξnj − ξnk )(ξnj − p)
|ξnj − ξnk |2
= 1 +
(ξnj − ξnk )(ξnk − p)
|ξnj − ξnk |2
= 1 + o(1) ∀j ∈ Ir, ∀k ∈ I1 ∪ . . . ∪ Ir−1. (3.55)
Now we multiply (3.54) by ξnj − p and sum in j ∈ Ir. By reasoning as in (3.48) we get
(βn1 − βn2 )
#I1(#I1 − 1)
2
= (βn1 + β
n
2 )
αp
2
#I1 + o(1), (3.56)
for r = 1 and, using (3.55),
(βn1 −βn2 )
(
#Ir(#Ir − 1)
2
+#Ir(#I1+ . . .+#Ir−1)
)
= (βn1 +β
n
2 )
αp
2
#Ir+o(1) ∀r > 1. (3.57)
Let us consider the identity (3.57) for r = ℓ: taking into account that
∑ℓ
r=1#Ir = #Ip ≥ 2 since
ˆ, kˆ ∈ Ip, we find that both βn1 −βn2 and βn1 +βn2 are multiplied by positive quantity. Then, using
that at least one between βn1 −βn2 and βn1 +βn2 does not go to zero because of (βn1 )2+(βn2 )2 = 1,
and recalling (3.40), we deduce
βn1 − βn2 , βn1 + βn2 ≥ c > 0. (3.58)
Furthermore, we also have
|βn1 |, |βn2 | ≥ c > 0.
Otherwise, if βn1 = o(1), by (3.40) we would obtain β
n
2 = 1 + o(1) and this contradicts (3.56)-
(3.57). On the other hand, if βn2 = o(1), then β
n
1 = 1+ o(1) and, consequently, #I1− 1 = αp by
(3.56), in contradiction with the assumption (1.6). So we may set
βn2
βn1
= a(1 + o(1)) for some a 6= 0. (3.59)
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Now we are going to evaluate separate pieces of the energy. We begin with the following:
− αp
2
∑
j∈Ip
G(ξnj , p) +
1
2
∑
j,k∈Ip
j 6=k
G(ξnj , ξ
n
k )
= −αp
2
ℓ∑
r=1
∑
j∈Ir
G(ξnj , p) +
1
2
ℓ∑
r=1
∑
j,k∈Ir
j 6=k
G(ξnj , ξ
n
k ) +
ℓ∑
r=1
∑
j∈Ir
k∈I1∪...∪Ir−1
G(ξnj , ξ
n
k )
=
ℓ∑
r=1
(
− αp
2
∑
j∈Ir
log
1
|ξnj − p|
+
1
2
∑
j,k∈Ir
j 6=k
log
1
|ξnj − ξnk |
+
∑
j∈Ir
k∈I1∪...∪Ir−1
log
1
|ξnj − ξnk |
)
+O(1).
(3.52) implies that, fixed r, all the the terms |ξnj −ξnk | and |ξnk −p| with j ∈ I1∪ . . .∪Ir and k ∈ Ir
are of the same order. Then, by interchanging the roles of j and k, we have |ξnj − ξnk | ∼ |ξnj − p|
for all j ∈ Ir and k ∈ I1 ∪ . . . ∪ Ir. Therefore, fixed jr ∈ Ir arbitrarily, we may write
− αp
2
∑
j∈Ir
log
1
|ξnj − p|
+
1
2
∑
j,k∈Ir
j 6=k
log
1
|ξnj − ξnk |
+
∑
j∈Ir
k∈I1∪...∪Ir−1
log
1
|ξnj − ξnk |
=
(
− αp
2
∑
j∈Ir
1 +
1
2
∑
j,k∈Ir
j 6=k
1 +
∑
j∈Ir
k∈I1∪...∪Ir−1
1
)
log
1
|ξnjr − p|
+O(1)
=
(
− αp
2
#Ir +
#Ir(#Ir − 1)
2
+ #Ir(#I1 + . . .+#Ir−1)
)
log
1
|ξnjr − p|
+O(1)
= (a+ o(1))
(αp
2
#Ir +
#Ir(#Ir − 1)
2
+ #Ir(#I1 + . . .+#Ir−1)
)
log
1
|ξnjr − p|
+O(1)
by (3.57) and (3.59), and the last term goes to +∞ if a > 0 and −∞ if a < 0. We have thus
proved that
1
a
(
− αp
2
∑
j∈Ip
G(ξnj , p) +
1
2
∑
j,k∈Ip
j 6=k
G(ξnj , ξ
n
k )
)
→ +∞ ∀p ∈ Z such that Ip 6= ∅. (3.60)
In order to conclude it is sufficient to sum up all the previous information in order to estimate
the total Ψ(ξn). Indeed, by (3.58), in order to not fall again in the case 1, we may assume
d(ξnj ) ≥ c > 0 ∀j = 1, . . . , N.
Moreover, in order to avoid case 3, we assume |ξnj − ξnk | ≥ c > 0 if (j, k) 6∈ Ip × Ip for any p, by
which
G(ξnj , ξ
n
k ) = O(1) ∀(j, k) 6∈
⋃
p∈Z
(Ip × Ip).
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Then we may evaluate
Ψ(ξn) =−
∑
p∈Z
αp
2
N∑
j=1
G(ξnj , p) +
1
2
N∑
j,k=1
j 6=k
G(ξnj , ξ
n
k ) +O(1)
= −
∑
p∈Z
αp
2
∑
j∈Ip
G(ξnj , p) +
1
2
∑
p∈Z
∑
j,k∈Ip
j 6=k
G(ξnj , ξ
n
k ) +O(1)
and (3.60) allows us to conclude
1
a
Ψ(ξn)→ +∞
in contradiction with (3.38).
Case 5. Conclusion.
According to Lemma 3.4 there exist j0 6= k0 such that
ξnj0 , ξ
n
k0
→ ξ ∈ Ω
and
|ξnj0 − ξnk0 | = o(d(ξnj0)).
If ξ ∈ Z, then we are in the case 4. So let us assume ξ ∈ Ω\Z. We may split {1, . . . , N} = I ∪J
where
I = {j | |ξnj − ξnj0 | ≤ C|ξnj0 − ξnk0 |}, J = {j | |ξnj0 − ξnk0 | = o(|ξnj − ξnj0 |)}.
By construction we deduce
|ξnj − ξnj0 | = o(d(ξnj )) ∀j ∈ I. (3.61)
Then, a direct application of Remark A.1 yields
∇xH(ξnj , ξnj ) = O
(
1
d(ξnj )
)
= o
(
1
|ξnj − ξnj0 |
)
∀j ∈ I,
and, similarly,
∇xG(ξnj , p) = o
(
1
|ξnj − ξnj0 |
)
∀j ∈ I, ∀p ∈ Z,
∇xG(ξnj , ξnk ) =
1
2π
ξnk − ξnj
|ξnj − ξnk |2
+ o
(
1
|ξnj − ξnj0 |
)
∀j, k ∈ I, j 6= k.
On the other hand by construction we also get
|ξnj − ξnj0 | = o(|ξnj − ξnk |) ∀j ∈ I, ∀k ∈ J. (3.62)
Then, by (3.61) and (3.62), using again Remark A.1,
∇xG(ξnj , ξnk ) =
1
2π
ξnk − ξnj
|ξnj − ξnk |2
+O
(
1
d(ξnj )
)
= o
(
1
|ξnj − ξnj0 |
)
∀j ∈ I, ∀k ∈ J.
Summing up all the above estimates, for any j ∈ I the identity (3.41) gives
(βn1 − βn2 )
∑
k∈I
k 6=j
ξnk − ξnj
|ξnj − ξnk |2
= o
(
1
|ξnj − ξnj0 |
)
∀j ∈ I. (3.63)
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Now we multiply (3.63) by ξnj − ξnj0 and sum in j ∈ I: by using the identity (3.48) (which holds
with ξnj0 in the place of p), we obtain
(βn1 − βn2 )
#I(#I − 1)
2
= o(1).
Taking into account that #I ≥ 2 since j0, k0 ∈ I, we deduce βn1 − βn2 = o(1) and we are back in
the case 2.
Remark 3.5. The major problem in proving the validity of the property (P3) has been to exclude
the possibility that two or more components of (ξn1 , . . . , ξ
n
N ) collapse to the same point p ∈ Z
(see case 4). In particular the method breaks down if the collision arises for uniformly bounded
values of Ψ and ∇Ψ, which means that the blowing up forces exerted between the shrinking
points may balance. Indeed in such a situation it is difficult to rule out (3.39) with the couple
(βn1 , β
n
2 ) = (1, 0) since the left hand side remains bounded. In particular such crucial collision
does occur when αp = 1 for some p ∈ Z and two of the N points ξnj are located symmetrically
with respect to p at distance ρn → 0+, for instance,
ξn1 = p+ ρne
iθ, ξn2 = p+ ρne
i(θ+π), θ ∈ R.
Furthermore, another collision of this type does occur when αp = 2 for some p ∈ Z and 3 of the
N points ξnj are arranged at the vertices of a regular triangle of radius ρn → 0+, for instance,
ξn1 = p+ ρne
iθ, ξn2 = p+ ρne
i(θ+ 2
3
π), ξn3 = p+ ρne
i(θ+ 4
3
π), θ ∈ R.
More generally, if αp = n ∈ {1, . . . , N − 1} for some p ∈ Z the collisions associated to the
(n+1)-polygonal configuration centered at p may cause a lack of compactness. This explains the
assumption (1.6).
Appendix A. Some properties of the Green’s function
Let Ω be a bounded domain with a C2-boundary. We denote by G(x, y) the Green’s function
of −∆ on Ω under Dirichlet boundary conditions, and by H(x, y) its regular part, as in the
introduction. So H satisfies

∆yH(x, y) = 0 y ∈ Ω
H(x, y) = − 1
2π
log
1
|x− y| y ∈ ∂Ω
.
We recall that H is a smooth function in Ω×Ω, G and H are symmetric in x and y, and G > 0
in Ω× Ω. Moreover by the comparison principle we get
− 1
2π
log
1
|x− y| ≤ H(x, y) ≤ C ∀x, y ∈ Ω. (A.64)
The diagonal H(x, x) is called the Robin’s function of the domain Ω and satisfies
H(x, x)→ −∞ as d(x) := dist(x, ∂Ω)→ 0. (A.65)
Remark A.1. Using the equation satisfied by H, we can obtain
|∇xH(x, y)| = O
(
1
d(x)
)
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uniformly for x, y ∈ Ω. To prove this, let us compute∣∣∣∣∂H∂x1 (x, y)
∣∣∣∣ =
∣∣∣∣ x1 − y12π|x− y|2
∣∣∣∣ ≤ 12π d(x) ∀x ∈ Ω, ∀y ∈ ∂Ω. (A.66)
Now, for x ∈ Ω fixed, the function ∂H
∂x1
(x, y) is harmonic in Ω with respect to the variable y, and
verifies (A.66) on the boundary. The maximum principle gives∣∣∣∣∂H∂x1 (x, y)
∣∣∣∣ ≤ 12π d(x) ∀x, y ∈ Ω.
An analogous argument applies to ∂H
∂x2
(x, y).
We need the following result concerning the behavior of the regular part H(x, y) near the
boundary. To this aim we fix δ > 0 sufficiently small such that the projection onto ∂Ω is well
defined for any x ∈ R2 with d(x) < δ. Then, setting Ω0 := {x ∈ Ω : d(x) < δ}, we denote this
projection by p : Ω0 → ∂Ω. It is of class C1 because ∂Ω is of class C2. Moreover, for x ∈ Ω0, we
write x¯ = 2p(x)−x for the reflection of x at ∂Ω and νx = x−p(x)|x−p(x)| for the inward unit normal at
p(x). Let us observe that
|x− y| ≤ |x¯− x|+ |x¯− y| = 2d(x¯) + |x¯− y| ≤ 3|x¯− y| ∀x ∈ Ω0, ∀y ∈ Ω. (A.67)
Lemma A.2. Let Ω be a bounded domain with a C2-boundary. Then the following expansions
hold uniformly for x ∈ Ω0 and y ∈ Ω:
H(x, y) = − 1
2π
log
1
|x¯− y| +O(1),
and
∂H
∂νx
(x, y) = − 1
2π
∂
∂νx
(
log
1
|x¯− y|
)
+O(1) =
1
2π
(y − x¯) · νx
|x¯− y|2 +O(1).
Proof. For any x ∈ Ω0 we introduce a diffeomorphism which straightens the boundary near p(x).
Let Tx be a rotation and translation of coordinates which maps p(x) to 0 and the unit inward
normal νx to the vector e2 := (0, 1). Then Tx(x) = (0,d(x)), Tx(x¯) = (0,−d(x)), and in some
neighborhood of 0 the boundary ∂(TxΩ) can be represented by
z2 = ρx(z1);
here ρx is a C2-function satisfying ρx(0) = 0 and ρ′x(0) = 0. Therefore we have
|z2| ≤ C|z1|2 on ∂(TxΩ).
First we prove the following estimate for the boundary points:∣∣∣∣H(x, y) + 12π log 1|x¯− y|
∣∣∣∣ = 12π
∣∣∣∣ log |x− y||x¯− y|
∣∣∣∣ ≤ C ∀x ∈ Ω0, ∀y ∈ ∂Ω. (A.68)
In order to see this, we observe that for any x ∈ Ω0 and y ∈ ∂Ω, setting z := Tx(y), we have
max{d(x), |z1|} ≤ min{|x− y|, |x¯− y|}, (A.69)
by which∣∣|x− y|2 − |x¯− y|2∣∣ = 4d(x)|z2| ≤ Cd(x)|z1|2 ≤ Cd(x)min{|x¯− y|2, |x− y|2}. (A.70)
The above inequality implies
c ≤ |x− y||x¯− y| ≤ C ∀x ∈ Ω0, ∀y ∈ ∂Ω (A.71)
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and (A.68) follows from (A.71). So, for any x ∈ Ω0, the functions H(x, y) + 12π log 1|x¯−y| is
harmonic in Ω in the variable y, and verifies (A.68) on the boundary. Then the maximum
principle applies and gives∣∣∣∣H(x, y) + 12π log 1|x¯− y|
∣∣∣∣ ≤ C ∀x ∈ Ω0, ∀y ∈ Ω.
The first part of the thesis follows.
We go on with the derivative estimate. We claim the following estimate on the boundary:∣∣∣∣∂H∂νx (x, y)−
(y − x¯) · νx
2π|x¯− y|2
∣∣∣∣ =
∣∣∣∣(x− y) · νx2π|x− y|2 − (y − x¯) · νx2π|x¯− y|2
∣∣∣∣ ≤ C ∀x ∈ Ω0, ∀y ∈ ∂Ω. (A.72)
Indeed, using (A.69)-(A.70) we have∣∣∣∣ 1|x− y|2 − 1|x¯− y|2
∣∣∣∣ ≤ C d(x)|x¯− y|2 ≤ C|x¯− y| ∀x ∈ Ω0, ∀y ∈ ∂Ω. (A.73)
Moreover, for any x ∈ Ω0 and y ∈ ∂Ω, setting z := Tx(y), we get
|(x− y) · νx − (y − x¯) · νx| = |(d(x)e2 − z) · e2 − (z + d(x)e2) · e2|
= 2|z2| ≤ C|z1|2 ≤ C|x− y|2
(A.74)
where for the last inequality we have used (A.69). Thus we obtain for x ∈ Ω0 and y ∈ ∂Ω:∣∣∣∣ (x− y)νx|x− y|2 − (y − x¯)νx|x¯− y|2
∣∣∣∣ ≤ |(y − x¯)νx|
∣∣∣∣ 1|x− y|2 − 1|x¯− y|2
∣∣∣∣+ |(x− y)νx − (y − x¯)νx||x− y|2
and (A.72) follows from (A.73) and (A.74). Now, for x ∈ Ω0 fixed, the function ∂H∂νx (x, y) −
(y−x¯)·νx
2π|x¯−y|2
is harmonic in Ω with respect to the variable y, and verifies (A.72) on the boundary.
The maximum principle applies and gives∣∣∣∣∂H∂νx (x, y)−
(y − x¯) · νx
2π|x¯− y|2
∣∣∣∣ ≤ C ∀x ∈ Ω, ∀y ∈ Ω0.
In order to conclude we observe that ∂x¯
∂νx
= −νx, because ∂p∂νx (x) = 0 for any x ∈ Ω0, so that
− ∂
∂νx
(
log
1
|x¯− y|
)
=
(y − x¯) · νx
|x¯− y|2 ∀x ∈ Ω0, ∀y ∈ Ω.

Next two corollaries are devoted to estimate G(xn, yn) on suitable sequences xn, yn.
Corollary A.3. Let Ω be a bounded domain with a C2-boundary and let xn, yn ∈ Ω be such that
|xn − yn| ≥ cd(xn) for any n. Then
G(xn, yn) = O(1).
Proof. The thesis is obvious if |xn − yn| ≥ c, since, by (A.64), H(xn, yn) = O(1) and, conse-
quently,
G(xn, yn) =
1
2π
log
1
|xn − yn| +H(xn, yn) = O(1).
Next assume |xn − yn| = o(1), which implies d(xn) = o(1) by hypothesis. Then we compute
|x¯n − yn| ≤ |x¯n − xn|+ |xn − yn| = 2d(xn) + |xn − yn| ≤ C|xn − yn|.
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So, combining this with (A.67),
c ≤ |x¯n − yn||xn − yn| ≤ C
by which, using Lemma A.2,
G(xn, yn) =
1
2π
log
|x¯n − yn|
|xn − yn| +O(1) = O(1).

Corollary A.4. Let Ω be a bounded domain with a C2-boundary and let xn, yn ∈ Ω be such that
xn, yn → x¯ ∈ ∂Ω. Then
∂H
∂νxn
(xn, yn) =
1
2π
(yn − x¯n) · νxn
|x¯n − yn|2 +O(1) =
1
2π
d(xn) + d(yn)
|x¯n − yn|2 +O(1).
Proof. Since ∂Ω is of class C2, we get
p(xn)− p(yn), νxn − νyn = O(|xn − yn|)
and
p(yn)− p(xn)
|p(yn)− p(xn)| = ±τxn +O(|yn − xn|)
where τx denotes the tangent vector at p(x); using these two facts we compute
(yn − x¯n)νxn = (yn − 2p(xn) + xn)νxn = (yn − p(xn))νxn + d(xn)
= (yn − p(yn))νxn + (p(yn)− p(xn))νxn + d(xn)
= d(yn)νynνxn +O(|yn − xn|2) + d(xn)
= (1 +O(|xn − yn|)) d(yn) +O(|yn − xn|2) + d(xn).
Then (A.67) together with the obvious inequality |x¯n − yn| ≥ d(yn) yields
yn − x¯n
|x¯n − yn|2 νxn =
d(xn) + d(yn)
|x¯n − yn|2 +O(1).

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