Searches for decays of the Standard Model Higgs boson to dielectrons and to dimuons with the ATLAS detector by Borecka- Bielska, Hanna
Searches for decays of the
Standard Model Higgs boson
to dielectrons and to dimuons
with the ATLAS detector
Thesis submitted in accordance with the requirements of the








Searches for decays of the Standard Model
Higgs boson to dielectrons and to dimuons
with the ATLAS detector
Hanna Maria Borecka-Bielska
Abstract
Searches for the yet unobserved decays of the Standard Model Higgs boson to
dielectrons and to dimuons are presented. The searches are performed using
data collected by the ATLAS detector in proton-proton collisions in Run 2 of
the LHC at a centre-of-mass energy of 13 TeV corresponding to an integrated
luminosity of 139 fb−1. The results show no evidence for either process and
are in agreement with both Standard Model and background-only hypotheses
within the uncertainties. The observed (expected) limit at 95% confidence level
on the branching fraction for the H → ee channel is 3.6 ·10−4 (3.5 · 10−4). The
observed (expected) significance for the H → µµ channel is 2.0σ (1.7σ) and the
best fit value for the signal strength is µ = 1.2 ± 0.6. ATLAS Semiconductor
Tracker radiation damage studies are also presented, including leakage current
simulations using two phenomenological models and an estimation of the full
depletion voltage using hit efficiency curves. The predictions of the leakage
current using both models agree well with the data and can be used to estimate
its further evolution until the end of Run 3. While the estimated value of the
full depletion voltage is consistent with results obtained using other methods,
it is higher than the predictions and requires further investigation.
3
Declaration
This thesis is the result of my own work, except where explicit reference is made
to the work of others, and has not been submitted for another qualification to
this, or any other, university. This thesis does not exceed the word limit for




This PhD was the hardest thing I have ever done and it would not be possible
without many kind people I met along the way.
I would like to express my extreme gratitude to my supervisor Jan Kretz-
schmar. It is always a pleasure to see and work with someone so dedicated to
his work and who absolutely enjoys what he is doing. I want to thank him for
his enormous help, which allowed me to contribute to two ATLAS papers, for
his patience and for answering my numerous questions.
I am very grateful to the ATLAS Liverpool Team for offering me a PhD stu-
dentship in their group. I would like to thank Helen Hayward for supervision
of my qualification task and Max Klein for providing advice whenever it was
needed. I would like to thank my CERN officemate Carl Gwilliam for always
finding time to answer my questions, for helping me to rehearse many import-
ant talks and, to quote him, for “staying enough out of the office so I could
focus on my work”.
I am very grateful to the ATLAS Hµµ and Hee teams for entrusting me with
the tasks I was working on. I would like to particularly thank Tom Neep for
his help with the spurious signal study.
I would like to express my gratitude to the ATLAS SCT team for being so
welcoming to me and for entrusting me with the tasks I carried out. Our
friendly weekly meetings were the part of the week I looked forward to the most.
I would like to thank in particular Dave Robinson for welcoming me in the
team, Koichi Nagai for entrusting me with many tasks, Shigeki Hirose for many
discussions about the hit efficiency study, Hide Otono for many discussions and
help whenever it was needed, Kazuya Mochizuki for his help with my tasks, for
explaining to me patiently everything about the SCT DAQ and DCS during
5
shifts and for being such a great friend in general. Most importantly, I would
like to thank Taka Kondo for sharing with me his knowledge about radiation
damage and for spending hours helping me. I have learned so much from him.
I could not miss here my friends whom I met at CERN and in Liverpool.
I would like to thank them for the occasional distractions from work, numerous
cups of coffee during the day and the beers we had in the evenings.
I am extremely grateful to my family for the financial support throughout
my education. I know how much they had to sacrifice so I could move for
my undergraduate studies to Cracow which allowed for my further career in
physics. Finally, I would like to thank the most special person in my life, my




This thesis summarises work carried out in collaboration with other members
of the ATLAS experiment and focuses on parts of the research where my con-
tributions were the most significant. I contributed to the H → ee search by
estimating the background modelling systematic uncertainty. The study in-
cluded implementation of the detector response parameterisation to electrons,
validation and generation of the high-statistics fast simulation of the main
background process, and performing fits to the generated samples to estimate
the number of spurious signal events. The task was carried out under the
supervision of Dr. Jan Kretzschmar and Dr. Tom Neep, and is documented
in Section 7.5. My main contribution to the H → µµ search was the imple-
mentation and optimisation of the recovery of final state radiation photons to
improve dimuon mass resolution. The task was carried out under the supervi-
sion of Dr. Jan Kretzschmar and is presented in details in Section 8.3.
I performed the radiation damage studies documented in Chapter 4 in close
collaboration with the members of the ATLAS SCT detector team. In par-
ticular, I completed the leakage current study under the supervision of Prof.
Takahiko Kondo. I worked on the estimation of the full depletion voltage from
hit efficiency curves in consultation with with Prof. Takahiko Kondo, Dr.




List of acronyms 12
1 Introduction 14
2 Theoretical background 16
2.1 The Standard Model of Particle Physics . . . . . . . . . . . . . 16
2.2 Electroweak symmetry breaking . . . . . . . . . . . . . . . . . . 18
2.3 Higgs boson production in pp collisions . . . . . . . . . . . . . . 21
2.4 Higgs boson decays . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 LHC and the ATLAS detector 28
3.1 The CERN accelerator complex and the LHC machine . . . . . 28
3.2 Luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 The ATLAS detector . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.1 Pixel detector . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.2 Semiconductor Tracker . . . . . . . . . . . . . . . . . . . 35
3.4.3 Transition Radiation Tracker . . . . . . . . . . . . . . . 38
3.5 Calorimeter system . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.1 Liquid Argon calorimeters . . . . . . . . . . . . . . . . . 39
3.5.2 Tile calorimeter . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 Muon detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.7 Forward detectors . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.8 Trigger system . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Radiation damage in ATLAS Semiconductor Tracker 48
4.1 Principles of semiconductor detectors . . . . . . . . . . . . . . . 48
4.1.1 The p-n junction . . . . . . . . . . . . . . . . . . . . . . 51
8
4.1.2 Width of the depletion region . . . . . . . . . . . . . . . 52
4.1.3 Forward and reverse biasing of the p-n junction . . . . . 55
4.1.4 Effective doping concentration and full depletion voltage 56
4.1.5 Leakage current . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Radiation damage . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1 Increase of the leakage current . . . . . . . . . . . . . . . 59
4.2.2 Changes in the effective doping concentration . . . . . . 60
4.2.3 Charge trapping . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Radiation damage models of leakage current . . . . . . . . . . . 61
4.3.1 The Sheffield Model . . . . . . . . . . . . . . . . . . . . 61
4.3.2 The Hamburg Model . . . . . . . . . . . . . . . . . . . . 62
4.4 SCT leakage current . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5 SCT hit efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5 Modelling of physics processes 81
5.1 Hard-scatter process . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Parton shower . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.3 Hadronisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.4 Underlying event generation . . . . . . . . . . . . . . . . . . . . 84
5.5 Decays of unstable particles . . . . . . . . . . . . . . . . . . . . 85
5.6 Simulation of pile-up events . . . . . . . . . . . . . . . . . . . . 85
5.7 Detector response simulation . . . . . . . . . . . . . . . . . . . . 85
6 Object reconstruction 86
6.1 Electrons and photons . . . . . . . . . . . . . . . . . . . . . . . 86
6.2 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3 Final State Radiation Photons . . . . . . . . . . . . . . . . . . . 95
6.4 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.5 Missing transverse momentum . . . . . . . . . . . . . . . . . . . 101
7 Search for the Higgs boson decay to dielectrons 103
9
7.1 Data and simulated event samples . . . . . . . . . . . . . . . . . 104
7.2 Object and event selection . . . . . . . . . . . . . . . . . . . . . 105
7.2.1 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.2.2 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.2.3 Missing transverse momentum . . . . . . . . . . . . . . . 107
7.2.4 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2.5 Overlap removal . . . . . . . . . . . . . . . . . . . . . . . 108
7.2.6 Event selection . . . . . . . . . . . . . . . . . . . . . . . 108
7.3 Categorisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.3.1 VBF category . . . . . . . . . . . . . . . . . . . . . . . . 110
7.3.2 ggF categories . . . . . . . . . . . . . . . . . . . . . . . . 111
7.4 Signal and background modelling . . . . . . . . . . . . . . . . . 111
7.4.1 Signal modelling . . . . . . . . . . . . . . . . . . . . . . 112
7.4.2 Background modelling . . . . . . . . . . . . . . . . . . . 112
7.5 Fast Drell-Yan generator and estimation of background model-
ling systematic uncertainty . . . . . . . . . . . . . . . . . . . . . 114
7.5.1 Implementation and validation of detector response para-
meterisations . . . . . . . . . . . . . . . . . . . . . . . . 116
7.5.2 Reweighting of the fast DY simulation to data sidebands 123
7.5.3 Spurious signal fits and mass scan . . . . . . . . . . . . . 125
7.6 Signal systematic uncertainties . . . . . . . . . . . . . . . . . . . 132
7.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8 Search for the Higgs boson decay to dimuons 138
8.1 Data and simulated event samples . . . . . . . . . . . . . . . . . 139
8.2 Object and event selection . . . . . . . . . . . . . . . . . . . . . 140
8.2.1 Muons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.2.2 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.2.3 Missing transverse momentum . . . . . . . . . . . . . . . 142
8.2.4 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . 143
8.2.5 Overlap removal . . . . . . . . . . . . . . . . . . . . . . . 143
10
8.2.6 Event selection . . . . . . . . . . . . . . . . . . . . . . . 144
8.2.7 Validation plots . . . . . . . . . . . . . . . . . . . . . . . 147
8.3 Final State Radiation photon recovery . . . . . . . . . . . . . . 154
8.3.1 Illustrative study . . . . . . . . . . . . . . . . . . . . . . 154
8.3.2 Reduction of fake FSR recoveries . . . . . . . . . . . . . 158
8.3.3 The effect of the final state radiation (FSR) recovery on
the background contribution in the H → µµ signal region 158
8.3.4 Improvement from the FSR recovery . . . . . . . . . . . 172
8.3.5 FSR recovery efficiency . . . . . . . . . . . . . . . . . . . 177
8.4 Categorisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
8.4.1 ttH category . . . . . . . . . . . . . . . . . . . . . . . . 180
8.4.2 VH categories . . . . . . . . . . . . . . . . . . . . . . . . 180
8.4.3 ggF and VBF categories . . . . . . . . . . . . . . . . . . 183
8.5 Signal and background modelling . . . . . . . . . . . . . . . . . 194
8.5.1 Signal modelling . . . . . . . . . . . . . . . . . . . . . . 194
8.5.2 Background modelling . . . . . . . . . . . . . . . . . . . 194
8.6 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . 195




SM Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
FCal Forward Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .39
LHC Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
CERN European Organisation for Nuclear Research . . . . . . . . . . . . . . . . . 28
LS1 Long Shutdown 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
LS2 Long Shutdown 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
IP interaction point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
ID Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
SCT Semiconductor Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
TRT Transition Radiation Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
IBL Insertable B-Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
HLT High Level Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
L1 Level 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
LAr liquid argon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
FCal Forward Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .39
EMEC Electromagnetic Endcap Calorimeter. . . . . . . . . . . . . . . . . . . . . . . . .39
HEC Hadronic Endcap Calorimeter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .39
PMT photomultiplier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
MS Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .42
MDT Monitored Drift Tubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
CSC Cathode Strip Chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
RPC Resistive Plate Chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
TGC Thin Gap Chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
JVT Jet Vertex Tagger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
BDT Boosted Decision Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
WP working point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .88
EM electromagnetic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
12
MC Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
ggF gluon-gluon fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
VBF vector boson fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
NNLO next-to-next-to-leading-order. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .22
NLO next-to-leading-order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
N3LO next-to-next-to-next-to-leading-order . . . . . . . . . . . . . . . . . . . . . . . . .21
LO leading-order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
QCD quantum chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
DY Drell-Yan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .105
FSR final state radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
ISR initial state radiation
LH likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
PDF parton distribution function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
PDG Particle Data Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
QED quantum electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
GRL Good Runs List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
ZDC Zero Degree Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
HV high voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
PSB Proton Synchrotron Booster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
PS Proton Synchrotron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .28
SPS Super Proton Synchrotron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
LUCID-2 LUminosity Cherenkov Integrating Detector . . . . . . . . . . . . . . . . . 31
AFP ATLAS Forward Proton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
ALFA Absolute Luminosity For ATLAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
NIEL Non-Ionising Energy Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
PKA Primary Knock-on Atom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .58
SUC sensor under consideration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
LV low voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
VEV vacuum expectation value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .19
BSM beyond the Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14




The Standard Model (SM) of particle physics is one of the most successful
theories in the history of science. It is capable of describing a wide range
of elementary interactions, and over the several decades of its development
managed to predict numerous phenomena and the existence of many of the
fundamental particles observed experimentally. The last observed particle of
the SM is the Higgs boson, the discovery of which was one of the main goals of
the ATLAS and CMS experiments at the Large Hadron Collider (LHC). After
its discovery in 2012, the era of precise measurements of its properties began.
One of the interesting Higgs boson decays is an yet unobservedH → µµ process
as it gives a possibility to measure the Higgs coupling to second-generation
fermions. Its low branching fraction and the presence of a high irreducible
background make the search for this decay very challenging, therefore, it is
important to optimise the analysis techniques along with adding more data.
Another interesting and yet unobserved decay channel is the H → ee process.
Although it is unlikely to be observed due to its even lower branching fraction,
it is an important test of the SM as any signal could indicate a contribution
from the beyond the Standard Model (BSM) physics.
Silicon detectors, such as the ATLAS Semiconductor Tracker (SCT), play an
important role in physics analyses, as thanks to them it is possible to recon-
struct the trajectories of charged particles, to reconstruct the particle momenta
and to reconstruct primary and secondary vertices with a great precision. As
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they are placed closest to the interaction point, they have to withstand ex-
tremely challenging conditions due to high particle fluences. It is therefore
vital to monitor the effects of radiation damage to the silicon sensors in order
to ensure adequate performance of the detector.
The document is organised as follows. Chapter 2 provides a short introduction
to the SM, the Higgs mechanism and predictions for the SM Higgs boson
production and decay. Chapter 3 gives an overview of the LHC accelerator
complex and the ATLAS detector with all its components. An overview of the
silicon strip detectors and the radiation damage in silicon sensors followed by a
discussion of radiation damage effects observed in the ATLAS SCT detector is
provided in Chapter 4. Chapter 5 discusses the steps required to model physics
processes. Algorithms and selections required to reconstruct different types of
objects in the ATLAS detector are discussed in Chapter 6. The search for the
Higgs boson decay to dielectrons is presented in Chapter 7 and the search for
the Higgs boson decay to a pair of oppositely-charged muons is presented in




2.1 The Standard Model of Particle Physics
The Standard Model of particle physics is a theory describing the elementary
building blocks of matter and the fundamental forces between them. According
to the SM, all matter (and antimatter) is composed of 12 types of fermions –
particles with fractional spin number 12 characterised by Fermi-Dirac statistics,
summarised in Table 2.1. These elementary fermions are categorised in two
sets of six particles – quarks and leptons, which are further divided into three
generations each. Quarks are massive particles with fractional electrical charge.
In each quark generation, one quark is usually referred to as an up-type quark
(u, c, t) and the other as a down-type quark (d, s, b). Each lepton generation
consists of a massive negatively charged lepton (e, µ, τ) and a corresponding
massless1 neutral neutrino (νe , νµ , ντ ). First generation quarks, u and d,
together with electrons (a first generation lepton) compose atoms and thus all
visible matter. Second and third generation fermions are heavier and, with
the exception of the neutrinos, decay into lighter particles. All fermions have
their antimatter counterparts with the same mass and opposite charge.
There are three types of interactions described by the SM – electromagnetic,
weak and strong – each carried by the different types of gauge bosons, spin-1
particles characterised by the Bose-Einstein statistics, summarised in Table 2.2.
1Although the SM was constructed assuming massless neutrinos, it is known today that
the neutrino masses are small but non-zero, which allows for neutrino oscillations discovered
in the late 1990s and early 2000s. [1]
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Leptons Quarks
q m [GeV] q m [GeV]
First e− −1 0.0005 u +2/3 0.0022
Generation νe 0 < 1.1 · 10−9 d −1/3 0.0047
Second µ− −1 0.106 c +2/3 1.27
Generation νµ 0 < 0.19 · 10−6 s −1/3 0.093
Third τ− −1 1.777 t +2/3 172.76
Generation ντ 0 < 18.2 · 10−6 b −1/3 4.18
Table 2.1: Elementary fermions of the Standard Model and their properties in terms
of electric charge q and mass m [2].
The electromagnetic (EM) interactions are a result of unification of two forces
– electric and magnetic. They occur between all electrically charged fermi-
ons and are carried by photons – massless neutral particles travelling with the
speed of light, giving these interactions an infinite range. The weak inter-
actions occur between all types of particles and are mediated by three heavy
gauge bosons – the charged W+ and W− bosons, and the neutral Z boson. Due
to the high mass of the weak bosons, the range of the weak force is relatively
short.
The strong force is the strongest of the fundamental forces (hence the name).
Unlike the other forces in the SM, its strength grows at small energies or large
distances, leading to the confinement of quarks and gluons to bound states
(hadrons) and the non-observation of free quarks or gluons. On the other
hand the strong force becomes weaker at short distances or high energies,
a phenomenon termed asymptotic freedom.
The interactions in the SM are mathematically described as arising from local
gauge symmetries. The electromagnetic and weak interactions are built on the
conserved hypercharge Y and the weak isospin of left-handed fermions with the
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symmetry groups U(1)Y ×SU(2)L. The strong force is described by the theory
of quantum chromodynamics (QCD), which builds on the SU(3)C symmetry
related to the colour charges of quarks and gluons.
The fourth type of interaction – gravity – is not described by the Standard
Model. Due to its low strength and long range it is significant at macroscopic
scale, but not at the fundamental-particle scale. The inability to include grav-
ity in the SM is considered one of its biggest limitations, along with its failure
to describe the matter-antimatter asymmetry in the Universe.
Interaction type Gauge boson Mass [GeV]
Electromagnetic photon (γ) 0
Weak W±, Z 80.379, 91.1876 [2]
Strong 8 gluons (g) 0
Table 2.2: Fundamental interactions and the corresponding gauge bosons.
2.2 Electroweak symmetry breaking
Weak interactions were first introduced in the 1930s to explain the mechanism
of radioactive beta decay. Since this type of interactions has a short range, it
was postulated that the mediator – a charged W boson – should be a massive
particle. However, a model for the weak interactions that would be similar to
quantum electrodynamics (QED) could not account for the W boson mass, as
gauge invariance required the bosons to be massless. A solution to this problem
came in 1964 from the works of Brout, Englert and Higgs [3, 4], who proposed
that masses are not initially a part of the model, but rather arise through
spontaneous symmetry breaking. In the SM, this is implemented through a






which allowed massive particles to exist. The doublet can be written in terms
of scalar fields as:
φ+ = φ1 + iφ2√
2
, φ0 = φ3 + iφ4√
2
. (2.2)
The Lagrangian of this field can be written in the form:
L = (Dµφ)† (Dµφ)− V (φ), (2.3)
where V (φ) is the Higgs potential defined as:
V (φ) = µ2(φ†φ) + λ(φ†φ)2, (2.4)
and Dµ is the covariant derivative:
Dµ = ∂µ + i
g
2σ ·Wµ + i
g′
2 Y Bµ. (2.5)
This specific construction with the gauge fields Bµ and W (j)µ for the U(1)Y and
SU(2)L symmetries ensures the local gauge invariance of the Lagrangian. The
µ (mass parameter) and λ (self-coupling parameter) are free parameters. If
µ2 > 0 and λ > 0, the Higgs potential has one minimum at φ20 = 0. However, in
the case where µ2 < 0 and λ > 0, V (φ†φ) has an infinite number of minima for
non-zero values of φ and a spontaneous symmetry breaking occurs (Figure 2.1).
The minima can be found by requiring:
dV (φ†φ)
d(φ†φ) = 0⇒ µ







where v is referred to as the vacuum expectation value (VEV). In terms of the









If only one value from the minima is chosen, the electroweak symmetry is
broken. In order to keep the photon massless, the field φ3 is chosen to be














and introduces a scalar Higgs field H which manifests itself as a new scalar
boson.
The weak interactions were later unified with the electromagnetic in a theory
developed by Glashow, Salam and Weinberg [5–7], predicting the existence of
another massive particle – the neutral Z boson. The theoretical predictions
were proven correct in the early 1980s with the direct observation of both
massive electroweak force carriers by the UA1 and UA2 experiments at CERN
[8–11]. The discovery of the Higgs boson had to wait another 30 years; it was
announced by the ATLAS and CMS experiments in 2012 [12, 13].
By evaluating the Lagrangian given by Equation 2.3, one can obtain the mass
terms for the photon, W± and Z bosons:














where cos θw = MWMZ and θw is the Weinberg angle.
The fermion masses are introduced through Yukawa couplings. The lagrangian












is the SU(2)L doublet and φ′ is defined in Equation 2.10. The





where gf is the Yukawa coupling of the fermions to the Higgs field and the
VEV equals 246 GeV.
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Figure 2.1: An effective potential V (φ†φ) in the form of a “Mexican hat”, which
leads to the spontaneous symmetry breaking, where the ground state occupies a
randomly chosen point among the infinite number of possible minima (symbolised
by the lower blue ball) [14].
2.3 Higgs boson production in pp collisions
The Higgs boson can be produced in pp collisions via several processes. The
dominant channel is gluon-gluon fusion (ggF). The corresponding leading-
order (LO) Feynman diagram is presented in Figure 2.2a. As the Higgs boson
does not couple to massless gluons, the process occurs via a virtual loop. The
loop is dominated by the top quark due to its high mass and therefore large
Yukawa coupling, as presented in Equation 2.15. A smaller contribution comes
from a bottom quark, which accounts for roughly 5%. The corresponding
cross-section has been calculated to a high precision at next-to-next-to-next-
to-leading-order (N3LO) and for the Higgs boson with a mass of 125 GeV at
the LHC with a pp collision energy of 13 TeV it is [15]:
σggF = 48.58 pb +2.22 pb−3.27 pb (QCD)± 1.56 pb (PDF + αS). (2.16)
The second-largest contribution to the cross-section for Higgs boson production
corresponds to the vector boson fusion (VBF) process presented in Figure 2.2b.
The Higgs boson is produced as a result of two scattering quarks exchanging
vector bosons (either Z or W ) which interact. This process provides a test of
electroweak symmetry breaking, as a direct coupling to a vector boson can be
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measured. The current best theoretical value for the cross-section for the VBF
process is calculated at next-to-next-to-leading-order (NNLO):
σVBF = 3.92 pb +0.02 pb−0.008 pb (QCD)± 0.074 pb (PDF + αS). (2.17)
Although the cross-section for the VBF process constitutes only 8% of the ggF
cross-section, it provides a distinctive final-state signature that often has lower
backgrounds than the ggF process.
Smaller contributions to Higgs boson production come from associated pro-
duction with a W or Z boson (Figure 2.3) or with tt̄ or bb̄ pair (Figures 2.4).
A summary of Higgs production cross-sections calculated for the pp collision











Figure 2.2: Leading order Feynman diagrams for the ggF (a) and VBF (b) Higgs
















Figure 2.3: Leading order (a) and one-loop (b,c) Feynman diagrams for the associ-




















Figure 2.4: Leading order Feynman diagrams for the associated production of a
Higgs boson with a tt̄ or bb̄ pair [16].








Table 2.3: Production cross-sections for 13 TeV in pp collisions at the LHC [15].
2.4 Higgs boson decays
Within the SM, the Higgs boson’s branching ratios to different fermions and
bosons can be calculated from its mass, as presented in Figure 2.5. The highest
branching ratio for a Higgs boson with a mass of around 125 GeV is for the
H → bb̄ channel. The experimental observation of this decay is however very
challenging due to the high background of bb̄ pairs produced in other QCD
processes and this is the reason that it has only been observed recently, with
the Higgs boson produced in the VH process [17, 18]. The decay into a pair
of oppositely charged W bosons has the second highest branching ratio and
was observed in the leptonic final states [19, 20]. It is characterised by re-
latively large backgrounds and poor mass resolution, but provides a clean
final-state signature and much higher cross-section than the cleanest channels.
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The H → ZZ∗ process (also already observed [21, 22]) has a relatively high
branching ratio, however the requirement of further decay of the Z bosons into
two charged leptons each leads to a lower rate. It is the cleanest Higgs boson
decay process and provides an excellent signal-to-background ratio and mass
resolution. The decay of H to diphotons was already observed [23] thanks to
the good diphoton invariant mass resolution, which leads to a narrow peak
on top of a continuous background. The decay into τ+τ− pairs is challenging
due to the relatively poor tau reconstruction efficiency compared to muons and
electrons, and a large background [24, 25]. The discovery of the Higgs boson in
the ATLAS and CMS experiments [12, 13] was made through the combination
of the H → γγ, H → ZZ∗ → 4l and H → WW ∗ → lνlν channels.
Figure 2.5: Standard Model Higgs boson decay branching ratio as a function of its
mass for different decay processes [15]. The vertical dashed blue line indicates the
mass of the discovered Higgs boson.
A summary of the cross-section times branching fraction values of the access-
ible Higgs boson decay channels corresponding to the different Higgs boson
production processes measured in ATLAS is presented in Figure 2.6. It can
be observed that all results are consistent with the SM prediction within the
uncertainties.
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Figure 2.6: Cross-section times branching fraction normalised to the corresponding
SM predictions for the Higgs boson decay channel: γγ, ZZ∗, WW ∗, ττ , in differ-
ent Higgs boson production processes, ggF, VBF, VH, ttH+tH, as measured in
the ATLAS experiment [26]. The yellow rectangles represent the statistical uncer-
tainty and the blue rectangles the systematic uncertainty. The error bars show a
combination of the two. The red vertical line represents the SM prediction.
Only couplings to bosons and third-generation fermions have been measured so
far. The couplings to second-generation fermions could be measured in decays
to charm or strange quark pairs and to dimuons. However, the small mass of
the strange quarks and the inability to identify jets originating from s-quark
makes this channel impossible to observe. Also, despite the high branching
fraction for H → cc, searches for this decay are very challenging due to the
large QCD background and ambiguous distinction between c- and b-jet [27].
Therefore, the decay to dimuons is the most promising channel to first observe
the Higgs boson coupling to a second-generation fermion. It is characterised
25
by the simple final-state signature of two muons, which leads to a well re-
constructed narrow resonance as a result of a good dimuon mass resolution.
However, the very low branching ratio of 2.17 · 10−4 [15] and the large irredu-
cible backgrounds are an experimental challenge [28, 29]. A search for the yet
unobserved H → µµ decay is particularly interesting since any deviation from
expectations in the observed rates could be a sign of physics BSM [30].
The H → ee process is characterised by a very low branching fraction in the
SM to which no currently operating experiment is sensitive. Despite that,
searching for this decay is an important test of the SM and any evidence of
this process could indicate contributions from BSM physics.
A combination of the Higgs boson couplings to different fermions and gauge
bosons measured by the ATLAS experiment and compared to the SM predic-
tion is presented in Figure 2.7. It can be observed that all currently available
results are consistent with the SM prediction within the uncertainties. The
Higgs boson coupling to muons presented here is based on a preliminary result
using 139 fb−1 of ATLAS data [31]. It is clearly visible that this coupling is
measured with a limited precision.
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for the VEV of 246 GeV as a function of particle mass [32]. The
values are obtained assuming no BSM contributions to the Higgs boson decays. The
dashed blue line represents the SM prediction. The lower panel shows the ratios of
the obtained values to their corresponding SM predictions.
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Chapter 3
LHC and the ATLAS detector
3.1 The CERN accelerator complex and the
LHC machine
The world’s highest energy particle accelerator – the LHC [33] – started its
operation in 2009 at the European Organisation for Nuclear Research (CERN).
This 27 km long ring placed 45–170 m underground is the last stage of the
CERN accelerator complex, where the highest-energy particle collisions take
place. The acceleration process starts with a bottle of compressed hydrogen gas
from which hydrogen atoms are released in packets. Electrons are separated
from the hydrogen atoms by applying a pulsating electric field. The protons are
then injected into the first accelerator, the Linac 2 where they are accelerated
to an energy of 50 MeV and then injected into the Proton Synchrotron Booster
(PSB). Here, the proton packet is divided into four packets circulating in
separate rings. A pulsating electric field increases the velocity of the circulating
beams and electromagnets bend their trajectories. The acceleration in the PSB
stops when the protons achieve an energy of 1.4 GeV and then are injected into
the Proton Synchrotron (PS). Here, protons are accelerated to 25 GeV and
after that they are injected into the Super Proton Synchrotron (SPS), where
they are accelerated to an energy of 450 GeV before the final injection to the
LHC. The proton packets are fed into two beam pipes of the LHC ring, which
are kept at ultra-high vacuum. One beam circulates in the clockwise and the
other in the anti-clockwise direction. The proton beams are accelerated to the
energy of 6.5 TeV to be then crossed in four interaction points (IPs), where
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four large experiments, ATLAS, CMS, LHCb and ALICE, are located and the
collisions take place. The CERN accelerator complex and location of the four
experiments on the LHC ring are presented in Figure 3.1. Along all different
accelerators a wide range of electromagnets is used to focus, bend, squeeze and
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Complexe des accélérateurs du CERN
Figure 3.1: CERN accelerator complex and the location of the four big experiments
at the LHC [34].
In 2010 and 2011 the proton beams were collided at a centre-of-mass energy
of 7 TeV and in 2012 with 8 TeV. These three years correspond to a period
of operation called Run 1, which was followed by Long Shutdown 1 (LS1) in
2013 and 2014. The LHC resumed its operation in 2015 with the start of
Run 2, which lasted until the end of 2018. During this time the proton beams
were collided at a centre-of-mass energy of 13 TeV, which is close to the design
value of 14 TeV. Typically, at the end of each operation year the LHC collides
heavy-ion beams (Pb-Pb, p-Pb or Xe-Xe) which makes possible performing
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studies of quark-gluon plasma. After the end of the Run-2 operation, the
Long Shutdown 2 (LS2) period started during which the LHC machine and
experiments undergo upgrades in preparation for Run 3 which starts in 2022.
3.2 Luminosity
The number of events of interest produced in a beam-crossing point of a circular
collider can be expressed as:
Nevent = Lintσ, (3.1)
where σ is the cross-section for the process of interest and Lint =
∫
Ldt is the
integrated luminosity. The machine instantaneous luminosity depends on the







where Nb and nb denote the number of particles per bunch and number of
bunches respectively, frev is the revolution frequency, γr is the relativistic
gamma factor, εn is the normalised transverse beam emittance and β∗ is the
beta function at the collision point. The term F is the geometric luminosity






where θc is the full crossing angle at the IP, σz is the RMS bunch length and
σ∗ is the transverse RMS beam size at the IP. The instantaneous luminosity
defined in Equation 3.2 is given in m−2s−1. Typically, when discussing the
luminosity of a specific dataset a cumulative (integrated) luminosity in a given
period of time is quoted and its value is provided in the units of barn b with
appropriate prefix, where 1 barn corresponds to 10−28 m2. Figure 3.2 presents
the integrated luminosity during the Run-2 data-taking period, showing both
the luminosity delivered by the LHC and that recorded by the ATLAS detector.


















































Figure 3.2: Integrated luminosity as a function of time presented for the Run-2
data-taking period [35]. The green histogram represents the cumulative luminosity
provided by the LHC, whereas the yellow histogram represents the cumulative lu-
minosity recorded by the ATLAS detector. The integrated luminosity recorded by
the ATLAS detector for events passing all data quality criteria is presented in the
blue histogram.
presented. The two searches presented in this document are performed using
the full Run-2 dataset satisfying the data quality criteria and corresponding
to an integrated luminosity of 139 fb−1.
Accurate determination of the luminosity is essential as the corresponding un-
certainty is usually among the largest uncertainties in cross-section measure-
ments. The luminosity for a single bunch crossing can be expressed in terms






The visible average number of interactions is measured using the LUminosity
Cherenkov Integrating Detector (LUCID-2). The visible cross-section is found







where N1 and N2 represent the number of protons in each bunch of the pair
crossing in the IP, and Σx and Σy are convolved beam sizes in x and y direction,
respectively. The beam sizes are extracted from data collected in special runs,
the so-called van der Meer scans [36], in which the two opposite beams are being
slowly displaced against each other in the vertical and horizontal direction. As
LUCID-2 measurements of the µvis combined with calibration from the van der
Meer scan may lead to different than the actual values of the luminosity due
to different conditions (different pile-up or bunch train running), dedicated
methods are used to correct for them. The corrections are provided using
luminosity measurements extracted from track counting in the Inner Detector
(ID) or from current drawn from the high voltage (HV) power supply for
calorimeter. The luminosity uncertainty of the combined Run-2 dataset is
1.7% [37].
Figure 3.3 presents an average number of interactions per crossing in ATLAS
detector during Run 2. The mean values presented in the legend are obtained
as the means of the Poisson distributions of the number of interactions per
crossing for each bunch. The average pile-up in Run 2 was 34.
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Figure 3.3: The mean number of interactions per bunch crossing in pp collisions at
the centre-of-mass energy of 13 TeV during Run-2 operation [35].
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3.3 The ATLAS detector
ATLAS is one of the two general-purpose detectors at the LHC. The physics
programme of the experiment covers a wide range of topics including studies
of the Higgs mechanism, searches for supersymmetry, measurements with top
quarks, electroweak bosons and many others. The detector is 46 m long, 25 m
high and 25 m wide. It consists of inner tracking detectors, two types of
magnets, EM and hadronic calorimeters, and muon spectrometers. A cut-
away view of the ATLAS detector is presented in Figure 3.4. ATLAS uses
a right-handed coordinate system with its origin at the nominal IP in the
centre of the detector and the z-axis along the beam pipe. The x-axis points
from the IP to the centre of the LHC ring, and the y-axis points upwards.
Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the
azimuthal angle around the z-axis. The pseudorapidity is defined in terms of
the polar angle θ as η = − ln tan(θ/2). The angular distance is measured in
units of ∆R ≡
√
(∆η)2 + (∆φ)2.




The inner tracking system, also called the ID, provides high precision measure-
ments of track momenta, impact parameters, and interaction vertex positions.
It comprises three types of detectors: silicon pixels, silicon microstrips and a
straw-tube detector. Figure 3.5 presents the layout of the Inner Detector. The
ID is immersed in a 2 T axial magnetic field provided by a superconducting
solenoid magnet. The magnet is located between the ID and a barrel EM
calorimeter with which it shares a vacuum vessel.
Figure 3.5: A schematic view of the ATLAS Inner Detector [38].
3.4.1 Pixel detector
Both pixel and strip detectors utilise the same method of detecting particles.
When a charged particle traverses the sensitive area of a module, it ionises the
detector material atoms creating electron-hole pairs. These charge pairs then
drift in an electric field towards electrodes, where the charge is collected and
passed on to front-end electronics.
The innermost part of the ID – the Pixel Detector – is arranged in three
cylinders in the barrel region and three disks on each side in the endcap region.
Both the pixel barrel and the endcaps are covered with similar modules with
a typical pixel size of 50× 400 µm2. The precision of a position measurement
is 10 µm (R−φ), 115 µm (z) in the barrel and 10 µm (R−φ), 155 µm (R)
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in the endcaps. During LS1, the beam pipe was replaced by a beam pipe
of a smaller radius (3.3 cm) and a fourth layer of pixels, the Insertable B-
Layer (IBL), was inserted in between the first pixel layer and the new beam
pipe. The IBL is a matrix of 50 × 250 µm2 pixels with two types of silicon
sensors, planar and 3D. It is particularly important in localising primary and
secondary vertices from decays of long-lived particles like b-hadrons. The full
pixel detector provides a measurement of particle trajectories with |η| up to
2.5 and provides a measurement of four space-points per track.
3.4.2 Semiconductor Tracker
The ATLAS SCT is a silicon microstrip detector. It is the second innermost
detector and covers a radial distance between 299 and 560 mm from the beam
and an |η| range up to 2.5 similarly to the Pixel detector. It consists of 4088
modules arranged in four concentric layers in the barrel region and two endcaps
with nine disks each. The SCT typically provides eight strip measurements per
track, giving four space-points and provides a position measurement accuracy
of 17 µm in (R−φ) and 580 µm in the z and R direction. Figure 3.6 presents
a schematic view of one quadrant of the SCT detector with all its components.
All SCT barrel modules are of the same type. The modules consist of four
rectangular sensors. Two sensors are daisy-chained together and an identical
pair is glued back-to-back with a stereo angle of 40 mrad. The modules are
organised in a way that the strips are roughly parallel to the beam axis. The
strip pitch size is 80 µm. A picture and a schematic view of the barrel modules
are presented in Figure 3.7. The endcap modules have trapezoidal shape and
are glued back-to-back with a stereo angle of 40 mrad. Unlike the barrel
modules, they come in different types corresponding to three different endcap
rings: inner, middle and outer. The outer and middle ring modules consist
of two sensors per side and the inner ring module consist of only one. The
strips are organised in the radial direction with an average pitch size of 80 µm.
A picture and a schematic view of the three types of endcap modules are
presented in Figure 3.8.
35
Figure 3.6: A schematic view of one quadrant of the SCT detector [39]. The four
barrel layers are numbered starting from 3 to 6 and endcap disks are numbered from
1 to 9. Each side of the barrel layer consists of modules arranged in the η direction
starting from ηindex = 1 up to 6. In the endcaps, the modules are also numbered
according to the ηindex with 0 corresponding to the outer, 1 to the middle and 2
to the inner ring. The number of modules in the φ direction depends on the layer
and is not visible here. Modules with sensors provided by different manufacturers
are marked with different colours with the blue colour corresponding to Hamamatsu
Photonics and the green to CiS.
The SCT sensors have a uniform thickness of 285 µm with n-type bulk and p-
type implants. The sensors were provided by two manufacturers, Hamamatsu
Photonics and CiS, with the vast majority produced by Hamamatsu (all barrel
and 90 % of endcap modules). The sensors are typically made of wafers with
< 111 > crystal orientation, however, there is a small number (around 90) of
sensors with < 100 > crystal orientation.
Both the Pixel detector and the SCT have to be kept at low temperatures in
order to reduce the radiation damage effects. The cooling is provided by a bi-
phase evaporative cooling system [40] based on compressors and a distribution
system to the cooling staves using C3F8 fluid. The cooling temperatures on
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(a) (b)
Figure 3.7: Picture (a) and a schematic view (b) of the SCT barrel module [38]
(a)
(b)
Figure 3.8: A picture of the three types of the SCT endcap modules (from left to
right: outer, inner and middle ring module) and a schematic view of the middle-ring
module (b) [38].
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the staves are typically set to -20◦C for barrel layers 3, 4 and 5 and to -
14.3◦C for the endcap disks. The outermost SCT barrel layer, layer 6, requires
setting higher temperature of -10◦C as it is close to the Transition Radiation
Tracker (TRT) detector, which must be operated at room temperature to avoid
mechanical stress. The temperatures set on the staves are lower than the actual
operation temperatures due to thermal impedance between the mechanical
structures and the cooling channels. Since September 2018 a thermosiphon
[41] is operating as the main cooling system and the compressor system is kept
as a backup. Thanks to the thermosiphon it is possible to achieve even lower
operation temperatures to further limit the increasing radiation damage in the
silicon sensors.
3.4.3 Transition Radiation Tracker
The Transition Radiation Tracker is the outermost sub-detector in the ID
volume. It is a straw tube detector, which covers radially the distance between
563 and 1066 mm and |η| < 2. It consists of straw tubes made of kapton with
a diameter of 4 mm. The inner surface of each straw is coated with aluminium
set at a 1.5 kV potential and serves as a cathode. In the middle of each tube,
there is a gold-plated tungsten wire with a diameter of 31 µm set at a ground
potential serving as an anode. The straw tubes in the barrel region have a
length of around 1.5 m and are organised in parallel to the beam axis. In the
endcap region, 0.4 m long straw tubes are placed perpendicularly to the beam
axis. The tubes are filled with a gas mixture of 70% Xe + 27% CO2 + 3% O2.
The particle detection is based on ionisation of the gas atoms and each straw
tube with a wire inside works like a proportional counter. The TRT typically
provides over 30 hit measurements per track and measures the tracks with a
resolution of 130 µm.
Apart from the detection of ionising particles, the TRT plays an important
role in electron identification thanks to transition radiation detection. When
a particle passes through a material made of two media with different dielec-
tric or magnetic properties it produces photons highly collimated along its
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trajectory. In order to allow the production of transition radiation inside the
TRT volume, special radiators are placed in between the straw tubes. In the
barrel they are in the form of thin fibres and in the endcap in the form of
thin foils. The amount of the transition radiation produced is proportional to
the relativistic factor γ which is important in particle identification. When a
particle traversing the detector produces transition radiation, the TRT front-
end electronics detect two signals passing different thresholds, one expected
for a minimum ionising particle and another, much higher signal, expected
for X-rays from the transition radiation. The main gas in the TRT gas mix-
ture, xenon, is good for such purposes due to its short absorption length. Due
to many gas leaks, which started already in Run 1, the TRT in Run 2 was
partially operated with an Argon-based gas mixture to reduce the costs.
3.5 Calorimeter system
Precision measurement of photons, electrons, hadrons, as well as missing trans-
verse energy is provided by the calorimeter system. It consists of liquid ar-
gon (LAr) detectors and scintillator tiles (Tile calorimeter), which form two
electromagnetic components, three hadronic components and the Forward
Calorimeter (FCal). The full system covering the |η| range up to 4.9 is presen-
ted in Figure 3.9. Both the LAr and Tile are sampling calorimeters, which
means that both consist of alternating layers of absorber, where the showers
develop, and active medium, where the signal is recorded.
3.5.1 Liquid Argon calorimeters
All calorimeters with liquid argon as an active medium are placed within
three separate cryostats to keep the argon in the liquid phase: one holding
the electromagnetic barrel calorimeter and one for each endcap, holding the
electromagnetic and hadronic endcap calorimeters (Electromagnetic Endcap
Calorimeter (EMEC), Hadronic Endcap Calorimeter (HEC)), as well as the
FCal.
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Figure 3.9: ATLAS calorimeter system [38].
The LAr electromagnetic calorimeter consists of two half-barrels with a 4 mm
gap between them covering a range of |η| < 1.475, and two wheels per each
endcap, covering a range of 1.375 < |η| < 3.2. Its modules with lead absorbers
have an accordion shape as presented in Figure 3.10, which provides full cov-
erage in the φ direction and improves the readout time. The barrel modules
comprise three layers which differ in granularity, with the first one being the
most finely segmented in the η direction to provide good electron and photon
identification. The second and third layers with lower granularity contain al-
most the whole developed shower and limit leakage of the shower to the next
sub-detectors. The thickness of the barrel part varies between 22 and 30 radi-
ation lengths (X0) for |η| < 0.8 and between 24 and 33 X0 for 0.8 < |η| < 1.3.
The thickness of the EMEC varies between 24 and 38 X0 in the |η| region
between 1.475 and 2.5, and between 26 and 36 X0 for 2.5 < |η| < 3.2. In front
of the EM calorimeter in the region |η| < 1.8 there is an additional instru-
mented layer of liquid argon, a pre-sampler, which provides measurement of
the energy lost by photons and electrons upstream of the main calorimeter.
The LAr hadronic calorimeter occupies the range of 1.5 < |η| < 3.2 and
consists of two wheels in each endcap with an outer radius of 2.03 m, the
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Figure 3.10: A schematic view of the barrel module of the liquid argon electromag-
netic calorimeter [38].
radially, which differ between the wheels in thickness and the number of copper
absorber plates (24 25 mm-thick plates in the front wheel and 16 50 mm-thick
plates in the rear wheel) and hence differ in the sampling fractions. The total
thickness of the HEC corresponds to 10λ.
The LAr Forward Calorimeter is placed 5 m away from the IP and covers the
very forward region of 3.1 < |η| < 4.9. It consists of three layers with the first
one (closest to the IP), FCal1, dedicated to electromagnetic calorimetry and
the latter two, FCal2 and FCal3, responsible for hadronic calorimetry. FCal1
uses copper as the absorber whereas FCal2 and FCal3 use tungsten. Each
module consists of a set of cylindrical electrodes placed parallel to the beam
axis with the anode in the form of a rod and a tube as the cathode with a
very small gap between them filled with liquid argon. The total thickness of
the three layers amounts to 10 interaction lengths.
3.5.2 Tile calorimeter
The Tile calorimeter is a sampling detector with steel as the absorber and
scintillating tiles as the active medium. It consists of two main parts: the
central barrel covering |η| < 1.0 and the extended barrels occupying a range
of 0.8 < |η| < 1.7. They are divided into three layers differing in thickness,
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which correspond to 1.5, 4.1 and 1.8 λ (1.5, 2.6, 3.3 λ) in the central (exten-
ded) barrel giving a total thickness of 7.4 interaction lengths. The barrels are
segmented azimuthally into 64 wedge-shaped modules. A schematic view of
a Tile calorimeter module is presented in Figure 3.11. Each side of the scin-
tillating tile is read out by one photomultiplier (PMT) and signals from both






Figure 3.11: A schematic view of one module from the Tile calorimeter [38].
3.6 Muon detector
The Muon Spectrometer (MS) forms the outermost part of the ATLAS de-
tector and provides a precise measurement of the momentum and trajectory
of muons, which are the only particles not absorbed by the calorimeters apart
from undetectable neutrinos. It contains chambers for precision measurements
and for triggering. Trajectories of muons traversing the detector are bent using
three toroidal magnet systems. In the barrel region (|η| < 1.4) the magnetic
field is produced by a large barrel toroid with the bending power on average of∫
Bdl = 2.5 Tm. In the range of 1.6 < |η| < 2.7 the magnetic field is provided
by the endcap toroids and the bending power is up to 6 Tm. In the transition
region (1.4 < |η| < 1.6), the resulting magnetic field is a combination of the
fields provided by the barrel and endcap magnets and is characterised by a
lower value of
∫
Bdl. Each toroidal magnet consists of eight coils placed sym-
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metrically and radially around the beam pipe. In the barrel region each coil is
housed in its own cryostat, whereas the endcap coils are located in one large
cryostat per side. The layout of the magnet system is presented in Figure 3.12.
Precision measurement of muon momenta is provided by two types of cham-
bers, Monitored Drift Tubes (MDT) and Cathode Strip Chambers (CSC).
MDT are gaseous chambers, which consist of drift tubes filled with Ar/CO2/H2O
gas serving as cathodes, and tungsten-rhenium wires as anodes. They are
organised in three layers in the barrel and each endcap, and cover the pseu-
dorapidity range of |η| < 2.7. The inner endcap layer in the range of |η| > 2
is covered by a quadruplet of CSC which perform well in the higher radiation
environment. The CSC are multiwire proportional chambers filled with an
Ar/CO2 gas mixture with radially oriented wires and segmented strip cath-
odes. A separate muon trigger system is formed using the Resistive Plate
Chambers (RPC) and Thin Gap Chambers (TGC). RPC are electrode-plate
detectors made of two parallel plastic laminate plates separated by insulating
spacers and filled with C2H2F4/Iso− C4H10/SF6 gas. They are organised in
three doublet layers in the barrel region (|η| < 1.05). The endcap region is
covered by the TGC forming one triplet layer followed by two doublet layers
in pseudorapidity range of 1.0 < |η| < 2.4. TGC, similarly to CSC, are mul-
tiwire proportional chambers, however the wire-to-cathode distance is smaller
than the distance between the wires and they are filled with a gas mixture of
CO2/n− pentane.
A schematic view of the muon spectrometer layout presenting the location
of the muon chambers is shown in Figure 3.13 and the position and time
resolutions for each chamber type are presented in Table 3.1.
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Figure 3.12: Layout of the ATLAS magnets [38]. The toroid windings are shown in
red. The coloured structure represents the Tile calorimeter steel.





MDT 35 µm (z) - -
CSC 40 µm (R) 5 mm 7 ns
RPC 10 mm (z) 10 mm 1.5 ns
TGC 2–6 mm (R) 3–7 mm 4 ns
Table 3.1: Position and time resolutions for each type of muon chambers.
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3.7 Forward detectors
There are four systems placed in the forward region on each side of the ATLAS
detector. They are dedicated to the luminosity measurement or studies of
proton elastic scattering.
The LUCID-2 [42] consists of two symmetric systems located 17 m away from
the interaction point on opposite sides of the ATLAS detector. It is a sys-
tem dedicated to measurement and monitoring of the luminosity. Each side
consists of 16 PMTs organised in four groups and using quartz windows as
Cherenkov medium. Additionally, there are four quartz fibre bundles also act-
ing as Cherenkov media, which are read out by four PMTs located 1.5 m away
in a lower radiation region. The luminosity measurement is performed using
two algorithms implemented in the custom-made electronics.
The Zero Degree Calorimeter (ZDC) [43] is located at ±140 m from the in-
teraction point at almost zero degrees to the beam pipe. The ZDC is mostly
used during heavy-ion collisions to detect neutral particles in the very forward
region. Each side consists of one electromagnetic (29 X0) and three hadronic
(1.14 λ) calorimeters located inside the neutral beam absorber. The mod-
ules are sampling calorimeters with tungsten plates as absorbers and layers of
quartz strips to produce Cherenkov radiation read out by PMTs.
The ATLAS Forward Proton (AFP) [44] and Absolute Luminosity For ATLAS
(ALFA) detectors [45] are in the forward region and focus on the measurement
of the elastic proton scattering at very small angles. They are located at
±210 and ±240 m, respectively. Both detectors are built using Roman Pot
technology, which means that they are kept in their own vacuum space with
the possibility to move them closer to or farther away from the beam. Each
AFP system consists of two stations, near and far, kept in separate vacuum
spaces. In the near station there are four modules of silicon pixels tilted at 14◦
for the trajectory measurement. In the far section, there are again the same
four modules of silicon pixels, but followed by the Time of Flight detector.
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Each system of the ALFA detector has two pairs of Roman Pots, one above
and one below the beam. It is divided into two parts, the main detector and
the overlap detector. The main detector consists of 20 layers of scintillating
fibres organised in two planes, whereas the overlap detector consists of three
layers of the same scintillating fibres but arranged in a different plane. The
detector read out is performed using PMTs. Data-taking for measurement of
the total cross-section for proton elastic scattering using ALFA is done during
runs with special beam optics and very low pile-up.
The location of the forward detectors with respect to the main ATLAS detector
is presented in Figure 3.14.
Figure 3.14: Location of the ATLAS forward detectors [46].
3.8 Trigger system
The large interaction rates in the ATLAS detector require an efficient system
to select interesting events already during the data taking by requiring certain
trigger conditions. The ATLAS trigger [47] is a two-level system consisting of a
hardware Level 1 (L1) followed by a software-based High Level Trigger (HLT).
The L1 decision whether to keep an event for further processing is formed
by the Central Trigger Processor (CTP) which combines the information de-
livered by the L1Muon, L1Calo and L1Topo subsystems. L1Calo and L1Muon
use data from calorimeters and muon trigger detectors respectively to build
trigger objects with approximately measured energy and η − φ location. The
information can be further extended by the L1Topo processor providing multi-
object topological variables such as invariant mass or angular separation. The
hardware trigger stage reduces the event rate from around 40 MHz to at most
100 kHz with a latency of 2 µs. Its decision is sent to the Read-Out Drivers
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(ROD) which format and buffer the data close to the detectors. Upon negative
decision, the data are discarded and upon a positive one, the full event data
are sent to the Read-Out System (ROS), which further buffers them until the
HLT decision is made. HLT processing is based on Regions of Interest (RoI) –
η − φ regions around each object passing the L1 trigger selection. Fast event
reconstruction is performed on a dedicated computing farm with software al-
gorithms similar to those used in offline reconstruction, however, using only
partial event data received from the ROS and corresponding to the RoI. The
event rate is further reduced at this stage to around 1 kHz and the selected
events are stored for offline analysis with a bandwidth of around 1 GB/s. Fig-
ure 3.15 presents the data flow in the ATLAS trigger and data acquisition
system.




Radiation damage in ATLAS
Semiconductor Tracker
Silicon semiconductor detectors are characterised by very good spatial res-
olutions of around 10 µm, excellent time resolutions of the order of 10 ns,
high density, enabling building very thin sensors (the typical width of a silicon
sensor is around 300 µm) and good tolerance to radiation doses. Thanks to
these characteristics, silicon detectors are widely used in high energy physics
experiments to measure charged particle trajectories to reconstruct their mo-
menta, to reconstruct primary and secondary vertices with a high resolution
and to identify photon conversion vertices. In ATLAS there are two tracking
detectors with silicon sensors: the Pixel detector and the SCT. This chapter fo-
cuses on the ATLAS SCT detector (the general description of the SCT detector
is provided in Subsection 3.4.2) and in particular the effects of the radiation
damage in its silicon sensors observed during and after its operation in Run 2.
4.1 Principles of semiconductor detectors
Resistivity is an important property of materials used in electric circuits as it
describes how the material allows or resists electric current flow. It is given in
the units of Ωm. According to its value (or according to conductivity which is
the inverse of the resistivity) one can classify materials into three groups: insu-
lators, conductors (also referred to as metals) and semiconductors, as presented
in Figure 4.1. Similar distinctions can be made based on band theory. Accord-
ing to the band theory, there are some energies in an atom that electrons are
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allowed or forbidden to take. In a single isolated atom, electrons can occupy
only discrete levels of energy called orbitals. In a solid material consisting of
many atoms (> 1020) the number of orbitals is so large that the differences
in the energy between these energy levels is very small and therefore they are
characterised by continuous energy bands rather than discrete energy levels.
The energy bands are filled by electrons starting from the lowest energies. The
valence band is the last fully or partially filled band. The band above that
is the conduction band, which is important for the conduction process in a
material. In between the valence and the conduction band there is a band
gap, i.e. energy region in which electrons are not allowed. This is graphically
presented for different types of materials in Figure 4.2.
Figure 4.1: Classification of materials according to resistivity and conductivity [49].
Figure 4.2: Band diagrams corresponding to different types of materials [50].
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Insulators are materials with very low or zero number of free electrons leading
to no current flow even when a high electrical voltage is applied. They are
characterised by high resistivity of an order of millions of Ωm and large band
gaps. Example insulators are fused quartz, PVC plastics or rubber.
Conductors are characterised by a high number of free electrons which means
they let current flow very easily. The resistivity of conductors is typically of
the order of µΩm. The valence bands and conduction bands overlap. Materials
like copper and aluminium are very good conductors and therefore are widely
used in electric cables.
The resistivity range between insulators and conductors is occupied by mater-
ials classified as semiconductors as their properties make them neither good
insulators nor good conductors. In semiconductor materials, the valence and
conduction bands do not overlap, however, the band gap is small and the
thermal excitation of an electron could move it to the conduction band.
Silicon is the most widely used semiconductor material in electronic circuits.
It has four electrons in its valence orbit which form covalent bonds with neigh-
bouring atoms. This leaves pure silicon without any free electrons. A schematic
view of the crystal lattice of pure (intrinsic) silicon is presented in Figure 4.3.
For silicon the band gap is Eg = 1.12 eV. The intrinsic silicon acts more like an
insulator due to the lack of free electrons. However, it is possible to change its
properties to improve conductivity by adding impurities to the silicon lattice in
a process called doping. This means that some silicon atoms in the lattice are
exchanged with atoms of elements from different groups in the periodic table.
Depending on which group atom is added, there are two types of extrinsic
semiconductors (semiconductors with added impurities): n-type and p-type.
Silicon of n-type is created when a fraction of silicon atoms is replaced by atoms
with five outer electrons. Atoms that satisfy these requirements and can be
used to create n-type silicon are phosphorus, arsenic or antimony. An example





Valence shell Covalent bond
Figure 4.3: A schematic view of the crystal lattice of pure silicon. Only valence
bands are presented for simplicity.
shown in Figure 4.4a. As presented four electrons in phosphorus valence orbit
form covalent bonds with neighbouring silicon atoms leaving one free electron.
A dopant atom that when added to the silicon lattice forms an n-type material
is called a donor.
Silicon of p-type is formed when atoms with three outer electrons are added
to the silicon lattice. Example dopants in this case are gallium or boron as
presented in Figure 4.4b. The three valence electrons of the boron atom form
covalent bonds with silicon atoms leaving a hole in the lattice which effectively
is a positive charge. A dopant atom that when added to the silicon lattice
forms a p-type material is called an acceptor.
In the ATLAS SCT sensors, p-type strips are implanted in a high-resistivity
n-type bulk material.
4.1.1 The p-n junction
When p-type and n-type semiconductors are fused together they form a p-n
junction. At first electrons from the n-type silicon or holes from the p-type
silicon diffuse across the junction forming a net charge in a previously charge-
neutral material. The net charge on both sides leads to electric field build
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up to the point when an equilibrium is reached and no net charge movement
occurs. In the region near the interface of the two silicon blocks as a result
of the electric field, there are no mobile charges. This region is called the
depletion region or space-charge region. A schematic view of the p-n junction
along with graphs of the charge density, electric field and voltage across the
depletion region is presented in Figure 4.5. The width of the depletion region
differs in the two semiconductors as a result of different doping concentrations.
4.1.2 Width of the depletion region
A few assumptions are needed in order to calculate the width of the depletion
region:
• the non-zero electric field is present only within the depletion region,
• there are no free charge carriers in the depletion region,
• the junction is abrupt,
• all dopants are ionised.
As known from Gauss’s law, the relation between an electric field ~E and electric
charge density can be written in differential form as:
∇ · ~E = ρ
ε
, (4.1)
where ρ is the charge density and ε = ε0εs with ε0 being the vacuum permit-
tivity and εs being the relative permittivity of the material. In one dimension,













The charge density on each side of the junction can be expressed in terms of
dopant concentrations NA (acceptors) and ND (donors) as:
ρ =

−qNA for −xp ≤ x ≤ 0
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(b) p-type
Figure 4.4: A schematic view of the silicon crystal lattice after adding impurit-



















Figure 4.5: Schematic view of a p-n junction as well as distributions of the charge
density, electric field and electric potential along the depletion region [51].
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Taking into account the assumption that the electric field should equal zero













xn for 0 ≤ x ≤ xn
. (4.5)
The electric field and voltage are related by:
E = −∇V = −dV
dx
, (4.6)













p for 0 ≤ x ≤ xn
. (4.7)
Here, the assumption is made that Vp(x = 0) = Vn(x = 0) and since we are
only interested in the voltage difference Vp(x = −xp) can be arbitrarily set to
0. The maximum voltage is at x = xn. It can be written as:









and it is typically called the built-in voltage, denoted by Vbi. Equation 4.8 can
be further manipulated using the relation
NDxn = NAxp, (4.9)

















The total width of the depletion region is the sum of xp and xn and after












4.1.3 Forward and reverse biasing of the p-n junction
In an unbiased p-n junction, the built-in potential prevents the majority carri-
ers moving to the other side of the junction. By applying an external biasing
voltage, one can reduce or enlarge the potential difference to enable or prevent
even more majority charge migration. A voltage source can be connected to
the p-n junction in two ways. If the positive terminal of the voltage source is
connected to the p-type region and negative terminal to the n-type region the
junction is forward biased. In the opposite case the junction is reverse biased.
This connection affects significantly the depletion region.
In case of the forward bias connection, the external electric field is in the oppos-
ite direction to the built-in electric field and hence decreases the barrier that
the majority carriers must overcome to get to the other side of the junction.
This leads to a decrease of the depletion region width as the electrons from the
n-type region are attracted towards the positive terminal of the voltage source
and holes from the p-type region are attracted to the negative terminal of the
battery. As a result a current will flow across the junction.
On the other hand, if the external electric field is in the same direction as the
built-in electric field then the potential difference in the junction increases.
The majority carriers are then pushed away from the depletion region effect-
ively leading to its increase. In each region, however, a number of thermally
generated minority charge carriers is present (in the n-type region these are
holes and in the p-type region these are electrons). These minority charge car-
riers can easily cross the depletion region (polarity of the reverse bias potential
does not oppose movement of the holes from n-type region and electrons from
p-type region) giving rise to a small current called the saturation current Is.
Silicon sensors are typically operated with a reverse bias voltage. This ensures
a large depletion region leading to a higher number of charge-carrier pairs being
produced and therefore a higher signal. It also provides a high electric field
across the depletion region which is important as it ensures that the electron-
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hole pairs created along the path of incident particles are separated before they
can recombine.
4.1.4 Effective doping concentration and full depletion
voltage
If an external reverse-bias voltage is applied to the p-n junction, the total











where V = Vbi + Vext. If one side of the junction is heavily doped and one
side is lightly doped, taking into account the relation from Equation 4.9, the
depletion region extends mostly in the lightly depleted region. In the SCT
sensors the p-type strips are heavily doped (which is denoted by p+) leading
to essentially the whole depletion region extending in the n-type bulk. The






It is impossible to produce either n-type silicon with only donor atoms or p-
type silicon with only acceptor atoms. Impurities are always present, although
for n-type silicon ND >> NA and for p-type NA >> ND. In this case, the
width of the depletion region presented in Equation 4.14 can be expressed in
terms of an effective doping concentration, defined for n-type bulk as:
Neff = ND −NA. (4.15)







If the depletion region extends across the whole bulk material (W = d, where
d is the maximum thickness of the junction) then the sensor is fully depleted
and the corresponding full depletion voltage can be expressed as:
VFD =
qd2
2ε |Neff | . (4.17)
The initial values of the full depletion voltage are 64.8±9.5 V and 84.5±19.7 V
for the SCT sensors manufactured by Hamamatsu and CiS, respectively [52].
4.1.5 Leakage current
As already discussed, if the p-n junction is reverse biased there is a small cur-
rent flowing through the depletion region caused by the migration of minority
charge carriers. This saturation current is a leakage current. The transfer of
minority carriers is, however, not the only mechanism that contributes to the
overall leakage current in the silicon detector and in fact, this contribution is
very small. High electric fields close to the edge of the depletion region or
surface impurities (related to, for example, humidity or fabrication processes)
lead to a surface current. This contribution is not easy to quantify, however,
it is not expected to be significant. The major contribution to the overall
leakage current is related to thermal generation of charge carrier pairs in the
depletion region giving rise to a generation current Ig. The generation current
is a result of the presence of deep impurity levels in the band gap (generation
centres) which increase the probability of thermal excitations of electrons in
the valence band. The generation current at a constant temperature depends
on the depletion region width and therefore on the applied voltage:
Ig ∝ W ∝
√
V (4.18)
up to the point where the sensor is fully depleted and Ig reaches a plateau. It






which is inversely proportional to the density of generation centres, making the
generation current proportional to the generation centre density. The value of
Ig strongly depends on the temperature, hence it is important to cool the
device to limit the increase of leakage current. The cooling system for the
SCT detector (and Pixel detector) is discussed in Subsection 3.4.2.
4.2 Radiation damage
The pp collisions at the centre of the ATLAS detector produce thousands of
energetic particles in each bunch crossing that interact further with the beam
pipe, services and detectors to produce even more secondary particles. The
location of the silicon detectors close to the IP means they have to operate in
severe conditions. Understanding and correct modelling of radiation-inducted
effects is essential to ensure good performance of the detector during data
taking.
Radiation-induced effects can be classified as surface and bulk damage. The
surface damage is expected to be less important for the operation of the SCT
detector and therefore is not covered here. More information about surface
defects in silicon detectors can be found in Ref. [53].
Bulk damage is related to changes in the silicon lattice due to the interactions
of the incident particles with silicon atom nuclei, referred to as Non-Ionising
Energy Loss (NIEL). A displacement of the silicon atom from a lattice is
possible only if a sufficient energy is transmitted. Typically, an energy of at
least 25 eV is required and such a dislocated atom is called a Primary Knock-on
Atom (PKA). An empty site in a lattice is called a vacancy, whereas an atom
out of a lattice site is called an interstitial and these two form a Frenkel pair.
An interstitial and a vacancy can recombine leading to no observed damage.
It is also possible that the PKA leads to the displacement of other atoms in
a small area of the silicon lattice if its energy is sufficient. Such regions with
many displaced atoms are referred to as clusters.
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Typically, the radiation damage caused by charged and neutral particles of
different energy is expressed in terms of 1 MeV neutron equivalent fluence Φ,
given in the units of cm−2 for easier comparison. A conversion of delivered
pp luminosity to Φ requires a conversion factor which can be obtained by
propagating inelastic pp interactions generated with Pythia8 [54] with the
MSTW2008LO parton distribution function (PDF) set [55] and the A3 set of
tune parameters [56] through the ATLAS detector material using the particle
transport code FLUKA [57, 58]. A simulation of the fluence in one quadrant of
the ATLAS ID corresponding to 1 fb−1 of pp collisions at 13 TeV is presented
in Figure 4.6.
Figure 4.6: 1 MeV n-eq fluence normalised to 1fb−1 in one quadrant of the ATLAS




The bulk damage has three main implications: increase of the leakage current;
changes in the effective doping concentration; and charge trapping, which are
described in more detail below.
4.2.1 Increase of the leakage current
Generation centres that are produced in the band gap due to irradiation of
silicon lead to an increase of the leakage current as they increase the probability
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of thermal excitation of valence electrons to the conduction band. The increase




with the factor α being the current-related radiation damage rate. After the
irradiation is finished, the radiation-induced current decreases, which is known
as a leakage current annealing. The annealing behaviour is parameterised
differently in the two models discussed in this chapter, hence it is described
separately in Section 4.3.
4.2.2 Changes in the effective doping concentration
Exposure to high fluences significantly affects the effective doping concentra-
tion and therefore the full depletion voltage. At first following the irradiation
of n-type silicon sensors the effective doping concentration decreases. This is
due to the removal of donors leading to a decrease of ND, and the creation
of acceptor defects, leading to an increase of the NA term in Equation 4.15.
This process continues and at a point where the concentration of donors and
acceptors is the same, Neff = 0. The sensor acts then as if it is intrinsic. The
number of p-type defects as well as a donor removal, however, still progresses
which means that NA term starts to dominate and the bulk material becomes
effectively p-type. The depletion from now onwards grows from the backplane
side. The point corresponding to ND = NA is referred to as the type inversion
point.
The evolution of the effective doping concentration described above is related
to three mechanisms that take place during irradiation. The change in Neff
can be expressed as:
∆Neff (Φ, t(T )) = Na (Φ, t(T )) +Nc (Φ) +Ny (Φ, t(T )) . (4.21)
The Na (Φ, t(T )) term represents the short-term annealing which leads to a
decrease of effective doping concentration in type-inverted silicon. As it de-
creases the full depletion voltage, this type of annealing is also referred to as
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beneficial annealing. The stable damage denoted by Nc (Φ) depends only on
the fluence and therefore is constant with time. The Ny (Φ, t(T )) term de-
scribes anti-annealing or reverse annealing which leads to an increase of the
effective doping concentration in a type-inverted material.
4.2.3 Charge trapping
The radiation-induced defects present in the silicon lattice not only change the
effective doping concentration and increase the leakage current, but also act
as traps for charges drifting to electrodes, decreasing the overall signal height.
This can be mitigated by providing a higher reverse bias voltage to the sensors
(overdepleting the sensors), assuming that there is enough margin for the HV
changes. The electric field across the depletion zone is then high enough to
sweep drifting charges towards electrodes before they are trapped.
4.3 Radiation damage models of leakage
current
Radiation damage in silicon sensors is still not well understood. It is, however,
necessary to determine how best to operate the detector. Two phenomenolo-
gical models can be used to track and predict evolution of the leakage current,
the Sheffield model [60] and the Hamburg model [61]. Both models are used
to study the leakage current in the SCT sensors and their more detailed de-
scription is provided below.
4.3.1 The Sheffield Model
The annealing of the leakage current after a short-term irradiation can be









where the sum of all amplitudes Ak equals 1 and τk are time constants cor-
responding to different defects. This formula, however, does not consider the
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fact that the annealing starts already during irradiation. To account for this




















where tir is the irradiation time and t′ is the annealing time. To introduce the
temperature dependence of the leakage current, the time axis is scaled using
the Arrhenius formula:










where EI = (1.09± 0.14) eV [62] is the activation energy, kB is the Boltzmann
constant and Tref is the reference temperature of 293.15 K. Including the Arrhe-


























with α = (7.00 ± 0.20) · 10−18 A/cm, which is the recalculated value of the
current-related damage constant given in Ref. [60] at -7◦C due to the increase
of the temperature-dependent band gap to Eg = 1.21 eV [63]. The sum is over
contributions to the overall leakage current from different irradiation periods.
The values of time constants and amplitudes used to model the annealing
behaviour of the leakage current are presented in Table 4.1.
4.3.2 The Hamburg Model
In the Hamburg model, the short-term annealing is also parameterised by
an exponential function. To additionally include the effects of long-term an-
nealing, found to follow a logarithmic function, the current-related damage
constant from Equation 4.20 is expressed as:









k τk [min] Ak
1 (1.2± 0.2) · 106 0.42± 0.11
2 (4.1± 0.6) · 104 0.10± 0.01
3 (3.7± 0.3) · 103 0.23± 0.02
4 124± 25 0.21± 0.02
5 8± 5 0.04± 0.03
Table 4.1: Values of the time constants τk and amplitudes Ak used in the annealing
term of the prediction for the leakage current in the Sheffield Model [62].
where t0 = 1 min. The αI parameter describing the short-term annealing is
found to be (1.23± 0.06)·10−17 A/cm. Parameter τI is temperature-dependent









where k0I = 1.2+5.3−1.0 · 1013 s−1 and EI = (1.11 ± 0.05) eV. The parameters
describing the long-term annealing α∗0 and β equal 7.07 · 10−17 A/cm and
3.29·10−18 A/cm, respectively. The temperature dependence in the logarithmic
term is added by scaling the time axis using:












with Tref = 294.15 K and E∗I = (1.30± 0.14) eV.
4.4 SCT leakage current
The leakage current data used for comparisons with model predictions are
















Here, Inorm is the normalised leakage current, Imeas is the HV current measured
at temperature Tmeas, and Tnorm is the normalisation temperature, which in
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this case is 0◦C (273.15 K). Parameter Eg is the effective generation energy of
(1.214± 0.014) eV [63]. The normalised current is then divided by the volume
of the sensitive part of the module. The inputs to leakage current models
are: the times of irradiation (or times in between irradiations), temperature
measurements and fluences.
Leakage current simulations are presented for three modules located in different
layers of the SCT detector:
• barrel 3 with ηindex = 1 and φindex = 21,
• barrel 6 with ηindex = 1 and φindex = 21,
• disk 9 in endcap A with ηindex = 0 and φindex = 1.
This particular choice of modules is motivated by the η-dependence of the
fluence (barrel 3 is the most irradiated barrel layer and disk 9 is in the highest
fluence region, as can be seen in Figure 4.6) and temperature (barrel 6 has to
be operated at higher temperature, as mentioned in Subsection 3.4.2).
For each of the modules, fluence factors are different and therefore fluence is
calculated separately. Graphs presenting the integrated luminosity delivered
by the LHC and the integrated 1 MeV n-eq fluences calculated using fluence
factors obtained from FLUKA simulations are presented in Figures 4.7, 4.8 and
4.9 for barrel 3, barrel 6 and disk 9 modules, respectively. As expected, fluence
is highest in the disk 9 module and lowest in the barrel 6 module. Distributions
of parameters affecting leakage current simulations are also presented for each
considered module and they are shown in Figure 4.10 for the barrel 3 module,
Figure 4.11 for the barrel 6 module and Figure 4.12 for the disk 9 module.
The low voltage (LV) flag with value of 1 indicates that the module is powered
and the temperature used in the simulation is taken from measurement from
the sensor hybrid (TS). If the flag is 0, the modules are not powered and their
temperature is close to the temperature measured at the end of cooling stave,
denoted by TC . The presented HV current values before normalisation to 0◦C
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correspond to HV set to 150 V. The reverse bias voltage applied to the sensors
is also shown for completeness.
Presented in Figures 4.13, 4.14 and 4.15 are the Hamburg and Sheffield model
leakage current predictions overlaid with the leakage current data for modules
in barrel 3, barrel 6 and disk 9, respectively. The shaded areas represent
the 1σ systematic uncertainty of the predictions, which includes the effects
of model parameter variations, a 2◦C temperature measurement uncertainty
and a 3.7% uncertainty on the fluence factors. It can be appreciated that
both models agree well with the data although Hamburg model shows slightly
better agreement for barrel 6 and disk 9 modules, but the data points for
barrel 3 module are always higher than the prediction. The Sheffield model
slightly overestimates the leakage current in the disk 9 module. In general, the
ratios between data and prediction of both models lie within a 1σ range. As
expected, the smallest leakage current corresponds to the least irradiated barrel
6 module. The distributions show also a few important features. As expected,
at the times when there is no beam, the leakage current annealing behaviour
is visible. At the end of each year, when there is a technical stop and the
detector is kept at room temperature, the leakage current drops significantly.
At the time corresponding to the end of LS1, it becomes almost flat and the
exposure to high fluences in Run 2 leads to more rapid changes.
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ηIntegrated n-eq fluence at Barrel 3 
Figure 4.7: Integrated luminosity (red points) and integrated 1 MeV n-eq fluence
(black points) corresponding to the module in barrel 3 with ηindex = 1 and φindex =
21 between the beginning of 2010 and the end of 2018. The fluence conversion factors
corresponding to different collision energies are obtained from FLUKA simulations.
The grey shaded areas represent the LS1 and LS2 (LS2 is almost invisible as the
shutdown started close to the end of 2018).






































ηIntegrated n-eq fluence at Barrel 6 
Figure 4.8: Integrated luminosity (red points) and integrated 1 MeV n-eq fluence
(black points) corresponding to the module in barrel 6 with ηindex = 1 and φindex =
21 between the beginning of 2010 and the end of 2018. The fluence conversion factors
corresponding to different collision energies are obtained from FLUKA simulations.
The grey shaded areas represent the LS1 and LS2 (LS2 is almost invisible as the
shutdown started close to the end of 2018).
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ηIntegrated n-eq fluence at Endcap A Disk 9 
Figure 4.9: Integrated luminosity (red points) and integrated 1 MeV n-eq fluence
(black points) corresponding to the module in disk 9 in endcap A with ηindex = 0
and φindex = 1 between the beginning of 2010 and the end of 2018. The fluence
conversion factors corresponding to different collision energies are obtained from
FLUKA simulations. The grey shaded areas represent the LS1 and LS2 (LS2 is
almost invisible as the shutdown started close to the end of 2018).
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Figure 4.10: Parameters affecting the leakage current simulation corresponding to
the module in barrel 3 with ηindex = 1 and φindex = 21: LV flag (LVON), temperature
reading from the module hybrid TS , temperature set in the cooling system TC , and
HV applied to the module. The measured HV current in the lower panel after scaling
to 0◦C is used for comparison with model predictions.
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Figure 4.11: Parameters affecting the leakage current simulation corresponding to
the module in barrel 6 with ηindex = 1 and φindex = 21: LV flag (LVON), temperature
reading from the module hybrid TS , temperature set in the cooling system TC , and
HV applied to the module. The measured HV current in the lower panel after scaling
to 0◦C is used for comparison with model predictions.
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Figure 4.12: Parameters affecting the leakage current simulation corresponding to
the module in disk 9 in endcap A with ηindex = 0 and φindex = 1: LV flag (LVON),
temperature reading from the module hybrid TS , temperature set in the cooling
system TC , and HV applied to the module. The measured HV current in the lower


















































































Figure 4.13: The upper panels present the leakage current in a depleted volume in
the SCT barrel 3 module with ηindex = 1 and φindex = 21 between the beginning of
2010 and the end of 2018. The data points represent the measured HV current norm-
alised to 0◦C and the solid grey line represents the prediction obtained with model
indicated in the sub-figure caption. The lower panels present the data-to-model
prediction ratio. The grey shaded areas in both panels represent the systematic
error band including the effects of model parameter variations, a 2◦C temperature


















































































Figure 4.14: The upper panels present the leakage current in a depleted volume in
the SCT barrel 6 module with ηindex = 1 and φindex = 21 between the beginning of
2010 and the end of 2018. The data points represent the measured HV current norm-
alised to 0◦C and the solid grey line represents the prediction obtained with model
indicated in the sub-figure caption. The lower panels present the data-to-model
prediction ratio. The grey shaded areas in both panels represent the systematic
error band including the effects of model parameter variations, a 2◦C temperature


















































































Figure 4.15: The upper panels present the leakage current in a depleted volume
in the SCT endcap A disk 9 module with ηindex = 0 and φindex = 1 between the
beginning of 2010 and the end of 2018. The data points represent the measured
HV current normalised to 0◦C and the solid grey line represents the prediction
obtained with model indicated in the sub-figure caption. The lower panels present
the data-to-model prediction ratio. The grey shaded areas in both panels represent
the systematic error band including the effects of model parameter variations, a 2◦C
temperature measurement uncertainty and a 3.7% uncertainty on the fluence factors.
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4.5 SCT hit efficiency
Special scans, where the reverse bias voltage applied to the SCT sensors is
varied, are performed at different times during ATLAS data-taking period.
Thanks to these HV scans, the effects of radiation damage on the full depletion
voltage can be monitored by looking at the dependence of quantities like cluster
width, noise or hit efficiency on the applied HV. As changing the HV affects the
detector performance, the HV scans are performed occasionally and typically
over layers with the highest expected irradiation like barrel 3 or disk 6 in both
endcaps. The estimation of the full depletion voltage based on the hit efficiency
is presented in this section.




where Nclusters and Nholes are the number of clusters and holes associated with
a track, respectively. A hole is created when no hit is observed although it
is expected. The tracks used in the hit efficiency calculation must be well
reconstructed therefore they must pass certain criteria. As pile-up can lead to
reconstruction of fake tracks, only events with number of tracks Ntracks < 500
are considered. Each track is required to have reconstructed pT > 1 GeV,
transverse impact parameter |d0| < 10 mm, incident angle (the angle between
the track and the normal to the module surface) |φinc| < 40◦ and a reasonable
quality of the track fit by imposing a requirement of χ2/Ndof < 3. The number
of SCT hits excluding the sensor under consideration (SUC) is required to be
at least 6 and the number of hits in silicon sensors (in both Pixel and SCT
detectors) excluding the SUC is required to be at least 7. The number of
holes in the silicon sensors excluding the SUC is required to be at most 1.
Additionally, no holes in all pixel layers are allowed and at least one hit in
the two innermost pixel layers is required. Clusters not already assigned to a
track but within 0.2 mm distance around it are included in the Nclusters and
excluded from the Nholes term to avoid bias. The track selection criteria are
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summarised in Table 4.2.
Quantity Requirement
Ntracks < 500
pT > 1 GeV
|d0| < 10 mm
|φinc| < 40◦
χ2/Ndof 3
NSCThits (excluding SUC) ≥ 6
NSihits (excluding SUC) ≥ 7
NSiholes (excluding SUC) ≤ 1
NPixelholes 0
NPixelhits in 2 innermost layers ≥ 1
Dcut 0.2 mm
Table 4.2: Track selection criteria for hit efficiency calculation.
All graphs presented in this section show results using data for the first bunch
crossing to avoid bias coming from preceding bunches and the values on both
side-0 and side-1 of a given layer are averaged unless otherwise stated. The
HV in the graphs represents the reverse bias voltage set on a power supply
and is higher than the actual HV on the sensor due to voltage drop over the
resistance on the hybrids.
Figure 4.16 presents an η-dependence of the hit efficiency shown for different
HV points for barrel 3 using data from the HV scan performed in September
2018 (two months before the end of pp collisions in Run 2). The clear η-
dependence is a result of the lower incident angle of a traversing particle in
the central region (lower ηindex) leading to less charge carriers produced in
the sensitive area and therefore lower hit efficiency. This is most pronounced
when lower HV is applied. No significant difference is observed between the
efficiency for positive and negative ηindex, thus the remaining plots for the
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barrel 3 show the averaged efficiency curves for the corresponding negative
and positive ηindex. Modules with crystal orientation < 100 > (15 in barrel 3,
0 in disk 6 of both endcaps) are excluded from the efficiency calculation as
they may show a slightly different behaviour.


















HV = 40V HV = 60V
HV = 80V HV = 100V
HV = 120V HV = 140V
Figure 4.16: Hit efficiency for barrel 3 modules with different ηindex measured using
data collected in the HV scan performed during pp collisions at
√
s = 13 TeV in
September 2018. Different coloured points correspond to different values of the
HV set on a power supply. Only statistical uncertainties are included in the error
bars. Modules with crystal orientation < 100 > are excluded from the efficiency
calculation.
Due to the η-dependence observed in Figure 4.16, the efficiency curves are
presented separately for modules with different η-indices. Figure 4.17 presents
the efficiency curves for barrel 3 when the hit efficiency is calculated separately
taking into account only the first bunch crossing and all bunches. The effect of
preceding bunches is visible and leads to a small drop in the observed efficiency
even with nominal HV. Figure 4.18 presents the efficiency curves separately
for side-0 and side-1. It can be observed that there is no difference between the
two, hence it is correct to take the average of both sides. The VFD estimated
from the point where efficiency starts to drop is around 110-120 V.
Similar efficiency curves from the same HV scan but for disk 6 in both endcaps
are presented in Figure 4.19. As expected, the efficiency is lower for middle
(ηindex = 1) and inner (ηindex = 2) rings due to the higher fluences observed
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(a) First bunch crossing





































Figure 4.17: Hit efficiency as a function of HV for barrel 3 modules with differ-
ent absolute values of η-indices represented by different colours and points. The
efficiencies are measured using data collected in the HV scan performed during pp
collisions at
√
s = 13 TeV in September 2018. The values are obtained for config-
urations denoted in the sub-figure captions and are averaged over both sides of the
layer. Only statistical uncertainties are included in the error bars. Modules with
crystal orientation < 100 > are excluded from the efficiency calculation.
for the η region covered by these rings. When comparing results between the
endcaps it is visible that the efficiency is lower in endcap C. The efficiency
drop is observed at around 100 V.
By comparing the results of HV scans performed at different times during
Run 2 over the same SCT layers, one can observe a shift of the efficiency
curves towards higher values of HV and therefore the evolution of the full
depletion voltage with increasing radiation damage. Figure 4.20 presents a
comparison of efficiency curves for barrel 3 with distinction to different ηindex
for HV scans performed in April and September 2018. A shift of the efficiency
curves is clearly visible, which indicates a change of the depletion voltage by
around 30 V over 5 months of operation.
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Figure 4.18: Hit efficiency as a function of HV for barrel 3 modules with different
absolute values of η-indices represented by different colours and points. The efficien-
cies are measured using data collected in the HV scan performed during pp collisions
at
√
s = 13 TeV in September 2018. The values are obtained separately for the two
sides denoted in the sub-figure captions. Only statistical uncertainties are included
in the error bars. Modules with crystal orientation < 100 > are excluded from the
efficiency calculation.
















HV scan on 23/09/2018



























HV scan on 23/09/2018











Figure 4.19: Hit efficiency as a function of HV for disk 6 in both endcaps denoted
in the sub-figure captions. Modules with different absolute values of η-indices are
represented by different colours and points. The efficiencies are measured using data
collected in the HV scan performed during pp collisions at
√
s = 13 TeV in Septem-
ber 2018. The values are averaged over both sides of the layer. Only statistical
uncertainties are included in the error bars.
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Figure 4.20: Hit efficiency as a function of HV for barrel 3 modules with η-indices
indicated in the sub-figure captions. Orange triangles represent the HV scan data
collected on 18/04/2018, corresponding to an irradiation of 2.7 × 1013 1-MeV n-eq
/cm2. Blue circles represent the HV scan data collected on 23/09/2018, corres-
ponding to an irradiation of 4.0 × 1013 1-MeV n-eq /cm2. The values are averaged
over both sides of the layer. Only statistical uncertainties are included in the error




Monitoring and correct modelling of the radiation-induced changes in the sil-
icon sensors is crucial to maintain good performance of the detector.
The leakage current simulations presented in this chapter show a very good
agreement with the data for both models used. This gives confidence that both
models can be used to predict the leakage current evolution until the end of
Run 3 assuming certain conditions like operation temperatures and fluences.
Also presented is the estimation of full depletion voltage from hit efficiency
curves. The obtained value of 120 V for barrel 3 corresponding to September
2018 is far greater than the predicted VFD from the Hamburg model shown in
Figure 4.21. Other methods of VFD estimation show similar values, which is still
to be understood. It is interesting to note that, as presented in Figure 4.21,
all barrel layers are now type-inverted. The VFD will keep increasing with
occasional drops corresponding to technical stops when the detector is kept
at room temperature. The increasing depletion voltage has to be taken into
account and the bias voltage applied to modules will have to be raised to fully
deplete the sensors to recover their efficiency.
Figure 4.21: Hamburg model prediction for the full depletion voltage until the end
of 2023 (previously anticipated end of Run 3 data-taking period) [64].
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Chapter 5
Modelling of physics processes
Monte Carlo (MC) simulation of a process of interest and its backgrounds
constitutes a vital part of any physics analysis. In the searches presented in
this thesis, MC simulation is used to define selection and categorisation, and
to find models describing signal and constraining backgrounds. Generation of
pp collision events at the LHC is performed in a series of steps:
1. Hard-scatter process.
2. Initial state radiation (ISR) and final state radiation parton shower.
3. Hadronisation.
4. Underlying event generation.
5. Decays of unstable particles.
Each of these steps is presented graphically for the example of Higgs boson
production associated with a tt pair in Figure 5.1. A more detailed descrip-
tion of the listed generation steps as well as a description of the modelling of
additional proton-proton interactions and simulation of the detector response
to different particles is provided in the following sections.
5.1 Hard-scatter process
The cross-section of a hard-scatter process a + b → n in pp collisions can be








fh1a (xa, µF )fh2b (xb, µF )dσa+b→n(µF , µR). (5.1)
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Figure 5.1: A graphical representation of Higgs boson production associated with
a tt pair as produced by an event generator [65]. The big red blob in the middle
represents the hard-scatter process. The three smaller red blobs represent the two
top quarks with a Higgs boson in between. The purple blob represents an additional
interaction (underlying event). The light and dark green elements show the hadron-
isation and decays of the formed hadrons, respectively. The yellow lines represent
photon radiation, which can take place at any stage of the event generation.
The cross-section therefore depends on two main components. The function
f ji is a parton distribution function and describes the probability of finding
a parton of type i within a hadron j, carrying a momentum fraction xi of
the hadron. The momentum fraction is the so-called Bjorken x. The PDFs
are independent of the hard-scatter process, but have to be determined from
experimental data. The currently available PDFs are obtained from fits to the
deep inelastic scattering data from HERA, fixed target experiments, Tevatron
and LHC data. The PDF evolution with the factorisation scale µF is described
by the DGLAP equations [67–69]. There are various sets of PDFs, which
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differ in the choice of input data and treatment of: underlying perturbative
QCD calculations; heavy quarks; correlations with parameters such as strong
coupling constant αS; and experimental and theoretical uncertainties.
The quantity dσa+b→n is dependent on the hard process of interest. It is the
parton-level cross-section on the process of creating n from the initial-state
partons a and b which can be calculated using perturbative QCD (short dis-
tance/high energy interaction). It depends on both µF and the renormalisation
scale µR to avoid divergences in the calculations. The parton-level cross-section
can be written as the product of the parton flux 1/ (2ŝ) and the corresponding
squared matrix element (ME) M2 averaged over initial-state spin and colour
degrees of freedom:
dσa+b→n = 12ŝ |Ma+b→n|
2 (Φn;µF , µR)
= 12xaxbs |Ma+b→n|
2 (Φn;µF , µR) ,
(5.2)
The ME is a sum over all possible Feynman diagrams to the order of the
calculations and depends on the momenta given by the final-state phase space
Φn and factorisation and renormalisation scales, s denotes the hadronic centre-
of-mass energy squared.
The dominant contribution to the overall cross-section comes from a LO Feyn-
man diagram, which has the lowest possible number of interaction vertices.
The higher-order corrections to this value are related to additional quark or
gluon emissions, or loops and they are added to the cross-section in the form of
a perturbation expansion in terms of powers of the strong interaction coupling
αS.
5.2 Parton shower
Partons involved in the hard-scatter interaction can radiate gluons which carry
colour charge and therefore themselves can lead to further radiation. The
step of the event generation which determines the behaviour of the incoming
and outgoing partons is called parton showering. A FSR parton shower is a
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sequential process which describes the evolution of the hard-scatter process
downwards to lower momentum scale until the perturbation theory breaks
down (at the order of 1 GeV). Simulation of the ISR is similar to FSR, except
that in the case of ISR there are kinematic constraints determined by the hard-
scatter process. The parton showering describes radiation at the collinear limit
(the opening angle between the direction of a quark and a gluon radiated from
the quark goes to zero or π) and the soft limit (the fraction of momentum
carried by a radiated gluon goes to zero). It describes well the structure of a
jet. However, it cannot simulate the production of high-pT and well-separated
jets for which fixed-order MEs perform better. As MEs do not describe the
structure of a jet thus merging of MEs and parton showering is required.
The QED parton shower is modelled similarly to the QCD one. It is mostly
relevant for photon radiation from light charged leptons.
5.3 Hadronisation
As mentioned in Section 2.1, partons cannot be observed freely due to their
confinement within colour-neutral hadrons and therefore are not observed in
final state. Instead, quarks and gluons which remain after the parton shower
hadronise. As perturbative theory breaks down at the end of the parton shower
it cannot be applied there. The confinement of quarks and gluons within
hadrons is simulated with hadronisation models, which form the next step of
event generation. There are two main phenomenological models used in MC
generators to simulate hadronisation, the string model [70] and the cluster
model [71], which were developed in the last few decades. The created hadrons
may decay into further hadrons, giving rise to the hadronic jets observed in
the detector.
5.4 Underlying event generation
Due to the large overlap between the colliding hadrons, the partons not in-
volved in the hard-scatter process can interact with each other giving rise to
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an underlying event. As a result, many soft hadrons can be produced. The
underlying event is described using phenomenological models.
5.5 Decays of unstable particles
The final states of proton-proton collisions typically consists of neutral and
charged pions and kaons, leptons and photons, which are the result of decays
of unstable hadrons. Tables with life times and branching ratios for different
decay channels are used to model these secondary decays using measurements
from previous experiments. These are often taken from lower energy e+e−
collider experiments.
5.6 Simulation of pile-up events
As discussed in Section 3.1, the high instantaneous luminosity of the LHC leads
to multiple pp collisions in one bunch crossing. A special sample of minimum
bias events is needed to simulate the effect of these additional proton-proton
interactions. The minimum bias events are typical results of pp collisions
dominated by low-pT hadrons. The number of these additional interactions is
matched to the observed average pile-up in the data.
5.7 Detector response simulation
To mimic the detector response to different particles, generated events are
interfaced to a special software where a detailed detector geometry is defined.
Simulation of the passage of these particles through the active and passive
detector material is most commonly achieved using the Geant4 [72] toolkit.
After the detector simulation, the energy deposits are digitised to provide the
simulation outputs in a format similar to that obtained from the real detector
and then the events are reconstructed using the same algorithms as the ones
used for data. It is also possible to skip the step of full detector simulation, as
this is the most time consuming part of the event generation and instead use
a set of derived parameterisations to obtain a fast simulation of the detector




6.1 Electrons and photons
Electron reconstruction starts by first looking for energy deposits in the elec-
tromagnetic calorimeter and then matching them to a track reconstructed in
the Inner Detector. A photon, as particle not carrying an electromagnetic
charge, is characterised by energy deposits in the EM calorimeter not match-
ing any of the tracks in the ID. However, a photon often converts into an
electron-positron pair inside the detector volume, leading to two tracks from
charged particles originating from the same vertex consistent with an electron-
positron signature. These tracks allow the reconstruction of such photon. An
electron may lose significant fraction of its energy via photon radiation as a
result of the interaction with the detector (Bremsstrahlung). These photons
are highly collimated with the electron track leading to more energy deposits
in the adjacent cells of the EM calorimeter. The photons can convert then
into electron-positron pair leading to additional tracks associated with the ini-
tial electron. An example electron trajectory through the ATLAS detector
components is presented in Figure 6.1.
Electrons and photons are reconstructed in the ATLAS detector in the |η| <
2.47 range typically excluding the crack region corresponding to 1.37 < |η| <
1.52, where the services and cooling for ID are placed. The reconstruction
starts with selecting so-called topo-clusters, clusters with energy deposits in
topologically connected cells in EM calorimeters. The interesting cells are




















Figure 6.1: A view of the electron passing through layers of the Pixel and SCT
detectors, TRT straws and EM calorimeter module. The electron path is marked
in solid red line. The dashed red line represents path of a photon radiated by the
electron as a result of interaction with the detector matter [73].
topo-clusters is provided in Section 6.4. Next, the trajectories found in the ID
that loosely match the energy deposits in the calorimeter are refitted in order
to take into account the possible energy loss due to Bremsstrahlung. In the
case of converted photons, the conversion vertices are built. The vertices or the
refitted tracks are then matched to the clusters. Then, the previously found
topo-clusters are tested as seed candidates, which form the basis of the super-
clusters. This is done by scanning the clusters one-by-one and testing them
in decreasing-ET order. A topo-cluster can become a seed if the reconstructed
ET is above 1 GeV (1.5 GeV) for electrons (photons) and matches a track with
at least 4 hits in either the Pixel or SCT detector (it does not have to match
any of the tracks in the silicon detectors or any conversion vertex). If a seed
cluster is found, then the algorithm searches for satellite clusters, clusters in
vicinity of the seed cluster with energy deposits due to photon radiation or
topo-cluster splitting. A connected set of seed cluster and its satellite clusters
is called a supercluster. The energy and position corrections are then applied
to each supercluster and they are again matched to tracks or to conversion
vertices. An ambiguity-resolving algorithm needs to be applied in order to de-
cide whether a given supercluster comes from a photon or electron. Energy of
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the object needs to be recalibrated in order to account for the track refit. The
whole procedure is presented diagrammatically in Figure 6.2 and described
extensively in Ref. [74]. After all the steps are finished, the built object can
be used in the physics analysis.
Figure 6.2: The electron and photon reconstruction algorithm [74].
Electron identification working points (WPs) are defined in order to select
prompt electrons and reject electrons coming from photon conversions, non-
prompt electrons coming from the decays of hadrons with heavy flavour or
hadronic jets leaving energy deposits in the EM calorimeter. The identification
uses a likelihood (LH) method with the discriminant based on a likelihood for






where PS,i and PB,i are the values of the probability density functions for the
signal and background, respectively, for a given quantity xi. The quantities
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xi describe the information from the Inner Detector, EM calorimeter and the
combined information from the two. The signal here refers to prompt elec-
trons. The background is composed of jets with a signature similar to that
of prompt electrons, electrons from photon conversions and decays of heavy-
flavour hadrons. For each reconstructed electron, a value of the likelihood
discriminant dL is calculated as the natural logarithm of the ratio of LS to LB.
The identification working points are defined based on this discriminant and
some additional quantities related to the reconstructed energy and trajectory.
In order of decreasing efficiency and increasing background rejection factor,
these WPs are: Loose, Medium and Tight. Figure 6.3 presents the efficiency
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Figure 6.3: The upper panel shows the electron identification efficiency as a function
of electron ET as derived using data collected in 2015-2017 with the ATLAS detector
with the Z → ee selection imposed. Different colours and data points correspond to
different identification WPs: Loose (blue circles), Medium (red squares) and Tight
(black triangles). The lower panel presents the data-to-simulation ratios for the
different WPs [74].
Two WPs are provided for photon identification in the offline analysis: Loose
and Tight. The WPs are defined with a cut-based method using variables
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describing the electromagnetic shower shape. The Loose WP is characterised
by high efficiency, however it provides poor fake photon rejection. The Tight
WP is in general recommended for physics analysis due to its relatively high
efficiency and very good fake photon rejection.
Electron isolation cuts can be imposed on already identified electron in order
to further improve their purity. By requiring the object to be isolated, one
selects objects with no activity in the vicinity of their trajectory or cluster
direction. The track isolation is provided using the pconeXXT variable (where
∆R = XX/100) which is the sum of the pT of the tracks within a certain
cone around the electron or converted photon but excluding the track of the
object itself. In the case of electrons coming from heavy particles with high-
pT, the other decay products are highly collimated with them leading to the
requirement of a variable cone size in order to optimise the application of the
isolation criteria. This is provided using pvarconeXXT variable, for which the ∆R
of the cone gets smaller for higher transverse momentum of the electron and








where typically ∆Rmax = 0.2. The calorimeter isolation variable EconeXXT is
the sum of transverse energy of the clusters around the electron or photon
cluster excluding the cluster energy and any possible energy leakage from the
central cluster or pile-up contribution. The cone considered for the calorimeter
isolation is typically 0.2 for electrons and 0.2 or 0.4 for photons. There are
four isolation working points for electrons which can be imposed on calorimeter
energy deposits or tracks reconstructed in the ID: Gradient, HighPtCaloOnly,
Loose and Tight. The Gradient WP has a fixed efficiency (90% for pT =
25 GeV, 99% for pT = 60 GeV, uniform in η) and the other three have fixed
cuts on EconeXXT and pvarconeXXT isolation variables. The three isolation working
points for photons: Loose, Tight and TightCaloOnly are also defined using the
isolation variables.
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Electron calibration uses a multivariate method to reconstruct the electron
energy from the energies of the associated clusters. The energy scale and res-
olution are controlled by the position and width of the Z → ee peak. Figure 6.4
presents the dielectron mass distribution of the Z → ee candidates for data
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Figure 6.4: The upper panel presents the dielectron invariant mass distribution for
the calibrated data (black points) and for the MC simulation (red histogram) of the
Z → ee process after the resolution correction. The lower panel presents the data to
MC simulation ratio. The green shaded area represents the scale factor uncertainty
band [74].
6.2 Muons
Muons are reconstructed using information from different subdetectors. As
charged particles they leave a set of hits along their trajectory in the Inner
Detector. As highly penetrating particles they leave hits in the Muon Spec-
trometers located in the outermost region of the ATLAS detector. Also, they
deposit a small amount of their energy upstream of the muon spectrometer, in
the calorimeters.
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The reconstruction of the muon trajectory is done separately within the ID
volume and the muon spectrometer. A more detailed discussion of the muon
reconstruction within the MS is provided in Ref. [75].
Depending on the amount of information available from each subdetector, there
are four types of muons used in physics analysis:
• Combined muons (CB) - the final track is obtained by performing a
global refit using hits from independently found tracks in the ID and
MS. To improve the track fit quality, some hits within a certain distance
may be added and some discarded in the final fit. The pattern recog-
nition algorithm first takes the hits from MS volume and reconstructs
a track, which is then extrapolated into the ID volume and matched to
the hits there. The equivalent approach, starting from ID hits, is used
as complementary.
• Segment-Tagged muons (ST) - the track is reconstructed using hits in
the ID and when extrapolated into the MS volume, is consistent with one
segment there. The Segment-Tagged muons are usually characterised by
low pT or they are passing the MS in a region with low acceptance.
• Calorimeter-Tagged muons (CT) - the track is reconstructed using hits
in the ID, which is extrapolated into the calorimeter volume where it is
matched to an energy deposit consistent with that of a minimum-ionising
particle. CT muons are reconstructed in the range of |η| < 0.1, where
the MS has a limited acceptance.
• Standalone muons (SA) - reconstructed using hits in the MS only. SA
muons are reconstructed in the range 2.5 < |η| < 2.7 not covered by the
Inner Detector.
To provide a good selection efficiency for prompt muons as well as good back-
ground suppression, a few muon identification WPs are provided: Loose, Me-
dium, Tight, Low-pT and High-pT. The medium WP is characterised by high
efficiency for muons with pT down to around 5 GeV. It is provided for muons
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in the range 0.1 < |η| < 2.7. The hadron misidentification rate is a few per
mill and the associated systematic uncertainties are small. The Loose working
point is characterised by high efficiency for muons with pT above 3 GeV and
makes use of all types of muons (unlike the Medium WP, it includes also ST
and CT muons). The systematic uncertainties and misidentification rates are
two times higher than for the Medium WP. The Tight WP provides a lower
efficiency (5-10% lower than Medium WP) with lower misidentification rate
but at the price of higher systematic uncertainties. The Low-pT WP is char-
acterised by similar efficiencies and size of systematic uncertainties as in the
case of Medium muons but with a high efficiency for muons with pT > 3 GeV.
The High-pT WP provides the best pT-resolution, thanks to additional criteria
imposed at the track reconstruction stage. The efficiency as a function of the
muon η for the Medium and Loose WPs in the range |η| < 0.1 is presented in
Figure 6.5.
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Figure 6.5: The efficiency as a function of muon η for the Medium identification
WP (circles) and Loose identification WP (squares) in the region |η| < 0.1, where
Medium muons are not reconstructed. The efficiencies are presented for the data
corresponding to 3.2 fb−1 (filled points) and MC simulation (empty points) passing
a Z → µµ selection [75].
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Further background suppression can be provided by requiring muon isolation.
There are a few isolation WPs provided for muons. They are characterised
by a set of requirements on isolation variables defined for calorimeters, tracks
and for the particle flow objects (particle flow algorithm is discussed in Sec-
tion 6.4). The EisolT,raw variable is the sum of all positive topological clusters
in the calorimeters with barycentre within a cone centred around the muon
track. The track isolation is described by the pconeXXT and pvarconeXXT variables
as defined in Section 6.1. Additionally, in the case of the particle flow isolation,
an additional variable is calculated using the calorimeter energy of the neutral
flow objects as input.
Muon momentum is estimated from the track curvature and the magnetic
field. The scale and resolutions are controlled using the J/ψ → µµ and Z →
µµ processes. The effect of the muon momentum corrections is presented in
Figure 6.6.






































Figure 6.6: The upper panel presents the dimuon mass distribution reconstructed
with Z → µµ candidates for data (black points) and corrected (red histogram) and
uncorrected (dashed black histogram) MC simulation of the process [75]. The lower
panel presents the data-to-MC simulation ratio. The blue shaded area represents
the systematic error band.
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6.3 Final State Radiation Photons
Muons can lose a significant fraction of their energy by QED FSR. This is an
important effect in the H → µµ analysis, where the signal extraction improves
with the dimuon mass resolution. Including the FSR photons in the invariant
mass calculation can improve the resolution. The FSR photons are found with
a method similar to that described in Ref. [76]. Two types of photons are
reconstructed:
• collinear (also called “near”) - obtained from two different objects
– 3× 5 clusters1 seeded by topo-clusters with ∆R(µ, γ) < 0.08,
ET < 3.5 GeV, f1 > 0.2 (where f1 is the energy fraction of the
cluster in the first layer of the EM calorimeter)
– standard photons and electrons (reconstructed using algorithms de-
scribed in Section 6.1) satisfying ∆R(µ, γ) < 0.2, ET > 3.5 GeV,
f1 > 0.1
• far - standard photons satisfying the following criteria: ∆R(µ, γ) >
0.2, ET > 10 GeV, Tight identification WP and FixedCutLoose isola-
tion WP.
The basic selection as detailed above was optimised for the H → 4` analysis.
To increase the efficiency and purity of FSR recovery for the H → µµ analysis,
it was optimised further and the details of this optimisation are presented in
Section 8.3. The most important result is a ∆R(γ, µ)-dependent increase of
the ET threshold on near FSR photon candidates.
6.4 Jets
Instead of observing quarks and gluons in the final states, the experimentally
observed objects are collimated sprays of hadrons called jets. In the searches for
the H → ee or H → µµ decays, jets are particularly important to distinguish
1This refers to an area in ∆η ×∆φ space in the units of 0.025× 0.025.
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between different Higgs boson production modes. Two main methods are used
to reconstruct jets for ATLAS physics analysis and these are described below.
Topo-cluster jets
Topo-cluster jets are reconstructed from topological clusters of energy depos-
itions in the calorimeters called topo-clusters [77]. The topo-cluster recon-
struction is based on a variable controlling the cluster formation, the cell sig-
nal significance ςEMcell . It is defined as the ratio of the cell signal to the average
expected noise for this cell. The reconstruction starts with an identification
of cells with an energy deposit four times higher than the noise level. Such
cells are referred to as seeds. Then, the neighbouring cells with an energy
deposit two times above the threshold are added to the cluster and the last
layer is formed using the adjacent cells with non-zero energy deposit. Since
these thresholds are applied to the absolute value of the energy deposit, there
may be a case where a negative signal forms a seed. These negative signals are
usually induced due to pile-up or electronic noise and the clusters with such
negative energy depositions are not used in the jet reconstruction.
Particle flow jets
The particle flow algorithm uses combined information from the tracking de-
tector and calorimeter, and the resulting signal ideally represent a single
particle. Well measured tracks in the ID that originate from the primary ver-
tex are selected and matched to a single topo-cluster in the calorimeter. The
energy expected in the calorimeter for the particle matched to the track and
the topo-cluster is calculated based on the information about the topo-cluster
position and the transverse momentum of the trajectory. It is possible that
the energy deposits corresponding to one particle are split into several topo-
clusters, hence, a decision whether more clusters should be added is taken at
the next stage and the expected energy in the calorimeter is recomputed if
necessary. This energy is then subtracted cell-by-cell from the set of matched
topo-clusters. If any remaining energy is consistent with the shower fluctu-
ations coming from a single particle, the topo-cluster remnants are removed.
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The final result is a list of tracks, and modified and unmodified topo-clusters.
The algorithm is presented diagrammatically in Figure 6.7. The particle flow
method is expected to perform better than the simpler method using just
calorimeter information. It provides a better pile-up jet rejection thanks to
the ability of choosing tracks associated with a specific vertex as well as im-
proved momentum resolution for the charged low-pT tracks due to its more
precise measurement in the ID.
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Figure 6.7: A flow chart representing the steps of the particle flow method to recon-
struct jets [78].
The topo-clusters or particle flow objects are input to the anti-kt jet-reconstruction
algorithm [79]. This is a sequential recombination algorithm with the para-
meter R controlling the extension of a jet. The algorithm combines pairs of









diB = k2pti (6.4)
where ∆2ij = (yi − yj)2 + (φi − φj)2 and kti, yi and φi are the transverse mo-





, and azimuthal angle of the particle
i, respectively. diB is the distance between the particle i and the beam. The
parameter p governs the relative power of the energy versus geometrical scales
and in the case of the anti-kt algorithm, p = −1. The algorithm loops over
entities and finds the two with smallest distance. If this distance is smaller
than diB the two entities are recombined. However, if they are equal, i is called
a jet and removed from the list of entities. The combination of particles takes
place until there are no entities left. The anti-kt algorithm is collinear and
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infrared safe, meaning that the objects reconstructed with this algorithm can
be safely compared to theoretical simulations and computations. For the ana-
lyses presented here, the distance parameter R = 0.4 is used. Jets produced
by this procedure are referred to as the Antikt4TopoEM or Antikt4Pflow jets.
A jet energy calibration is performed in order to recover the jet energy scale of
the truth-level jets2 from the reconstructed objects. A more detailed descrip-
tion is provided in Ref. [80]. This process is done in several stages, presented
diagrammatically in Figure 6.8. In the first step, an adjustment of the jet
four-momentum is performed so that it points to the hard scatter interaction
vertex rather than interaction point. Here, the jet η resolution is improved
while not changing its energy. Next, the pile-up contributions are subtracted
from the jet pT using the area-based method [81]. A pile-up can contribute
to the pT if it creates clusters above the calorimeter thresholds or when the
pile-up clusters overlap with clusters coming from the hard-scatter. To es-
timate the pile-up contribution in the calorimeter, a median pT density ρ is
calculated for the jets reconstructed with the kt algorithm (within |η| < 2),
which is more sensitive to the soft radiation. The density is defined as a ra-
tio of the pT of the jet to its area A. The area A is determined using ghost
association [82], where ghosts are particles with infinitesimally small pT and
distributed in the whole calorimeter. A ghost is associated with the jet if it is
classified to it using the jet reconstruction algorithm. The estimated pile-up
contribution is then subtracted from the jet momentum, not changing its η
and φ coordinates. Since the correction is derived using jets in the central
region of the calorimeter, it does not correctly describe the pile-up contribu-
tion in the forward region, leading to pile-up dependence of the jet pT. This
is mitigated by a residual pile-up correction. The residual pT dependence is
defined as a difference in pT between the reconstructed and truth-level jets.
The reconstructed jet is required to match the truth-level jet by imposing
2 Truth-level jets are formed using simulated stable particles as input to the anti-kt
algorithm.
98
∆R < 0.3 and have pT > 10 GeV. The correction removes the dependence on
the number of primary vertices and average number of interactions per bunch
crossing. Further correction brings the energy scale to the particle-level energy
scale while removing any biases in the jet η reconstruction, which are a result
of the transition between the calorimeter technologies or different granular-
ity. This correction is derived using simulated events after adjustment of the
jet η and pile-up corrections. Only isolated jets matching the truth-level jets
(∆R < 0.3) are used here. The average energy response is defined as the mean
of a Gaussian function fitted to Ereco/Etruth distributions in different Etruth
and ηdet (jet η pointing towards the centre of the detector) bins. To perform
the η calibration, a second correction is derived as the difference between ηreco
and ηtruth as well in Etruth and ηdet bins. In the next step a global sequential
calibration procedure is performed. Here, the energy response dependence on
longitudinal and transverse features of the jet is removed using five variables
describing the shower. The five variables are:
• the fraction of energy measured in the first layer of the hadronic Tile
calorimeter,
• the fraction of energy measured in the third layer of the EM LAr calori-
meter,
• the number of tracks with pT > 1 GeV ghost-associated with the jet,
• the average pT-weighted transverse distance in the η − φ plane between
the jet axis and all tracks with pT > 1 GeV ghost-associated with the
jet,
• the number of muon track segments ghost-associated with the jet.
For each of the variables, a correction is derived for different ptruthT and |ηdet| re-
gions and applied independently and sequentially. The corrections are derived
and applied in such a way that the jet energy scale remains unchanged. As
a result, the dependence on the above-mentioned observables is reduced to at
most 2%. The final stage consists of in situ corrections applied only to data.
These corrections aim to reduce the residual discrepancy between the data
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and the MC simulation due to imperfect description of the detector response
and material in the simulation or imperfect simulation of the hard-scatter,
underlying eventsor the pile-up. The differences between data and simulation
are evaluated by balancing jet pT against other well-measured objects (central
jets constitute reference for the forward jets, Z bosons, photons and multijet
systems constitute reference objects for central jets corresponding to different
pT intervals). For each in situ calibration a response Rin situ is obtained as the
average ratio between the jet and reference object pT for different pT regions






and is evaluated in different jet pT and η regions.
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Figure 6.8: The stages of the jet energy calibration [80].
In the central region, tracks geometrically matching jets can be used for pile-
up suppression and the identification of jets originating from bottom quarks.
Pile-up suppression for jets is achieved using a 2D likelihood algorithm called
the Jet Vertex Tagger (JVT) [83]. The two variables used in the JVT are: the
jet pT and the ratio of the scalar pT sum of tracks within a jet that originate
from the primary vertex, to the scalar pT sum of all tracks.
Jets can be identified as originating from bottom (charm or light-flavour)
quarks using the algorithm referred to as flavour-tagging. The decay of b-
hadrons in a jet is characterised by a presence of at least one secondary vertex
and tracks with large impact parameters (defined in Figure 6.9). There are
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two main types of the b-tagging algorithms, the low-level and high-level al-
gorithms. The low-level algorithms use the signed transverse and longitudinal
impact parameter significance of the tracks, reconstruct the displaced vertex
in a jet and try to reconstruct the full b-hadron decay chain using topological
information on weak b-hadron decays. The high-level algorithms combine the
outputs of the low-level algorithms as well as kinematic information like pT
and |η| of the jet into one discriminant using multivariate methods. The high-
level algorithm used in the two presented analyses is the MV2 algorithm using
Boosted Decision Tree (BDT) multivariate method. Specifically, the MV2c10
tagger [84] is employed, which is trained with the signal sample being com-
posed of events with b-jets and the background composed of events with 7%
and 93% c- and light-jets, respectively. The operating point corresponding to
specific efficiency and c- or light-jet rejection is chosen by a requirement on
MV2c10 variable. In both analyses presented in this document a 60% efficiency
WP of the MV2c10 tagger is chosen, which is characterised by c-jet, τ -jet and
light-flavour-jet rejection of 23, 140 and 1200, respectively.
Figure 6.9: Definitions of the transverse (d0) and longitudinal (z0) impact paramet-
ers [85].
6.5 Missing transverse momentum
In pp collisions there is generally no information about the longitudinal mo-
mentum balance in a reaction, as only parts of the proton interact. However,
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in the initial state there is no momentum in the transverse plane and mo-
mentum conservation dictates, that the same is true in the final state. Thus,
if all final state particles are successfully reconstructed any missing transverse
momentum, EmissT , can ideally be attributed to non-interacting particles such
as neutrinos. The EmissT is defined as a negative vectorial sum of the transverse
momenta of the hard objects (reconstructed and calibrated muons, electrons,
photons and jets) as well as soft term, (signals not associated with any of the













The order of objects used in the calculation is important as it prevents the
double-counting and corresponds to the order of the terms in Equation 6.6.
The amount of missing transverse momentum is given by the magnitude of the
EmissT vector and the direction in the transverse plane is given by the azimuthal
angle φmiss. In the H → ee and H → µµ decays, where no undetected particles
are expected, a non-zero value of the missing transverse momentum is a result
of either object momentum mis-measurement, mis-calibration, particles going
through un-instrumented regions of the detector or pile-up. Nevertheless, it
is an important object, as it can be used to discriminate against the tt back-
ground, where neutrinos are expected from the leptonic W boson decays.
In the search for the H → ee decay, discrimination against the tt background
is provided by applying a requirement on EmissT significance. This quantity
takes into account the resolution of the transverse momentum measurement
and is expected to detect a significant EmissT more reliably. It is defined as:
EmissT significance = EmissT /
√
HT, (6.7)
where HT is a sum of the pT of all leptons and jets in an event.
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Chapter 7
Search for the Higgs boson
decay to dielectrons
The branching ratio for the H → ee decay predicted by the SM is given by
B(H → ee) = GFmHm2e/(4
√
2πΓH) ≈ 5 · 10−9 [87], where mH and ΓH are the
Higgs boson mass and width, respectively. Its very low value is far below the
sensitivity of any currently operating experiment [88]. However, searching for
this rare decay is an important test of the Standard Model. If observed, it
could indicate that the Higgs mechanism does not work as expected.
The analysis presented in this chapter is the first search for the H → ee decay
performed using data from the ATLAS experiment. Previously, only the CMS
Collaboration has presented results of such a search using 8 TeV data from
Run 1 corresponding to an integrated luminosity of 19.7 fb−1 [89]. The presen-
ted analysis closely follows the strategy of the published H → µµ search using
ATLAS data collected in 2015 and 2016 during Run 2 and corresponding to
an integrated luminosity of 36 fb−1 [90].
In the course of the analysis, simulations of the properties of Higgs boson
production and decay are made using SM predictions. The only exception is
the branching ratio, which is to be determined, and which is initially norm-
alised to an arbitrary reference number of 0.1%. The search is performed in
several stages. Events passing a basic selection are divided into seven exclus-
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ive categories to improve the sensitivity to the H → ee signal by exploiting
differences with respect to the background. The categorisation is based on
the similarity to a VBF signature, the dielectron transverse momentum and
electron pseudorapidity. A signal+background (S+B) fit is performed to the
dielectron mass distribution in data for each analysis category to extract the
signal, expected to be a narrow peak at around 125 GeV on top of a falling
background.
7.1 Data and simulated event samples
The search is performed using 13 TeV data corresponding to an integrated
luminosity of 139 fb−1 recorded by the ATLAS detector in Run 2. MC simu-
lation of the signal and background processes is used to optimise object and
event selection, define the categorisation, and to select analytical functions
to describe signal and background components in the fits to dielectron mass
distributions.
The simulated signal samples used in the analysis correspond to the main
Higgs production processes: ggF, VBF and associated VH production, and
are generated for the Higgs boson mass of mH = 125 GeV. The ggF signal
sample is generated with the Powheg-Box v2 program using the NNLOPS
prescription [91–98] with the PDF4LHC15 set [99] of PDFs. The Higgs boson
rapidity is reweighted to achieve NNLO accuracy in QCD [100]. MC simulation
of the VBF production process is performed with Powheg-Box v2 [91–93]
at next-to-leading-order (NLO) accuracy in QCD with the NNPDF3.0 PDF
set [101]. The VH associated production process is generated with Powheg
[91–93] at the NLO in QCD. The ZH associated production includes both
quark and gluon initial states scaled to their corresponding cross-sections.
All signal samples are interfaced to Pythia8 [54] with the AZNLO tune para-
meters [102] for parton showering, hadronisation and underlying event gen-
eration, and all are processed through the full simulation of the detector in
Geant4 [72].
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The Z/γ∗ background sample is produced using Powheg-Box v1 [91–93] with
the CT10 PDF set [103] at NLO accuracy in QCD. The events are interfaced
to Pythia8 [54] with the AZNLO tune parameters [102] for parton shower-
ing, hadronisation and underlying event generation and to Photos++ [104] for
simulation of the final state radiation. The CTEQ6L1 PDF set [105] is used
for the parton shower. The detector simulation is performed in Geant4 [72].
The effects of pile-up are added using minimum bias samples generated with
Pythia8 [54] using NNPDF2.3LO PDF set [106] and the A3 tune [56]. Events
are reweighted so that the average number of pile-up events in the simulation
matches the number in the data.
Furthermore, a fast simulation chain is developed to generate a large-statistics
Drell-Yan (DY) background (Z/γ∗) sample in order to evaluate the possible
bias introduced by the choice of a particular background fitting model. The
produced sample corresponds to an integrated luminosity of 5.6 ab−1 and is
40 times higher than the luminosity of the full Run-2 dataset. The Drell-Yan
events are generated using two particle generators; Z/γ∗ + 0, 1 jet events are
generated inclusively at NLO accuracy using Powheg [107] with the CT10
PDF set [103]; Z/γ∗ + 2 jet events are generated using Alpgen [108] with
the CTEQ6L PDF set [105] at the LO accuracy. The QED FSR is simulated
with Photos++ [104]. Special parameterisations are implemented to mimic
the detector response to final-state objects. A more detailed description of
this fast simulation chain is provided in Section 7.5.
7.2 Object and event selection
7.2.1 Electrons
The final state of the H → ee decay is a pair of oppositely charged electrons.
They are reconstructed with the algorithms described in Section 6.1 in the
region |η| < 2.47, excluding the 1.37 < |η| < 1.52 range with limited calori-
meter coverage. Only electrons with pT above 15 GeV are considered. Since
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the H → ee search suffers from a large irreducible background (Drell-Yan) it is
important to ensure as high efficiency of the signal selection as possible. Tak-
ing this into account, the Loose identification WP is used (the corresponding
efficiency as a function of the electron ET is presented in Figure 6.3), which is
expected to provide on average efficiency of 95% for signal electrons. In order
to reduce the number of background electrons coming from hadron decays or
induced by pile-up, electrons are required to be isolated. This is provided by
selection of the Loose isolation WP, characterised by an efficiency of around
99%. Furthermore, any electrons reconstructed from the clusters with at least
one dead cell in the first or second layer of the calorimeter are considered
as bad (“BADCLUSELECTRON”) and rejected. Further background coming
from non-prompt electrons is suppressed by adding requirements on trans-
verse and longitudinal impact parameters. The electron selection criteria are
summarised in Table 7.1.
Identification Loose Likelihood WP
pT > 15 GeV




|dBL0 significance| < 5
|zPV0 · sin θ| < 0.5 mm
Table 7.1: The electron selection criteria.
7.2.2 Jets
Jets are particularly important in the categorisation of events to select these
coming from the VBF production process. The jets used in this analysis are
reconstructed from topo-clusters passed on to the anti-kt algorithm with the
radius parameter R = 0.4. Only jets within |η| < 4.5 are considered and
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they are required to have pT above 30 GeV. To reduce the pile-up-induced
background, jets with pT < 60 GeV and reconstructed in the range |η| < 2.4 are
required to have the value of JVT discriminant larger than 0.59 corresponding
to the Medium WP. The MV2c10 tagger at the 60% efficiency WP is employed
to identify jets within |η| < 2.5 that originate from bottom quarks. The jet
selection criteria are summarised in Table 7.2.
Algorithm AntiktTopo4EM
pT > 30 GeV
|η| < 4.5
JVT > 0.59 for pT < 60 GeV and |η| < 2.4
b-jet MV2c10 60% WP for jets with |η| < 2.5
Table 7.2: The jet selection criteria.
7.2.3 Missing transverse momentum
The EmissT is reconstructed as described in Section 6.5. In the H → ee search,
it is an important quantity to discriminate against the tt background. Better
background rejection can be achieved by imposing a requirement on the EmissT
significance (defined in Equation 6.7) as it takes into account the event-by-
event differences in EmissT resolution and is expected to detect real EmissT more
reliably. The requirement on the value of the EmissT significance is imposed at
the level of event selection and is discussed later.
7.2.4 Muons
Although no muons are present in the final state of the presented search, they
are used in the overlap removal procedure described in the next section. Muons
are required to have pT larger than 15 GeV and to be reconstructed within the
η range covered by the Inner Detector. They are required to be isolated based
on the FCLoose FixedRad WP. The selection of prompt muons is ensured by
applying requirements on the transverse and longitudinal impact parameters.





Isolation FCLoose FixedRad WP
Impact parameters
|dBL0 significance| < 3
|zPV0 · sin θ| < 0.5 mm
Table 7.3: The muon selection criteria.
7.2.5 Overlap removal
It is possible for one object to be reconstructed by two different algorithms
producing different classes of object. For example, the same calorimeter energy
deposit may be used in the construction of a jet or an electron. The overlap
removal procedure is applied in order to avoid such duplication and choose
the best object assignment. Any electrons sharing an ID track with a muon
candidate are discarded. Jets within a distance of ∆R < 0.2 of a selected
electron or with less than three associated tracks and within ∆R < 0.2 of
a selected muon are rejected. Finally, electrons falling into a range within
0.2 < ∆R < 0.4 of selected jets may be coming from an EM shower in these
jets and are therefore rejected.
7.2.6 Event selection
All data events must pass the Good Runs List (GRL) selection to ensure that
they are good for physics analysis. The GRL consists of luminosity blocks
(time periods of around 1 minute), for which all detector sub-systems are
working properly. There may be also single corrupted or incomplete events
due to hardware problems with liquid argon, tile or SCT detectors, which are
also rejected. All other requirements are applied to both data and simulated
events. Each event is required to have a reconstructed primary vertex with at
least two tracks with pT > 400 MeV and |η| < 2.5 originating from it. A set of
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single-electron triggers is used in order to choose the interesting events. The
trigger selection changed over the years during Run-2 data-taking, and different
pT thresholds, and identification and isolation working points are used. For
the 2015 data-taking the electron candidates are required to have pT above 24
or 60 GeV and be identified as Medium LH electrons or have pT larger than
120 GeV and pass the Loose LH identification WP. For the data-taking from
2016 to the end of Run 2, electrons are required to have pT larger than 26, 60 or
140 GeV, with identification WPs Tight, Medium and Loose LH, respectively.
There is also additional trigger selection choosing high-pT electrons (with pT
above 300 GeV) with no explicit identification requirement. The triggers with
lower pT threshold are characterised by worse efficiency in the case of high-
pT electrons. This efficiency is recovered by imposing looser identification
and isolation selection in triggers with high-pT requirement, which explains
the specific choice of a few single-electron triggers combined with a logic OR.
The trigger selection is presented in Table 7.4. Events are required to have
exactly two opposite-sign electrons with the pT of the leading electron above
27 GeV to ensure high trigger efficiency. Any events with jets identified as fake
using a jet cleaning algorithm [109] are rejected as this affects the calculation
of the missing transverse momentum. In order to reduce the tt background
contribution, any event with a jet identified as a b-jet with the 60% efficiency
WP of the MV2c10 tagger is discarded. Further reduction of events with semi-
leptonic top-quark decays is achieved by requiring the EmissT significance to be
less than 3.5 GeV1/2.
The agreement of kinematic distributions of the selected events between the
MC simulation and the data was validated and found to be good and similar
to that of the H → µµ search, which is presented in details in Section 8.2.
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Dataset pT threshold [GeV] HLT selection
2015
24 Medium LH identification WP
60 Medium LH identification WP
120 Loose LH identification WP
2016–2018
26
Tight LH identification WP
pvarcone20T /ET < 0.1
60 Medium LH identification WP
140 Loose LH identification WP
300 -
Table 7.4: The single electron triggers used in the H → ee search. Apart from the
HLT selection explicitly mentioned in the third column, objects with pT reconstruc-
ted at L1 below 50 GeV have to satisfy additional requirements on hadronic and
EM activity around the electron at the hardware-level trigger (except for the trigger
with pT threshold at 24 GeV during data-taking in 2015, where only requirements
on hadronic activity are applied) [110].
7.3 Categorisation
To exploit differences between the H → ee signal and the background, it is
beneficial to separate the selected events into categories with different expec-
ted signal-to-background ratio. Seven categories are defined, targeting the
two production processes with the highest cross-sections, gluon-gluon fusion
and vector boson fusion. The categories are described in more detail in the
following sections.
7.3.1 VBF category
The VBF production process is characterised by two high-pT jets produced
in opposite forward directions with a large rapidity gap between them. This
information is exploited by applying a set of requirements in order to assign
events into a single VBF-enriched category:
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• two jets with pT > 30 GeV
• ηj1 · ηj2 < 0
• ∆ηjj > 3
• mjj > 500 GeV.
7.3.2 ggF categories
The events which do not fall into the VBF category are classified as com-
ing from the ggF production process and are split further into six categories.
First, the events are classified according to the dielectron system pT into three
categories: High-, Medium- and Low-peeT . Signal events are characterised by
higher peeT values compared to the Drell-Yan dominated background, due to
the higher QCD ISR. Thus, the High- and Medium-peeT categories are expec-
ted to have higher signal-to-background ratio than Low-peeT . Next, each peeT
category is further split into two categories, Central and Forward, depending
on the pseudorapidity of the electrons. The distinction in the electron cent-
rality is motivated by the fact that the pT measurement is more precise for
the central electrons leading to better dielectron mass resolution and therefore
better signal sensitivity. The selection criteria used in the ggF categorisation
are summarised in Table 7.5.
Category Criteria
Central High-peeT peeT > 50 GeV and (|ηe1| < 1 and |ηe2| < 1)
Forward High-peeT peeT > 50 GeV and (|ηe1| > 1 or |ηe2| > 1)
Central Medium-peeT 15 GeV < peeT < 50 GeV and (|ηe1 | < 1 and |ηe2| < 1)
Forward Medium-peeT 15 GeV < peeT < 50 GeV and (|ηe1 | > 1 or |ηe2| > 1)
Central Low-peeT peeT < 15 GeV and (|ηe1 | < 1 and |ηe2| < 1)
Forward Low-peeT peeT < 15 GeV and (|ηe1 | > 1 or |ηe2| > 1)
Table 7.5: Definitions of the six categories targeting the ggF production process.
7.4 Signal and background modelling
The H → ee search is based on a signal+background fit to the dielectron
invariant mass distribution in the range of 110–160 GeV. The signal is expected
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to be a narrow peak at around 125 GeV on top of a falling background. The
models describing the signal and background contribution are described in the
following sections.
7.4.1 Signal modelling
The Higgs boson decay width is predicted by the SM to be around 4 MeV,
however, the width of the signal peak is completely dominated by the electron
momentum resolution. To account for this and the slightly non-symmetric
shape of the signal due to the final state radiation, the signal is modelled as a
sum of Crystal Ball (CB) [111] and Gaussian (G) functions:
Psig(mee; f, α, n, µCB, σCB, µG, σG) = (1− f) · CB(mee;α, n, µCB, σCB)+
f ·G(mee;µG, σG).
(7.1)
The parameters α and n describe the power-law tail of the Crystal Ball func-
tion and µCB and σCB describe its mean and width. The µG and σG are the
mean and width of the Gaussian function, respectively, and f is the normal-
isation parameter, describing the fraction of events fitted with the Gaussian
function. A signal fit is performed in each analysis category separately to a
mass distribution that is a sum of simulated events coming from different Higgs
boson production processes. The signal model obtained from the fit to signal
MC simulation is later fixed in the combined S+B fit to the data.
7.4.2 Background modelling
Drell-Yan dielectron production is the dominant background process. Smaller
contributions come from the tt and diboson processes. The background model
is inspired by the Z/γ∗ line-shape and extended to include more flexibility
to fit the data including the additional background processes. The following
analytic formula is used as the background model:
Pbkg(mee;mBW ,ΓBW , σG, f, b) = f · (BW (mBW ,ΓBW ) ∗G(σG))(mee)+
(1− f) · (eb·mee)/m3ee.
(7.2)
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The BW is the non-relativistic Breit-Wigner function describing the Z/γ∗ peak
and is defined as:
BW (mee;mBW ,ΓBW ) =
1





where the mass mBW and width ΓBW parameters are fixed to the Particle
Data Group (PDG) values of 91.2 GeV and 2.48 GeV [2], respectively. The
Breit-Wigner function is convolved with a Gaussian function to account for
resolution effects. The σG parameter of the Gaussian function is obtained
from a Gaussian fit to the difference in mass between the reconstructed and
truth-level final-state electrons using DY MC simulation. The σG values are
presented in Table 7.6. The last term, which is an exponential function divided
by a cubic function is needed to model the tt and diboson backgrounds. The
parameter b varies between -1 and 1 and the fraction f varies between 0 and
1. The values of b and f parameters in different categories obtained from









Table 7.6: Average mee resolution as derived from the signal MC simulation and
used in the background model as σG parameter of the Gaussian function.
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Category b f
Central High-peeT -0.002±0.002 0.40±0.03
Forward High-peeT 0.002±0.001 0.44±0.02
Central Medium-peeT -0.012±0.002 0.27±0.02
Forward Medium-peeT -0.008±0.001 0.35±0.01
Central Low-peeT -0.025±0.001 0.21±0.03
Forward Low-peeT -0.016±0.001 0.26±0.01
VBF 0.003±0.004 0.40±0.06
Table 7.7: The fitted values of the background function parameters: the power
function exponent b and the fraction parameter f obtained from the background-
only fits to data.
7.5 Fast Drell-Yan generator and estimation
of background modelling systematic
uncertainty
The choice of the background model in the final S+B fit to data is cru-
cial. An incorrect model may lead to bias and introduce a “spurious signal”.
In order to ensure that the chosen functional form limits this bias, it is ne-
cessary to perform a dedicated study using a large-statistics background MC
sample. The number of spurious signal events can be extracted through a sig-
nal+background fit to mass distributions of signal-free simulated data. These
are later assigned as a systematic uncertainty on the final result. As the full
simulation of the Drell-Yan process is highly CPU-consuming and takes too
much time, a special dedicated fast simulation chain is developed (full simu-
lation of ATLAS detector, digitisation and reconstruction of a single Z → ee
event takes of around 1000 s, whereas the fast generator is quicker by a factor of
106). The fast Drell-Yan generator employs two particle generators: Powheg
to generate events inclusively with up to one jet at NLO accuracy and Alp-
gen to generate events with exactly two jets with LO accuracy. This particular
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choice of the MC generators is supported by the fact that they are very fast
(103 events per second on one CPU core for Powheg and 10–20 events per
second on one CPU core for Alpgen) and they have a small fraction of neg-
ative weights. The event generation is usually done in the following steps:
matrix element calculation, parton shower, underlying event and hadronisa-
tion. As leptons are not significantly affected by the QCD showering, this
part is skipped in order to improve the speed of the event generation and the
following procedure is employed:
1. Matrix element event listings stored in Les Houches Event (LHE) files
are read in one-by-one and stored into the HepMC format. The HepMC
structure holds the event record separating entries into particles and
vertices characterised by a few parameters.
2. The events stored in the HepMC format are passed on to Photos++ to
simulate the QED final state radiation.
3. The peeT spectrum is reweighted to include the effect of parton showering.
4. The detector response to the final-state objects is parameterised using a
set of functions derived from fully simulated ATLAS MC samples.
Both Powheg and Alpgen samples are produced in two parts corresponding
to different mee ranges to improve the generation efficiency while avoiding bias
in the mee spectrum. For the study presented in the following sections 109
and 0.5 · 109 events are generated with Powheg in the mass ranges mee >
95 GeV and 60 < mee < 95 GeV, respectively. In addition, 108 events with
mee > 95 GeV and 2.5 ·108 events with 60 < mee < 95 GeV are generated with
Alpgen. The Powheg and Alpgen samples are combined by scaling them
to their corresponding cross-sections (the cross-section for the Z/γ∗ + 2 jet
process corresponds to around 10% of the NLO Z/γ∗ + 0, 1 jet process cross-
section). In total, 5.6 ab−1 of data are produced with the fast DY MC generator
for the spurious signal study.
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7.5.1 Implementation and validation of detector
response parameterisations
Since the full Geant4 simulation of the detector response is the slowest part
of the full-chain simulation, it is replaced in the fast DY generator by a set
of parameterisations describing the detector response to electrons. There is
no explicit energy smearing implemented for the jets used to categorise events
into the VBF category. The electron parameterisations are described below.
The electron momentum resolution in the sampling calorimeters depends on a










The E is the energy of the incoming particle in GeV. The A term is a stochastic
term which describes the fluctuations in the number of electrons and photons
produced in an electromagnetic shower. The term B represents the noise
from readout electronics, which is more significant in the detection of low-pT
electrons. The noise term typically includes also the noise related to pile-up,
however, in this case, it is derived using samples with no pile-up contribution.
The pile-up term PU is therefore parameterised separately with the following
formula:
PU = √µ · [60 + 40 · log (ET/10000)/ log (5)] , (7.5)
where µ is a mean pile-up. ET is fixed to 5000 MeV for ET < 5000 MeV and to
50000 MeV for ET > 50000 MeV. The constant term C usually dominates in
case of high-pT electrons and consists of two terms: CMC due to imperfections
in the corrections used to estimate electron energies and CData/MC due to
data imperfections in calibration or uniformity of the detector. The above-
mentioned terms derived for the electrons in the ATLAS EM calorimeter are
presented in Figure 7.1.
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(c) MC constant term













(d) Data-to-MC constant term
Figure 7.1: The parameters affecting the resolution of the electron energy measured
in the ATLAS electromagnetic calorimeter [113]. The terms are denoted in the
sub-figure captions.
In addition to the energy resolution, it is also important to correctly paramet-
erise the electron object selection efficiencies. For this purpose, 2D efficiency
maps are used which describe the efficiency in different electron pT and η
bins. The maps are derived separately for the reconstruction, trigger, identi-
fication and isolation of the electron objects using the tag-and-probe method.
The measurements are performed by the central ATLAS electron identification
subgroup and their results are presented in Figure 7.2. Either of the electrons
can fire the trigger, hence the final trigger efficiency is calculated as:
εtrigg = 1− (1− εtrigg,e1)(1− εtrigg,e2) (7.6)
where εtrigg,e1 and εtrigg,e2 are the values taken from the efficiency maps for
the leading and sub-leading electron, respectively. The electron identification
efficiencies presented in Figures 7.2c and 7.2d are derived for Medium LH elec-
trons. However, in the course of the analysis, it was decided to use Loose LH
electrons instead to maximise the signal acceptance. This inconsistency is
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mitigated by reweighting the mass distribution to data sidebands as described
later in Section 7.5.2. The identification efficiency maps are presented separ-
ately for the low- and high-pT electrons as they are derived separately using
ATLAS data with two different selections. J/ψ → ee process events are used
to derive the identification efficiency for low-pT electrons and Z/γ∗ → ee events
























































































































































Figure 7.2: The electron efficiency in different electron pT and η bins [113]. The
efficiencies for different levels of electron detection are denoted in the sub-figure
captions.
To mimic the response of the detector to electrons and their final state radi-
ation, the energy of the generated electrons is changed in a procedure called
dressing to include the energy of the radiated photons in a cone of a certain
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radius around their directions. The dress cone size and the dressing fraction
are chosen following a study of their effect on the dielectron mass resolution.
Figure 7.3 presents the dielectron mass distributions in the Central High-peeT
category for full and fast simulation of the Z/γ∗ process with different elec-
tron dressing configurations. It can be observed that increasing the cone size
improves the resolution while decreasing the dressing fraction worsens it. It is
therefore decided that the most optimal resolution is achieved with the dress-
ing fraction of 1 and the dressing cone size of ∆R = 0.02. Table 7.8 presents
a comparison of the means of the dielectron mass in ggF analysis categor-
ies for the fully simulated background sample and sample generated with the
fast DY generator with the chosen electron dressing configuration. It can be
appreciated that the ratios of the two means are very close to unity.
The detector response parameterisations are validated by comparing the dis-
tributions of relevant variables, like the ones used for the categorisation or the
invariant mass, between the fully simulated sample and the one generated with
the fast DY MC generator. Figure 7.4a presents this comparison for the pT of
the dielectron system and Figure 7.4b presents the summed distributions of ηe1
and ηe2 (although ηe1 and ηe2 are used separately in the categorisation). The peeT
distribution shows a reasonable agreement. For values up to 100 GeV the ratio
between full and fast simulation lies between 5 and 10%. The η distributions
present good agreement although in the forward region the fast simulation is
typically above the distribution from the fully simulated sample and their ratio
reaches below 0.9 for highest |η| values. Figure 7.5 shows a comparison of the
dielectron invariant mass distributions in the ggF categories. The distributions
show that the resolution in fast DY MC generator roughly matches the one
in the full simulation of the ATLAS detector. In the region where the fitting
range starts, the ratio between full and fast simulation is close to unity with
a small slope visible. Although the agreement between the two samples is not
perfect, it is sufficiently good, and the fast DY MC can be used as pseudo-data
































(a) Fraction: 1, cone size: 0.1
Fast DY simulation
Full simulation
(b) Fraction: 1, cone size: 0.05
Fast DY simulation
Full simulation
(c) Fraction: 1, cone size: 0.02
Fast DY simulation
Full simulation
(d) Fraction: 0.75, cone size: 0.1
Fast DY simulation
Full simulation
(e) Fraction: 0.5, cone size: 0.1
Fast DY simulation
Full simulation
(f) Fraction: 0.25, cone size: 0.1
Figure 7.3: The upper panels present the dielectron mass distribution in the Central
High-peeT category generated with Fast DY generator (orange histograms) with dif-
ferent electron dressing configurations indicated in the sub-figure captions and full
simulation (blue histogram) of the Z/γ∗ background. The lower panels present the
ratio of the fast to full simulation.
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Category µFull−sim [GeV] µFast−DY [GeV] µFull−simµFast−DY
Central High-peeT 90.693 90.848 0.998
Forward High-peeT 90.517 90.928 0.995
Central Medium-peeT 90.537 90.667 0.999
Forward Medium-peeT 90.308 90.750 0.995
Central Low-peeT 90.483 90.626 0.998
Forward Low-peeT 90.264 90.704 0.995
Table 7.8: Means and mean-ratios of the dielectron mass distributions for the full
simulation background MC sample and the sample generated with the fast DY
generator with the dressing fraction of 1 and dressing cone size of 0.02 for electrons.
The values are provided for the ggF analysis categories.
(a) pT of the dielectron system (b) Summed ηe1 & ηe2 distributions
Figure 7.4: The upper panels present the distributions indicated in the sub-figure
captions for the fast Drell-Yan MC simulation (orange histogram) and fully sim-
ulated ATLAS MC sample (black points) of the Z/γ∗ background process. The
distributions are provided only for the part of the fast simulation generated with
Powheg for the consistency with fully simulated sample produced with the same
generator. The distributions are normalised to unity to allow for shape comparison.








































































































































































































Figure 7.5: The upper panels present the dielectron mass distributions in the ggF
analysis categories indicated in the sub-figure captions for the fast Drell-Yan MC
simulation (orange histogram) and full simulation (black points) of the Z/γ∗ process.
The distributions are provided only for the part of the fast simulation generated with
Powheg for the consistency with fully simulated sample produced with the same
generator. The distributions are normalised to unity to allow for shape comparison.
The lower panels show the ratio of the full to the fast simulation.
122
7.5.2 Reweighting of the fast DY simulation to data
sidebands
As presented in Figure 7.5 the mass distributions generated with the fast
DY generator show good but not perfect agreement with the fully simulated
ATLAS MC sample. To account for any differences between the fast and full
simulation as well as differences between the simulation and the data side-
bands (mass region between 110 and 160 GeV with blinded (120, 130) GeV
range as most of the H → ee signal is expected there), the following procedure
is employed:
1. The ratio of the mass distributions in the data sidebands to the fast DY
generator is calculated in the fitting range for each analysis category.
2. A linear fit is performed to the ratio in each category.
3. The number of events in each bin of the DY template is multiplied by
the value of the fitted function at the bin centre.
This procedure is similar to the one first introduced in the measurement of the
Higgs boson production with diphoton final state using 7 and 8 TeV ATLAS
data from Run 1 [114]. Figure 7.6 presents the invariant mass distributions
in the fitting range in categories for the fast DY MC simulation and the data
in the sidebands along with their ratio, and a linear fit to this ratio. The
spurious signal is estimated from the fits to the fast simulation before and
after reweighting. However, the estimates without reweighting are used only
as a cross-check to ensure the chosen function is able to fit the distribution
with the changed slope, without significantly changing the number of spurious







































































































































































































































































































Figure 7.6: The upper panels present the dielectron mass distributions for the fast
DY MC simulation (orange histogram) and full Run-2 ATLAS dataset (black points)
in the analysis categories indicated in the sub-figure captions. The distributions are
normalised to unity to allow for shape comparison. The black points in the lower
panel represent the ratio of the fast DY MC simulation to the data, and the blue
line is the 1st-order polynomial fit.
7.5.3 Spurious signal fits and mass scan
The spurious signal systematic uncertainty is estimated by performing a S+B
fit to the signal-free pseudo-data generated with the fast DY MC generator.
The number of signal events from such fit is spurious and taken as the uncer-
tainty due to the background modelling in a given analysis category.
Example fits to the reweighted fast simulation are presented in Figure 7.7.
The signal shape in these fits is obtained from a fit to signal MC simulation
with Higgs boson mass generated at 125 GeV and has no free parameters.
The combined S+B model generally fits well the mass distributions with
only slight mis-modelling visible, mostly at the beginning of the fitting range
where the distribution is very steep. In some categories the fitted spurious
signal is negative, hence, the signal peak is not visible there. In general,
the number of spurious signal events in all categories is small so to make
it visible it is multiplied by a factor of 100. Table 7.9 presents the fitted
spurious signal strength in the categories and the results are again presented
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graphically in Figure 7.8, where the error bars represent the 1σ statistical
uncertainty. All values are consistent with zero within one or two times the
statistical uncertainty even though the used sample corresponds to a 40 times

















































































































































































































Figure 7.7: Likelihood S+B fits to dielectron invariant mass in the categories in-
dicated in the sub-figure captions. The signal shape used here is obtained from a fit
to signal MC simulation with Higgs boson mass generated at 125 GeV and has no
free parameters. Black points in the upper panels represent the reweighted fast DY
MC to the data sidebands. The solid blue line is the combined signal+background
model, the dashed light-blue line is the background model and the solid orange line
is the fitted spurious signal peak multiplied by 100 to make it visible. The lower
panels show the pull distributions, where pull value is the difference between the










Table 7.9: The spurious signal strength µSS and its statistical uncertainty in the
analysis categories, obtained from the likelihood S+B fits to the fast DY MC
simulation reweighted to data sidebands. The signal shape used in these fits is
obtained from a fit to signal MC simulation with Higgs boson mass generated at
125 GeV and has no free parameters. The µSS correspond to a reference branching
ratio of B(H → ee) = 0.1%.






















Figure 7.8: The spurious signal strength µSS in analysis categories obtained from
the likelihood S+B fits to the fast DY MC simulation reweighted to data sidebands.
The signal shape used here is obtained from a fit to signal MC simulation with Higgs
boson mass generated at 125 GeV and has no free parameters. The error bars show
the 1σ statistical uncertainty. The solid blue line corresponding to µ = 1 indicates
the reference point of B(H → ee) = 0.1%. The solid red line represents the expected
exclusion of B(H → ee) < 0.035%.
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It is important that the chosen background model does not introduce any
spurious signal events not only near the mass point at 125 GeV, but also in a
certain range around it. The quality of the background modelling in the signal
region is checked by performing a series of S+B fits in all categories with
shifted values of the parameters describing the mean of the signal peak, µCB
and µG, that are modified by offsets of ∆m = −5, · · · , 5 GeV. The number
of spurious signal events at each point for different categories obtained from
the fits to the reweighted fast DY MC sample is presented in Figure 7.9. The
full procedure is repeated using the fast simulation before the reweighting to
the data sidebands and the results are presented in Figure 7.10. In all cases
the chosen functional form is able to fit the distributions successfully. The dis-
tributions of the number of spurious signal events are roughly similar before
and after the reweighting. They usually show the same trends, except for the
Forward Low-peeT category, where the number of spurious signal events after
reweighting stays roughly constant for mH > 122 GeV, whereas it increases
slightly with increasing hypothetical Higgs boson mass before reweighting of
the fast simulation. The final numbers of spurious signal events in each cat-
egories as well as their uncertainties are summarised in Table 7.10. The final
uncertainty is obtained from the maximum number of spurious signal events
obtained from the mass scan performed on the reweighted fast simulation. The
difference to the values obtained at mH = 125 GeV before the reweighting of
the fast simulation is generally smaller than this final uncertainty.
Furthermore, taking into account the similar trend of the results of the mass
scan, the effect of correlating the spurious signal systematic uncertainties
across all categories except for the Central Low-peeT , which shows the opposite
trend (increasing spurious signal for higher mH) is tested. The effect is small
and the value of the expected exclusion limit on B (H → ee) is changing from
3.5 · 10−4 to 3.6 · 10−4. In the end, however, the uncorrelated scenario is used,
as the number of spurious signal events obtained from fits for mH = 125 GeV
is not statistically significant.
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Figure 7.9: The number of spurious signal events obtained by performing a likelihood
S+B fit to the mass distributions in the analysis categories indicated in the sub-
figure captions to reweighted fast DY MC to data sidebands. The fits are performed
for varying H → ee signal peak position between 120 and 130 GeV with a step size
of 1 GeV.
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Figure 7.10: The number of spurious signal events obtained by performing a likeli-
hood S+B fit to the mass distributions in the analysis categories indicated in the
sub-figure captions to fast DY MC before reweighting to data sidebands. The fits
are performed for varying H → ee signal peak position between 120 and 130 GeV
with a step size of 1 GeV.
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Category NSS before rw NSS after rw max |NSS|
Central High-peeT -9±23 -4±23 43
Forward High-peeT 7±44 14±44 65
Central Medium-peeT 16±33 26±34 114
Forward Medium-peeT -110±67 -81±68 220
Central Low-peeT 17±35 28±36 176
Forward Low-peeT -164±75 -101±75 113
VBF 5.4±6.5 6.3±6.8 9.9
Table 7.10: The number of spurious signal events obtained from S+B fits to fast
DY MC simulation. The second and third column correspond to unreweighted and
reweighted fast simulation to data sidebands with signal shape obtained from a
fit to signal MC simulation with Higgs boson mass generated at 125 GeV. The
presented uncertainties are statistical. The fourth column presents the maximum
absolute number of spurious signal events in S+B fits to reweighted fast simulation
of the Drell-Yan background when varying the signal peak position between 120
and 130 GeV. The values presented in the last column are assigned as the final
background modelling systematic uncertainty for a given category.
7.6 Signal systematic uncertainties
The impact of the systematic uncertainties on the measured value of the signal
strength is presented in Figure 7.11. The naming convention for the uncertain-
ties presented there is explained in Table 7.11. The spurious signal is the lead-
ing systematic uncertainty in this search. The other systematic uncertainties
can be divided into two types, theoretical and experimental. The theoretical
systematic uncertainties comprise the uncertainties due to QCD scale, parton
distribution functions, underlying event tune and parton showering, and are
evaluated using truth-level MC simulation. The experimental uncertainties are
derived for each object used in the search by a dedicated performance group
within the ATLAS Collaboration and they are presented in Table 7.12. Among
the experimental systematic uncertainties, the one affecting the measurement
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the most is the electron energy scale and resolution, which affects the shape
and normalisation of the mee distribution.
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Figure 7.11: Impact of the systematic uncertainties on the observed signal strength





































































































































































































































Luminosity Combined 2015-2018 integrated luminosity uncertainty
Electron
Trigger, isolation, identification and reconstruction efficiency
Energy scale and resolution
EmissT Track soft-term scale and resolution
Jet Energy scale and resolution, JVT efficiency, b-tagging efficiency
Table 7.12: The experimental uncertainties affecting the measurement of the H → ee
signal strength.
7.7 Results
The results presented in this section come from Ref. [116]. The background-
only likelihood fits to the dielectron mass distribution in the analysis categories
are presented in Figure 7.12. The signal presented there is the SM prediction
scaled to the branching ratio of B(H → ee) = 2% to make it visible. The
expected signal and background yields along with their ratio and the number of
observed events in the Run-2 data in the signal region for 120 < mee < 130 GeV
are presented in Table 7.13. As expected, the signal-to-background ratios are
better in central categories and improve with increasing peeT . The highest S/B
is for the VBF category. The results using full Run-2 data show no evidence
for the H → ee decay. The best fit value of the branching ratio is
B (H → ee) = (0.0± 1.7(stat.)± 0.6(syst.)) · 10−4. (7.7)
The uncertainty is dominated by data statistics. The systematic uncertainty is
dominated by the background modelling component. The observed (expected)
limit on the branching ratio at the 95 % confidence level is set at 3.6 · 10−4
(3.5 · 10−4). The observed result represents a significant improvement with








































































































































































































































































Figure 7.12: Likelihood background-only fits to the dielectron mass distributions in
the analysis categories indicated in the sub-figure captions [116]. The black points
represent the ATLAS Run-2 data, the blue line is the background model and the or-
ange line shows the predicted signal distribution for the arbitrary branching fraction
of B(H → ee) = 2% for visibility. The lower panel presents the difference between
the data and the fit.
Category S B S/B Data
Central High-peeT 380 13400 0.028 13625
Forward High-peeT 590 29900 0.020 30164
Central Medium-peeT 420 30700 0.014 31182
Forward Medium-peeT 710 74900 0.0095 76477
Central Low-peeT 230 39200 0.0057 39872
Forward Low-peeT 390 98500 0.0039 100844
VBF 120 2530 0.049 2561
Table 7.13: The expected signal (S) and background (B) yield, their ratio (S/B)
and the number of observed data events in the signal region corresponding to 120 <
mee < 130 GeV, presented for each analysis category [116]. The number of signal
events is presented for B(H → ee) = 0.1%, whereas the background yield is obtained
from a background-only fit to data.
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Chapter 8
Search for the Higgs boson
decay to dimuons
Identification of the H → µµ decay would allow measurement of the yet unob-
served Higgs boson coupling to second-generation fermions. Its very low SM
branching ratio of B(H → µµ) = 2.17 · 10−4 [15] leaves room for a potential
new physics contribution [30].
Searches for this decay have been performed several times in ATLAS: using
data from Run 1 with an integrated luminosity of 24.8 fb−1 corresponding to
the centre of mass energy of
√
s = 7 and 8 TeV [117], and with
√
s = 13 TeV
data from Run 2 corresponding to an integrated luminosity of 36.1 fb−1 [28],
79.8 fb−1 [118] and 139 fb−1 [31] (preliminary result with full Run-2 dataset).
The CMS Collaboration also performed this search with the dataset collected
in Run 1 corresponding to an integrated luminosity of 5.0 fb−1 at 7 TeV and
19.7 fb−1 at 8 TeV [89] and using data from Run 2 with
√
s = 13 TeV, and an
integrated luminosity of 35.9 fb−1 [29].
The analysis strategy is similar to that used in the search for the Higgs boson
decay to dielectrons. A loose muon selection is applied to maximise the signal
acceptance. Up to one FSR photon candidate is added in the mass calculation
to improve the dimuon mass resolution. Events are divided into twenty mu-
tually exclusive categories defined using multivariate techniques and targeting
the ggF, VBF and the Higgs boson production associated with a vector boson
or tt pair. A signal+background fit is performed to invariant mass distribution
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in each category using analytic functions to describe the signal and background
shapes. The signal strength µ is extracted from the fit. The full analysis is
developed excluding the data in the invariant mass region of 120–130 GeV to
avoid unconscious biases, so-called “blinding”. The analysis uses a few mass
regions: the Z control region with the invariant mass between 76 and 106 GeV,
the sideband region with mµµ(γ) ∈ (110, 120)∪(130, 160) GeV and the fit region
with the mµµ(γ) in the range 110–160 GeV.
8.1 Data and simulated event samples
The search presented here is performed using data collected by the ATLAS
detector in pp collisions at the centre of mass energy of 13 TeV during Run 2
and corresponding to an integrated luminosity of 139 fb−1.
A signal and background MC simulation is used to optimise the selection,
categorisation and to study the signal and background modelling, as well as,
the recovery of FSR photons.
The signal MC simulation is prepared with the same setup as for the H → ee
signal presented in Section 7.1 with the only exception being that the Higgs
boson decays to µµ instead of ee.
The MC simulation of the Z/γ∗ background for the study of the background
modelling is generated with Sherpa 2.2.1 [119] using the NNPDF3.0NNLO
[101] PDF set. Events with up to two jets are generated with NLO matrix
elements and with three or four jets with LO matrix elements calculated with
the Comix [120] and OpenLoops [121, 122] libraries. The sample is normalised
to an NNLO prediction [123]. An additional sample with electroweak Z boson
production with up to two additional jets is generated with the same setup but
using LO matrix elements. The Z/γ∗ sample for the study of FSR recovery
efficiency is generated with the same setup as the Z/γ∗ sample described in
Section 7.1, but with the Z/γ∗ decaying to a pair of oppositely-charged muons.
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Simulation of the tt and single-top backgrounds is performed with Powheg-
Box v2 [91–93, 124] generator at NLO accuracy with the NNPDF3.0NLO
[101] PDF set. Parton showering, hadronisation and the underlying event are
modelled by interfacing events to Pythia8 [54] with the A14 [125] set of tune
parameters and the NNPDF2.3LO [101] PDF set. The mass of the top quark
is set to 172.5 GeV.
The diboson background MC simulation with semi-leptonic decays is gener-
ated with Sherpa v2.2.1 [119] and fully-leptonic decays are generated with
Sherpa v2.2.2 [119]. In both cases, the NNPDF3.0 [101] PDF set is used.
Events with up to one additional parton are generated using NLO matrix ele-
ments and with two or three additional partons with LO matrix elements. The
loop-induced process gg → V V is generated using LO matrix elements.
A large-statistics MC simulation of the main background, Drell-Yan, is re-
quired to estimate the background modelling systematic uncertainty. Two fast
simulation chains are developed for this purpose, with dedicated smearing func-
tions implemented on top of the truth-level objects. The main fast simulation
sample with up to three jets is generated with Sherpa v.2.2.4 [126] at leading
order accuracy. Events are interfaced to Pythia8 for parton showering, had-
ronisation, QCD ISR and QED FSR. The results obtained with this Sherpa
sample are cross-checked using an improved version of the Powheg +Alpgen
setup described in Section 7.5. The improvements include an implementation
of an ISR and FSR parton shower algorithm. The same parameterisations de-
scribing the detector response to muons, jets, FSR photons as well as missing
transverse energy and inclusion of pile-up jets are implemented in both fast
simulation chains.
8.2 Object and event selection
The analysis uses several types of objects to reconstruct the Higgs boson can-
didates and to categorise events. Muons are the most important objects as the
constituents of the H → µµ final state. Additional jets are required in order to
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target events where the Higgs boson is produced in the VBF or ttH processes
and to aid discrimination against non-Higgs background processes. Further-
more, electrons are used in the selection of events in categories targeting VH or
ttH production processes or to remove overlaps with jets. Calibrated photons
with a loose pre-selection are used to recover the FSR photons added to the in-
variant mass calculation. Missing transverse energy, EmissT , is reconstructed in
order to apply a selection reducing the background coming from top and dibo-
son processes in ggF and VBF categories as well as in the event categorisation
in the VH and ttH enriched categories.
8.2.1 Muons
The loose identification WP is chosen for muons in order to maximise the
signal acceptance. This WP includes all four types of muons (described in
detail in Section 6.2) reconstructed in the |η| < 2.7 range. Muons coming
from Higgs decay are well isolated, hence an isolation selection is applied to
reduce the background from non-prompt and fake muons. For this purpose
a FixedCutPFlowLoose isolation WP is required, which is characterised by
good performance in high pile-up conditions and provides high heavy-flavour
jet rejection. Each muon is required to have pT > 6 GeV. Cosmic muons are
discarded by implementing cuts on impact parameters: |dBL0 significance| < 3
and |zPV0 · sin θ| < 0.5 mm. All muon selection criteria are summarised in
Table 8.1.
8.2.2 Jets
In the search for the H → µµ decay, jets are useful to target categories sensitive
to VBF and ttH production. In the presented analysis, jets are reconstructed
using particle flow objects passed to the anti-kt algorithm with the radius
parameter R = 0.4.
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Type CB, CT, ST, SA
Identification Loose WP
Isolation FixedCutPflowLoose WP
pT pT > 6 GeV
η |η| < 2.7
Impact parameters
|dBL0 significance| < 3
|zPV0 · sin θ| < 0.5 mm
Table 8.1: The muon selection criteria.
Jets are required to be within |η| < 4.5 with pT above 25 GeV in the central
region (|η| < 2.4) and above 30 GeV otherwise. The pile-up contribution in
the central region is reduced using the JVT discriminant.
Jets with |η| < 2.5 can be identified as originating from bottom quarks through
the reconstruction of secondary vertices and tracks with large impact para-
meter from the decay of b-hadrons. For this purpose, a multivariate discrimin-
ant MV2c10 is used. Different WPs are chosen to identify b-jets in categories
targeting different production processes: the 60% efficiency WP is used in the
ggF or VBF categories and the 85% efficiency WP is used in the categories
enriched with VH or ttH events, where identifying a b-jet with higher efficiency
is more important. The jet selection criteria are summarised in Table 8.2.
8.2.3 Missing transverse momentum
Missing transverse momentum is an important quantity to discriminate against
the tt background in events with at least 2 jets, therefore, it is used as one of the
variables in the multivariate event categorisation targeting the ggF and VBF
production processes. It is also one of the training variables of the classifier
used to categorise events into the VH-enriched category targeting production
associated with W boson and is used in the calculation of training variables
used to define the ttH category.
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Algorithm Particle flow
η |η| < 4.5
pT
pT > 25 GeV for |η| < 2.4
pT > 30 GeV for 2.4 < |η| < 4.5
JVT JVT> 0.2 for |η| < 2.4 and 20 GeV < pT < 60 GeV
b-jet
MV2c10 60% WP in ggF/VBF cat. and 85% WP in VH/ttH cat.
for jets with |η| < 2.5
Table 8.2: The jet selection criteria.
8.2.4 Electrons
Electrons in the search for the H → µµ decays are used in the electron–jet
overlap removal and as additional leptons in the categories targeting the VH
or ttH production processes.
Electrons are required to have pT above 6 GeV and to be reconstructed within
the range |η| < 2.47, excluding the calorimeter transition region (between the
barrel and the endcaps), where they are measured with large uncertainties. To
ensure the selection of prompt electrons, the Medium LH identification WP is
chosen. Additional isolation selection reduces the number of electrons coming
from pile-up or decays of hadrons. For this purpose, the FCLoose isolation WP
is used. Non-prompt electrons are suppressed by requirements on transverse
and longitudinal impact parameters. Furthermore, any electron reconstructed
from a cluster with a faulty cell is rejected. The electron selection criteria are
summarised in Table 8.3.
8.2.5 Overlap removal
An overlap removal procedure is employed in order to resolve ambiguities in
the case when one object is reconstructed by several algorithms. The criteria
used to remove objects in this procedure are presented in Table 8.4.
143
Identification Medium LH WP
Isolation FCLoose WP
pT pT > 6 GeV
η |η| < 2.47 excluding crack region (1.37 < |η| < 1.52)
Quality Not “BADCLUSELECTRON”
Impact Parameters
|dBL0 significance| < 5
|zPV0 · sin θ| < 0.5 mm
Table 8.3: The electron selection criteria.
8.2.6 Event selection
Common selection
All data events must pass the GRL selection in order to reject periods of
unstable beam or detector conditions. Events with jets reconstructed from
calorimeter noise or beam halo background are vetoed based on discriminating
variables calculated using calorimeter clusters, such as LAr signal shape or
total energy of cells with negative energy.
Data and simulated events are selected by triggers requiring the presence of at
least one high-pT muon. For the 2015 data-taking period, muons are required
to have pT above 20 GeV and to be isolated by imposing a requirement on the
isolation variable pcone20T /pT < 0.12. For the data-taking period between 2016
and 2018, muons are required to have pT larger than 26 GeV and to satisfy
the requirement of pvarcone30T /pT < 0.07. To improve the trigger efficiency for
high-pT muons affected by the isolation selection, an additional trigger with
pT threshold at 50 GeV is defined, without any criteria on muon isolation. The
single-muon triggers employed in the analysis are summarised in Table 8.5.
Events are split into twenty categories targeting different Higgs production
processes; ggF and VBF-enriched categories share the event selection criteria,
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Removed object Reference object Removal criteria
1. Electron Electron Sharing track and lower pT
2. Muon Electron Sharing ID track and calo-tagged muon
3. Electron Muon Sharing ID track
4. Jet Electron ∆R(jet, e) < 0.2
5. Electron Jet 0.2 < ∆R(jet, e) < 0.4
6. Jet Muon
∆R(jet, µ) < 0.2 and [Ntracks(jet) < 3 or
(pjetT /p
µ




0.2 < ∆R(jet, µ) < 0.4 or
∆R(jet, µ) < 0.2 when muon cannot remove jet
Table 8.4: Overlap removal criteria for objects used in the H → µµ search.
Dataset pT threshold [GeV] Isolation
2015
20 pcone20T /pT < 0.12
50 -
2016–2018
26 pvarcone30T /pT < 0.07
50 -
Table 8.5: Single-muon triggers used in the H → µµ search.
whereas requirements for events falling into VH or ttH categories are different.
The categories are defined so that they are orthogonal to each other. The
details of the event selection for categories targeting different Higgs production
processes are described below.
Event selection in the ttH category
To target ttH associated production events are required to have an oppositely-
charged muon pair that constitutes the H → µµ signal, at least one b-tagged
jet, and at least one additional lepton (either electron or muon). The pT of
the leading, subleading and additional lepton is required to be above 27, 15
and 15 GeV, respectively.
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Event selection in the VH categories
The selection targeting the VH signal production process is defined separately
for the 3-lepton and 4-lepton channels to reconstruct the H → µµ decay and
the leptonic W → `ν or Z → `` decays. Exactly three leptons are required
in the 3-lepton channel. The subleading muon used to reconstruct the Higgs
candidate is required to have pT larger than 10 GeV and the additional (third)
lepton can be either a muon with pT larger than 10 GeV or an electron with
pT above 15 GeV. Events with Z candidates (oppositely-charged dilepton pairs
with m`` ∈ (80, 105) GeV) are rejected in this channel. The 4-lepton channel
is required to have at least another oppositely-charged lepton pair to recon-
struct the Z boson, with either muons or electrons with pT of the leading and
subleading lepton larger than 8 and 6 GeV, respectively. Only events with less
than two Z candidates are considered. At least one µ+µ− pair is required in
both channels, where the leading muon has pT larger than 27 GeV. To suppress
the top background, any event with a jet identified as a b-jet, using the 85%
efficiency WP of the MV2c10 tagger, is removed. The selection criteria for the
VH categories are summarised in Table 8.6.
N -lepton Channel 3-lepton 4-lepton
Nleptons 3 ≥ 4
Nµµpairs ≥ 1 ≥ 1
Additional leptons Electron or muon e+e− or µ+µ− pair
Nb−jets (MV2c10 85% WP) 0 0
NZ candidates 0 < 2
Lepton pT 27, 10, 10 (15) GeV for µ (e) 27, 15, 8, 6 GeV
Table 8.6: The event selection applied to target VH production process.
Event selection in the ggF and VBF categories
Only events with exactly two opposite-sign muons are considered in categories
targeting the ggF and VBF production processes. The leading muon is required
to have pT larger than 27 GeV to select a region of high trigger efficiency and
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the subleading muon is required to have pT above 15 GeV. The top background
is suppressed by removing all events with at least one jet originating from a
b-hadron, by requiring the 60% efficiency WP of the MV2c10 tagger.
8.2.7 Validation plots
The following section describes the data-to-MC comparison for the muon and
jet variables in two analysis regions: the Z control region and the sideband
region. Only events passing the selection defined for the ggF or VBF categories
are considered here.
Figure 8.1 presents the pT and η distributions for leading and subleading muon
for events falling into the Z control region. The mismodelling of the muon pT
visible in the ratio plots is a known issue of the Sherpa samples that is also
observed in other ATLAS analyses [127]. The pT and η distributions of the
leading and subleading jets in events with at least two jets and dimuon mass
within the Z control region are presented in Figure 8.2. The MC and data
show reasonable agreement in the pT distribution. The larger discrepancies
visible in the η distribution mostly in the forward region are related to pile-up
mismodelling. The distribution of the jet multiplicity for events with invariant
mass around the Z peak is presented in Figure 8.3. In general, good agree-
ment is observed between the MC and the data for Njets ≥ 5 with up to 15%
discrepancy visible for higher jet multiplicities.
The same set of distributions but for events with mass falling into the sideband
region is presented in Figures 8.4–8.6. The distributions show in general very
good agreement between the MC and the data. The muon pT mismodelling
is not visible here, probably due to higher contribution of the top background
events produced with Powheg-Box, where there is no pT mismodelling like
it is observed in the samples generated with Sherpa. The jet pT and η dis-
tributions also show a good data–MC agreement. The difference is usually at
the level of 5% and does not exceed 10%. The larger discrepancies in the Njets
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Figure 8.1: The upper panels show the distributions of the muon kinematic variables
indicated in the sub-figure captions for events with 76 < mµµ(γ) < 106 GeV in
the summed ggF and VBF categories. The black points represent the data. The
filled histograms present the MC simulation of the background processes: Drell-Yan,
diboson and top production, and are normalised to the luminosity of the data. The
lower panels show the ratio of the data to the SM prediction. The grey shaded area
represents the statistical and systematic uncertainty band with only experimental
systematic uncertainties included (muon momentum scale and resolution and muon
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(d) Subleading jet η
Figure 8.2: The upper panels show the distributions of the jet kinematic variables
indicated in the sub-figure captions for events with 76 < mµµ(γ) < 106 GeV in the
inclusive 2-jet category. The black points represent the data. The filled histograms
present the MC simulation of the background processes: Drell-Yan, diboson and
top production, and are normalised to the luminosity of the data. The lower panels
show the ratio of the data to the SM prediction. The grey shaded area represents
the statistical and systematic uncertainty band with only experimental systematic
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Figure 8.3: The upper panel shows the distribution of the jet multiplicity for events
with 76 < mµµ(γ) < 106 GeV in the summed ggF and VBF categories. The black
points represent the data. The filled histograms present the MC simulation of the
background processes: Drell-Yan, diboson and top production, and are normalised
to the luminosity of the data. The lower panel shows the ratio of the data to
the SM prediction. The grey shaded area represents the statistical and systematic
uncertainty band with only experimental systematic uncertainties included (muon
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Figure 8.4: The upper panels show the distributions of the muon kinematic vari-
ables indicated in the sub-figure captions for events with mµµ(γ) ∈ (110, 120) ∪
(130, 160) GeV in the summed ggF and VBF categories. The black points represent
the data. The filled histograms present the MC simulation of the background pro-
cesses: Drell-Yan, diboson and top production, and are normalised to the luminosity
of the data. The lower panel shows the ratio of the data to the SM prediction. The
grey shaded area represents the statistical and systematic uncertainty band with
only experimental systematic uncertainties included (muon momentum scale and
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Figure 8.5: The upper panels show the distributions of the jet kinematic variables in-
dicated in the sub-figure captions for events withmµµ(γ) ∈ (110, 120)∪(130, 160) GeV
in the inclusive 2-jet category. The black points represent the data. The filled histo-
grams present the MC simulation of the background processes: Drell-Yan, diboson
and top production, and are normalised to the luminosity of the data. The lower
panel shows the ratio of the data to the SM prediction. The grey shaded area
represents the statistical and systematic uncertainty band with only experimental
systematic uncertainties included (muon momentum scale and resolution and muon
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Figure 8.6: The upper panel shows the distribution of the jet multiplicity for events
with mµµ(γ) ∈ (110, 120) ∪ (130, 160) GeV in the summed ggF and VBF categories.
The black points represent the data. The filled histograms present the MC simula-
tion of the background processes: Drell-Yan, diboson and top production, and are
normalised to the luminosity of the data. The lower panel shows the ratio of the data
to the SM prediction. The grey shaded area represents the statistical and systematic
uncertainty band with only experimental systematic uncertainties included (muon
momentum scale and resolution and muon trigger and reconstruction efficiencies).
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8.3 Final State Radiation photon recovery
Muons from the H → µµ decay can lose a significant fraction of their energy
by QED FSR. This process (a corresponding Feynman diagram is presented
in Figure 8.7) significantly affects the shape of the dimuon mass peak, mi-
grates events to lower mass and worsens the dimuon mass resolution, which is
a critical quantity for the extraction of the H → µµ signal. Including the FSR
photons in the invariant mass calculation can improve the resolution. The re-
construction of FSR photon candidates is performed with a procedure similar
to that described in Ref. [76] and [21]. Two types of FSR photons are recon-
structed, collinear and far, differing mainly in the ∆R(µ, γ) range, < 0.2 for
collinear photons and > 0.2 for far photons. Selection criteria corresponding
to both types of FSR photons are described in more detail in Section 6.3. The
FSR recovery is applied only to events falling into categories targeting VBF






Figure 8.7: Feynman diagram presenting the emission of final state radiation photon
by one of the muons from the H → µµ decay.
8.3.1 Illustrative study
The effect of the FSR recovery performed at the truth level is presented in
Figure 8.8. Only events with at least one truth-level photon with ET above
10 GeV are considered here. Figure 8.8a presents the invariant mass distribu-
tion before the FSR recovery. It can be observed that the distribution is very
wide and has a distinct tail on the left, as well as a peak shifted towards values
far below the simulated Higgs boson mass of 125 GeV. Figure 8.8b presents the
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invariant mass distribution mµµγ after adding the leading-ET photon to the
mass calculation, i.e. calculating the invariant mass of the four-vector sum of
the muons and the photon. The mass distribution improves significantly after
performing the FSR recovery. The peak becomes very sharp after recovering
all FSR photons as presented in Figure 8.8c. Therefore, it can be concluded
that the FSR recovery works as expected at the truth level. Moreover, recon-
structing the leading-ET photon should be sufficient to recover the majority
of the radiation effect. Figure 8.9 presents a 2D histogram of the truth FSR
photon ET versus the angular distance between the photon and the closest
muon. Most of the truth FSR photons have very low ET and, therefore, are
impossible to reconstruct. However, the effect of adding them to the mass
calculation would be very small.
A similar check is performed at the reconstruction level, where also only events
with the truth-level photon ET above 10 GeV are selected. This requirement
ensures higher reconstruction probability of a given photon. The results are
shown in Figure 8.10. Figure 8.10a presents the invariant mass distribution
after adding to its calculation the leading-ET FSR photon, which happens in
two-thirds of the selected events. Figure 8.10b shows the mµµ distribution
for remaining one-third of events, where the truth-level photon is not recon-
structed. This leads to a much wider distribution with a peak much below
the expected 125 GeV. The histogram presented in Figure 8.10c is the sum of
the two distributions, hence it represents the best possible reconstructed mass
available by adding information about the FSR photon candidate when it is
available, and combining it with the dimuon mass for events where there is no
reconstructed photon. The histogram is therefore presenting the distribution
of mµµ(γ), where two separate peaks coming from events with and without
recovered FSR photon are clearly visible.
It is found that adding the leading-ET FSR photon of any type (collinear or
far) or the leading-ET collinear photon to the mass calculation leads to similar
results. In an event, in which more than one FSR photon is reconstructed,
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only the one with highest ET is added to the mass calculation giving priority
to collinear photons. This is the same strategy as that used in the search for
the four-lepton decay of the Higgs boson. The far FSR photon recovery is
eventually dropped completely, which is discussed later in this section.
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(b) After recovery of leading-ET γ
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(c) After recovery of all FSR photons
Figure 8.8: Truth-level invariant mass distributions for the H → µµ signal events
with at least one true photon with ET > 10 GeV corresponding to the FSR recovery
scenarios indicated in the sub-figure captions. The histograms are not normalised,
hence the y axis presents the number of entries in each bin.
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Figure 8.9: 2D distribution of the truth-level FSR photon ET versus ∆R(µ, γ). The
histogram is not normalised, hence the z axis presents the number of entries in the
2D bins.
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(a) After recovery of leading-ET γ
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(b) Events with no reconstructed photon
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(c) Sum of the two distributions
Figure 8.10: Reconstruction-level invariant mass distributions for the H → µµ signal
events with at least one true photon with ET > 10 GeV corresponding to the FSR
recovery scenarios indicated in the sub-figure captions. The histograms are not
normalised, hence the y axis presents the number of entries in each bin.
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8.3.2 Reduction of fake FSR recoveries
The default ET selection for the FSR photons (discussed in Section 6.3) is
optimised in order to reduce the number of fake FSR recoveries, i.e. incor-
rectly assigned FSR photons due to pile-up. The study is performed us-
ing truth information available in the signal MC simulation. A fake FSR
photon is defined as a reconstructed FSR photon that fails the requirement of
∆R(γreco, γtruth) < 0.2. Based on this information, the fake FSR photon rate
is defined as:
Fake FSR γ rate = Events with fake FSR candidate reconstructedAll events with FSR candidate reconstructed . (8.1)
Figure 8.11 presents the fake FSR photon rate as a function of ∆R(µ, γ) and
photon ET. It can be observed that the fake FSR photons dominate the low-
ET and low-∆R region. The ET threshold is scanned to reduce the fake FSR
photon rate while maximising the significance (S/
√
B). Two forms of an ET
threshold dependent on ∆R(µ, γ) are considered:
• EthresT [GeV] = 25 ·∆R(µ, γ) +Anear for near FSR photon, where Anear is
scanned from 2 to 6 GeV with a step size of 1 GeV,
• EthresT [GeV] = Bfar0.8 · (∆R(µ, γ)−0.2) + 10 for far FSR photon, where Bfar
is scanned between 0 and 16 with a step size of 1.
This particular choice of functions is motivated by the dependence of the ET
threshold on ∆R(µ, γ) seen in Figure 8.11. It is clear that the ET threshold
should be raised for higher angular distances between muon and the FSR
photon candidate. The results of the threshold scan show the best significance
for Anear = 3 (an improvement of 2% with respect to the default requirement)
and no significant change for any of the scanned values of Bfar, therefore, the
default requirement at 10 GeV remains unchanged for the far FSR photons.
8.3.3 The effect of the FSR recovery on the background
contribution in the H → µµ signal region
The H → Zγ → µµγ process has the same final state as the H → µµ channel
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Figure 8.11: Fake FSR photon rate defined in Equation 8.1 as a function of the
angular difference between the FSR photon and the closest muon, and the FSR
photon ET [128]. The dashed green line represents the ∆R-dependent requirement
imposed on the ET of the collinear FSR photon in order to reduce the fake FSR
recovery rate.
an important background to consider when performing the FSR recovery as it
can lead to a peak in the signal region and constitute a part of the extracted
H → µµ signal [129]. Figure 8.12 shows the overlaid mass distributions for
the H → µµ signal and H → Zγ background produced in the ggF process
before and after performing the FSR recovery with the selections discussed in
Subsection 8.3.2. It can be observed that before the FSR recovery there is
almost no overlap between the two Higgs decay channels in the region between
120 and 130 GeV and the H → Zγ yield in this region is around 0.3 events.
After the FSR recovery a peak of the H → Zγ events is clearly visible in
the signal region and the yield increases significantly to 33.5 events, which is
around 5% of the expected H → µµ signal.
Moreover, performing the FSR recovery changes the number of Drell-Yan back-
ground events in the signal region by pulling events from the Z/γ∗ peak towards
higher masses. In this case, however, the added background is smoother and
does not form an additional peak as opposed to the H → Zγ process.
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γµµ → γ Z→H 
(a) Before FSR recovery














γµµ → γ Z→H 
(b) After FSR recovery
Figure 8.12: Invariant mass distributions of the H → Zγ (blue histogram) and
H → µµ signal (orange histogram) events, passing the selection discussed in Sub-
section 8.3.2, before and after performing the FSR recovery. For both Higgs boson
decay channels only MC simulation of the ggF production process is used. The
distributions are normalised to the luminosity of the Run-2 data corresponding to
139 fb−1.
Different modifications to the FSR recovery procedure are studied in order
to minimise the H → Zγ contribution in the analysis and to avoid pulling
the Z/γ∗ events towards the H → µµ signal region. Figure 8.13 presents the
distributions of the FSR photon ET versus ∆R(µ, γ) for the H → µµ signal
and the H → Zγ → µµγ background, where the Higgs boson is produced in
the ggF production process. The Run-2 data events with a requirement of
mµµ(γ) ∈ (110, 120) ∪ (130, 160) GeV range due to the blinding procedure are
also presented. Most FSR photon candidates for the signal are expected at low
∆R(µ, γ) and small ET, corresponding to collinear and soft photons. In the
case of the H → Zγ process, a high fraction of these collinear photons exists
as well, but there is a second significant population of photons from the Higgs
decay observed at ∆R(µ, γ) > 0.2 and ET > 20 GeV.
Given the observations, a potential strategy to minimise the H → Zγ contri-
bution can be to only use the near FSR photon candidates and reject those
with ∆R(µ, γ) > 0.2 (far photons). In order to avoid moving Drell-Yan events





































































































(c) Run-2 data events with
mµµ(γ) ∈ (110, 120) ∪ (130, 160) GeV
Figure 8.13: Distributions of the FSR photon candidate ET versus ∆R(µ, γ) for
different samples indicated in the sub-figure captions.
only with dimuon mass above the central value expected for the Z/γ∗ peak. A
study checking the H → Zγ yield and evaluating the signal and background
yields after employing different modifications to the FSR recovery is performed
and the investigated scenarios are summarised in Table 8.7.
The overlaid invariant mass distributions of the H → Zγ and H → µµ pro-
cesses corresponding to near-and-far recovery with mµµ thresholds are presen-
ted in Figure 8.14. Similar distributions but for the near-only recovery case
are presented in Figure 8.15. It can be observed that the additional peak in
the H → µµ signal region for the near-and-far FSR recovery scenario is min-
imal only for the high mµµ threshold. As expected, dropping recovery of the
far FSR photon candidates reduces the H → Zγ contamination significantly.
161
The H → Zγ yields in the signal region for different cases are presented in
Table 8.8 and confirm the conclusions from the distribution comparison. To
reduce the number of H → Zγ events in the signal region to below one event
for the near-and-far recovery scenario, the mµµ threshold would have to be set
at around 105 GeV, which is very close to the lower bound of the fitting range.
This, however, could lead to potential problems with modelling of the back-
ground distribution in the part of the mass spectrum that is already difficult to
model due to its steepness, by introducing a threshold effect. In the near-only
recovery scenario, the H → Zγ yield is already below one event without any
mass threshold.
The H → µµ signal yield before FSR recovery and the percentage increase
of the signal in the mass region between 120 and 130 GeV after recovering a
photon candidate are presented in Table 8.9. As expected, the signal increase
becomes lower when adding a mass threshold for the application of the FSR
recovery. The average difference in categories between the signal increase for
the near-and-far recovery case without mµµ threshold and the threshold at
105 GeV is around 1.3%. Recovering only a collinear photon candidate instead
of collinear or far and without any mass threshold leads to a lower signal
increase of only 0.6%.
Scenario
FSR photons considered
mµµ threshold [GeV]Collinear Far
1 X X None
2 X X 95
3 X X 100
4 X X 105
5 X × None
6 X × 95
7 X × 100
8 X × 105
Table 8.7: Modifications to the FSR recovery procedure under consideration.
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γµµ → γ Z→H 
(a) mµµ > 0 GeV














γµµ → γ Z→H 
(b) mµµ > 95 GeV














γµµ → γ Z→H 
(c) mµµ > 100 GeV














γµµ → γ Z→H 
(d) mµµ > 105 GeV
Figure 8.14: Invariant mass distributions after the recovery of collinear and far FSR
photon candidates applied to events with mµµ mass above thresholds indicated in
the sub-figure captions. The blue histograms represent the H → Zγ events passing
the H → µµ selection and the orange histograms represent the H → µµ signal.
In both cases only the ggF production process is considered. The distributions are
normalised to the luminosity of the Run-2 data. The overlaid distributions presented
in Figure 8.14a are the same as those presented in Figure 8.12b and are added here
for easier comparison with other scenarios for collinear-and-far FSR recovery.
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γµµ → γ Z→H 
(a) mµµ > 0 GeV














γµµ → γ Z→H 
(b) mµµ > 95 GeV














γµµ → γ Z→H 
(c) mµµ > 100 GeV














γµµ → γ Z→H 
(d) mµµ > 105 GeV
Figure 8.15: Invariant mass distributions after the recovery of collinear-only FSR
photon candidates applied to events with mµµ mass above thresholds indicated in
the sub-figure captions. The blue histograms represent the H → Zγ events passing
the H → µµ selection and the orange histograms represent the H → µµ signal.
In both cases only the ggF production process is considered. The distributions are













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The mass shapes of the summed ggF and VBF categories for the Run-2 data
with blinded signal region corresponding to different FSR recovery scenarios
are presented in Figures 8.16 and 8.17. As expected, adding a mass threshold
changes the slope of the distribution in the left sideband range. The back-
ground yield before, and an increase of the background in the signal region
after performing FSR recovery with different considered modifications to the
procedure, are shown in Table 8.10. The presented background yields are es-
timated using Run-2 data events with mµµ(γ) ∈ (115, 120) ∪ (130, 135) GeV to
approximate the background contamination in the signal region. The presen-
ted statistical uncertainties are calculated assuming that the FSR recovery
only moves additional events into the signal region. The near-and-far recovery
scenario leads to a significant increase of the background of 3.7% which reduces
the effect of adding 3.6% more of the signal events. When moving from the
near-and-far recovery scenario with no threshold to the threshold at 105 GeV
the difference in the average background increase in categories is around 3.6%.
When dropping recovery of far FSR photon candidates the difference is 1.7%.
In this case the 2.2% increase of the background corresponds to a 3% increase of
the signal. Even though performing near-only FSR recovery scenario provides
two time worse background reduction than adding a mass threshold at high
mµµ value, it does not introduce any threshold effect in the mass spectrum.
The significance defined as S/
√
B is estimated for each ggF and VBF category
with various modifications to the FSR recovery procedure and is presented
in Table 8.11. Taking into account contributions from various backgrounds
it is decided that performing a near-only FSR recovery without any dimuon
mass threshold is the optimal choice. It provides a significant reduction of the
H → Zγ yield in the H → µµ signal region to less than one event, improves the
number-counting significance in high-statistics categories and does not create
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(c) mµµ > 105 GeV
Figure 8.16: The upper panels show the invariant mass distributions before and
after the recovery of collinear and far FSR photon candidates for events with mµµ
above thresholds indicated in the sub-figure captions. The histograms represent the
Run-2 data with a blinded signal region. The dashed orange histogram presents the
mass before FSR recovery. The dotted blue line and solid light blue line represent
the mass distributions after FSR recovery applied to all events and events with mµµ
above threshold, respectively. The lower panels present a ratio of the histograms
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(c) mµµ > 105 GeV
Figure 8.17: The upper panels show the invariant mass distributions before and
after the recovery of collinear FSR photon candidates for events with mµµ above
thresholds indicated in the sub-figure captions. The histograms represent the Run-2
data with a blinded signal region. The dashed orange histogram presents the mass
before FSR recovery. The dotted blue line and solid light blue line represent the
mass distributions after FSR recovery applied to all events and events with mµµ
above threshold, respectively. The lower panels present a ratio of the histograms








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































8.3.4 Improvement from the FSR recovery
The FSR recovery is applied when a collinear FSR candidate with ET >
25 ·∆R(µ, γ) + 3 GeV is found. The kinematic distributions for selected FSR
photon candidates in the H → µµ signal events are presented in Figure 8.18.
The invariant mass distribution before and after the FSR recovery for events
from the ggF signal production process is presented in Figure 8.19. The width
of the distribution calculated in the 110 – 135 GeV range decreases by almost
6%. A collinear FSR photon candidate is reconstructed in 4.7% of all signal
events passing the basic dimuon selection. The mass distribution before and
after FSR recovery for these events, as well as the mass distribution for the re-
maining events without a photon found at the reconstruction level but passing
the dimuon selection, are presented in Figure 8.20. A significant improvement
in the mass resolution can be observed for the 4.7% of events with a recovered
photon.
The invariant mass distributions before and after FSR recovery for background
MC simulation overlaid with Run-2 data with blinded signal region are presen-
ted in Figure 8.21. An improvement in the mass resolution can be observed in
the Z/γ∗ peak. Figure 8.22 presents the overlaid mass distributions from the
background MC simulation and the Run-2 data before and after FSR recovery.
Only events with a reconstructed collinear photon candidate are considered.
The result of the photon recovery is clearly visible. The background MC simu-
lation agrees well with the data, which gives confidence that the FSR recovery
procedure should work well for the H → µµ signal.
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Figure 8.19: Invariant mass distribution of the H → µµ signal events before and
after the FSR recovery. Only the ggF Higgs production process is considered. The
distributions are normalised to the luminosity of the Run-2 data. The mean and the
width of the distributions before and after the FSR recovery are estimated in the
110 – 135 GeV range and are presented in units of GeV.
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(a) Only events with a FSR photon
110 115 120 125 130 135 140 145 150 155 160












(b) Only events without FSR photon
Figure 8.20: Invariant mass distributions for H → µµ signal events indicated in
the sub-figure captions. Only ggF Higgs production process is considered. The
distributions are normalised to the luminosity of the Run-2 data. The mean and the
width of the distribution before and after FSR recovery are estimated in range 90 –
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Figure 8.21: The upper panel presents the invariant mass distribution before and
after FSR recovery for all events passing the selection. The dashed orange line
and blue solid line represent MC simulation of the background processes (Drell-
Yan, top and diboson) before and after FSR recovery, respectively. The background
simulation is normalised to the luminosity of the Run-2 data. The orange circles and
blue squares represent the Run-2 data before and after FSR recovery, respectively.
The lower panel presents the ratio of data to MC simulation for the case before
and after FSR recovery with orange circles and blue squares, respectively. The data
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Figure 8.22: The upper panel presents invariant mass distribution around the Z
boson peak before and after the FSR recovery only for events with an FSR photon
found at the reconstruction level. The dashed orange line and blue solid line rep-
resent MC simulation of the background processes (Drell-Yan, top and diboson)
before and after the FSR recovery, respectively. The background simulation is nor-
malised to the luminosity of the Run-2 data. The orange circles and blue squares
represent the Run-2 data before and after the FSR recovery, respectively. The lower
panel presents the ratio of data to MC simulation for the case before and after FSR
recovery with orange circles and blue squares, respectively.
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8.3.5 FSR recovery efficiency
As in the search for the H → ee decay, it is necessary to estimate the possible
bias coming from a particular choice of the background model. The spurious
signal systematic uncertainty is estimated in the H → µµ analysis using the
two fast simulation setup chains discussed briefly in Section 8.1. In the case
of the H → µµ decay, FSR recovery is performed explicitly and therefore it
is important to correctly implement the FSR recovery efficiency in the fast
simulation.
The efficiency maps are derived using fully simulated ATLAS MC simulation
of the Z/γ∗ process. The FSR recovery efficiency is defined as the ratio of the
number of events with an FSR photon found at the reconstruction level and
matching the truth-level photon, to the number of events with an FSR photon
found at the truth level. A reconstruction-level photon matches the truth-level
photon if the angular distance between these objects is less than 0.1. This
requirement is satisfied for vast majority of events with reconstruction-level
FSR photon, as can be seen in Figure 8.23. The obtained 2D FSR efficiency
map as a function of ∆R(µ, γtruth) and truth-level FSR photon ET is presented
in Figure 8.24 separately for the η regions below and above the calorimeter
transition region.
To reduce the effect of statistical fluctuations in the 2D efficiency map, a
1D FSR efficiency histogram is used instead. The histogram is derived as a
projection of the 2D map in the ∆R range corresponding to collinear photons
onto the y axis and is therefore presented as a function of FSR photon ET.
The resulting 1D efficiency histograms for the two η regions are presented in
Figure 8.25. The region corresponding to ET < 5 GeV is characterised by worse
efficiency, however, the majority of reconstructed photons falling into this range
are rejected as a result of the imposed ET cuts. As expected, the efficiency
is high in the higher-ET region and remains in the range 80–90%. In order
to avoid propagating statistical fluctuations, the distributions are smoothed
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by performing a linear fit to the distribution in the ET range between 20 and
100 GeV. The derived efficiency maps are implemented in both fast simulation
chains used for the spurious signal estimation.
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Figure 8.23: Histogram of ∆R(γtruth, γreco) used to define the matching between the














(b) 1.52 < |η| < 2.47
Figure 8.24: 2D FSR efficiency maps corresponding to different η regions indicated
in the sub-figure captions and presented as functions of the ∆R(µ, γtruth) and truth-
level FSR photon ET. The efficiencies are derived using fully simulated ATLAS MC
simulation of the Z/γ∗ process.
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(a) |η| < 1.37















(b) 1.52 < |η| < 2.47
Figure 8.25: FSR recovery efficiency as a function of the FSR photon ET corres-
ponding to different η regions indicated in the sub-figure captions. The black line
represents a linear fit to the points in range between 20 and 100 GeV.
8.4 Categorisation
To improve the sensitivity of the search, events are divided into 20 mutually
exclusive categories. There are 16 categories targeting the ggF and VBF sig-
nal production processes and three and one category targeting the VH and
ttH associated production, respectively. In all cases, the categorisation is
performed using multivariate methods and employs BDT algorithm from the
XGBoost package [130]. The classifiers are trained using a k-fold method to
avoid overtraining related to classifier learning fluctuations in the dataset. In
this method training data are divided into different folds. The classifier is then
trained, validated and tested in different folds in k iterations. The BDT out-
puts in different folds are transformed in a way that the signal has a uniform
BDT output distribution. After the transformation, the test sets of all folds
are combined and used in the final evaluation of the specific classifier. The
categorisation is performed in the following order: first, events are categorised
into the single ttH category, then to the VH categories (VH3LH, VH3LM and
VH4L) and lastly to the VBF (VBF very high, high, medium and low) and
ggF-enriched categories (N -jet very high, high, medium and low). The details
of the BDT training and categorisation optimisation are discussed below.
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8.4.1 ttH category
Events passing the ttH selection are categorised using a dedicated BDT classi-
fier into the single ttH-enriched category. The training is performed using ttH,
H → µµ simulation as signal and all considered background process as back-
ground, with the additional requirement that mµµ ∈ (100, 200) GeV in both
cases. Twelve variables are used to separate the ttH events from backgrounds
and they are summarised in Table 8.12. The mt lep is calculated as a transverse
mass of the third lepton, missing transverse momentum and a b-tagged jet. In
the case where there is more than one b-jet in an event, the one that leads to
the calculated mass being closest to 173 GeV (approximate mass of the top
quark) is used. The quantity mthad is calculated from three jets with exactly
one of them being b-tagged. The transverse mass of a leptonically decaying
W boson is calculated as
√
2 · p`3T · EmissT · (1− cos ∆φ), with ∆φ being the azi-
muthal difference between the EmissT and the third lepton. The mass variables
used in the training, m`3`4 , mt lep, mt had, mW lep, mµ3µn are set to non-physical
values if there is no required information available. The cosine of the decay
angle is calculated in the Collins-Soper [131] frame with the following formula:








The BDT output requirement to categorise events into the ttH category is
defined to maximise the signal sensitivity while ensuring enough events to
constrain the background (coming mostly from ttZ events). Events selected
to the ttH category are required to have the the BDT output OttH > 0.35.
8.4.2 VH categories
Events failing the ttH category are considered for the three VH-enriched cat-
egories. Higgs boson production associated with a W boson (3-lepton channel)
is targeted with two dedicated categories and Higgs boson production with a Z
boson (4-lepton channel) is targeted with a single category. In events with more
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Variable Description
Njets Multiplicity of central jets (|η| < 2.5)
Nb−jets Multiplicity of b-tagged jets
pµµT Dimuon system pT
p`3T pT of the third lepton
p`4T pT of the fourth lepton
cos θ∗ Cosine of the decay angle
HT Scalar sum of jet transverse momenta
m`3`4 Invariant mass of the third and fourth lepton
mt lep Mass of leptonically decaying top quark candidate
mthad Mass of hadronically decaying top quark candidate
mW lep Mass of leptonically decaying W boson candidate
mµ3µN , N = 1, 2 Mass of third µ and opposite-charge µ from H candidate
Table 8.12: BDT variables used to categorise events into ttH-enriched category.
than two leptons, the assignment of a muon to a particular decay (H → µµ
and either Z → µµ or W → µν) is based on the minimisation of a chi-squared
function. The chi-squared value is defined using the Higgs candidate mass
and the transverse mass of the W boson candidate in the 3-lepton channel or
the dimuon mass of the Z candidate in the 4-lepton channel. The BDTs are
trained separately for each N -lepton channel and use the corresponding signal
MC simulation as signal and the MC simulation of all considered background
processes as background. The list of variables used in the BDT training is
presented in Table 8.13 for the 3-lepton channel and in Table 8.14 for the
4-lepton channel. Events are required to have the WH output OWH ≥ 0.7
for the VH3LH category and 0.1 ≤ OWH < 0.7 for the VH3LM category. In
the 4-lepton channel the single VH4L category events are required to have the
BDT score OZH > 0.12. Similarly to the ttH category the BDT boundaries




EmissT Missing transverse momentum
p`3T pT of the third lepton
pj1T pT of the leading jet (if present)
mW Transverse mass of the W candidate
∆φEmissT , H Azimuthal difference between E
miss
T and H candidate
∆φ`3, H Azimuthal difference between third lepton and H candidate
∆η`3, H Pseudorapidity difference between third lepton and H candidate
Table 8.13: BDT variables used to target Higgs boson production in association
with a W boson.
Variable Description
Njets Jet multiplicity
pj1T pT of leading jet (if present)
pj2T pT of subleading jet (if present)
mZ Z candidate mass
∆φ`3, `4 Azimuthal difference between third and fourth lepton
∆φZ,H Azimuthal difference between Z and H boson candidates
∆ηZ,H Pseudorapidity difference between Z and H boson candidates
Table 8.14: BDT variables used to target Higgs boson production in association
with a Z boson.
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8.4.3 ggF and VBF categories
Dimuon events passing the selection defined for ggF and VBF categories and
failing the ttH or VH selection are first divided according to jet multiplicity
into different N -jet channels: 0-jet, 1-jet and 2-jet, with the latter including
events with two or more jets. To fully exploit the difference between the
H → µµ signal and its backgrounds, the BDTs are trained in each N -jet
channel separately. As the 2-jet channel is expected to contain the majority of
the VBF events, there is an additional dedicated VBF classifier with output
denoted by OVBF. This classifier is trained with only the VBF MC simulation
as signal and uses 17 variables in the training. In each N -jet channel, there
is a ggF classifier with output denoted by O(N)ggF , where N equals 0, 1 or 2,
depending on the channel. The classifier is trained using simulations of all
Higgs boson production process as signal and uses 17, 7 or 3 variables for the
training in the 2-, 1- and 0-jet channels, respectively. Simulated background
events for all backgrounds, Drell-Yan, top and diboson, with the invariant mass
falling into the H → µµ signal region, are used as background in the classifier
training.
A list of all variables used in the training in the different N -jet channels along
with their description is presented in Table 8.15. Figure 8.26 presents example
distributions of the three variables used in the BDT training in the 2-jet chan-
nel. A good separation between the H → µµ signal and the backgrounds is
visible. The signal events are characterised by a harder dimuon pT spectrum
and are more central. The difference between the signal and background in
the distribution of the decay angle θ∗ is related to a spin. Higgs boson as
spin-0 particle is characterised by a flat cos θ∗ distribution, which affected by
the selection leads to lower acceptance in the region near |cos θ∗| = 1. The
dominating background DY has an asymmetric shape in cos θ∗ as a result of
the forward/backward asymmetry related to interference effects between the
Z and γ∗.
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The categorisation in each N -jet channel is done according to the outputs of
the dedicated classifiers. First, events in the 2-jet channel are categorised into
four categories, very high, high, medium and low, basing on the output of the
VBF classifier. Then, the 2-jet channel events that fail the VBF categories
(OVBF < 0.62), are categorised according to the output of the ggF classifier.
In the 1- and 0-jet channels events are categorised only according to the ggF
classifier. Four categories are defined for each N -jet channel using the ggF
classifier score: very high, high, medium and low. The BDT score boundaries
are optimised to provide the best total significance, defined as the square root
of the significance in categories added in quadrature. The definitions of the 16
categories targeting the VBF and ggF production processes are presented in
Table 8.16. Data-to-MC simulation plots showing the distribution of the four
classifiers are presented in Figure 8.27 and Figure 8.28 for the Z control region
and for the sideband region, respectively. There is a slope visible in the ratio
panels especially in the 0- and 1-jet categories, however, this is expected to
have only a small impact on the classification performance. As the background
is determined separately in each category, it has no effect on the background
estimate.
The invariant mass distribution (including the collinear FSR photon candid-
ates) for the summed VBF and ggF category is presented in Figure 8.29. The
mass range presented covers both the Z control and the sideband regions. It
can be observed that the agreement between the data and the MC simulation
is very good. The systematic band shape near the Z peak is an effect of the
muon momentum systematic variation. Similar distributions for each of the
VBF and ggF categories are presented in Figures 8.30–8.33. Again, a good
data-to-MC agreement can be observed. It is worth noting that the expected





pµµT Dimuon system pT
yµµ Dimuon system rapidity
cos θ∗ Cosine of the decay angle in Collins-Soper frame
1-jet & 2-jet
pj1T Leading jet pT
ηj1 Leading jet η
∆φµµ,j1 Azimuthal difference between dimuon system and j1
N j1tracks Multiplicity of ID tracks associated with j1
2-jet
pj2T Subleading jet pT
ηj2 Subleading jet η
∆φµµ,j2 Azimuthal difference between dimuon system and j2
N j2tracks Multiplicity of ID tracks associated with j2
pjjT Dijet system pT
mjj Dijet system mass
yjj Dijet system rapidity
∆φµµ,jj Azimuthal difference between dimuon and dijet systems
HT Scalar sum of jet transverse momenta
EmissT Missing transverse momentum
Table 8.15: A list of variables used in the VBF and ggF classifier training.
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(a) Dimuon system pT



























(b) Dimuon system rapidity



























(c) Cosine of the decay angle
Figure 8.26: Example distributions of the training variables in the 2-jet channel
[132].
Category 0-jet 1-jet 2-jet VBF
2-jet ggF
OVBF < 0.62
High O(0)ggF ≥ 0.81 O
(1)
ggF ≥ 0.88 OVBF ≥ 0.93 O
(2)
ggF ≥ 0.65
Medium 0.53 ≤ O(0)ggF < 0.81 0.67 ≤ O
(1)
ggF < 0.88 0.85 ≤ OVBF < 0.93 0.42 ≤ O
(2)
ggF < 0.65
Low 0.21 ≤ O(0)ggF < 0.53 0.36 ≤ O
(1)
ggF < 0.67 0.75 ≤ OVBF < 0.85 0.16 ≤ O
(2)
ggF < 0.42
VeryLow O(0)ggF < 0.21 O
(1)
ggF < 0.36 0.62 ≤ OVBF < 0.75 O
(2)
ggF < 0.16
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(d) VBF classifier in 2-jet channel
Figure 8.27: The upper panels show the distributions of the BDT classifier outputs
indicated in the sub-figure captions for events with 76 < mµµ(γ) < 106 GeV. Black
points represent the data. The filled histograms present the MC simulation of dif-
ferent background processes: Drell-Yan, diboson and top, and are normalised to the
luminosity of the data. The lower panels show the ratios of the data to the SM pre-
diction. The grey shaded areas represent the statistical and systematic uncertainty
band with only experimental systematic uncertainties included (muon momentum
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(d) VBF classifier in 2-jet channel
Figure 8.28: The upper panels show the distributions of the BDT classifier out-
puts indicated in the sub-figure captions for events with mµµ(γ) ∈ (110, 120) ∪
(130, 160) GeV. Black points represent the data. The filled histograms present the
MC simulation of different background processes: Drell-Yan, diboson and top, and
are normalised to the luminosity of the data. The lower panels show the ratios
of the data to the SM prediction. The grey shaded areas represent the statistical
and systematic uncertainty band with only experimental systematic uncertainties in-
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Figure 8.29: The upper panel shows the invariant mass distribution in the summed
ggF and VBF categories in the mass range between 76 and 160 GeV. Black points
represent the data. The filled histograms present the MC simulation of different
background processes: Drell-Yan, diboson and top, and are normalised to the lu-
minosity of the data. The pink line presents the expected H → µµ signal peak, with
all Higgs boson production processes included, and is multiplied by a factor of 100 to
make it visible. The black markers indicate the range of the invariant mass distribu-
tion corresponding to the Z control region (CR) and to the fitting range (FR). The
lower panel shows a ratio of the data to the SM prediction. The grey shaded area
represents the statistical and systematic uncertainty band with only experimental
systematic uncertainties included (muon momentum scale and resolution and muon
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Figure 8.30: The upper panels show the invariant mass distributions in the 0-jet
categories in the mass range between 76 and 160 GeV. Black points represent the
data. The filled histograms present the MC simulation of different background
processes: Drell-Yan, diboson and top, and are normalised to the luminosity of the
data. The pink line presents the expected H → µµ signal peak, with all Higgs
boson production processes included, and is multiplied by a factor of 100 to make
it visible. The black markers indicate the range of the invariant mass distribution
corresponding to the Z control region (CR) and to the fitting range (FR). The lower
panels show the ratio of the data to the SM prediction. The grey shaded areas
represent the statistical and systematic uncertainty band with only experimental
systematic uncertainties included (muon momentum scale and resolution and muon
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Figure 8.31: The upper panels show the invariant mass distributions in the 1-jet
categories in the mass range between 76 and 160 GeV. Black points represent the
data. The filled histograms present the MC simulation of different background
processes: Drell-Yan, diboson and top, and are normalised to the luminosity of the
data. The pink line presents the expected H → µµ signal peak, with all Higgs
boson production processes included, and is multiplied by a factor of 100 to make
it visible. The black markers indicate the range of the invariant mass distribution
corresponding to the Z control region (CR) and to the fitting range (FR). The lower
panels show the ratio of the data to the SM prediction. The grey shaded areas
represent the statistical and systematic uncertainty band with only experimental
systematic uncertainties included (muon momentum scale and resolution and muon















80 90 100 110 120 130 140 150 160
















-1 = 13 TeV, 139.0 fbs
Inclusive Region
 2 jets≥
2-jet Very High Category














80 90 100 110 120 130 140 150 160


































80 90 100 110 120 130 140 150 160


































80 90 100 110 120 130 140 150 160





















Figure 8.32: The upper panels show the invariant mass distributions in the 2-jet
ggF categories in the mass range between 76 and 160 GeV. Black points represent
the data. The filled histograms present the MC simulation of different background
processes: Drell-Yan, diboson and top, and are normalised to the luminosity of the
data. The pink line presents the expected H → µµ signal peak, with all Higgs
boson production processes included, and is multiplied by a factor of 100 to make
it visible. The black markers indicate the range of the invariant mass distribution
corresponding to the Z control region (CR) and to the fitting range (FR). The lower
panels show the ratio of the data to the SM prediction. The grey shaded areas
represent the statistical and systematic uncertainty band with only experimental
systematic uncertainties included (muon momentum scale and resolution and muon
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Figure 8.33: The upper panels show the invariant mass distributions in the 2-jet
VBF categories in the mass range between 76 and 160 GeV. Black points represent
the data. The filled histograms present the MC simulation of different background
processes: Drell-Yan, diboson and top, and are normalised to the luminosity of the
data. The pink line presents the expected H → µµ signal peak, with all Higgs
boson production processes included, and is multiplied by a factor of 100 to make
it visible. The black markers indicate the range of the invariant mass distribution
corresponding to the Z control region (CR) and to the fitting range (FR). The lower
panels show the ratio of the data to the SM prediction. The grey shaded areas
represent the statistical and systematic uncertainty band with only experimental
systematic uncertainties included (muon momentum scale and resolution and muon
trigger and reconstruction efficiencies).
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8.5 Signal and background modelling
8.5.1 Signal modelling
The H → µµ signal is fitted with a double-sided Crystal Ball function, with
the central part described by a Gaussian function and power-law tails on both
sides. The function depends on several parameters. The parameters µCB and
σCB, are the mean and width of the Crystal Ball function. The parameters
αL and nL describe the power-law tail in the low-mass region and αH and
nH describe the power-law tail in the high-mass region. The signal model
parameters are obtained from a fit to the summed mass distribution of all
Higgs production processes and are fixed in the S+B fits.
8.5.2 Background modelling
As already mentioned, modelling of the H → µµ background is highly non-
trivial due to the steepness of the mµµ spectrum in the low-mass region. In
order to constrain the background at the per mill level, the background model
is defined as the product of two components: a core function and an empirical
function.
The core function is a physics-inspired model based on the LO DY line-shape
[133]. This function describes the difficult to model part of the mass spectrum.
To account for resolution effects, the DY line-shape is convolved with a Gaus-
sian function. The core function has no free parameters and it is common to
all categories.
To model backgrounds other than DY and to take into account mass distor-
tions induced by the event selection and categorisation, the core component is
multiplied by an empirical function. The empirical function is chosen from the
two function families power law functions and exponential functions of poly-
nomials, as presented in Table 8.17. The choice of a particular function with
a particular number of degrees of freedom is based on the following criteria:
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1. The tested background model must fit the background distribution in
data sidebands, fully simulated background MC (top, diboson and in
the case of ggF and VBF categories also DY) and fast simulation of the
DY background (only in ggF and VBF categories), with a χ2 probability
above 1%,
2. The spurious signal uncertainty associated with a particular model must
be lower than 20% of the statistical uncertainty,
3. If more than one function passes criteria 1. and 2., the one with the









a0 + a1mµµ + a2m2µµ + · · ·+ aNmNµµ
)
Table 8.17: Two families of empirical functions used in the background modelling.
8.6 Systematic uncertainties
The systematic uncertainties are estimated in the same way as in the H → ee
search presented in Section 7.6. The theory systematic uncertainties vary in
categories from a few per mill up to 15% for the ggF production, up to 7% for
the VBF production and up to 18% for the ttH and VH production processes.
The systematic uncertainties related to the reconstruction of the different ob-
jects used in the analysis are also taken into account. The leading uncertainties
come from the jet energy scale and resolution which affect the signal yields up
to 10% in some of the 2-jet categories, and the muon momentum resolution
which affects the signal yields ranging from 1 to 6% depending on the category.
The background modelling uncertainty is estimated with a spurious signal pro-
cedure similar to the one described in Section 7.5 for the H → ee analysis. The
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systematic uncertainty varies from a few percent up to 20% in the VBF/ggF
categories and to 30% in the ttH and VH-enriched categories.
Also considered is the systematic uncertainty related to the luminosity meas-
urement of 1.7%.
8.7 Results
Figure 8.34 presents the signal plus background fits shown in the inclusive
category for unweighted and weighted data. The number of data events, ex-
pected number of signal events and signal and background yields in the mass
region mµµ ∈ (120, 130) GeV obtained form the S+B fits to data, as well
as significance (S/
√
B) and signal-to-background ratio in analysis categories
are presented in Table 8.18. The observed background yields are consistent
with the expected values within the uncertainties. The signal-to-background
ratio decreases when going from very high to low category. As expected, the
best S/B is observed for the two VBF categories, very high and high. The
significance is roughly constant for the ggF and VBF categories as designed,
with slightly lower values observed in the 0-jet ggF categories.
The best fit values of the signal strength in the five major categories: VH
+ttH, ggF 0-, 1- and 2-jet and VBF, along with the combined µ, are presented
in Figure 8.35. As expected, the best constraints on the µ are in the VBF
categories. The combined signal strength, defined as the ratio of the observed
to the expected number of signal events, is:
µ = 1.2± 0.6 (stat.) +0.2−0.1 (syst.), (8.3)
corresponding to an observed (expected) significance of 2.0σ (1.7σ) assuming
no H → µµ signal. The result is dominated by the data statistics. The largest
contribution to the overall systematic uncertainty comes from the signal theory
uncertainties (+0.13−0.08). Smaller contribution comes from the signal experimental
uncertainties (+0.07−0.03) and background modelling (±0.10). The observed upper
limit on the signal strength at 95% confidence level is 2.2, whereas the expected
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limit is 1.1 and 2.0 for the background-only and SM hypotheses, respectively.
The upper limit on the H → µµ branching ratio at 95% confidence level is
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Figure 8.34: The upper panels present the signal plus background fits to dimuon
mass distributions presented in the inclusive category for unweighted and weighted
data indicated in the sub-figure captions [132]. The weighted data are scaled by
ln (1 + S/B), where S and B are the signal and background yields in mass region
mµµ ∈ (120, 130) GeV, respectively, obtained from the S+B fits to data. Black points
represent the Run-2 data. The solid blue line is the total S+B model, whereas the
signal and background components are represented by solid red and dashed black
line, respectively. The lower panels show the difference between the data points and
the background fit.
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Category Data SSM S B S/
√
B S/B [%]
VBF Very High 15 2.81 ± 0.27 3.3 ± 1.7 14.5 ± 2.1 0.86 22.6
VBF High 39 3.46 ± 0.36 4.0 ± 2.1 32.5 ± 2.9 0.71 12.4
VBF Medium 112 4.8 ± 0.5 5.6 ± 2.8 85 ± 4 0.61 6.6
VBF Low 284 7.5 ± 0.9 9 ± 4 273 ± 8 0.53 3.2
2-jet Very High 1030 17.6 ± 3.3 21 ± 10 1024 ± 22 0.63 2.0
2-jet High 5433 50 ± 8 58 ± 30 5440 ± 50 0.77 1.0
2-jet Medium 18311 79 ± 15 90 ± 50 18320 ± 90 0.66 0.5
2-jet Low 36409 63 ± 17 70 ± 40 36340 ± 140 0.37 0.2
1-jet Very High 1097 16.5 ± 2.4 19 ± 10 1071 ± 22 0.59 1.8
1-jet High 6413 46 ± 7 54 ± 28 6320 ± 50 0.69 0.9
1-jet Medium 24576 90 ± 11 100 ± 50 24290 ± 100 0.67 0.4
1-jet Low 73459 125 ± 17 150 ± 70 73480 ± 190 0.53 0.2
0-jet Very High 15986 59 ± 11 70 ± 40 16090 ± 90 0.55 0.4
0-jet High 46523 99 ± 13 120 ± 60 46190 ± 150 0.54 0.3
0-jet Medium 91392 119 ± 14 140 ± 70 91310 ± 210 0.46 0.2
0-jet Low 121354 79 ± 10 90 ± 50 121310 ± 280 0.26 0.1
VH4L 34 0.53 ± 0.05 0.6 ± 0.3 24 ± 4 0.13 2.6
VH3LH 41 1.45 ± 0.14 1.7 ± 0.9 41 ± 5 0.27 4.2
VH3LM 358 2.76 ± 0.24 3.2 ± 1.6 347 ± 15 0.17 0.9
ttH 17 1.19 ± 0.13 1.4 ± 0.7 15.1 ± 2.2 0.36 9.2
Table 8.18: Number of data events, expected signal yield and the observed signal and
background yields in mass region mµµ ∈ (120, 130) GeV along with the significance
S/
√
B and signal-to-background ratio in analysis categories [132]. The observed
yields are obtained from the S+B fit to data assuming the signal strength µ = 1.2.
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Total Stat. Syst. SM
µµ → H                     -1 = 13 TeV,  139 fbs              ATLAS
             Total     Stat.     Syst.
Combined   ) 0.1−
 0.2+  0.6 , ± 0.6  (  ±   1.2  
VBF categories  0.2 )± 1.0 ,  ± 1.0  (  ±   1.8  
ggF 2-jet categories  0.3 )± 1.2 ,  ± 1.2  (  ±  -0.6  
ggF 1-jet categories  0.3 )± 1.2 ,  ± 1.2  (  ±   2.4  
ggF 0-jet categories  0.3 )± 1.5 ,  ± 1.6  (  ±  -0.4  
VH and ttH categories  1.1 )± 3.3 ,  ± 3.5  (  ±   5.0  
Figure 8.35: The best fit values of the signal strength in the summed categories
targeting different production channels: VH +ttH, ggF 0-, 1- and 2-jet, and VBF,
along with a combined signal strength [132]. The yellow and blue rectangles show
the statistical and systematic uncertainties, respectively, and the error bars represent





This thesis presents searches for Higgs boson decays to dielectrons and to
dimuons, performed using the ATLAS detector data from proton-proton colli-
sions in Run 2 corresponding to an integrated luminosity of 139 fb−1.
The search for the H → ee decay is performed for the first time within the
ATLAS experiment. The analysis is done in several stages. Events passing
selection are split into seven categories to improve the overall signal sensitivity.
The categorisation is defined to target the two Higgs boson production channels
with the highest cross-sections, ggF and VBF. An S+B fit is performed to
the dielectron mass distributions in each category, using analytical functions
to describe the signal and the background. The obtained best fit value of the
branching ratio is:
B (H → ee) = (0.0± 1.7(stat.)± 0.6(syst.)) · 10−4. (9.1)
The result is dominated by the data statistics with the leading systematic
uncertainty coming from the choice of a particular background model. This
result, presented in Ref. [116], represents a factor of 5 improvement on the
result presented by the CMS Collaboration using data from Run 1.
The H → µµ analysis strategy is similar. Events are selected with loose
requirements to maximise the signal acceptance. Up to one FSR photon can-
didate is added to the dimuon mass calculation to improve the resolution in
the categories targeting the ggF and VBF Higgs production processes. The
event categorisation is defined using the outputs of the BDT classifiers into 20
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categories targeting ggF, VBF and Higgs production associated with a vector
boson or tt pair. An S+B fit is performed in each analysis category to extract
the signal peak from a falling background. The background model is construc-
ted from two components, a core function shared across all categories, and an
empirical function, selected for each category based on a number of criteria.
The extracted combined signal strength is:
µ = 1.2± 0.6 (stat.) +0.2−0.1 (syst.) (9.2)
which is consistent with both the SM and the background-only hypothesis
within the uncertainties. The observed (expected) significance is 2.0σ (1.7σ)
assuming no SM signal. The analysis is presented in Ref. [132]. The obtained
result represents a significant improvement with respect to the previous pub-
lished ATLAS result. The improvement is achieved not only due to the nearly 4
times larger dataset, but also thanks to significant improvements implemented
in the analysis. These include employing BDTs to define categories, dividing
data into more categories, additionally targeting the VH and ttH production
processes, excellent background modelling and FSR recovery.
A combination of results from the ATLAS and CMS Collaborations could lead
to the first evidence for the Higgs decay to dimuons using data from Run 2.
If the H → µµ branching ratio is as expected in the SM, the decay could be
observed with close to 4σ significance by combining ATLAS and CMS results
using data from Run 2 and Run 3. The dataset expected to be collected at
the High-Luminosity LHC corresponding to around 3000 fb−1 could decrease
the uncertainty of the ATLAS result to the level of 13% [134] (or further if the
dataset increases to 4000 fb−1).
This thesis also presents a study of the effects of radiation damage in the
ATLAS SCT detector sensors. The evolution of the leakage current is predicted
using two phenomenological models, the Hamburg model and the Sheffield
model. When comparing the predictions to data, both models agree well, with
the deviations not beyond the 1σ systematic uncertainty. This gives confidence
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that the leakage current increase can be predicted well until the end of SCT
operation at the end of Run 3, assuming certain operation conditions. It
can also be used to verify the running conditions in Run 3, such as effects of
lowering the operation temperature. Another important result of the radiation
damage is the evolution of the full depletion voltage. An estimate of VFD is
evaluated by looking at the hit efficiency curves obtained using data from
HV scans performed during collisions. The results show a large discrepancy
between the estimated VFD and the Hamburg model prediction. The cause of
this discrepancy is still to be understood. It may be related to low electric
field in the depletion zone affecting the charge collection.
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