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assumptions and for a complex structure, dimension Ò of the reduced matrix model generally has to be high (several dozen or hundred structural modes may be necessary to predict transient responses).
However, it is known that the higher the eigenfrequency of a structural mode, the lower its accuracy because the uncertainties in the model increase (in linear structural dynamics and vibrations, the effects of uncertainties on the model increase with the frequency and it should be kept in mind that the mechanical model and the finite element model of a complex structure tend to be less reliable in predicting the higher structural modes). This is why random uncertainties in the mechanical model have to be taken into account. This is a fundamental problem in structural dynamics when the mechanical model has to be adapted to predict a transient response for which not only the low-frequency band is mainly concerned, but also the upper part of this low-frequency band and maybe the medium-frequency-band have to be taken into account. Random uncertainties in finite element models are usually modeled by using parametric models. Concerning such a parametric approach, for general developments, we refer the reader to Refs. [1] [2] [3] [4] [5] [6] [7] and for aspects related to stochastic finite elements, we refer the reader to Refs. [8] [9] [10] [11] [12] [13] . The structural modes corresponding to the Ò lowest eigenfrequencies of the complex structure are calculated using the finite element method (see for instance Refs. [14] [15] [16] [17] [18] ). This paper presents a new nonparametric probabilistic model of random uncertainties for reduced matrix models of structures in order to predict transient responses due to impulsive loads. The information used does not require the description of the local parameters of the mechanical model. This nonparametric model of random uncertainties is based on a probability model introduced in Refs. [19, 20] for symmetric positive-definite real random matrices deduced from the entropy optimization principle. The available information is only constituted of the mean value of the generalized mass, damping and stiffness matrices of the mean reduced matrix model which is deduced from the mean finite element model.
A probability model for symmetric positive-definite random matrices
In this section, we recall the main results established in Refs. [19, 20] concerning the construction of a probability model for random matrices with values in the set Å · Ò´Ê µ of all the´Ò¢Òµ real symmetric positive-definite matrices using the entropy optimization principle which allows only the available information to be used. It should be noted that the results obtained and presented below differ from the known results concerning the Gaussian and circular ensembles for random matrices such as orthogonal (GOE), sympletic, unitary and antisymmetric hermitian ensembles which have been extensively studied in the literature (see for instance Ref. [21] ). In addition, we complete the construction given in Refs. [19, 20] in order to obtain a consistent probabilistic model which allows the convergence properties to be C. Soize 
Probability model using the maximum entropy principle
The measure of entropy [22] and the maximum entropy principle [23, 24] are introduced to construct the probability model of random matrix A℄ with values in Å · Ò´Ê µ based only on the use of the available information defined by Eqs. (8)- (10) . Let be the real parameter such that ½ is the Lagrange multiplier corresponding to the constraints defined by Eq. (10) . It can then be proved [19, 20] that, for ¼ and ¢℄ ¾ Å Ë Ò´Ê µ, probability density function Ô A℄´ ℄µ and characteristic function¨ A℄´ ¢℄µ of positive-definite random matrix A℄ are written as (18), we deduce that the covariance From Eqs. (14) and (25), we deduce that parameter AE has to be such that
Equation (28) shows that has to be chosen as small as possible in order to increase the domain of possible values for AE . From convergence considerations when Ò ·½ and from Eq. (28), it can be deduced that ¾ is an optimal value (see Ref. [26] ). Let Ò ¼ ½ be a fixed integer. Taking the value ¾, we then deduce that, if parameter AE satisfies
then, Ò Ò ¼ , we have ´Òµ · ½ ¿ and consequently, Eq. (14) holds. These equations will be used as follows. The lower bound Ò ¼ of positive integer Ò is fixed. Then, the dispersion of the probability model is fixed by giving parameter AE , independent of Ò, a value such that Eq. (29) is satisfied. For each value of integer Ò Ò ¼ , parameter ´Òµ is then calculated by using Eq. (27) .
Consequently, ´Òµ appears as a function of Ò.
Monte Carlo simulation of random matrix A℄ when is an integer
When ´Òµ is a positive integer, we introduce the positive integer Ñ such that
Substituting Eq. (27) in the right-hand side of Eq. (30) yields
Since Ñ ´Òµ is a positive integer, it can be verified that the probability distribution defined by Eq. (11) or (12) is a Wishart distribution [25] and that random matrix A℄ can be written [19, 20] as
in which Ä ℄ is the upper triangular matrix defined by Eq. (17) 
Monte Carlo simulation of random matrix A℄ when is a not an integer
Let us now assume that ´Òµ, given by Eq. (27) , is a positive real number (the particular case for which is a positive integer is presented above in Section 2.4). Since G ℄ defined by Eq. (18), is a random matrix with values in Å · Ò´Ê µ, the Cholesky factorization allows us to write
´¿¿µ in which L ℄ is an upper triangular random matrix with values in Å Ò´Ê µ. The following results, which allow a procedure for the Monte Carlo simulation of random matrix A℄ to be defined, are proved [19, 20] :
Gaussian random variable with zero mean and variance given by
given by Eq. (34) and where Y is a positive-valued gamma random variable whose probability density function with respect to Ý is given by
. Probability model of a set of positive-definite symmetric real random matrices
Let us consider random matrices A ½ ℄ A ℄ with values in Å · Ò´Ê µ such that for each in ½ , the probability density function of random matrix A ℄ satisfies Eqs. (8)- (10). This means that only the mean values of the random matrices are known. Applying the maximum entropy principle, it can be proved that the probability density function´
which means that A ½ ℄ A ℄ are independent random matrices.
Transient responses of structural dynamical systems with random uncertainties

Introduction of the mean finite element model for transient responses to impulsive loads
Let us consider the linear transient reponse of a damped fixed structure around a static equilibrium configuration considered as a natural state without prestresses, submitted to an impulsive load. We Ñ µ is the transient response vector of the Ñ DOFs (displacements and/or rotations), x ´Ü ½ Ü Ñ µ is the impulsive load vector of the Ñ inputs (forces and/or moments), y ¼ and y ½ are the given initial conditions for displacement and velocity vectors y and y respectively. The mass, damping and stiffness matrices Å ℄, ℄ and Ã ℄ are positive-definite symmetric´Ñ ¢Ñµ real matrices (the structure being assumed to be fixed, there are no rigid body displacements). Note that underlined quantities refer to the "mean finite element model".
Introduction of the mean reduced matrix model
The mean reduced matrix model is constructed using the mode-superposition method. We consider the generalized eigenvalue problem Ã ℄ Å ℄ associated with the mean finite element model. The convergence with respect to Ò can be analyzed in studying response ratio Ö Ò´Ø µ at time Ø and dynamic magnification factor Ò .
Construction of a nonparametric model of random uncertainties for the reduced matrix model
In this section, we introduce the principle of construction of a nonparametric model of random uncertainties, the available information being constituted of the mean reduced matrix model of the structure.
It should be noted that the mean finite element model defined by Eqs. (37)-(38) is not able to predict the transient response due to impulsive load whose energy is distributed over a very broad frequency band, i.e. over the low-, medium-and high-frequency ranges (for instance, if there is energy in the medium-frequency range, more advanced probabilistic mechanical models such as the fuzzy structure theory have to be used to take into account the role played by the structural complexity [14] ); the most that this kind of deterministic mean finite element model is able to predict is the transient response due to impulsive loads whose energy is mainly distributed over a broad low-frequency range for which the mean reduced matrix model defined by Eqs. (39)- (42) In addition, in order to obtain a consistent probabilistic model and in particular, to obtain convergence properties of stochastic transient response Y Ò´Ø µ Ø ¼ when dimension Ò approaches infinity, we need to introduce information relative to the existence of moments of random variables M℄ ½ , D℄ ½ and K℄ ½ (such as second-order moments). It should be noted that since random matrices M℄, D℄
and K℄ are almost surely positive definite, the inverse matrices exist almost surely, but the existence of second-order moments does not follow. We therefore introduce the following constraints,
We then have to construct a probability model for symmetric positive-definite real random matrices M℄,
D℄ and K℄ with the available information defined by Eqs. (49)-(50). This construction is performed
using the results presented in Section 2.
Nonparametric probability model of the reduced matrix model
In this section we complete the construction of the probability model introduced in Section 3.3 using the developments of Section 2. Let Ò ¼ ½ be a fixed integer and Ò Ò ¼ . We apply the results of Section 2 to the set of positive-definite symmetric real random matrices M℄ D℄ K℄ defined in Section 3.3, for which the available information is described by Eqs. (49)-(50). As indicated in Section 2.3, the levels of dispersion of random matrices M℄, D℄ and K℄ are controlled by parameters AE Å , AE and AE Ã respectively, which are independent of Ò and are chosen such that (see Eq. (29) and finally, random variable Ò defined (see Eq. (44)) by
Below, we present a formulation which is adapted to Monte Carlo numerical simulation.
For given matrices Å ℄ ℄ Ã ℄ in Å · Ò´Ê µ let Ø q F q ¼ q ½´Ø Å ℄ ℄ Ã ℄µ be the solution from Ê · into Ê Ò of the deterministic second-order differential equation
with the initial conditions
We deduce that stochastic process Q´Øµ Ø ¼ which is the solution of the stochastic dynamical problem defined by Eqs. (47)- (48), can be written as
It should be noted that if q ¼ q ½ ¼, then Q´Øµ can usually be written as 
where Fix´Üµ is equal to Ü when Ü is an integer and Fix´Üµ rounds down Ü · ½ to the nearest integer when Ü is not an integer. In Eqs. (41) with q´¼µ q´¼µ ¼ is solved with the same Newmark integration scheme with the same time step size ¡Ø ½ ½¿¼¼ s. Figure 4 shows the convergence of the dynamic magnification factor Ò of the mean model, defined by Eq. (44), as dimension Ò of the mean reduced matrix model increases. From Figure   4 , it can be deduced that the transient response of the mean model is reasonably converged when Ò ¼ for which Ò ½ . Figure 5 shows the graph of function Ø Ö Ò´Ø µ for Ò ¼. 
Conclusion
We have presented a new approach allowing the random uncertainties to be modeled by a nonparametric 
