Abstract. In this paper we prove new ℓ p → ℓ q bounds for a discrete fractional integral operator by applying techniques motivated by the circle method of Hardy and Littlewood to the Fourier multiplier of the operator. From a different perspective, we describe explicit interactions between the Fourier multiplier and mean values of Weyl sums. These mean values express the average behaviour of the number r s,k (l) of representations of a positive integer l as a sum of s positive k-th powers. Recent deep results within the context of Waring's problem and Weyl sums enable us to prove a further range of complementary results for the discrete operator under consideration.
Introduction
Let I k,λ be the operator acting on (compactly supported) functions f : Z → C by
where 0 < λ < 1 and k ≥ 1 is an integer. For which pairs of exponents p, q may I k,λ be extended to a bounded operator from ℓ p (Z) to ℓ q (Z)? Here we denote by ℓ p (Z) the space of functions f : Z → C such that the norm ||f || ℓ p (Z) = ( n∈Z |f (n)| p )
1/p is finite. One may formulate the expected mapping properties of I k,λ by considering its continuous analogue, defined for 0 < λ < 1 by
By the classical Hardy-Littlewood-Sobolev fractional integration theorem, I k,λ is known to be bounded from L p (R) to L q (R) if and only if 1 < p < q < ∞ and 1/q = 1/p − (1 − λ)/k. In analogy, one would expect the following for the discrete operator I k,λ : Conjecture 1. For 0 < λ < 1 and k ≥ 1, I k,λ extends to a bounded operator from ℓ p (Z) to ℓ q (Z) if and only if p, q satisfy (i) 1/q ≤ 1/p − (1 − λ)/k, (ii) 1/q < λ, 1/p > 1 − λ.
That these two conditions are necessary for I k,λ to be bounded from ℓ p to ℓ q may be seen by considering two simple examples: for condition (i), set f (n) = n −γ if n ≥ 1 and f (n) = 0 if n ≤ 0, where γ > 1/p: for condition (ii), set g(0) = 1 and g(n) = 0 if n = 0. For k = 1, the fact that conditions (i) and (ii) are also sufficient for I k,λ to be bounded from ℓ p to ℓ q is an immediate consequence of the known (L p , L q ) bounds for the operator I k,λ in the continuous setting (see Proposition a of [19] ). For any k ≥ 2, a similar comparison to the continuous operator I k,λ shows that I k,λ maps ℓ p to ℓ q for 1/q ≤ 1/p − (1 − λ) (see Proposition b of [19] ). However, note that for k ≥ 2, this is far from sharp, compared to condition (i) of Conjecture 1.
Stein and Wainger [19] [20], Oberlin [16] , and Ionescu and Wainger [12] have studied the discrete operator I k,λ extensively in the case k = 2, ultimately proving the full sharp bounds of Conjecture 1 in this specific case. (Indeed, in [12] Ionescu and Wainger further prove a deep result for translation invariant discrete singular Radon transforms that implies that for λ = 1 + iγ with γ = 0, I k,λ is a bounded operator on ℓ p (Z) for all 1 < p < ∞.) For k ≥ 3, Conjecture 1 remains open, and the partial results obtained so far have been slight. In this paper we prove new bounds toward Conjecture 1 for I k,λ for all k ≥ 3, and along the way, we outline precisely why the higher degree problem appears to be difficult.
We will take two distinct approaches to the problem. Define the discrete Fourier transform of a function f ∈ ℓ 1 (Z) bŷ
The operator I k,λ is translation invariant, and as a result (I k,λ f )ˆ(θ) = m k,λ (θ)f (θ), where a simple computation shows that the Fourier multiplier m k,λ is defined by
We will observe that to prove Conjecture 1, it would be sufficient to show that for 0 < λ < 1, m k,λ belongs to the weak-type L r [0,1] space 1 for r = k/(1 − λ). In the first half of this paper we will prove a result of this type by means of a decomposition of the multiplier m k,λ motivated by the circle method of Hardy and Littlewood. Estimates for exponential sums play a key role in bounding m k,λ , and we apply bounds due to refinements of the Weyl bound and Vinogradov's mean value theorem. The results we obtain via this method (Theorem 1) prove the results of Conjecture 1 for a restricted range of λ (approximately of size 1 −
In fact, this limitation on λ reflects a profound difficulty embedded in this ap-
But as was first observed in [19] , the statement that m k,λ ∈ L 2k [0, 1] for all 1/2 < λ < 1 is equivalent to Hypothesis K * , a classical conjecture about the average behaviour of r k,k (l), the number of representations of a positive integer l as a sum of k kth positive powers. This conjecture remains unproved for k ≥ 3. In the second half of this paper we examine a more general equivalence between properties of the multiplier m k,λ and the average behaviour of r s,k (l), the number of representations of a positive integer l as a sum of s kth positive powers. For s sufficiently small or sufficiently large with respect to k, best possible results for the relevant averages of r s,k (l) are known due to recent deep results on mean values of Weyl sums [3] [18] . These results will ultimately allow us to prove a collection of new bounds for the operator I k,λ (Theorems 2, 3, 4).
1.1. Summary of results. We note that these two main approaches-L r,∞ [0, 1] bounds for the Fourier multiplier m k,λ coming directly from the circle method, versus L 2k bounds coming from mean values of exponential sums and asymptotics for Waring's problem (and hence also ultimately from the circle method)-are not redundant, but complementary. Because the key distinctions between the four theorems we prove will be most clearly understood within the context of their proofs, we defer stating the precise theorems until they arise naturally in the course of the discussion. Instead, we provide a brief summary of the results, for large k. Theorems 1 -4 prove that I k,λ is a bounded operator from ℓ p (Z) to ℓ q (Z) under the following conditions, respectively:
log k and 1/2 < λ < 1;
log 2 k+1 and 1 − log 2 k+1 2k < λ < 1;
These results may be compared most intuitively by regarding the pictorial representation of (ℓ p , ℓ q ) bounds for the operator I k,λ for each fixed 0 < λ < 1 as a set of points (1/p, 1/q) in the unit square [0, 1] × [0, 1]. In this interpretation, Conjecture 1 states that for each 0 < λ < 1, I k,λ is expected to be bounded from ℓ p to ℓ q for all points (1/p, 1/q) that lie on or below the diagonal line 1/q = 1/p − (1 − λ)/k and also lie inside the open box described by 1/q < λ, 1/p > 1 − λ. Generally speaking, the first approach (Theorem 1) gives (ℓ p , ℓ q ) bounds for (1/p, 1/q) lying on or below the diagonal line 1/q = 1/p − (1 − λ)/k but for a short range of λ, while the second approach (Theorems 2, 3, 4) proves (ℓ p , ℓ q ) bounds for (1/p, 1/q) further restricted to lying strictly below a lower diagonal line, but for a longer range of λ. A pictorial representation summarising the distinct conditions for p, q, λ arising in each of Theorems 1 to 4 is given in Figure 1. 1.2. Outline of the paper. We will proceed as follows. In Section 2 we prove two technical lemmas relating properties of the multiplier m k,λ to bounds for the operator I k,λ . In Section 3 we prove a weak-type bound for m k,λ via a circle method decomposition of the multiplier, and indicate the resulting bound for the operator I k,λ . In Section 4 we prove an explicit equivalence between m k,λ and an average bound for r s,k (l), which we denote by Property K * s,k (β). Finally, in Section 5 we record the best known results for Property K * s,k (β) for three ranges of s with respect to k, and their consequences for I k,λ . The author thanks Elias M. Stein for his interest and encouragement, Per Salberger and Trevor D. Wooley for providing a preprint of [18] , and Tim Browning, Kevin Ford, and Roger Heath-Brown for helpful comments. (4)). The left plot represents those p, q for which each theorem shows that I k,λ is a bounded operator from ℓ p (Z) to ℓ q (Z). The right plot depicts a comparison of the ranges of λ in which each theorem holds.
Preliminaries
We first record two functional analytic lemmas that will be used to derive results toward Conjecture 1 from the knowledge that m k,λ ∈ L r,∞ [0, 1] for r = k/(1 − λ). The first result is a "folk lemma" noted by Stein and Wainger [19] : Lemma 1. Let T be a convolution operator acting on functions f : Z → C with Fourier multiplier m,
For completeness, we record the proof of this lemma due to Stein and Wainger. First, assume that q = 2, so that 1/p = 1/r + 1/2. Then for f ∈ ℓ p , by Paley's version of the Hausdorff-Young inequality,f ∈ L 
The case with p = 2 and 1/2 − 1/r = 1/q follows by considering the adjoint operator to T , and the lemma then follows by interpolation between the two resulting bounds for T .
Supposing that it is known that m k,λ ∈ L r,∞ [0, 1] for r = k/(1 − λ) in a range λ k < λ < 1, then Conjecture 1 in this restricted range of λ follows immediately from Lemma 1. For indeed, the restriction that p ≤ 2 ≤ q can be removed by complex interpolation with the result of Ionescu and Wainger [12] that I k,λ extends to a bounded operator on ℓ p (Z) for all 1 < p < ∞ on the line ℜ(λ) = 1, ℑ(λ) = 0. The remaining p, q pairs satisfying condition (i) in Conjecture 1 with a strict inequality follow simply from the inclusion property
In fact, we note that it is not necessary to prove m k,λ ∈ L r,∞ [0, 1] for all 0 < λ < 1 in order to prove Conjecture 1 in full. It would suffice to show that m k,λ ∈ L r,∞ [0, 1] for λ in the smaller range λ * k < λ < 1, where λ * k = 1− k 2k−1 is the crossover value at which condition (i) and condition (ii) (with equality) meet at a single point. For λ ≤ λ * k , condition (ii) is stronger than condition (i). Thus for λ ≤ λ * k , the desired (ℓ p , ℓ q ) bounds for I k,λ could be obtained by interpolating the known result for ℜ(λ) > λ * k with the trivial ℓ 1 → ℓ ∞ bound for I k,λ for ℜ(λ) ≥ 0, followed by applying the inclusion property of ℓ q spaces, and taking adjoints. Asymptotically, λ * k approaches 1/2 from below as k → ∞, so that the region of most interest in the work that follows is 1/2 < λ < 1.
The results we will prove in Section 5 will place m k,λ not in a weak L r space varying with λ, but in a fixed L p space; to translate these results into bounds for the operator I k,λ we will apply the following lemma.
, under the hypotheses of the lemma it follows from Lemma 1 that I k,λ maps ℓ p to ℓ q boundedly for 1/q = 1/p − 1/u for all η < λ < 1. (As before, we may remove the restriction 1 < p ≤ 2 ≤ q < ∞ by interpolation with the ℓ p → ℓ p result of [12] for I k,λ on the line ℜ(λ) = 1.) However, in this case note that u is fixed (independent of λ), so that this result is strongest for λ close to η. Thus the lemma follows from interpolating the ℓ p → ℓ q result for λ arbitrarily close to ℜ(λ) = η with the ℓ p → ℓ p result on the line ℜ(λ) = 1.
3. Weak-type bounds for m k,λ via the circle method Our first approach is to bound m k,λ (θ) directly by decomposing it according to the Diophantine properties of θ. Our argument follows closely the work of Stein and Wainger [19] ; we improve on the original presentation by optimising the choice of the major and minor arcs and applying sharper bounds for Weyl sums that arise in the minor arcs.
Decompose the multiplier as
We define the major and minor arcs in terms of real parameters β, β 0 , β 1 ≥ 0 that will be fixed later. Given j ≥ 0, Dirichlet's approximation principle guarantees that for each θ ∈ [0, 1] there exist integers a, q such that
For each 1 ≤ q ≤ 1 10 2 β0j and 1 ≤ a ≤ q with (a, q) = 1, we define the major arc
The minor arcs (for each fixed j) are then defined to be the complement of the union of the major arcs in [0, 1]. The key property of the major arcs is that they are disjoint if (a 1 , q 1 ) = (a 2 , q 2 ). For indeed, if they were not we would have
which is impossible for 1 ≤ q 1 , q 2 ≤ 1 10 2 β0j , as long as 0 ≤ β 0 ≤ β − β 1 , which we henceforward assume.
It will also be convenient to define a version of the major arcs that is independent of j; for every (a, q) = 1 let
Then certainly M j (a/q) ⊂ M * (a/q) for every j, since β 0 ≤ β − β 1 . These intervals are also disjoint, as long as
which is impossible under the assumed conditions. 3.1. The major arcs. We consider the inner sum on the right hand side of (2). For θ ∈ M j (a/q), write θ = a/q + α and write n = mq + l in terms of its residue class modulo q. In the case k = 2, m k,λ is related to a theta function, and applying the Jacobi inversion formula (i.e. Poisson summation) separates out the arithmetic information and main term from this inner sum, with a small remainder term. For higher degrees, only cruder estimates are available. First note that (4)
We apply the van der Corput summation formula (see Lemma 8.8 of [13] ):
is monotonic and bounded by
as long as β 0 ≤ 1; this is uniformly bounded if β − β 1 ≥ k − 1, which we now assume. Thus it suffices to consider the integral
This last expression is independent of l, which was our goal. For (a, q) = 1, define the Weyl sum S(a/q) = Then for θ ∈ M j (a/q), we have shown that
Summing in j, the error term contributes
where r = k/(1 − λ); this follows from splitting the sum for each u into those j such that 2 jk |u| ≤ 1 and 2 jk |u| > 1, and using the bounds |Φ(u)| ≤ A and |Φ(u)| ≤ A/|u|, respectively, for some constant A.
Thus in total, the contribution of the major arcs to m k,λ is (up to a constant) (5)
where χ a/q denotes the characteristic function of the interval M * (a/q). Note that for each fixed a, q pair, the function q −1/k+ǫ |θ −a/q| 
To see this, note that by assumption, for each j, |{|f j | > α}| ≤ α −r for all α > 0. Thus by the disjoint support hypothesis,
and thus
As a result of Lemma 3.1, (5) is bounded by s 2 −s(1/k−ǫ) 2 2s/r , where r = k/(1 − λ), which is finite if and only if λ > 1/2. To summarize, we have shown that the contribution of the major arcs to m k,λ is in L r,∞ [0, 1] under the assumptions
3.2. The minor arcs. We now turn to the minor arcs, for which we must once again bound the inner sum in (2), namely
It is sufficient to bound S N (θ) with N = M = 2 j , for then by partial summation (7) is dominated by O(2 −jλ |S 2 j (θ)|), and the total contribution of the minor arcs is bounded by (8)
where χ mj is the characteristic function of the minor arcs for j.
In general, the Weyl bound and Vinogradov's mean value theorem provide bounds of the form S N (θ) = O(N 1−σ k ) for some σ k > 0 depending on k and the Diophantine properties of θ. In order to state the best known bounds for S N (θ), we require notation relating to the multi-dimensional mean value of Weyl sums defined by
Simple estimates (see [3] ) show that J s,k (X) ≫ X 2s−k(k+1)/2 ; Vinogradov's meanvalue methods prove upper bounds of the form
where η(s, k) is small if s is large enough relative to k. The current best known value of η(s, k) is
due to Wooley [27] , which is close to zero as soon as s is of the order k 2 log k.
(For more precise statements of the best known upper bounds for η(s, k), see Lemmas 5.1 and 5.5 of [3] .)
The subject of extracting a bound for an individual exponential sum S N (θ) from the average J s,k (X) requires care; we record below the current best known bounds (also compiled in Lemma 5.3 of [3] ), under the assumption β 0 = β 1 .
Lemma 4. Suppose that there exist integers a, q such that |θ − a/q| ≤ 1/q 2 where 1 ≤ a ≤ q, (a, q) = 1 and N β0 < q ≤ N k−β0 . Then
where under the assumption
The value σ
k is simply Weyl's bound (see for example Lemma 2.4 of Vaughan [22] ). The value σ To make the results of Lemma 4 easier to interpret, we note that roughly speaking, with η(s, k) ≈ k 2 e −2s/k 2 as in (11), the optimal choice for s in (13) is approximately s ≈ 2(k − 1)
2 log(k − 1), leading to
For large k, σ 
(Although we will not apply this, we note that a clever iteration method allows for a slightly more effective choice of η(s, k) and leads to very slightly better values for σ (2) k and σ
k for certain small k; the interested reader is referred to [3] .) 3.3. The final result. Using the value of σ k (β 0 ) provided by Lemma 4 to bound S 2 j (θ) in (8), it follows that the contribution of the minor arcs is in
. Balancing this with the restriction (6) arising in the major arcs that λ > β 0 , shows that m k,λ ∈ L r,∞ [0, 1] for λ > min(λ
k ), where (15) and Lemma 1, we have proved:
k ), where the λ (t) k are as in (15) . Then the operator I k,λ extends to a bounded operator from
Numerically, the first option λ (1) k is the minimum for 1 ≤ k ≤ 11. For example, this theorem proves Conjecture 1 for the operator I 3,λ in the range 4/5 < λ < 1. The second option λ 
Relation to Waring's problem
Theorem 1 proves Conjecture 1 in a limited range λ k < λ < 1. We now turn to a second approach that will allow us to prove results toward Conjecture 1 in longer ranges of λ. Let r s,k (l) denote the number of representations of a positive integer l as a sum of s summands, each a kth power of a positive integer:
Waring's problem asks for the least s such that all l have such a representation, as well as for asymptotics for r s,k (l). This problem has been studied extensively by means of the circle method, which only gives a meaningful asymptotic for r s,k (l) if the number s of variables is sufficiently large in relation to the degree k. For s = k, the asymptotic behaviour of r k,k (l), or even its average behaviour, remains a very difficult open question.
For k = 2, it is trivially true that r 2,2 (l) = O(l ǫ ) for any ǫ > 0. (In fact the number of representations of a positive integer l by any positive definite binary quadratic form is O(l ǫ ).) Hardy and Littlewood [5] conjectured (Hypothesis K) that r k,k (l) = O(l ǫ ) for every k ≥ 2, but this has been shown to be false for k = 3 by Mahler [15] , and is expected to be false for k ≥ 4 as well. However, such a result is still expected to hold on average, leading to the following conjecture (termed Hypothesis K * by Hooley [8] ):
as N → ∞.
For k = 2, this result follows trivially from the pointwise bound for r 2,2 (l). The case k = 3 already presents substantial difficulties, and has only been proved conditionally on certain standard conjectures and the Riemann Hypothesis for HasseWeil L-functions by Heath-Brown [7] and Hooley [8] , independently. For k ≥ 4, Hypothesis K * remains unproved even conditionally. The trivial bound for the sum in (16) is O(N 2 ), and currently all known results toward Hypothesis K * are of the form O(N 2−δ k ) for some small δ k > 0 tending to zero as k → ∞. Stein and Wainger noted in [19] that Hypothesis K * is equivalent to the statement that m k,λ ∈ L 2k [0, 1] for all 1/2 < λ < 1. We now prove, by a similar argument, that a far more general equivalence exists between m k,λ and r s,k (l). For integers s, k ≥ 2, let Property K * s,k (β) denote the property that
.) The following equivalence holds:
Note that
By Parseval's identity,
Thus assuming Property
for every βk/2s < λ < 1, where now
sλ/k and thus picking out the
The equivalence in Proposition 5 shifts the study of the multiplier m k,λ to the study of Property K * s,k (β). The flexibility of the equivalence is crucial: while little is known toward Hypothesis K * , very deep results are known for mean values of the form (17) for s sufficiently small or sufficiently large relative to k. Results obtained for m k,λ via this equivalence can be translated into results for the operator I k,λ via Lemma 2. In particular, assuming the truth of Hypothesis K * would allow the choices u = 2k and η = 1/2 in Lemma 2, leading to Conjecture 1 but with a strict inequality in condition (i) and in the range 1/2 < λ < 1. (As noted before, in the limit as k → ∞, this is nearly the full range λ * k < λ < 1 required to prove Conjecture 1.) In general, it is clear that bounds obtained for I k,λ from a particular Property K * s,k (β) will never attain equality in condition (i), and hence will always be weaker than Conjecture 1. However, the advantage in pursuing such bounds is that they will hold for a longer range of λ than the original approach of Theorem 1.
Mean values of exponential sums
We now record the best known results for Property K * s,k (β). Let (18) S k,X (α) = X n=1 e 2πin k α and set
Note that
so that Property K * s,k (β) amounts to a bound for the mean value I s,k (X). The expected behaviour of I s,k (X) depends on the size of s with respect to k, and so we will consider three cases: s < k, s = k, and s > k.
5.1. Property K * s,k (β) for s small. Consider 2 ≤ s < k. Note that I s,k (X) may also be expressed as the number of (2s)-tuples (x 1 , . . . , x 2s ) of positive integers x i ≤ X satisfying the equation
. A solution is considered diagonal if (x s+1 , . . . , x 2s ) is a permutation of (x 1 , . . . , x s ); the total number of diagonal solutions of (20) More generally, the same principle yields:
This yields the best known unconditional bounds toward Hypothesis K * for k ≥ 3; for example, this proves Property K * 3,3 (7/6) and K * 4,4 (5/4). Taking u = 2k and η = 1 − δ k /2 in Proposition 5 and Lemma 2 proves:
Then the operator I k,λ extends to a bounded operator from ℓ p (Z) to ℓ q (Z) with
For example, this shows that I 3,λ :
in the range 7/12 < λ < 1. In general, for k a power of 2, I k,λ maps ℓ p → ℓ q for
log 2 k+1 in the range 1 − log 2 k+1 2k < λ < 1. This is intermediate between Theorem 1 and Theorem 2, both in terms of the range of allowable λ and in that condition (i-b) is stronger than (i-a) but weaker than (i).
Property
and this is conjectured to be the true order of magnitude of I s,k (X) in this range. If true, this would imply Property K * s,k (2s/k − 1). If s is sufficiently large with respect to k, the circumstances are more favourable than for s close to k. A clever argument of Ford [3] uses existing bounds for J s,k (N ) (as defined in (10)) to prove
and hence Property K *
. We recall from (11) that the best known value is η(s, k) ≈ k 2 e −2s/k 2 , so that (23) is very close to the desired order of magnitude X 2s−k as soon as s is of the order k 2 log k. Applying this result to the operator I k,λ leads to a family of ℓ p → ℓ q bounds intermediate between Theorems 1 and 3, with the precise results depending on the relative sizes of s, k. However, for clarity of presentation and maximal contrast to Theorem 3, we will only state the theorem for I k,λ resulting from applying (23) to derive asymptotics of the correct order of magnitude for r s,k (l).
The circle method proves that for s sufficiently large with respect to k,
for an explicit constant δ > 0, where S(N ) is the singular series and the implied constant in the error term depends only on s, k. (For precise definitions, see Theorem 20.2 of [13] .) This is only a true asymptotic if the singular series does not vanish, but as we will apply this result in the form of an upper bound for r s,k (l), we will disregard the possible vanishing of the singular series. LetG(k) denote the smallest s for which the asymptotic (24) holds. Then for s ≥G(k), Property K * s,k (2s/k − 1) holds, from which our ultimate bound for the operator I k,λ will follow. The strength of Ford's bound (23) in this context is that it pushes the allowable range of s closer to k. It is conjectured that it should be possible to takeG(k) on the order of k (leading back toward Hypothesis K * ). The original result of Hardy and Littlewood [4] in 1922 stated thatG(k) ≤ (k − 2)2 k−1 + 5. Since then,G(k) has been whittled down gradually; for large k key historical results are due to Hua [9] [10], Vinogradov [26], Wooley [27] and Ford [3] , while for small k, key results are due to Kloosterman [14] , Vaughan [23] [24], Heath-Brown [6] , and Boklan [1] .
For 3 ≤ k ≤ 8, the current best known results are as follows:G(3) ≤ 8,G(4) ≤ 16,G(5) ≤ 32 (Vaughan [23] , [24] ),G(6) ≤ 56,G(7) ≤ 112,G(8) ≤ 224 (Boklan [1] ). For k ≥ 9, Ford's work [3] based on the bound (23) currently holds the record: for example,G(9) ≤ 393, and asymptoticallyG(k) ≤ k 2 (log k + log log k + O(1)). Applying these results to the operator I k,λ by taking u = 2s and η = 1 − k/2s in Lemma 2 yields our final result:
whereG(k) is the least s for which the asymptotic (24) holds. Then the operator I k,λ extends to a bounded operator from ℓ p (Z) to ℓ q (Z) with ||I k,λ f || ℓ q ≤ A||f || ℓ p if λ k < λ < 1 and p, q satisfy the conditions (i-c) 1/q < 1/p −
This theorem illustrates the trade-off inherent in this approach: requiring s to be sufficiently large that sharp asymptotics hold for r s,k (l) limits the allowable range of λ for the operator bounds. In particular, the range of allowable λ in Theorem 4 is shorter than that of either Theorem 2 or 3, although it is longer than the range allowed by Theorem 1. For example, Theorem 4 shows that I 3,λ : ℓ p → ℓ q for 1/q < 1/p − (1 − λ)/3 in the range 13/16 < λ < 1; in the limit, the allowable range is approximately 1 − 1 2k log k < λ < 1. On the other hand, condition (i-c) is stronger than both conditions (i-a) and (i-b) of Theorems 2 and 3. Indeed condition (i-c) is nearly (within ǫ) sharp, compared to the optimal condition (i) of Conjecture 1.
In conclusion, direct approaches to the multiplier m k,λ via the circle method depend on the best known bounds for individual Weyl sums, and lead to results for I k,λ that are sharp with respect to the relationships between p, q and λ, but hold for a very small range of λ. Indirect approaches to m k,λ via mean values of Weyl sums greatly extend the allowable range of λ, but provide weaker relations between p, q and λ. This phenomenon is visible in Figure 1 .1. It is worth noting that any improvements to bounds for J s,k and I s,k will have immediate impact on the operator I k,λ .
