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A NOTE ON SPECTRAL ANALYSIS IN AUTOMORPHIC REPRESENTATION
THEORY FOR GL2: II
HAN WU
Abstract. We generalize Zagiers work on regularized integral to the singular case in the adelic setting.
We develop necessary tools of treating various singular cases of regularized triple product formulas,
which appear naturally in the work of Michel and Venkatsh on the subconvexity problem for GL2.
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1. Introduction
Trying to enlarge the applicability of the Rankin-Selberg method, Zagier [7] invented the regularized
integral in automorphic representation theory for PGL2, which deals with certain non convergent integrals
naturally appearing in the theory. This idea was generalized and successfully applied to the problem of
subconvexity for GL2 in analytic number theory by Michel and Venkatesh [5, §4.3]. Roughly speaking,
three definitions of regularized integral are available:
(1) We subtract from ϕ a non integral part E(ϕ), considered to have integral 0 by abuse of orthogonality,
and define ∫ reg
ϕ =
∫
ϕ− E(ϕ).
(2) We introduced some suitable meromorphic function E(s) with constant residue 1 at 0, such that∫
ϕ · E(s)
1Affiliation of Author: MTA Re´nyi Inte`zet Lendu¨let Automorphic Research Group
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is convergent for certain range of s and has a meromorphic continuation. We then define∫ reg
ϕ = Ress=0
∫
ϕ ·E(s).
(3) We find a/any measure-operator σ0 such that the convolution σ0 ∗ ϕ becomes integrable, and that
the dual measure σ∨0 with respect to change of variables satisfies σ
∨
0 ∗ 1 = R0 6= 0. We then define∫ reg
ϕ = R−10
∫
σ0 ∗ ϕ.
The idea of (1) seems to come from physicists. (2) has a variation in a simpler case [5, §4.3.2], and finds
its incarnation in the automorphic representation theory as the Rankin-Selberg methods, which provides
the concrete computability of the regularized integral. Zagier’s orginal work provides the equivalence of
(1) and (2). (3) is due to Michel and Venkatesh. It is an extension of the theory of regularized integral,
not just another equivalent definition. (In fact, σ0 ∗ ϕ is really a different way of making ϕ integrable
from the subtraction ϕ−E(ϕ), which in the application to the subconvexity problem [5] is at least “more
suited” [5, §4.3.6] from the strategical viewpoint.)
However, neither [7] nor [5, §4.3] was capable of explicitly treating an exceptional case (we shall call it
the singular case), in which ϕ has the quasi-character |·|A in its set of exponents [5, §4.3.3]. An example
is given by the regularizing Eisenstein series Definition 2.15. It is easy to see that any measure σ0
made from Hecke operators which makes the regularizing Eisenstein series integrable also makes σ∨0 = σ0
annihilate 1 (c.f. Remark 2.16). Hence the definition (3) can not be extended to the singular case. In
order to avoid the singular case, the authors of [5] applied the technic of deformation [5, §5.2.6], which
not only introduced complications in many auxiliary computations [5, §3.1.11, 3.2.4, 3.2.8, 4.1.9 & 4.4.3],
but also reduced the precision of various estimations. Hence it is reasonable to look for a treatment of the
singular case. (3) failing, we turn back to the original idea of Zagier, i.e., (1) and (2). For example, in the
line after [7, (18)], the author excluded the discussion of the possibility of “αi = 1”, which corresponds
to the singular case, as well as the possibility of “αi = 0”. This is unnatural, since the case “αi = 0” is in
the range of integrability, being easily handled by subtracting a constant function to reduce to the case
of non-existence of “αi = 0” in (2) (c.f. Theorem 2.11 (4) for a rigorous treatment); while in the case of
“αi = 1” the formula in Theorem 2.11 (4) still makes sense, except that the pole of R(s, ϕ) at s = 1/2
may not be simple. It will be consistent with (1) if we allow the subtraction of the regularizing Eisenstein
series (c.f. Definition 2.15), as well as its derivatives. Moreover, in Remark 2.16 although (T (p) − 1)2
annihilates both Ereg(1/2, e0) and 1, it “kills twice” 1 while T (p)− 1 alone does not “kill” Ereg(1/2, e0),
which intuitively suggests defining ∫ reg
[PGL2]
Ereg(1/2, e0) = 0
from the viewpoint of definition (3). However, such an extension of regularized integral to the singular
case looses PGL2(A)-invariance (c.f. Remark 2.23). All these suggest an extension to the singular case
of the regularized integral, at least for the beauty of the theory itself1. The main purpose of this paper
is to further develop this idea, in order to handle various regularized triple products of Eisenstein series
in the singular case, which appear naturally in the work of [5].
In Section 2, we give a treatment of the basic theory in the singular case. For completeness, we also
include a full treatment in the “regular case” in the adelic setting, which was first developed in [5, §4.3].
But even in the regular case, we stick strictly to the original idea of Zagier, avoiding the definition (3).
In particular, we establish the PGL2(A)-invariance of the regularized integral directly in Proposition 2.26
(to be compared with [5, §4.3.6]). In Section 3, we treat various singular cases of products of Eisenstein
series. The idea of “deformation”, utilized in [5], turns out to be essential, since the computation directly
from the definition fails to give explicit results. In Section 4, we develop more tools, which, together with
1The analysis of this paper, together with some technics treating the finite places with “more representation theoretic
than analytic” arguments, improves the ǫ-power dependence at the finite places into logarithmic power dependence in [5].
This will be explained in a future paper.
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the results in Section 2, allow one to treat any singular case of triple products of Eisenstein series. We
also set an example by giving an explicit formula in one such case.
As a fundamental preliminary, bounding the smooth Eisenstein series is necessary. This follows the
same (classical) idea in the K-finite case, with a little more complicated technics. We also give a detailed
treatment in Appendix for completeness. We also note that the use of smooth Eisenstein series seems to
be inevitable in [5].
The regularized inner product formula, defined via the regularized integral [5, §4.3.5 & 4.3.8], is a
natural extension of the Plancherel formula in the theory of automorphic representation for GL2. For
this reason, we put this paper into the current series of work. Note that an extra “(more) degenerate
term” need to be added into the formula [5, (4.20)] in the singular case, which can be determined by
Theorem 3.7.
2. Zagier’s Regularized Integral
2.1. Regularized Integral on R+.
Definition 2.1. Let a : R+ → C be a continuous function. It is regularizable if
(1) for any N ≫ 1 as t→∞
a(t) = f(t) +O(t−N ), f(t) =
l∑
i=1
ci
ni!
t
1
2+αi logni t,
where ci, αi ∈ C, ni ∈ N;
(2) for some α ∈ R as t→ 0+
a(t) = O(tα).
In this case, we write for T > 0
hT (s) =
l∑
i=1
ci
ni!
∂ni
∂sni
(
T s+αi
s+ αi
)
=
l∑
i=1
ci
ni∑
m=0
(−1)ni−m
m!
T s+αi logm T
(s+ αi)ni−m+1
.
Lemma 2.2. For f(t) as above, if lim
T→∞
∫ T
1
f(t)
dt
t2
exists, then ℜαi < 1/2 for all 1 ≤ i ≤ l.
Proof. If not, the condition implies that∫ T
1
f(t)
dt
t2
=
∑
αj 6=
1
2
cj
nj∑
m=0
(−1)nj−m
(αj − 12 )nj−m+1
Tαj−
1
2 (log T )m −
∑
αj 6=
1
2
cj
(−1)nj
(αj − 12 )nj+1
+
∑
αj=
1
2
cj
nj !
(logT )nj+1
nj + 1
is bounded as T → +∞. Let σ = max
j
ℜαj . We distinguish two cases.
(1) σ = 1/2. Let l = max{nj : ℜαj = 1/2, αj 6= 1/2} ∪ {nj + 1 : αj = 1/2}. We divide both sides of the
equation by (logT )l and let T → +∞ to get
(2.1) lim
T→∞
∑
cjT
iτj = 0
where ℑαj = τj for j such that either ℜαj = 1/2, αj 6= 1/2, nj = l or αj = 1/2, nj + 1 = l. In particular
τj are mutually distinct.
(2) σ > 1/2. Let l = max{nj : ℜαj = σ}. We divide both sides of the equation by T σ−1/2(log T )l and
let T → +∞ to get an equation of the same form as (2.1).
We conclude because (2.1) contradicts the following Corollary 2.4. 
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Write T = R/Z. Let ~θ = (θ1, · · · , θn) ∈ Rn. For any ~x ∈ Rn, we write by [~x] its image in Tn. Define
T~θ = {[t~θ] : t ∈ R}.
It is a closed subgroup of Tn. Furthermore, the one parameter subgroup U~θ = {t.~θ : t ∈ R} of Rn acts
uniquely ergodically on T~θ w.r.t. the Haar measure of T~θ. More precisely,
Lemma 2.3. For any f ∈ C(T~θ), we have
lim
T→∞
1
T
∫ T
0
f([~x] + [t.~θ])dt =
∫
T~θ
fdmθ
for all [~x] ∈ T~θ. Here dmθ is the normalized Haar measure on T~θ.
Proof. Consider the group of characters Ch(Tn) of Tn given by
e~n(~x) = e(~n · ~x) = e(
n∑
i=1
nixi), ~n ∈ Nn, ~x ∈ Rn
where e(x) = e2πix. By the duality theorem for locally compact abelian groups, the group of characters
Ch(T~θ) is the quotient of Ch(T
n) by the subgroup of e~n’s which vanish on T~θ. Obviously, we have
e~n(T~θ) = 1⇔ e(t~n · ~θ) = 1 for ∀t ∈ R⇔ ~n · ~θ = 0.
So Ch(T~θ) are e~n’s modulo the subgroup of e~n’s with ~n · ~θ = 0. Let [e~n] 6= 0 denote a non trivial
equivalence class of e~n in the quotient group, we calculate∣∣∣∣∣ 1T
∫ T
0
[e~n]([~x] + [t~θ])dt
∣∣∣∣∣ =
∣∣∣∣∣e(~n · ~x)T · e(T~n · ~θ)− 1~n · ~θ
∣∣∣∣∣ ≤ 2|T | · |~n · ~θ| → 0, T →∞.
The lemma is thus proved for f = [e~n], hence the C-vector space generated by Ch(T~θ), which is also a
∗-subalgebra of C(T~θ). The lemma then follows by a standard application of the complex version of the
Stone-Weierstrass theorem. 
Corollary 2.4. Consider the function f(x) =
n∑
k=1
akx
iθk , x ∈ R+, where ak ∈ C, θk ∈ R, 1 ≤ k ≤ n. If
lim
x→+∞
f(x) exists, then f(x) is a constant function.
Proof. Note that f(e2πt) =
n∑
k=1
ake(tθk), t ∈ R. If f is not constant, we can find t1, t2 ∈ R s.t. f(e2πt1) 6=
f(e2πt2). By continuity, we then find some neighborhood U1 of [t1~θ], and U2 of [t2~θ] such that
n∑
k=1
ake(xk) 6=
n∑
k=1
ake(yk), ∀~x ∈ U1, ~y ∈ U2.
But the flow γ(t) = [t~θ] meets both U1 and U2 infinitely often by the lemma, hence lim
t→∞
f(e2πt) can not
exist, contradicting the hypothesis. 
2.2. Regularized Integral for PGL2.
Definition 2.5. Let ϕ : GL2(F)Z(A)\GL2(A) → C be a continuous function. It is slowly increasing if
for some c ∈ R and g lying in some Siegel domain we have
|ϕ(g)| ≪ Ht(g)c,Ht(g)→∞.
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Definition 2.6. Let ϕ : GL2(F)Z(A)\GL2(A) → C be a slowly increasing function. Its regularizing
kernel a(t, ϕ) is
a(t, ϕ) =
∫
F\A×F×\A(1)×K
ϕ(n(x)a(t+y)k)dxd×ydk,
where t+ = sF(t) is the image of t under the section of the adelic norm map A
× → R+ recalled in the
beginning of this paper.
Definition 2.7. We call a slowly increasing function ϕ : GL2(F)Z(A)\GL2(A) → C regularizable if
its regularizing kernel a(t, ϕ) satisfies the condition (1) of Definition 2.1. In this case, we define for
s ∈ C,ℜs≫ 1
R(s, ϕ) =
∫ ∞
0
(a(t, ϕ) − f(t))ts− 12 dt
t
; R∗(s, ϕ) = ΛF(1 + 2s)R(s, ϕ).
The space of regularizable functions is denoted by Areg(GL2).
Remark 2.8. This is equivalent to saying a(t, ϕ) regularizable, i.e., the condition (2) of Definition 2.1
is automatically satisfied due to the following Corollary 2.10.
Lemma 2.9. If γ ∈ GL2(F)−B(F), then we have Ht(γg) ≤ Ht(g)−1.
Proof. This is [6, Lemma 3.19]. 
Corollary 2.10. If ϕ is slowly increasing as in Definition 2.5, then we have
|ϕ(g)| ≪ Ht(g)min(0,−c),Ht(g)→ 0.
Proof. If c ≤ 0, then it is easy to see that ϕ is bounded, since elements of bounded height in a Siegel
domain form a compact subset and ϕ is continuous. The same argument shows that if c < 0 we can
assume |ϕ(g)| ≪ Ht(g)c to hold in a whole Siegel domain S containing a fundamental domain. If Ht(g)
is small, we take γ ∈ GL2(F) such that γg ∈ S, thus by the lemma we get
|ϕ(g)| = |ϕ(γg)| ≪ Ht(γg)c ≤ Ht(g)−c.

The following function together with its Taylor expansion plays an important role:
(2.2) λF(s) :=
ΛF(−2s)
ΛF(2 + 2s)
=
λ−1
F
(0)
s
+
∞∑
n=0
sn
n!
λ
(n)
F
(0).
Recall the truncation operator Λc defined in [2, (5.5)]. Let f0 ∈ IndKB(A)∩K(1, 1) be constant equal to 1
on K.
Theorem 2.11. (Adelic version of regularization due to Zagier [7])
(1) Let ϕ : GL2(F)Z(A)\GL2(A) → C be a slowly increasing function. For s ∈ C,ℜs ≫ 1 and any
T ≫ 1 we have∫
[PGL2]
ϕ(g)ΛTE(s, f0)(g)dg =
∫ T
0
a(t, ϕ)ts−
1
2
dt
t
−
∫ ∞
T
a(t, ϕ)t−s−
1
2
dt
t
· λF(s− 1/2).
(2) If ϕ is, in addition, regularizable, then we have for T ≫ 1
R∗(s, ϕ) + ΛF(1 + 2s)hT (s) + ΛF(1 − 2s)hT (−s)
=
∫
[PGL2]
ϕ(g)ΛTE∗(s, f0)(g)dg+
ΛF(1 + 2s)
∫ ∞
T
(a(t, ϕ)− f(t))ts− 12 dt
t
+ ΛF(1− 2s)
∫ ∞
T
(a(t, ϕ)− f(t))t−s− 12 dt
t
.
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In particular, R(s, ϕ) has a meromorphic continuation to s ∈ C with possible poles at s =
±1/2,±αi, (ρ − 1)/2 for ρ running over the non-trivial zeros of ζF, and satisfies the functional
equation
R∗(s, ϕ) = R∗(−s, ϕ).
(3) Under the condition of (2), if ℜαi < 0 for all 1 ≤ i ≤ l, then we have
R(s, ϕ) =
∫
[PGL2]
ϕ(g)E(s, f0)(g)dg, max
1≤i≤l
αi < ℜs < − max
1≤i≤l
αi.
(4) Under the condition of (2), if ϕ is integrable on [PGL2] := GL2(F)Z(A)\GL2(A), then we have
ℜαi < 1/2 for all 1 ≤ i ≤ l, and∫
[PGL2]
ϕ(g)dg =
1
λ
(−1)
F
(0)
(
Ress= 12R(s, ϕ) + ciδαi=−
1
2
ni=0
)
, Vol([PGL2]) = λ
(−1)
F
(0).
Proof. Since the proofs of (1) to (3) are quite similar to that in [7], we only mention some essential points
of them. Only (4) needs more explanation.
(1) This is standard Rankin-Selberg unfolding together with
ΛTE(s, f0)(g) =
∑
γ∈B(F)\GL2(F)
f0,s(γg)1Ht(γg)≤T −
∑
γ∈B(F)\GL2(F)
Mf0,s(γg)1Ht(γg)>T .
(2) It follows from rewriting the two terms at the right hand side of (1). For the first term we have∫ T
0
a(t, ϕ)ts−
1
2
dt
t
= R(s, ϕ)−
∫ ∞
T
(a(t, ϕ) − f(t))ts− 12 dt
t
+
l∑
i=1
ci
ni!
∫ T
0
ts+αi logni t
dt
t
= R(s, ϕ)−
∫ ∞
T
(a(t, ϕ) − f(t))ts− 12 dt
t
+ hT (s).
For the second term we have a similar equality.
(3) In the case ℜαi < 0 for all i, we let T →∞, taking into account Proposition 5.30 and hT (s)→ 0, to
get the asserted equation.
(4) The integrability of ϕ implies ℜαi < 1/2 for all i by Lemma 2.2. We take residue at s = 1/2 on both
sides of the equation obtained in (2) and divide by ΛF(1 + 2s) to see for T ≫ 1
Ress= 12R(s, ϕ) + Ress=
1
2
hT (s) + λ
(−1)
F
(0)hT (−1
2
)
= λ
(−1)
F
(0)
∫
DT
ϕ(g)dg +Ress= 12
∫
D−DT
ϕ(g) (E(s, f0)(g)− E(s, f0)N (g)) dg
+ λ
(−1)
F
(0)
∫ ∞
T
(a(t, ϕ)− f(t))dt
t2
,
where D is the standard fundamental domain for [PGL2] and DT is the set of g ∈ D such that Ht(g) ≤ T .
It is easy to see that as T →∞
hT (−1
2
)→ 0;
∫ ∞
T
(a(t, ϕ)− f(t))dt
t2
→ 0.
By Proposition 5.30, E(s, f0)(g) − E(s, f0)N (g) is of uniformly rapid decay with respect to Ht(g), g ∈ D
as s remains in a compact neighborhood of 1/2. Hence∫
D−DT
ϕ(g) (E(s, f0)(g)− E(s, f0)N (g)) dg
is holomorphic at s = 1/2. We compute Ress= 12 hT (s) by noting that the second summand of
dn
dsn
(
T s
s
)
=
(−1)nn!
sn+1
+
∫ log T
0
tnestdt
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is holomorphic at s = 0, and get
Ress= 12hT (s) = ciδαi=−
1
2
ni=0
.

Definition 2.12. We define the regularized integral of a regularizable function ϕ : [PGL2]→ C as∫ reg
[PGL2]
ϕ(g)dg =
1
λ
(−1)
F
(0)
(
Ress= 12R(s, ϕ) + ciδαi=−
1
2
ni=0
)
,
where ci, αi, ni are associated with a(t, ϕ) as in Definition 2.1. We call the first term the principal part of
the regularized integral, the second the degenerate part of the regularized integral. The regularized integral
is linear and extends the integral on Areg(GL2) ∩ L1(GL2, 1).
2.3. Basic Properties.
Definition 2.13. Let ω be a unitary character of F×\A×. Let ϕ be a smooth function on GL2(F)\GL2(A)
with central character ω. We call ϕ finitely regularizable if there exist characters χi : F
×\A× → C(1),
αi ∈ C, ni ∈ N and smooth functions fi ∈ IndKB(A)∩K(χi, ωχ−1i ) for 1 ≤ i ≤ l, such that for any M ≫ 1
ϕ(n(x)a(y)k) = ϕ∗
N
(n(x)a(y)k) +O(|y|−M
A
), as |y|A →∞,
where we have written the essential constant term
ϕ∗
N
(n(x)a(y)k) = ϕ∗
N
(a(y)k) =
l∑
i=1
χi(y)|y|
1
2+αi
A
logni |y|Afi(k).
In this case, we call Ex(ϕ) = {χi|·| 12+αi : 1 ≤ i ≤ l} the exponent set of ϕ, and define
Ex+(ϕ) = {χi|·| 12+αi ∈ Ex(ϕ) : ℜαi ≥ 0}; Ex−(ϕ) = {χi|·| 12+αi ∈ Ex(ϕ) : ℜαi < 0}.
The space of finitely regularizable functions with central character ω is denoted by Afr(GL2, ω).
Remark 2.14. In the case ω = 1, a finitely regularizable is smooth and regularizable in the sense of
Definition 2.7. But a smooth regularizable function doesn’t need to be finitely regularizable.
Definition 2.15. In the case ω−1ξ2(t) = |t|iµ
A
for some µ ∈ R, we introduce the regularizing Eisenstein
series for f ∈ V∞ξ,ωξ−1 and s in a neighborhood of (1− iµ)/2
Ereg(s, f)(g) = E(s, f)(g)− ΛF(1 − 2s− iµ)
ΛF(1 + 2s+ iµ)
∫
K
f(κ)dκ · χ−1(det g)|det g|
iµ
2
A
.
It is holomorphic at s = (1− iµ)/2.
Remark 2.16. Let e0 ∈ ResGL2(A)K π(1, 1) be the spherical function taking value 1 on K. Let T (p) denote
the order 1 Hecke operator at a finite place p with cardinality of the residue field q. For s 6= 0, we have
T (p).E(
1
2
+ s, e0) = λp(s)E(
1
2
+ s, e0), λp(s) =
q1/2+s + q−(1/2+s)
q1/2 + q−1/2
;
or T (p).Ereg(
1
2
+ s, e0) = λp(s)E
reg(
1
2
+ s, e0) + (λp(s)− 1) · λF(s).
The pole of λF(s), defined in (2.2), at s = 0 is compensated by the zero of λp(s)− 1, hence we get
T (p).Ereg(
1
2
, e0) = E
reg(
1
2
, e0) + λ
(1)
p (0) · λ(−1)F (0).
In particular, (T (p)− 1)2 annihilates Ereg(1/2, e0).
Remark 2.17. (Violation of Covariance) Unlike the usual Eisenstein series, the map
π∞(ξ|·|(1−iµ)/2, ωξ−1|·|−(1−iµ)/2)→ C∞(GL2, ω), f(1−iµ)/2 7→ Ereg((1− iµ)/2, f)
is NOT GL2(A)-covariant. But it’s still K-covariant.
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Remark 2.18. By Proposition 5.30, 5.33 and the definition of cusp forms, Afr(GL2, ω) contains:
• χ(det g) for quasi-characters χ such that χ2 = ω;
• smooth cusp forms, i.e., A∞cusp(GL2, ω);
• ∂
n
∂sn
E(s, f) for some n ∈ N and smooth f ∈ IndGL2(A)
B(A) (ξ, ωξ
−1) with ℜs ≥ 0 and s 6= −iµ/2, 1/2−
iµ/2 for µ = µ(ω−1ξ2) if ωξ−2 is trivial on A(1);
• ∂
n
∂sn
|s=−iµ2 (s+ i
µ
2
)E∗(s, f) for some n ∈ N and smooth f , µ the same as above;
• ∂
n
∂sn
Ereg(
1− iµ
2
, f) for some n ∈ N and f, µ the same as above;
• ϕ = Πlj=1ϕj where ϕj ∈ Afr(GL2, ωj) with ω = Πjωj.
In the last case, we have ϕ∗
N
= Πjϕ
∗
j,N. Note that we have excluded E(s, f) for ℜs < 0. But they are
actually present since they are related to the case ℜs > 0 by functional equation.
Definition 2.19. Let ω be a unitary character of F×\A×. The L2-residual space of central character ω,
denoted by E(GL2, ω), is the direct sum of the vector spaces E+(GL2, ω) resp. Ereg(GL2, ω) spanned by
functions
∂n
∂sn
E(s, f), if s 6= 1− iµ
2
resp.
∂n
∂sn
Ereg(
1 − iµ
2
, f)
where s ∈ C,ℜs > 0 and for some unitary character ξ of F×\A×, f ∈ V∞ξ,ωξ−1 and µ as above.
We have the following simple fact of which we omit the proof.
Proposition 2.20. Afr(GL2, ω) is stable under the right translation by GL2(A). Moreover, for any
ϕ ∈ Afr(GL2, ω) and any g ∈ GL2(A), their sets of exponents are the same:
Ex(g.ϕ) = Ex(ϕ).
Proof. Take f ∈ ResGL2(A)
K
π(ξ, ωξ−1) and the flat section fs ∈ π(ξ|·|s, ωξ−1|·|−s) associated to it. It
suffices to show that for any s0 ∈ C, n ∈ N and fixed g ∈ GL2(A), the right translate by g of the partial
derivative of this flat section, as a function on GL2(A)
x 7→ g.f (n)s0 (x) :=
∂n
∂sn
|s=s0 fs(xg)
is a linear combination of such functions. The above function is clearly left invariant by N(A), of central
character ω. Taking x = a(y)κ for y ∈ A×, κ ∈ K and writing
κg = z′n′a(y′)κ′, for z′ ∈ Z(A), n′ ∈ N(A), y′ ∈ A×, κ′ ∈ K,
where z′, n′, y′, κ′ are viewed as functions in κ, we obtain
∂n
∂sn
|s=s0 fs(a(y)κg) =
n∑
k=0
(
n
k
)
ξ(y)|y| 12+s0
A
(log|y|A)k · |y′|
1
2+s0
A
(log|y′|A)n−kω(z′)ξ(y′)f(κ′).
Although z′, n′, y′, κ′ are not uniquely determined by κ, both |y′|A and ω(z′)ξ(y′)f(κ′) are, and define
smooth functions on K. Moreover, the function
fk(κ) := |y′|
1
2+s0
A
(log|y′|A)n−kω(z′)ξ(y′)f(κ′) ∈ ResGL2(A)K π(ξ, ωξ−1).
Hence we get the relation
∂n
∂sn
|s=s0 fs =
n∑
k=0
(
n
k
)
∂k
∂sk
|s=s0 fk,s
and conclude. 
Proposition 2.21. The vector space E+(GL2, ω) is stable under the right translation by GL2(A).
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Proof. Take a flat section fs as in the proof of Proposition 2.20. Fix s0 ∈ C, n ∈ N, g ∈ GL2(A) with
ℜs0 > 0. Let e~k be an orthonormal K-isotypic basis of Res
GL2(A)
K
π(ξ, ωξ−1). There is an orthonormal
K-isotypic basis e˜~k of Res
GL2(A)
K
π(ωξ−1, ξ) and for any n ∈ N there is A > 0 such that (c.f. [6, §3])
Mse~k,s = µ~k(s)e˜~k,−s,
∣∣∣µ(n)~k (s)∣∣∣≪ λA~k
for some meromorphic function µ~k(s), regular in ℜs > 0, s 6= 1/2. Here λ~k is the eigenvalue of the
Laplacian on K∞ for e~k, and the bound is uniform for s lying in any compact subset of the regular
region. We also have an expansion
g.fs =
∑
~k
a~k(s, g)e~k,s,
for some functions a~k(s, g) holomorphic in s and smooth in g, since
a~k(s, g) =
∫
K
fs(κg)e~k(κ)dκ.
Moreover, we have a~k(s, g)≪g,f,N λ−N~k for anyN ∈ N, uniformly for s lying in any compact neighborhood
of s0. It follows that for any l ∈ N
a
(l)
~k
(s, g) :=
∂l
∂sl
|s=s0 a~k(s, g)≪g,f,N λ−N~k .
We thus get
g.f (n)s0 =
∑n
k=0
∑
~k
(
n
k
)
a
(n−k)
~k
(s0, g)e
(k)
~k,s0
.
The inner sum coincides with the value at s = s0 of a flat section f
(k)
k,s defined by
fk =
(
n
k
)∑
~k
a
(n−k)
~k
(s0, g)e~k,
which is smooth. We can also verify that∑n
k=0
∂k
∂sk
|s=s0 Msfk,s =
∑n
k=0
∑
~k
(
n
k
)
a
(n−k)
~k
(s0, g)
∂k
∂sk
|s=s0 (µ~k(s)e˜~k,−s)
=
∑
~k
∂n
∂sn
|s=s0 (a~k(s, g)µ~k(s)e˜~k,−s) =
∂n
∂sn
|s=s0 Msfs,
hence we deduce that
g.E
(n)
N
(s0, f) =
∑n
k=0
E
(k)
N
(s0, fk).
We conclude by
g.E(n)(s0, f) =
∑n
k=0
E(k)(s0, fk)
since both sides are orthogonal to the cusp forms and have the same constant term. 
Remark 2.22. fk constructed in both proofs of Proposition 2.20 and 2.21 coincide with each other.
Remark 2.23. The subspace Ereg(GL2, ω) is stable under right translation by K but not by GL2(A).
Take ω = 1 for example. Choose a finite place p0 with uniformizer ̟0. Let e0 ∈ ResGL2(A)K π(1, 1) be the
spherical function taking value 1 on K. Let e1 be defined by e1,v = e0,v for v 6= p0; while e1,p0 is unitary,
K0[p0]-invariant and orthogonal to e0,p0 . For example, if q = Nr(p0), we can take
e1,p0 =
√
1 + q−1 ·
{√
q + 1 · 1K0[p] −
1√
q + 1
· 1Kp
}
.
It can be computed, writing λ˜F(s) = λF(s− 1/2), that
Mse0,s = λ˜F(s)e0,−s, Mse1,s = λ˜F(s)µ1(s)e0,−s, EregN (1/2, e0) = e0,1/2 − λ(−1)F (0)e(1)0,−1/2,
a(̟−10 ).e0,s = c1(s)e1,s + c0(s)e0,s; where
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µ1(s) = q
−2s 1− q−(1−2s)
1 + q−(1+2s)
, c1(s) =
qs+1/2 − q−(s+1/2)
q1/2 + q−1/2
, c0(s) =
qs + q−s
q1/2 + q−1/2
.
We deduce that
ϕ := a(̟−10 ).E
reg(1/2, e0)− c0(1/2)Ereg(1/2, e0)− c1(1/2)Ereg(1/2, e1)
has constant term
ϕN = λ
(−1)
F
(0)(c
(1)
1 (−1/2)− c1(1/2)µ(1)1 (1/2)) · e1,−1/2 + λ(−1)F (0)c(1)0 (−1/2)e0,−1/2 6= 0,
hence 0 6= ϕ˜ /∈ E(GL2, 1). Consequently, a(̟−1p ).Ereg(1/2, e0) /∈ E(GL2, 1). We also deduce that∫ reg
[PGL2]
a(̟−10 ).E
reg(1/2, e0) =
∫ reg
[PGL2]
ϕ = λ
(−1)
F
(0)c
(1)
0 (−1/2) 6= 0,
hence the regularized integral is in general not PGL2(A)-invariant (c.f. Proposition 2.26 (1) below).
Proposition 2.24. Let ϕ ∈ Afr(GL2, ω).
(1) We can always find (not unique) E(ϕ) ∈ E(GL2, ω) such that ϕ− E(ϕ) ∈ L1(GL2, ω).
(2) If for any χ ∈ Ex(ϕ), we have ℜχ 6= 1/2, then there is a unique function E(ϕ) ∈ E(GL2, ω)
such that ϕ − E(ϕ) ∈ L2(GL2, ω). Moreover, for any X in the universal enveloping algebra of
GL2(A∞), we have X.ϕ−X.E(ϕ) ∈ L2(GL2, ω), i.e., E(X.ϕ) = X.E(ϕ).
Proof. By Lemma 2.2 and Proposition 5.30, it is not difficult to see that E(GL2, ω)∩L2(GL2(F)\GL2(A), ω) =
{0}, which implies the uniqueness of E(ϕ) in (2). For the existence, we find χi, αi, ni, fi as in Definition
2.13. Then we take, writing µi = µ(ω
−1χ2i ),
(2.3) E(ϕ) =
∑
ℜαj>0
αj 6=
1
2+iµj
∂nj
∂snj
E(αj , ω, ω
−1χj ; fj) +
∑
ℜαj>0
αj=
1
2+iµj
∂nj
∂snj
Ereg(αj , ω, ω
−1χj ; fj).
Thus for any χ ∈ Ex(ϕ − E(ϕ)), we have ℜχ ≤ 1/2 resp. ℜχ < 1/2 under the condition in (2). Hence
ϕ− E(ϕ) ∈ L1(GL2, ω) resp. L2(GL2, ω). For the “moreover” part, it suffices to see that the differential
operator X does not increase the real part of elements in Ex(ϕ), which is essentially due to the following
calculation:
y
d
dy
(yσ logk y) = yσ logk y + kyσ logk−1 y, ∀y > 0, σ ∈ C, k ∈ N.

Definition 2.25. In the case (2), we call E(ϕ) the L2-residue of ϕ. For definiteness, we shall write E(ϕ)
to be the one given by (2.3).
Proposition 2.26. (1) For any E ∈ E(GL2, 1), we have∫ reg
[PGL2]
E(g)dg = 0.
If moreover E ∈ E+(GL2, 1), then for any g0 ∈ GL2(A), we have∫ reg
[PGL2]
g0.E(g)dg = 0.
(2) Let ϕ ∈ Afr(GL2, 1). For any E ∈ E(GL2, 1) such that ϕ− E ∈ L1([PGL2]) we have∫ reg
[PGL2]
ϕ(g)dg =
∫
[PGL2]
(ϕ− E)(g)dg.
In particular,
∫ reg
[PGL2]
is always K-invariant. It is GL2(A)-invariant on the subspace of ϕ ∈
Afr(GL2, 1) such that Ex(ϕ) does not contain |·|A.
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Proof. For (1), the second assertion follows from the first by Proposition 2.21. We calculate a(t, E) for
E(g) = ∂
n
∂sn
E(s, f)(gg0) with s 6= 1/2− iµ(χ) resp. ∂
n
∂sn
Ereg(
1
2
− iµ(χ), f)(g) for some f ∈ V∞χ,χ−1 with
ℜs > 0, a unitary character χ of F×\A× if χ |F×\A(1)= 1. Due to the integral
∫
F×\A(1)
d×y, it is easy to
see that a(t, ϕ) is non-vanishing only if χ is trivial on F×\A(1), in which case µ(ωχ2) = 2µ(χ). We also
notice that we can interchange the order of M and
∫
K
dk since they commute with each other.
• E(g) = ∂
n
∂sn
E(s, f)(g) with s 6= 1/2− iµ(χ): We get
a(t, E) = ζ∗
F
(1)
∫
K
f(k)dk ·
{
t
1
2+s+iµ(χ) logn t+
∂n
∂sn
(
t
1
2−s−iµ(χ)
ΛF(1− 2s− 2iµ(χ))
ΛF(1 + 2s+ 2iµ(χ))
)}
,
and conclude by the fact that a(t, E) has no constant term as a function of t.
• E(g) = ∂
n
∂sn
Ereg(
1
2
− iµ(χ), f)(g): We get
a(t, E) = ζ∗
F
(1)
∫
K
f(k)dk·{
t logn t+
∂n
∂sn
|s= 12−iµ(χ)
(
(t
1
2−s−iµ(χ) − 1)ΛF(1− 2s− 2iµ(χ))
ΛF(1 + 2s+ 2iµ(χ))
)}
= ζ∗
F
(1)
∫
K
f(k)dk·{
t logn t+
n∑
l=0
(
n
l
)
(−1)l
l + 1
· logl+1 t · d
n−l
dsn−l
|s=0
(
sΛF(2s)
ΛF(2− 2s)
)}
,
and conclude the same way as in the previous case.
For (2), the first part is trivial. For the second part, we note that ϕ−E(ϕ) ∈ L1 implies g0.ϕ−g0.E(ϕ) ∈ L1
for any g0 ∈ GL2(A), and g0.E(ϕ) has regularized integral 0 by (1) if either E ∈ E+(GL2, 1) or g0 ∈ K. 
Remark 2.27. The above proof of (2) is to be compared with [5, §4.3.6], where another simpler but
indirect proof was given for the “regular case”.
3. Product of Two Eisensetein Series: Singular Cases
3.1. Deformation Technics. Above all, we have the following result in the regular case (c.f. [7, §3]).
Lemma 3.1. Let ξj , ξ
′
j be (unitary) Hecke characters with ξ1ξ
′
1ξ2ξ
′
2 = 1 and write πj = π(ξj , ξ
′
j), j = 1, 2.
For fj ∈ πj , we shall write E♯ for E or Ereg, whichever is regular at s = 1/2. If π1 6≃ π˜2, then for any
n1, n2 ∈ N, we have∫ reg
[PGL2]
E(n1)(0, f1)E
(n2)(0, f2) = 0,
∫ reg
[PGL2]
E♯,(n1)(1/2, f1)E
♯,(n2)(1/2, f2) = 0.
Proof. R(s,E(n1)(0, f1)E
(n2)(0, f2)) resp. R(s,E
♯,(n1)(1/2, f1)E
♯,(n2)(1/2, f2)) represents the value at s1 =
s2 = 0 of ∂
n1
1 ∂
n2
2 of
Λ(1/2+s+s1+s2, ξ1ξ2)Λ(1/2+s+s1−s2, ξ1ξ′2)Λ(1/2+s−s1+s2, ξ′1ξ2)Λ(1/2+s−s1−s2, ξ′1ξ′2) resp.
Λ(3/2 + s+ s1 + s2, ξ1ξ2)Λ(1/2 + s+ s1 − s2, ξ1ξ′2)Λ(1/2 + s− s1 + s2, ξ′1ξ2)Λ(−1/2 + s− s1 − s2, ξ′1ξ′2),
which is regular at s = 1/2 by assumption. The degenerate part is also easily seen to be 0 by assumption.
We conclude by Definition 2.12. 
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In other cases beyond the above one, it seems to be difficult to obtain simple formulas by def-
inition. However, the idea of deformation does provide simple and useful formulas. In general, if
ϕ ∈ Afr(PGL2), E ∈ E(PGL2) are given, so that ϕ − E ∈ L1([PGL2]), and if we can find continuous
families ϕs ∈ Afr(PGL2), Es ∈ E(PGL2) which coincide with ϕ, E at s = 0, then we have
(3.1)
∫ reg
[PGL2]
ϕ =
∫
[PGL2]
ϕ− E = lim
s→0
∫
[PGL2]
ϕs − Es = lim
s→0
(∫ reg
[PGL2]
ϕs −
∫ reg
[PGL2]
Es
)
.
All the formulas we are going to obtain will follow this principle together with (suitable simple variants
of Lemma 3.1). Since the computation is long, we shall only give detail in the most complicated cases.
The notations in Lemma 3.1 will be used unless otherwise explicitly reset.
3.2. Unitary Series.
Definition 3.2. If f ∈ ResGL2(A)
K
π(ξ1, ξ2), we define for any s ∈ C an operatorMs : ResGL2(A)K π(ξ1, ξ2)→
Res
GL2(A)
K
π(ξ2, ξ1) (abuse of notations) by requiring
Msfs(a(y)κ) = ξ2(y)|y|
1
2−s
A
Msf(κ), i.e., Msfs = (Msf)−s;
resp. M˜s =Ms ◦ (I − PKeξ), if ξ1 = ξ2 = ξ
with the Taylor expansion at s = 0 resp. s = 1/2 when ξ1 = ξ2 = ξ (since Ms is “diagonalizable”)
Msf =
∞∑
n=0
sn
n!
M(n)0 f, resp. M˜1/2+sf =
∞∑
n=0
sn
n!
M˜(n)1/2f.
Here PK, with dκ the probability Haar measure on K, is defined to be the map
π(ξ, ξ)→ C, f 7→
∫
K
f(κ)ξ−1(κ)dκ,
and eξ = ξ ◦ det ∈ ResGL2(A)K π(ξ, ξ).
Lemma 3.3. Let f1, f2 ∈ ResGL2(A)K π(1, 1). For 0 6= s ∈ C small, we have∫ reg
[PGL2]
E(s, f1)E
(1)(0, f2) = 0.
Proof. This is a variant of Lemma 3.1. 
We continue to use the notations in the previous lemma. We can write
EN(s, f1)E
(1)
N
(0, f2) = 2(f1f2)
(1)
1/2+s + 2(Msf1f2)
(1)
1/2−s + (f1M
(1)
0 f2)1/2+s + (Msf1M(1)0 f2)1/2−s.
We tentatively define
Ereg(s) := s−1
{
2Ereg,(1)(1/2 + s, f1f2) + 2E
reg,(1)(1/2− s,Msf1f2)
+Ereg(1/2 + s, f1M(1)0 f2) + Ereg(1/2− s,Msf1M(1)0 f2)
}
Applying Lemma 3.3, 3.6 with n = 0, 1 together with (3.1), we get∫ reg
[PGL2]
E(1)(0, f1)E
(1)(0, f2) = lim
s→0
∫
[PGL2]
s−1E(s, f1)E
(1)(0, f2)− Ereg(s)
=
1
s
·
{
2
λ
(1)
F
(s)
λ
(−1)
F
(0)
PK(f1f2) + 2
λ
(1)
F
(−s)
λ
(−1)
F
(0)
PK(Msf1f2)
+
λF(s)
λ
(−1)
F
(0)
PK(f1M(1)0 f2) +
λF(−s)
λ
(−1)
F
(0)
PK(Msf1M(1)0 f2)
}
.
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Taking Laurent expansions, we verify that the function in s in the range of the above limit is regular at
s = 0, unlike its appearance. The properties
PK(f1M(k)0 f2) = PK(f2M(k)0 f1), ∀k ∈ N; M(2)0 =M(1)0 ◦M(1)0
coming from Ms ◦M−s = 1
must be used. Taking limit as s→ 0, we obtain (2) of the following:
Theorem 3.4. If π(ξ1, ξ2) is spherical, we also write The regularized integral of the product of two unitary
Eisenstein series is computed as:
(1) If π1 = π(ξ1, ξ2), π2 = π(ξ
−1
1 , ξ
−1
2 ) resp. π2 = π(ξ
−1
2 , ξ
−1
1 ) and ξ1 6= ξ2, then∫ reg
[PGL2]
E(0, f1)E(0, f2) =
2λ
(0)
F
(0)
λ
(−1)
F
(0)
PK(f1f2)− PK(M(1)0 f1 · M0f2), resp.
λ
(0)
F
(0)
λ
(−1)
F
(0)
(PK(f1M0f2) + PK(f2M0f1))− PK(M(1)0 f1 · f2).
(2) If π1 = π(ξ, ξ), π2 = π(ξ
−1, ξ−1), then∫ reg
[PGL2]
E(1)(0, f1)E
(1)(0, f2) =
4λ
(2)
F
(0)
λ−1
F
(0)
PK(f1f2) +
4λ
(2)
F
(0)
λ−1
F
(0)
PK(f1 · M(1)0 f2)
+
λ
(0)
F
(0)
λ−1
F
(0)
PK(M(1)0 f1 ·M(1)0 f2)−
1
3
PK(M(3)0 f1 · f2)− PK(M(2)0 f1 · M(1)0 f2).
Remark 3.5. It is possible to get formulas for all derivatives, exploiting more the relationMs◦M−s = 1.
Since we don’t have applications of these formulas, we do not include them here.
3.3. Singular Series.
Lemma 3.6. Let f, f1, f2 ∈ ResGL2(A)K π(1, 1). For 0 6= s ∈ C small, we have for any n, n1, n2 ∈ N∫ reg
[PGL2]
Ereg,(n)(
1
2
+ s, f) = − λ
(n)
F
(s)
λ
(−1)
F
(0)
PK(f);
∫ reg
[PGL2]
Ereg,(n1)(
1
2
+ s, f1)E
reg,(n2)(
1
2
, f2) = 0.
Proof. The first formula follows immediately from Proposition 2.26 and definition. The second one is a
variant of Lemma 3.1. 
We continue to use the notations in the previous section and lemma. Denote e = e1. We can write
Ereg
N
(s, f) = fs + (M˜sf)−s + λF(s− 1
2
)PK(f)
(
e−s − e−1/2
)
;
E
reg,(n)
N
(
1
2
, f) = f
(n)
1/2 +
n∑
k=0
(
n
k
)
(−1)k(M˜(n−k)1/2 f)
(k)
−1/2
+ PK(f) ·
{
(−1)n+1λ−1)
F
(0)
n+ 1
e
(n+1)
−1/2 +
n∑
k=1
(
n
k
)
(−1)kλ(n−k)
F
(0)ek−1/2
}
,
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from which one easily deduce Ereg
N
(1/2 + s, f1)E
reg,(n2)
N
(1/2, f2). We tentatively define
Ereg(s) := E(n2)(3
2
+ s, f1f2) +
n2∑
k=0
(
n2
k
)
(−1)kEreg,(k)(1
2
+ s, f1M˜(n2−k)1/2 f2)
+ PK(f2) ·
{
(−1)n2+1λ(−1)
F
(0)
n2 + 1
Ereg,(n2+1)(
1
2
+ s, f1)
+
n2∑
k=1
(
n2
k
)
(−1)kλ(n2−k)
F
(0)Ereg,(k)(
1
2
+ s, f1)
}
+ Ereg,(n2)(
1
2
− s, f2M˜1/2+sf1)
+ λF(s)PK(f1) ·
{
Ereg,(n2)(
1
2
− s, f2)− Ereg,(n2)(1
2
, f2)
}
.
Applying Lemma 3.6 with n1 = 0 together with (3.1), we get∫ reg
[PGL2]
Ereg(
1
2
, f1)E
reg,(n2)(
1
2
, f2) = lim
s→0
∫
[PGL2]
Ereg(
1
2
+ s, f1)E
reg,(n2)(
1
2
, f2)− Ereg(s)
= lim
s→0
n2∑
k=0
(
n2
k
)
(−1)k
λ
(−1)
F
(0)
λ
(k)
F
(s)PK(f1M˜(n2−k)1/2 f2) +
λ
(n2)
F
(−s)
λ
(−1)
F
(0)
PK(f2M˜1/2+sf1)
+ PK(f1)PK(f2) ·
{
(−1)n2+1λ(n2+1)
F
(s)
n2 + 1
+
n2∑
k=1
(
n2
k
)
(−1)k λ
(n2−k)
F
(0)λ
(k)
F
(s)
λ
(−1)
F
(0)
+ λF(s)λ
(n2)
F
(−s)
}
.
Taking Laurent expansions, we verify that the function in s in the range of the above limit is regular at
s = 0, unlike its appearance. The symmetry
PK(f1M˜(k)1/2f2) = PK(f2M˜
(k)
1/2f1), ∀k ∈ N
must be used. Moreover, it can be differentiated n1 times to deduce (3) of the following:
Theorem 3.7. (1) If π1 6≃ π˜2 and ξ1 = ξ′1, ξ2 6= ξ′2 resp. ξ1 6= ξ′1, ξ2 = ξ′2 resp. ξ1 = ξ′1, ξ2 = ξ′2,
ξ1ξ2 6= 1 and ξ21ξ22 = 1, then for any n1, n2 ∈ N∫ reg
[PGL2]
Ereg,(n1)(
1
2
, f1) · E(n2)(1
2
, f2) = 0 resp.
∫ reg
[PGL2]
E(n1)(
1
2
, f1) · Ereg,(n2)(1
2
, f2) = 0
resp.
∫ reg
[PGL2]
Ereg,(n1)(
1
2
, f1) · Ereg,(n2)(1
2
, f2) = 0.
(2) If π1 = π(ξ1, ξ2), π2 = π(ξ
−1
1 , ξ
−1
2 ) resp. π2 = π(ξ
−1
2 , ξ
−1
1 ) with ξ1 6= ξ2, then for any n1, n2 ∈ N∫ reg
[PGL2]
E(n1)(
1
2
, f1) · E(n2)(1
2
, f2) = 0, resp.
is a linear combination with coefficients depending only on n1, n2 and λF(s) of
PK(M(n1+n2+1)1/2 f1 · f2); PK(M
(l)
1/2f1 · f2) = PK(f1 ·M
(l)
1/2f2), 0 ≤ l ≤ max(n1, n2).
(3) If π1 = π(ξ, ξ), π2 = π(ξ
−1, ξ−1), then for any n1, n2 ∈ N∫ reg
[PGL2]
Ereg,(n1)(
1
2
, f1) · Ereg,(n2)(1
2
, f2)
is a linear combination with coefficients depending only on n1, n2 and λF(s) of
PK(M˜(l)1/2f1 · f2) = PK(f1 · M˜
(l)
1/2f2), 0 ≤ l ≤ max(n1, n2);
PK(M˜(n1+n2+1)1/2 f1 · f2); PK(f1)PK(f2).
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4. Towards Singular Triple Product of Eisenstein Series
4.1. Some Complement of Regularized Integral. Let ξ1, ξ2, ω be Hecke characters with ξ1ξ2ω = 1.
Let f ∈ π(ξ1, ξ2) and ϕ ∈ C∞(GL2, ω), i.e., a smooth function on GL2(F)\GL2(A) with central character
ω. Suppose ϕ is finitely regularizable defined in Definition 2.13.
Proposition 4.1. For ℜs≫ 1 sufficiently large,
R(s, ϕ; f) :=
∫
F×\A×
∫
K
(ϕN − ϕ∗N)(a(y)κ)f(κ)ξ1(y)|y|s−
1
2
A
dκd×y
is absolutely convergent. It has a meromorphic continuation to s ∈ C. If in addition
Θ := max
j
{ℜαj} < 0,
then we have, with the right hand side absolutely converging
R(s, ϕ; f) =
∫
[PGL2]
ϕ · E(s, f), Θ < ℜs < −Θ.
In the above region, the possible poles of R(s, ϕ; f) are
• 1/2 + iµ(ξ1ξ−12 ) if ξ1ξ−12 is trivial on A(1);
• (ρ− 1)/2 where ρ runs over the non-trivial zeros of L(s, ξ1ξ−12 ).
In particular R(s, ϕ; f) is holomorphic for 0 ≤ ℜs < min(−Θ, 1/2).
Proof. The proof is quite similar to that of Theorem 2.11 (3), except that Mfs is no longer explicitly
computable. In fact, we have for T > 1,ℜs≫ 1, using the standard Rankin-Selberg unfolding∫
[PGL2]
ϕ · ΛTE(s, f) = R(s, ϕ; f)
−
∫
F×\A×
(∫
K
(ϕN − ϕ∗N)(a(y)κ)f(κ)dκ
)
ξ1(y)|y|s−1/2A 1|y|A>Td×y
−
∫
F×\A×
(∫
K
(ϕN − ϕ∗N)(a(y)κ)Mfs(κ)dκ
)
ξ2(y)|y|−s−1/2A 1|y|A>Td×y
+Vol(F×\A(1))
 l∑
j=1
∫
K
fj(κ)f(κ)dκ · 1χjξ1(A(1))=1 ·
1
nj!
∂nj
∂snj
(
T s+αj+iµj
s+ αj + iµj
)
−
l∑
j=1
∫
K
fj(κ)Mfs(κ)dκ · 1χjξ2(A(1))=1 ·
(−1)nj
nj!
∂nj
∂snj
(
T−s+αj+iµ
′
j
−s+ αj + iµ′j
) ,
where µj resp. µ
′
j is such that
χjξ1(y) = |y|iµjA , resp. χjξ2(y) = |y|
iµ′j
A
.
We conclude by first shifting s to the desired region, then letting T →∞. The possible poles are encoded
in the possible poles of Mfs, which are included in those of L(1 + 2s, ξ1ξ−12 )−1 in the above region (c.f.
for example [6, Corollary 3.7, 3.10 & Lemma 3.18]). 
Proposition 4.2. Let notations be as in the previous proposition with Θ ≤ −1/2. Recall
ϕ∗
N
(n(x)a(y)k) = ϕ∗
N
(a(y)k) =
l∑
j=1
χj(y)|y|
1
2+αj
A
logni |y|Afj(k).
(1) If ξ1 6= ξ2, then(
∂nR
∂sn
)hol
(
1
2
, ϕ; f) =
∫ reg
[PGL2]
ϕ · E(n)(1
2
, f)−
∑′
j
λ
(n+nj)
F
(0)
λ
(−1)
F
(0)
PK(fjf),
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where the summation is over j such that ξ1χj(A
(1)) = 1, αj + iµ(ξ1χj) = −1/2.
(2) If ξ1 = ξ2 = ξ, then(
∂nR
∂sn
)hol
(
1
2
, ϕ; f) =
∫ reg
[PGL2]
ϕ · Ereg,(n)(1
2
, f)−
∑′
j
λ
(n+nj)
F
(0)
λ
(−1)
F
(0)
PK(fjf)
+ λ
(n)
F
(0) · PK(f · (ξ−1 ◦ det)) ·
∫
[PGL2]
ϕ · (ξ ◦ det),
where the summation over j is as in the previous case.
Proof. The case (1) being simpler, we only give details for (2). By twisting, we may assume ξ = 1. Let
s be small with ℜs < 0. The L2-residue of ϕ · E(1/2 + s, f) is given by
E(s) :=
∑
j
E(nj)(s+ 1 + αj , fjf),
where the summation is over j such that ℜαj > −1. Define
Ereg(s) :=
∑′
j
Ereg,(nj)(s+ 1 + αj , fjf) +
∑∗
j
E(nj)(s+ 1 + αj , fjf)
where
∑′
j
is the summation as in the statement and
∑∗
j
is the rest. By the previous proposition, we
have
R(
1
2
+ s, ϕ; f) =
∫
[PGL2]
ϕ · E(1
2
+ s, f) =
∫
[PGL2]
ϕ · Ereg(1
2
+ s, f) + λF(s)PK(f) ·
∫
[PGL2]
ϕ
=
∫
[PGL2]
(
ϕ · Ereg(1
2
+ s, f)− Ereg(s)
)
−
∫
[PGL2]
(E(s)− Ereg(s))
+ λF(s)PK(f) ·
∫
[PGL2]
ϕ.
Since Ereg,(n)(s) is the L2-residue of ϕ · Ereg,(n)(1
2
+ s, f), we can compare the holomorphic part of both
sides and conclude by
E(s)− Ereg(s) =
∑′
j
λ
(nj)
F
(s)PK(fjf).

4.2. A Triple Product Formula.
Theorem 4.3. Let fj ∈ π(1, 1), j = 1, 2, 3. Then for any n ∈ N∫ reg
[PGL2]
E∗(0, f1) · E∗(0, f2) · Ereg,(n)(1
2
, f3)
is the sum of (
∂nR
∂sn
)hol
(
1
2
,E∗(0, f1) · E∗(0, f2); f3)
and a weighted sum with coefficients depending only on λF(s) of
PK(M(l)0 f1 · f2)PK(f3), 0 ≤ l ≤ 3;
PK(f1 · f2 · M˜(l)1/2f3), 0 ≤ l ≤ max(2, n) & l = n+ 3;
PK((f1M0f2 + f2M0f1) · M˜(l)1/2f3), 0 ≤ l ≤ max(1, n) & l = n+ 2;
PK(M0f1 ·M0f2 · M˜(l)1/2f3), 0 ≤ l ≤ n & l = n+ 1.
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Proof. We shall only point out how the computation is effectuated, since the formulas are quite long.
E(f1, f2) := (Λ∗F)2 ·
{
Ereg,(2)(
1
2
, f1f2) +
1
2
Ereg,(1)(
1
2
, f1 · M(1)0 f2 +M(1)0 f1 · f2)
+
1
4
Ereg(
1
2
,M(1)0 f1 · M(1)0 f2)
}
is the L2-residue of E∗(0, f1) ·E∗(0, f2). Let ϕ := E∗(0, f1) ·E∗(0, f2)−E(f1, f2), then we need to compute∫ reg
[PGL2]
ϕ · Ereg,(n)(1
2
, f3) +
∫ reg
[PGL2]
E(f1, f2) · Ereg,(n)(1
2
, f3).
The first term is computed by Proposition 4.2 (2), involving∫
[PGL2]
ϕ =
∫ reg
[PGL2]
E∗(0, f1) · E∗(0, f2) = (Λ
∗
F
)2
4
∫ reg
[PGL2]
E(1)(0, f1) · E(1)(0, f2),
which is treated in Theorem 3.4 (2). The second term is treated in Theorem 3.7 (3). 
5. Appendix: Bounds of Smooth Eisenstein Series
5.1. General Remarks. We take the notations and assumptions in [6]. Namely we fix a section sF :
R+ → F×\A× and assume the Hecke characters ω, ξ to be trivial on the image of sF. We then have the
definition of the Eisenstein series E(s, ξ, ωξ−1; f) for f ∈ V∞ξ,ωξ−1 .
Remark 5.1. We will sometimes omit ξ, ωξ−1 and write E(s, f) when it is clear from the context.
In [6], we studied the size of E(s, ξ, ωξ−1; f). For the purpose of the present paper, we need something
finer. Precisely, we shall decompose it as
E(s, ξ, ωξ−1; f) = EN(s, ξ, ωξ
−1; f) +
(
E(s, ξ, ωξ−1; f)− EN(s, ξ, ωξ−1; f)
)
with
EN(s, ξ, ωξ
−1; f)(g) :=
∫
F\A
E(s, ξ, ωξ−1; f)(n(x)g)dx, n(x) =
(
1 x
1
)
and study the growth in g of EN(s, ξ, ωξ
−1; f) and E(s, ξ, ωξ−1; f)−EN(s, ξ, ωξ−1; f) separately, as well
as all their derivatives with respect to s.
The study of the constant term is reduced to the study of the intertwining operator, which is already
done in [6]. We focus on
E(s, ξ, ωξ−1; f)(g)− EN(s, ξ, ωξ−1; f)(g) =
∑
α∈F×
W (s, ξ, ωξ−1; f)(a(α)g) with a(α) =
(
α
1
)
and W (s, ξ, ωξ−1; f)(g) =
∫
F\A
ψ(−x)E(s, ξ, ωξ−1; f)(n(x)g)dx,
where ψ is the standard additive character of F\A. We are thus reduced to the study of the Whittaker
functionsW (s, ξ, ωξ−1; f). If we were only interested inW (s, ξ, ωξ−1; f) itself, then its behavior is already
completely clear by [3] or more generally with the “singular” cases by [4, Proposition 2.2]. However, we
need a bit more for our purpose in this paper. Namely, we also need to estimate
∂n
∂sn
W (s, ξ, ωξ−1; f)(g).
Then not the results of loc.cit. but the method serves, i.e., the method of integral representation of
Whittaker functions.
If Φ ∈ S(A2) is a Schwartz function, we can define the following (non flat) section in V∞s,ξ,ωξ−1
fΦ(s, ξ, ωξ
−1; g) = ξ(det g)|det g|
1
2+s
A
∫
A×
Φ((0, t)g)ω−1ξ2(t)|t|1+2s
A
d×t
first defined for ℜs > 0 then meromorphically continued to s ∈ C. Given f ∈ V∞0,ξ,ωξ−1 , we want to give
an explicit Φ associated with f . For simplicity of notations, we may assume f to be a pure tensor. We
then construct Φ = ⊗′vΦv place by place:
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(1) At Fv = C resp. Fv = R and for fv spherical resp. not spherical, we choose Φv using the construction
in [6, Lemma 3.5 (1)] resp. [6, Lemma 3.8 (1)] for spherical resp. smooth functions.
(2) At v <∞ and for fv not spherical, we choose Φv by
Φv((0, 1)κ) = C(ψv)ξv(det κ)
−1fv(κ), κ ∈ Kv i.e.
Φv(ux, u) = C(ψv)ωvξ
2
v(u)fv
(
1
x 1
)
, ∀u ∈ o×v , x ∈ ov;
Φv(u, uy) = C(ψv)ωvξ
2
v(u)fv
( −1
1 y
)
, ∀u ∈ o×v , y ∈ ̟vov;
and Φv(x, y) = 0 for max(|x|v, |y|v) 6= 1.
(3) At v <∞ and for fv spherical, we choose Φv by
Φv = C(ψv) · fv(1) · 1o2v .
Let S = S(f) be the set of places v such that fv is not spherical. Then we get
(5.1) fΦ(s, ξ, ωξ
−1; g) = D(F)
1
2ΛS(1 + 2s, ω−1ξ2)
∏
v∈S
v|∞
Kv,av (s, ω
−1
v ξ
2
v) · fs(g).
We can thus deduce the bounds of W (s, ξ, ωξ−1; f) from those of
(5.2) WΦ(s, ξ, ωξ
−1; g) = ξ(det g)|det g|
1
2+s
A
∫
A×
F2(R(g).Φ)(t,
1
t
)ω−1ξ2(t)|t|2sA d×t,
where the partial Fourier transforms are defined as in [6, (3.3)].
In Section 4.2, we will bound (5.2) locally place by place. We then use the obtained bound to get
a bound for the sum Σα∈F× |WΦ(s, ξ, ωξ−1; a(α)g)|, using a convergence lemma treated in Section 4.4.
We will treat all bounds with uniformity for s with real part lying in any compact interval, so that the
bounds for the derivatives in s follow automatically by Cauchy’s integral formulae.
In Section 4.3, we will determine the behavior of the constant term based on [6].
5.2. Bounds of Non Constant Terms.
5.2.1. Archimedean Places. We omit the subscript v since we work locally. The local integral represen-
tation has the form
WΦ(s, ξ, ωξ
−1; a(y)κ) = ωξ−1(y)|y|
1
2−s
F
∫
F×
F2(R(κ).Φ)(t,
y
t
)ω−1ξ2(t)|t|2s
F
d×t, for y ∈ F×, κ ∈ K.
We are thus reduced to studying the integral at the right hand side. By [3, Proposition 4.1] as well as its
counterpart in the singular cases, it is easy to see the rapid decay at ∞ of
|WΦ(s, ξ, ωξ−1; a(y)κ)| ≪ |y|−NF , ∀N ∈ N,
and the polynomial increase at 0 of
|WΦ(s, ξ, ωξ−1; a(y)κ)| ≪ǫ |y|
1
2−|ℜs|−ǫ
F
, ∀ǫ > 0.
As for the implied constants in the above estimations, one naturally guess it is related to the Schwartz
norms of F2(R(κ).Φ). Then we need to related these norms to the Schwartz norms of Φ itself. According
to this strategy, we state the following two lemmas and the desired proposition.
Lemma 5.2. For any Schwartz norm S∗ there is a Schwartz norm S∗∗ such that
sup
κ∈K
S∗(F2(R(κ).Φ))≪ S∗∗(Φ).
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Lemma 5.3. For the real part of s lying in a fixed compact interval, any Schwartz function Φ ∈ S(F2)
and any integer N ∈ N, there is a Schwartz norm S∗ such that as |y|F →∞∣∣∣∣∫
F×
Φ(t,
y
t
)ω−1ξ2(t)|t|2s
F
d×t
∣∣∣∣≪ S∗(Φ)|y|−NF ;
while for any ǫ > 0 there is a Schwartz norm S∗∗ such that as |y|F → 0∣∣∣∣∫
F×
Φ(t,
y
t
)ω−1ξ2(t)|t|2s
F
d×t
∣∣∣∣≪ǫ S∗∗(Φ)max(|y|−ǫF , |y|−2ℜs−ǫF ).
Proposition 5.4. Let the real part of s vary in a fixed compact interval. For any integer N ∈ N, as
|y| → ∞ and uniformly in κ, there is a Schwartz norm S∗ such that
|WΦ(s, ξ, ωξ−1; a(y)κ)| ≪ S∗(Φ)|y|−NF ;
while for any ǫ > 0, as |y| → 0 and uniformly in κ, there is a Schwartz norm S∗∗ such that
|WΦ(s, ξ, ωξ−1; a(y)κ)| ≪ǫ S∗∗(Φ)|y|
1
2−|ℜs|−ǫ
F
.
We recall the definition of Schwartz norms on Rd for positive integers d.
Definition 5.5. For l ∈ [1,∞], ~p, ~m ∈ Nd, we put the semi-norm S~p,~ml on S(Rd) by
S~p,~ml (Φ) =
∥∥~x~p · ∂ ~mΦ∥∥
l
.
Here we have written:
• ‖·‖l is the Ll-norm on Rd.
• For ~x = (xi)1≤i≤d ∈ Rd, ~p = (pi)1≤i≤d ∈ Nd, ~x~p = Πdi=1xpii .
• For ~n = (ni)1≤i≤d ∈ Nd, ~x = (xi)1≤i≤d ∈ Rd,
∂~n =
d∏
i=1
∂ni
∂xnii
.
Remark 5.6. Since C ≃ R2, we put the semi-norms for S(R2) on S(C).
Remark 5.7. If we do not specify the parameters of a Schwartz norm S∗, we mean the max of a finite
collection of Schwartz norms. This applies to Lemma 5.2, 5.3 and Proposition 5.4.
We first treat Lemma 5.2.
Proposition 5.8. The topology on S(Rd) defined by the system of semi-norms S∗l does not depend on
l ∈ [1,∞].
Proof. In the case d = 1, we have for l ∈ [1,∞) and any Φ ∈ S(R)∫
R
|Φ(x)|ldx ≤ S0,0∞ (Φ)l
∫ 1
−1
dx+ S2,0∞ (Φ)l
∫
|x|>1
|x|−2ldx,
from which we deduce by replacing Φ(x) with xpΦ(m)(x) that
Sp,ml (Φ)≪l Sp,m∞ (Φ) + Sp+2,m∞ (Φ).
In the opposite direction, from Ho¨lder inequality
|Φ(y)− Φ(x)| =
∣∣∣∣∫ y
x
Φ′(t)dt
∣∣∣∣ ≤ ‖Φ′‖l ·(∫ y
x
dt
) 1−l
l
and (a+ b)l ≤ 2l−1(al + bl) we deduce
|Φ(y)|l ≤ 2l−1 (|Φ(x)|l + ‖Φ′‖ll · |y − x|l−1) .
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Integrating both sides against min(1, |x− y|−l−1)dx ≤ dx gives
(2 +
2
l
)|Φ(y)|l ≤ 2l−1
(
‖Φ‖ll + ‖Φ′‖ll ·
∫
R
min(|x|l−1, |x|−2)dx
)
.
Hence we get (a Sobolev inequality) and conclude the case d = 1 by
‖Φ‖∞ ≪l ‖Φ‖l + ‖Φ′‖l.
For general d, one deduces easily by induction
S~p,~ml (Φ)l ≪l,d
∑
~ǫ∈{0,2}d
S~p+~ǫ,~m∞ (Φ)l,
‖Φ‖l∞ ≪l,d
∑
~ǫ∈{0,1}d
S0,~ǫl (Φ)l.

Proof. (of Lemma 5.2) By the above proposition, the problem is reduced to the uniform continuity of
F2(·) ◦ R(κ) : S(F2)→ S(F2)
with respect to κ ∈ K. The continuity of F2(·) follows by considering the S∗2 semi-norms. The uniform
continuity of R(κ) follows by considering the S∗∞ semi-norms. 
We then turn to Lemma 5.3. Actually, we are going to reduce to the situation of Mellin transform on
R+, which we shall study at the first place. For any c ∈ R, define
Bc(R+) =
{
f :∈ C∞(R+) : sup
y>0
|f (k)(y)yσ+k| <∞, ∀σ > c
}
.
Hc(C) =
{
M holomorphic in ℜs > c : sup
ℜs=σ
|s(s+ 1) · · · (s+ k − 1)M(s)| <∞, ∀σ > c
}
.
Definition 5.9. For any fixed l ∈ [0,∞], we put a system of semi-norms Bk,σl with k ∈ N, σ ∈ (c,∞) on
Bc(R+) by
Bk,σl (f) =
(∫ ∞
0
|f (k)(y)yσ+k|l dy
y
) 1
l
, l 6=∞;Bk,σ∞ (f) = sup
y>0
|f (k)(y)yσ+k|.
Definition 5.10. For any fixed l ∈ [0,∞], we put a system of semi-norms Hk,σl with k ∈ N, σ ∈ (c,∞)
on Hc(C) by
Hk,σl (M) =
(∫
ℜs=σ
|s(s+ 1) · · · (s+ k − 1)M(s)|l ds
2πi
) 1
l
, l 6=∞;
Hk,σ∞ (M) = sup
ℜs=σ
|s(s+ 1) · · · (s+ k − 1)M(s)|.
Proposition 5.11. The topology on Bc(R+) defined by B
k,σ
l does not depend on l. More precisely, for
any f ∈ Bc(R+) we have for 1 ≤ l <∞ and ǫ > 0 small with σ − ǫ > c
Bk,σl (f)≪ǫ,l Bk,σ+ǫ∞ (f) +Bk,σ−ǫ∞ (f);
Bk,σ∞ (f)≪ǫ,l,σ+k Bk,σl (f) +Bk+1,σl (f).
Proof. The first inequality follows from∫ ∞
0
|f (k)(y)yσ+k|l dy
y
≤ Bk,σ+ǫ∞ (f)l
∫ ∞
1
y−ǫl
dy
y
+Bk,σ−ǫ∞ (f)
l
∫ 1
0
yǫl
dy
y
.
For the second inequality, we first note that for any x, y > 0
f (k)(y)yσ+k − f (k)(x)xσ+k =
∫ x
y
f (k+1)(u)uσ+k+1
du
u
+ (σ + k)
∫ x
y
f (k)(u)uσ+k
du
u
.
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We can bound the integrals using Ho¨lder inequality as∣∣∣∣∫ x
y
f (k)(u)uσ+k
du
u
∣∣∣∣ ≤ Bk,σl (f) · |log(y/x)| l−1l ,
from which we deduce
|f (k)(y)yσ+k| ≤ |f (k)(x)xσ+k|+
[
Bk+1,σl (f) + |σ + k| · Bk,σl (f)
]
· |log(y/x)| l−1l .
Raising to the power l ≥ 1 and use (a+ b)l ≤ 2l−1(al + bl) gives
|f (k)(y)yσ+k|l ≤ 2l−1
{
|f (k)(x)xσ+k |l +
[
Bk+1,σl (f) + |σ + k| · Bk,σl (f)
]l
· |log(y/x)|l−1
}
.
Integrating both sides against min((x/y)ǫl, (x/y)−ǫl)dx/x ≤ dx/x gives
2
ǫl
· |f (k)(y)yσ+k|l ≤ 2l−1
{
Bk,σl (f)
l +
[
Bk+1,σl (f) + |σ + k| · Bk,σl (f)
]l
·
∫ ∞
0
min(xǫ, x−ǫ)|log x|l−1 dx
x
}
.
We conclude since
∫ ∞
0
min(xǫ, x−ǫ)|log x|l−1 dx
x
<∞. 
Proposition 5.12. The topology on Hc(C) defined by H
k,σ
l does not depend on l. More precisely, for
any M ∈ Hc(C) we have for 1 ≤ l <∞ and ǫ > 0 small with σ − ǫ > c
Hk,σl (M)≪k,l Hk,σ∞ (M) +Hk+2,σ∞ (M);
Hk,σ∞ (M)≪ǫ,l,σ+k Hk,σ+ǫl (M) +Hk+1,σ+ǫl (M) +Hk,σ−ǫl (M) +Hk+1,σ−ǫl (M).
Proof. The first inequality follows from∫
ℜs=σ
|s(s+ 1) · · · (s+ k − 1)M(s)|l ds
2πi
≤ Hk,σ∞ (M)l
∫
ℜs=σ
|ℑs|≤1
ds
2πi
+Hk+2,σ∞ (M)
l
∫
ℜs=σ
|ℑs|>1
1
|(s+ k)(s+ k + 1)|l
ds
2πi
.
For the second inequality, we first note that for any s0 with ℜs0 = σ
s0(s0 + 1) · · · (s0 + k − 1)M(s0) =
∫
ℜs=σ+ǫ
s(s+ 1) · · · (s+ k − 1)M(s)
s− s0
ds
2πi
−
∫
ℜs=σ−ǫ
s(s+ 1) · · · (s+ k − 1)M(s)
s− s0
ds
2πi
.
To bound the integrals, we apply Ho¨lder inequality to get∫
ℜs=σ+ǫ
∣∣∣∣s(s+ 1) · · · (s+ k − 1)M(s)s− s0
∣∣∣∣ ds2πi ≤ Hk+1,σ+ǫl (M)ǫ ·
∫
ℜs=σ+ǫ
|ℑs|≥1
1
|s+ k| ll−1
ds
2πi

l−1
l
+
Hk,σ+ǫl (M)
ǫ
·
∫
ℜs=σ+ǫ
|ℑs|≤1
ds
2πi

l−1
l
,
and conclude by the similar bound on ℜs = σ − ǫ. 
Proposition 5.13. The two maps
Bc(R+)→ Hc(C), f 7→M(f)(s) :=
∫ ∞
0
f(y)ys
dy
y
, for ℜs > c;
Hc(C)→ Bc(R+),M 7→ fM (y) :=
∫
ℜs=σ
M(s)y−s
ds
2πi
, ∀σ > c
are continuous with respect to the above topologies defined by semi-norms.
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Proof. By integration by parts we get
M(f)(s) =
(−1)k
s(s+ 1) · · · (s+ k − 1)
∫ ∞
0
f (k)(y)ys+k
dy
y
,
from which it follows readily that Hk,σ∞ (M(f)) ≤ Bk,σ1 (f). Similarly we pass the derivatives under the
integral to get
f
(k)
M (y) = (−1)k
∫
ℜs=σ
s(s+ 1) · · · (s+ k − 1)M(s)y−s−k ds
2πi
,
from which it follows readily that Bk,σ∞ (fM ) ≤ Hk,σ1 (M). 
Definition 5.14. We write the multiplicative group F1 = {x ∈ F : |x|F = 1}. For any function f on F×
and any character ξ ∈ F̂1 we define a function on R+
fξ(t) = f(t; ξ) =
∫
F1
f(tu)ξ(u)du, t > 0
where du is the probability Haar measure on F1. Concretely:
(1) If F = R then F1 = {±1}, F̂1 = {ξ+, ξ−} with ξ+ ≡ 1 and ξ−(−1) = −1. We then define
f(t; +) = f+(t) =
1
2
(f(t) + f(−t)) , f(t;−) = f−(t) = 1
2
(f(t)− f(−t)) .
(2) If F = C then F1 = {eiθ : θ ∈ R/2πZ}, F̂1 = {ξn : n ∈ Z} with ξn(eiθ) = einθ. We then define
f(t;n) = fn(t) =
∫
R/2πZ
f(teiθ)einθ
dθ
2π
.
Proposition 5.15. fξ ∈ B0(R+) for any f ∈ S(F) and ξ ∈ F̂1. The map
S(F)→ B0(R+), f 7→ fξ
is continuous. Moreover, in the case F = C, for any k, l ∈ N, σ > 0 there is a finite collection of norms
S∗∞ independent of n (n 6= 0 if l 6= 0) such that
Bk,σ∞ (fn)≪k,σ |n|−lS∗∞(f).
Proof. In the case F = R, we have
tk
dk
dtk
f(t; +) =
1
2
(
tkf (k)(t) + (−1)ktkf (k)(−t)
)
,
tk
dk
dtk
f(t;−) = 1
2
(
tkf (k)(t) + (−1)k+1tkf (k)(−t)
)
,
from which it is easy to see
Bk,σ∞ (f±) ≤ S⌊k+σ⌋,k∞ (f) + S⌈k+σ⌉,k∞ (f), ∀k ∈ N, σ > 0.
In the case F = C, with the Cartesian & Polar coordinates
(x, y) = (t cos θ, t sin θ), (z, z¯) = (x+ iy, x− iy)
we have
∂
∂θ
= i
(
z
∂
∂z
− z¯ ∂
∂z¯
)
; t
∂
∂t
= z
∂
∂z
+ z¯
∂
∂z¯
.
By induction on k ∈ N, it is easy to see
tk
∂k
∂tk
= Pk(z
∂
∂z
+ z¯
∂
∂z¯
)
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for some polynomial Pk ∈ Z[X ] and any k ∈ N. It follows that
tkf (k)n (t) =
∫
R/2πZ
(Pk(z
∂
∂z
+ z¯
∂
∂z¯
)f)(teiθ)einθ
dθ
2π
=
(−1)l
nl
∫
R/2πZ
(
(
z
∂
∂z
− z¯ ∂
∂z¯
)l
Pk(z
∂
∂z
+ z¯
∂
∂z¯
)f)(teiθ)einθ
dθ
2π
.
Hence, we deduce that
Bk,σ∞ (fn) ≤ |n|−l
{∥∥∥∥∥(zz¯)⌊ σ2 ⌋
(
z
∂
∂z
− z¯ ∂
∂z¯
)l
Pk(z
∂
∂z
+ z¯
∂
∂z¯
)f
∥∥∥∥∥
∞
+
∥∥∥∥∥(zz¯)⌈σ2 ⌉
(
z
∂
∂z
− z¯ ∂
∂z¯
)l
Pk(z
∂
∂z
+ z¯
∂
∂z¯
)f
∥∥∥∥∥
∞
}
.
The right hand side is obviously bounded by some Schwartz norm of f . 
Proof. (of Lemma 5.3) We only treat the case F = C, the real case being similar and simpler. Writing
f(y) =
∫
C×
Φ(t,
y
t
)ω−1ξ2(t)|t|2sC d×t,
we can take its Fourier expansion on C1
f(teiθ) =
∑
n∈Z
fn(t)e
−inθ, t ∈ R+.
Extending each ξn ∈ Ĉ1 to C× by triviality on R+ we have the Mellin transform
M(fn)(s1) =
∫
C×
f(y)ξn(y)|y|
s1
2
C
d×y
=
∫
C××C×
Φ(t, y)ω−1ξ2ξn(t)|t|
s1
2 +2s
C
ξn(y)|y|
s1
2
C
d×td×y
=
∫
R+×R+
Φω−1ξ2ξn,ξn(t1, t2)|t1|
s1
2 +2s+iµ(ω
−1ξ2)
C
|t2|
s1
2
C
d×t1d
×t2.
Considering the H∗∞ semi-norms it is easy to see M(fn) ∈ Hmax(0,−4ℜs)(C). We can also bound
Hk,σ∞ (M(fn))≪k,σ min(1, |n|−2)S∗1 (Φ), ∀σ > max(0,−4ℜs).
As ℜs lies in a compact interval, the orders of S∗1 can be made uniform (but depends on σ). Hence
fn ∈ Bmax(0,−4ℜs)(R+) and for any σ > max(0,−4ℜs) we get
|tσf(teiθ)| ≤
∑
n
B0,σ∞ (fn)≪ S∗1 (Φ)
∑
n
min(1, |n|−2).
We conclude by noting tσ = |teiθ|σ/2
C
. 
Obviously, Proposition 5.4 is a direct consequence of Lemma 5.2 and 5.3.
5.2.2. Non Archimedean Places. We continue to omit the subscript v for simplicity of notations.
Definition 5.16. Let d ≥ 1 be an integer. For any Φ ∈ S(Fd) we define its support index D(Φ) ∈ Z,
additive invariance index δ(Φ) ∈ Z and multiplicative invariance index m(Φ) ∈ N as follows.
(1) D(Φ) is the largest integer D such that
Φ(~x) 6= 0⇒ ~x ∈ pD × · · · × pD.
(2) δ(Φ) is the smallest integer δ such that
Φ(~x+ ~t) = Φ(~x), ∀~x ∈ Fd,~t ∈ pδ × · · · × pδ.
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(3) m(Φ) is the smallest integer m ≥ 0 such that for any κ ∈ GLd(o) with κ− 1 ∈ Md(pm)
R(κ).Φ(~x) = Φ(~x.κ) = Φ(~x), ∀~x ∈ Fd.
Proposition 5.17. The three indices satisfy the following relations.
(0) m(Φ) ≤ δ(Φ)−D(Φ).
(1) For any κ ∈ GLd(o), we have D(R(κ).Φ) = D(Φ), δ(R(κ).Φ) = δ(Φ) and m(R(κ).Φ) = m(Φ).
(2) Let F(·) denote the Fourier transform
F(Φ)(~x) =
∫
Fd
Φ(~y)ψ(−~y.~x)d~y.
Then we have
D(Φ) + δ(F(Φ)) = δ(Φ) +D(F(Φ)) = −c(ψ).
(3) More generally, let I = {i1, · · · , ij} ⊂ {1, . . . , d}. We define the partial Fourier transform FI(·) =
Fi1(Fi2(· · ·Fij (·))). Then we have
δ(FI(Φ))) ≤ max(δ(Φ),−c(ψ) −D(Φ));
D(FI(Φ)) ≥ min(D(Φ),−c(ψ)− δ(Φ)).
Proof. (0) and (1) are obvious from definition. (3) follows easily from (2). We prove (2) as follows. From
F(Φ)(~x+ ~t) =
∫
pD(Φ)×···×pD(Φ)
Φ(~y)ψ(−~y.~x)ψ(−~y.~t)d~y,
we see that for ~t ∈ p−c(ψ)−D(Φ), ~y.~t ∈ p−c(ψ) hence ψ(−~y.~t) = 1 and F(Φ)(~x+ ~t) = F(Φ)(~x). Thus
δ(F(Φ)) ≤ −c(ψ)−D(Φ).
On the other hand, if ~x /∈ p−c(ψ)−δ(Φ) × · · · × p−c(ψ)−δ(Φ) then at least for one component, say x1 /∈
p−c(ψ)−δ(Φ), i.e., v(x1) < −c(ψ)− δ(Φ). As t1 runs under the condition v(t1) = −c(ψ)− 1− v(x1) ≥ δ(Φ),
x1t1 runs under the condition v(x1t1) = −c(ψ) − 1. Hence at least for one t1, ψ(x1t1) 6= 1. Writing
~t = (t1, 0, . . . , 0), we get
F(Φ)(~x) =
∫
Fd
Φ(~y + ~t)ψ(−~y.~x)d~y =
∫
Fd
Φ(~y)ψ(−~y.~x)d~y · ψ(~t.~x) = ψ(t1x1)F(Φ)(~x).
Hence F(Φ)(~x) = 0 and
D(F(Φ)) ≥ −c(ψ)− δ(Φ).
Replacing Φ with F(Φ) in the above argument gives the inequalities in the opposite direction. 
Definition 5.18. For l ∈ [1,∞], ~σ ∈ Rd≥0, we put the semi-norm S~σl on S(Fd) by
S~σl (Φ) =
∥∥|~x~σ |F · Φ∥∥l .
Here we have written:
• ‖·‖l is the Ll-norm on Fd.
• For ~x = (xi)1≤i≤d ∈ Fd, ~σ = (σi)1≤i≤d ∈ Rd≥0, |~x~σ|F = Πdi=1|xi|σiF .
We shall also write |~σ| =
∑
i
σi.
Proposition 5.19. We have the following relations of norms for any Φ ∈ S(Fd).
(1) ‖Φ‖∞ ≤ q
dδ(Φ)
l ‖Φ‖l and ‖Φ‖l ≤ q−
dD(Φ)
l ‖Φ‖∞.
(2) S~σl (Φ) ≤ q−|~σ|D(Φ)‖Φ‖l.
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Proof. It suffices to prove the case d = 1. Let x0 ∈ F be such that |Φ(x0)| = ‖Φ‖∞, then
‖Φ‖l∞ = Vol(pδ(Φ))−1
∫
x0+pδ(Φ)
|Φ(x)|ldx ≤ qδ(Φ)‖Φ‖ll
and we get the first inequality. The second follows from
‖Φ‖ll ≤ ‖Φ‖l∞
∫
supp(Φ)
dx ≤ ‖Φ‖l∞ ·Vol(pD(Φ)) = q−D(Φ)‖Φ‖l∞.
For the last, we deduce it from
Sσl (Φ)l =
∫
pD(Φ)
|x|σl
F
|Φ(x)|ldx ≤ sup
x∈pD(Φ)
|x|σl
F
· ‖Φ‖ll = q−σlD(Φ)‖Φ‖ll.

Definition 5.20. For any c ∈ R, we define Bc(Z;̟) to be the space of functions f : ̟Z → C satisfying
(1) lim
n→−∞
f(̟n)q−nσ = 0 for any σ > 0.
(2) lim
n→+∞
f(̟n)q−nσ = 0 for any σ > c.
The subspace B0c(Z;̟) ⊂ Bc(Z;̟) is defined by replacing (1) with
(1’) f(̟n) = 0 for n≪ −1.
Definition 5.21. For any c ∈ R we define Hc(C; q) to be the space of meromorphic functions M : C→ C
satisfying
(1) M(s+ i
2π
log q
) =M(s) for all s ∈ C.
(2) M(s) is holomorphic for ℜs > c.
Definition 5.22. For any l ∈ [1,∞] we put a system of semi-norms Bσl for σ > c on Bc(Z;̟) by
Bσl (f) =
(∑
n∈Z
q−nσl|f(̟n)|l
) 1
l
, l 6=∞;Bσ∞(f) = sup
n∈Z
q−nσ|f(̟n)|.
Definition 5.23. For any l ∈ [1,∞] we put a system of semi-norms Hσl for σ > c on Hc(C; q) by
Hσl (M) =
(∫ 2π
log q
0
|M(σ + iτ)|l log qdτ
2π
) 1
l
, l 6=∞;Hσ∞(M) = max
ℜs=σ
|M(s)|.
Proposition 5.24. The topology on Bc(Z;̟) defined by B
∗
l does not depend on l. More precisely, for
any f ∈ Bc(Z;̟) we have for 1 ≤ l <∞ and ǫ > 0 small with σ − ǫ > c
Bσl (f)≪ǫ,l Bσ−ǫ∞ (f) +Bσ+ǫ∞ (f);
Bσ∞(f) ≤ Bσl (f).
Proof. The first follows from
Bσl (f)
l ≤ Bσ−ǫ∞ (f)
∑
n≥0
q−nǫ +Bσ+ǫ∞ (f)
∑
n<0
qnǫ.
The second is obvious by positivity. 
Proposition 5.25. The topology on Hc(C; q) defined by H
∗
l does not depend on l. More precisely, for
any M ∈ Hc(C; q) we have for 1 ≤ l <∞ and ǫ > 0 small with σ − ǫ > c
Hσl (M) ≤ Hσ∞(M);
Hσ∞(M)≪ǫ Hσ−ǫl (M) +Hσ+ǫl (M).
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Proof. The first is obvious. For the second, let s0 be any complex number with ℜs0 = σ and 0 < ℑs0 <
2π/ log q. Selecting the contour joining σ + ǫ, σ + ǫ+ i2π/ log q, σ − ǫ+ i2π/ log q and σ − ǫ, we see
log q ·M(s0) =
∫ 2π
log q
0
M(σ + ǫ + iτ)
σ + ǫ+ iτ − s0
log qdτ
2π
−
∫ 2π
log q
0
M(σ − ǫ+ iτ)
σ − ǫ+ iτ − s0
log qdτ
2π
.
Using Ho¨lder inequality we deduce
log q · |M(s0)| ≤ 1
ǫ
Hσ+ǫl (M) ·
(∫ 2π
log q
0
log qdτ
2π
) l−1
l
+
1
ǫ
Hσ−ǫl (M) ·
(∫ 2π
log q
0
log qdτ
2π
) l−1
l
=
1
ǫ
Hσ+ǫl (M) +
1
ǫ
Hσ−ǫl (M).
We conclude by taking sup with respect to ℜs0 = σ. 
Proposition 5.26. The two maps
Bc(Z;̟)→ Hc(C; q), f 7→M(f)(s) =
∑
n∈Z
f(̟n)q−ns, for ℜs > c;
Hc(C; q)→ Bc(Z;̟),M 7→ fM (̟n) =
∫ 2π
log q
0
M(σ + iτ)qn(σ+iτ)
log qdτ
2π
, ∀σ > c
are continuous with respect to the above topologies defined by semi-norms.
Proof. The continuity follows from
Hσ∞(M(f)) ≤
∑
n∈Z
|f(̟n)|q−nσ = Bσ1 (f);
Bσ∞(fM ) ≤ sup
n∈Z
∫ 2π
log q
0
|M(σ + iτ)qniτ | log qdτ
2π
= Hσ1 (M).

Note that the abstract part of Definition 5.14 still makes sense in the current case, i.e., for any function
f : F→ C and ξ ∈ F̂1 we can define
fξ(̟
n) =
∫
F1
f(̟nu)ξ(u)du, n ∈ Z.
Proposition 5.27. For any f ∈ S(F), fξ 6= 0 only for ξ satisfying c(ξ) ≤ m(f), hence for only finitely
many ξ. We have fξ ∈ B00(Z;̟) and
Bσ∞(fξ) ≤ Sσ∞(f), ∀σ > 0.
Proof. Obvious. 
Lemma 5.28. For any Φ ∈ S(F2), s ∈ C, σ > max(0,−2ℜs) and ǫ > 0 with σ − ǫ, σ + 2ℜs − ǫ > 0,
there is N = N(ǫ, σ, σ + 2ℜs) > 0 such that with implied constant depending only on ǫ∣∣∣∣∫
F×
Φ(t,
y
t
)ω−1ξ2(t)|t|2s
F
d×t
∣∣∣∣≪ǫ q−ND(Φ)+m(Φ)‖Φ‖∞ · |y|−σF 1y∈p2D(Φ) .
Proof. Writing
f(y) =
∫
F×
Φ(t,
y
t
)ω−1ξ2(t)|t|2s
F
d×t,
we have for any ξ1 ∈ F̂1 and s1 ∈ C with ℜs1 > max(0,−2ℜs)
M(fξ1)(s1) =
∫
F××F×
Φ(t, y)ω−1ξ2ξ1(t)|t|s1+2sF ξ1(y)|y|s1F d×td×y
= M(Φω−1ξ2ξ1,ξ1)(s1 + 2s+ iµ(ω
−1ξ2), s1),
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where the second Mellin transform is the natural two dimensional one. By Proposition 5.27, Φω−1ξ2ξ1,ξ1 6=
0 only if c(ω−1ξ2ξ1), c(ξ1) ≤ m(Φ). In particular, the number of such ξ1 is bounded by qm(Φ). From the
Mellin inversion for σ > max(0,−2ℜs)
f(̟nu) =
∑
ξ1
fξ1(̟
n)ξ1(u)
−1 =
∑
ξ1
ξ1(u)
−1
∫ 2π
log q
0
M(fξ1)(σ + iτ)q
n(σ+iτ) log qdτ
2π
we can successively apply Proposition 5.25, 5.26, 5.24, 5.27 and 5.19 to get
|y|σ
F
|f(y)| ≤
∑
ξ1
Hσ1 (M(fξ1)) ≤
∑
ξ1
Hσ∞(M(fξ1))
≤
∑
ξ1
Hσ+2ℜs,σ∞ (M(Φω−1ξ2ξ1,ξ1)) ≤
∑
ξ1
Bσ+2ℜs,σ1 (Φω−1ξ2ξ1,ξ1)
≪ǫ
∑
ξ1
(
Bσ+2ℜs+ǫ,σ+ǫ∞ +B
σ+2ℜs+ǫ,σ−ǫ
∞ +B
σ+2ℜs−ǫ,σ+ǫ
∞ +B
σ+2ℜs−ǫ,σ−ǫ
∞
)
(Φω−1ξ2ξ1,ξ1)
≤ (Sσ+2ℜs+ǫ,σ+ǫ∞ + Sσ+2ℜs+ǫ,σ−ǫ∞ + Sσ+2ℜs−ǫ,σ+ǫ∞ + Sσ+2ℜs−ǫ,σ−ǫ∞ ) (Φ)∑
ξ1
1
≤ q−ND(Φ)+m(Φ)‖Φ‖∞.
Finally, it is obvious that f(y) 6= 0 implies the existence of some t ∈ F× such that (t, y/t) lies in the
support of Φ hence in pD(Φ) × pD(Φ), thus y ∈ p2D(Φ). 
Proposition 5.29. For any Φ ∈ S(F2), let
D = min(D(Φ),−c(ψ) − δ(Φ)); δ = max(δ(Φ), c(ψ) −D(Φ)).
Then for any σ > |ℜs| and ǫ > 0 with σ − ǫ > |ℜs|, there is N = N(ǫ, σ+ℜs, σ−ℜs) > 0 continuous in
ǫ, σ ±ℜs such that
|WΦ(s, ξ, ωξ−1; a(y)κ)| ≪ǫ q−(N+1)D+2δ‖Φ‖2 · |y|
1
2−σ
F
1y∈p2D .
Moreover, at an unramified place with c(ψ) = c(ξ) = c(ωξ−1) = 0 and Φ = 1o×o we have for any ǫ > 0
|WΦ(s, ξ, ωξ−1; a(y)κ)| ≤ 2
ǫ log q
·
(
sup
x>0
x
ex
)
· |y|
1
2−|ℜs|−ǫ
F
1y∈p + 1y∈o× .
Proof. The first part is a direct consequence of the previous lemma and the following inequalities deduced
from Proposition 5.17 and 5.19:
D(F2(R(κ).Φ)) ≥ min(D(Φ),−c(ψ)− δ(Φ)) = D;
m(F2(R(κ).Φ)) ≤ δ(F2(R(κ).Φ)) −D(F2(R(κ).Φ)) ≤ δ −D;
‖F2(R(κ).Φ)‖∞ ≤ qδ(F2(R(κ).Φ)) ‖F2(R(κ).Φ)‖2 ≤ qδ‖Φ‖2.
The “moreover” part follows from a direct computation (or [1, Theorem 4.6.5])
WΦ(s, ξ, ωξ
−1; a(̟n)) = q−
n
2
αn+1 − βn+1
α− β 1n≥0, with α = ξ(̟)q
−s, β = ωξ−1(̟)qs,
which implies for n ≥ 1
|WΦ(s, ξ, ωξ−1; a(̟n))| ≤ (n+ 1)|̟n|
1
2−|ℜs|
F
=
n+ 1
ǫn log q
· ǫn log q
qǫn
· |̟n|
1
2−|ℜs|−ǫ
F
is bounded as in the statement. 
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5.2.3. Global Bound. Writing Dv = min(D(Φv),−c(ψv)− δ(Φv)) for v <∞, it follows from Proposition
5.4 and 5.29 that for any ǫ > 0 and N ≫ 1∣∣WΦ(s, ξ, ωξ−1;na(y)κ)∣∣≪ǫ,N,Φ ∏
v|∞
min(|yv|
1
2−|ℜs|−ǫ
v , |yv|−Nv )
∏
v<∞
|yv|
1
2−|ℜs|−ǫ
v 1yv∈p2Dvv .
The bound is uniform when ℜs lies in a fixed compact interval. Together with Lemma 5.37, we obtain
Proposition 5.30. For any Φ ∈ S(A2), m ∈ N and any σ > |ℜs|, we have∣∣∣∣ ∂m∂sm (E(s, ξ, ωξ−1; Φ)(g)− EN(s, ξ, ωξ−1; Φ)(g))
∣∣∣∣ ≤ ∑
α∈F×
∣∣∣∣ ∂m∂smWΦ(s, ξ, ωξ−1; a(α)g)
∣∣∣∣≪σ,Φ Ht(g)− 12−σ,
which is of rapid decay with respect to Ht(g).
5.3. Behavior of Constant Term. Consider f ∈ V∞ξ,ωξ−1 and take its Fourier expansion into K-isotypic
types
f =
∑
~n
fˆ~n · e~n(ξ, ωξ−1)
for some fˆ~n ∈ C, where e~n(ξ, ωξ−1) is unitary with K-type parametrized by ~n as in [6, Section 3.5]. For
ℜs≫ 1, we have
EN(s, ξ, ωξ
−1; f) = f(s, ξ, ωξ−1) +
∑
~n
fˆ~n · µ(s, ξ, ωξ−1;~n)e~n(−s, ωξ−1, ξ),
where µ(s, ξ, ωξ−1;~n) are the explicit coefficients of the intertwining operator on the K-type ~n part as in
loc.cit.
Proposition 5.31. The possible poles of the collection of meromorphic functions {µ(s, ξ, ωξ−1;~n) : ~n}
are
• The pole of Λ(1 − 2s, ωξ−2) at s = (1 + iµ(ωξ−2))/2 with order at most 1, when ωξ−2 is trivial
on A(1) and ~n = ~0. We call this pole the spherical pole.
• The (both trivial and non-trivial) zeros of L(1 + 2s, ω−1ξ2) with order at most that of the zero.
Proof. This can be seen either from our explicit computation of µ(s, ξ, ωξ−1;~n) in [6], or from (5.1) and
MfΦ(s, ξ, ωξ−1) = fΦ̂(−s, ωξ−1, ξ),
which is meromorphic with a simple pole at s = (1 + iµ(ωξ−2))/2 (the other pole is cancelled by that of
fΦ(s, ξ, ωξ
−1)) by Tate’s theory. 
Lemma 5.32. Assume µ(s, ξ, ωξ−1;~n0) has a pole at s0 with order n (n = 0 if it is holomorphic at s0)
for some ~n0. Define
‖~n‖ =
∏
v
(|nv|+ 1) for ~n = (nv)v.
Then as s lying in any small compact neighborhood K of s0 where no other pole occur, we have∣∣(s− s0)nµ(s, ξ, ωξ−1;~n)∣∣≪ ‖~n‖N
for some N and the implied constant depending only on K, ξ and ωξ−1 (i.e., independent of ~n).
Proof. This follows from the explicit computation of µ(s, ξ, ωξ−1;~n) in [6] together with the following
obvious bound
n∏
k=1
∣∣∣∣k − sk + s
∣∣∣∣ ≤∏
k
(
1 +
2|s|
|k + s|
)
≤ exp
{∑
k
2|s|
|k + s|
}
≪ (n+ 1)N .

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Proposition 5.33. Under the condition of the lemma we have
(s− s0)nEN(s, ξ, ωξ−1; f) = (s− s0)nf(s, ξ, ωξ−1) +
∑
~n
fˆ~n · (s− s0)nµ(s, ξ, ωξ−1;~n)e~n(−s, ωξ−1, ξ).
Consequently, for any m ∈ N, y ∈ A× and κ ∈ K we can write
dm
dsm
|s=s0 (s− s0)nEN(s, ξ, ωξ−1; f)(a(y)κ)
=
m!
(m− n)! |y|
1
2+s0
A
ξ(y)(log|y|A)m−nf(κ) +
m∑
k=0
|y| 12−s0
A
ωξ−1(y)(log|y|A)kfk(κ),
where (log|y|A)m−n is understood as 0 if m < n and where the maps
V∞ξ,ωξ−1 → V∞ωξ−1,ξ, f → fk for 0 ≤ k ≤ m
are K-maps and continuous with respect to the Sobolev norms on K∞.
Proof. The lemma shows that (s− s0)nµ(s, ξ, ωξ−1;~n) is polynomially increasing in ~n. But fˆ~n is rapidly
decreasing in ~n by smoothness of f . The sum over ~n is thus absolutely and uniformly convergent for s
lying in K, hence defines an analytic function in s. By uniqueness of analytic continuation, we get the
first equation. The rest follows from the polynomial increase of (s − s0)nµ(s, ξ, ωξ−1;~n) and Cauchy’s
integral formula for derivatives. 
Remark 5.34. If s0 is the spherical pole, then n = 1 and for m = 0 we have fk = 0 unless k = 0. Then
f0(κ) = lim
s→s0
(s− s0)ΛF(2(s0 − s)
ΛF(2 − 2(s0 − s)))
∫
K
f(κ)dκ = −Λ
∗
F
(0)
ΛF(2)
∫
K
f(κ)dκ.
5.4. A Convergence Lemma. Let r,N ∈ N, r, N ≥ 2. It is well-known that there is an exact sequence
1→ Γ(N)→ SLr(Z)→ SLr(Z/NZ)→ 1,
where Γ(N) is called the principal congruence subgroup of SLr(Z) modulo N . The pre-image of the
upper resp. lower triangular subgroup of SLr(Z/NZ) in SLr(Z) is denoted by Γ0(N) resp. Γ
−
0 (N), which
includes Γ(N) as a normal subgroup. For ~α ∈ Zr−1 realized as a column vector, we define matrices, with
Ik denoting the identity matrix of rank k
n+r (~α) =
(
1 ~αT
~0 Ir−1
)
, n−r (~α) =
(
1 ~0T
~α Ir−1
)
.
Lemma 5.35. Any coset of Γ0(N)\SLr(Z) resp. Γ−0 (N)\SLr(Z) has a representative of the form N−N+
resp. N+N−, where N− resp. N+ is lower resp. upper unipotent with off-diagonal entries lying in
[−N
2
,
N
2
] ∩ Z.
Proof. We treat the case for Γ0(N). Take any A ∈ SLr(Z). Let the first column of A be (a1, · · · , ar)T ∈
Zr. Then we have lcd(a1, · · · , ar) = 1, which implies the existence of ui ∈ Z such that Σri=1uiai = 1. In
particular, we have lcd(u1, a2, · · · , ar) = 1. For any kj ∈ Z, 2 ≤ j ≤ r, the substitution
u′1 = u1 +
r∑
j=2
kjaj ;u
′
j = uj − kj , 2 ≤ j ≤ r
still gives Σri=1u
′
iai = 1. By an iterative application of Dirichlet’s theorem on primes in arithmetic
progression, we can choose kj ’s such that u
′
1 is a prime number as large as we want. In particular, we
can make lcd(u′1, N) = 1. Since lcd(u
′
1, · · · , u′r) = 1, at least one of u′j , 2 ≤ j ≤ r, say u′2, is coprime with
u′1. Hence lcd(u
′
1, Nu
′
2) = 1 and we can find v1, v2 ∈ Z such that u′1v2 −Nu′2v1 = 1. The matrix
B =
 u′1 u′2 u′3 · · ·Nv1 v2 0 · · ·
~0 ~0 Ir−2
 ∈ Γ0(N)
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and gives, for some A′ = A˜− ~α ~β1
T ∈ SLr−1(Z), that
BA =
(
1 ~β1
T
~α A˜
)
⇒ A ∈ Γ0(N)
(
1
~α A′
)
n+r (
~β1).
Repeating the process on A′ or making an induction on r we then find successively ~βk ∈ Zr−k such that
for some lower unipotent N1−
A ∈ Γ0(N)N1−N1+, N1+ =
r−2∏
k=0
(
Ik 0
0 n+r−k(
~βk+1)
)
.
Taking N− resp. N+ with off-diagonal entries lying in [−N
2
,
N
2
] ∩ Z such that N1− ≡ N− (mod N) resp.
N1+ ≡ N+ (mod N), we then find N1−N−1− , N1+N−1+ ∈ Γ(N) and conclude by its normality. 
Let [F : Q] = r = r1+2r2 where r1 resp. 2r2 is the number of embeddings of F into real resp. complex
numbers. Recall that we have a canonical map by choosing one complex embedding σr1+j , 1 ≤ j ≤ r2 in
a pair conjugate to each other by complex conjugation
σ : F→ Rr1 × Cr2 ≃ Rr,
σ(x) = (σ1(x), · · · , σr1+r2(x)) = (σ1(x), · · · , σr1(x),ℜσr1+1(x),ℑσr1+1(x), · · · ,ℜσr1+r2(x),ℑσr1+r2(x)).
For every fractional ideal J, σ(J) is then a Z-lattice of Rr. For c≫ 1, we define a functions fc on Rr1×Cr2
by
fc(~x) =
r1∏
i=1
min(1, |xi|−c)
r2∏
j=1
min(1, |xr1+j |−2c), ~x = (xi)1≤i≤r1+r2 .
Lemma 5.36. Let J ⊂ o be an integral ideal. We have the following two estimations for t > 0.
(1)
∑
α∈J−1−{0}
fc(tσ(α))≪F,c |o/J|3ct−c if c > r.
(2)
∑
α∈J−1
fc(tσ(α))≪F,c t−r|o/J|−1
(
1 + t
|o/J|2√
r
)rc
if c > 1.
Proof. (1) On Rr1 × Cr2 we have a usual norm ‖·‖2 given by
‖~x‖2 =
√√√√r1+r2∑
i=1
|xi|2, ~x = (xi)1≤i≤r1+r2 .
We then easily see, essentially by comparing fc with the infinity norm, that
sup
~x
fc(~x)‖~x‖c2 ≤ (r1 + r2)
c
2 .
If αi ∈ J−1 is an integral basis such that J−1 = Σri=1Zαi, then σ(αi) is a basis of the lattice σ(J−1). We
can define another norm ‖·‖J−1 by
‖~x‖J−1 =
√√√√ r∑
i=1
n2i , ~x =
r∑
i=1
niσ(αi) ∈ Rr.
Or equivalently, if we write AJ−1 = (σ(α1), · · · , σ(αr)) ∈ GLr(R), we have
‖~x‖J−1 = ‖A−1J−1~x‖2.
Fix a basis ~ei of σ(o) and write Ao = (~e1, · · · , ~er). By elementary divisor theorem, there are γ, γJ ∈ SLr(Z)
and some di ∈ Z− {0}, di | di+1, |d1 · · · dr| = |o/J| = |J−1/o|, such that
A−1
J−1
= γdiag(d1, · · · , dr)γJA−1o .
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Changing γ is equivalent to changing the choice of basis αi for J
−1. Applying Lemma 5.35, we can find
γ such that
diag(d1, · · · , dr)−1γdiag(d1, · · · , dr)γJ = N+N−
where N+ resp. N− is upper resp. lower unipotent with entries lying in [− dr
2d1
,
dr
2d1
]. We thus get a
bound of the operator norm
‖A−1
J−1
‖2 = ‖diag(d1, · · · , dr)N+N−A−1o ‖2 ≤ |dr|
(
r +
r(r − 1)d2r
8d21
)
‖A−1o ‖2.
We finally estimate and conclude by∑
α∈J−1−{0}
fc(tσ(α)) =
∑
α∈J−1−{0}
‖tσ(α)‖−c
J−1
‖tσ(α)‖c
J−1
‖tσ(α)‖c2
fc(tσ(α))‖tσ(α)‖c2
≤ t−c|dr|c
(
r +
r(r − 1)d2r
8d21
)c
‖A−1o ‖c2(r1 + r2)
c
2
∑
~n∈Zr−{0}
‖~n‖−c2 .
(2) If L is a lattice in Rr with a basis given by the column vectors in a matrix AL ∈ GLr(R), we define
its diameter d(L) associated to this basis as the diameter of the fundamental parallelogram spanned by
this basis, i.e.,
d(L) = max
−1≤λi≤1,1≤i≤r
‖AL~λ‖2.
Thus we have obviously d(L) ≤ √r‖AL‖2. The same argument in the last part of (1) gives, for some
choice of basis of J−1, that
d(σ(J−1)) ≤ √r‖Ao‖2|d1|−1
(
r +
r(r − 1)d2r
8d21
)
.
It is also easy to see that for ~x, ~y in the same translate of a parallelogram ~x0 + P of tσ(J−1), we have
fc(~x)
fc(~y)
≤ 22r2c
(
r1 + r2 +
√
rd(tσ(J−1))
r
)rc
.
We thus conclude by
Vol(Rr/tσ(J−1))
∑
α∈J−1
fc(tσ(α)) ≤ 22r2c
(
r1 + r2 + t
√
rd(σ(J−1))
r
)rc ∫
Rr
fc(~x)d~x
≪F,c
(
1 + t
|o/J|2√
r
)rc
.

We shall write, denoting by pv the prime ideal corresponding to v <∞, v(J) ∈ N such that
J =
∏
v<∞
pv(J)v .
A variant of the above estimations in the adelic language is the following lemma.
Lemma 5.37. Let J be an integral ideal. Let c1, c2 ∈ R, c2 − c1 > r, we have∑
α∈F×
∏
v|∞
min(|αyv|−c1v , |αyv|−c2v )
∏
v<∞
|αyv|−c1v 1v(αyv)≥−c(ψv)−v(J)
≪F,c2−c1 min
(
|y|−c1−1
A
|o/J|−1
(
1 + |y|
1
r
A
|o/J|2√
r
)r(c2−c1)
, |y|−c1−
c2−c1
r
A
|o/J|3(c2−c1)
)
where y = (yv)v ∈ A×, r = [F : Q].
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Proof. The following exact sequence is split with a splitting section s : R+ → A×
1→ A(1) → A× |·|A−−→ R+ → 1
such that the image of s is contained in A×∞ =
∏
v|∞
F×v . For any t ∈ R+, we write t+ = s(t) with
t+v = t
1/r ∈ R+ ⊂ Fv, such that
|t+|A =
∏
v|∞
|t+v |v = t.
We may apply the compactness of F×\A(1), or proceed alternatively in the following more classical way.
Let Cl(F) be the class group of F and choose an integral ideal τ in each class [τ ] ∈ Cl(F). Let δτ ∈ A×fin
be a representative of τ in the group of ideles. Since Cl(F) ≃ F×\A×fin/ô×, there is a unique τ , and
some β = β0u ∈ F× with freely chosen u ∈ o× such that yfin ∈ βδτ ô×. Let t = |y|A. We can write
y = y∞yfin = t
+y′∞yfin, and find∏
v|∞
|β−1yv(t+v )−1|v =
∏
v|∞
|u−1β−10 y′v|v = t−1|β−1y|A|δτ |−1A = |o/τ |.
By Dirichlet’s unit theorem, we can adjust u ∈ o× so that each |u−1β−10 y′v|v remains in a compact set in
R+ depending only on F. We thus find∑
α∈F×
∏
v|∞
min(|αyv|−c1v , |αyv|−c2v )
∏
v<∞
|αyv|−c1v 1v(αyv)≥−c(ψv)−v(J)
=
∑
α∈F×
∏
v|∞
min(|αβ−1yv|−c1v , |αβ−1yv|−c2v )
∏
v<∞
|αδτ |−c1v 1v(α)≥−c(ψv)−v(Jτ)
= t−c1
∑
α∈(DFJτ)−1−{0}
∏
v|∞
min(1, |αt+v |−(c2−c1)v · |u−1β−10 y′v|c1−c2v )
≪F,c2−c1 t−c1
∑
α∈(DFJτ)−1−{0}
fc2−c1(t
1
r σ(α)).
We then apply Lemma 5.36 to conclude. 
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