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Parallélisme de données et filtrage non linéaire
Analyse de performance
Résumé : L’implémentation des approximations numériques du filtre non
linéaire optimal est parfaitement adaptée à une approche “parallélisme de
données”. Après quelques rappels sur les équations du filtrage non linéaire,
nous présentons deux méthodes d’approximations. La première, utilisable dans
le cas général, est fondée sur des schémas aux différences finies introduits par
Harold J. Kushner. La deuxième, adaptée aux systèmes sans bruit de dyna-
mique, utilise une approximation “particulaire” de la loi conditionnelle. Dans
ce dernier cas nous présentons un exemple d’application en trajectographie
passive avec mesure d’angle seul. Nous comparons les performances de cet
algorithme sur différentes architectures.
Mots-clé : Filtrage non linéaire, Approximation, Trajectographie, Calcul
scientifique, Calculateur parallèle
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1 Filtrage non linéaire
1.1 Principe
Le problème est de déterminer la loi de probabilité de l’état d’un système
dynamique, noté Xt, étant donné des observations (mesures) partielles et en-
tachées d’erreur, notées yt. Le problème peut se présenter soit en temps dis-
cret, soit en temps continu. Dans ce dernier cas, le traitement numérique du
problème nécessite une étape préalable de segmentation de l’observation. En-
fin, et c’est souvent le cas, le système se décrit de manière naturelle en temps
continu alors que les observations sont fournies en temps discret.
Le système est décrit par une variable Xt qui prend ses valeurs dans un
espace d’état qui peut être soit discret soit continu.
L’objectif essentiel est de pouvoir construire un filtre “récursif” : un algo-
rithme qui, pour calculer la nouvelle estimée de la loi du système, n’a besoin
que de l’estimée à l’étape précédente (i.e. à l’observation précédente) et de
la nouvelle observation. Sans cette hypothèse de récursivité il serait en effet
nécessaire de retraiter les mesures et de recalculer la loi du système à partir
du début de l’expérimentation, ce qui ne peut pas se faire en pratique.
La condition nécessaire et suffisante pour que le filtre optimal soit récursif
est que le système soit markovien conditionnellement à l’observation.
1.2 Filtrage non linéaire
Le cas des systèmes linéaires gaussiens (condition initiale gaussienne 1 et
bruits blancs gaussiens) a trouvé une solution simple et de dimension finie. En
effet, dans ce cadre la loi recherchée est gaussienne. Elle est donc caractérisée
uniquement par deux paramètres : la moyenne et la covariance. Le filtre, dit
de Kalman–Bucy, se présente sous la forme d’un système dynamique, de di-
mension finie (la dimension de Xt à la puissance 3), récursif dont l’entrée est
l’observation.
Lorsque l’hypothèse “linéaire–gaussien” n’est pas satisfaite, c’est à dire
essentiellement dans le cas de systèmes dynamiques non–linéaires, il n’existe
pas de solution simple. D’une manière générale cette solution ne se décrit pas
dans un espace de dimension finie 2.
1. Il est également possible de trouver une solution dans le cas où la condition initiale
n’est pas gaussienne.
2. La question d’existence de filtre de dimension finie (i.e. “à la Kalman–Bucy”) pour
des systèmes non–linéaire a été posée. La réponse est que, mises à part certaines classes
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Beaucoup d’applications “pointues” nécessitent des algorithmes plus fins
que le filtre de Kalman étendu. Le projet Mefisto a pu tester les méthodes
présentées dans cet article sur deux applications. Une première de restitution
d’orbite financée par le CNES et une seconde sur la trajectographie passive
avec mesure d’angle seul avec la DCAN/CREDSM. Cette dernière application
est présentée plus loin.
1.3 Modèle de diffusion
Nous étudions ici le cas du modèle de diffusion : la variable Xt prend ses
valeurs dans IRd, elle est solution de l’équation différentielle stochastique
Ẋt = bt(Xt) + gt(Xt) ξt (1)
où ξt est un bruit blanc gaussien
3. Xt n’est observé qu’au travers d’un pro-
cessus d’observation yt qui est la somme d’un signal (éventuellement par-
tiel) ht(Xt) et d’un bruit de mesure νt (qui sera supposé blanc, gaussien et
indépendant de ξt) :
yt = ht(Xt) + νt . (2)
On note Yt =
∫ t
0 ys ds.
D’une manière formelle on définit
Yt
4
= {ys; s ≤ t}
comme étant l’information disponible à l’instant t. Au sens du risque qua-
dratique, la meilleure estimée de Xt sachant Yt est définie par la moyenne
conditionnelle E[Xt|Yt]. La variance conditionnelle Var[Xt|Yt] est une statis-
tique qu’il est également intéressant de connâıtre. Mais dans la majorité des
cas, le calcul optimal de ces statistiques ne peut se faire qu’en calculant la loi
conditionnelle de Xt sachant Yt∫
ϕ(x)µt(dx) = E[ϕ(Xt)|Yt] , (3)
où sa densité p(t, x) dx = µt(dx). On suppose que la condition initiale X0 de
l’équation (1) suit une loi µ0 donnée de densité p(0, x).
Il est également intéressant de pouvoir calculer des régions de confiance :
à une probabilité α ∈ [0, 1], on veut associer un sous–ensemble Dα de l’espace
particulières de systèmes qui sont souvent des transformations simples de systèmes linéaires,
il n’existe pas de tels filtres de dimension finie pour les problèmes non–linéaires.
3. Cette représentation est formelle, en toute rigueur elle peut se faire via le calcul sto-
chastique de Itô.
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d’état IRd qui est le plus petit domaine telle que la probabilité conditionnelle
pour que Xt soit dans ce domaine est α. Dα est la région de confiance de niveau
α, elle est définie par
Dα ∈ Arg min {m(D) ; D ⊂ IRn, µt(D) ≥ α} .
où m(D) est la mesure de Lebesgue de D. Dα donne la localisation la plus
précise de la valeur de l’état Xt à un niveau de confiance α donné.
1.4 Méthodes de discrétisation
Le but est ici de donner une approximation du filtre ϕ→ µt(ϕ) s’appuyant
sur une discrétisation de l’espace d’état ou de l’espace des mesures de probabi-
lités. La première approche donne une approximation de la densité, la seconde
une approximation de la mesure 4.
Comme nous le verrons plus loin, l’approche “espace d’état” s’apparente
au point de vue eulérien où le nœud de discrétisation est fixe par rapport au
flot. L’approche “espace de mesure” s’apparente au point de vue lagrangien
où le nœud de discrétisation (ici la particule) évolue suivant le flot.
La première approche permet de traiter le cas général présenté ci-dessus,
la deuxième approche permet de traiter un cas particulier, dit “sans bruit
de dynamique”. Dans ce dernier cas on suppose que gt ≡ 0, la seule chose
à estimer donc est la condition initiale X0 ou bien la valeur du processus à
n’importe quel instant.
4. Nous ne parlerons pas ici de l’approche “Kalman étendu” qui s’appuie sur le filtre de
Kalman–Bucy appliqué à une linéarisation convenable du système non linéaire.
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2 Cas général
Nous nous bornons à une présentation formelle du problème de filtrage non
linéaire. Pour un exposé rigoureux on peut consulter [6].
2.1 Équation du filtrage
On peut associer à l’équation d’état (1) un opérateur aux dérivées partielles















, avec at = gt g
∗
t . (4)
La solution du problème de filtrage non linéaire est alors donnée par l’équation
aux dérivées partielles stochastique suivante
dq(t, x) = L∗t q(t, x) dt+ q(t, x)h
∗
tdYt , q(0, x) ≡ q0 . (5)






2.2 Échantillonnage des observations
En préalable à toute discrétisation il est nécessaire d’effectuer un échantillonnage
des observations. On se donne des instants d’observation tk = k∆, ∆ donné.
Les mesures sont alors de la forme
zk = htk(Xtk) + vk
où vk est un bruit blanc gaussien. On note
µ+k
4
= la loi conditionnelle de Xtk sachant {z1, . . . , zk}, (6)
µ−k
4
= la loi conditionnelle de Xtk sachant {z1, . . . , zk−1}, (7)
et pk + (x), p
−
k (x) les densités respectivement associées.
Le filtre se décompose alors en deux parties, partant de p+k−1(x), le calcul
de p+k (x) se fait en deux étapes :
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= L∗t p(t, x) (8)
avec condition initiale
p(tk−1, x) = p
+
k−1(x) .
La densité prédite est alors définie par p−k (x) = p(tk, x).
Correction Dans cette étape on utilise la nouvelle mesure zk pour
mettre à jour la densité à l’aide de la formule de Bayes
p+k (x) = ck Ψk(x) p
−
k (x) (9)









est la fonction de vraisemblance pour l’estimation de Xtk sa-
chant l’observation de zk.
2.3 Discrétisation par différences finies
On utilise un schéma aux différences finies pour discrétiser l’équation (8)
(voir [4] pour plus de détails). On utilise un schéma d’Euler implicite qui se






où p̄+k (resp. p̄
−
k ) est une approximation discrète de p
+




Les différences finies sont une des applications privilégiées de la Connection
Machine CM 200. Ce problème fait clairement appel à un parallélisme de
données.
La résolution du système (11) se fait à l’aide d’un algorithme itératif de Ja-
cobi avec relaxation. Cette solution est très performante dans ce cas puisqu’elle
ne fait appel qu’à des communications locales entre processeurs (communica-
tions NEWS de la CM 200).
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Figure 1 – Trajectoire du système déterministe de Lorenz.
2.5 Exemple : système de Lorenz
Il s’agit d’un exemple en dimension 3 (Xt ∈ IR3) :
Ẋ1t = α (X
2
t −X1t ) + r1 ξ1t ,
Ẋ2t = (βX
1





t − γX3t ) + r3 ξ3t ,
où ξ est un bruit blanc gaussien tridimensionnel. α, β, γ sont des paramètres
et r1, r2, r3 des nombres réels positifs. L’observation est donnée par
yt = Xt dt+ νt
où ν est un bruit blanc gaussien tridimensionnel indépendant de ξ.
Quand r1 = r2 = r3 = 0, l’équation d’état est un système déterministe










γ(β − 1), β − 1)∗ .
Une trajectoire typique du système déterministe consiste en n1–cycles autour
du premier pôle, puis n2 autour du second, ainsi de suite (voir Figure 1).
L’aspect chaotique du système réside dans une forte dépendance de la suite
(n1, n2, . . .) par rapport à la condition initiale.
Dans cette simulation nous avons utilisé les paramètres suivants :
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Figure 2 – Régions de confiance (projetées sur les deux premières coordonnées) à
deux instants t différents. Le point blanc désigne la vraie position de Xt. Le système
commence à passer d’un pôle à l’autre (figure supérieure), après un certain instant
le filtre suit la vraie position (figure inférieure).
— α = 10,
— β = 28,
— γ = 8/3,
— la condition initiale est (0.0, 20.0, 27.0),
INRIA
Parallélisme de données et filtrage non linéaire 11
— les matrices de covariance des bruits d’état et d’observation sont res-
pectivement 5I et 10I.
Nous avons discrétisé le domaine
D = [−60, 60]× [−60, 60]× [0, 60]
avec une grille de différence finie de 128× 128× 64 points. La figure 2 montre
l’évolution des régions de confiance lorsque le système bascule d’un pôle sur
l’autre.
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3 Système sans bruit de dynamique
On considère le cas particulier d’un système sans bruit de dynamique :
Ẋt = bt(Xt) , (12)
zk = htk(Xtk) + vk . (13)
Dans ce problème, seule la condition initiale X0 est inconnue de loi µ0(dx)
donnée.
Ce filtre non linéaire admet dans ce cas une forme explicite. Elle s’exprime
à l’aide du flot Φt,s associé à (12) :
Xt = Φt,s(Xs) .
3.1 Approximation particulaire
Le principe de cet algorithme est fondé sur une simple constatation : si la





où les poids ai0 et les points x
i
0 sont des paramètres donnés (N <∞) alors pour
tout k les lois conditionnelles (6) et (7) sont aussi particulaires et se calculent




















k−1 , i = 1, . . . , N
où ck est un coefficient de normalisation et Ψk(x) est défini par (10).
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Étant donnée une loi initiale quelconque, on montre (voir [7]) que si (14)
est une approximation de cette loi initiale, alors les lois données par (15) et
(16) sont des approximations des lois conditionnelles prédites et corrigées.
La formule (16) est numériquement délicate puisque si aik = 0 alors a
i
l = 0
pour tout l ≥ k. Une solution consiste à utiliser une transformation logarith-
mique, i.e. on pose lik = log a
i
k. La formule (16) devient alors
lik = l
i

































3.2 Exemple : trajectographie passive avec mesure
d’angle seul
Un bâtiment de surface (bruiteur) se déplace suivant un mouvement rec-
tiligne uniforme (voir figure 3). Sa position initiale, son cap et sa vitesse (4







Ẋ3t = 0 ,
Ẋ4t = 0
où (X1t , X
2




t ) sa vitesse (supposée
constante) suivant les deux coordonnées.
Un autre bâtiment de surface (porteur) dispose uniquement de mesures











où Xp,1t and X
p,2
t désignent la position du bâtiment porteur à l’instant t. vk
est un bruit blanc gaussien N(0, r2).
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Figure 3 – Trajectographie passive avec mesure d’angle seul
3.3 Mesures de performance
Configurations
Nous avons effectué des mesures de performances sur 3 calculateurs pa-
rallèles (KSR 1, CM 200, CM 5) et un calculateur vectoriel (Cray YMP–
2E/232) :
KSR 1 Située à l’INRIA Rocquencourt. 72 processeurs : 64 registres vir-
gule flottante de 64 bits – 32 registres entiers de 64 bits – 32 registres
d’adressage de 40 bits – 0.5 Mo de “subcache” séparés en 0.25 Mo pour
les instruction et 0.25 Mo pour les données – port d’Entrée/Sortie de
30 Mo/s.
CM 200 Située à l’INRIA Sophia–Antipolis, 16384 processeurs. Les tests
effectués ont été réalisés sur la moitié seulement de la machine (8192
processeurs). Cette machine est servie par 2 frontaux. La puissance
crête (constructeur) est 10 Gflops pour la machine en totalité, et peut
atteindre 2 Gflops au maximum sur des codes réels.
CM 5 Sitée au Minnesota Supercomputer Center, Inc, Army High Perfor-
mance Computing Research Center. 544 processeurs SPARC et 2176
unités vectorielles. Chaque processeur a une capacité de 32 Mo de
mémoire vive soit un total de plus de 16 Go de mémoire vive. La puis-
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sance crête de la machine avec unités vectorielles est de 65 Gflops. 5
Sun Sparc 2 ayant chacun 64 Mo de mémoire contrôlent tous ces pro-
cesseurs. 2 Sun 4/490 avec 160 Mo de mémoire vive servent de pro-
cesseurs de contrôle des Entrées/Sorties. La CM 5 peut être configurée
par partitions de 32 à 512 processeurs (32, 64, 256, et 512 dans notre
cas). Attention : ses résultats sont basés sur une version beta du logiciel
(CM 5) et, par conséquence, ne sont pas nécessairement représentatifs
des performances de la version complète de ce logiciel.
Cray YMP–2E/232 Situé à l’IMT (Château Gombert, Marseille). 2 proces-
seurs d’une puissance crête de 333 Mflops chacun. 32 Mmots de mémoire
centrale.
Conventions
Pour le calcul des performances, sur toutes les machines, nous évaluons
le coûts des opérateurs en terme de nombre d’opérations en flottant de la
manière suivante : 1 opération pour l’addition, la soustraction, le produit, la
division, la puissance ; 8 opérations pour l’exponentielle ; 10 opérations pour
l’arc–tangente (les coûts de ces deux derniers opérateurs ont été évalués sur
les différentes machines).
Code testé
Nous avons testé l’algorithme particulaire défini à la section 3.1. Nous avons
utilisé les paramètres suivants :
Paramètres de simulation :
— tmax = 3600,
— ∆ = 12 secondes,
— position initiale du bruiteur (0, 30000) mètres,
— vitesse du bruiteur (3.6, 0) mètres/seconde,
— position initiale du porteur (0,0),
— vitesse 4 mètres/seconde,
— cap successifs −45◦, 130◦, −45◦ aux instants 0, 1200, 2400 secondes,
— écart type du bruit d’observation 1◦.
Paramètres de discrétisation :
— Domaine de discrétisation initial :
— en position [−3000, 3000]× [27000, 33000] mètres,
— en vitesse [1.6, 5.6]× [−2, 2] mètres/secondes.
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— Le nombre de particules dans chaque direction : 25. Nous avons
également fait des tests avec 254, 504 et 604 mais uniquement sur
CM 5.
Chaque itération de l’algorithme se compose du calcul de prédiction, du calcul









(de dimension 4), ainsi que sa sauvegarde.
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Figure 4 – Performances comparatives sur différents calculateurs. On teste l’al-
gorithme avec 254 particules.
Résultats
Voir figure 4. La nature “data–parallèle” du problème convient parfaite-
ment au parallélisme de la CM 200. Les performances sont également très
bonnes sur CM 5.
En revanche l’algorithme est nettement moins adapté à l’architecture de
la KSR 1. Le Cray permet d’exploiter pleinement le calcul sur des tableaux
unidimensionnels de grande taille (les particules sont rangées dans un tableau
de dimension 1). Sur CM 5 l’algorithme particulaire peut atteindre une per-
formance de 12 Gflops.
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sur site à Sophia–Antipolis de Thinking Machine Corporation) et Alain Clo
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Figure 5 – Calcul sur CM 5. Comparaison, avec 254 particules, des performances













. . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .















































































































. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Gflops
nombre de particules
Figure 6 – Calcul sur CM 5. Performances de la CM 5 avec 512 nœuds avec
différents nombres de particules (254, 504 et 604).
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