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ABSTRACT
FACULTY OF ENGINEERING AND APPLIED SCIENCE
DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE
Doctor of Philosophy
by Peyman Askari
Articial synaptic plasticity is a programming approach used in articial neural simu-
lations to replicate the change in ecacy between two synapses observed in biological
neurons. This biological synaptic plasticity is thought to enable neurons to control the
connections between them. This control is then thought to lead to complex behaviour
such as path integration. This stochastic process of activity dependent biological synap-
tic plasticity forces groups of neurons to operate together. The operation of large subsets
of neurons underlies the cognition and memory formation in animals, without which life
could not ourish.
The most well studied region in the brain for synaptic plasticity is the hippocampus.
This region was the rst to display both long term potentiation, as well as long term
depression. It has also been implicated in memory retention and has been shown to
display spatial tuning. Furthermore, the discovery of place cells, and the more recent
discovery of grid cells has created a surge of interest in the region. Entirely plausible
models for grid eld, place eld, and memory formation have been suggested. The
hippocampus could very well be the rst brain region to be understood which does not
represent purely sensory input.
This thesis applies the rules of activity dependent synaptic plasticity to the hippocampus
by modelling the region in silicon. This model focuses on the head direction cells, grid
cells, and place cells. The head direction cells are generated using rotational inputs. The
grid cells are then generated using both head direction input and forward motion inputs.
Finally, the place cells are created using grid cell inputs. To facilitate the construction
of this model, a simulator has also been created.Contents
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Introduction
Dating as far back as ancient Egypt, there were only two forms of matter, both clas-
sied based on their reaction to heat. Inorganic matter could be melted through the
application of heat, and it could be returned to its original state through the removal of
that heat. Organic matter, on the other hand, would `cook' when heat was applied to
it, and the resulting new matter could no longer be returned to its initial state. It was
argued that the dierence between the two was a lack of a vital force in the inorganic
matter. The belief that the functionality of living organisms is based on a vital force
distinct from biochemical properties is called the vitalism doctrine.
It was not until the seventeenth century, with the advent of microscopy, that the germ
theory, and then the cell theory came to question the vitalism doctrine. This paved the
way rst for the cell doctrine, then for the reticular theory, and nally for the neuron
doctrine. The neuron doctrine, to this day, continues to be the single most important
contribution to neuroscience. At the time of its presentation, the neuron doctrine had
four main elements.
1. Neurons connect together via extensions of their axons
2. Neurons connect with other neurons at the dendrites or at the soma
3. The soma receives and propagates the nervous impulse
4. Neurons transmit nervous impulses by contact
The fourth element of the neuron doctrine hypothesised the presence of synapses.
The rst description of what would later become the neurotransmission mechanism was
put forth by Charles Scott Sherrington in 1897. Later work by Del Castillo and Katz
(1954) in 1954 showed that the strength of communication between two cells was more
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discrete than it was continuous. They proposed the idea that the synaptic vesicles were
the quanta of synaptic transmission, and, thus, formed the quantal theory.
In a later experiment in 1966, Katz (1966) discovered that arriving action potentials
release neurotransmitters at synapses. The combination of this discovery and the quantal
theory came to form the understanding of presynaptic signalling known as the vesicle
cycle (see app. B). The vesicle cycle states that vesicles are the quanta of synaptic
release. Furthermore, it states that each synapse is responsible for regulating its supply
of vesicles. This regulation, then, leads to synaptic plasticity.
As early as 1949, Donald Hebb had suggested that the ecacy of a pair of synapses might
be dependent on their mutual stimulation. With a better understanding of how synapses
signal one another, attention was now shifted to understanding how they strengthen
this signal. Work in this eld focused rst on the vesicle cycle, but then with the later
discovery of long term potentiation (Bliss and Lomo, 1973), it was shifted to the complex
protein machinery of the hippocampal cells.
The hippocampus is a region of the brain that has been recognised for its unique prop-
erties dating as far back as ancient Egypt. Its properties are so well catered towards
experimentation that it has been called the neural Rosetta Stone. Early scientists were
impressed by the curved shape of the hippocampus, which resembled the coiled horns
of a ram. They therefore referred to it as cornu ammonis, which is Latin for horn of the
ram. In 1564, the Bolognese anatomist Giulio Cesare Aranzi, noticing the resemblance
the structure had to the seahorse, coined the term hippocampus, from the Greek words
for horse, hippos, and sea monster, kampos.
Throughout most of the eighteenth and nineteenth century , it was believed that the hip-
pocampus was part of the rhinencephalon. This loosely referred to a group of forebrain
structures involved in the sense of smell. This theory was based on clinical observations
such as movement in the lips and nostrils of monkeys upon activation of the hippocam-
pus Ferrier (1876). However, it was dispelled by Brodal (1947) when he pointed out
that, among other reasons, animals with no olfactory system, such as dolphins, still had
a hippocampal formation.
An alternative theory put forth by Papez (1937) was that the hippocampus was re-
sponsible for emotion. However, recent evidence implicates the amygdaloid complex
in emotional expression, and not the hippocampus. Eventually, all these theories were
dropped in support of a more likely one, namely memory. Research rst by Bekhterev
(1900) and then Scoville and Milner (1957) pointed to a potential role in episodic memory
formation.
Later work by O'keefe and Dostrovsky (1971) came to implicate the hippocampus in
spatial navigation. This assigned to the hippocampus a holistic map of the environment
which could be used for navigation. Using the term put forth by Tolman (1948), theyChapter 1 Introduction 3
called this holistic map the cognitive map. More recently, work by Hafting et al. (2005)
has revitalised interest in the hippocampus and neighbouring regions as the spatial
processing centre of the brain.
This thesis will progress through the dierent stages necessary to understand the hip-
pocampal model designed for the completion of this PhD. Chapter 2 will provide a
description of neurons and the action potentials they are responsible for, and chapter 3
will describe the means by which computation is carried out in the brain, namely synap-
tic plasticity. These two concepts will be employed computationally in the model to map
location in a two dimensional plane (a process called `path integration'). Chapter 4 will
then describe the hippocampal region as well as the upstream entorhinal region, and its
three most important cells: head direction cells, grid cells and place cells. These are the
biological counterparts to the three regions which will be modelled here.
Chapters 5 through 7 will provide a description of the model as well the simulator
designed specically for the model, and nally its implementation in that simulator.
From there, the model will be evaluated in the results section, followed by a discussion
and a conclusion of the results in chapters 8, 9 and 10.Chapter 2
Biological Neurons
The hippocampal model described in chapter 5 uses rate based neuron models. Rate
based models capture the instantaneous ring rate of neurons. This ring rate represents
the number of action potentials generated per second. This rate is then used in Hebbian
learning rules to carry out synaptic plasticity. This chapter will describe the main
concepts necessary to understand what rate based neurons are modelling before moving
on to the concept of synaptic plasticity.
• Section 2.1 will describe the physical structure of a neuron and how a chemical
signal is converted into an electric current at the initial point on a neuron, called
its dendritic spine.
• Section 2.2 will describe the means by which neurons generate nerve impulses,
called action potentials, and also how these action potentials are propagated and
later converted back into a chemical signal.
• Appendix A.1 will cover the basics of ion ows. Those already familiar with such
concepts as potential gradients, electrochemical equilibrium, equilibrium potential,
and equations such as at the Nernst and Goldman equations, are recommended to
skip this section.
• Appendix A.2 will cover the basic function of proteins as an understanding of
them is required in chapter 3. Those already familiar with protein kinases and
phosphatases, and protein phosphorylation and synthesis are recommended to skip
this section.
• Appendix A.3 will describe the surrounding wall of the neuron, called the cell
membrane, and how it interacts with both proteins and ion ows.
• Appendices A.4 to A.6 will describe, in more detail, how the dierent proteins
embedded within the cell membrane, one of ion transporters, ion channels or re-
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ceptors, manipulate the ion ows to later, either directly or indirectly, give rise to
action potentials.
2.1 Neurons
Axon Hillock 
Axon 
Nodes of Ranvier 
Axon Terminal Bu ons 
Dendrites 
Spines 
Axon Terminal 
Dendri c Arbour 
Myline 
Figure 2.1: Diagram of a neuron.
The brain is comprised of glial cells and neurons, with glial cells outnumbering neurons
roughly ten to one (Dowling, 1998). Although glial cells outnumber neurons, their only
currently known role is to provide support to those neurons. They regulate neurons,
insulate them to provide for more ecient communication, provide oxygen to them,
remove neurotransmitters from their synaptic cleft and even maintain their extracellular
solutions. The neurons, on the other hand, are the principle cells in giving rise to the
mind (Dowling, 1998).
There are on the order of 10 to 100 billion neurons in the adult human brain. To
put that into perspective, that is almost as many stars as in the Milky Way galaxy.
Neurons dier from most other cells in three important ways. First, they are almost
never replaced when damaged or destroyed. Second, neurons, at least in the brain,
require a constant supply of oxygen. Without oxygen, a neuron will die within a matter
of minutes. This is in contrast to most other cells, such as muscle cells, which can
convert glucose into energy. Third, neurons are capable of generating electrical signals,
called action potentials. It is this latter functional dierence which makes neurons so
signicant.
Neurons are the basic structural and functional units of the nervous system. They workChapter 2 Biological Neurons 7
independently to form a dynamic distributed network. They are electrically excitable
cells comprised, principally, of dendrites, a soma, an axon and axon terminals (see
g. 2.1). The neuron has a surrounding cell membrane. This membrane has embedded
channels. These channels regulate the entry and exit of ions. This regulation aects the
voltage across the cell membrane. By manipulating this voltage, neurons give rise to
action potentials.
Neurons very much resemble a naked tree. Dendritic spines (see g. 2.1 and 2.2) cover
the surface of a dendrite, also called a neurite, much like pieces of bark spot the outside
of a twig. The dendrites then come together to form dendritic arbours exactly as the
twigs converge on a branch. The arbours then converge onto the soma much the way
branches meet at the trunk. The axon, also called a neurite, in turn, moves away
from the soma just as the tree trunk moves away from the branches. Finally, the axon
sprouts o terminals (see g. 2.1) in a manner identical to the trunk splitting o at the
roots. Visually, therefore, neurons and trees share many similarities. However, there is
a departure from this similarity when the neuron's functionality and anatomy are taken
into consideration.
The system of neurons and synapses is unidirectional. The principal point of contact
occurs at the dendritic spines (see g. 2.2). These spines act to receive messages from
other neurons. These messages come in the form of chemicals called neurotransmit-
ters. These neurotransmitters are released into a tiny region of space separating both
neurons called the synaptic cleft. Once released, these neurotransmitters will diuse
their way towards the target, or postsynaptic, neuron. Upon arriving, the neurotrans-
mitters will rst interact with the spine membrane.
Dendrite 
Spine 
Bu on 
Figure 2.2: Spines lining the dendritic arbour. (Nicholls et al., 2001)
The spine is a protrusion populating the membrane of dendrites, and in some cases8 Chapter 2 Biological Neurons
the soma (see g. 2.2). This membrane is completely impermeable. Furthermore, the
cell membrane here acts as an insulator ensuring that current can not ow through it
(see app. A.3). The only places along a membrane where current can ow through are
at gating mechanisms.
These gating mechanisms are called ion channels. When the neurotransmitters arrive
at the spine, they begin inuencing these channels. This inuence can lead to a trans-
fer of ions through those channels. This transfer will conduct an electric current (see
app. A.3). This electric current, called the postsynaptic current (PSC), then, inuences
the voltage across the spine's membrane.
As the resistance across the membrane is higher than the resistance down the dendrite,
the current is guided by the membrane as it ows down the dendrite. The electric
currents conducted within spines, then sum between them (see app. A.9). The dendrites
then converge onto the dendritic arbours (see g. 2.1). Dendritic arbours are the
larger cylindrical patches of cell membrane which contain dendrites. As before, the
electric currents conducted within the dendrites are summed between the dendrites. All
these arbours then lead to the cell body.
The electric currents collected within the arbours are now combined at the soma. This
combination process is slightly more complicated. There is evidence that the combina-
tion might be multiplicative or sigmoidal (London and H ausser, 2005). The combined
electric current now travels down the soma.
Eventually, the current reaches a point where the soma begins to shrink, much like a
funnel, onto an opening. This opening is called the axon hillock. This region has an
extremely high concentration of channels. Unlike the channels at the spines, these are
sensitive not to arriving chemicals, but to the arriving electric current. However, as the
electric current is not propagated, it decays exponentially with both time and distance.
This form of propagation is called passive conduction.
Passive conduction has the consequence that only a small fraction of the electric currents
conducted at the spines makes it to the hillock. If, however, this arriving current is large
enough, it will cause a run away condition in these channels. This runaway condition is
what is commonly referred to as an action potential (see sec. 2.2).
Figure 2.3: Schwann cell insulating the axon.
The action potential is nothing more than an electric current. However, in comparisonChapter 2 Biological Neurons 9
to the electric currents conducted at the spines, it is far larger. Extending away from
the axon hillock is a tube like structure. This structure is called the axon. The axon
is further well insulated from the extracellular solution by a fatty sheathe (myelin) of a
type of glial cells called schwann cells. These schwann cells continually wrap themselves
around the axon to increase the membrane's resistance (see g. 2.3). This sheathe pro-
vides for faster and more reliable conductance. It does this by increasing the membrane's
electrical resistance. Here again, the cell membrane acts as an insulator. It, therefore,
guides the current through the axon.
Although well insulated, the axon is not perfectly insulated. To prevent signal degra-
dation, the action potential is regenerated at xed points along the axon. These points
are called the nodes of Ranvier (see g. 2.4). They constitute the roughly 1m patch
of uninsulated axon. The absence of insulation allows for the presence of channels. The
channels here then act exactly as the channels at the hillock. Therefore, the arrival of
an electric current, in this case the action potential, will cause a run away condition at
the node. This run away condition will create a fresh new action potential. This form
of regenerative signal propagation is called saltatory conduction (see g. 2.6).
(a) Diagram
(b) Photo
Figure 2.4: Diagram and photo of the nodes of Ranvier.
The action potential generated by the nodes then travels both up the axon and down it.
However, the nodes which were recently activated have now entered a refractory state
(see sec. 2.2 and app. A.5.1.1). Only the nodes situated in front of the action potential
remain active. Thus the signal travelling backwards will decay gracefully. The signal
travelling down the axon, on the other hand, will continue to be propagated successfully.
At some point down the axon, the axon will lose its insulating layer. At this point, the
axon branches out to multiple axon terminals. At the end of these terminals there10 Chapter 2 Biological Neurons
are axon terminal buttons1 (see g. 2.7). These buttons are what are commonly, but
mistakenly, referred to as synapses.2 The action potential generated at the last node
of Ranvier then travels down towards the buttons. These buttons have cell membranes.
This cell membrane has channels embedded inside it. These channels are sensitive to
the arriving electric current. The arriving action potential then activates these channels
and causes the buttons to release their neurotransmitters into the synaptic cleft, thus
causing the entire cycle to repeat.
A neuron, therefore, is a relayer of information. It takes a graded chemical signal, in
the form of neurotransmitters, and transforms it into an inux of ions. This inux will
cause a localised change in potential (voltage). The electric current associated with this
inux then ows down the potential gradient. It nally terminates at the farthest end
of the neuron. Here, in the button, the electric current is converted back into a graded
chemical signal.
2.2 Action Potential
By opening and closing ion channels along the cell membrane, the membrane may de-
polarise. With sucient levels of depolarisations, the neuron can generate an action
potential. An action potential is a rapid change of the polarity of the membrane poten-
tial from negative to positive and then back to negative again (see g. 2.5). This entire
cycle lasts on the order of milliseconds.
The action potential goes through four phases. During the rising phase the cell mem-
brane depolarises. The point at which depolarisation stops is called the peak phase. At
this stage, the membrane potential reaches a maximum. Subsequent to this, there is
a falling phase. During this stage the cell membrane hyperpolarises. Finally, the un-
dershoot phase is the point during which the membrane potential becomes temporarily
more negatively charged then when at rest.
PSCs generated at the spines travel down towards the soma, diminishing exponentially
with both time and distance. Upon arrival at the axon hillock, the electric current will
depolarise the membrane. This will open voltage gated Na+ channels. The depolarisa-
tion will also slowly open voltage gated K+ channels. This creates a window whereby
the Na+ channels open prior to the K+ channels. The Na+ ions then travel down their
electrochemical gradients and into the cell.
1Some text books assign the term axon terminals to the presynaptic synapses, discarding the term
buttons entirely, and avoiding the segment of the neuron between when the axon ends and the presynaptic
synapses begin. Here we have chosen the term button exclusively for the synapse, and moved the axon
terminal up to refer exclusively to the unmyelinated branched axons.
2A synapse is a protrusion where one neuron communicates with another (ie. spines). Therefore,
although all axon terminal buttons are synapses, not all synapses are buttons.Chapter 2 Biological Neurons 11
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Figure 2.5: Diagram of an action potential.
If the depolarisation is small, it will open a small number of Na+ channels. The back-
ground K+ eux, as a result of the potassium leak channels, will then dominate this
small Na+ inux. This will drive the membrane potential back down to the resting
membrane potential, EK =  70mV . If, however, the arriving electric current is large,
it will open a large number of Na+ channels. The Na+ inux will then overtake the
background K+ eux. The point at which the Na+ inux overtakes the K+ eux is
called the threshold potential (see g. 2.5), or threshold for short.
At this point, a runaway condition will arise. As Na+ enters the cell, the cell membrane
depolarises. This depolarisation will open yet more Na+ channels. These Na+ channels
will, in turn, depolarise the membrane even further. This results in a positive feedback
loop. The depolarisation as a result of this positive feedback loop then characterises the
rising phase (see g. 2.5).
The sodium channels then continue to depolarise the membrane. This pushes the mem-
brane potential closer and closer to the Na+ equilibrium potential, ENa = 55mV . This,
roughly, 100mV change occurs over the span of one millisecond. At around +40mV ,
the voltage gated Na+ channels begin to inactivate (see app. A.5). This closing process
takes a further one millisecond. At the same time, the voltage gated K+ channels begin
to open. K+ ions begin to move down their concentration gradients, and out of the
cell. The point at which the K+ eux nally matches the Na+ inux constitutes the
highest measure of depolarisation of the membrane potential. This characterises the
peak phase (see g. 2.5).
The K+ eux soon overtakes the Na+ inux. This pushes the membrane potential closer
to the K+ equilibrium potential EK =  75mV . This process takes on the order of two
milliseconds (Dowling, 1998). This hyperpolarisation of the membrane potential then
characterises the falling phase.
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even after the resting potential is achieved, some K+ continues to ow out. This re-
sults in a membrane potential which is more negative than the resting potential. This
momentarily excessive hyperpolarisation is what characterises the undershoot phase
(see g. 2.5). This undershoot phase ensures that the action potential propagates down
the axon and not back up it.
The undershoot phase can further be broken down into two parts. After an action
potential, the sodium channel is inactive (see app. 2.2). This state of inactivity will
persist until the membrane is repolarised. Furthermore, it must remain repolarised
for a brief duration before the Na+ channel can return to its closed state. Until this
repolarisation happens, the Na+ channel will not activate. Therefore, Na+ will not travel
through it. Thus, no new action potentials can be generated.
The period during which the Na+ channel is in the inactive state characterises the
absolute refractory period. This absolute refractory period is responsible for the
unidirectional propagation of action potentials along axons. At any given moment, the
patch of membrane channels immediately behind the actively spiking patch is refrac-
tory. Therefore, the sodium channels will not let Na+ in. However, the patch in front,
not having been recently activated, is capable of being stimulated by the current ows
generated by the action potential.
In addition to this absolute refractory period, there is the issue of the delayed K+ channel
reaction to the membrane potential repolarisation. During this phase, the K+ eux is
slightly higher than at rest. Therefore, if the Na+ channels are to initiate another action
potential, they must rst exceed the threshold. To do this, they must exceed the K+
eux. As the K+ eux is, momentarily, larger, this means that the Na+ inux must
also be larger. This period during which a larger depolarisation is required to generate
an action potential characterises the relative refractory period.
The absolute refractory period, and to a lesser degree the relative refractory period,
therefore, ensure that the action potential travels in only one direction. The rate of
inactivation of the Na+ channel (see section A.5) and the rate of activation of the K+
channel, on the other hand, governs the shape of the activity curve. Once the Na+ inux
overtakes the K+ eux, the rate of activation of the Na+ channels will always be the
same. Therefore, the rising phase will always be the same. As the rate of inactivation of
the Na+ channels and the rate of activation of the K+ channels will always be the same,
the peak phase, and thus the maximum membrane potential, will also be the same.
Furthermore, as the rate of inactivation of the K+ channel is the same, the falling and
undershoot phase will also be the same. As the action potential always has the same
shape, it is, therefore, the presence of the action potential which is signicant, not its
shape.3 It is for this reason that action potentials are called all or nothing signals.
3Dierent neurons may have dierent action potential curves, however, within that neuron, the curve
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2.2.1 Action Potential Propagation
Once this action potential is initiated, it travels down the length of the axon. The myelin
insulation ensures that the action potential travels at exceptionally rapid speeds. As the
action potential reaches the nodes of Ranvier, it depolarises the cell membrane. This
activates the voltage gated sodium channels. As a result, Na+ ions move down their
concentration gradients and into the axon. This triggers a fresh new action potential.
Figure 2.6: Propagation of action potential. (Purves et al., 2008)
The undershoot phase then guarantees that the action potential can never propagate
backwards up along the axon (see g. 2.6).4 Only the nodes in front of the action
potential are active. All the nodes behind the action potential are inactive. They
therefore can not be depolarised. The chain reaction, on the other hand, ensures that
the magnitude of the action potential will always be the same. Therefore, it is the
presence of the action potential, and not its intensity, that is conveyed in the signal.
2.2.2 Action Potential Termination
Every axon terminal button has vesicles docked and ready (see g. 2.7). As all vesicles
are similar in size, they are considered to be the quanta of chemical synaptic release.
Once the electric current arrives at these axon terminals, it causes an inux of Ca2+
ions. Due to the steep concentration gradient of Ca2+ at the synapse, this inux is
extremely rapid.5 This inux fuses the vesicles with the cell membrane, in a process
called exocytosis. This fusion releases the quanta of neurotransmitters into the synaptic
4This is not to be confused with back propagating action potentials which occur at the axon hillock,
and not in the axon.
5The concentration of Ca
2+inside the cell is 10
 7M whereas the concentration outside is 10
 3M.14 Chapter 2 Biological Neurons
cleft. The neurotransmitters then diuse across the synaptic cleft (Squire and Kandel,
1998).
Vesicles 
Membrane 
Calcium 
Channel 
Fusion 
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Figure 2.7: Fusion of synaptic vesicles with cell membrane. (Purves et al., 2008)
They then arrive at either the dendritic spines or, as is generally the case with inhibitory
neurons, the somatic spines. Once they arrive, they bind to their receptors. If the
neurotransmitters open nearby ion channels, ions will move through. This will change
the postsynaptic membrane potential. If the ions depolarise the membrane, it will
increase the probability of triggering an action potential. As will be discussed later, the
aforementioned Ca2+ inux is principally involved in bringing about synaptic plasticity.
2.3 Summary
The signalling scheme discussed above is composed of two dierent forms of communica-
tion. First there is the action potential. This is an all or nothing electrical signal which
travels the entire length of the neuron. Its all or nothing characteristic makes it ideal
for long distance transmission. Furthermore, it should be noted that what is commonly
referred to as an `action potential', is actually an action potential propagation. A true
action potential is an extremely local rise in membrane potential. A cascade of action
potentials along the length of the axon will form an action potential propagation. It is
this action potential propagation which is commonly called an `action potential'.
In the rate based models presented in chapter 5, two oating point values are introduced.
First, an abstract activation value h describes the relative activation of the neuron. This
activation is then converted into a second value representing the ring rate. The ring
rate r is then number of action potentials generated by the neuron model. The nextChapter 2 Biological Neurons 15
section will describe the biological basis of the learning algorithm and the means of
computation employed in the model, namely synaptic plasticity.Chapter 3
Biological Synaptic Plasticity
The previous chapter described the signalling mechanism used within a neuron, namely
an action potential. It also described the signalling mechanism used between neurons,
namely a graded chemical signal, also called a neurotransmitter. This section, on the
other hand, will discuss the modulation of that neurotransmitter as it occurs within the
Hippocampus. Furthermore, it will describe how regulation of this neurotransmitter,
and its eects, leads to biological synaptic plasticity.
Beginning with Ram on y Cajal (Con, 1909), neuroscientists have suggested that synaptic
modications are involved in learning and memory. Cajal was the rst to hypothesise
that information storage is based on changes in synaptic strengths of active neurons.
Hebb (1949) expanded on this to hypothesise that two neurons which are simultaneously
active will strengthen the synapse connecting them.
Hebb's hypothesis is further supported by experimental evidence which indicates that
long term plasticity is crucially dependent on the timing of the pre and post synaptic
spikes (Sj ostr om and Nelson, 2002). Recently, the back propagating action potential
(bAP, see app. A.7) has been discovered as being responsible for enforcing this relative
timing in neurons (Magee and Johnston, 1997).
The action potential described in section 2.2 is an all or nothing spike. The shape
of this action potential curve is identical across multiple spikes. Therefore, it codes
no information in its amplitude or wavelength. It can, however, code information in
its ring frequency. This mechanism is called rate coding. Alternatively, it can code
information in the timing of its spikes. This mechanism, on the other hand, is called
temporal coding. Neurons make use of both rate coding and temporal coding. However,
this leads to inconsistencies in time constraints.
One region where this is observed is in the visual pathway. After stimulus onset, the
earliest signals arrive in the primary visual cortex with a roughly 40ms delay (Celebrini
et al., 1993). Action potentials take between 5   10ms at each step along this way
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(Anderson et al., 2007). Furthermore, there are around ten such steps. Therefore, rate
coding, at least in the visual cortex, becomes an unlikely possibility. For a similar reason,
temporal coding can also be ruled out.
This is not to say that neurons have no inuence in plasticity. Neuromodulators, for
example, inuence an entire neuron's behaviour. However, synapses provide three ben-
ets as the primary sites of plasticity. First, a synapse does not constitute a neuron. It,
instead, represents the relationship between two neurons. Second, this representation
leads to an exponential explosion of capacity. In the human brain, this explosion comes
out to be around 100-500 trillion synapses. A nal characteristic which makes synapses
ideal for storing memories, is their ability to modulate graded chemical potentials. The
arrival of action potentials, and subsequent release of neurotransmitters has been shown
to be activity modulated (Thomson, 2000).
If the activity associated with plasticity persists for only a short period of time, anywhere
from a few seconds to several minutes, it is classied as short term plasticity. This
type of plasticity is generally brought on by protein kinases. This changes the synapse's
behaviour. If, on the other hand, the activity associated with plasticity persists for much
longer periods, anywhere from a few hours to several days or more, it is classied as
long term plasticity. This type of plasticity is generally brought on by protein synthesis.
This changes the synapse's structure and behaviour.
When describing the presynaptic plasticity processes, the vesicle cycle is commonly used
as there exists a good understanding of the synaptic vesicles, but a poor understanding of
the protein mechanisms involved (see app. B). Conversely, when describing postsynaptic
plasticity processes, there exists a very good understanding of the protein mechanism
involved, therefore, they are described almost entirely based on proteins and second
messengers. The discussion section will discuss the consequences of such a biased under-
standing of postsynaptic versus presynaptic plasticity, and the need to focus attention
back onto presynaptic plasticity.
The long term plasticity processes described here will later be used in the hippocampal
model for two purposes. First, to prove that it is possible to carry out both directional
and positional path integration (see sec. 4.3) simply by using plasticity. Secondly, to
prove that the alongside, and in addition to this path integration, the combination of
multiple grid cells will lead to place cells, again, using only plasticity as a means of
computation.
3.1 Long Term Synaptic Plasticity
The discovery of long term potentiation (LTP) (Bliss and Lomo, 1973) was considered a
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to explain memories, was nally found. Following this discovery, its counterpart, long
term depression (LTD), was also discovered (Lynch et al., 1977), albeit with slightly
less enthusiasm. In the roughly 30 years since their discovery, much research has been
conducted to better understand both mechanisms, so much so, that this research has
even overtaken the research conducted on the vesicle theory. What has emerged from
this research is slightly reassuring, and slightly disturbing.
On the one hand, there now exists a very good understanding of the chemical basis of
LTP and to a lesser degree, LTD. On the other hand, this understanding has shown, as
will be seen, that both LTP and LTD are incredibly complicated processes. These can
be brought about, and further modulated by, an incredibly large group of chemicals,
enzymes, or proteins (see app. B.3.1 and B.4).
Both LTP and LTD closely adhere to the principles of spike timing dependent plasticity
(STDP). This theory holds that the timing of the action potential relative to the EPSP
determines the sign and magnitude of synaptic plasticity (see g. 3.1). It is thought
that the bAP enforces this timing as preceding the bAP with the EPSP leads to LTP
while proceeding the bAP with the EPSP leads to LTD (Markram et al., 1997). Other
factors which control the sign and magnitude of plasticity are the level of postsynaptic
depolarisation (Artola et al., 1990), the rate of synaptic inputs (Dudek and Bear, 1993),
and the phase of the synaptic inputs relative to the theta oscillation (Hyman et al.,
2003).
Figure 3.1: Plot of outcomes (one of LTP or LTD) based on timing of presynaptic
and postsynaptic activity. (Purves et al., 2008)
Computational models which employ learning rules to mimic long term plasticity gen-
erally adhere to STDP. However, they do so to varying degrees. At the one extreme,
STDP is taken to be instantaneous. In these models, there is no history of prior activity.
Therefore, any close pairing of EPSPs and action potentials could lead to either LTP or
LTD. More biologically plausible models adhere to STDP rules by keeping a history of
some, if not, all prior activity.20 Chapter 3 Biological Synaptic Plasticity
3.1.1 Long Term Potentiation
LTP, is a form of long lasting increase in both synaptic strength and conductance (Cole
et al., 1989). It was rst discovered in the perforant path projections to the dentate gyrus
of the rabbit hippocampus (Lomo, 1966). It is now known to occur in the mossy bres,
schaer collaterals, CA3 recurrent connections, perforant path projections to both the
CA3 and the CA1, and the CA1 projections to the subiculum (Anderson et al., 2007)
as well as in other extra-hippocampal regions (see Lynch (2004) for an exhaustive list)
(a) Pre Before Post Spike (b) Resulting LTP
Figure 3.2: Results of preceding the postsynaptic activity with presynaptic activity.
(Purves et al., 2008)
LTP is brought about by a brief high frequency stimulation (HFS) (Sj ostr om et al.,
2001) or a sustained low frequency stimulation (LFS) (Anderson et al., 2007) of the
postsynaptic spine which leads to a build up of voltage. Once brought about, LTP has
been demonstrated to last for at least one year (Purves et al., 2008). The eects of
this form of plasticity are Hebbian in nature (Sanes and Lichtman, 1999), therefore,
postsynaptic activity is generally required to induce LTP. However, LTP can also occur
independent of postsynaptic spiking (Golding et al., 2002).
(a) Before LTP (b) After LTP
Figure 3.3: Increase in the size of the spine and of the PSC following LTP. (Purves
et al., 2008)
The morphological changes which accompany LTP include an increase in the postsynap-
tic surface area (Desmond and Levy, 1988), an increase in spine numbers (Lee et al.,
1980) (see g. 3.4), an increase in the spine area (Fifkov a and Van Harreveld, 1977)Chapter 3 Biological Synaptic Plasticity 21
(see g. 3.3), an increase in number of AMPA receptors (Bredt and Nicoll, 2003), and a
modication of existing AMPA receptors (Malenka and Nicoll, 1999). Presynaptically,
there are also changes in the distribution (Applegate et al., 1987) and number (Meshul
and Hopkins, 1990) of synaptic vesicles. Of all of these, the changes in the number of
spines, called receptor tracking (see g. 3.6), is the principle event characterising the
expression of LTP.
The induction of LTP has three main characteristics (Bliss et al., 1993). First, input
specicity ensures that the immediate eects of LTP at one or more active synapses
do not aect neighbouring inactive synapses. Second, cooperativity, enforced by a
relatively high threshold, requires for the initiation of LTP by the combined eorts of
numerous synapses (while adhering to input specicity). Third, associativity ensures
that synapses which are co-active all undergo LTP together. These three characteristics,
as well as LTP's durability (Abraham et al., 1995), make it an ideal biological substrate
for learning and memories (see sec. B.3.4).
(a) Before LTP (b) After LTP
Figure 3.4: Formation of two new spines following LTP. (Purves et al., 2008)
(a) Hyperpolarised (b) Depolarised
Figure 3.5: NMDA receptor at hyperpolarised and depolarised membrane potentials.
(Purves et al., 2008)22 Chapter 3 Biological Synaptic Plasticity
With rare exception, LTP shows a persistent relationship towards the NMDA receptor
(see app. A.5.2.2). Its dual voltage and ligand regulated nature enables it to act as
a coincidence detector. This ts nicely with the high frequency stimulation required
to bring about LTP. Furthermore, the inhibition of NMDA receptor activation almost
always blocks LTP (Errington et al., 1987).
The necessary depolarisation of the NMDA receptor could then be brought about in
one of three ways. First, spatial or temporal integration may suciently depolarise the
NMDA receptor. Second, the spatial and temporal depolarisation could enhance the
bAP.1 Finally, the combined eects of the spatial and temporal integration, along with
the bAP may lead to dendritic spikes (Hausser et al., 2000). These dendritic spikes could
then depolarise the NMDA receptor.
However, although NMDA receptor activation is often necessary for LTP, it is not suf-
cient (Kauer et al., 1988). Coupled with studies implicating intracellular Ca2+ stores
in LTP, it has been suggested that these intercellular Ca2+ stores augment the NMDA
receptor mediated Ca2+ inux (Lynch, 2004). Therefore, although NMDA receptor ac-
tivation is not sucient for most forms of LTP, and not even necessary for some forms of
LTP (ie. mGluR dependent LTP), a rise in intracellular Ca2+ concentration is necessary
for all known forms of LTP.
Figure 3.6: Receptor tracking following the induction of E-LTP. (Purves et al.,
2008)
An alternative way to increase this intracellular Ca2+ concentration is indirectly via
1In hippocampal pyramidal cells, for example, pairing of the EPSP with the action potential has been
demonstrated to amplify the bAP in the distal dendrites (Watanabe et al., 2002). This increases the
dendritic Ca
2+ channel activation and helps dislodge the magnesium blockade from the NMDA receptors
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mGluR. mGluR dependent LTP can be induced in the absence of NMDA receptors.
mGluRs, once activated, can free the chemical inositol triphosphate (IP3); IP3 then
activates the IP3 receptors which trigger Ca2+ release from the intercellular stores (An-
derson et al., 2007). However, there is as of yet no consensus as to whether mGluRs
interact with NMDA receptor dependent LTP (Richter-Levin et al., 1994; Martin and
Morris, 1997).
As mentioned in section A.5.2.3, interneurons can also inuence plasticity. Through
the release of GABA from the GABAA receptors, and the subsequent reuptake at the
presynaptic GABAB receptors, the interneurons essentially suppress themselves (see
g. 3.7(a)). This suppression is most eective roughly 200ms after the initial spike,
which ts nicely with both the time window of the theta wave and the observation that
plasticity is most easily induced in the presence of the background theta oscillation (An-
derson et al., 2007). Once suppressed, GABAA receptors are less likely to hyperpolarise
the postsynaptic cell. Therefore, arriving bursts will be more likely to depolarise the
postsynaptic cell, dislodge the Mg2+ blockade and initiate LTP (see g. 3.7(b)).24 Chapter 3 Biological Synaptic Plasticity
(a) Interneuron GABA Release I
(b) Interneuron GABA Release II
Figure 3.7: Comparison of a single spike and a multiple spikes on deactivating in-
terneurons. (Anderson et al., 2007)Chapter 3 Biological Synaptic Plasticity 25
3.1.2 Long Term Depression
LTD, in contrast to LTP, is a form of long lasting decrease in synaptic strength (see
g. 3.8). It was rst discovered in the rat CA1 (Dunwiddie and Lynch, 1978) and
interest later surged with its reliable application to the rat schaer collaterals (Dudek
and Bear, 1992). Much like with LTP, LTD is also brought about by a stimulation of
the spine. However, in this case, it requires low frequency stimulation (LFS: 0:5 3Hz)
(Dudek and Bear, 1992). Therefore, the same calcium inux that induces LTP is used
to induce LTD.
There is much less experimental data on LTD. Nevertheless, it is clear that if the calcium
inux does not exceed the threshold necessary to activate LTP, it leads to the onset of
LTD.
(a) Post Before Pre Spike (b) Resulting LTD
Figure 3.8: Results of preceding the presynaptic activity with postsynaptic activity.
(Purves et al., 2008)
Several experiments manipulating the calcium concentrations indicate that the rate of
the Ca2+ inux determines whether LTP or LTD is induced (Mulkey and Malenka,
1992; Cummings et al., 1996). If a spike arrives momentarily before the postsynaptic
cell is depolarised, the magnesium block will be dislodged and the high concentrations
of calcium will lead to LTP. If, instead, the spike arrives after the postsynaptic cell
is depolarised, the magnesium blockade will still be dislodged. However, by then the
calcium concentrations will have already subsided. This will lead to the onset of LTD
(see g. 3.8). It is for this reason that LTP and LTD are both considered to be forms of
STDP.
In the case of LTD, slow rises in the calcium concentration leads to the activation of
calcineurin, also known as protein phosphatase 2B (PP2B) (see g. 3.9). PP2B inhibits,
through dephosphorylation, the phosphoprotein inhibitor 1 (I1). Once inhibited, I1 can
no longer inhibit protein phosphatase (PP1). Once activated, PP1 acts to desensitise
the AMPA receptors to glutamate, move them laterally to other extrasynaptic locations,
or remove them (receptor tracking, see g. 3.10), and transfer them back into the26 Chapter 3 Biological Synaptic Plasticity
postsynaptic cell (Anderson et al., 2007). Both these events constitute a decrease in the
parameter q.
Figure 3.9: LTD chemical messengers involved in endocytosis. (Anderson et al., 2007)
In theory, the rapid rise in Ca2+ associated with LTP would also lead to an activation
of PP2B and subsequent inhibition of I1. Therefore, LTP would also lead to LTD.
However, a rapid rise of Ca2+ provides a further mechanism to prevent such a situation
(Anderson et al., 2007).
The rapid rise of Ca2+ leads to the autophosphorylation of CaMKII and subsequent
expression of PKA. PKA, in turn, leads to the expression of I1, which counteracts the
eects of PP2B. Therefore, signalling messengers involved in the induction of LTP ensure
that the main signalling messenger involved in LTD, namely PP2B, is counteracted.
In addition to this, there is also evidence that the induction of LTD is characterised by
a substantial reduction in the release of vesicles (Stanton et al., 2003). This reduction
occurs only in the presence of nitric oxide (NO) release, further supporting the role of
NO as a retrograde chemical messenger (see appendix B.4.2). Several other messengers
are described in appendix B.4.1.
As with LTP, LTD has also been demonstrated to be induced through mGluRs (Bashir
et al., 1993). This mGluR dependent LTD persists even with the application of ei-
ther NMDA or AMPA antagonists, suggesting the two implement separate mechanisms.
Furthermore, mGluR dependent LTD does not erase LTP, as is the case with NMDA
receptor dependent LTD (Anderson et al., 2007). Finally, the mGluR dependent LTD
is in part expressed as an increase in transmitter release, suggesting the need, again, for
a retrograde chemical messenger (Bolshakov and Siegelbaum, 1994).Chapter 3 Biological Synaptic Plasticity 27
Figure 3.10: Receptor tracking following the induction of LTD. (Purves et al., 2008)
3.2 Summary
The synaptic potential is a graded chemical signal which travels very short distances
and diuses out across the synaptic cleft. This makes it unsuitable for long distance
transmission. However, it is ideal for measuring the intensity of the input. The further
regulation of vesicles, the maintenance of vesicle release, and the enhancement of vesicle
response enables two neurons to modulate the intensity of this input. LTP, in the
hippocampus, has three characteristics which make it ideal as a storage mechanism.
First o, it is induced in the perforant pathway, the mossy bres, and the schaer
collaterals. Secondly, it is rapidly induced. Finally, once it is induced, it can last from
hours to days.
Long term potentiation is one of the main forms of pasticity which occurs in the hip-
pocampal region, and, as will be seen in the next chapter, is thought to be responsible
for the formation of grid cells and place cells. Later, in chapter 4, synaptic plasticity will
be employed in all aspects of the model, but under dierent time schemes. The initial
two components representing the head direction cells and the grid cells undergo a rigor-
ous training stage, using LTP like plasticity to correctly establish their weights. Once
established, their weights no longer change. This stage mirrors the early development
stage during which brains set up the neural connectivity. The nal third component,
representing the place cells, undergoes the same LTP like learning, however, this time28 Chapter 3 Biological Synaptic Plasticity
on a much shorter time scale. This stage mirrors the high degree of plasticity in the
Hippocampus.
With the concept of synaptic plasticity understood, the next aspect of the model de-
signed here will now be explored, namely head direction cells, grid cells, place cells, as
well as the concept of path integration, which arises from them.Chapter 4
Hippocampus
Figure 4.1: Rodent brain with cortex removed to display the underlying elongated
hippocampus extending lengthwise along the septo-temporal axis. (Anderson et al.,
2007).
This chapter is broken into three sections. All three sections will describe the individual
regions and/or cells implemented in the model. Furthermore, these regions are described
in the same order as they are later presented in chapters 5 and 8. This is partly for rea-
sons of clarity, but also to adhere to the ow of information in the hippocampus. These
three regions and their principle cells are the head direction cells of the presubicular
and the medial entorhinal region, the grid cells of the medial entorhinal region, and the
place cells of the dentate region.
Of importance here is an understanding of head direction cells and grid cells and their
angular and positional path integration, respectively, which will be incorporated later
into the model purely through the use of plasticity. Also of importance is the place
cells as they too will be incorporated into the later model, again strictly through the
use of plasticity. Finally, the high degree of LTP in the hippocampal region is also of
importance as it serves as the basis for the articial synaptic plasticity employed later
on in the model.
• Section 4.1 will describe the anatomy of the presubiculum, the entorhinal cortex,
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and the dentate gyrus.
• Section 4.2 will discuss the connectivity of the presubiculum, the entorhinal cortex,
and the dentate gyrus.
• Section 4.3 will describe the three main neurons of the hippocampal model de-
signed in chapter 5, the head direction cells, the grid cells and the place cells.
Furthermore, the concept of path integration, which is later explained in greater
detail in chapter 5, is introduced in this section.
The hippocampus is a high level processing centre in the mammalian brain. It is located
in the medial temporal lobe (MTL). The hippocampus is further divided into the dentate
gyrus, cornu ammonis 1 (CA1), cornu ammonis 2 (CA2), cornu ammonis 3 (CA3), and
the subiculum. One stage upstream there is also the parahippocampus. This structure
forms the main input to the hippocampus. It is comprised of the entorhinal cortex,
postrhinal cortex, perirhinal cortex, the presubiculum and parasubiculum.1
Compared with other regions of the brain, the hippocampus has received a great deal
of attention due to its unique anatomy, high degree of plasticity, spatial tuning, and
its implications in memory formation, spatial navigation and spatial learning (Anderson
et al., 2007). More generally, the medial temporal lobe has played an integral part in
support of the multiple memory system (Bussey and Sakisda, 2007).
Figure 4.2: Cross section of the septo-temporal axis of gure 4.1. (Anderson et al.,
2007)
According to the multiple memory system theory, the brain is structured with the un-
processed stimuli arriving at the bottom, and working its way up to the more advanced
regions. The assumption is that the hippocampus sits at the top of this hierarchy (Squire
et al., 2004). The hippocampus is, therefore, one of the very few brain regions that re-
ceives highly processed, unimodal and multimodal sensory information from a variety of
neocortical, cortical, and subcortical regions (Squire et al., 2004).
1The naming conventions for the dierent regions were taken from (Haug, 1976).Chapter 4 Hippocampus 31
In addition to this, the hippocampus has also played an important role in the cogni-
tive map theory (O'Keefe and Nadel, 1978). According to this theory, the hippocampal
cells represent a holistic allocentric map of the environment. These cells then provide
Cartesian information that acts as metrics for the representations of distances and an-
gles between places. This metric can then be used to determine one's location in an
environment, as well as to update one's location during locomotion (Eichenbaum et al.,
1999).
4.1 Anatomy
Like most cortical structures, the hippocampus is dicult to describe. This diculty
arises out of the complex shape of the hippocampus and the neighbouring parahip-
pocampus. Therefore, we have decided to adopt the view put forth by Anderson et al.
(2007).
The dorso-ventral axis travels length wise along the `banana shaped' hippocampus
(see g. 4.1). The proximo-distal axis, on the other hand, travels width wise across
the hippocampal `slices'. Due to the hippocampus' folded structure (g. 4.3), these
slices are rst folded out. Under this scheme, the dentate gyrus is considered to be the
proximal pole (see g. 4.4). From here, one moves distally through the CA3, CA2, and
then CA1. Finally, one arrives at the subiculum. The subiculum, then, is considered
to be the distal pole of the hippocampus, then moving distally through the presubicu-
lum, parasubiculum, and nally terminating in the entorhinal cortex. To describe the
hippocampus depth-wise, we have also adopted their view. Layers closer to the hip-
pocampal ssure are considered to be supercial, while those closer to the alveus are
considered to be deep.
In the hippocampus, all principal cell types are conned to a single, middle layer (see
g. 4.6). This layer is only ve cells thick in the rat, whereas it can be more than
thirty cells thick in humans (Anderson et al., 2007). The interneurons, then, are further
clustered in the surrounding two layers. In all regions except the dentate gyrus, dendrites
are grouped into two opposite trees (see g. 4.4). The apical dendrites sprout in one
direction, while the basal dendrites sprout in the other direction. Arriving axons,
then, run perpendicular to these apical and/or basal dendrites, innervating them as
they go along. Furthermore, these axons target specic locations on the dendrites. This
location specic targeting will be described in the connectivity section.
The hippocampal formation as a whole has numerous dierent principle cell types. How-
ever, each hippocampal region has only one principal cell type, and only two to four
interneuron cell types (Dowling, 1998). Within any of the hippocampal regions, then,
interneurons aect the behaviour of principle neurons. Therefore, their actions are very
local. Thus, they need only short axons. The principle neurons, on the other hand,32 Chapter 4 Hippocampus
Figure 4.3: Simplied representation of septo-temporal cross section in gure 4.2, with
the presubiculum (Pre), parasubiculum (Para) and entorhinal cortex (EC). (Anderson
et al., 2007)
Figure 4.4: Transverse axis of unfolded hippocampus. (Anderson et al., 2007).
project outwards to other regions. Therefore, they need much longer axons (Dowling,
1998).
There are also two broad classes of synapses. Cortico-cortical projections, such as the
entorhinal, perirhinal and postrhinal input to the hippocampus, terminate on the far
regions of both the apical and basal dendrites (distal dendrites) (Canning et al., 2000).
These inputs, therefore, have a weak eect on the target cells. Associational projections
between the dentate gyrus, CA3, CA1, and subiculum, on the other hand, terminate
on the near regions of the dendritic trees (proximal dendrites) (Canning et al., 2000).
These inputs, in contrast, have a strong eect on the target cells. They are, thus, more
successful at activating a target cell than the cortico-cortical inputs.
4.1.1 Presubiculum
The presubiculum has roughly 450,000 cells (Mulders et al., 1997). Originally, the
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complex. However, the subiculum has more in common with the hippocampus, having
the unique three layered structure, whereas the pre and parasubiculum have six layers
common to the cortex. Furthermore, the subiculum completes the unidirectional loop
of the trisynaptic circuit, by projecting the CA1 inputs back onto the entorhinal cortex.
Most interest in these structures pertains to the head direction cells located in the dorsal
presubiculum (sec. 4.3.1). The dorsal end of the presubiculum, called the postsubicu-
lum, contains unique directionally sensitive cells called head direction cells. These cells
represent the rst of three components of the hippocampal model described in chapter 5.
4.1.2 Entorhinal Cortex
Figure 4.5: Diagram of the entorhinal cortex and hippocampus of the rat. (Anderson
et al., 2007)
In the rat, the entorhinal cortex is comprised of 600,000-700,000 cells (Mulders et al.,
1997; Rapp et al., 2002). These are spread across six layers (I-VI). These layers are
designated the supercial (I-III) and deep (IV-VI) layers. This designation arises out of
the diering inputs to the two groups of layers, which will be described in section 4.2.2.
Of these layers, four (II, III, V, VI) are inhabited by principle cell types (Fyhn et al.,
2008). The other two layers (I and IV) contain interneurons only.
On one side, the entorhinal cortex is bounded by the subiculum, presubiculum and
parasubiculum (see g. 4.5). On the other side, the entorhinal cortex is bounded by
the postrhinal cortex and perirhinal cortex (Witter and Moser, 2006). The entorhinal
cortex can further be split into two areas based on spatial versus non spatial specicity.
These are the medial entorhinal cortex (MEC) and lateral entorhinal cortex (LEC),
respectively.
The LEC is the larger of the two structures. It constitutes roughly two thirds of the
entire entorhinal cortex (Witter et al., 1988a), and is composed of around 380,000 cells
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1988a), and is composed of around 270,000 cells (Rapp et al., 2002). The border between
the postrhinal cortex and perirhinal cortex, then, roughly establishes the border between
the MEC and the LEC (McNaughton et al., 2006). Discussion of the shape and position
of the two hemispheres is beyond the scope of this review. For a detailed description,
see Witter et al. (1988a).
4.1.3 Dentate Gyrus
Within the hippocampus, the dentate gyrus is by far the largest structure. In the rat, it
is comprised of three layers and 1,200,000 cells (Mulders et al., 1997; Witter, 1993). The
middle, or granule layer, contains the granule cells. Granule cells have the distinction of
having apical, but no basal dendrites (see g. 4.4).
These granule cells then project onto the CA3. They do so utilizing glutamate as their
main excitatory neurotransmitter. The CA3 is adjacent to the dentate gyrus. There is
both a physical separation of the principle cell types between the dentate gyrus and the
CA3 as well as a distinction in their principle cell types (see g. 4.5). The dentate gyrus
and the CA3 are, thus, easily distinguished.
All the principle cell types in the hippocampus undergo LTP. This includes the entorhinal
cortex projections to the dentate gyrus (Bliss and Lomo, 1973), and the dentate gyrus
projections to the CA3 (Schwartzkroin and Wester, 1975). The spines on their dendrites
are composed primarily of AMPA receptors formed from the GluR2 subunit (Lynch,
2004). Therefore, all the AMPA receptors in the hippocampus are impermeable to Ca2+
(sec. A.5). Thus, to initiate plasticity, the NMDA receptors must mediate the entry of
Ca2+ (sec. A.5, 3.1). Finally, the NMDA receptors here require both high frequency
inputs, and simultaneous presynaptic and postsynaptic activity (associative plasticity).
The dentate gyrus projections to the CA3, however, are an exception to this rule. They
require no post synaptic activity (non associative plasticity) (Brown et al., 1989). Fur-
thermore, they appear to be independent of NMDA receptors (Harris and Cotman,
1986). The LTP in the dentate gyrus is further unique in that it can increase in neuro-
transmitter release as well (Lynch, 1998).
4.2 Connectivity
The MTL is unique in that it receives sensory input from almost all sensory modalities
(Lavenex and Amaral, 2000). In this hierarchy, the postrhinal and perirhinal cortices
receive their input from neocortical, cortical and subcortical regions. These two struc-
tures then project to the entorhinal cortex. The presubiculum and parasubiculum also
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The entorhinal cortex then acts as a gateway of all this cortical and subcortical input to
the hippocampal formation, as well as a vast majority of its neocortical input (Anderson
et al., 2007). The hippocampus then projects its output back down to the entorhinal
cortex. For this reason, the hippocampus is considered to sit at the top of this hierar-
chy. The entorhinal-hippocampal network, therefore, forms a loop (Kloosterman et al.,
2003a).
The hippocampal model designed in chapter 5 successively implements three hippocam-
pal regions. First, it implements the head direction cells of the postsubiculum. Next,
it uses the head direction cells to implement the grid cells of the MEC. Finally, it uses
the grid cells to implement the place cells of the dentate gyrus. To gain a better un-
derstanding of how head direction, grid and place cells arise, their connectivity will be
discussed in a similar order.
First, the connectivity of the three main inputs to the entorhinal cortex will be described.
This includes the postsubiculum, but also the upstream postrhinal cortex and perirhinal
cortex. Next the entorhinal cortex connectivity will be described. However, as the
entorhinal cortex acts as the main input to the hippocampus, its description will be
more thoroughly explored than that of the other regions. Finally the connectivity of the
dentate gyrus will be described.
4.2.1 Presubiculum
The presubiculum receives input from a host of cortical and neocortical regions. Of
importance here is the input it receives from the vestibular, proprioceptive and motor
eerence regions, thought to be responsible for endowing the post subicular cells with
directionality (McNaughton et al., 2006). The presubiculum then projects onto the
MEC, stopping abruptly at the border separating the MEC from the LEC (Witter
et al., 1989). Through the MEC, it projects indirectly onto the entire hippocampus.
4.2.2 Entorhinal Cortex
Throughout most of the brain, connections made are reciprocal (Felleman and Van Es-
sen, 1991). This is not the case with the hippocampus. Ram on y Cajal (1893) was the
rst to point out that within the hippocampus, information ows in a unidirectional
manner. This unidirectional information ow has the consequence of making the hip-
pocampal formation resemble a circuit, hence the term, `hippocampal circuit' (Anderson
et al., 2007).
Within this circuit, most of the neocortical ! entorhinal ! hippocampal projections
travel via the supercial layers (I-III). Conversely, most of the hippocampal ! entorhi-
nal ! neocortical return projections travel via the deep layers (IV-VI). This section will36 Chapter 4 Hippocampus
describe this circuit starting from the postrhinal and perirhinal input to the entorhinal
cortex, then moving on to the subsequent entorhinal projection to the hippocampus,
the return projections from the hippocampus to the entorhinal cortex, the back pro-
jection of the entorhinal cortex to the postrhinal and perirhinal cortex, and nally the
interconnectivity of the entorhinal cortex.
The perirhinal cortex receives unimodal and polymodal information from the neocortex
(Burwell, 2000). It receives its strictly non spatial signals, such as colour and texture,
from the view dependent ventral visual stream (Burgess et al., 2001). This stream
is considered to form the `what' aspect of the environment (Ungerleider et al., 1982).
Furthermore, the perirhinal cortex is thought to be the nal stage in the hierarchy
of this stream. Therefore, downstream visual memory is strongly dependent on the
perirhinal cortex (Squire and Zola, 1996). The perirhinal cortex then projects onto the
LEC (Furtak et al., 2007). This projection terminates in the supercial layers (Witter,
1993).
The postrhinal cortex also receives unimodal and polymodal information from the neo-
cortex (Burwell, 2000). It receives its spatial signals, from the view independent dorsal
visual stream (Witter and Wouterlood, 2002). This stream is considered to form the
`where' aspect of the environment (Ungerleider et al., 1982). Furthermore, the postrhi-
nal cortex is thought to be the nal stage in the hierarchy of this stream. Therefore,
downstream spatial memory is strongly dependent on the postrhinal cortex (Malkova
and Mishkin, 2003). The postrhinal cortex then projects onto the MEC (Burwell, 2000).
This projection, again, terminates in the supercial layers (Witter, 1993).
The entorhinal cortex also receives direct neocortical and cortical projections (Burwell,
2000). These projections, as before, terminate in the supercial layers only. Further-
more, the MEC, but not the LEC, receives its directional input from the postsubiculum,
again, terminating in the supercial layers (Shipley, 1975).
These supercial layers then form the bulk of the entorhinal projections to the hippocam-
pus, called the perforant path projections (Witter, 1993). The MEC and LEC form
the medial perforant path (MPP) and the lateral perforant path (LPP), respectively
(Hargreaves et al., 2005). The perforant path projections then project to the dentate
gyrus, CA3, CA2, CA1 and subiculum (Anderson et al., 2007).
Along the dorso-ventral axis, perforant path projections from dorsal entorhinal cells tend
to target dorsal hippocampal cells, and vice versa (Fyhn et al., 2008). For the MEC in
particular, this will have consequences as its spatial properties along the dorsoventral
axis are closely mirrored by the hippocampus. This is taken to mean that the grid cells
are, at least in part, responsible for generating place cells. This will be discussed in
sections 4.3.3 and 4.3.2.
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(Dolorfo and Amaral, 1998b). This restriction will also have implications on the place
cell network designed in section 5.6.1. This is described in greater detail in section 5.6.
The MPP and the LPP inputs are then combined in the dentate gyrus (Witter, 1993).
This combination process is used as the biological basis of the Fourier transformation
carried out by the place cell network designed in section 5.6.1.
The hippocampus, more specically the CA1 and the subiculum, then projects back to
the deep layers of the entorhinal cortex (Witter, 1993). The deep layers of the MEC
project back to the postrhinal cortex, and the deep layers of the LEC project back to the
perirhinal cortex (Burwell and Amaral, 1998). Finally, the deep layers of the entorhinal
cortex also project directly to cortical and neocortical regions (Witter, 1993).
It has been suggested that this distinction between neocortical input and hippocam-
pal output serve to separate information ow (Kloosterman et al., 2003b). Therefore,
simultaneous memory formation and memory recall would not lead to interference.
Within layers, the principle cells make excitatory connections with other principle cells
(Kumar et al., 2007). This serves as the biological basis of the entorhinal model designed
in sections 5.4 and 5.5. Between layers, on the other hand, the entorhinal cortex is
organised in a modular fashion. Layer III and layer V pyramidal cells extend their
dendrites towards layers III, II and I (van Haeften et al., 2003). The extending dendrites
receive inputs from the neighbouring cells. Layers III and V also extend their axons up
to the supercial layers (van Haeften et al., 2003). Upon arriving in layer I, these axons
branch. They then innervate the dendrites as they go along.
By extending their axons, the deep layer V cells can thus convey the hippocampal
output they received back up to the supercial layers (Dolorfo and Amaral, 1998a).
Furthermore, by extending their dendrites, the layer V cells can receive the neocortical
input arriving in the supercial layers (Kloosterman et al., 2003a). This is thought to
contribute to the phenomena of entorhinal cells have similar spatial properties across
cell layers despite these layers receiving drastically dierent inputs. This will further be
described in section 4.3.2.
4.2.3 Dentate Gyrus
The primary input to the dentate gyrus comes from layer II of the entorhinal cortex
(Hjorth-Simonsen and Jeune, 1972). This input projects to the entire septo-temporal
axis (Witter et al., 1988a). Here, the MEC and the LEC inputs target dierent regions
of the dentate dendrites. The MPP input to this region targets the middle molecular
layer; the LPP input to this region, on the other hand, targets the outer molecular layer
(Steward, 1976). Therefore, the MPP projections exert a stronger eect on the dentate
cells than do the LPP projections. This suggests that the spatial MEC input is more
important for regulating the dentate gyrus cells than is the non-spatial LEC input. Here,38 Chapter 4 Hippocampus
axons from both the LPP and the MPP pass perpendicular to the dendrites. They then
innervate the dendrites as they go along.
Figure 4.6: Golgi stained rabbit hippocampus. (Anderson et al., 2007).
In addition to this entorhinal input, a smaller input also comes from the presubiculum
and parasubiculum. The dentate gyrus then projects onto the CA3. These projections
are called the mossy bre projections and are considered to be among the largest
synapses in the entire brain (Anderson et al., 2007).
4.3 Spatial and Directional Cells
Mammals use several strategies to determine where they are within their environment.
When dealing with spatial memory, a frame of reference must be established for deter-
mining location. Either the animal must use an egocentric frame of reference (relative
to parts of body), or an allocentric frame of reference (relative to external environment).
One approach is to compare cues from distal landmarks and triangulate one's location
in an environment based on these cues (O'Keefe and Nadel, 1978). This so called geo-
metric strategy depends heavily on allothetic cues (objects in the environment). It,
therefore, must be reformed upon entering a new environment. In the absence of cues,
this geometric strategy becomes less predictable.
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involves using a vector. This approach establishes a starting position. The position
is then continually updated to record changes in distance and direction. (Mittelstaedt
and Mittelstaedt, 1980). This so called path integration strategy depends heavily on
idiothetic cues (ie. direction, speed of travel). Using this approach, errors accumulate
over time. Environmental cues must, therefore, be used to update the vector.
Most mammals use a combination of both strategies (Etienne and Jeery, 2004). Their
brains can calculate both a vector from a xed location in space and can maintain a
map-like representation of space using only environmental cues (Mittelstaedt and Mit-
telstaedt, 1980). It has been suggested that the grid cells carry out path integration, and
the place cells, then, realign the grid elds with their learned representations (Hafting
et al., 2005).
Here we will review the spatial and directional cells thought to be responsible for both
a geometric and a path integration strategy of self localisation in an environment. First
we will review the functionality of the region thought to be responsible for angular path
integration, namely the postsubiculum, and the subsequent MEC which it projects to
and inuences. This region has direction sensitive head direction cells which only re
when the animal is facing the cell's preferred direction. Next, we will consider the MEC.
This region has spatially tuned cells, called grid cells, which are sensitive to discreet
locations in the environment. Finally, we will consider the dentate gyrus itself. This
region has context sensitive spatial cells called place cells which are sensitive to conned
locations in space as well as the behavioural state of the animal.
4.3.1 Head Direction Cells
Figure 4.7: Head direction tuning curve (Taube and Bassett, 2003).
Cells which re preferentially facing certain directions in the horizontal, or yaw plane,
are referred to as head direction cells. Collectively these head direction cells represent
the entire 360 of directional headings, and this representation is approximately uniform
(Johnson et al., 2005). These head direction cells are silent when facing other directions.
They then begin to increase their rates of ring linearly as the animal begins to point in
the cell's preferred direction, and they continue to consistently re high rates of action40 Chapter 4 Hippocampus
potentials when facing this preferred direction, even indenitely (Taube and Bassett,
2003).
These high ring rates occur regardless of where the animal is in the environment,
and these rates, are largely unaected by pitch or roll of the animal's head to within
around 90 degrees of the horizontal plane (Taube and Bassett, 2003). Furthermore, this
directional preference has been shown to be independent of the earth's geomagnetic eld
(Taube et al., 1990b) and is independent of movement or on-going behaviour (Taube
et al., 1990a).2
This directional preference is thought to arise as a result of the integration of head
angular velocity signals derived from the vestibular3, proprioceptive and motor eerence
systems (McNaughton et al., 2006). This integration process will continually update
directional heading based on how quickly the head is turning (head angular velocity).
Head direction cells are characterised based on the parameters of their tuning curve
(g. 4.7). This tuning curve is a plot of the ring rate with respect to heading measured
in degrees, and it is Gaussian in shape (Taube et al., 1996). There is a directional ring
range which constitutes the range of heading directions where the ring rate is greater
than at rest (Taube and Bassett, 2003). This range is often on the order of 90 degrees,
but can vary from 60 to 150 degrees, with the postsubiculum having a range of roughly
100 degrees (Taube and Bassett, 2003). The highest point on the tuning curve is called
the peak ring rate. The animal's direction of travel at this peak constitutes the cell's
preferred heading direction. This peak ring rate varies from around 5 spikes per second
to over 120 spikes per second.
In any given environment, head direction cells have a unique directional preference.
Upon entering a dierent environment, the directional preferences will re-map (Zugaro
et al., 2003). However, this remapping applies to all head direction cells, and thus, their
relative osets are preserved (Taube et al., 1990b). Therefore, head direction cells do
not have any sense of an absolute directional preference (Mittelstaedt and Mittelstaedt,
1980).
The head direction model designed in section 5.2 generates the directionality of the head
direction cells described here. The subsequent angular path integration model designed
in section 5.3 implements angular path integration to explain how this directionality
arises.
2However, the postsubicular head direction cells will re at slightly faster rates as the animal speeds
up, with the speed of head rotation having no impact on this increase (Taube and Bassett, 2003).
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4.3.2 Grid Cells
Early studies of the entorhinal cortex concluded that the spatial properties of the en-
torhinal cells were weak and dispersed (Quirk et al., 1992). Therefore, it was believed
that the hippocampus, with the far more spatially tuned place cells would be involved
in spatial processing alone. This understanding stemmed mostly from the fact that the
entorhinal cells were sampled exclusively from the intermediate to ventral portions of
the MEC. Here the ring elds are dispersed, and the experiments carried out under
sampled the region. Therefore, it was falsely concluded that the entorhinal cortex had
no spatial properties.
Figure 4.8: Grid elds.
More recent work was carried out on the dorso-medial portion of the entorhinal cortex
(dMEC) (Fyhn et al., 2004). Here, entorhinal cells were shown to represent spatial
positions as accurately as the place cells of the hippocampus (Fyhn et al., 2004). Further
work on the cells of layers II and III of the MEC indicated a remarkable spatial structure
(Hafting et al., 2005; Anderson et al., 2007). Later work revealed that grid cells reside
in all layers of the dMEC (Sargolini et al., 2006). Finally, grid cells were also found in
all layers of the more ventral regions as well (Brun et al., 2008).4 Therefore, all layers
of most of the MEC have been found to contain grid cells, with the percentage of grid
cells being layer specic.
It is now understood that the spatial tuning in the MEC is superior to that in the down-
stream hippocampus. How these grid cells come to be endowed with an understanding
of the environment around them is a matter of debate. However, it is believed that
the spatial postrhinal input (Witter and Moser, 2006) to the MEC is responsible for it
as well as the directional postsubicular input (Wouterlood et al., 2004). Furthermore,
lesion studies have ruled out the hippocampus as the source of these grid elds as the
elds persist even with the removal of the hippocampus (Leutgeb et al., 2005b).
4Brun et al. (2008) did not, however, conrm the existence of grid cells in the most ventral quarter of
the MEC, only conrming the existence of grid cells roughly 70% percent along the way from the dorsal
to the ventral border. This ts nicely with the presence of hippocampal place cells only 80  85% along
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Grid cells have multiple discrete circular ring elds of similar dimensions but varying
peak ring rates, and with distinct inhibitory surrounds (Hafting et al., 2005). These
grid elds are present in every environment (Hafting et al., 2005). This is in contrast to
downstream place elds which are only present in a fraction of environments (O'keefe,
1979). Furthermore, across the entire environment, this constant presence, regardless
of external cues, suggests that the grid cells might be part of a universal spatial map
(McNaughton et al., 2006).
The grid elds are regularly spaced apart at 60 orientations to form groups of equilat-
eral triangles, or, when grouped together, hexagonal meshes which tessellate the entire
environment (Hafting et al., 2005). They re maximally at their centres, irrespective of
direction of travel or behavioural state, and they re minimally at the centre of each
equilateral triangle (Sargolini et al., 2006).
Their grid elds are parametrised based on four properties. The rst property is the
distance between the centres of their adjacent elds. The second property is the oset
of the centre of their grid elds with respect to an arbitrary origin. The third property
is the orientation of the elds with respect to an arbitrary angle. The fourth and nal
property is the size of the elds corresponding to the average eld surface area.
These elds are also remarkably accurate, remaining sharp and stable across trials where
the animal explores for tens of minutes, and covering hundreds of metres (Hafting et al.,
2005). They, therefore, eciently carry out path integration with only a minimal accu-
mulation of errors.
All three MEC cells { grid cells, head direction cells and conjunctive cells (see app. C.3) {
also display a positive correlation between the speed of the animal and their ring
rates. This indicates that the cells may code for speed in their relative ring frequencies
(Sargolini et al., 2006). Therefore, the MEC receives and expresses both the directional
as well as the translation information it needs to create a metric representation of the
location (Witter and Moser, 2006).
The grid cell network designed in section 5.4 generates this observed grid eld behaviour.
The subsequent positional path integration model designed in section 5.5 implements
positional path integration to explain how these grid elds arise.
4.3.3 Place Cells
Within the hippocampus there are pyramidal cells (Henze et al., 2000), or place cells,
which are receptive to the two dimensional environment around them5. These cells re-
side primarily in the CA3 and CA1 (O'keefe and Dostrovsky, 1971), and to a lesser
5In the human (Ekstrom et al., 2003) and the primate (Matsumura et al., 1999) place cells are called
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Figure 4.9: Place eld.
extent the dentate gyrus (O'keefe, 1979), the subiculum (Sharp and Green, 1994), pre-
subiculum, parasubiculum, entorhinal cortex (Anderson et al., 2007) and the postrhinal
cortex (Furtak et al., 2007).
The receptive elds of place cells, called the place elds, are stable even when facing
dierent directions. These place cells then form an allocentric map. They do so by
ring bursts of action potentials as high as 100Hz only when the animal's physical
location overlaps with the cell's place eld, and ring a baseline frequency of < 1spike=s
otherwise (O'keefe and Dostrovsky, 1971).
This phenomena was initially taken to mean that the hippocampus was involved in
forming a cognitive map of the environment (O'Keefe and Nadel, 1978), and that it
must therefore aid in navigation (Foster et al., 2000; Burgess and O'Keefe, 1996; Sharp
et al., 1996; McNaughton et al., 1996; Samsonovich and McNaughton, 1997; Burgess
et al., 1994). This arose mostly out of a lack of any plausible alternative theory, as well
as a race to nd the cognitive-like map rst proposed by Tolman (1948). Although this
view has not been completely abandoned, the recent discovery of more highly organised
grid cells in the upstream MEC (Hafting et al., 2005) implicates those cells more strongly
in navigation than the place cells. The place cells have, nevertheless, been considered to
be instrumental in anchoring the grid elds to the environment (O'Keefe and Burgess,
2005). Evidence for this arises from inactivation of the hippocampus which leads to
disruptions in grid cell ring (Bonnevie et al., 2007).
Place cells generally have a single constrained ring eld which is active over a single
continuous portion of an environment (O'keefe and Dostrovsky, 1971). Nevertheless,
place cells with multiple elds have been documented (Maurer et al., 2006). However,
place cells with periodic elds have never been reported (McNaughton et al., 2006).
Their elds are then characterised based on the size of their ring eld(s) and its oset.
However, as there is generally only a single ring eld, this oset is called the preferred
location.
The size of the place 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than 20cm at the dorsal pole (Maurer et al., 2005), to more than 50cm in the intermediate
regions (Maurer et al., 2005), and to 10m near the ventral pole of the hippocampus
(Kjelstrup et al., 2008). This, therefore, mirrors the increase in grid eld size from
the dorsal to ventral MEC described in section 4.3.2. The preferred location amongst
co-localised place cells is, however, random (O'keefe, 1976). This, again, is reminiscent
of the grid cells, conjunctive cells and both head direction cells which had randomly
distributed osets (sec. 4.3.2). The place cell ring is, then, approximately Gaussian as
a function of distance away from the preferred location (O'Keefe and Burgess, 1996).
Finally, it should be stressed that place cells are not exclusively receptive to spatial
input, as they can be controlled by direction (O'keefe and Dostrovsky, 1971), they can
be dependent on eating, grooming and exploratory sning behaviours (O'keefe, 1976),
they can be dependent on fear conditioning (Moita et al., 2004), they can be strengthened
by classical conditioning (Segal et al., 1972), direction of travel (Wiener et al., 1989), and
they can be dependent on orientating, approach or consummatory behaviour (Ranck Jr,
1973), to name a few. Furthermore, when tasks are introduced, the place cells begin to
become receptive to special features of that task (Eichenbaum et al., 1999) or they may
re-map entirely (Markus et al., 1995).
The hippocampal model designed in section 5.6.1 applies a Fourier transformation on
the grid cell output to achieve downstream place cells.
4.4 Summary
We now have a rm grasp of the three dierent regions being modelled. With an
understanding of the connectivity of the region, we also have an idea as to how the
directional and spatial properties of the presubiculum and MEC arise. The comparison
of global remapping versus rate remapping reinforces the possibility of grid cell input
generating place elds. The evidence of both geometric and path integration strategies
of navigation in the postsubicular head direction cells, grid, conjunctive, and MEC head
direction cells, and place cells lends biological plausibility to the hippocampal model
designed in chapter 5.
With the concepts of head direction cells and grid cells, and their corresponding angular
and positional path integration, the model for positional path integration can now be
described. Furthermore, with an understanding of place cells and their properties, the
place cell model can also be described.Chapter 5
Hippocampal Model
The model designed and developed here consists of ve main networks, each described
in its own section. These models are later implemented in section 7. They are nally
tested in chapter 8.
• Section 5.2 describes the head direction network.
• Section 5.3 describes the head direction path integration network.
• Section 5.4 describes the grid cell network.
• Section 5.5 describes the grid cell path integration network.
• Section 5.6 describes the place cell network.
Within the eld of hippocampal models, there are generally two accepted, though not
necessarily mutually exclusive, assigned roles. The rst role is that of a spatial cognitive
map (O'Keefe and Nadel, 1978). This arose out of the discovery of hippocampal place
cells (O'keefe and Dostrovsky, 1971). It was later revived with the discovery of grid cells
(Hafting et al., 2005). This cognitive map implies an understanding of the environment.
Due to the robustness of this map, it is generally implemented as an attractor network.
However, a map also implies that one can use that map for navigation. This process
of navigation is called path integration. It involves updating ones location in the envi-
ronment based on self motion inputs.1 It too works within the connes of an attractor
map, albeit with several modications.
Early models which attempted to recreate place elds without any understanding of the
upstream grid eld input took for granted that this directional and positional information
1This should not be confused with path nding, which requires an understanding of both where one
wants to start and where one needs to end up, as well as the abstract concept of goals.
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was coming from somehwere (McNaughton et al., 1996; O'keefe and Dostrovsky, 1971).
They then set about recreating place cells in any way which t the observational data,
either through the interference sub threshold oscillatory potentials, or through attractor
dynamics. Ones which used the latter attractor dynamics, in addition to having no
plausible explanation for how the directional inputs arose, could not explain for the
periodic boundaires which resulted in repeating place elds (Stringer et al., 2002).
With the discovery of grid cells, grid cell input became a plausible source of the di-
rectional input, and grid eld interference considered a possible source of place elds.
The issue of repeating elds could then be explained by the larger beat frequency of
combined smaller frequencies, which would be registered as a single place eld. Using
this approach, models took for granted the grid cells and provided them directly as
mathematical input (Blair et al., 2007; Solstad et al., 2006). Other models managed to
take this one step further to try to prove path integration (Conklin and Eliasmith, 2005)
again, by rst generating hexagonal ring elds mathematically. Once it was established
that grid elds could carry out path integration, and they could generate place elds.
The stage was set to also recreate the grid elds from vestibular and proprioceptive
input and take it one step further.
Entirely plausible attractor based grid cell models were created to verying degrees: some
implemented only the head direction cells, others the grid cells, others still the place cells,
and some more ambitious models tried to implement some mix of the three (Stringer
et al., 2002; Stringer and Rolls, 2006; Rolls et al., 2006; Guanella and Verschure, 2006).
However none truly incorporated all three for the express purpose of path integration.
That is the goal of the model created here
The second role assigned to the hippocampus is that of declarative, and more specically
episodic memories (Tulving and Markowitsch, 1998). Models for declarative memories
have been dicult to establish for two reasons. First, the concept of declarative memories
is extremely high level. Second, no place cell or grid cell counterpart has been found,
either in the perirhinal cortex, the LEC, or in the hippocampus, which codes for non
spatial information. This analogue is necessary if a model of declarative memory is to
be devised. Both models of spatial memory and episodic memory then, in theory, would
rely on attractor maps.
5.1 Attractor Dynamics
Attractor dynamics refer to the properties of a broad class of networks that have one
or more stable states (McNaughton et al., 2006). When networks have discrete states,
they are called discrete attractor networks, or discrete attractors (McNaughton andChapter 5 Hippocampal Model 47
Morris, 1987).2 In discrete attractors there is a list of identical nodes, fully connected
using excitatory connections. The strength of these connections, either hard coded, or
set up via an associative learning rule, maps an input pattern to a pattern of activity.
Global inhibition then prevents this pattern of activity from spreading throughout the
entire network.
Figure 5.1: Diagram of discrete attractor. (Rolls, 2007)
Once the weights have been set up, partial input patterns can be used to reactivate the
full patterns of activity. The activated connections will continually excite the network
until the network rests into the correct pattern of activity. This process is called pattern
completion. The ability to carry out pattern completion makes discrete attractors ideal
for encoding discrete elements such as objects. Preference towards objects is one of
the main advantages of discrete neural networks for encoding episodic memories (Marr,
1971; Rolls, 1996).
Alternatively, when networks have continuous states, they are called continuous at-
tractor networks, or continuous attractors (McNaughton et al., 2006). In continuous
attractors, just as in discrete attractors, there is a list of fully connected nodes with
excitatory connections. Here, every node has a Gaussian activation function with a
preference for a particular input (ie. direction). For convenience, neighbouring nodes
are arranged to have similar preferences. The connections between these nodes, either
hard coded, or set up via an associative learning rule, decreases with distance. Global
inhibition then prevents the pattern of activity from spreading throughout the entire
network.
Input (ie. direction) is then fed to all nodes. As neighbouring nodes have strong con-
nections, nodes most strongly activated by the input will be more successful at exciting
2These networks are also sometimes called auto-association networks, or Hopeld nets (Kohonen,
1977; Hop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one another. An activity pattern naturally arises. As this activity pattern resembles
a bump, it is called the activity bump. Unlike as with discrete attractors, here, small
changes in the input will also lead to small changes in the activity bump. The recurrent
connections then ensure that the activity bump is continually maintained even after the
input is removed.
This ability to maintain an activity bump in the absence of input, along with the ability
to continuously transition between continuous inputs, are two of the main advantages
of continuous attractors for encoding for space. These advantages are why continuous
attractors have been employed in the model presented here.3
5.2 Head Direction Continuous Attractor Network
The model has a one dimensional list of head direction cells organised based on relative
directional preferences in the range of 0   359. To ensure that there are no edges, the
list of head direction cells is arranged in a circle such that it has periodic boundaries.
As the animal faces a new direction, the directional input will be fed to all the head
direction cells. The head direction cells will then re based on their activation functions.
The recurrent connections act to propagate this activity amongst cells with similar
directional preferences. The global inhibition, then, acts to limit this activity. The
interplay of the activation, the recurrent connectivity and the global inhibition will then
determine the size of the activity bump.
Figure 5.2: One dimensional circular continuous attractor. (McNaughton et al., 2006)
3These continuous attractors are the computational counterparts to the biological morphogenesis
proposed by Turing (1952). Here, however, instead of having activators and inhibitors, there is local
excitation and global inhibition. In systems where the range of inhibitory connections is longer than
excitatory ones, patches of activity will arise. These patches are areas of high excitation surrounded
by areas of high inhibition. Together, these patches resemble either regularly spaced grids (of which
the hexagonal grids are the most ecient), or regularly spaced stripes (ie. ocular dominance columns)
(McNaughton et al., 2006). This pattern is sometimes called a Mexican hat activity pattern.Chapter 5 Hippocampal Model 49
5.2.1 Model
Of all the models, those by Stringer and Rolls (2006) are the most clear. Furthermore,
they make the best use of associative learning rules. Therefore, their ideas will be
paralleled here. The head direction model used here is a modied version of the model
by Stringer and Rolls (2006).
The total presynaptic drive onto the head direction cells is captured by the abstract
quantity denoted activation (hHD
i ) (5.1). The single postsynaptic output of individual
head direction cells, on the other hand, is captured by the instantaneous ring rate
(rHD
j ) (5.2).
hHD
i (t) =
HD
CHD
X
j
(wHD
ij   wHD
INH)rHD
j (t) (5.1)
Where wHD
ij is the excitatory recurrent synaptic weight from head direction cell j to
head direction cell i. wHD
INH is a constant for global inhibition representing the total
inhibitory input from interneurons and it is set to be some fraction HD, generally 1=2,
of the strongest incoming recurrent synaptic strength.
HD
CHD is a scaling factor which
controls the overall strength of the recurrent input. HD is a constant controlling the
overall recurrent connections and CHD is the number of head direction cells.
rHD
i (t) =
1
1 + e 2HD(hHD
i (t) HD) (5.2)
This activation function is then converted into a more useful ring rate function rHD
i .
To carry this out, a sigmoid function is employed, where HD is the sigmoid threshold
and HD is the sigmoid slope.
5.2.2 Training
Rather than hard coding the weights, the synapses are put through a more biologically
accurate training session. Here, the rate of ring is not governed by the activation of
the head direction cells (5.1), but rather the displacement of the heading direction from
the preferred direction of the cell (5.3), where sHD
i (5.4) is the dierence between the
current heading direction  and the preferred heading direction of cell i, HD
i , and HD
is the standard deviation. This assigns to every head direction cell a Gaussian tuning
curve. After training, this is removed and the activation function is used instead.
rHD
i = e (sHD
i )2=2(HD)2
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sHD
i = MIN(jHD
i   j;360   jHD
i   j) (5.4)
To carry out training, the cell is rotated through the entire range of 360 to set up the
connections. To ensure symmetry, rotations in both the clockwise and counter clockwise
directions are carried out at the same time. Furthermore, both rotations must start o
at the same heading direction. The vector representing the clockwise rotations, with
an angular speed of 0.1, would be f0;0:1;0:2;:::;359:9g and similarly for the counter
clockwise vector f0;359:9;359:8;:::;0:1g. To ensure overlap between the rst and the
last cells, the vectors are traversed twice. Every time step of this training stage, the
plasticity rule is applied (5.5).
wHD
ij = HDrHD
i rHD
j (5.5)
Here HD is the head direction learning constant controlling the eects of plasticity,
rHD
i is the ring value of the target head direction cell i, and rHD
j is the ring rate of
the source head direction cell j.
X
j
(wHD
ij )2 = 1 (5.6)
After the plasticity equation updates the weights of all synapses, the synaptic weights are
put through a scaling process (5.6). This scaling process carries out weight normalisation
to ensure that recurrent synaptic weights between neurons settle down over time to
steady values.4 This normalises the connections to ensure 0  wHD
ij  1 while retaining
relative strengths.
5.3 Head Direction Path Integration Continuous Attrac-
tor.
The previous continuous attractor describes how to model a network of head direction
cells. However, it does not describe how individual directional preferences arise. To
explain this, the continuous attractor must be modied to account for rotations of the
head, a process called angular path integration (McNaughton et al., 2006). Biologically,
this rotational information could be provided through vestibular or other angular velocity
inputs (McNaughton et al., 2006).
4There is evidence that in the brain, there are processes which ensure that there exists a limit to the
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Here, two angular velocity cells are introduced to represent rotations of the head. Two
new sets of connections are also introduced for each head direction cell and used to
integrate the presynaptic and postsynaptic head direction ring rates with the angular
velocity ring rates. This integration will then drive the activity bump in either a
clockwise, or counter-clockwise direction.
(a) Clockwise Rotation (b) No Rotation
(c) Anti Clockwise Rotation (d) No Rotation
Figure 5.3: Head direction continuous attractor neural network with the larger head
direction cells and the smaller angular velocity sigma Pi neurons representing the in-
tegration of the pre and postsynaptic cells with the angular velocity ring rate. The
angular velocity cells are not shown. (McNaughton et al., 2006)
This continuous attractor describes one possible means by which directionality arises in
head direction cells. Furthermore, it accounts for the relative osets of directionality
amongst groups of head direction cells. Therefore, the directional continuous attractor
requires as input, the direction of the animal such it can establish a stable activity bump.
The angular path integration continuous attractor, on the other hand, requires as input
the angular head velocity inputs such that it can calculate new heading directions. In
this way, only this angular path integration continuous attractor can use self motion
cues to update the heading directions.
5.3.1 Model
The network designed here consists of two angular velocity cells with an inherent ring
rate rAV
CW and rAV
CCW, within the range 0  rAV
k  1. As mentioned in section 5.3.1, this
ring rate must be updated to reect the angular movements of the head. The activation52 Chapter 5 Hippocampal Model
function must, therefore, be updated to take into account these idiothetic inputs (5.7).
hHD
i (t) =
Recurrent Contribution z }| {
HD
CHD
X
j
(wHD
ij   wHD
INH)rHD
j (t)+
AV
CHDAV
X
jk
wAV
ijk r HD
j rAV
k0
| {z }
Idiothetic Contribution
(5.7)
Here rAV
k0 is the ring rate of angular velocity cell (k &)%CHDAV for k 2 [CW;CCW]
where & 2 [0;CHDAV ] represents the bias from the hypothetical north pole. & here is
used later to create dierent grid orientations (see sec. 8.4.4). rHD
j is the presynaptic
head direction cell trace ring rate. Finally, wAV
ijk is the connection strength representing
the integration of angular velocity cell k and head direction cell j, and then projecting
to head direction cell i.
AV
CHDAV is a scaling factor which controls the overall strength of
the idiothetic input. AV is a constant controlling overall idiothetic contributions. CAV
is the number of angular velocity cells such that CHDAV = CHD  CAV is the total
number of integrated idiothetic connections.
5.3.2 Training
The training session runs concurrent to the head direction continuous attractor training
session. During this session, both angular velocity cells are set to a value of 1. The
clockwise angular velocity connections are trained in accordance with the clockwise
vector (f0;0:1;0:2;:::359:9g) and the counter clockwise angular velocity connections
are trained in accordance with the counter clockwise vector (f0;359:9;359:8;:::;0:1g).
wAV
ijk = AV rHD
i r HD
j rAV
k (5.8)
r HD
i (t) = (1   HD)rHD
i (t) + HDr HD
i (t   1) (5.9)
Here, the synaptic strengths are updated based on the ring rate of the postsynaptic
head direction cell (rHD
i ) and the trace ring rate of the presynaptic head direction
cell (r HD
j ) as governed by equation 5.9 and the ring rate of the angular velocity cell
(rAV
k ). The learning rate AV then controls the overall contribution of the three ring
rates towards plasticity.
As before, the synapses are scaled postsynaptically using equation (5.6). However, here,
the incoming clockwise angular velocity connections must be scaled independently from
the incoming counter clockwise angular velocity connections.Chapter 5 Hippocampal Model 53
5.4 Grid Cell Continuous Attractor Network
A two dimensional positional continuous attractor can be created by a simple extension
of the one dimensional directional attractor map. In planar models, there is a two
dimensional list of spatial cells5 (see g. 5.4(a)). However, planar models are bounded
by the physical dimensions of their surface. This creates situations where an animal
would reach the end of a list of spatial cells, and then would have no idea of where
to go (see positional ambiguity problem, app. D.1). To deal with this, the sheet is
converted into a toroid (see g. 5.4(b)). Toroidal models ensure that there are no edges
by wrapping the plane at both ends (Samsonovich and McNaughton, 1997).
(a) Planar Model (b) Toroidal Model
Figure 5.4: Two dimensional attractor.
Spatial cells are arranged based on the relative position of their ring elds. As before,
the network is fully connected using excitatory connections. New positions are given
as input to the network. Spatial cells with spatial elds receptive to the given position
re most strongly. These spatial cells would then most strongly activate their neigh-
bours. A bump of activity would thus spontaneously occur. In this way, the network
follows movements around the environment. This continuous attractor thus satises the
constraint that neurons with similar spatial elds re together, whereas neurons with
distant spatial elds do not re together.
This continuous attractor, however, is not capable of tracking and updating an animal's
position and heading direction, a process called positional path integration, in the
absence of input. Therefore, this type of continuous attractor would be incapable of
explaining how, for example, place cells maintain their spatial ring elds even in the
5The majority of attractor map models which attempt to model two dimensional navigation deal
exclusively with place cells (McNaughton et al., 1996; Zhang, 1996; Touretzky and Redish, 1996; Sam-
sonovich and McNaughton, 1997; Conklin and Eliasmith, 2005). This is purely out of the fact that place
cells were discovered over 30 years prior to the discovery of grid cells. Therefore, when describing these
models, all of them used neurons and place cells interchangeably. As these attractor maps will also be
used to explain grid cells, and as their limitations towards place cells will similarly be pointed out, the
term spatial cell, and spatial eld is introduced here. This is purely to avoid ambiguities.54 Chapter 5 Hippocampal Model
dark. In order to carry this out, the network needs two additional pieces of information.
First it would need information about the direction of travel. This would be provided
by the head direction continuous attractor. Secondly, it would need information about
the speed of travel. This latter piece of information is provided via the forward velocity
inputs.
5.4.1 Model
All spatial cell continuous attractors follow the same basic principles outlined in sec-
tion 5.1. They further closely resemble the head direction continuous attractor. They
only dier in their implementation details. The place cell model by Stringer et al. (2002)
is here converted into a model for grid cells. The main attractor layer has all the grid
cells. These cells are fully connected. The strength of these connections then decreases
with distance.
The grid cells here are implemented as rate coded models, just as with the head direc-
tion cells. The total presynaptic drive onto the grid cells is captured by the abstract
continuously changing quantity denoted activation hG
i (5.10) and the single postsynaptic
output is captured by the instantaneous ring rate rG
j (5.11).
hG
i (t) =
G
CG
X
j
(wG
ij   wG
INH)rG
j (t) (5.10)
rG
i (t) =
1
1 + e 2G(hG
i (t) G) (5.11)
Here, rG
j (t) is the ring rate of the presynaptic grid cell j at time t, wG
ij is the excitatory
recurrent synaptic weight from grid cell j to grid cell i. wG
INH is a constant for global
inhibition representing the total inhibitory input from interneurons, and it too, like the
head direction cells, is set to be some fraction G, generally 1=2, of the strongest incoming
recurrent synaptic strength.
G
CG is a scaling factor which controls the overall strength
of the recurrent inputs. G is a constant controlling overall recurrent contributions and
CG is the number of grid cells. Finally, G and G represent the grid sigmoidal ring
rate threshold and slope respectively.
5.4.2 Training
The training session for the grid cells is quite a bit more complex than that of the head
direction cells. This complexity arises primarily out of the fact that the environment
is two dimensional. With the head direction continuous attractor, the one dimensional
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restrict the environment to the range (0   360). Here, similarly, the two dimensional
environment is unbounded with a range ( 1; 1) (1;1). Modular arithmetic must
then be used to create a torus with range (0;0)   (wT;hT), where the width wT and
height hT are implementation specic.
In contrast to the only two training vectors in the head direction continuous attractor,
here there are CHD dierent vectors. Each vector starts o at the same point. For
simplicity this is set to be the origin (0;0). The vector then travels in its preferred
direction at velocity v until it reaches the end of the torus. This is repeated once again
to ensure the edges strengthen their connections. Afterwards the position is shifted by a
spacing s in a direction perpendicular to its direction of travel. This process is repeated
until all positions for the given direction of travel and spacing are traversed. A trace of
all these vectors would resemble parallel lines traversing the entire environment.
rG
i = e (sG
i )2=2(G)2
(5.12)
sG
i =min
q
min((xG
i   x)2;(wT   xG
i   x)2) + y ;
q
(xG
i   (x + wT=2) mod wT)2 + min((yG
i   y)2;(hT   yG
i   y)2)
 (5.13)
The ring rate of the grid cells rG
i is then calculated just as the ring rate of the head
direction cells is calculated, through the use of a sigmoid function. During this training
stage, the rate of ring is governed by the position within the toroid (x;y) as mapped
from the environment (xE;yE). Equation (5.12) generates a Gaussian response prole
for each grid cell. The function sG
i calculates the distance between the current location
(x;y), and the preferred location (xG
i ;yi
p) in a twisted torus (see app. D.2). Finally, G
is the standard deviation of the Gaussian response prole.
wG
ij = GrG
i rG
j (5.14)
The exact same associative plasticity rule as the head direction plasticity rule is used.
Here again, G is the learning constant, rG
i is the presynaptic grid cell ring rate and rG
j
is the postsynaptic grid cell ring rate. After each iteration of this learning stage, the
synaptic weights of all outgoing recurrent connections are rescaled to implement weight
normalisation as per equation (5.6).56 Chapter 5 Hippocampal Model
5.5 Grid Cell Path Integration Continuous Attractor Net-
work
The previous continuous attractor describes how to model a network of spatial cells.
However, it does not describe how individual positional preferences arise. To explain
this, the continuous attractor must be modied to account for both rotations of the head
and for the speed of travel, called positional path integration. Biologically, this velocity
information could be provided through proprioceptive inputs (McNaughton et al., 2006).
Here, these inputs help drive the activity bump in a given direction of travel. A positional
path integration continuous attractor is created by a simple extension of the positional
continuous attractor and the incorporation of the angular path integration continuous
attractor.
Figure 5.5: Positional path integration continuous attractors showing the main layer
(top) and a subset of the intermediate layers (bottom). (McNaughton et al., 2006).
Here, one forward velocity cell is introduced to represent velocity. CHD new sets of
connections are also introduced for each grid cell and used to integrate the presynaptic
and postsynaptic grid ring rates with both the forward velocity ring rate and one,
designated, head direction cell ring rate. This integration will then drive the activity
bump in one of CHD directions.
Therefore, the positional attractor map requires as input the position of the animal such
that it can establish a stable activity bump. The positional path integration attractor
map, on the other hand, requires as input the directional and velocity inputs such that
it can calculate new activity bumps. In this way, only the positional path integration
attractor map can use self motion cues to update the activity bump. This presents one
hypothetical model of path integration leading to the formation of grid cells.Chapter 5 Hippocampal Model 57
5.5.1 Model
To carry out positional path integration, the head direction continuous attractor must be
incorporated into the grid cell continuous attractor. The network designed here consists
of a single forward velocity cell with an inherent ring rate rFV
l , restricted to the range
0  rFV
l  1. As mentioned in section 5.5.1, this ring rate must be updated to reect
the animal's actual speed. Therefore, equation (5.10) must now be updated to take into
account these idiothetic inputs.
hG
i (t) =
Recurrent Contribution z }| {
G
CG
X
j
(wG
ij   wG
INH)rG
j (t)+
FV
CGHDFV 
X
j;k;l
wFV
ijklrG
j rHD
k rFV
l
| {z }
Idiothetic Contribution
(5.15)
Here, rG
j is the presynaptic grid cell ring rate, rHD
k is the presynaptic head direction
cell ring rate, and rFV
l is the ring rate of forward velocity cell l. wFV
ijkl then is the
synaptic strength of the projection from forward velocity sigma Pi neuron receiving input
from presynaptic grid cell j, presynaptic head direction cell k, the forward velocity
cell l, and projecting to the target grid cell i.
FV
CGHDFW is a scaling factor which
controls the overall strength of the idiothetic input. FV is a constant controlling overall
idiothetic contributions. Finally, CFV is the number of forward velocity cells such that
CGHDFW = CG CHD CFV is the total number of idiothetic connections. Finally,
 is the gain signal which controls grid cell's idiothetic contribution, relative to other
grid cells. This factor will later be used to control the grid spacing (see sec. 8.4.4).
5.5.2 Training
The training session runs concurrent to the grid continuous attractor training session.
During this training session, the forward velocity cell is set to a value of 1.
wFV
ijkl = FV r G
i rG
j rHD
k rFV
l (5.16)
r G
i (t) = (1   G)rG
i (t) + Gr G
i (t   1) (5.17)
Here, the synaptic strength is updated based on the trace ring rate of the presynaptic
grid cell r G
i and the instantaneous ring rate of the postsynaptic grid cell rG
j as gov-
erned by equation (5.17), the instantaneous head direction cell ring rate rHD
k and the
instantaneous forward velocity cell ring rate rFV
l . The learning rate FV then controls
the overall contribution of the four ring rates towards plasticity.58 Chapter 5 Hippocampal Model
5.6 Place Cell Network
One problem presented by an attractor map for place cells is the fact that an attractor
map retains the relative positions of the entire network. For grid cells this is ideal, as
they retain their relative grid elds throughout both time and dierent environments
(Fyhn et al., 2005). For place cells, however, this presents a problem as the place elds
are essentially unpredictable across dierent environments (McNaughton et al., 2006).
Therefore, attractor networks are not ideal for place cell modelling.
Instead, grid elds could linearly combine to form place elds. If the grid cells all had
identical scales, the place cells would also be expected to share this scale. However, as
grid cells have such drastically dierent scales, they could interfere to form place elds
(McNaughton et al., 2006). This interference would generate a repeating pattern of
considerably lower frequency, commonly referred to as a beat eect. If the frequency, or
in this case spatial scale, of the inputs are similar, this will generate a far larger beat
frequency.
This similar spatial scale is supported biologically as each point on the septo-temporal
axis of the hippocampus receives input from only a limited range (roughly 25% of dorso-
ventral axis, section 4.2.2) of MEC grid cells (Dolorfo and Amaral, 1998b). Experimen-
tally, even as little as 50 grid cells have been demonstrated to produce place cells with
conned place elds (Solstad et al., 2006). This, too, is supported biologically as the
number of MEC grid cell inputs per place cell is on the order of 100-1000 grid cells
(Amaral et al., 1990).6 Furthermore, the hippocampal pyramidal cells have been shown
to carry out linear summation of dendritic inputs (Cash and Yuste, 1999). Grid elds
could thus combine to generate incredibly large place elds through dendritic summation
in the hippocampal place cells. Interneuron inhibition and high thresholding could then
account for why only 0.1-1% of all place cells have place elds in any given environment
(McNaughton et al., 1996).
Therefore, it might be the case that place elds are merely so large in scale that for any
one environment, their repeating patterns are not observed (Moser et al., 2008). If the
scale is incredibly large, then either only one eld would be apparent at any given time
(single place eld), or no elds would be apparent at all (no place eld). In the latter
case, it would explain why only 40-50% of place cells have place elds. Alternatively,
if the scale is slightly smaller, it could lead to multiple elds (multiple place elds)
(Guzowski et al., 2004). Furthermore, if grid cells combine to form place elds, this
would also explain for the presence of directionality in the hippocampus in the absence
of direct head direction input.
Following the discovery of grid cells in 2005 (Hafting et al., 2005), Solstad et al. (2006)
ran a series of experiments on the plausibility of grid elds interfering to form place
6Solstad et al. (2006) cited a substantially smaller number at 10-100.Chapter 5 Hippocampal Model 59
elds. Their experiments focused on the linear summation previously discovered in
the hippocampal dendrites (Cash and Yuste, 1998). They then systematically combined
varying numbers of grid elds and for each case, varying grid scales {osets, distances and
orientations. They further made sure that the changes in grid scales were representative
of the random osets, and linear progression of the distances and orientations along the
dorso-ventral axis.
When the osets were chosen to be completely random, multiple place elds formed,
all with low peak ring rates (g. 5.6(b)). In cases where the orientations were similar,
hexagonal spokes arose (g. 5.6(c)). Incorporating slightly dierent osets does not
prevent the formation of these spokes either. Alternatively, if the place elds are formed
from grid elds with random orientations, but similar osets and spacings, a single
conned place eld forms surrounded by concentric rings (g. 5.6(d)). If the osets are
again set to be slightly dierent, the ring pattern still persists.
(a) Similar Osets (b) Random Osets
(c) Similar Orientations (d) Random Orientations
Figure 5.6: Linear summation of varying grid cell inputs. (Solstad et al., 2006)
They discovered that for a 10 10 enclosure, 50 grid cells were sucient to ensure that
the emerging place cells always had a single conned place eld. Even with as little as
20 grid cells, a quarter of the place cells were still found to have a single conned place
eld. This nding is well within the range of possible grid cell inputs as each place cell
receives on the order of 100 to 1000 grid cell inputs. The ideal case was when there was
a limited range of osets, but diverse orientations and spacings (see g. 5.6(a)).
Therefore, linear summation of grid elds can lead to the formation of place elds pro-
vided the oset is similar, but the distance and orientation are di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distance and changing orientation along the dorso-ventral axis (Hafting et al., 2005),
along with the roughly 25% projection pattern of the perforant path (Dolorfo and Ama-
ral, 1998b) could satisfy the latter two constraints. The requirement of similar grid
osets could then be satised by the temporal clustering of grid elds with overlapping
elds (Jarsky et al., 2005). Given that co-localised grid cells share similar distances
and orientations, and that strong perforant stimulation, across both space and time, is
necessary to elicit spikes (Jarsky et al., 2005) temporal clustering will also favour grid
cells with a similar oset.
5.6.1 Model
The dentate gyrus is the only region which lacks attractor map properties. It, therefore,
acts principally in a feed forward manner. However, it still uses the same activation
function as the all the other neuron models. To ensure that only a small percentage of
the cells are ever active, the threshold DG is set suciently high to ensure sparseness.
This sparseness is then taken to be pattern separation in the dentate gyrus. The moire
interference patterns described in section 5.6.1 then merge the grid elds into a single
place eld. The LEC input then adds noise to those place elds.
The model presented here follows closely the model presented by Rolls et al. (2006)
and Rolls et al. (2002). The former was the rst model to utilise Hebbian plasticity
to convert grid elds to place elds. The latter was one of the rst models to combine
both contextual and spatial information in one unied continuous attractor. Although
many models had been proposed for the perforant path projections to the hippocampus
(Marr, 1971; Sharp, 1991; McNaughton and Morris, 1987; McNaughton and Nadel, 1990;
Redish and Touretzky, 1998; Redish, 1999; Shapiro and Hetherington, 1993), Rolls et al.
(2006) was the rst one to propose that the entorhinal grid cells use competitive learning
to form hippocampal place cells.
Here, the place cell network receives inputs from the grid cell continuous attractor. The
place elds arise out of the competition within the entorhinal to dentate projections
(Rolls, 1987). The grid elds are here linearly combined to produce place elds (Blair
et al., 2007). This acts as the spatial input from the grid cells, and thus the MEC. It
also receives input from a contextual LEC network. The dentate place cells are thought
to arise out of the competitive nature of the entorhinal projections to the dentate cells
via the perforant pathway.
The activation of the dentate gyrus cells hDG is similar to the activation functions for
the continuous attractor. Here, however, there is no longer a global inhibition variable.
Instead, the activation is a linear combination of both the grid cell inputs and the LEC
inputs.Chapter 5 Hippocampal Model 61
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Here, hP
i is the activation of ith place cell, wMPP
ij is the strength of the connection
between grid cell j and place cell i, and rMEC
j is the ring rate of the jth medial
entorhinal, or grid cell. This is the total spatial MEC input. wLPP
ik then is the strength
of the connection between LEC cell k and place cell i, and rLEC
k is the ring rate of the
kth LEC cell.7 This is total contextual LEC input.
This place cell activation function is then converted into a ring rate rP
i using a sigmoid
function just as with the two previous continuous attractors. Here P is the sigmoid
threshold and P is the sigmoid slope. Using these two ring rates, plasticity (5.20) is
carried out during the training stage.
5.6.2 Training
The training session is carried out after the forward velocity continuous attractor training
session. Here, the environment is navigated in straight lines, with a probability ! of
changing direction at any given time.
wP
ij = Pr EC
i r P
j (5.20)
r P
i (t) = (1   P)rP
i (t) + Pr P
i (t   1) (5.21)
Here, wP
ij is the strength of either the grid cell or LEC cell i perforant path projection
to place cell j, r EC
i is the presynaptic entorhinal trace ring rate as per equation 5.21,
where P is the trace contribution, again either for the grid cells or the LEC cells, and
r P
j is the trace ring rate of the postsynaptic place cell, and k is the training constant.
Here, the plasticity equation must take into account the interference of the grid cell
input and the LEC cell input. This is carried out in the scaling stage using equation
(5.6). Unlike as with the angular velocity sigma Pi synapses which were scaled based on
7As there is currently no understanding of what metric the LEC uses to represent discrete objects,
no activation function can be designed for it. Here LEC ring rates change as a factor of environmental
cues in the form of wall colour. The LEC ring rate r
LEC
k is, much like the angular velocity cells and
the forward velocity cells, inherent.62 Chapter 5 Hippocampal Model
angular velocity cell, here the scaling function scales synapses from both the grid cells
and LEC cells in one stage.
5.7 Summary
The fact that this model manages to use independent attractor maps for both the grid
cells and the head direction cells, and that it carries out angular and path integration
in each of the networks, respectively, coupled with the fact that it further combines to
form place elds is what sets this model apart from all the others, and makes it a unique
contribution.
With the model now clearly dened, the implementation of this model, and the simulator
designed for its implementation will be described in the next two chapters.Chapter 6
Integrated Neural Network
Development Environment
(INNDE)
To facilitate the construction of this model, a simulator has been designed here. The
simulator is composed of a non modiable engine, a user modiable library and an
integrated development environment (IDE). The engine is responsible for managing large
numbers of neurons. The library, on the other hand, is responsible for dening the
behaviour of individual neurons. The IDE then acts as an interface between the user
and both the engine and the library. Both the engine and the library are written in
Python to help simplify the syntax. MPI4Py1 is then used to simulate models on
distributed architectures. The IDE, on the other hand, is designed with PyGTK2 to be
compatible with the three main platforms Linux, Windows, and Mac. The philosophy
of the simulator is to simplify the coding aspect of the models.
• Section 6.2 will describe the three dierent classes of the simulator engine.
1. Topology Class
2. Neuron Class
3. Synapse Class
• Section 6.3 will describe the eight dierent categories of the simulator library.
1. Neuron Models
2. Neuron Functions
3. Synapse Models
1Python bindings for the popular Message Passing Interface. http://mpi4py.scipy.org/
2Python bindings for the popular GTK library. http://www.pygtk.org/
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4. Plasticity Models
5. Simulator Models
6. Connection Functions
7. Environment Types
8. Navigation Functions
• Section 6.4 will describe the simulator integrated development environment.
• Appendix F.2 will provide some benchmark tests to evaluate the performance of
the simulator.
6.1 General Introduction
There are two main types of neural network simulators. Compartmental models treat
the neuron as being comprised of compartments, each with its own electrochemical prop-
erties, such as membrane resistance and channel conductance. As these are based on well
understood ionic ows, scientists are free to choose from the many simulators already
available { NEURON, XNBC, Simulator for Neural Networks and Action Potentials
(SNAAP), Catacomb2, KInNeSS, and Genesis. Experimentation is then reduced to cre-
ating the compartments and specifying their attributes. Unfortunately, these simulators
are neither computationally tractable, nor easily modiable. It is virtually impossible
to implement a mathematical model, like the one designed here, on a compartmental
simulator.
Articial neural networks (ANN) on the other hand treat the neuron as a point neu-
ron with only a single activation function. Assuming that the neuron models are known
before hand, the scientist need only implement this model, or possibly use one if it has al-
ready been implemented. Several simulators which adhere to this paradigm include Lens,
Neural Network Toolbox, Wolfram Mathematica Neural Networks, Simulink, Stuttgart
Neural Network Simulator (SNNS), Fast Articial Neural Network Library (FANN) and
Neural Lab. Here again, experimentation is reduced to specifying attributes of that
model. ANN simulators are essentially scaled down versions of compartmental simula-
tors, therefore, they do not suer from the latter's intractability. However, they still
do not provide for the implementation of a mathematical model. For this reason, a
simulator was designed here to act as a universal mathematical simulator.
The simulator designed here aims to provide a universal simulator, like the many com-
partmental and articial neural simulators mentioned above, while also giving enough
freedom to implement mathematical models. This freedom is provided by only demand-
ing that the user adhere to the concepts of neurons and synapses. What those neurons
do and how they communicate which each other, and how frequently they do so, is then
left to the user.Chapter 6 Integrated Neural Network Development Environment (INNDE) 65
6.2 Simulator Engine
The simulator engine is based around the three main Topology, Neuron and Synapse
classes. These classes act as container classes for the later simulator library classes.
The Neuron class contains the system specic neuron data, as well as the assigned
neuron model instance. The Synapse class contains the system specic synapse data,
the target, and possibly source, neuron, as well as the assigned synapse model instance.
The Topology class, then organises large collections of similar neurons together. It
further contains the assigned connection function instances.
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Figure 6.1: Diagram of the batch version of the Simulator Engine, showing the Topolo-
gies, the Neurons (N) and the Synapses (S). For simplicity, each topology is populated
with an identical number of neurons, and synapses per those neurons. Each node runs
an identical copy of the simulator engine, but only sets up the topologies and/or neu-
rons assigned to that node. Here, for example, the node has been assigned exactly one
topology, namely the second one. All other topologies are accounted for, but not set
up.
All three Topology, Neuron, and Synapse classes have the two Visual and MPI wrapper
classes. The Visual classes contain all the variables and functions necessary for drawing
the three classes. The MPI classes, then, contain all the variables and functions necessary
for running a batch simulation of the three classes.
6.2.1 Topology
To simplify the population of the topologies, a neuron model initialiser is assigned to
each topology. Using this initialiser, along with the topology dimensions, the topology
can now populate itself. Finally, to simplify the connection of topologies, connection
functions (sec. 6.3) can be used to connect a subset of neurons from one topology to
that of another. Both the initialiser and the connection functions are updated from
within the IDE (see g. 6.5).66 Chapter 6 Integrated Neural Network Development Environment (INNDE)
6.2.2 Neuron
The neuron objects act as place holders for the neuron models. They provide structure
for the neuron models in a virtual sense. Using neuron objects allows the simulator
engine to set up the network without prior knowledge of the neuron models. The neuron
models later come to further represent the behaviour of the neurons in a virtual sense.
The decision to implement both a structure and a behaviour for the neuron was ap-
proached for two reasons. On the one hand, separating the two is more biologically
accurate, and this biological accuracy could, in the long term, provide benets to the
user. On the other hand, this separation was a necessary commitment to de-couple the
implementation from the interface.
In a sense, one could make the claim that neurons here carry out house keeping in
much the same way biological neurons do. The user, then, creates neuron models which
produce the activity patterns much the same way protein channels do (see app. A.2).
6.2.3 Synapse
The Synapse class here serves three purposes. First it acts as a place holder for the
synapse model. This allows the simulator engine to set up the connectivity without
understanding the behaviour of the synapse. Here again, the synapse class provides the
structure, but defers the behaviour to the synapse model. Second, it extends the notion
of a pointer connecting a source neuron to a target neuron. Third, by virtue of being
identied based on source and target neuron type, it behaves as a rule governing which
two neurons can connect with each other.
6.3 Simulator Library
The simulator libraries are used to describe the behaviour of the simulation. The Neuron
Model class denes the behaviour of the Neuron object. The eective Neuron Model
class inherits from eleven deferred parent classes (see gure 6.2, only 10 parent classes
shown). In addition to this, the Neuron Model class can further be wrapped by two
classes, much as was the case with the simulator engine.
The Synapse Model class denes the behaviour of the Synapse object. The eective
Synapse Model class, similarly, inherits from eleven deferred parent classes (see gure 6.3,
only 10 parent classes shown). These parent classes, which are identical counterparts to
the Neuron Model parent classes, are called from those classes. Therefore, the commu-
nication functions in the, for example, Synapse Model Communications Functions class,Chapter 6 Integrated Neural Network Development Environment (INNDE) 67
is almost always called from the Neuron Model Communications class. Later, this trend
will also be extended to the Simulator Model classes.
The Simulator Model classes dene the behaviour of the simulator engine. It, too in-
herits from eleven deferred parent classes (see gure 6.4, only 10 parent classes shown).
These parent classes, which are identical counterparts to the Neuron Model and Synapse
Model parent classes, call those classes, either directly, or indirectly. Therefore, the com-
munication functions in the, for example, Synapse Model Communications Functions
class, is almost always called from the Neuron Model Communications class, which is in
turn called from the communication functions in the Simulator Model Communications
Functions class.
The Neuron Function and the Plasticity Model classes dene the more specialized be-
haviour of neurons and synapses, respectively. The Connection Function classes dene
the connectivity of the Topology objects. Finally, the Environment Type and the Navi-
gation Function classes dene the behaviour of the environment.68 Chapter 6 Integrated Neural Network Development Environment (INNDE)
Unidirectional
Neuron Model
Bidirectional
Neuron Model
Preprocessing
Neuron Model
Postprocessing
Neuron Model
Neuron Model
Stats
Functions
Neuron Model
Initialisation
Functions
Neuron Model
State
Variables
Neuron Model
Computation
Functions
Neuron Model
Maintenance
Functions
Neuron Model
Communication
Functions
Neuron Model
Visual
Neuron Model
MPI
Neuron Model
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6.4 Simulator IDE
INNDE is designed to assist those people out there who are incapable, unlikely or merely
unwilling to touch a compiler. Therefore, INNDE provides several elements which cater
to such people. First, there is no compiler, there is instead an interpreter. However,
using this is not mandatory. It has been included only to test snippets of code (see
g. 6.7). Second, the simulator, not the user manages where les are stored. If the user
wants to add something to the library, they must use the integrated sandbox editor.
In this way, the user can write the code (or cut and paste it) without having to worry
about whether that code is successfully loaded. Finally, whenever possible, the user is
allowed to interact with INNDE visually through the IDE.
The IDE has two dierent modes. The rst mode involves providing parameters to the
simulator engine (see g. 6.5). When creating and updating a network, the topology,
neuron and synapse tab (TNS) is used for managing the topologies, the neurons and
the synapses. Here, new topologies, neurons, and synapses can be created. Also, their
attributes, including their models, can be updated. Furthermore, the attributes of the
simulator model, the environment type and the navigation function can also be changed
under the general tab (see g. 6.5).
The second mode involves updating the simulator library itself (see g. 6.6). To create
new models, the user must navigate to one of the eight corresponding tabs. From here,
the user can bring up any of the models in the tree by clicking on it. Alternatively,
the user can create new models by pressing Ctrl+N (or create new folders by pressing
Ctrl+Shift+N). Once the model is loaded into the text editor, the user can modify it
and save it by pressing Ctrl+S. Multiple models can be tabbed in this fashion. When
loaded, they will be indexed by the tabs along the top. The tabs along the bottom, on
the other hand, allow the user to switch between the dierent text views. In this way
the user can observe the full code, the parameter code, the interface, or the inherited
functions.
The text editor further provides Python code highlighting, unlimited cut and pasting,
as well as word search and replacement. Selected models can also be loaded to test
for syntax errors by pressing F8. Once loaded, the user can interact with the model
via the console. If the Parameters tab is selected, pressing F8 will instead load the
initialise widgets() method into the console. If the method is syntactically correct,
it will then generate the associated widgets in a new window (see g. 6.7 and app. F.1).72 Chapter 6 Integrated Neural Network Development Environment (INNDE)
Figure 6.5: Simulator IDE in engine mode.Chapter 6 Integrated Neural Network Development Environment (INNDE) 73
Figure 6.6: Simulator IDE in library mode.74 Chapter 6 Integrated Neural Network Development Environment (INNDE)
Figure 6.7: Simulator IDE in library mode with the initialise widgets() method
loaded into the console.Chapter 6 Integrated Neural Network Development Environment (INNDE) 75
6.5 Summary
This simulator draws from many of the available simulators, but has several dier-
ences. For one, the simulator has been compartmentalized to separate the low level
implementation of the neurons (engine) from the high level behaviour of the neurons
(library). Furthermore, the simulator library is itself broken down to better represent
the functionally distinct parts of the model designed here (ie. ring rates, plasticity, or
connectivity). Finally, the simulator provides a level of simplicity through the use of
both memory management, and Pythons simple syntax.
More importantly, a universal mathematical simulator has been created which does not
suer from constraints of either compartmental simulators or ANN simulators. The
simulator manages to create all the necessary neuron and synapse objects, and even sets
up the connectivity, while giving the user full control of the network's behaviour. This is
a key distinction which sets this simulator apart from those mentioned at the start of this
chapter: there is no mathematical model, within reason, that can not be implemented on
this simulator. Conversely, it is near impossible to implement the mathematical model
designed here on either a compartmental or ANN simulator. This universality of this
simulator is its single greatest contribution.
With the simulator suciently described, the next chapter will describe the implemen-
tation of the hippocampal model described in chapter 5.Chapter 7
Hippocampal Model
Implementation
The individual hippocampal models described in chapter 5 are, when implemented,
distributed across the dierent simulator library classes described in chapter 6 (see
g. 6.2, 6.3 and 6.4). As the parts of each individual model (ie. of the head direction
network) operate near independently of those of other models (ie. of the head direction
path integration network), distribution is possible. Furthermore, such modular distri-
bution is preferable as it leads to better organization of the hippocampal models. The
exception to this rule is with the interaction between the individual hippocampal models.
This role is carried out by the simulator models.
7.1 Main Simulator Model
Although the individual simulator models are also distributed in a modular fashion in
accordance with the simulator libraries (see g. 6.4), their implementation is further
hierarchical (see g. 7.1). In this scheme, the implementation of the, for example,
hippocampal network (HD Simulator Model) is carried out in one of its appropriate
parent classes (red boxes). Afterwards, if need be, the main simulator model parent
class (dark blue) is called. This class, likewise, has its implementation carried out in one
of its appropriate parent classes.
The head direction path integration network (AV Simulator model) also has its imple-
mentation carried out in one of its appropriate parent classes. Here, however, during
the ow of the simulation (see g. 7.1), the AV Simulator Model calls the appropriate
function, then immediately calls the same function, but this time belonging to the HD
Simulator Model (green arrow). The HD Simulator Model, similarly, calls the same
function of its immediate parent, the main Simulator Model. Afterwards, the main Sim-
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ulator Model, possibly, returns back down to the HD Simulator Model, which in turn
returns to the AV Simulator Model (red arrow).
Down stream hippocampal models operate in this similar fashion. The grid cell network
(Grid Simulator Model) rst calls its functions, then those of the AV Simulator model.
Likewise, the grid cell path integration network (FV Simulator Model) also calls its
functions rst, then those of the Grid Simulator Model. The place cell network (not
shown in g. 7.1) operates in a similar fashion.
Using this doubly hierarchical approach has three benets. Firstly, downstream hip-
pocampal models can be easily added or removed. Secondly, all hippocampal models
are guaranteed to be processed, and to be done so in the proper order. Finally, the
hierarchy between the hippocampal models prevents the use of invalid permutations (ie.
an HD Simulator Model and an FV Simulator Model only).
7.1.1 Training
The training session described in chapter 5 is modularised and implemented in accor-
dance with the simulator libraries. Therefore, the, for example, head direction cells
are implemented in the HD Neuron Model. The ring rate function (5.3) is then im-
plemented in the HD Neuron Model Computation Functions parent class. The scaling
function (5.6), on the other hand, is implemented in the HD Neuron Function Scaling
Function class and regulated from within the HD Neuron Model Maintenance Func-
tions parent class. Similarly, the plasticity functions (5.5) are implemented in the HD
Plasticity Model class. The implementation of the rest of the model follows a general
trend.
The, to continue the previous example, head direction network training stage is then
implemented in, and managed by the HD Simulator Model (see g. 7.1). Once the
simulator engine sets up the network, the HD Simulator Model begins calling the various
simulator libraries responsible for training.
First, the HD Navigation Function updates the position. Next, the HD Neuron Model
Computation Functions class calculates the ring rate based on the new position. With
the ring rate updated, the HD Neuron Model Maintenance class uses the HD Plasticity
class to apply plasticity to all its connections. Once applied, the HD Neuron Model
Maintenance class then calls the HD Neuron Function Scaling Functions class to scale
all its connections. Finally, the HD Neuron Model Stats Functions class generates and
updates statistical information.
Once training is complete, the Neuron Model Maintenance Functions class calls the
HD Neuron Function Global Inhibition Functions class to calculate the global inhibition
value which will be used during the activation stage. Once the training stage is complete,Chapter 7 Hippocampal Model Implementation 79
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the simulation can stop (as displayed in g. 7.2), it can be saved to le, or, alternatively,
it can immediately transition into the activation stage.
7.1.2 Activation
Carrying on the previous example, the head direction network activation stage is also
carried out by the HD Simulator Model, again, calling the various simulator libraries
responsible for activation.
First, the HD Navigation Function updates the angular and forward velocities. Next,
the HD Neuron Model Computation Functions class calculates the activation based on
recurrent input. Once calculated, the activation is then used to calculate the ring rate.
Next, the HD Neuron Model Communication Functions class calls the HD Synapse
Model Communication Functions class, passing to it the recently calculated ring rate,
which is responsible for signalling all target head direction cells. Finally, the HD Neuron
Model Stats Functions class generates and updates statistical information.
Once the activation stage is complete, the simulation can stop (as displayed in g. 7.3),
or it can be saved to le.82 Chapter 7 Hippocampal Model Implementation
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7.2 MPI Simulator Model
In distributed environments there is no guarantee that a target neuron will be accessible.
This leads to problems with classes which require direct communication, such as the
Neuron Model Communication Functions class. It also leads to problems with classes
which require global information, such as with the Neuron Function Scaling Functions
class. To deal with this, new simulator models are created which inherit from the old
ones.
Each child MPI Simulator Model class inherits from its parent Simulator Model class,
thereby ensuring it has all the main functionality. It then also inherits from the Simulator
Model Synchronisation Functions class which provides the functionality necessary to
synchronize the simulation across multiple nodes (see g. 7.4).
With the exception of the synchronisation functions, function calls still proceed as before.
Therefore, the, for example, HD MPI Simulator Model calls the functions within any
one of its simulator libraries. Afterwards, it would call the same function, but this time
belonging to the MPI Simulator Model. As before, there can be a return value, this
time in the opposite direction.
Once again, this similar pattern is also applied to the AV MPI Simulator Model, all
the way through to the Grid Simulator Model, and then onto the Place Cell Simulator
Model.
7.2.1 Training
The training stage proceeds as before, with the inclusion of the necessary synchronisation
stages (see g. 7.5). First, the HD Navigation Function updates the direction and
position.
After this, the position and direction is synchronised across all nodes. Next, the HD
Neuron Model Computation Functions class calculates the ring rate based on the new
position. Afterwards, the ring rates of all neurons are synchronised across all nodes.
With the ring rate updated, the HD Neuron Model Maintenance class uses the HD
Plasticity class to apply plasticity to all its connections. As the plasticity equations
only require the neuron ring rates, and as the ring rates are now synchronised, a
synchronisation stage is not required.
Once applied, the HD Neuron Model Maintenance class then calls the HD Neuron Func-
tion Scaling Functions class to scale all its connections. Here the scaling function must
be synchronised before it is applied as it requires global information.84 Chapter 7 Hippocampal Model Implementation
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Finally, the HD Neuron Model Stats Functions class generates and updates statistical
information. As these statistics often require information on all neurons, it too must be
synchronised.
Once training is complete, the Neuron Model Maintenance Functions class calls the HD
Neuron Function Global Inhibition Functions class to calculate the global inhibition
value which will be used during the activation stage. Here, just like with the scaling
function, the global inhibition values require information on all neurons. Therefore, it
must rst be synchronised before it can be applied. Afterwards, the simulation can stop
(as displayed in g. 7.5), it can be saved to le, or, alternatively, it can immediately
transition into the activation stage.
7.2.2 Activation
Carrying on the initial example, the head direction network activation stage is also
carried out by the HD MPI Simulator Model, again, calling the various simulator libraries
responsible for activation.
First, the HD Navigation Function updates the angular and forward velocities. This
information is then synchronised across all nodes to ensure the positions are identical.
Next, the HD Neuron Model Computation Functions class calculates the activation
based on recurrent input. As this stage is based on the recurrent input, it requires a
synchronisation stage. This synchronisation, however, will be carried out at the end of
each stage, after signalling all targets.
Once calculated, the activation is then used to calculate the ring rate. This ring rate
is then synchronised to ensure all nodes are aware of the neuron ring rates, and that
they are identical.
Next, the HD Neuron Model Communication Functions, calls the HD Synapse Model
Communication Functions class, passing to it the recently calculated ring rate, which
is responsible for signalling all target head direction cells. As the ring rates are already
synchronised, there is no need to further synchronise this stage.
Finally, the HD Neuron Model Stats Functions class generates and updates statistical
information. Here, as before, there is a nal synchronisation stage to ensure that all
global statistical information is captured.
Once the activation stage is complete, the simulation can stop (as displayed in g. 7.6),
or it can be saved to le.86 Chapter 7 Hippocampal Model Implementation
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7.3 Summary
The implementation of the model is carried out in two stages. In the rst, the mathemti-
cal models described in chapter 5 are separated based on functionality and disperesed
amongst their corresponding classes. For example, the post training scaling functions
are assigned to the scaling classes. This characterises the core of the simulation. Next,
the information must be checked at specic points throughout the simulation to ensure
synchrony.
In this second stage, a minimal amount of node specic information is gathered and sent
to all other nodes (ie. signalling target cells or relative synaptic strengths). The nodes
will then use this information to continue their local simulations.Chapter 8
Results
The attractor neural network models described in chapter 5 are evaluated here. The head
direction recurrent connections will be evaluated in section 8.1. The head direction
idiothetic connections (angular velocity connections) will be evaluated in section 8.2.
The grid recurrent connections will be evaluated in section 8.3. The grid idiothetic
connections (forward velocity connections) will be evaluated in section 8.4. Finally, the
feed forward place cell network will be evaluated in section 8.5. In all cases, the principal
goal is to rst obtain stability in the synaptic weights, and then stability of the activity
packet. In all these networks, the weights are randomly initialised.
8.1 Head Direction Continuous Attractor
The recurrent connections of the head direction attractor are evaluated here. This
evaluation is carried out through three tests. The rst test ensures that the trained
weights decay with distance. Once this is established, the second test ensures that this
weight decay is symmetric. The third and nal test ensures that these weights accurately
propagate the activity bump. The parameters of the head direction neuron model used
here are described in table 8.1.
Table 8.1: Parameters of the head direction neuron model.
Parameter Value
HD 20
HD 0:01
HD 400
HD 0
HD 1
HD 0.0
HD 1
HD 0.5
8990 Chapter 8 Results
8.1.1 Test 1: Weight Decay With Distance
The head direction recurrent connections must decrease with distance to ensure that
they successfully propagate the activity bump as opposed to continually, or haphazardly,
activating the entire network. In this test, the recurrent weights of the neurons are
collected and plotted based on distance. They are then averaged out over all neurons.
Furthermore, as a preliminary test, each successive weight is compared to the immediate
weight to ensure all weights decrease with distance. Figure 8.1 displays the graphs for
four dierent networks. As can be seen, the weights clearly decrease with distance, and
this decrease becomes more apparent as the number of neurons increases.
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Figure 8.1: Plot of incoming synaptic strength with respect to distance of head di-
rection neurons for seven dierent training time windows.
Although not readily apparent from gures 8.1(a)-8.1(d), the distribution curve begins
to atten out (see g. 8.2). They appear to all have the same shape, however, the
ratio of distances to average strengths goes from 18 : 0:12 = 150 in gure 8.1(a), to
360 : 0:025 = 14400.
What is happening is that as more cells are added, more cell directional preferences
begin to overlap. As this happens, larger groups of similar cells begin to acquire similar
strengths. Therefore, there will be fewer cells with relatively high strengths, and a larger
number of cells with relatively similar strengths. This will lead to problems later on inChapter 8 Results 91
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Figure 8.2: Superimposition of head direction normal distributions from gure 8.1.
attempting to achieve stability, which will be discussed in section 8.1.3. These problems
apply to both the head direction cells and the grid cells.
8.1.2 Test 2: Symmetric Weights
The importance here is to create connections which favour rotations in both directions
equally. This test is carried out after the training session. Its purpose is to evaluate the
eectiveness of equation (5.5) in creating symmetrical synaptic weights.
Table 8.2: The balance of the synaptic weights after training.
Size Dierence
18 1.774%
36 0.811%
72 0.394%
180 0.148%
360 0.077%
Every head direction cell is collected. The incoming recurrent connections are sorted
based on distance. The two closest cells are situated at the front of the array. Likewise,
the two farthest cells are situated at the end of the array. In the case of odd numbers of
connections, the last connection is discarded. The dierence of each pair is calculated.
Finally, all dierences are averaged out. In a perfectly balanced network, the dierences
should all be zero. As can be seen by the results in table 8.2, the connection strengths
in the head direction model are suciently balanced to maintain the activity, with that
balance increasing as the number of head direction cells increases.
8.1.3 Test 3: Activity Bump Formation
After the training stage, a certain subset of the head direction cells are articially acti-
vated by initializing the activation value to the extremely large value hHD
i = 10:0. All92 Chapter 8 Results
other activation values are initialized to the extremely small value hHD
i =  10:0. This
creates a crude activity bump as displayed in gure 9.1(a). With 180 head direction
cells, and 20%, or 36 head direction cells articially activated, a stable activity packet
forms after 20 iterations (g. 9.1(b)), with less than a 0:0001% drift thereafter (where
drift is measured as a change in ring rate of all cells from one iteration to the next, over
a period of 10 or more iterations). In cases where the activity bump displays chaotic
behaviour, the parameters of the activation function must be further ne tuned (see
sec. 9.1).
8.2 Angular Path Integration Continuous Attractor
The idiothetic connections of the angular path integration continuous attractor are eval-
uated here. This evaluation is carried out through three tests. The rst test ensures
that the trained weights decay with distance. Once this is established, the second test
ensures that this weight decay is asymmetric. The third and nal test ensures that these
weights accurately shift the activity bump. The parameters of the angular velocity sigma
Pi neuron model used here are described in table 8.3. This table is an adaptation of the
head direction neuron model parameters detailed in table 8.1, with the addition of the
idiothetic constant AV .
Table 8.3: Parameters of the angular velocity neuron model.
Parameter Value
HD 20
HD 0:01
HD 400
AV 400
HD 0
HD 1:5
HD 0.5
HD 100
8.2.1 Test 1: Weight Decay With Distance
The angular velocity sigma Pi idiothetic connections must also decrease with distance
to ensure that they move the activity bump in one direction or the other as opposed to
continually, or haphazardly, activating the entire network. As before, at the completion
of the training stage, the synaptic strengths are collected and indexed based on relative
distance (see g. 8.4). Here, however, they are based on relative distance to the strongest
incoming connection. Again, as a preliminary test, connections are iteratively checked
to ensure that distant connections are always weaker than closer connections.
Here, the two angular velocity sigma Pi layers are averaged out by arbitrarily ipping
one of the curves, in this case the counter clockwise curve, such that the skewed weightsChapter 8 Results 93
would still be preserved. Doing so also draws attention to the bias of sigma Pi neurons,
which will be addressed in the following section. However, as will be seen, the dierence
between the two is so small that it is negligible.
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Figure 8.3: Plot of incoming synaptic strength with respect to distance of the clock-
wise angular velocity sigma Pi neurons, for 18 and 36 neurons (red and green) as well
as for 180 and 360 neurons (blue and purple).
Here again, four dierent simulations are run on networks of size CAV = 18, CAV = 36,
CAV = 180, CAV = 360. Figure 8.3 displays the superimposition of all four graphs. As
can be seen, the weights clearly decrease with distance. This decrease is most profound
with smaller networks (18 and 36) as only a small number of neurons are enhanced while
the rest are scaled to near zero. With larger networks (180 and 360), there is a much
higher degree of competition, leading to far larger number of neurons having smaller
weights.
8.2.2 Test 2: Asymmetric Weights
From gure 8.3 it is apparent that the connections are biased. The importance here is to
create connections which oset the recurrent connections in one direction over another,
while also giving preference to closer directions. In other words, the connection strength
to the left head direction cell must be greater than or less than to the connection strength
to the right head direction cell. The purpose of this test is to evaluate the eectiveness
of equation (5.5) in creating asymmetrical synaptic weights.
Every angular velocity sigma Pi neuron is collected. The incoming idiothetic connections
are sorted based on distance. The two closest cells are situated at the front of the array.
Likewise, the two farthest cells are situated at the end of the array. In the case of odd
numbers of connections, the last connection is discarded. The dierence of each pair is94 Chapter 8 Results
Table 8.4: The balance of the synaptic weights after training.
Size Dierence
18 1.774%
36 0.811%
72 0.394%
180 0.148%
360 0.077%
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Figure 8.4: Plot of incoming synaptic strength with respect to distance of clockwise
and counter clockwise angular velocity sigma Pi neurons.
calculated. Finally, all dierences are averaged out.
Ideally, the result should be non zero. Looking at gure 8.3, with only 18 angular velocity
sigma Pi neurons (red), one neuron overwhelmingly controls the rate of rotation as it
has a strength of roughly 0.64 oset by a distance of 1, or just over 10 percent, with an
overall relative bias in the preferred direction of almost 94%. As the number is increased
to 36 (green), then 180 (blue) and nally 360 (purple), the strongest connection only has
a strength of 0.14 and it is oset by a distance of around 40, or more than 20 percent
in the preferred direction, here with an overall relative bias of only 86%.
The importance here is that although the overall relative bias has only changed by
8%, the number of neurons which control that bias, and thus the activity packet, has
increased by a factor of 40. Moving on to gure 8.4, as the number of angular velocityChapter 8 Results 95
sigma Pi neurons is increased, the clockwise and counter clockwise weight patterns begin
to more and more separate from one another, and therefore, more accurately represent
movements in their preferred directions.
8.2.3 Test 3: Activity Bump Movement
The activity bump tested in section 8.1.3 is here further tested with the inclusion of the
idiothetic inputs. As can be seen from gure 9.3, the activity bump is slightly slimmer
and taller. This has to do with the larger HD value to contain the activity packet of
the now larger number of head direction cells CHD = 360. As before, the activity packet
is allowed to stabilize. Stability is approached after 4 iterations, then achieved in 50.
The clockwise angular velocity cells are activated for 50 iterations to drive the activity
packet leftwards. Next the counter clockwise angular velocity cells are activated for 50
iterations to return to the starting position, then for another 50 iterations to move the
activity packet rightwards. Finally, the clockwise angular velocity cells are activated for
50 iterations to return the activity packet to its starting position. The activity packet
is successfully propagated around, and with only a 0:000008% drift.96 Chapter 8 Results
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Figure 8.5: Initialisation and formation of Activity Bump in the central 20% of head
direction cells.Chapter 8 Results 97
8.3 Grid Cell Continuous Attractor
The three tests employed here for the grid cells are the two dimensional counterparts to
the three tests run for the head direction cells. The rst test ensures that the trained
weights decay with distance. Once this is established, the second test ensures that
this weight decay is symmetric. The third test ensures that these weights accurately
propagate the activity bump. The grid neuron model used here is described in table 8.5.
Table 8.5: The parameters employed in the grid neuron model. Note, the G value
used here is the less constrained one mentioned in section 8.1.3 to ensure a larger and
more stable activity packet.
Parameter Value
G 2
G 0:01
G 400
G 0
G 1
G 0
G 1
G 0.25
8.3.1 Test 1: Weight Decay With Distance
As with the head direction weight decay test (sec. 8.1.1), the positional preferences here
should give rise to a three dimensional, spatial, normal distribution. In this test, the
strengths of all incoming grid cells are indexed based on radial distance (see g. 9.6(a)).
The results for four networks of size CG = 25  25 = 625 , CG = 50  50 = 2500 ,
CG = 250  250 = 62500 , and CG = 500  500 = 250000 are displayed in gure 8.6.
The graphs illustrate that the synaptic strengths decrease with distance. Much like with
the head direction cells, here there is a attening and dispersal of the Gaussian curve,
as indicated by the reduced peak ring rate (from 0.08 to 0.003) and a reduction of
excitatory connections (from 10.4% to 8.9%)
8.3.2 Test 2: Symmetric Weights
Figure 8.6 also indicates the near perfect symmetry much like the symmetry observed
in the head direction cells. The importance here is to create connections which favour
movements in all 6R directions equally, while also giving preference to closer connec-
tions, by decreasing in concentric rings. The purpose of this test is to evaluate the
eectiveness of equation (5.17) in creating these symmetrical synaptic weights. To at-
tain the standard deviation, the six vectors are obtained. These vectors correspond to
each preferred direction. For each radial distance, the standard deviation of the six98 Chapter 8 Results
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Figure 8.6: Plot of synaptic strength as a factor of distance, for dierent sized net-
works CG.
incoming strengths is calculated. Finally, all standard deviations are averaged out to
obtain a global standard deviation.
Table 8.6: The balance of the synaptic weights after training.
Size Dierence (stdev)
CG = 25  25 = 625 0.01146
CG = 50  50 = 2500 0.00028
CG = 250  250 = 62500 0.00013
CG = 500  500 = 250000 0.00003
As can be seen by the results in table 8.6, the connection strengths in the grid cell model
are suciently balanced. Furthermore, this balance is more profound than in the head
direction cells as a result of the far larger numbers simulated here.Chapter 8 Results 99
8.3.3 Test 3: Activity Bump Formation
Before using the head direction continuous attractor to move the grid cell activity bump
around, the grid continuous attractor must be proven to be stable. As before, a small
subset of the grid cells are activated. For simplicity, neighbouring grid cells, arranged
in a hexagonal orientation will be used. However, the number of rings in this subset
must not be too large. If it is, outlying inhibitory cells will be accidentally excited. This
could potentially shunt all activity in the network.
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Figure 8.7: Initialisation and formation of Activity Bump in the central 20% of grid
cells, does not lead to chaotic events when the global inhibition factor is reduced.
As is apparent from gure 8.7, decreasing the global inhibition results in a stabilised
activity bump after only four iterations.
8.4 Positional Path Integration Continuous Attractor
The three tests employed here for the forward velocity cells are the two dimensional
counterparts to the three tests run for the angular velocity cells. The rst test ensures
that the trained weights decay with distance. Once this is established, the second test
ensures that this weight decay is asymmetric. The third test ensures that these weights
accurately shift the activity bump.100 Chapter 8 Results
The parameters of the forward velocity sigma Pi neuron model used here is described
in table 8.7 which is an adaptation of the grid neuron model parameters detailed in
table 8.5, with the addition of the idiothetic constant FV .
Table 8.7: Parameters of the forward velocity sigma Pi neuron model.
Parameter Value
G 20
G 0:01
G 400
FV 400
G  0:5
G 0:1
G 0.5
G 100
8.4.1 Test 1: Weight Decay With Distance
The forward velocity sigma Pi idiothetic connections must decrease with distance to
ensure that they move the activity bump in one direction or the other as opposed to
continually, or haphazardly, activating the entire network. At the completion of the
training stage, the synaptic strengths are collected and indexed based on sub groups
and plotted to a mapped three dimensional graph (see gure 8.8).
Here again, four dierent simulations are run on networks of size CG = 25  25 = 625,
CG = 50  50 = 2500, CG = 250  250 = 62500, and CG = 500  500 = 250000. Next,
for each network, the weights of the idiothetic connections are collected and plotted
based on radial distance, nally, they are averaged out over all neurons and shifted and
set about the centre of the graph. Figure 8.8 displays the graphs of the four dierent
networks. As can be seen, the weights clearly decrease with distance, and this decrease
becomes more apparent as the number of neurons increases.
To quantitatively determine whether the weights decay with this distance, a test similar
to that carried out for grid cell weight decay is employed. This test is carried out
independently for every dierent forward velocity layer. First, the strongest forward
velocity sigma Pi input is located. This is then set as the centre point. The incoming
idiothetic connections are then, through the use of trigonometry, grouped into CHD
`slices'. Within each slice, starting with the origin, groups are incrementally checked
to ensure that distant connections are weaker than closer connections. This process
conrms the ndings of the previous two gures. With the distance based weight decay
established, the testing for asymmetry of weights is simplied.Chapter 8 Results 101
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Figure 8.8: Plot of synaptic strength as a factor of distance, for dierent sized net-
works CG.
8.4.2 Test 2: Asymmetric Weights
From gure 8.8 it is also clear that the weights are skewed in the preferred direction,
with a general bias in the direction of travel. The importance here is to create connec-
tions which oset the recurrent connections in the preferred direction of travel, while
also giving preference to closer directions. The purpose of this test is to evaluate the
eectiveness of equation (5.16) in creating asymmetrical synaptic weights.
Table 8.8: The balance of the synaptic weights after training.
Size Dierence
CG = 25  25 = 625 0.680%
CG = 50  50 = 2500 0.730%
CG = 250  250 = 62500 0.735%
CG = 500  500 = 250000 0.741%
As in the previous test, for every grid cell, every forward velocity sigma Pi neuron is
collected. The incoming idiothetic connections are then partitioned into slices, and all
the values within slices summed together. Next, a preliminary test ensures that these102 Chapter 8 Results
slice sums decrease in radial distance from the preferred slice. Finally, the dierence of
these slices, with respect to radial distance is displayed in table 8.8.
8.4.3 Test 3: Activity Bump Movement
The activity bump tested in section 8.3.3 is here tested with the inclusion of the idiothetic
inputs. As before, the activity packet is allowed to stabilize. Stability is approached
after 4 iterations, then achieved in 50. The forward velocity cells are activated one layer
at a time. Activation lasts for 50 iterations to drive the activity packet in the forward
velocity layer direction of travel. Next the forward velocity layer travelling in opposite
direction is activated for 50 iterations to return to the starting position.1 Figure 8.9
displays travel in one of 8 evenly split directions. Afterwards, they are activated in the
opposite direction (not shown), to return the activity bump to the original position. In
all dierent sized networks, the activity packet is successfully propagated around, and
with a less than 0:000008% drift.
1In order for this test to produce any meaningful results, the number of forward velocity layers must
be even to guarantee that every forward velocity layer has a corresponding layer in the opposite direction
of travel.Chapter 8 Results 103
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Figure 8.9: Displacement of grid activity bump.104 Chapter 8 Results
8.4.4 Test 4: Grid Scales
The continuous propagation of the activity bump, along with the use of a twisted torus
(5.13), generates a mesh of hexagonal ring elds. Furthermore, the scale of these elds
can then be controlled by properly adjusting the speed gain signal , the grid oest
through the preferred location (xG
i ;yi
p), and the grid orientation (indirectly through &,
see sec. 5.3.1).
Through the use of a, in this case twisted, torus, modular arithmetic will convert the
positional preference, which is measured in absolute terms, into a grid oset, which has
a more tangible application to repeating elds. Both the gain signal and the grid oset
are then implementation specic.
The gain signal is applied to the activation function to control the relative idiothetic
contribution. A large gain factor  would propagate the acitvity bump greatly, and, in
a torus, more quickly return to its starting position. When mapped out over a large
surface, this manifests as a small grid spacing (see g. 8.11(a)). Conversely a small gain
factor  would not propogate the activity bump too greatly, thus manifesting as a large
grid spacing (see g. 8.11(b)).
A similar method is employed to create multiple grid orientations. To oset the rel-
ative forward velocity cell bias, rotationally, in a given direction, the upstream head
direction cells are, instead, modied by shifting the hypothetical north pole by directly
manipulating the rotational bias & in (5.7). By using progressively larger values for &, the
angular orientation of the arising grid cells goes from 0 (see g. 8.11(e)) to more counter
clockwise positions (see g. 8.11(f)). Modular arithmetic then restricts this to the range
[0;360] and the unique cyclical nature of equilateral triangles, and thus hexagons, then
further restricts this to the range 0;30.Chapter 8 Results 105
(a)  = 0:25 (b)  = 0:5
(c)  = 0:75 (d)  = 1
(e)  = 1:25 (f)  = 1:5
Figure 8.10: Superimposition of head direction normal distributions from gure 8.1.106 Chapter 8 Results
(a)  = 0:25 (b)  = 0:5
(c)  = 0:75 (d)  = 1
(e)  = 1:25 (f)  = 1:5
Figure 8.11: Superimposition of head direction normal distributions from gure 8.1.Chapter 8 Results 107
8.5 Place Cell Network
Four tests are run to evaluate the model developed here using the theories put forth by
Solstad et al. (2006) which are described in section 5.6. The rst test evaluates the place
cells formed when random phases are used. The second test evaluates the place cells
formed when similar orientations are used. The third test evaluates the place cells formed
when random orientations are used with both similar osets and spacings. Finally, the
fourth test evaluates the place cells formed when random orientations and spacings are
used, but still similar osets. The neuron model used is described in table 8.9.
Table 8.9: The parameters employed in the place cell model.
Parameter Value
P 0:01
MEC 400
LEC 400
P 0
P 1
P 0
8.5.1 Test 1: Random Phase
The rst test assigns all upstream grid cells with an identical orientation but with
random osets and spacings. For simplicity, the orientation is set to zero. The phase
and the spacing are then randomly selected. The standard deviation G is further set
to 50 such that the vertex sizes came out to be roughly 100 units.
(a) 200  200 (b) 1000  1000
Figure 8.12: Fourier transformation of grid cells with identical angles but varying
osets and spacings.
The rst trial uses a small 200200 enclosure with 20 incoming entorhinal cells per place
cell. Here the phases are randomly sampled from the full environment. The spacing, on
the other hand, is randomly selected from the range 50 150. As can be seen, there are108 Chapter 8 Results
two ring elds (see g. 8.12(a)), both encompassing more than 50% of the environment
and both with low ring rates, separated by a region of no activity encompassing roughly
one third of the environment.
A second trial uses a larger environment, this time 1000 1000 and using 50 entorhinal
inputs per place cell instead. This time, a slightly larger spacing is randomly assigned
from the range 250   500. The phases, on the other hand, are still completely random.
Here again, multiple ring elds form (see g. 8.12(b)), all with low ring rates and
separated by regions of zero activity.
8.5.2 Test 2: Similar Orientations
The second test assigns all upstream grid cells with not only identical orientations, but
also identical osets. The spacings, however, are still randomly selected. For simplicity,
the orientation is set to zero. Similarly, for simplicity, the phase is set to be the centre
of the environment. The standard deviation G is set to a smaller value of 10 to be able
to better observe the formation of spokes.
(a) 100  100 (b) 1000  1000
Figure 8.13: Fourier transformation of grid cells with identical angles but varying
osets and spacings.
The rst trial is implemented on a small 200  200 enclosure (see g. 8.13(a)) with 10
entorhinal inputs per place cell, where the spacing is assigned based on index i 2 0   9
such that d = 25 + 2i and the osets are all assigned to be the centre (100;100) for
simplicity. These lead to the hexagonal spokes mentioned by Solstad et al. (2006).
The same test is then carried out for 20 incoming entorhinal inputs per place cell (see
g. 8.13(b)). This time random spacings in the range 25   75 were used. Here, the
outcome resembles a star.Chapter 8 Results 109
8.5.3 Test 3: Random Orientation, Similar Osets/Spacings
The third tests assigns all upstream grid cells with identical spacings and osets. This
time, however, the orientations are randomly modulated. In both trials carried out, a
standard deviation G of 10 is used resulting in elds of roughly 20 units.
(a) 100  100 (b) 1000  1000
Figure 8.14: Fourier transformation of grid cells with identical angles but varying
osets and spacings.
The rst trial is implemented in an environment of size 200  200. Here, all grid cells
are assigned osets centred at the origin (100;100). Similarly, all grid cells are assigned
vertex spacings of 40 units. The angle is then randomly chosen from the entire range
0   30. The resulting ring pattern, centred about the origin (100;100), resembles the
concentric rings described by Solstad et al. (2006) (see g. 8.14(a)).
The second trial is implemented in a slightly larger environment of size 500500. Here,
all grid cells are, again, assigned osets centred at the origin (250;250). The grid cells
are also assigned vertex spacings of 40 units. Likewise, the angles are again randomly
chosen from the entire range 0 30. The results are similar, with a lower average ring
rate in the second trial, but a better resemblance to the rings described by Solstad et al.
(2006) (see g. 8.14(b)).
8.5.4 Test 4: Random Orientation and Spacing, Similar Osets
The nal test is carried out to ensure that grid cells in this attractor network can linearly
combine to form the single conned place eld described by Solstad et al. (2006). All
trials are carried out in in an environment of size 200  200. Furthermore, across all
trials there are 20 incoming entorhinal inputs per grid cell.
In the rst trial, grid cells are given a phase centred about the origin with a small degree
of phase displacement, (100  2:5;100  2:5). The orientations are then assigned from
the entire range 0   30. Finally, the vertex spacings are assigned from the range of110 Chapter 8 Results
(a) Phase Displacement  2:5 (b) Phase Displacement  10
(c) Phase Displacement  20 I (d) Phase Displacement  20 II
Figure 8.15: Fourier transformation of grid cells with identical angles but varying
osets and spacings.
10   100. This leads to a single place cell, with a surrounding region of medium to low
activity as a result of residual grid eld activity (see g. 8.15(a)).
In the second trial, the phase jitter is increased to (100  10;100  10). Here, the
surrounding residual grid elds disappear. Instead, a larger more profound place eld
emerges (see g. 8.15(b)) just as Solstad et al. (2006) describes.
In the third trial, the phase jitter is further increased to (100  20;100  20). Here,
the place eld increases in size and engulfs the entire environment. In addition to this,
the grid elds begin to re-emerge (see g. 8.15(c)).
In the fourth and nal trial, the phase jitter is again increased to (100 20;100 20) and
the range of vertex spacing range is increased to 10 200. This results in the formation
of a much larger grid eld centred on top of the previous place eld (see g. 8.15(c)).
This is representative of the beat eects commonly observed with signal interference.Chapter 8 Results 111
8.6 Summary
The results display that path integration does arise and that it leads to the formation
of place cells.Chapter 9
Discussion
Four years ago, this research project was initiated with the intention of simulating plas-
ticity in a silicon cortex. In this respect, nothing has changed. Synaptic plasticity is still
at the core of this project. The model created here aims to explain how plasticity can be
used to aid in path integration. How this model has unfolded has changed considerably
over the past four years. The rst major modication came when SpiNNaker was de-
clared to be unavailable. This presented a dilemma. The model was initially packaged
to be run as a benchmark on the newly created architecture. After this, attention had
to be focused on dierent architectures.
Eventually, the Taranaki cluster was settled upon. This shift was a mixed blessing. On
the one hand it meant new novel ground had to be discovered. This was one benet
of testing on the SpiNNaker architecture. It automatically guaranteed that the work
being carried out was novel. However, on the other hand, SpiNNaker imposes many
constraints. The inability to represent oating point numbers and the limited amount
of memory made it extremely dicult to implement more complicated models and func-
tions. With the SpiNNaker team, there was a tacit acknowledgement that Southamp-
ton University was only required to provide the models. The Manchester team would
then implement those models on SpiNNaker removing the need for a simulator. With
Taranaki, however, no such luxury was extended. Not only was a simulator required,
but it had to be compatible with MPI.
Simulators were experimented with in hopes of nding a suitable one. In the end,
none were found, and it was decided to build one specically for this model. INNDE
progressed from a simple C procedural program, to an object oriented design, and nally
it came to represent somewhat of a programming paradigm, complete with its own
markup language. INNDE, therefore, became a novel contribution of its own.
The model on the other hand, implements several hippocampal and entorhinal regions
in silicon using synaptic plasticity to establish the connectivity. Path integration is used
113114 Chapter 9 Discussion
to convert angular signals into directional signals, velocity signals into positional signals,
and nally to convert those positional signals into a unied place cell network.
The approach to plasticity algorithms has also changed. Initially a very ambitious
series of algorithms were devised to carry out plasticity. The goal was to make the
use of plasticity both simple and ecient, as well as directly controlling the important
parameters of plasticity curves, such as threshold, strength and half life. Although the
plasticity algorithms were successfully created, they were never adapted to any model.
Instead, the more basic learning rules were employed.
9.1 Hippocampal Model
9.1.1 Head Direction Network Activity Bump Destabilisation
When the number of head direction cells is increased to 360, the activity packet becomes
unstable, with a far more noticeable drift of greater than 50%. The resulting activity
packet goes back and forth between high and low values (see g. 9.3).
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Figure 9.1: Initialisation and formation of Activity Bump in the central 20% of head
direction cells.
Closer inspection of equations (5.1), and (5.2) reveals that for inappropriately chosen
values, the distant connections will begin to exert a disproportionately larger, negative,
contribution. This was briey mentioned before as one of the dangerous side eects of
attening the distribution curve.
As this happens, activated cells become more and more inactivated every iteration.
Eventually this inactivation will lead to the entire system being inactivated. When
inactivated, there will be no signal contribution from any cell to any other cell, thereby
rendering the segment
P
j(wHD
ij   wHD
INH)rHD
j of equation (5.1) to zero, which also sets
the entire equation to zero. However, based on the HD and HD values chosen, an
activation of zero could lead to a ring rate of greater than zero as per equation (5.2).Chapter 9 Discussion 115
Once this new activity bump is attained, the inhibitory connections, now even stronger
than before, manage to provide a net negative contribution to the activity bump, thereby
driving the total activity back down to zero. This process repeats, each time the activity
packet getting weaker, until nally the activity packet completely disappears.
In this simulation, with the chosen parameters, as the number of head direction cells are
increased from 180 to 720, the contribution of inputs greater than one half the strength
of the maximum incoming strength (wHD
ij > wHD
INH) as compared to the contribution of
inputs less than one half the strength of the maximum incoming strength (wHD
ij < wHD
INH)
decreases from 17% to 10% (see g. 9.4).
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Figure 9.2: Activation function for head direction continuous attractor.
The problem arises out of the activation function curve (see g. 9.2). Even with an
activation of hHD
i =  3:0, the ring rate, more importantly still the inhibitory ring
rate, is still signicant. Removing all inhibitory connections also will not work as the
activity packet will no longer be contained. Increasing the slope HD, on the other
hand, will help contain the activity packet. However, as doing so decreases the number
of cells in the activity packet, the slope HD must only be increased as much as is
necessary. This has the eect of concentrating the activity packet to make it slimmer,
and strengthening the ring rates to make the packets more intense.
For small numbers of neurons, as in the head direction or angular velocity networks, this
is adequate. For larger networks, as in the grid and forward velocity networks, this will
prove to be inadequate. There, the global inhibition ratio G must also be updated to
directly manipulate the size of the activity packet.116 Chapter 9 Discussion
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=1
(a) Initialisation
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=2
t=3
t=4
t=5
t=6
t=7
t=8
(b) Dissipation
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=15
t=16
(c) Reduction
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=16
t=17
(d) Enlargement
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=17
t=18
(e) Reduction II
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=18
t=19
(f) Enlargement II
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=19
t=20
(g) Reduction III
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  60  120  180  240  300  360
F
i
r
i
n
g
 
R
a
t
e
HD Cell
Activity Bump
t=20
t=21
(h) Destruction
Figure 9.3: Initialisation and formation of Activity Bump in the central 20% of head
direction cells, leading to chaotic events.Chapter 9 Discussion 117
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Figure 9.4: Weight dispersal in normal versus inhibited weights (last four graphs
drawn to a dierent scale).118 Chapter 9 Discussion
9.1.2 Grid Network Concentric Rings
Every concentric `ring' R around a central hexagonal grid eld has 6R grid elds for a
total number of elds G =
N X
R=1
6R for N rings, with G(0) = 1. However, due to the
equilateral nature of neighbouring grid cells, there are two types of distances, both most
easily conceptualised if the hexagonal grids are instead thought of as series of back to
back equilateral triangles, forming diamonds (see g. 9.6).
In these diamonds, three of the nodes form an equilateral triangle, and thus have a dis-
tance between them equal to the vertex spacing. The fourth node has a distance greater
than that of the vertex spacing as it constitutes the hypotenuse of a non equilateral
triangle. However, by Pythagoras theorem this hypotenuse is still less than two vertex
spacings (cos(30)  vs < 2  vs).
This produces at least two possible radial distances within the same ring. If the distances
lie along diamond edges (see g. 9.6(a)), they will be slightly longer. If, on the other
hand, the distances lie along equilateral edges (see g. 9.6(b)), they will be slightly
shorter.
As the number of rings is increased, both of these types of connections will increase (see
g. 9.5(b)). As this increase is connected to the `diamonds', and as these diamonds are
formed from the equilateral triangles across two dierent rings, this increase occurs every
second additional ring such that the number of groups per ring G
0
(R), excluding rings
zero and one which both have only one group, follows the function G
0
(R) = b(R+1)=2c.
The total number of unique radial distances thus increases according to the function
G
0
=
N X
R=2
b(R + 1)=2 + 2c for N rings.
As rings grow larger and contain more elds (G(R) = 6R), they will contain more and
more of these unique radial distances. However, within the ring, each of these unique
radial distances will contain either 6 or 12 elds, owing to the equilateral nature of each
of the six slices constituting a hexagonal eld.1
Along this `slice', every additional ring adds one more eld (see g. 9.5(b)). Even rings
have an odd number of elds. When summed across all slices, these rings will have
groups of unique radial distances with 12 members, and a single group with only 6
members. Odd rings will have an even number of elds, with all of their unique radial
distances having 12 members.
Another way of thinking of these is to revisit the concept of diamonds. When a vertex
splits o to form an equilateral triangle in the subsequent ring it will produce two
1In this model the space is converted into a toroid. Therefore, travelling in a straight line, the rings
rst grow more distant, then grow less distant. Nearing this transition point, this rule begins to fall
apart. In the results this is observable as a disruption of the normal distribution curve of weights as a
factor of radial distances.Chapter 9 Discussion 119
new elds, both of the same unique radial distance, thus ensuring they form 12 unique
members. In the next ring, those two elds will combine to form a diamond. When these
vertices combine, they will produce only one eld, thus forming only 6 unique members.120 Chapter 9 Discussion
(a) Relative Distances
(b) Sub Groups
Figure 9.5: (a) Relative distances, as a percentage of maximum distance, from central
node, indicates the existence of more than one unique distance per ring. (b) Unique
distance ids, assigned in order of increasing distance, indicates the number of unique
distances increases every second ring.Chapter 9 Discussion 121
(a) Diamonds
(b) Triangles
Figure 9.6: (a) Neighbouring diamonds align to create the longer distances, in this
case, group 3, or 40%. (b) Neighbouring triangles align to create the shorter distances,
in this case, group 2, or 35 %.122 Chapter 9 Discussion
Therefore, these tests are not as straight-forward as collecting every 6R elds of each Rth
ring. Doing so would lead to extremely high standard deviations. Instead, in this test,
these unique radial distances are collected and measured. All connections are arranged
based on possible distances G
0
and checked to ensure that previous rings are all stronger.
9.1.3 Grid Network Activity Bump Destabilisation
Although grid cells are arranged in a two dimensional mesh, they can still be considered
to be a one dimensional clique, just as the head direction cells of the head direction
continuous attractor. By arranging them as such, the ratio of incoming weights greater
than the global inhibition value (wG
ij > wG
INH) to incoming weights less than the global
inhibition value (wG
ij < wG
INH) can be obtained. Doing so will determine whether larger
or smaller G values need to be used.
Contrasting these results (see g. 8.6) with the head direction continuous attractor re-
sults (see g. 9.4), it becomes apparent that the percentage of incoming connections
stronger than the global inhibition (wG
ij > wG
INH) is lower in the grid continuous at-
tractor. This suggests that, as will be seen, the activity packet will become unstable,
and will do so more quickly than with the head direction continuous attractor. The
reason for these lower ratios has to do with the two dimensional nature of the incoming
connections.
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Figure 9.7: Activation function for grid continuous attractor.
With the head direction cells, there is a group of pairs (one clockwise and one counter
clockwise), which are stronger than the global inhibition (wG
ij > wG
INH) and another
group of pairs which are weaker than the global inhibition (wG
ij < wG
INH). Here, however,
the `pairs' are a variable size, namely the unique groups G
0
described earlier.
Therefore, as the number of distant rings linearly increases, and the likelihood of incom-
ing connections from distant rings being weaker than the global inhibition value also
increases, it stands to reason that the ratio of incoming connections stronger than the
global inhibition value to those weaker than the global inhibition value will decrease
more quickly than in the head direction continuous attractor.Chapter 9 Discussion 123
The same principles are responsible here for this chaotic behaviour. The dispropor-
tionately inhibitory connections reduce the activity of the activity bump. This reduced
activity will reduce the inhibition of the inhibitory grid cells. The inhibitory grid cells
then cease inhibiting the previously activated grid cells. With almost zero input, and
therefore zero activation, as per equation (5.2), the ring rate will be, for a threshold
value G  0, greater than zero (rG
i > 0). Eventually the entire network will cycle
between zero activity and greater than zero activity.
The only dierence here is that as the inhibitory inputs are so disproportionately higher
than the excitatory inputs, this chaotic behaviour is observed in only four iterations, as
opposed to the roughly twenty iterations of the head direction continuous attractor.2
As the ratio of inhibitory connections to excitatory connections here is so drastically
more skewed, simply steepening the slope G does not suce as the inhibitory input
drives the sum of all inputs to well below a value of -6 and essentially return an activation
value of zero. Therefore, here the threshold G must also be modied. By increasing the
threshold, the activated cells are denying the distant cells the privilege of being activated.
However, a steep slope G ensures that active cells will continue to successfully activate
themselves.
Finally, coupled with the extreme bias (see g. 8.6), even if all cells are initially acti-
vated to a ring rate rG = 1:0, the activity packet will still disappear as neighbouring
connections are overwhelmingly inhibitory.
What is needed instead is a full transformation of the incoming weight distributions to
reduce the bias. This is achieved by decreasing the level of global inhibition wG
INH by
reducing the global inhibition ratio G from 0.5, used by the head direction cells, to
only 0.25. Generally, decreasing the global inhibition, and thus increasing the size of the
activity packet will suciently undermine the ability of the inhibitory cells to destroy
the activity packet by directly modifying the ratio of inhibition to excitation.
2Another factor contributing to the instability, particularly in larger networks is the bizarre behaviour
of an increasing number of inhibitory strengths with distance. The associative plasticity rule, along with
the positional preferences and the training ring rate create synaptic strengths which decrease with
distance. The global inhibition in turn splits the connections into excitatory and inhibitory. As the
excitatory connections are positives, they still decrease with distance. However, although the inhibitory
connections also decrease with distance, their negative magnitude, and thus their inhibitory magnitude,
increases with distance. Due to this fact, and the fact that each n
th ring adds 6n cells, the distant
inhibitory cells will come to dominate the percentage of inhibitory weights.
For sigmoidal threshold functions with low 
G values, the ring rate function will resemble a linear
function with a minimal slope, and, therefore, the ring rates of the close and distant inhibitory con-
nections will be similar. Thus, the inhibitory connections will exert an overall overwhelming inuence
on the activity bump. This inuence is manifested as a destruction of the activity bump.124 Chapter 9 Discussion
9.2 Diculty of Simulating Propagation
In a way very reminiscient of what happened to the entorhinal cortex when initial
experimentation was too dispersed, here too using an incorrect forward velocity scaling
factor G results in non hexagonal ring ring elds. To explain this, rst the articial
navigation must be explained.
Path integration updates the activity bump to represent location in an environment.
In biological experimentation, individual grid cells are monitored and their ring rates
recorded. In addition to this, the animal's movements are also recorded. Later, the
ring rates are superimposed over the navigation trace, which results in the appearance
of grid elds.
In simulations, on the other hand, there is no animal, and therefore, no trace to record.
However, the head direction cells are restricted to the range 0  360, and their relative
osets can be used to, arbitrarily, set one cell to point north, thereby endowing the
network with a sense of directionality which can be visualized. Similarly, the grid cells
are restricted to the boundaries of the torus they represent. As the activity bump is
moved around, the directional displacement (in terms of the most highly activated head
direction cell) and the positional displacement (calculated from the directional displace-
ment and the forward velocity ring rate and gain constant FV ) can be calculated as
a vector.
Once this vector is calculated, the recorded ring rates can be superimposed over this to
obtain grid elds. Unfortunately, path integration is not the same as path nding, and
no where is this more evident then when trying to drive the simulation around. Ideally,
to create reliable grid elds, the path taken should evenly sample all locations in an
environment. Travelling back and forth in a straight line, would clearly be useless. Here,
instead, the simulation would navigate north for a long period of time, then navigate east
for an extremely short period of time, then navigate south for a long period of time, and
again east for a short period of time. This essentially creates parallel lines traversing the
environment, which when mapped onto with ring rate information, reliably recreates
grid elds.
A problem arises, however, when the eastward movements are much smaller than the
north or southwards movements. In this case, it appears as if the hexagonal ring elds
have degraded into horizontal stripes as the activity bump is continually propagated up
and around the torus without very much moving it left and around. A further problem
arises when the forward velocity gain factor is improperly set to periodically skip certain
elds. In this case, the elds look completely rectangular as the intermediate equilateral
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9.3 INNDE
The unique simulator developed here is dierent from the other simulators available
principally in that it tries to bridge the gap between ANN simulators, and mathemat-
ical libraries used by other programming languages and environments such as Java or
Matlab. The main problem associated with mathematical models is that each one is
drastically dierent, to the point where each one has very little in common with the
other. Therefore, to get around this, the most basic common ground was discovered,
and packaged into the simulator engine, in the form of neurons, synapses, and topologies
(networks of neurons).
As basic as the engine was, there were still cases where models could dier. For example,
whether the user wants unidirectional versus bidirectional information ow. Therefore,
it was decided to utilise a checkpoint system, where the user would be guaranteed of the
order of progression, and all they had to do was provide the engine with the instructions
to carry out at each of those checkpoints, with all these instructions specied in the
simulator library.
The separation of the core functions in the engine from the specic functions in the
library was, therefore, a success. Unfortunately, there are still cases where it may be
simpler to build a new program to run models then to use this simulator. This arises
entirely out of the fact that there are no restrictions to how abstract a model may be,
and it may prove to be simpler than attempting to mold some models to conform to this
simulator's paradigm.
Nevertheless, the same could be said of all the compartmental neural network simula-
tors and the ANN simulators: they are designed for only a subset of neural networks.
Likewise, the simulator here is designed to be able to simulate most mathemical models.
9.4 Multicore And MPI
Most computers these days use multiple cores. Multiple cores work with multiple pro-
cesses, multiple threads, and even multiple MPI ranks. In the case of the latter, multicore
systems were not designed to cater towards message passing, and likewise, MPI was not
intended to be used on multicore systems. It is, therefore, better to modify the code such
that individual ranks can use multiple processes or multiple threads. Multiple threads
are ideal to use as they overcome the shortcomings of both MPI and processes by pro-
viding for shared memory. However, the introduction of threads further complicates
the design of the simulator. Ideally the user should be able to provide a command line
argument to toggle the multicore environment on or o, and also specify the number
of cores available. This is a better practice than creating a single core or a multicore
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every rank changes based on whether one is using a single or a multicore environment.
In the case of a single core, the rst node is designated the root node, and is assigned
no computation. In the case of multicore environments, only the rst core of the rst
node is designated the root node, and all other cores of the rst node carry out some
computation. As the root node now also participates in the computation process, the
cells must now be redistributed to account for this.
In theory this leads to four cases: single core and single node, multicore and single node,
single core and multi node, and nally multicore and multi node. In practice, Python is
incapable of carrying out true multithreading. This has to do with a aw in the design of
the Python interpreter which requires that only one thread has access to the interpreter
clock. Due to continuous competition between multiple threads to try to gain control
of this clock, multi threaded programs come out to be several times slower than their
single threaded counterparts.
9.5 Message Passing
As models become larger, simulating them on a single computer becomes intractable.
Scientists, therefore, look towards simulating them across entire networks. Each node
within this network would process some subset of the model. It would then inform the
other nodes of its progress via message passing. Unfortunately, this message passing
process acts as a bottleneck. This bottleneck then favours certain types of models over
others.
First of all, distributed programming favours no information sharing. It is ideal for
problems which can be broken down and carried out independently. Linear search is
one such example. In an array of size n the work can be distributed across k nodes by
assigning each node in the range [0::k   1] with the subset [n  k::n(k + 1)]. The nodes
would each search within their respective subsets and return the desired entry, if found.
Unfortunately, neural simulations require a high degree of information sharing. Every
iteration, the neurons in one node must communicate with neurons in other nodes.
Therefore, they can not be fully carried out independently on multiple nodes. Message
passing must be used every iteration. There are certain aspects of neural simulations,
however, which can be carried out independently, for example, it is more ecient to
write all neuron results to le and then merge them at the completion of the simulation,
as opposed to merging them all via message passing before writing the merged result to
le.
Secondly, when no information sharing is not possible, distributed programming favours
minimal information sharing. It is simplest for problems which communicate only a
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are k nodes each monitoring daily temperatures for k dierent countries, each node
would have a list of all previous daily temperatures. Each node would then only return
the mean of this list.
Unfortunately, here again, neural simulations can not average out their outputs. Each
synaptic output is intended for a unique neuron. The message passing carried out
each node can not discard any information without also losing it. However, statistical
functions can sometimes be shared with only minimal information. Most of the related
statistical functions described in chapter 7 are implemented in this fashion.
Thirdly, when minimal information sharing is not possible, distributed programming
favours uniform information sharing. It is simplest for problems which communicate
only one type of information. Binary neurons are one such example. In an graph of size
nm, each node in the range 0::k 1 would be assigned the neurons nmk::nm(k+1).
The outputs, every iteration, would then all be IDstrength pairs.
Simple neural models can adhere to this principle. Their simulators are then very basic.
All that is required is that they append the strength to the neurons with the given
ID. More complicated neural models, such as the one designed here, unfortunately
communicate more than one type of information, and they do so multiple times every
iteration.
Finally, when uniform information sharing is not possible, distributed programming
favours simple design. It is simplest for problems which have a basic design. Synaptic
scaling is one such example. If it is implemented with a simple design, it can then locally
adhere to minimal, or at the very least uniform, information sharing.
The implementation of the hippocampal model described in chapter 7 adhered to this
nal design to convert the mathematical model designed in chapter 7 to a distributed
program. Processes which needed global information, such as synaptic scaling and global
inhibition, were moved into their own classes such that they could be implemented with
minimal information sharing. Processes such as associative synaptic plasticity were
moved into their own classes such that they could be implemented with only uniform
information sharing.
9.6 SpiNNaker
SpiNNaker is computer designed specically for large scale simulations of neurons. As
such, it provides several benets over neural simulations implemented in a distributed
fashion. First, there is no message passing. All SpiNNaker nodes communicate with
each other directly. Doing so avoids the incredibly low transmission rates all networks
suer from. Second, as a single multi node computer, implementation of models is made
far easier as information can be made to be global both within nodes and across nodes.128 Chapter 9 Discussion
Third, the use of real time spikes instils more biological plausibility than do discrete
models. Fourth, SpiNNaker manages both the neurons and the synapses. Therefore,
although the user is free to provide neuron models and learning rules, the simulator
makes sure to apply them to all neurons.
If this hippocampal model were to be run on SpiNNaker instead of Taranaki, several
of the classes would have been substantially easier to implement. First, all MPI re-
lated classes would no longer be necessary. The simulator model classes would also be
substantially simplied. The activation and ring rate functions would be loaded into
SpiNNaker, which would then use those functions to update all the neurons. Similarly,
plasticity could also be loaded into SpiNNaker. This would then reduce the burden
on the neuron models, and remove the need for the plasticity classes. Synapse models
could be removed entirely as SpiNNaker already provides weights for synapses. More
importantly, with the possibility of global variables, much of the hippocampal model
could be directly implemented in SpiNNaker.
SpiNNaker also makes some design decisions which limit the range of neural simulations
which can be implemented. All communication is carried out in real time. Therefore,
all models should be chosen to be basic enough to run in real time. Examples of these
include the Izhikevich neuron model or the leaky integrate and re neuron model along
with simple learning rules (Izhikevich, 2004). Alternatively, the model should be made
smaller to cater to more computationally intensive models such as the sigmoidal rate
based model employed here.
Another design decision to be taken into consideration is that of communication. Here,
communication represents the binary nature of action potentials. Each source neuron
generates a spike which gets routed to all target neurons. Target neurons then have a list
of weights representing the synaptic weight of the incoming synapse. Learning is carried
out based on the rate of incoming spikes. In theory, the associative learning rule used
here (5.17) could be loaded. However, several problems arise. First, if presynaptic ring
rate information is required, it would have to be provided by using the 32 bit payload of
the multicast packet (see appendix E) intended solely for debugging purposes. Second,
this 32 bit payload is insucient to carry large amounts of data, as is associated with
the forward velocity sigma Pi neurons.
The neurons modelled in SpiNNaker are unique in that they have presynaptic knowledge,
therefore, the scaling process here could be carried out postsynaptically. However, as it
requires cycling over every synapse, it will, more likely than not, slow the simulation. If
postprocessing is carried out each iteration, such as is the case with synaptic scaling and
global inhibition, it must be guaranteed to not slow the simulation to the point that it
causes a queue of incoming spikes.
Finally, SpiNNaker only represents oating point integers. Any models which use oating
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point representation. Although this might not be impossible, it is incredibly dicult. For
example, in the hippocampal model, changes would have to be made to all parameters
of the activation and ring rate function, including the exponential function, as well as
the synaptic plasticity equations, and nally the scaling and global inhibition functions,
more specically those pertaining to the square root equation.Chapter 10
Conclusions and Future Work
The model designed here carries out two functions. First it proves that activity depen-
dent competition can lead to path integration. Second, it proves that biological synaptic
plasticity can lead to place eld formation. These elds were created using only the grid
elds as input. However, the interaction of multiple elds, all with dierent synapses,
creates a form of activity dependent competition.
10.1 Hippocampal Model
The robustness of the continuous attractor could also have real world applications. One
such application which was initially considering when beginning this thesis is that of
robotic navigation. Angular velocity information can be easily provided via sensors
controlling head, or in this case, camera, rotations which control an angular velocity
sigma Pi layer of an acceptable resolution (36 head direction cells). Direction could in
this way be trained using the training ring rate equations, and it could later be updated
in the face of drift by providing direct visual input which overloads the network and
establishes a new activity bump. This is much more biologically plausible than complex
trigonometric calculations. Furthermore it provides for continuous representation of
the one dimensional environment, as opposed to an incremental recalculation of said
trigonometric values, and it does so solely through the interaction of spiking neurons.
Such a model could then be extended to also incorporate a two dimensional positional
path integration continuous attractor as described and designed in chapter 5. Here again,
forward velocity input could be easily provided via sensors controlling velocity, and then
integrated with the above hypothetical head direction continuous attractor to update
the positional continuous attractor. Again this would be more biologically plausible than
carrying out complex trigonometric calculations, and it would have the added benet
that it would have near innite resolution, allowing it to operate as eciently in a
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1m  1m enclosure as it would in a 1km  1km enclosure. Furthermore, it would still
retain its resolution across these drastically varying environments.
The concept of modular attractor maps which was mentioned in chapter 4 could also have
potentially interesting applications in a robot. In a continuous attractor implementation
of network of grid cells, the oset can be unique for every neuron by osetting the training
ring rate function, however, the grid scale must be uniform to ensure that the activity
bump is stable. As previously mentioned in chapter 4, the hippocampus represents
every possible grid scale for all co-localised grid cells, and that this provides it with
greater resolution. In a robot, therefore, multiple weakly interacting modular grid cell
continuous attractors of diering grid scales could be used to increase the resolution of
the environment. Dierent grid scales could then be used to measure relative speeds. A
potential avenue of research, therefore, would be to study how this interaction could be
used to bring about an increase in resolution.
The model designed here is inherently modular, however, it was scaled across multiple
nodes for the purpose of using large numbers of grid cells. It would be interesting, and
certainly more ecient, to implement a single entorhinal module on each computer node.
Under this scheme the number of cells which could be modelled would drop from several
hundreds of thousands to only a few thousand, however, there would be no transmission
delay as there would be no need for communication.
Under this scheme, each node would have its own head direction continuous attractor,
with North oset such that all directions are sampled evenly. Every node would then
have exact same copies of all the grid cells, however, with dierent gain signals to
represent dierent vertex spacings. As before, every grid cell already has a particular
vertex oset. Therefore, each node would create a subset of grid cells with random
osets, but similar vertex spacings and orientations.
10.2 From Integration to Navigation
The holy grail of place cell research has been, and always will be, the understanding of
how navigation arises and is understood in the brain. The problem we have as humans
is that we have a higher understanding of the concept of navigation, yet we do not know
how simple neurons give rise to this higher understanding. It is one thing for a place cell
to be aware of a position in an environment, but it is a totally dierent thing to know
what to do with that position. Several philosophical questions must be asked prior to
moving from integration to navigation.
First o, what does it mean to want something, in this case, to want to move from
the present location to another location. Would the visual cortex be responsible for
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the engrams in the individual neocoritcal regions, upon invocation, tell the hippocampal
cells instead? If the hippocampus itself is responsible for decision making, how does it
do this as there does not appear to be any decision making aparatus within the MTL?
If memory engrams are stored in a distributed fashion, perhaps the brain is a massive
auto associater, with decisions boiling down to synaptic strength, and those associations
driving navigation through the use of the supercial pathway of the entorhinal cortex.
If, on the other hand, neurons are not merely relayers of information, as the point
neuron model posits, but instead tiny computers of information, then an understanding
of decision making and goals will be far harder to attain.
Even more complicating, is the fact that the brain can serve as its own input, as can
happen when dreaming. As complicated as processes such as path integration are, they
can easily be explained through hard wiring of connections during development (as in
the case of grid cells), linear summation of inputs (as in the case of place cells) and
internal and external sensory information such as vision, hearing, head rotation and
speed of movement (as in the case of both head direction and grid cells). Navigation,
on the other hand, does not require any sensory information, either internal or external.
Although one may need visual feedback to, for example, avoid a wall, one does not need
any visual information to decide to go into their bedroom, which just so happens to be
behind that wall. The problem, in short, is that we are outside of the brain, looking in,
trying to understand how the world looks from within.
Path integration can, therefore, provide a map which can be used for navigation. How-
ever, this navigation would be as articial as the non integration models described in
sections 5.2 and 5.4 in that they recreate the observed behaviour, but fail to explain
how that behaviour arises. Of more interest to the neuro science community would be
an understanding of how all these pieces t together: how contextual input is processed
in the LEC, how memory engrams are stored and retrieved in the neo cortex, how vol-
untary decisions are made in the brain, and how sensory information diers from purely
feedback information. Although the mere implementation of path integration may be
sucient from a technological point of view, an understanding of these aforementioned
processes will far more greatly assist the neuro science community.
10.3 SpiNNaker
Having spent nearly two years working with the distributed nature of Taranaki, the
benets of SpiNNaker are now fully understood. What it lacks in overall computational
power, it more than makes up for in performance. SpiNNaker can simulate on the order
of 100,000 neurons, with 10% connectivity in real time. This means that every second,
1000 iterations of those 100,000 neurons has been carried out. Taranaki simply can not
match this performance due to the transmission delays associated with communication.134 Chapter 10 Conclusions and Future Work
It is strongly recommend that new PhD students looking for a research topic consider
using either the plasticity algorithm designed here, or any other ecient learning rule,
to simulate the dierent forms of biological synaptic plasticity discussed in section ??,
particularly the gill pathway of the aplysia used in experiments of habituation and
sensitization. In total there are around 10,000 neurons in the aplysia. With the amount
of power provided by SpiNNaker, it would be extremely interesting to try to map out
all, or some of the slug nervous system much the same way it has been done for the
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We would like to leave the reader with one nal thought, initially echoed by Leutgeb
et al. (2005b)
It will be useful to remember that the small neuronal circuits of the honey bee
are sucient to generate map like neuronal representations, which suggests
that, although spatial computations are essential algorithms of the network,
the mammalian hippocampus and parahippocampus might do a lot more.Appendix A
Biological Neurons
A.1 Ion Flow
When two dierent ionic solutions have a selectively porous barrier, the ions of those
two solutions generate electric currents as they ow down their concentration gradients.
This electric current changes the potential across the barrier. This change in potential
then aects the ow of ions through that barrier. The fact that ion ows contribute to
a voltage, which then acts to inuence that same ion ow presents a serious conceptual
barrier. Therefore, to get around this conceptual barrier, several examples will rst be
presented.
Consider a simple example whereby two solutions of KCl are separated by a barrier.
Let this barrier only be permeable to K+. Furthermore, call these two solutions A and
B. If the concentration of K+ ions on both sides is equal, no electrical potential will be
measured across it. Therefore, the voltage across the barrier will be zero. If, however,
the K+ concentrations are not the same on both sides, an electric potential will be
generated.
Returning to the previous example, consider a solution B which has a lower concentration
of K+ ions. In this case, the electric potential of solution A is said to be negative with
respect to solution B. This electrical potential arises because as the K+ ions ow down
their concentration gradients from solution A to solution B, they take their charges along
with them. As the K+ ions accumulate in solution B, they change the relative potential,
called the potential gradient. This potential gradient impedes the ow of K+ ions
down their concentration gradients. Therefore, the accumulation of K+ ions in solution
B makes it, momentarily, more positive and, thus, less attractive to K+ ions in solution
A.
This constitutes the second factor controlling ion ow, namely potential gradients. Dif-
fusion will move ions down their concentration gradients until the potential gradients
137138 Appendix A Biological Neurons
overcome the force from diusion. The dierence in both the chemical and potential
gradients between two solutions is called the electrochemical gradient. The point at
which this potential gradient perfectly osets the concentration gradient is called the
electrochemical equilibrium.
At this point the electrochemical gradient is zero. Therefore, the net ow of the specic
ion, in this case K+, is zero. In such simple systems, ions will naturally diuse out until
their equilibrium potential is achieved. For membranes permeable to a single ion, this
equilibrium potential (E) can be captured with the Nernst equation.
E =
RT
nF
ln

outside ion concentration
inside ion concentration

(A.1)
Where R is the molar gas constant, T is the temperature in kelvin, F is the Faraday
constant and n is the charge of the ion. The transfer of ions necessary to achieve this
electrochemical equilibrium is extremely small. For K+ ions for example, only 1012 ions
are required. Therefore, the membrane potential can be altered without signicantly
altering the intercellular or extracellular concentrations.
The situation becomes slightly more complicated when the porous barrier is permeable
to more than one ion. Here, it will be based on the relative permeability to each ion.
Generally, two ions in a solution will never have the same equilibrium potential. This is
because they will most likely have dierent charges and occur in dierent concentrations.
For example, in neurons, K+ tends to have an equilibrium potential of EK =  75mV ,
whereas, Na+ tends to have an equilibrium potential of ENa = 55mV . Naturally, both
ions can not simultaneously be at their equilibrium potential. However, the solution as
a whole can be in a state of equilibrium. At this point, the net current of all ions is
zero. This is called the equilibrium membrane potential (Em) and is captured by
the Goldman equation
Em =
RT
F
ln

Pk[k+]out + PNa[Na+]out + PCl[Cl ]in
Pk[k+]in + PNa[Na+]in + PCl[Cl ]out

(A.2)
Where P is the permeability of the ion type, and only Na+, K+ and Cl- are taken into
consideration.
A.2 Proteins
Proteins are the nanomachines nature has constructed for us through evolution. They
are amino acid organic compounds responsible for the maintenance of cellular functions.
They can be modied in two main ways, either through the interaction with protein
kinases, or with protein phosphatases
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energy donor molecules, such as ATP, to a substrate (substrates are molecules on which
enzymes act). This process is referred to as phosphorylation. Protein kinases are
kinase enzymes which phosphorylate other proteins (see g. A.1). This results in a func-
tional change of the target protein by changing enzyme activity, cellular location, or
association with other proteins. The phosphorylated protein is called a phosphopro-
tein.
Phosphatases are enzymes that remove phosphate groups from a substrate by hydrolysing
(splitting into H+ and OH-) phosphoric acid into a phosphate ion and a molecule with
a free hydroxyl group (a compound containing an oxygen atom bound covalently with
a hydrogen atom). This process is referred to as dephosphorylation. Protein phos-
phatases are phosphatases enzymes which dephosphorylate other phosphoproteins (see
g. A.1). The dephosphorylated phosphoproteins are converted back into proteins.
Figure A.1: Eects of protein kinases and protein phosphatases. (Purves et al., 2008)
Section A.4.1 will describe how ion transporters use a process of phosphorylation and
dephosphorylation to move ions against their concentration gradients, into and out of
the cell. Later, chapter 3 will describe the role of protein kinases and phosphatases in
short to mid term synaptic plasticity. In both cases, second messenger chemicals initiate
both phosphorylation and dephosphorylation.
The cell can also build new proteins. This process is called protein synthesis. It refers
to a three step process
1. Amino acid synthesis (production of amino acids from other compounds)
2. Transcription of nuclear DNA into messenger RNA (mRNA)
3. Translation (decoding of mRNA by ribosomes into amino acid chains which later
fold to form proteins)
In contrast to protein phosphorylation or dephosphorylation, protein synthesis leads to
not only a functional change in the cell, but also a structural one. Chapter 3 will describe140 Appendix A Biological Neurons
how protein synthesis characterises longer term plasticity processes.
A.3 Cell Membrane
Lipid molecules are one of fats, waxes, sterols, fat-soluble vitamins, monoglycerides,
diglycerides, or phospholipids. Phospholipids, which are of concern here, have a head
and two tails (see g. A.2). When exposed to water, these phospholipids form a two
layer sheet with their tails pointing to the centre of the sheet. This lipid bilayer is
impermeable to most water soluble molecules and almost all ions. The lipid bilayer
surrounding a cell is called the cell membrane.
Figure A.2: Diagram of lipid bilayers forming a patch of cell membrane.
This membrane ensures that the solution inside the neuron is distinct from the solution
outside of the neuron. Generally, Na+ and Cl- concentrations are greatest on the outside,
and K+ concentrations, on the other hand, are greatest on the inside (see table A.1).
As will be seen, ion transporters ensure these concentrations remain constant.
Table A.1: Intercellular versus extracellular ion concentrations for most mammals.
Concentration (mM)
Ion Intracellular Extracellular
Potassium (K+) 140 5
Sodium (Na ) 5-15 145
Chloride (CL ) 4-30 110
Calcium (Ca2+) 0.0001 1-2
A.3.1 Membrane Potential
The dierence in concentrations between the intercellular and extracellular solutions
leads to a dierence in charge of the solutions. To quantify this dierence, the outside
solution is set as the zero potential, and the dierence between the inside potential and
the zero potential is determined. This dierence is what is commonly referred to as the
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At rest, the intercellular uid is roughly 70mV more negative than the extracellular
solution. Therefore, the resting membrane potential, or resting potential, is roughly
 70mV . This resting potential is established by the potassium leak channels.
At rest, the cell membrane is principally permeable to K+. Therefore, the resting mem-
brane potential drifts towards the equilibrium K+ potential of roughly  75mV . The
electric current generated by the transfer of K+ travels down the potential gradient.
Therefore, over time it would dissipate. However, since, as will be seen, these K+ chan-
nels work continuously, the K+ equilibrium potential is continually maintained.
However, the cell membrane is also extremely dynamic. As the membrane potential
changes, so too will the membrane's permeability to dierent ions. As will be seen, as
the permeability begins to favour Na+ over K+, action potentials begin to arise.
A.4 Ion Transporters
The ion transporters, or active transporters, are protein structures embedded within
the cell membrane. These transporters utilise the cell's energy, so as to be able to work
continuously, to move the ions against their concentration gradients (from low to high).
They are, therefore, responsible for maintaining a stable concentration gradient.
Figure A.3: Diagram of an ion transporter creating concentration gradients. (Purves
et al., 2008)
By moving the ions against their concentration gradients, these transporters generate
chemical potentials (see g A.3). The ion channels then use this potential when driving
ions down their chemical gradients (from high to low). In this sense, the ion transporters
act as the battery for powering the ion channels.
There are two classes of active transporters, both classied based on how they acquire
the energy necessary to move ions against their electrochemical gradients.142 Appendix A Biological Neurons
A.4.1 ATPase Pumps
The rst class acquires its energy from the hydrolysis of adenosine-5'-triphosphate
(ATP). The hydrolysis of ATP involves breaking a bond in ATP which then releases
energy. ATPase pumps (see g. A.3) use this energy to move ions against their con-
centration gradients by phosphorylating the protein.
(a) Na+ binds (b) Phosphorylation (c) K+ dislodges Na+ (d) Dephosphorylation
Figure A.4: Diagram of the Na+ K+ pump phosphorylating to remove Na+ ions, and
dephosphorylating to bring in K+ ions. (Purves et al., 2008)
One example of such a pump is the Na+/K+ pump (see g. A.4). This structure pumps
out three Na+ ions, and pumps in two K+ ions. This transporter, thus leads to a loss
of one positive ion every cycle. Therefore, the pump generates an electric current which
hyperpolarises the membrane. However, this hyperpolarisation is too small to interfere
with action potentials. Another example is the Ca2+ pump. This pump removes one
ion of Ca2+, for every H+ ion it brings in. This is the main mechanism for removing
Ca2+ from cells (Purves et al., 2008).
A.4.2 Ion Exchangers
The other class acquires its energy by using the electrochemical gradients of other ions.
These transporters move one or more ions up their electrochemical gradients by mov-
ing other ions down their electrochemical gradients. These transporters are called ion
exchangers (see g. A.5).
The Na+/Ca2+ exchanger for example (g. A.5(a)), removes one Ca2+ ion from the cell,
and brings in one Na+ ion. Much like the Ca2+ pump, this exchanger helps keep the
concentration of intercellular Ca2+ low. The Na+/K+/Cl- cotransporter (g. A.5(b))
brings in one ion, each, of Na+, K+ and Cl-. This helps regulate the internal concentra-
tions of Cl-. The K+/Cl- cotransporter (g. A.5(c)) also regulates the Cl- concentration.
This structure removes both a K+ ion and a Cl- ion from the cell. Since these two trans-
porters move Cl- in dierent directions, their net eect depends on the proportion of one
to the other. Also, the Na+/H+ exchanger (g. A.5(d)) helps regulate the intercellular
pH concentration. Finally, the Na+/neurotransmitter transporter (g. A.5(e)) brings
both Na+ and GABA or dopamine into the synaptic terminals.Appendix A Biological Neurons 143
(a) Na+{Ca2+ (b) Na+{K+{Cl- (c) K+{Cl- (d) Na+{H+ (e) Na+{NT
Figure A.5: Diagram of the ve main co-transporters. (Purves et al., 2008)
These exchangers do not directly rely on the hydrolysis of ATP. However, they rely on
the concentrations of ions which are maintained by the hydrolysis of ATP. Therefore,
they indirectly rely on the hydrolysis of ATP (Purves et al., 2008).
A.5 Ion Channels
Ion channels are another class of protein structures embedded within the cell membrane.
As previously mentioned, ion channels use the concentration gradients established by
the ion transporters. When open, these structures allow ions to travel through the
membrane and down their concentration gradients. Once open, the rate of entry of
ions, as well as their direction of travel, is determined by the electrochemical gradient.
However, it should be noted that the number of ions that travels through is extremely
small. The ion transporters, which work continuously, ensure that ion channels do not
change the concentration gradient. Here, the three groups of ion channels related to
action potentials, voltage gated, ligand gated, and leak channels, are reviewed.
A.5.1 Voltage Gated Ion Channels
Voltage gated channels open and close with a change in the membrane potential (see
g. A.6). These channels are generally selective to a particular type of ion. Therefore,
a K+ channel, for example, will let in K+ ions. However, it will only let in negligible
amounts of, for example, Ca2+ ions. There are three important types of voltage gated
channels: voltage gated Na+ channels, voltage gated K+ channels, and voltage gated
Ca2+ channels.
A.5.1.1 Voltage Gated Sodium Channels
Voltage gated Na+ channels play a prominent role in bringing about action potentials,
as well as dendritic spikes. More speci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A.5.1.2 Voltage Gated Potassium Channels
Voltage gated K+ channels, on the other hand, play a prominent role in ending the
action potential. More specically, they characterise the falling phase of the action
potential. They, too, open up as a result of a depolarisation of the membrane potential.
However, they open up slightly more slowly than the Na+ channels. Therefore, initially,
the Na+ channels control the ow of ions. K+ channels open up at roughly the same
time the Na+ channels begin to close. This lets out K+ ions. This eux of K+ ions
drives the membrane potential closer to the potassium equilibrium potential. This, then,
characterises the falling phase of the action potential.
Unlike the Na+ channels, the K+ channels do not deactivate during prolonged depo-
larisations. Therefore, until the membrane repolarises to the resting potential, the K+
channels continue to transfer K+ out of the cell. Furthermore, when they do deacti-
vate, they exhibit a delayed reaction. Thus, even though the resting potential has been
achieved, K+ ions will continue to ow out. This eux will hyperpolarise the membrane
slightly below the resting potential. This, as will be seen, characterises the relative
refractory period (sec 2.2).
A.5.1.3 Voltage Gated Calcium Channels
Finally, Voltage gated Ca2+ channels play a prominent role in releasing neurotrans-
mitters. As the action potential arrives at the synapse, it activates the voltage gated
calcium channels. These channels then let in a very small, but nevertheless, extremely
localised, amount of calcium ions. This inux of ions leads to several biochemical steps
which eventually release the neurotransmitters out towards other neurons. At the den-
drites, on the other hand, voltage gated Ca2+ channels can give rise to dendritic spikes.
Finally, in both the dendritic spines and the axon terminal buttons, the voltage gated
Ca2+ channels play a prominent role in bringing about synaptic plasticity.
A.5.2 Ligand Gated Ion Channels
Ligand gated channels, also known as ionotropic receptors, constitute the second group
of ion channels. These channels react to chemical agonists, such as neurotransmitters.
These agonists attach to their binding sites (see g. A.8) and open the channel. This
allows ions to travel through. Generally, ligand gated channels are not as selective as
voltage gated channels. They, therefore, allow more than one type of ion through.
There are three important classes of ligand gated channels: the glutamate sensitive
AMPA and NMDA receptors, and the GABA sensitive GABAA receptors.146 Appendix A Biological Neurons
Figure A.8: Diagram of a ligand gated ion channel. (Purves et al., 2008)
A.5.2.1 AMPA Receptors
-mino-3-hydroxyl-5-methyl-4-isoxazole-propionate acid (AMPA) receptors are activated
by the neurotransmitter glutamate. Once activated, the receptor lets through Na+ and
K+ ions, and, possibly, Ca2+ ions. Na+ and K+ together have an equilibrium potential
of roughly 0mV . Furthermore, the resting potential is closer to the K+ equilibrium
potential than to the Na+ equilibrium potential, therefore, K+ will leave at a far slower
rate than Na+ will enter. Thus, the Na+ inux, will dominate the K+ eux. The inux
of Na+ will then depolarise the membrane. For these two reasons, AMPA receptors will
always be considered to be excitatory.
(a) GluR2 (b) No GluR2
Figure A.9: Diagram of a functional role of dierent AMPA receptor subunits.
The AMPA receptors also have an impact on synaptic plasticity. The AMPA receptor
can be composed of any of the four sub-units GluR1, GluR2, GluR3, or GluR4. Of
importance here is that AMPA receptors containing the sub-unit GluR2 are impermeable
to Ca2+ (T Jr et al., 1995) (see g. A.9). This will have consequences on LTP as the
NMDA receptors, and not the AMPA receptors, will be responsible for regulating the
inux of Ca2+ ions (sec. 3.1). This will be described in section 3.1.Appendix A Biological Neurons 147
A.5.2.2 NMDA Receptors
N-Methyl-D-Aspartic acid (NMDA) receptors are activated by the neurotransmitter glu-
tamate. However, the NMDA receptor is further voltage gated (Ascher and Nowak,
1986). This voltage gated nature is not inherent to its structure. Instead, it arises from
magnesium ions in the extracellular solution.
Figure A.10: Diagram of NMDA receptor with glutamate (orange), Na+ (top blue),
Ca2+ (yellow), Mg2+ (purple), and K+ (bottom blue). (Purves et al., 2008)
At rest the NMDA receptor is blocked by a magnesium ion (see g. A.10). This ion
can be dislodged if the surrounding membrane becomes suciently depolarised. This
characterises its voltage activated nature. Once activated, the receptor lets through
Na+ and K+ ions (Ascher and Nowak, 1986). For similar reasons as with the AMPA
receptors, NMDA receptors will always be considered excitatory.
The NMDA receptor also lets in a small amount of Ca2+ ions. These receptors are,
therefore, responsible for initiating plasticity by mediating the inux of Ca2+.
Finally, the NMDA receptors can also generate action potentials called NMDA receptor
spikes (Schiller et al., 1998). Appendix A.8 will describe the potential roles of NMDA
receptor spikes in synaptic plasticity.
A.5.2.3 GABAA Receptors
-Aminobutyric Acid (GABA) receptors are activated by the neurotransmitter GABA.
There are two classes of GABA receptors. GABAA receptors are ligand gated ion chan-
nels. Once activated, these receptors lets through Cl- ions. This is in contrast with the
glutamate receptors which only allow in the cations Na+, K+ and Ca2+. Cl- has a resting
membrane potential of roughly  70mV which will always act to hyperpolarise the mem-
brane. For this reason, GABAA receptors are always considered to be inhibitory. The
second class of GABA receptors, GABAB receptors, will be described in section A.6.1.1.148 Appendix A Biological Neurons
A.5.3 Leak Channels
The nal category of ion channels are the leak channels. These passive ion channels
continually allow ions to travel through their pores. They do so in order to maintain the
resting membrane potential. Therefore, ion transporters move ions up their concentra-
tion gradients to create chemical potentials. The leak channels then use this chemical
potential to establish and maintain the resting membrane potential. This is in contrast
to voltage gated ion channels which use chemical potentials to generate, in the case of
voltage gated Na+ channels, and to terminate, in the case of voltage gated K+ channels,
the action potential.
A.5.3.1 Potassium Leak Channels
Of importance here is the K+ leak channel. These leak channels, along with the voltage
gated Na+ channels are responsible for establishing the action potential threshold. The
arriving dendritic electric current depolarises the membrane. This depolarisation opens
the voltage gated Na+ channels. This allows in Na+ ions. This inux further depolarises
the membrane. This will open yet more Na+ channels, resulting in a positive feedback
loop. Conversely, the continuously active K+ leak channels work in the background.
They allow K+ to leave the cell. This hyperpolarises the membrane. This hyperpolar-
isation acts to impede the positive feedback loop. Therefore, the interplay of the K+
leak channels and the voltage gated Na+ channels will determine the action potential
threshold.
A.6 Membrane Receptors
A receptor is a protein structure which acts to inuence cells through the conversion of a
ligand into a cellular response. This conversion process is called signal transduction. The
resulting cellular responses lead to either a physical change in the protein structure or a
functional change to the inside of the cell, or both. When these structures reside inside
the cell membrane, they are called membrane receptors. The ligand gated ion channels,
therefore, are classied as membrane receptors in addition to being classied as ion
channels. There is only one other class of membrane receptors which is of importance
here, metabotropic receptors.
A.6.1 Metabotropic Receptors
Metabotropic receptors have no ion channels. Instead they act to inuence other ion
channels through a series of second messengers. Second messengers are molecules thatAppendix A Biological Neurons 149
relay signals from receptors on the cell surface to target molecules inside the cell. Gener-
ally, the metabotropic receptor stimulates the G-proteins, and the G-proteins stimulate
and transmit these second messengers (see g. A.11). G-proteins are groups of proteins
which are then responsible for converting chemical signals from outside the cell into
cellular responses.
Figure A.11: Diagram of a metabotropic receptor. (Purves et al., 2008)
A.6.1.1 GABAB Receptors
The second class of GABA receptors is that of the metabotropic GABAB receptors.
These are found on both the presynaptic and postsynaptic cell. Once activated by
GABA, these receptors facilitate the activation of potassium channels. This hyperpo-
larises the cell and prevents the generation of action potentials.
Release of GABA from interneurons, specically the hippocampal interneurons, will have
an aect on synaptic plasticity. GABAA receptors on the postsynaptic spine will hyper-
polarise the postsynaptic membrane via the Cl- inux. GABAB receptors will further
hyperpolarise the postsynaptic membrane by facilitating the activation of potassium
channels.
Figure A.12: Diagram of interneuron releasing GABA.
Neurotransmitter reuptake, on the other hand, will activate the GABAB receptors on
the presynaptic inhibitory neuron (see g. A.12). This will act to limit the probability of
further GABA release. Therefore, with the inhibitory input reduced, the postsynaptic
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be seen in section 3.1.1, is one of the reasons why a burst of action potentials is more
successful in initialising plasticity than a single action potential.
A.6.1.2 mGlu Receptors (mGluRs)
Metabotropic glutamate receptors (mGluR) are also found on both the presynaptic and
postsynaptic spine. They are coupled to G-proteins (see g. A.13), therefore, their
activation will lead to the activation of G-proteins. Activation of G-proteins will then
activate second messengers which will act on other nearby receptors. mGluRs also
have implications in long term plasticity (see sec. 3.1) and they constitute the second
main receptor type, along with the NMDA receptor, which can induce both long term
potentiation and long term depression.
Figure A.13: Diagram of mGluR. (Purves et al., 2008)
A.7 Back Propagating Action Potential (bAP)
Back propagating action potentials (bAPs) are generated at the axon and then travel
all the way back to the dendrites (Stuart et al., 1997). Under this scheme, feedback is
not only restricted to the network as a whole, but to individual neurons of the network
as well.
These bAPs are extremely sophisticated. For example, the bAP can activate the slow
dendritic voltage gated ionic currents. These then travel down to the axon hillock where
they generate another action potential. This process repeats, thus creating bursting
mechanisms (Schacter and Wagner, 1999). The bAPs have also been shown to lower
the threshold for calcium induced spikes (Larkum et al., 1878). This can also lead to
bursting activity. This back propagation has been suggested to be responsible for STDP
and a steady increase of intercellular calcium concentration has been demonstrated in
the CA1 pyramidal cells (Yuste and Denk, 1995). These bAPs have been shown to
invade the dendrites and inuence the NMDA receptors (Koester and Sakmann, 1998).
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(1-2 ms) (Lisman and Spruston, 2005). The removal of the magnesium blockade, on
the other hand, is not instantaneous (Kampa et al., 2004). Furthermore, even in the
absence of bAPs, LTP can be induced in not only the distal synapses (ie. perforant path)
but even in the proximal synapses (ie. Schaer collaterals) where the bAP is stronger
(Golding et al., 2002). This suggests that spatial and temporal integration of synaptic
inputs is more important to initiate LTP than is the bAP. Nevertheless, bAPs might be
involved in long term plasticity as they operate along the same time windows as both
LTP and LTD (H ausser and Mel, 2003).
Figure A.14: Attenuation of bAP in dierent neurons.
bAPs range from resembling passive current ow to active current ow (see g. A.14).
The dendrites of hippocampal interneurons, for example, receive the back propagating
action potential almost completely unattenuated (Martina et al., 2000). CA1 pyramidal
cells, on the other hand, exhibit an almost linear decay of the bAP with respect to dis-
tance (Andreasen and Lambert, 1995). The relative rate of decay is dependent not only
on the active conduction properties of the cell, but also on its morphological properties.
Sodium and calcium channels have been shown to be required for active propagation
of bAPs (Waters et al., 2005). The concentration of sodium channels correlates closely
with the conductance of bAPs. In this way, mitral cells have high concentrations of
sodium channels along their dendrites and they experience almost no attenuation of
bAPs; pyramidal cells have intermediate concentrations of sodium channels along their
dendrites and they experience a linear attenuation of bAPs; purkinje cells have almost
no sodium channels along their dendrites and they experience an exponential decay of
bAPs (Waters et al., 2005).
In the CA1 pyramidal cell, the concentration of potassium channels, in contrast, is
responsible for controlling the extent of back propagation. Here, the concentration of
potassium ions increases markedly with distance from the soma. Furthermore, blockage
of these channels promotes back propagation. Together these suggest that the potassium
channels are responsible for limiting the range of bAPs (Waters et al., 2005).
Finally, neuromodulators can also a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agonists enhance back propagation by deactivating the potassium channels (Tsubokawa
and Ross, 1997).
A.8 Dendritic Spikes
A typical neuron receives thousands of synaptic inputs. However, neurons only have
one axon. Therefore, they must be discarding a great deal of information. An under-
standing of dendritic computation might aid in understanding how neurons discard this
information.
In addition to axonal action potentials, neurons can also generate action potentials, or
spikes, at their dendrites (Kim and Connors, 1993). These spikes have a voltage thresh-
old much like the axonal action potentials. However, they can be initiated without also
initiating axonal action potentials. Likewise, axonal action potentials can be initiated
without initiating dendritic spikes; This happens when the bAP attenuates before trig-
gering spikes in the dendrites (Stuart et al., 1997). How quickly the dendritic spike
and the bAP attenuate is then controlled by the dendritic morphology and the voltage
sensitive channels.
The existence of these dendritic spikes invalidates the point neuron theory. Instead, it
supports the two compartment view of neurons. According to this view, the cell consists
of one proximal and one distal compartment. The proximal compartment consists of the
basal dendrites, the soma and the axon. This is where the Na+ action potentials are
generated. The distal component represents the distal apical tree. Here, the fast Na+
and slow Ca2+ dendritic spikes are generated. This two compartment view runs contrary
to most computational neural network simulations going right back to McCulloch and
Pitts (1943). These older models assume that complex calculations are carried out by
networks of simple neurons.
A.9 Dendritic Passive Properties
Although dendrites have voltage gated and ligand gated channels, electrical signalling
inside dendrites is ultimately decided by their passive properties. Dendritic spikes, for
example, depend not only on the sodium and calcium channels, but to a greater extent
on the passive load of the surrounding dendrites. This will dictate how much the input
current will depolarise the membrane and how much current will ow axially towards
the other dendritic regions (Segev and London, 1999).
Dendrites can be thought of as being electrical cables with medium quality insulation.
Under this scheme, the dendrites linearly lter the signal as it spreads passively to
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for activation or not. The ltering attenuates the dendritic signal with distance and
frequency of the original signal. Therefore, only a fraction of the signal arrives at the
soma. Furthermore, this arriving signal has a distinct frequency. In this way, a sharp
EPSP in the dendrites will arrive at the soma with a slight delay and a broader and
smaller signal. The location of a spine, therefore, determines the resulting pattern upon
arrival at the soma. This pattern dierence could, in theory, then be used to carry out
simple computation (Rall, 1964).
In addition to this, EPSPs with dierent somatic shapes are likely to aect the outcome
of the pattern of action potentials generated (Fetz and Gustafsson, 1983). When dealing
with multiple inputs, therefore, the resulting somatic voltage will be governed by the
spatio-temporal ordering of the inputs.
The post synaptic current also acts to change the membrane potential. If the inputs
are close in both space and time, this leads to a non linear interaction. When two close
inputs are active at the same time, they both depolarise the membrane. The actions of
one input reduces the driving force of the other input. Therefore, the response of the
simultaneous activation is smaller than the sum of the individual responses (Rall et al.,
1967). This sublinear interaction of inputs helps prevent the over excitation of a neuron
as a result of saturated inputs. Furthermore, under this scheme, dendrites might be
advantageous as they allow spatially separated inputs to minimise their interaction.
Non linear interactions also play a large part in shunting inhibition in the dendrites.
Shunting inhibition is a change in membrane conductance without any change in mem-
brane voltage when activated on its own. The eectiveness of this shunting inhibition
has a strong spatial component. When excitatory and inhibitory inputs are located on
dierent dendrites, their eects will sum linearly at the soma. However, when they are
close to each other, the inhibitory input can shunt the excitatory input (Rall, 1964).
This inhibition is generally restricted to the single dendritic branch (Liu, 2004). How-
ever, shunting inhibition can also have an aect if it is placed on the path between the
excitatory input and the soma (Rall, 1964). Therefore, the position of the shunting inhi-
bition determines whether it inhibits a small set of dendritic inputs, or globally inhibits
all dendritic inputs.
The passive properties of dendrites suggests that distant dendrites are at a disadvantage
to those close to the soma. Therefore, in the absence of some form of signal propagation,
the inputs to the distal dendrites would have no impact on the output whatsoever.
Several mechanisms have been suggested to ensure that each input has an equal chance
at contribution, called `dendritic democracy'. These mechanisms are synaptic scaling,
synaptic boosting, local dendritic spikes and global dendritic spikes.
Synaptic scaling is a process which suggests that conductances from distal dendrites are
scaled based on distance from the soma (Magee, 2000). In this way, they are scaled to
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Sub threshold dendritic boosting could also be responsible for amplifying the synaptic
inputs as they attenuate on their way to the soma (Cook and Johnston, 1997). However,
there is contradictory evidence regarding whether this boosting is important in signal
propagation, or whether it is caused by dendritic or somatic currents.
Local dendritic spikes can also help overcome signal attenuation. These are triggered by
coactivation of synaptic inputs. These spikes are generated by either the voltage gated
sodium channels, voltage gated calcium channels, or the ligand gated NMDA receptor.
Finally, global dendritic spikes can be utilised in extreme situations where all distal den-
drites are too far away to successfully reach the soma. In the layer V cortical pyramidal
cell (Stuart and Spruston, 1998), as well as the CA1 pyramidal cell (Golding et al., 2002)
a second spike initiation zone exists between the soma and the distal dendrites. In this
way, the distal dendrites can process their inputs separately. When the distal dendrites
exceed a certain threshold, a dendritic Ca2+ spike is generated. This spike will then
generate a spike at the axon hillock. Therefore, in this manner, the distal dendrites can
communicate with the soma.
In addition to voltage gated inward currents which reduce attenuation, there are also
voltage gated currents which increase attenuation. These currents serve at least two
purposes. First, they maintain dendritic stability by globally balancing the excitatory
synaptic inputs. A second function arises out of the fact that depolarisation, as a result
of the post synaptic current, inactivates these attenuating currents (Magee et al., 1998).
This inactivation is, however, limited to the dendritic branch where the depolarisation
occurred. Therefore, when bAPs arrive at the dendrites, they are more likely to aect the
dendritic branches which have recently been depolarised. This could, therefore, provide
a gating mechanism for plasticity. It would ensure that the bAP only decreases the
voltage gated attenuating currents at the depolarised dendrites. Those dendrites would
then be at an advantage to achieve activity, and, eventually, plasticity (see `tagging',
sec. B.3.2).
One function that dendrites carry out is that of non linear operations, the easiest of
which is multiplication. However, multiplication could be considered to be a logical AND
operation (assuming a sigmoidal threshold function is used). Furthermore, this logical
AND operation could also be considered to be coincidence detection. The regenerative
inward currents present several means by which coincidence detection can be carried
out.
This coincidence detection can be local to a few spines, or global to the whole neuron. For
example, dendrites can generate local dendritic spikes provided the inputs are suciently
clustered in space, but more importantly in time. These spikes can be generated by any
of the Na+, Ca2+ or NMDA receptors. Layer V pyramidal neuron dendrites, to cite
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suciently depolarised the NMDA receptors (Polsky et al., 2004). This all or nothing
spike is called an NMDA spike and it is restricted to the immediate dendritic branch by
active and passive mechanisms. CA1 pyramidal neurons display a similar phenomena,
but with Na+ currents instead (Ariav et al., 2003).
On a global scale, dendritic mechanisms exist for signalling the coincident occurrence
of both pre and post synaptic spikes. This is generally extended to mean a coincident
occurrence of inputs and bAPs. In layer V cortical pyramidal neurons, for example, this
coincidence occurrence recruits voltage gated Na+ channels. These then trigger a highly
non linear amplication of the bAP if they occur in close temporal order to the inputs
(Stuart and Hausser, 2001). In CA1 pyramidal neurons, a similar situation occurs, but
with A-type K+ channels instead of Na+ channels (Johnston et al., 2000). Both these
mechanisms are on the time scale of  10ms, similar to the time windows involved in the
induction of synaptic plasticity when pairing EPSPs and action potentials. Therefore,
they could very well be the biological substrate of the induction of synaptic plasticity.
Finally, a third mechanism of coincidence detection occurs, again in layer V cortical
pyramidal neurons. Here, if the arriving bAP coincides with the inputs, this results in
a large dendritic Ca2+ spike. This then travels to the soma, where it generates a burst
of action potentials (Stuart and Hausser, 2001).
Within dendrites, the basic non linearity in every branchlet is based on the NMDA
receptor (Schiller and Schiller, 2001). This can be modelled as a sigmoidal function.
Each branchlet, therefore, acts as a subunit, and passes its output to the sigmoidal non
linearity function. In this way, each subunit is given the computational power generally
given to entire neurons. The output is then channelled to the soma through passive
dendritic integration. Therefore, computationally, the neuron can be modelled using
two layers. It has become increasingly clear that neurons are capable of carrying out far
more computations than they were capable of before.Appendix B
Synaptic Plasticity
B.1 Vesicle Cycle
The vesicle cycle is the synapse's regulation of its supply of vesicles (S udhof, 2004).
As mentioned before, vesicles are packets of neurotransmitters kept ready at the axon
terminal button release sites. Once an action potential arrives, the inux of calcium
fuses the vesicles with the cell membrane. This releases the neurotransmitters into the
synaptic cleft. Next, through a process of endocytosis, the vesicle, which originally
fused with the membrane, is removed from the membrane. The synapse then lls the
vesicle with neurotransmitters again. Afterwards, the vesicle is added to the pool of
undocked vesicles. The nal phase of the vesicle cycle involves transferring vesicles from
the undocked state to the docked state.
Throughout this entire process, only the docked vesicles are capable of fusing with the
membrane (S udhof, 2004). Therefore, they are the only ones which are involved in
synaptic transmission, and thus communication. As this process of recycling vesicles is
not instantaneous, every arriving action potential will reduce the number of available
vesicles. This state of reduced vesicles will persist until the vesicle cycle recycles the
vesicles. If a high number of action potentials arrive in close succession, the synapse
may use up all of its available vesicles before it can replenish them. This competition
between using vesicles and recycling them can be plotted by recording the percentage
of docked vesicles 0  N  1.
The percentage of docked vesicles at rest is always one. Given enough time, the synapse
will recycle all of the fused vesicles (S udhof, 2004). This is not, however, the case with
the number of vesicles released upon arrival of an action potential. This is specic to
each synapse. At rest, some synapses release a large number of vesicles while others
release only a very small number. This probability of synaptic release 0  p  1 is
further activity dependent. Successive arrivals of action potentials will increase the
percentage of vesicles which get released. Afterwards, the probability of release returns
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Figure B.1: Diagram of the vesicle cycle. (Thomson, 2000)
back to its steady state value. The progression of the release of the number of vesicles
can be plotted across time through the percentage of vesicle release p.
The refractory period caused by depletion of vesicles and the increase in the release rate
caused by arriving action potentials creates a window of activity. As action potentials
arrive, the synapse releases more vesicles (increase in the parameter p). As more vesicles
are released, the number of docked vesicles depletes (decrease in the parameter N).
Therefore, the number of vesicles released initially increases, but eventually decreases.
This acts as a frequency lter ensuring that excessively long spike trains will have no
further aect on the synapse, and thus the target.
The above two processes both take place in the axon terminal buttons. They regulate
how much neurotransmitter gets released into the synaptic cleft. However, once released,
how much of an aect those neurotransmitters will have depends on the post synaptic
dendritic spine. Here, the spine can modulate its response to neurotransmitters in two
main ways (S udhof, 2004). First, it can increase or decrease the sensitivity of existing
ligand gated ion channels. Secondly, it can insert or remove ligand gated ion channels
into the dendritic membrane. Both of these actions will regulate the number of ions
transferred into and out of the spine as a result of synaptic transmission. The change
in the sensitivity of the post synaptic dendritic spine can be plotted against time by
recording the total post synaptic sensitivity 0  q  1. Generally, high frequency
stimulation will lead to an increase in q, and low frequency stimulation will lead to a
decrease in q.
Using these three parameters, the strength of two communicating synapses can be cap-Appendix B Synaptic Plasticity 159
tured. First, the axon terminal button regulates the amount of vesicles it has available
for release. This is the parameter N. Next, the button determines how many vesicles
to release upon arrival of an action potential. This is the parameter p. Finally, the
dendritic spine determines how to react to the synaptic release. This is the parameter
q. If we assume the variable  to be the change in membrane potential associated with
full post synaptic sensitivity q, then the post synaptic potential can be calculated as
PSP = N  p  q  .
B.2 Short Term Synaptic Plasticity
As previously mentioned, the protein mechanisms involved in short term plasticity are
not well known. Therefore, when describing short term plasticity processes, only the
three vesicle cycle parameters N, p, and q are considered. Furthermore, as the post-
synaptic processes of short term plasticity are also unknown, one looks only at p and
N (Thomson, 2000). When later dealing with long term plasticity, any of the three
parameters, as well as either synapse could be involved (Lin et al., 2008).
B.2.1 Facilitation of Transmitter Release
Facilitation constitutes the shortest of the excitatory plasticity processes. It lasts on the
order of a few tens of milliseconds (S udhof, 2004). Facilitation is purely presynaptic in
nature. Therefore, it unfolds exclusively in the axon terminal buttons. It results from
the arrival of the very rst action potential (Matthews, 2001). The eects, however, are
increased with the arrival of successive action potentials. The consequence of this is an
increase in the quanta of neurotransmitter released, p.
Figure B.2: The eects of facilitation as observed postsynaptically. (Purves et al.,
2008)
Each action potential terminates in the axon terminal buttons. This triggers the entry
of calcium. This calcium entry occurs one or two milliseconds after the action potential
termination. However, it takes roughly ten milliseconds for the calcium concentration
to return to its normal levels. Therefore, multiple action potentials, arriving in close160 Appendix B Synaptic Plasticity
temporal order, will lead to a build up of calcium ions. This build up forces a greater
number of vesicles into the release sites { without changing the number of vesicles N.
This means more neurotransmitters will be released once another action potential ar-
rives (Purves et al., 2008) (see g. B.2). Facilitation occurs mostly in low p buttons.
Biologically, this is because high p buttons have recently responded to several action
potentials. Therefore, they have depleted a good amount of their vesicles.
B.2.2 Depression of Transmitter Release
In contrast to facilitation, depression acts to decrease the strength of a synapse. This,
too, is purely presynaptic in nature. Therefore, it unfolds exclusively in the axon termi-
nal buttons. It lasts on the order of a few tens of milliseconds.
Depression is brought on a by an excessive number of action potentials. The consequence
of this is a decrease in neurotransmitter release (see g. B.3). This decrease is a result of
a depletion of the vesicle pool more rapidly than its replenishment (Purves et al., 2008).
Therefore, depression constitutes a decrease in the parameter N. A smaller N means
less neurotransmitters will be released once another action potential arrives. Therefore,
a few bursts of action potentials will lead to facilitation. However, multiple bursts will
lead to depression.
Figure B.3: The eects of depression as observed postsynaptically. (Purves et al.,
2008)
There is an interesting relationship between synapse properties and the presence of de-
pression. High p synapses are more likely to undergo depression at an early stage in a
train of action potentials. These synapses release more of their vesicles per incoming
action potential than low p synapses. Therefore, they are more likely to deplete their
vesicles, and thus bring about depression. Low p synapses, on the other hand, are ini-
tially unsuccessful in releasing too many vesicles. Therefore, early on in a train of action
potentials, the parameter N will not be reduced signicantly. However, as facilitation
takes over, the parameter p will increase. As this parameter increases, the number of
vesicles released increases. This will then lead to depression. Depression, therefore, ap-Appendix B Synaptic Plasticity 161
plies an upper bound to the strength of buttons. This ensures that facilitation does not
continue indenitely.
B.2.3 Augmentation
Augmentation is the strengthening of a synapse following repetitive action potentials.
It is purely presynaptic in nature. Therefore, it unfolds exclusively in the axon terminal
buttons. It is brought on when the neuron res a few hundred action potentials over a
period of a few seconds (Matthews, 2001). The consequence of which is an increase in
the number of quanta released. Since there is no accompanying increase in the number
of vesicles, this constitutes an increase in the parameter p. This increase, along with the
increase caused by facilitation, can be a factor of ve or more (Nicholls et al., 2001).
Figure B.4: The eects of augmentation as observed postsynaptically. (Purves et al.,
2008)
The eects of augmentation come on much more slowly than that of facilitation. Gener-
ally they last from ve to ten seconds. An inux of calcium ensures augmentation occurs.
However, what is less understood are the dierences which ensure that augmentation,
not facilitation, take place (Purves et al., 2008).
B.2.4 Post Tetanic Potentiation (PTP)
Post tetanic potentiation (PTP) is similar to facilitation and augmentation in that it
characterises an increase in synaptic strength. It is purely presynaptic in nature. There-
fore, it unfolds exclusively in the axon terminal buttons. It is brought on when the
neuron res a few thousand action potentials over a period of a few minutes (Matthews,
2001). The consequence of which is an increase in neurotransmitter release following
stimulation (see g. B.5). As there is no accompanying increase in the number of vesi-
cles, this constitutes an increase in the parameter p. Furthermore, PTP is similar to
augmentation in that its eects are delayed. However, PTP takes much longer to take
eect. Also, it usually experiences several seconds of delay. The eects of PTP further
last for much longer, usually on the scale of tens of minutes.162 Appendix B Synaptic Plasticity
Figure B.5: The eects of potentiation as observed postsynaptically. (Purves et al.,
2008)
PTP results from a build up of presynaptic calcium. It has been suggested that the build
up of calcium might activate protein kinases which can alter the cell function. Due to its,
relatively, long eects, PTP often interferes temporally with long term potentiation. This
makes it dicult to determine where PTP ends, and long term potentiation begins. This,
in turn, makes it dicult to determine whether long term potentiation is presynaptic or
postsynaptic, or both.
B.3 LTP
The nomenclature for LTP is slightly complicated. This complexity stems mostly from
the fact that dierent stages were described as they were discovered. Initially, early LTP
(E-LTP) characterises roughly the steps involved in activating the NMDA receptor and
increasing intracellular Ca2+. This stage is independent of protein synthesis. This has
a decay constant of roughly 2 hours (Abraham and Otani, 1991).
The late stage of LTP (L-LTP) characterises the steps which are set in motion as a
result of the increase in intracellular Ca2+. During L-LTP protein synthesis takes place.
L-LTP has a protein synthesis dependent phase which has a decay constant of  4 days,
and a transcription and translation phase with a decay constant of  23 days (Abraham
and Otani, 1991).
Both E-LTP and L-LTP can further be broken down into induction, maintenance and
expression. Induction is the sub-stage which initiates LTP. Maintenance, on the other
hand, is the sub-stage responsible for temporarily promoting LTP. Expression, then, is
the permanent formation of LTP.Appendix B Synaptic Plasticity 163
B.3.1 E-LTP
In the hippocampus, the two principal cell types are the pyramidal cell and the granule
cell. Their spines are covered with AMPA receptors and NMDA receptors. The AMPA
receptors here are composed of the subunit GluR2 (Lynch, 2004), therefore, as mentioned
in section A.5, they will be impermeable to Ca2+. Thus, the role of Ca2+ transfer is
assigned to the NMDA receptors alone.
This inux of Ca2+ then leads to the biochemical processes which characterise the in-
duction of E-LTP (Malenka et al., 1988). Once the intracellular Ca2+ concentration
rises above a certain threshold, the Ca2+ binds to calmodulin. This results in calcium-
calmodulin. This in turn activates the calcium calmodulin-dependent protein kinase II
(CaMKII) (Fukunaga et al., 1993). CaMKII is one of the most abundant proteins in
neurons (Lynch, 2004).
Repeated depolarisation of the dendritic membrane then leads to the autophosphoryla-
tion of CaMKII (Bradshaw et al., 2003). Once the CaMKII autophosphorylates, it will
remain active even after the concentration of Ca2+ has returned to its normal levels.
It is generally thought that the CaMKII alone leads to the expression phase of E-LTP
(Choi et al., 2003; Malenka and Nicoll, 1999; Lisman et al., 2002; Malenka and Bear,
2004). Therefore, CaMKII is a mediator of LTP and not just a modulator of it. One case
in support of this includes injecting CaMKII into the post synaptic cell to achieve E-
LTP (Pettit et al., 1994). Another case includes the phosphorylation of AMPA receptors
after the articial injection of CaMKII (Derkach et al., 1999).
Figure B.6: Plot of the increase of sensitivity of postsynaptic receptors towards glu-
tamate following induction of LTP. (Purves et al., 2008)
CaMKII then has two aects on the spine. First, it can phosphorylate the AMPA
receptors to make the receptors more sensitive to glutamate (Isaac et al., 1995). This, in
turn, will result in an increase in channel conductance and, therefore, a larger EPSP (see
g. B.6). This phosphorylation which accompanies E-LTP can be blocked by CaMKII
antagonists, further proof that it is dependent on CaMKII. Secondly, CaMKII can take
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the spine membrane, a process called receptor tracking (Isaac et al., 1995) (see g. 3.6).
Both eects constitute an increase in the parameter q. As the changes are local to the
dendritic spine, E-LTP continues to display input specicity.
B.3.2 L-LTP
The increase in intercellular CaMKII associated with E-LTP leads to the activation of,
among other kinases, protein kinase A (PKA). PKA then is mostly responsible for the
late phase of LTP (L-LTP) (Huang and Kandel, 1994). Once induced, L-LTP leads to
several other chemical messengers, a few of which are described in appendix B.
Figure B.7: Cell body protein synthesis and dendritic tagging for both strong and
weak high frequency stimulation (HFS), no stimulation as well as low frequency stim-
ulation (LFS). (Anderson et al., 2007)
The expression phase of L-LTP is then characterised by protein synthesis and gene
transcription and translation (see g. B.8). This results in an increase in postsynaptic
spine numbers, spine area and even an increase in the number of presynaptic vesicles.
Although various transcription factors have been found (see appendix B), it is still not
clear whether this synthesis takes place in the soma or in the dendrites (Kelleher III
et al., 2004).
Dendrites contain ribosomes (protein building machinery) and they have been demon-
strated to build proteins when severed from the soma, therefore, they can in theory
synthesise proteins during L-LTP (Kelleher III et al., 2004). If, on the other hand, syn-
thesis takes place in the nucleus, it would then get transferred to all dendrites. The
dendrites would then somehow need to be `tagged' to ensure input specicity is adhered
to (Frey and Morris, 1998) (see g. B.7).Appendix B Synaptic Plasticity 165
Figure B.8: Diagram of the eects of E-LTP (left) and L-LTP (right), assuming
synaptic tagging. (Purves et al., 2008)
B.3.3 L-LTP Signalling Messengers
One downstream signalling messenger is the mitogen-activated protein kinase (MAP-
K/ERK). ERK can be activated in one of three ways. ERK can be activated by cAMP
(Impey et al., 1998). Alternatively, it can be activated through cAMP activation of
TrkB (Patterson et al., 2001). Finally it can be activated through forskolin activation
of PKA (Adams and Sweatt, 2002). Once formed, ERK translocates to the nucleus
(Boglari et al., 1998). The long term chemical eects of ERK then involve translation
and transcription (Thomson et al., 1999).
In all three cases ERK correlates with LTP. Inhibition of ERK, for example, results in the
inhibition of LTP (McGahon et al., 1999). Induction of LTP, on the other hand, results
in the phosphorylation of MAPK/ERK (English and Sweatt, 1997). Furthermore, ERK
inhibitors inhibit long term but not short term memories (Walz et al., 2000). This is
consistent with the view that ERK modulates L-LTP processes like gene expression, and
subsequently protein synthesis (Lynch, 2004).
Another signalling messenger is phosphatidyinositol 3-kinase (PI 3-kinase) (Fry and
Watereld, 1993). PI 3-kinase is a substrate for tyrosine kinase. Three factors suggests
that the activation of tyrosine kinases is important for the expression of L-LTP. First,
kinase inhibitors prevent L-LTP (O'Dell et al., 1991). Second nonreceptor tyrosine kinase
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of L-LTP was found to phosphorylate several substrates of tyrosine kinase, including
ERK (Lynch, 2004).
CREB is another signalling messenger. It has been identied as being critically im-
portant for memory formation. In particular, it has been associated with long term
memory in the dorsophila, aplysia, mice and rats (Silva et al., 1998). CREB has also
been shown to be an essential step in the generation of dendritic spines (Finkbeiner et al.,
1997). Dendritic spine formation, as mentioned before, is one of the many morphological
changes associated with L-LTP.
One nal second messenger is the class of rapidly activated genes called the immediate
early genes (IEGs). These are all expressed during L-LTP (Wisden et al., 1990). The
most interesting of IEGs is Arc (Lyford et al., 1995). Arc is an NMDA receptor depen-
dent IEG up regulated at the mRNA and protein levels by synaptic activity(Steward
and Worley, 2001). Arc mRNA is transported to the dendrites and translated within
minutes after tetanic stimulation (Lynch, 2004). Alternatively, the Arc protein can also
be translated locally in the dendrites. Furthermore, because the Arc binds to actin, it
is thought to also contribute to the cytoskeletal restructuring associated with L-LTP.
Finally, inhibition of Arc can then lead to inhibition of L-LTP (Guzowski et al., 2000).
IEGs are also described as early-response genes. These early-response genes bind to reg-
ulatory sites on DNA. They then stimulate the transcription of late-response genes. The
protein products of late-response genes are structural proteins, enzymes, ion channels,
and neurotransmitters. There is further evidence that receptors are one such protein
product, and that the synthesis of AMPA receptors occurs during L-LTP.
B.3.4 LTP and Spatial Learning and Memory
LTP also has some interesting properties indicative of spatial navigation, learning and
memory (see app. B.3.3):
1. Blocking either the NMDA receptor (Tsien et al., 1996) or the mGluR (Richter-
Levin et al., 1994) leads to decits in spatial learning.
2. Saturating LTP impairs spatial learning (Moser et al., 1998).
3. The bursting activity necessary to induce LTP is similar to the theta rhythm
during exploratory behaviour (Larson et al., 1986).
4. Transgenic mice with reduced PKA activity exhibit a suppression in spatial navi-
gation capabilities (Abel et al., 1997)
5. Spatial learning is severely impaired in mice completely lacking the second mes-
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6. Inhibiting the second messenger ERK causes impairments in long term spatial
memories (Blum et al., 1999)
7. In conditions of the morris water navigation task1, subjects display an increase in
CREB phosphorylation (Gooney et al., 2002) and likewise CREB knockout mice
display decits in this task (Hummler et al., 1994)
8. Inhibition of the second messenger Arc leads to decits in spatial memory (Gu-
zowski et al., 2000).
B.4 LTD
B.4.1 LTD signalling Messengers
One possible protein responsible for the endocytosis associated with LTD is hippocalcin.
N-ethylmaleimide-sensitive factor (NFS) is an enzyme which is bound to the GluR2
subunits of AMPA receptors. It is suggested that NFS provides stability to the AMPA
receptors at the synapse (Anderson et al., 2007). The inux of Ca2+ associated with
LTD is thought to interact with the Ca2+ sensor hippocalcin. This interaction then
replaces NFS with activating protein 2 (AP-2). The replacement with AP-2 then initiates
endocytosis (Collingridge et al., 2004).
Another possible protein responsible for endocytosis is the PKC targeting protein (PICK)
(Anderson et al., 2007). GRIP/ABP binds to the C terminal tail of the GluR2 subunit
of the AMPA receptor. This theory suggests that the scaolding protein GRIP/ABP
normally anchors the AMPA receptor to the synapse. The inux of Ca2+ associated with
LTD facilitates the interaction of PICK with the AMPA receptors. PICK then phospho-
rylates the GluR2 subunits and dissociates them from GRIP/ABP. Once dissociated,
the AMPA receptors can be removed from the synapse.
An alternative role for PICK is that of receptor insertion (Anderson et al., 2007). This
theory suggests that GRIP/ABP binds to the GluR2 subunit to maintain an intercellular
store of AMPA receptors. PICK then phosphorylates the GluR2 subunit to untether
it from this store. This then provides a pool of readily available AMPA receptors for
insertion into the membrane.
B.4.2 LTP Retrograde Chemical Messengers
In addition to the obvious presynaptic action potential and subsequent release of neuro-
transmitters, the induction of LTP sometimes also requires a postsynaptic event. This,
1In the morris water navigation task a rat, or in some cases a mouse, is placed in a small pool of
water with a slightly submerged escape platform, and several visual cues placed around the pool. The
rat or mouse must learn to 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as previously mentioned, could be regulated by the bAPs which facilitate the activation
of NMDA receptors. Nevertheless, the presynaptic cell would need to be informed of
this postsynaptic activity. Therefore, it has been hypothesized that a neurotransmit-
ter must be sent back to signal this activity. This is the rst evidence that neuronal
communication might not be entirely unidirectional (Squire and Kandel, 1998).
The problem is that the postsynaptic dendrites lack the vesicles necessary for chemical
communication. This is most likely to prevent the interference that would result from
neurotransmitters travelling in opposite directions. An alternative possibility is that the
retrograde messenger is not kept in ready supply, as are the neurotransmitters in the axon
terminals, but rather is synthesized when needed (Isaacson, 2001). Once synthesized, it
diuses out of the postsynaptic cell, travels back across the synaptic cleft, and activates
the presynaptic terminal.
One such messenger has already been located. Nitric oxide (NO) (Williams et al., 1993)
is synthesized inside the cell and its travel is limited to only several cell diameters,
ensuring that, although it can diuse freely outside of the cell, it can not travel too
far (Squire and Kandel, 1998). Once released, NO will only enhance neurotransmitter
release if it arrives in time to coincide with the presynaptic activity. Another such
retrograde signaller is carbon dioxide (CO2); both NO, and CO2 are electrically silent,
and capable of diusing through the presynaptic membrane (Nolte, 1999). Therefore,
they are both likely candidates of retrograde chemical transmission.Appendix C
Hippocampus
C.1 HD Cells
Once in a new environment, head direction cells anchor onto cues, such that further
rotations of those cues leads to a similar rotation of all preferred heading directions
(Taube et al., 1990b). This reliance on allothetic cues characterises the geometric strat-
egy employed by the head direction cells.
Within environments, removal of cues, either directly, or in the absence of light, does
not result in a change in directional preference (Taube et al., 1990b). The fact that head
direction cells re reliably (Taube et al., 1996), even in complete darkness, implies that
they are also driven by a mechanism other than allothetic cues (Sharp et al., 2001).
This reliance on idiothetic cues characterises the path integration strategy employed by
the head direction cells. The drift associated with directional preferences in complete
darkness (Taube et al., 1990b) is further evidence of the accumulation of errors in a
purely path integration based strategy. This dual strategy appears to extend to both
grid cells and place cells (Skaggs et al., 1995). As was seen in sections 4.3.2 and 4.3.3,
grid cells and place cells respond in an almost identical fashion.
C.2 Grid Cells
Co-localised grid cells tend to share a similar size, spacing and orientation (Brun et al.,
2008; Hafting et al., 2005). This applies not only to co-localised grid cells within layers
(Hafting et al., 2005), but also co-localised grid cells across layers (Moser et al., 2005;
Sargolini et al., 2006). This similarity of co-localised grid cells across layers, might arise
from the columnar organisation of the entorhinal cortex as described in section 4.1.2.
Furthermore, it suggests a modular based network for grid cell formation.
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The grid eld distance and size, then, increases linearly (Brun et al., 2008) with respect
to distance from the postrhinal border, ranging from less than 30cm and around 300cm2
in the dorsal end to more than several metres and around 700cm2 in the ventral end
(Hafting et al., 2005). This increase in size along the dorso-ventral axis is closely mirrored
downstream in the hippocampal place cells (Jung et al., 1994).
The orientation also scales along the dorso-ventral axis, this, however, is less reliable
(Hafting et al., 2005). The oset, on the other hand is random amongst co-localised
grid cells, and it is uniformly distributed amongst all possible osets (Hafting et al.,
2005).1 Therefore, the oset perfectly ensures that at all dorso-ventral depths, even
for small groups of co-localised grid cells, the entire environment is sampled, for every
orientation, spacing and eld size (Hafting et al., 2005).2
Although this oset is random, neighbouring grid cells still retain their relative osets,
even across dierent environments (Hafting et al., 2005). This is very much reminiscent
of the head direction cells (sec. 4.3.1), and, as will be seen, very similar to the place cells
(sec. 4.3.3).
The entorhinal head direction cells respond exactly the same as postsubicular head
direction cells to environmental manipulations. The grid cell and conjunctive cell osets
and orientations, then, respond in a similar fashion to environmental manipulations.
In any given environment, the grid cells and the conjunctive cells have unique osets
and orientations. Upon entering a new environment, the osets and orientations remap
(Hafting et al., 2005). Again, this remapping applies to all grid and conjunctive cells,
therefore, their relative orientations and osets are preserved (Hafting et al., 2005).
Therefore, grid cells and conjunctive cells do not have any sense of an absolute oset or
orientation.
Once in a new environment, grid cells and conjunctive cells then anchor onto cues, such
that further manipulations of those cues leads to a similar manipulations of the osets
and orientations (Hafting et al., 2005). This reliance on allothetic cues characterises
the geometric strategy employed by the grid cells, conjunctive cells and entorhinal head
direction cells.
Within environments, removal of cues, either directly, or in the absence of light, does
not result in a change in either oset or orientation (Hafting et al., 2005). The fact
that grid cells re reliably even in complete darkness implies that they are also driven
by a mechanism other than allothetic cues (Hafting et al., 2005). This reliance on
idiothetic cues characterises the path integration strategy employed by the grid cells,
conjunctive cells and entorhinal head direction cells. The drift associated with both
1The oset was measured as the distance from the origin of a grid cell's elds to the nearest peak of
a cross correlogram of two co-localised grid cells
2Even the activity of eight co-localised grid cells is sucient to accurately record the trajectory of a
rat in a 1m
2 enclosure (Fyhn et al., 2004).Appendix C Hippocampus 171
oset and orientation in complete darkness (Hafting et al., 2005) is further evidence of
the accumulation of errors in a purely path integration based strategy.
This dual strategy employed in the grid cells, conjunctive cells and entorhinal head
direction cells appears to reect the dual strategy employed by the postsubicular head
direction cells. As was seen in section 4.3.3, this dual strategy is employed in the place
cells as well.
In contrast to relative osets and orientations, grid cells and conjunctive cells retain
their spacing and size, collectively termed the grid scale, across dierent environments
(Sargolini et al., 2006). Enlarging an environment, therefore, will not alter the grid scale.
Instead, it will increase the number of ring elds (Hafting et al., 2005). This suggests
that the grid cells and conjunctive cells are, to some degree, hard wired, possibly during
development (McNaughton et al., 2006). This is in contrast to the place cell network,
which displays drastic changes in response to minor changes of its inputs.
C.3 Conjunctive Cells
In addition to grid cells, within the MEC there are also head direction cells, and cells
with both head direction and grid cell properties, called conjunctive cells (Sargolini et al.,
2006). All directions are represented within populations of these cells, with co-localised
head direction and conjunctive cells sharing no directional preferences, indicating that
they are randomly distributed (Sargolini et al., 2006). Both head direction cells and
conjunctive cells are found in layers III and V, and to a lesser extent in layer VI, and
they are completely absent in layer II (Sargolini et al., 2006). As layers III, V, and VI
are the exact and only layers which receive presubicular input (Sargolini et al., 2006),
the postsubicular head direction cells could thus be creating these head direction and
conjunctive cells.
C.4 Place Cells
Co-localised place cells form a distributed code whereby neighbouring place cells usually
have place elds centred in dierent parts of the environment (O'keefe, 1976). Therefore,
the location of the animal can be represented by the ensemble code of any arbitrary
group of place cells (Wilson and McNaughton, 1993). However, relative osets amongst
place cells, across dierent environments, are statistically independent (O'keefe, 1976).
Therefore, knowledge of the preferred locations among an ensemble of place cells in
one environment provides no information about their preferred locations in another
environment (Leutgeb et al., 2004).172 Appendix C Hippocampus
In any given environment, place cells have a unique positional preference. Upon entering
a dierent environment, the positional preferences will re-map (Zugaro et al., 2003).3
Much like with grid elds, the place elds also anchor on to environmental cues, with
rotations in the cues resulting in rotations of the place elds (Taube et al., 1990b). This
reliance on allothetic cues characterises the geometric strategy employed by the place
cells.
Within environments, removal of cues, either directly, or in the absence of light, does not
result in a change in positional preference (O'keefe, 1976). The fact that place cells re
reliably (O'keefe, 1976) even in complete darkness implies that they are also driven by
a mechanism other than allothetic cues. This reliance on idiothetic cues characterises
the path integration strategy employed by the place cells. The drift associated with
directional preferences in complete darkness (Quirk et al., 1990) is further evidence of
the accumulation of errors in a purely path integration based strategy (Bird and Burgess,
2008). This dual strategy employed in the place cells appears to reect the dual strategy
employed by the grid cells, conjunctive cells and entorhinal head direction cells as well
as the postsubicular head direction cells.
Once the environment is changed, the place elds quickly remap (Muller et al., 1991).
This remapping can fully alter the place code such that both the location and the rate
of ring of the place eld change. Under these circumstances, the remapping is called
global remapping (Leutgeb et al., 2005a). This usually occurs when the environment
is suciently altered, or when entering a new environment (Leutgeb et al., 2005a).
Alternatively, the remapping can be a change of the ring rates of the place elds,
without a change in their locations. Under these circumstances, the remapping is called
rate remapping (Leutgeb et al., 2005a). This usually occurs when the colour of the
environment is changed (Leutgeb et al., 2005a).
It has been suggested that rate re-mapping is a means by which non spatial information
is updated without altering the spatial attribute of episodic memories (Leutgeb et al.,
2005a). Global re-mapping on the other hand might represent changes in the spatial
attributes of episodic memories (Leutgeb et al., 2005a). In each case the re-mapping is
instantaneous (Fyhn et al., 2007).
There is also a third, albeit less likely case, called partial remapping. In this case,
changes to the environment only cause changes to a subset of all the place cells (Muller
et al., 1991).
In cases of global remapping, co-localized entorhinal grid cells are accompanied by a
change in oset (Fyhn et al., 2007). In some cases, such as entering entirely dierent
3This process is substantially slower than with the head direction cells or grid cells. Place cells form
in a matter of minutes, but once formed, they can persist for months (Thompson and Best, 1990). There
is evidence that this persistence is dependent on synaptic plasticity (Rotenberg et al., 1996; Cho et al.,
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environments, this change in oset is also accompanied by a change in orientation (Fyhn
et al., 2007). In both cases, these changes are carried out in concert across every grid
cell, regardless of the grid cell location.
If the grid cells implement a modular representation of the environment through their
columnar organisation, and thus a modular approach to networks, this would explain
why minor changes to the environment would lead to major changes in place elds, thus
manifesting as a re-map (Witter and Wouterlood, 2002).4
In the case of rate re-mapping, there is absolutely no oset or rotation in any of the grid
cells, nor is there a change in their ring rates (Fyhn et al., 2007). This suggests that
the grid cells are not involved in place eld rate re-mapping. Therefore, the change in
ring rate of place cells is brought about by inputs from other regions. Furthermore,
this must occur one synapse downstream from the MEC, either in the dentate gyrus or
the CA3.
As the LEC has strong bidirectional connections with the piriform, insular, olfacotry and
temporal cortices (Burwell, 2000; Amaral et al., 1995; McNaughton et al., 2006), these
regions could provide the multimodal sensory input needed to trigger rate remapping
when the contextual, but not the spatial information is changed (Leutgeb et al., 2008).
Although there are projections from the pre and parasubiculum (Witter et al., 1988b)
and the perirhinal (Naber et al., 1999) and postrhinal cortices (Naber et al., 2001),
these projections are minor compared with the entorhinal projections (McNaughton
et al., 2006).
These place cells, therefore, receive two dierent inputs. One conveys information about
the environmental stimuli or events around the animal. The other conveys navigation
information about where the animal is in the environment, irrespective of the stimuli
in the environment. The navigational input gates the environmental input such that it
only excites the place cell when the animal is in a particular position in the environment
(McNaughton et al., 2006). This could loosely be described as the MEC controlling
where the LEC is allowed to stimulate place cells. When these two interact, context
sensitive spatial elds arise.
4Since the entorhinal-hippocampal circuit is a loop, it could be argued that the hippocampus is
responsible for the change in oset or orientation in the MEC. However, this is inconsistent with both
the coherent shift in grid elds in the MEC and the slower time course of place eld formation in the
hippocampus compared with grid eld formation in the MEC (Hafting et al., 2005).Appendix D
Hippocampal Model
D.1 Positional Ambiguity Problem
If an animal were to travel in a straight line in a torus, it would eventually circle around
and activate the same position again. Although this is predictable for a torus, one must
keep in mind that in the environment, the animal is still moving in a straight line on
a two dimensional plane. This situation is termed the positional ambiguity problem.
Therefore, this would imply that the spatial cell would have not only more than one
spatial eld, but a regularly repeating spatial eld.
D.2 Twisted Torus
If, for the sake of argument, the animal was repeatedly started from the same location,
and was made to move in each of the eight regularly spaced directions of its neighbours,
a rectangular repeating pattern would form (see g. D.1(a)). This is clearly incompatible
with place cells. However, if the network was arranged as a collection of equilateral tri-
angles, or a hexagonal mesh, then it would perfectly replicate grid elds (see g. D.1(b)).
Therefore, the toroidal model rst described by Samsonovich and McNaughton (1997),
although incompatible for place elds, was later modied, by the same team, to cater to
grid cells (McNaughton et al., 2006), and subsequently, numerous other models followed
(Fuhs and Touretzky, 2006; Guanella et al., 2007).
Equilateral triangles have the advantage of having the same distance between any of
the two neighbours. This is not the case with a rectangle, whereby the diagonal is
longer, as per Pythagoras rule. The equilateral triangle would thus be better suited
for positional path integration. The discovery of entorhinal head direction cells and
conjunctive cells (Sargolini et al., 2006) in the MEC (sec. 4.3.2) could then act as the
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(a) Rectangular Firing Fields (b) Hexagonal Firing Fields
Figure D.1: Firing elds arising from the positional ambiguity problem associated
with toroidal continuous attractors.
cells of the intermediate layer of the head direction and forward velocity cells (Fyhn
et al., 2008).
Here, to create toroidal repeating ring patterns, the connectivity is altered to ensure
that every second row of the rectangular ring pattern is oset half a vertex spacing. To
achieve this, during the training stage, the distance function (used to locate the current
position from the preferred position) is biased in one direction, generally the vertical,
and not the other. Therefore, while the horizontal toroidal movement of the activity
bump circles around as expected, the vertical toroidal movement is twisted such that
once the activity bump reaches the top, it loops around to the bottom, but this time
oset exactly half the width to the right.Appendix E
SpiNNaker
E.1 SpiNNaker
Figure E.1: Connectivity of the SpiNNaker chips.
The SpiNNaker system is a multiprocessor computer architecture currently under de-
velopment at the University of Manchester. Its primary purpose will be the real time
simulation of large scale spiking neurons. The SpiNNaker architecture will be com-
posed of a toroidal connection of multi core processors, called SpiNNaker chips. Each
SpiNNaker chip consists of 20 processing cores, called fascicle processors. The fascicle
processors are built around the ARM968 processor complete with its own local mem-
ory. Each fascicle will be capable of simulating 1000 neurons, with each SpiNNaker chip
being able to accommodate a maximum of 20,000 neurons per chip. There is strictly
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speaking no upper bound on the number of neurons the system can model, only a limit
on the number of chips which can be aorded. However, conservative estimates put the
number close to 200,000 spiking neurons, with 10% connectivity.
Each neuron is modelled inside one of the 20 processors. Each connection is dened
in the chip's routing table. When a neuron spikes, it sends a multicast packet (see
gure E.1) to every neuron it is connected to, as dened in the routing table. Upon
receiving this packet, the target neuron looks up the connection properties in its o-chip
SDRAM. The target neuron then adds the weight of the recently activated connection
to its queue. This queue is prioritised based on the connection's delay attribute.
Figure E.2: The multicast packets.Appendix F
Integrated Neural Network
Development Environment
(INNDE)
F.1 Setting up Widgets
Widgets are the graphical elements which form a graphical user interface (GUI). They
mediate the interaction between the user and the program. INNDE provides a simple
method, through which, widgets can be set up for any of the models. Once dened,
these widgets will be displayed when the model is chosen for one of the topology, neuron,
synapse, simulator, environment, or navigator tab. In this way, the same model can be
initialised with dierent parameters.
The initialise widgets() method noties the simulator engine of which inputs the
user can manipulate. If this method is left empty, the simulator engine will assume that
either the model has no parameters to modify or that the user does not wish to modify
the parameters. To set up the initialise widgets() method, from any of the model
tabs, the user must navigate along the bottom notebook to the Parameters tab. This
will load up the initialise widgets() method into the text editor.
This method takes no parameters, however, it must return a list (see listing F.1). The
simulator engine requests, in a comma delimited fashion, the following from the user:
1. A unique name, to be used as variable name
2. A type (one of int, oat, bool, or string)
3. A precision (oat only)
4. A default value
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5. A minimum value (oat and int only)
6. A maximum value (oat and int only)
7. A label
8. A description
1 def initialise widgets () :
2 params=[]
3 params . append ([ ` a ' , float ,0.1 ,3 ,  100 ,100 , `a ' , `The parameter a ' ])
4 params . append ([ `b ' , float ,0.26 ,3 ,  100 ,100 , `b ' , `The parameter b ' ])
5 params . append ([ ` c ' , float ,  60 ,3 ,  100 ,100 , `c ' , `The parameter c ' ])
6 params . append ([ `d ' , float ,  1 ,3 ,  100 ,100 , `d ' , `The parameter d ' ])
7 params . append ([ `u ' , float ,  20 ,3 ,  100 ,100 , `u ' , `The parameter u ' ])
8 params . append ([ ` v ' , float ,  70 ,3 ,  100 ,100 , `v ' , `The parameter v ' ])
9
10 return params
Listing F.1: Initialising Izhikevich Widgets
Once the initialise widgets() method has been updated, it can be executed by
pressing F8 or pressing the execute button to load the method into the console for
evaluation. If there are no errors, the widgets are displayed (see g. 6.7). If there are
errors, they are displayed in the console. Once the user is satised with the widgets,
they can save them the same way they would save models. Afterwards, the widgets will
be loaded when updating the network le (see g. 6.5).
F.2 Benchmark Tests
Here, INNDE is put through a series of tests to determine its performance and to ensure
that performance increases are observed on multiple nodes.
F.2.1 Single Node Clique
First, a simple test is run using debug neurons. These are modelled as attractor neurons
with both an activation and a ring rate. The purpose of this test is to compare the
performance of the single node simulator with the batch simulator.
A topology of varying sizes is created. This topology is connected as a clique. The results
from this experiment are then contrasted between batch and non batch. In the single
node simulation, six dierent cliques are simulated. These are of dimensions 55 = 25,
10  10 = 100, 15  15 = 225, 20  20 = 400, 25  25 = 625, and 30  30 = 900.Appendix F Integrated Neural Network Development Environment (INNDE) 181
  0
  500
  1,000
  1,500
  2,000
900 625 400 225 100 25
R
u
n
 
T
i
m
e
 
(
s
)
Number of Neurons
Figure F.1: Performance of varying cliques simulated on a single node.
Each simulation is run for a total of 1000 iterations. This is then repeated for 10 trials,
and the run time is then averaged out over all 10 trials. These values are displayed in
gure F.1. As the number of neurons approaches 900, and the number of connections
approaches 810,000, at this size, the simulation slows down to the point where each
iteration takes roughly 2s. Beyond a 900 clique, the simulation became intolerably slow.
F.2.2 Multiple Node Clique
A similar test is carried out across multiple nodes, again with debug neurons. First,
the tests must show that, up to a certain point, using extra nodes increases throughput,
and, thus, decreases run time. Finally, the tests must show, when compared with the
single node simulations, batch simulations increases throughput.
The topologies are again modelled as cliques. All previous six cliques are modelled,
along with two far larger cliques of size 50  50 = 2;500 and 100  100 = 10;000. Here
again, each simulation is run for 1000 iterations, and averaged over 10 trials. Of these,
the four largest graphs are displayed in gures F.2(a)-F.2(d).
All three graphs demonstrate that adding extra nodes relieves the memory and compu-
tation burden on existing nodes, and thus increases performance. Secondly, the results
show the relationship between computation time and communication time. Due to the
high requirements of communication time, adding extra nodes will only increase through-
put if doing so will reduce paging in previous nodes. Finally, the results indicate that
using multiple nodes increases performance. In the case of a 25 clique, using 5 nodes,
the simulation run time is reduced from around 1000 seconds to around only 20 seconds.
F.2.3 Multiple Node Hippocampal Model
Next, four variations of the hippocampal model described in chapter 5 is used. The rst
test, designated DG I, has 18 head direction cells, 2 layers of 18 angular velocity cells,182 Appendix F Integrated Neural Network Development Environment (INNDE)
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Figure F.2: Performance of varying cliques simulated on multiple nodes.
5  5 = 25 grid cells, and 18 layers of 5  5 = 25 forward velocity cells. The other
three models are a slight variation of this. DG II has 10  10 = 100 grid cells and still
18 layers of forward velocity cells. DG III has 36 head direction cells and 2 layers of
angular velocity cells, but still 55 = 25 grid cells and 36 layers of forward velocity cells.
Finally, DG IV has 36 head direction cells and angular velocity layers and 1010 = 100
grid cells and 36 layers of forward velocity cells.
Each one of these simulations is run for 1000 iterations. The run times from these iter-
ations are then averaged out over 10 trials (see g. F.3(a)-F.3(d)). Here, only the batch
simulator is evaluated. This is due to the high computational and memory requirements
of the model. The tests have two purposes. First, networks are run on dierent numbers
of nodes. The goal here is to ensure that adding new nodes helps increase performance.
Second, networks of dierent sizes are simulated. The goal here is to ensure that larger
networks could easily be accommodated by increasing the number of nodes.Appendix F Integrated Neural Network Development Environment (INNDE) 183
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Figure F.3: Performance of varying hippocampal model sizes simulated on a multiple
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