Introduction
The ability to hear, our perception of sound, is fundamental to how we perceive our external environment and interact with others using spoken language. Sound also plays a critical role in the normal development of the auditory system. In this review, we will discuss sound, hearing, and the role of hearing in brain development. We will examine the effect of deafness and the impact of cochlear implants on neuronal plasticity and auditory function.
It is speculated that hearing evolved as a distance sense so that organisms could detect potential dangers that were not visible, such as during the dark of night or where grass or forests were too dense (Jerison, 1973) . All animals have the ability to sense mechanical perturbations in the air, and in vertebrates, the inner ear is a highly developed structure that solves this problem. This sense organ consists of specialized cellular structures that transduce (or convert) sound stimuli into neural signals.
Sound is created by vibrations within a plastic medium (air, water, gas etc.) caused by the movement of molecules. The oscillations of these sound waves can be described by their rate, which is defined in cycles per second, also known as frequency. The sensation of pitch is positively correlated to the frequency of sound. The pressure (or intensity) of these vibrations is perceived as loudness. Sound in air is captured by the auricle, the external portion of the ear, and funneled through the external auditory canal to the tympanic membrane, also known as the eardrum. The tympanic membrane is mechanically coupled to the middle ear ossicles (malleus, incus and stapes) where the vibrations are amplified and delivered to the cochlea. The vibrations in air become vibrations in fluid and are transmitted to the sensory hair cells of the organ of Corti. This mechanical signal is converted to neural signals and relayed to the brain by the auditory nerve. The brain receives and interprets these signals and the result is what we perceive as hearing.
In humans, the range of hearing that is audible contains frequencies between approximately 20 to 20,000 Hz. Hearing range is variable between individuals as well as species (Figure 1 ). Mammals in particular have developed high frequency hearing and have the largest Fig. 1 . Hearing Range * approximate values, not drawn to scale (adapted from Fay, R.R. (1988) . Hearing in vertebrates: a psychophysics databook, Hill-Fay Associates, Winnetka, IL).
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Cochlear Implantation, Synaptic Plasticity and Auditory Function 169 For many individuals affected by hearing loss, depending on the severity of hearing impairment, listening needs, and lifestyle, several options are available. Current treatment of sensorineural hearing loss is available via acoustic hearing aids, implantable middle ear hearing devices, and cochlear implants. Hearing aids are widely used to amplify and modulate sound enabling an individual with damaged hearing to communicate and participate more fully in daily activities. Cochlear implants, however, provide a sense of sound to individuals profoundly deaf or severely hard of hearing. Implants work to bypass the sensory hair cells within the organ of Corti. Conversely, hearing aids amplify sound. Cochlear implants do not restore normal hearing but rather provides the individual with a useful representation of sounds in the environment. Other acoustic aids such as middle ear implants work to remedy ossicular dysfunction and auditory brainstem implants work by bypassing the auditory nerve and is implanted directly into the midbrain. The biggest and still outstanding problem with listening aid devices is their inability to function optimally in the presence of background noise.
The improved quality of cochlear implants over the last several decades have restored hearing to more than 200,000 deaf patients worldwide, in the US alone, over 42,000 adults and 28,000 kids (http://www.nidcd.nih.gov/health/hearing/pages/coch.aspx.) Cochlear implants have become the most successful neural prostheses to date. Cochlear implants have been found to be most beneficial to post-lingually deafened adults and young children (Waltzman & Roland, 2005; Niparko et al., 2009 ). The use of auditory training has been found to induce post-implantation synaptic plasticity and to enhance post-implantation performance. Auditory function with cochlear implantation has achieved enormous success in the past several years. The robust outcomes and satisfaction of cochlear implant patients have contributed to the widespread acceptance of implant use.
Historical origin of cochlear implants
Cochlear implants work by directly stimulating the auditory nerve. It requires both a surgical approach and significant post-surgical training. The earliest example of electrical stimulation to the auditory system was by an Italian physicist, Alessandro Volta in 1790. Volta is famous for discovering the first practical method of generating electricity, the electrolytic cell. By placing the ends of metal rods in his ears connected to an electrical supply (approx. 50 V), he discovered that the initial "boom in the head" was followed by a resultant electronic sound similar to "a thick boiling soup"-what we know now to be electronic static. Over the next several decades, it was surmised that since sound is more of an alternating sinusoidal signal, stimulation via direct current (DC) would probably not produce an adequate hearing sensation. In the early 19 th century, the Frenchman Duchenne used an alternating current to stimulate hearing. His observation was described "as a sound similar to an insect trapped between a glass pane and a curtain." Wever & Bray, (1930) went on to discover that an electrical response recorded near the auditory nerve of a cat was similar in frequency and amplitude to the stimulating sound. Gersuni & Volokhov, (1936) are credited for observing the effects of an alternating electrical stimulus on hearing. Another important discovery made by these investigators was that hearing could persist even after surgical removal of the tympanic membrane and middle ossicles, and thus hypothesized that the cochlea was the site of stimulation. Stevens & Jones, (1939) , observed that several mechanisms produced hearing when the cochlea was stimulated electrically. Direct stimulation of the auditory nerve in a human was performed by Lundberg in 1950 and resulted in the patient hearing noise. In 1957, French-Algerian surgeons Andre Djourno and Charles Eyries directly stimulated exposed acoustic nerves and reported the patients' experience when current was applied (Djourno et al., 1957) . It became distinctly apparent to researchers during the 1940's and 1950's that if precise hearing sensations were to be produced it would be more beneficial for current to be applied locally rather than widespread.
In 1961, William House developed a device to stimulate auditory function based in part on notes made by Djourno and colleagues. Together with Jack Urban, an engineer, he developed a single channel electrode implant device to assist with lip reading. Three deaf patients received this implant, with all reporting some benefit. Doyle et al., (1964) , is credited for designing a four-electrode implant to try to limit the spread of the electrical current within the cochlea. Results obtained from a singular patient were only satisfactory, the most significant finding being the patients' new ability to repeat phrases. Simons, (1966) went on to perform a more extensive study by placement of electrodes throughout the promontory and vestibule areas and into the modiolar section of the auditory nerve. This approach allowed for stimulation of auditory fibers representing different frequencies.
Results from testing showed the patient was able to discern the length of the stimulus duration and tonality could be achieved.
Cochlear implantation was tested and refined by use of scala tympani implantation of electrode arrays driven by an implantable receiver-stimulator by House, (1976) and Michelson, (1971) . The House 3M single channel cochlear implant was the first to be commercially available in the US receiving FDA approval in 1984. Several hundred of these were implanted in patients beginning in 1972 and throughout the mid 1980's.
Meanwhile, outside the US, progress was being made by Graeme Clark in Australia. Professor Graeme Clark and colleagues developed a multi-channel cochlea implant, which enhanced the spectral perception and speech recognition capabilities in adult patients. This device was implanted in Rod Saunders in 1978, the first multi-channel cochlear implant recipient in the world. By the late eighties this implant marketed under the name "Nucleus Multi-channel Cochlear Implant" by Cochlear Pty Ltd. became the most widely used. This device received FDA approval in 1984 for use in adults, however by 1990 the age was reduced to 2, by 1998 to age 18 months, and by 2002 age 12 months. In some cases special approval have been obtained from the FDA for cochlear implantation of babies as young as 6 months of age (Eisen, 2009 ).
Today, due to advancement of technical and electronic development over the last few years, the size of the external components has been decreased in all commercially available cochlear implants. Companies such as Advanced Bionics and Neurelec provide only cochlear implants. Med El and Cochlear Corp., in addition to cochlear implants offer the middle ear implant system and Baha® bone conduction system respectively. As recently as last year, 2010, the FDA approved the Esteem® Totally Implantable Hearing System by Envoy Medical --intended to alleviate moderate to severe hearing loss in adults. The Esteem system, functions by sensing vibrations from the eardrum and the middle ear and converts these mechanical vibrations into electrical signals thereby replicating the ossicular chain and providing addition gain.
Animal models of deafness
Many different models of congenital deafness have been studied and include, cochlear ablation, acoustic trauma, ototoxic drugs, and hereditary deafness. The power of experimental animal models is that they enable researchers to study the effects of deafness in the auditory system and to infer mechanisms of pathophysiology in highly invasive preparations that would not be possible in human subjects. The consequences of congenital versus acquired deafness often reveal the importance of features involved in development. Neural activity is critical for normal construction and maintenance of auditory structure and function (Parks et al., 2004; Shepherd et al., 2006) with its lack having important implications on the auditory pathway. Neural activity influences the refinement of the genetic blueprint for circuitry including axonal distribution and synapse formation within the auditory system (Leake et al., 2006; Baker et al., 2010) . In the absence of auditory stimulation, a series of pathological and atrophic changes is introduced that include more widespread distributions of axonal projections (Leake & Hradek, 1988) , abnormal projections (Nordeen et al., 1983 ) delayed maturation (Kandler, 2004) , and language impairments (Robbins, 2006) .
The developing animal highlights the importance of auditory stimulation. Lack of auditory stimulation early in the postnatal period produces severe abnormalities in the auditory pathways, whereas, in mature animals with previous auditory experience, these effects are diminished (Rubel & Parks, 1988) . These observations have been associated with the age related benefits of cochlear implantation in congenitally deaf humans (Waltzman et al., 1991; Gantz et al., 1994) because younger children typically gain more benefit from a cochlear implantation than older children. Data imply that deafness causes change in the central nervous system that, if not corrected, interferes with implant effectiveness.
For the purpose of this chapter we will focus primarily on the congenitally deaf white cat model of deafness. The congenitally deaf white cat model manifests a type of cochleosaccular degeneration that causes sensorineural hearing loss, mimicking the Scheibe deformity in humans (Scheibe, 1882; Suga & Hattler, 1970) . Deafness in these animals is manifest by a collapse of Reissner's membrane, which obliterates the scala media and the organ of Corti (Figure 2) .
It is not possible to conclude that deafness is solely due to the collapse of Reissner's membrane. First, these kittens are all born with normal looking cochlear morphology . It is only after the end of the first postnatal week that the pathology begins to emerge. The stria vascularis is pathologically thin, and this abnormality accompanies an irregular lengthening of Reissner's membrane that causes it to undulate. In addition, there is shrinkage of the tectorial m e m b r a n e a n d i t b e g i n s t o c u r l u p o n i t s e l f and roll against the spiral ligament. This lengthening of Reissner's membrane proceeds rather rapidly such that it collapses by the end of the second postnatal week. By this time, the tectorial membrane is tightly curled against the spiral ligament. At the start of the third postnatal week of life, those kittens that are destined to become deaf exhibit a completely pathologic inner ear with no cochlear duct and no organ of Corti. Hair cell receptors are completely absent.
Synaptic morphology
Surprisingly, there are abnormalities in auditory nerve synapses in the cochlear nucleus that are evident at birth. The surprise is because it occurs well before the onset of hearing, and www.intechopen.com the idea had been that the effects of deafness wouldn't appear until after the normal onset of hearing. The delayed effect was presumed to occur because a lack of sound-evoked activity was hypothesized to underlie the abnormal synapses. The occurrence of abnormal synapses prior to the lack of activity implies that the system knows that it is deaf before there is evidence that the animal can hear or not. Synapses are definable not only by presynaptic characteristics at the release site such as synaptic vesicle size and shape, transmitter chemicals, neuromodulators, and transporter molecules but also by the postsynaptic composition of transmitter receptor subunits, shape and curvature of the postsynaptic density (PSD), ion channels, and associated second messenger and retrograde signaling systems. Moreover, there must also be consideration of size and distribution of the terminal, target compartment (e.g., cell body, dendritic shaft, spine), and location of the cell bodies that give rise to the projection. Proper transmission of acoustic signals from neuron to neuron depends in large part on the precise spatial arrangement of these factors at the release site. The corollary to this notion is that abnormalities of synaptic structure will impair signal transmission, thereby corrupting the neural representation of the acoustic stimulus.
For the processing of sound, neural activity in the central nervous system must be tightly coupled in time to acoustic events. Sound, perhaps more than any other sensory stimuli, conveys meaning by the time-varying nature of frequency and level (or loudness). By virtue of the time-dependence of sound for information significance, neural activity pertaining to sound must be synchronized to time-dependent variables of the physical stimulus. Different sounds are revealed by distinctive characteristics in their time-varying features. It is accepted that different features of the physical components of sound are parsed and sent along separate and distinct pathways. Eventually, the information conveyed down the various circuits must reconvene with precise timing to produce a conscious percept of the stimulus. It is for these reasons that timing is so important to the auditory system. As a corollary, aberrations in these pathways will corrupt processing and disturb how sound is perceived.
The hair cell receptors within the cochlea transduce sound energy into neural signals in auditory nerve fibers that are conveyed to the cochlear nucleus (Kiang et al., 1965) . The cochlear nucleus receives all incoming auditory information and gives rise to the ascending auditory pathways. The relatively homogeneous responses of incoming auditory nerve fibers are transformed into a variety of different response patterns by the different classes of resident neurons in the cochlear nucleus. These signals are in turn transmitted to higher centers by the ascending pathways. The spectrum of the responses depends not only upon the synaptic organization of the auditory nerve but also on intrinsic neurons and descending inputs; the types and distribution of receptors, ion channels, and G proteins; and second messengers. These features form the signaling capabilities for each cell class. In order to understand how sound is processed, there is a need to study identified cell populations, to analyze their synaptic connections, and to reveal features of their signal processing capabilities.
Auditory nerve fibers are the major source of excitation to cells of the ventral cochlear nucleus (Koerber et al., 1966) . In the anteroventral cochlear nucleus (AVCN), myelinated auditory nerve fibers give rise to large, axosomatic synaptic endings known as endbulbs of Held (Held, 1893; Lorente de Nó, 1981) . Endbulbs have a calyx-like appearance where the end of the fiber is marked by the emergence of several thick, gnarled branches that divide repeatedly to form an elaborate arborization of en passant and terminal swellings to embrace Bull, Vol. 60, [5] [6] .
the postsynaptic spherical bushy cell (SBC, Ryugo & Fekete, 1982) . These endbulbs are among the largest synaptic endings in the brain (Lenn & Reese, 1966) , and one-to-three endbulbs selectively contact a single SBC (Ryugo & Sento, 1991; Nicol & Walmsley, 2002) . They contain up to 2,000 release sites and transmit activity with highfidelity to the postsynaptic SBC (Babalian et al., 2003) . The size and evolutionary conservation of endbulbs among vertebrates emphasize its importance in enabling spike activity to be yoked in time to acoustic events (see Figure 3) .
Normal hearing animals
During postnatal development, the endbulb of Held begins with the formation of a solid, spoon-shaped growth cone and culminates in a highly branched axosomatic arborization. Each endbulb can form hundreds of synapses onto the postsynaptic SBC . This feature in particular suggests a highly secure synaptic interface to maintain the temporal fidelity of all incoming signals to the SBC (Manis & Marx, 1991) . The structure of this giant synaptic terminal has been extensively studied to learn about synapse formation, its target specificity, and its reaction to deafness (Limb & Ryugo, 2000; Ryugo et al., 1997 Ryugo et al., , 1998 Oleskevich et al., 2004, see Figure 4 ). In normal hearing cats, the endbulb arborization onto the SBC have been shown to vary systematically with respect to the average level of spike discharges received from auditory nerve fibers having low or high levels of activity. Endbulbs from fibers having high levels of activity (e.g., high (>18 s/s) spontaneous discharge rates and low thresholds for evoked responses) exhibit modest levels of branching with relatively large en passant and terminal swellings. In contrast, endbulbs from fibers having relatively low levels of activity (e.g., low (<18 s/s) spontaneous discharge rates and high thresholds for evoked responses) exhibit highly elaborate branching with relatively small en passant and terminal swellings ( Figure 5 ). The differences in branching complexity were confirmed by statistically significant differences in fractal values. Moreover, the larger swellings on the highly active endbulbs resembled the swollen endings of overactive terminals where it was speculated that the swelling was caused by the fusion of synaptic vesicles (Burwen & Satir, 1977) . Using electron microscopy to study synaptic ultrastructure, endbulbs receiving relatively low levels of spike discharges were associated with larger PSDs, whereas those exhibiting high rates of spike discharges exhibited smaller PSDs . These data are consistent with observations from rats exposed to repetitive tones or silence; stimulated animals exhibited endbulbs with smaller PSDs compared to those of animals exposed to silence (Rees et al., 1985) . The synapse structure of endbulbs is clearly plastic and subject to activity-related change. 
Congenitally deaf animals
The endbulb synapse has been studied in congenitally deaf white cats to infer the extent to which sound influences its growth (Ryugo et al., 1997 (Ryugo et al., , 1998 . Due to the elaborate form of the endbulb, changes in morphology should be evident and quantifiable. Moreover, given that variations in endbulb morphology were already apparent in normal hearing cats where differences could be attributed to disparities in spike discharge rates, it was predicted that in the extreme case of congenital deafness, there should be definable and obvious abnormalities.
Single unit recordings in the auditory nerve of congenitally deaf white cats revealed several important features. First, in completely deaf cats, there was little spontaneous activity and no evoked activity. Second, in hard of hearing cats (thresholds >60 dB), there was spontaneous activity, but elevated in distribution. Spontaneous activity in general was similar to that of normal hearing cats, but the upper range of spontaneous activity was extended (>150 s/s). In some auditory nerve fibers, spontaneous discharges exceeded 180 s/s. These data on activity were consistent with inner ear histology: deaf animals exhibited no organ of Corti, whereas hard of hearing animals exhibited a full complement of hair cells but showed signs of hydrops with an outward bulging Reissner's membrane (Ryugo et al., 1998) . The most obvious structural correlate in the cochlear nucleus was that the endbulbs contacted significantly smaller postsynaptic SBCs (Saada et al., 1996; O'Neil et al., 2010; Ryugo et al., 2010) . Second, the degree of endbulb arborization was graded in arborization complexity with respect to hearing threshold. In completely deaf cats, the extent and complexity of endbulb branching were less with significantly fewer swellings (Ryugo et al., 1997 (Ryugo et al., , 1998 . These features were quantified by fractal analysis. Cats with elevated thresholds exhibited statistically different fractal values from completely deaf cats and normal hearing cats. Normal hearing cats displayed the most elaborate and complex endbulb arborizations (see Figure 6 ).
When these endbulbs were examined at greater resolution with an electron microscope, additional features are affected by hearing loss (Ryugo et al., 1997 (Ryugo et al., , 1998 . In normal hearing cats, endbulbs give rise to numerous punctate, dome-shaped PSDs. Surrounding the PSD were accumulations of round, clear synaptic vesicles (Figure 7) . In contrast, endbulbs of congenitally deaf white cats exhibited a flattening and hypertrophy of the PSDs (see Figure 8) . Moreover, there was a striking increase in synaptic vesicle density near the release site . The endbulb synapses from cats that were not deaf but suffering from hearing loss exhibited features that were intermediate between those of normal hearing and completely deaf cats (Ryugo et al., 1998) . That is, the PSDs were intermediate in size and curvature. Deafness and hearing loss caused abnormalities in endbulb branching, soma size, and synapse morphology that were statistically different between cohorts (Ryugo et al., 1998) . Abnormalities in synaptic transmission do not just occur with complete deafness. There has been transmission abnormalities reported in DBA/2J mice with hearing loss (Wang & Manis, 2006) . These changes reveal that auditory synapses are highly sensitive to the quantity and quality of simulation. The presence of transmission irregularities from the www.intechopen.com presynaptic endbulb to the postsynaptic SBC could introduce jitter or perhaps even transmission failure. Such interruptions would diminish the precise processing of timing information. The implication is that even hearing loss will produce difficulties beyond elevated thresholds.
Chemical (ototoxic), and genetic deafening
The question could be asked whether the synaptic changes observed in the deaf cats are due to loss of neural activity in the auditory nerve, or whether they are part of the genetic syndrome and unrelated to spike activity. Several arguments can be presented to counter this concern. First, ototoxic deafening produces a similar flattening and hypertrophy of the PSD . Second, in Shaker-2 mice whose deafness is caused by a mutation of the myosin 15 gene that leads to loss of hair cells, changes in endbulb arborization (Limb & Ryugo, 2000) and synaptic morphology (Lee et al., 2003) resemble those of the congenitally deaf white cat. Third, similar pathologic changes in endbulb morphology have been observed in the congenitally deaf guinea pig (Gulley et al., 1978) . Because non-feline animals with deafness caused by independent means and cats of normal genetics but deafened by drugs all show these same synaptic anomalies, we can attribute the synaptic pathology to the lack of auditory nerve activity caused by deafness. Congenital deafness does not restrict its effects to the auditory nerve and cochlear nucleus (Saada et al., 1996) . Alterations in cell size and number, receptive field properties, and laminar organization are expressed at higher nuclei of the auditory system including the superior olivary complex (Schwartz & Higa, 1982) , inferior colliculus (Snyder et al., 2000) , and auditory cortex Kral et al., 2001 ). Thus, alterations and plasticity at the endbulb synapse are reflections of a wider range of possible change throughout the central auditory system initiated by hearing loss and deafness.
Critical period of development
The concept of the critical period has been applied to explain biological phenomena that occur or are most severely affected over a brief period of time during development. Examples of such developmental events are exemplified by ''imprinting'' (Lorenz, 1935) , cortical barrel plasticity (Weller & Johnson, 1975) , birdsong acquisition (Konishi, 1985) , and functional maturation of auditory cortex (Chang & Merzenich, 2003; Zhou et al., 2008) . Reports that young children receiving cochlear implants gained far superior benefit compared to that of older children and adults also hinted strongly at a critical period (Gantz et al., 1994; Tyler & Summerfield, 1996) . In congenitally deaf cats, electrical stimulation was reported to recruit auditory cortical responses contingent upon its commencement before 6 months of age Kral et al., 2002) . The structural foundation for these observations may be attributable to the fact that 3-month old cochlear implant recipients exhibited somewhat restored auditory nerve synapses, whereas 6-month old cochlear implant recipients did not (O'Neil et al., 2010) . The developmental period preceding puberty (cats reach puberty at six months of age) appears most favorable for implant-induced synaptic plasticity, and the restoration of endbulb synapses is hypothesized to have facilitated the proper delivery of afferent signals to the forebrain in a timely, coherent, and synchronized way.
Synaptic plasticity: Implications for cochlear implants
Synaptic strength and plasticity have been studied in other central synapses such as CA1 in the rat hippocampus where it was shown that the size of PSDs increases in response to pharmacological blockade of spike activity (e.g., Qin et al., 2001; Yasui et al., 2005) . Quiescent synapses exhibited larger PSDs and increased numbers of synaptic vesicles that were accompanied by increases in synaptic strength. Consistent with this correlation, an increase in synaptic strength is seen in the AVCN of the congenitally deaf mouse when compared to that of normal hearing mice (Oleskevich & Walmsley, 2002; Oleskevich et al., 2004) . This increase in synaptic strength may be related to an increase in transmitter receptors that become distributed in the enlarged PSDs.
Several abnormalities have been demonstrated in the auditory system following deafness including reduced numbers of spiral ganglion neurons (Leake & Hradek, 1988; Ryugo et al., 1998) , abnormal synaptic structure (Ryugo et al., 1997) , physiological alterations of auditory nerve responses in the cochlear nucleus (Oleskevich & Walmsley, 2002; Wang & Manis, 2006) , and ectopic projections in the ascending pathways (Franklin et al., 2006) . These changes undoubtedly affected synaptic transmission where degraded responses in the inferior colliculus (Vale & Sanes, 2002; Vollmer et al., 2005) and auditory cortex (Kral et al., 2006) have been observed. Endbulbs are implicated in mediating the precise temporal processing of sound (Molnar & Pfeiffer, 1968) and are known to transmit from auditory nerve to postsynaptic cell with a high degree of fidelity (Babalian et al., 2003) . Detection and identification of some sounds are not nearly as demanding as the processing of temporal cues needed for sound localization, pattern recognition or speech comprehension. The introduction of synaptic jitter, delay, or failure by congenital deafness at the endbulb www.intechopen.com synapse appears to compromise such processing. If deafness-induced abnormalities go uncorrected, a cochlear implant may not be able to overcome the degraded signals, resulting in decreased benefit. The contribution of electrical activity to synaptic ultrastructure demonstrates that a cochlear implant can reverse some morphologic abnormalities in the auditory pathway when stimulation is started early.
Restoration of the endbulb synapse
Cochlear implants are electronic neural prostheses that are able to restore functional hearing to most individuals who are profoundly deaf or severely hard of hearing. Cochlear implants achieve their effects through bypassing the nonfunctioning auditory hair cell receptors of the inner ear and directly stimulating the auditory nerve (Rauschecker & Shannon, 2002) . Individuals who lose hearing after developing speech and congenitally deaf children who receive implants early in life are the best candidates for cochlear implants, although the level of benefit varies widely from one individual to the next. Young children under the age of 2 years who exhibit nonsyndromic sensorineural deafness are also excellent candidates (Waltzman et al., 1994 (Waltzman et al., , 1997 . Because children who receive implants at progressively older ages tend to perform more poorly, it is hypothesized that uncorrected congenital deafness leads to irreversible abnormalities throughout the central auditory system.
The synaptic changes in auditory nerve endings associated with congenital deafness present an interesting test for thinking about sensory deprivation and brain plasticity. Restoration of auditory activity by unilateral electrical stimulation in deaf cats resulted in improvements in temporal processing at the level of the cortex , the inferior colliculus (Vollmer et al., 2005) and the cochlear nucleus (Ryugo et al., 2005) . We sought to determine whether synaptic abnormalities in the cochlear nucleus would represent the key to disrupting auditory processing throughout the central auditory system? Using miniaturized cochlear implants (Clarion II implants donated by Advanced Bionics Corporation) congenital deaf kittens were implanted at 3 and 6 months of age. The implants utilized a 6-electrode array. After a short period of recovery, each kitten was stimulated 7 hours a day, 5 days a week for 2-3 months. The device utilized a speech processor identical to that used with human patients (Kretzmer et al., 2004) . During the period of stimulation animals learned to approach their food bowl in response to a specific "call" showing that the animals were processing signals of biological relevance. Synapse restoration was evident on the side of stimulation where the small size and dome-shaped curvature of the PSD returned (Ryugo et al., 2005, Figure 9 ) however, this was not observed in the 6-month late implanted group (O'Neil et al., 2010) .
Trans-synaptic changes in the auditory pathway
Electrical stimulation of the auditory nerve via cochlear implantation restored many of the synaptic abnormalities associated with congenital deafness, including PSD size, distribution, and curvature, and synaptic vesicle density. The restored synapses, however, were not completely normal because intermembraneous cisternae that tend to flank release sites did not return (O'Neil et al., 2010) . Moreover, electrically evoked ABRs differed from those in normal cats. Evoked peaks in the ABR waveform whose height and sharpness are indicative of synchronous ascending volleys, while more prominent in implanted cats compared to that of unstimulated congenitally deaf cats, were nonetheless delayed and flattened. These changes in ABR waveform suggest a loss of synchrony in the evoked responses, perhaps caused by an increase in transmission jitter or transmission failure. The ascending projections of SBCs are likely to sustain these abnormalities through the interaural time difference (ITD) circuitry.
Trans-synaptic effects on spherical bushy cells
Spike activity and neural transmission in spiral ganglion cells and their fibers appear essential for the normal development of cochlear nucleus neurons (Rubel & Fritzsch, 2002) . It follows that procedure's that increase neuronal survival should boost cochlear implant benefits such as improving speech comprehension. Studies that used ototoxic deafening of normal hearing cats have reported small but positive effects of electrical stimulation on cochlear nucleus cell size (Stakhovskaya et al., 2008) , whereas others using similar methods show no effects (Coco et al., 2007) . Our data show that electrical stimulation of auditory nerve fibers via cochlear implants had no effect on the size of the SBC neurons in this model of hereditary deafness. Because spiral ganglion neurons die at a faster rate with ototoxic treatments compared to hereditary deafness (Anniko, 1985) , it may be that the ototoxic treatment not only damages auditory hair cell receptors but also spiral ganglion neurons and central neurons. Hereditary deafness obviously represents a different model from ototoxic deafness so it remains to be determined to what extent the results from the separate animal models are comparable.
Changes in the Medial Superior Olive (MSO)
Excitatory inputs to MSO neurons are segregated such that ipsilateral input innervates lateral dendrites and contralateral inputs innervate medial dendrites (Russell et al., 1995; Kapfer et al., 2002) . These neurons function as a "coincidence detector" for processing ITDs (Carr et al., 2004) . In addition, inhibitory inputs tend to be confined to the MSO cell bodies of mammals specialized for low frequency hearing (e.g., gerbil, cat, chinchilla). This topographical arrangement differs in MSO cells of mammals specialized for high frequency hearing (e.g., rat, opossum, bat, juvenile gerbil) where there is an equal excitatory-inhibitory synapse distribution on both cell somata and dendrites. Inhibitory input to the MSO arise from the medial and lateral nucleus of the trapezoid body (MNTB, LNTB, Grothe & Sanes, 1993) and function to adjust the output signal of MSO neurons (Pecka et al., 2008) . The spatial distribution of these excitatory and inhibitory inputs is sensitive to developmental abnormalities within the acoustic environment. Deafness causes a bilateral disruption in the spatially segregated inputs to the MSO principal neurons as seen in mammals with low frequency hearing. In congenitally deaf animals, inhibitory input at the cell somata is significantly less than what is observed in hearing controls (Kapfer et al., 2002; Tirko & Ryugo, 2012) . This change in axosomatic inhibition was inferred by a loss of staining for gephyrin, an anchoring protein for the glycine receptor (Kapfer et al., 2002) and the migration of terminals containing flattened and pleomorphic synaptic vesicles (indicative of inhibitory synapses) away from the cell body. Excitatory inputs to the dendrites were severely shrunken. Two-to-three months of electrical stimulation via cochlear implantation of the congenitally deaf cat resulted in a partial restoration of the size of www.intechopen.com excitatory inputs to dendrites and a restoration of inhibitory input onto the cell somata (Tirko & Ryugo, 2012) . Vol. 310, No. 5753, pp. 1490 -1492 .
Changes in the Lateral Superior Olive (LSO)
The LSO is involved in interaural level differences (ILDs, Tollin, 2003) . This circuit measures the difference in sound level or intensity between the two ears, since the ear further from the sound source receives a relatively softer sound due to the "shadow" effect of the head. This binaural nucleus also plays a central role in sound localization, specifically in the processing of high frequency sounds. ILDs are encoded by integrating both excitatory and inhibitory input. The LSO receives excitatory input from ipsilateral SBCs and inhibitory input from the MNTB that in turn receives input from the contralateral globular bushy cells (Kandler et al., 2009) .
The MNTB provides glycinergic input to the LSO. Glycine is a major inhibitory transmitter providing synaptic inhibition in the LSO and other nuclei within the superior olivary complex (Caspary et al., 1994; Grothe & Sanes, 1993) . Inputs to the LSO are tonotopically organized similar to cochlear nuclei and are aligned so that a single neuron is excited and inhibited by the same sound frequency (Kandler et al., 2009) .
Within the LSO, there is a remarkable degree of synaptic reorganization involving experience dependent plasticity that is important for normal auditory development (Kapfer et al., 2002; Kim & Kandler, 2003) . In gerbils, development of the MNTB-LSO pathway begins with synaptic pruning of MNTB axon terminals in the LSO and a decrease in the spread of LSO dendrites occurring after hearing onset. This pruning depends in large part on auditory experience (Kandler et al., 2009 ). The specific elimination and strengthening of GABA/glycinergic synapses is essential for the formation of a precise tonotopic map (Gillespie et al., 2005) .
Deafness-associated plasticity at the synapse level has long been observed in the auditory midbrain (Caspary et al., 1999; Sato et al., 2000; Holt et al., 2005) . These synaptic changes influences the balance of excitation and inhibition and are reflected in neuronal response profiles (Francis & Manis, 2000; Syka & Rybalko, 2000) that vary with respect to cell type. A decrease in excitatory transmission to the LSO produces alterations in synaptic and membrane properties affecting the maturation of synaptic strength. This effect may be a result of a change in total synaptic contacts, presynaptic release or postsynaptic cell response (Buras et al., 2006) .
Changes in the Inferior Colliculus (IC)
The IC is a tonotopically organized nucleus of the midbrain receiving ascending auditory inputs from many sources including both cochlear nuclei, superior olivary complex, as well as descending inputs from the auditory cortex and superior colliculus. It is a large nucleus, bilaterally located and representing the main station through which most ascending projections must pass before reaching the auditory forebrain. A rudimentary tonotopic organization within the IC has been shown to exist in long-term deafened animals (Snyder et al., 1990; Shepherd et al., 1999) . This organization is maintained in the absence of auditory input (i.e., deafness) implying that connections are in place prior to hearing onset (Young & Rubel, 1986; Friauf & Kandler, 1990) . Acute deafness did not increase temporal dispersion in spike timing to electric pulse trains in the auditory nerve nor impair ITD sensitivity (Shephard & Javel, 1997; Sly et al., 2007) . Congenital deafness, however, did reduce ITD sensitivity in the responses of IC units. Single unit data in the IC showed that half as many neurons in the congenitally deaf cat showed ITD sensitivity to low pulse trains when compared to the acutely deafened animals. In neurons that showed ITD tuning, the tuning was found to be broader and more variable (Hancock et al., 2010) . These findings reveal that ITD sensitivity is seriously affected by auditory deprivation and is consistent with what has been shown in humans with bilateral cochlear implants: these individuals perform better at distinguishing ILDs than ITDs. Collectively, the data imply that ITD discrimination is a highly demanding process and that even with near perfect synapse restoration, the task is sufficiently difficult that perhaps only complete restoration of synapses will enable the full return of function.
Changes in auditory cortex
Congenital deafness leads to functional and morphological changes in the auditory system from the cochlear nucleus, the first nuclei receiving auditory synaptic input to the auditory cortex (Kral et al., 2000 . As clinical experience has shown, successful restoration of acoustic input to the auditory system depends on implantation age and sensitive periods in humans (Tyler et al., 1997; Busby & Clark, 1999) as well as cats O'Neil et al., 2010) . In congenitally deaf cats, the auditory cortex does not receive any sound evoked input. However, it does display some rudimentary cortical representation of cochleotopy (Hartmann et al., 1997) and ITDs (Tillein et al., 2010) . Investigations on the functional deficits of the auditory cortices in adult deaf cats were conducted where synaptic currents in cortical layers were compared between electrically stimulated congenitally deaf and electrically stimulated normal hearing animals (Kral et al., 2000) . Marked functional deficits were found in the auditory cortex of the congenitally deaf cat believed to result from degeneration of the corticocortical and thalamocortical projections. Auditory experience through implantation was found to be necessary for recruitment and maturation of the auditory cortex, and such experience expanded the functional area of auditory cortex over that of animals who did not receive meaningful stimulation ).
Plasticity and binaural pathways
The ILD is the auditory cue used for localizing high-frequency sounds, whereas, ITD is the dominant auditory cue for localizing low-frequency sounds. These cues make up the binaural pathways important for sound-source localization. The endbulb synapse has been implicated in the ITD pathway that processes the precise timing features of sound that is crucial for binaural hearing. SBCs send projections from the AVCN to the superior olivary complex (Cant & Casseday, 1986) . These projections terminate onto ipsilateral neurons of the LSO and bilaterally upon bipolar neurons of the MSO. In the MSO, inputs from the right cochlear nucleus terminate on the dendrites facing the right, whereas inputs from the left cochlear nucleus terminate on the dendrites facing left. The MSO is a key nucleus that processes synaptic input from both ears (Figure 10 ).
ITDs are crucial for localizing sounds on the horizontal plane. The ITD pathway utilizes the difference in arrival of a sound at the two ears to place a sound source. The general concept for this binaural sensitivity is the coincidence detection model where neurons would only respond when binaural excitatory inputs converged simultaneously (Jeffress, 1948) . In this model, an array of MSO neurons receive systematically arranged inputs, each with a delay line such that it would only respond if a sound source were in a particular position off the midline. Some neurons would respond when the sound was directly in front of the animal, whereas others would respond when the sound moved away from the midline.
A delay line would compensate for a progressive shift in time of arrival at the two ears. The system is sensitive to differences in the range of tens of microseconds, so it is clear that precision in synaptic transmission is required (Grothe, 2000) . The endbulb, therefore, is not only important for processing important timing cues for sound localization but also for time-varying cues in speech such as voice onset, stressed syllables, gaps, and amplitude modulation (Blackburn & Sachs, 1990) . The point of this discussion is to emphasize that endbulbs and the timing of neural activity are linked and highly important to the proper processing and perception of sound.
Auditory function
Auditory experience has been shown to influence the maturation of the central auditory system throughout development. Auditory nerve activity in the form of spike discharges is necessary for the initial formation of precise synaptic structure, tonotopic organization, and proper distribution of terminals in the ascending auditory pathway. Abnormalities in organization result in a corruption of signal processing within the brain that ultimately impairs auditory perception. Structural changes occur in the brainstem and have been described in the congenitally deaf white cat model. The re-establishment of activity through electrical stimulation results in a remarkable recovery of the involved synapses and circuit organization. (O'Neil et al., 2011; Tirko & Ryugo, 2012) .
Implants have allowed individuals with profound deafness, in particular children, to acquire speech understanding, language and social skills. Some benefits of binaural hearing can be accomplished with bilateral cochlear implants. Individuals affected with bilateral hearing loss implanted with sequentially cochlear implants benefit by having better speech understanding, especially in noise, and better sound localization. It allows the first ear that is implanted to preserve some of the benefits of binaural hearing somewhat avoiding the effects of auditory deprivation on the unimplanted ear. Auditory function can be somewhat restored by use of a cochlear implant depending on age at implant and upon how much auditory activity was available prior to implant.
Conclusion
Considerable progress has been made as a result of intensive cochlear implant research and development over the last forty years by adapting electronic technology for use in a physiological system. In doing so, the "world of hearing" have been opened to thousands of individuals in many countries. Even though the benefits of cochlear implants are many there is still progress to be made in addressing the extensive difficulties implant users have in localization of sound sources and the ability to enjoy music.
