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Abstract—A novel wide-area control design is presented to mit-
igate inter-area power frequency oscillations. A large-scale power
system is decomposed into a network of passivity-short subsys-
tems whose nonlinear interconnections have a state-dependent
affine form, and by utilizing the passivity shortage framework a
two-level design procedure is developed. At the lower level, any
generator control can be viewed as one that makes the generator
passivity-short and L2 stable, and the stability impact of the
lower-level control on the overall system can be characterized
in terms of two parameters. While the system is nonlinear, the
impact parameters can be optimized by solving a data-driven
matrix inequality (DMI), and the high-level wide-area control
is then designed by solving another Lyapunov matrix inequality
in terms of the design parameters. The proposed methodology
makes the design modular, and the resulting control is adaptive
with respect to operating conditions of the power system. A test
system is used to illustrate the proposed design, including DMI
and the wide-area control, and simulation results demonstrate
effectiveness in damping out inter-area oscillations.
Index Terms—wide-area control, data-driven control, matrix
inequality, Lyapunov stability, passivity-short systems, power
systems
I. INTRODUCTION
INTER-AREA oscillations observed in large-scale powersystems are typically recognized as low frequency problems
on the order of 0.1-1.0 Hz. As the system expands and energy
interchanges between interconnected systems increase, these
low-frequency inter-area oscillations often become poorly
damped. Recently, this problem has been even more chal-
lenging due to the fast development and high penetration of
renewable resources. To solve this problem, tremendous effort
has been made in the past decades.
In the traditional damping design, each subsystem is treated
as an independent control, and each one is capable of acting
on its own. For example, using power system stabilizers (PSS)
is a typical local control design, forming an additional part of
the generation control system. However, it is well-known that
local designs may not always be effective to damp out the
inter-area modes of oscillations for the following reasons:
• The design is usually based on the internalization of each
individual subsystem under certain operation conditions,
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thus, the stability may not be ensured under any local
design as the operation point of a power system changes.
• Although an overall centralized control (e.g. AGC) has
been used in power systems for years, a systematic design
has not been reported yet to assure the overall stability.
With the advent of time-synchronized phasor measurement
units (PMUs) and fast-speed communication technologies,
the concept of wide-area measurement systems (WAMS) has
attracted research interest and has become indispensable in
addressing such issues as instability detection and control, se-
curity assessment and enhancement in modern power systems.
Progress has been reported in wide-area control of power
systems, and detailed results on improving inter-area oscilla-
tion damping are presented in [1]–[9]. Most of the existing
literature on this topic usually focus upon one or a few of the
following aspects: power system model recognition, wide-area
damping controller design, and parameter tuning methodology
and performance validation.
The difficulty of processing the large amount of data
captured by WAMS over geographically dispersed locations
has been one of the major issues in the application of PMU
data. In [10], inter-area dynamics of the overall system are
represented by a reduced-order model based on the estimation
of aggregated system angles and velocities by using a non-
linear Kalman filter. blueA dynamic eigensystem realization
algorithm is presented in [11] to identify the inter-area os-
cillation mode, and based on that a linear quadratic Gaus-
sian controller is implemented through PSS. A method using
PMU measurements on specific points is presented in [12] to
construct dynamic inter-area system models by aggregating
the generators inside each area. This approach establishes
feasibility of the wide-area control through aggregating groups
of generators.
Several approaches based on robust control theories and
linear matrix inequalities (LMIs) have been applied to wide-
area damping control designs [13], [14]. For instance in
[13], a general procedure is proposed to design a wide-
area damping controller by applying an LMI approach to
the problem of regional pole placements. Designs based on
artificial neural networks has become more popular recently,
but those methods require an appropriate set of training data
[15]. A model free method is presented in [16] by applying
online reinforcement learning as the data-driven wide-area
oscillation-damping control.
Although the aforementioned results present significant
progress, there are unresolved issues that limit the application
and performance of wide-area control in actual power systems.
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The most critical issue to be addressed is an overall stability
analysis of interconnected dynamic systems. To this end, a
novel systematic control design is proposed in this paper, and
it uses the framework of passivity shortage, outlined in [17],
applied to power systems. It should be noted that intercon-
nection of passive systems was studied in [18], [19] among
others but, in power systems, devices such as synchronous
generators are not passive. Hence, passivity-short systems and
their properties must be applied. It is worth recalling that
passivity-short systems and their properties are investigated
in [20], and generator dynamics are always passivity-short
[21]. In this paper, this energy-based approach is applied to
design a two-level control by taking advantage of wide-area
measurement data.
Using the passivity-shortage framework, stability of the
overall system is investigated as the interconnection of blue-
subsystems or groups of coherent generators, their individual
generator controls, and their wide-area control. By nature,
each of the subsystems is passivity-short and L2 stable.
With WAMS data, reduced-order load flow equations can be
identified, and the impact of passivity-short bluesubsystems of
coherent generators and their interconnections can be quanti-
fied by two parameters using data-driven matrix inequalities.
As such, their impacts can be minimized by the design of
individual controls for the subsystems. And, the high-level
control can then be synthesized to ensure the overall system
stability and hence to effectively damp out potential inter-area
oscillations. The proposed data-driven control design allows
the controls to adapt themselves to both the power system
operating conditions and their transient behaviors, resulting in
superior performance.
The remainder of this paper is organized as follows. In sec-
tion II, blue(aggregated) models of synchronous and renewable
generators are cast into the passivity-short framework, and a
two-level control design problem is formulated. In section III,
a four-step design process is presented for both local and wide-
area controls, data driven optimization is done, and rigorous
analysis of the overall system is performed. In section IV,
communication topology, the control design algorithm, and its
robustness are discussed. In section V, simulation results are
presented to illustrate the effectiveness of the proposed design,
followed by concluding remarks in section VI.
II. PROBLEM FORMULATION
Consider the class of interconnected dynamic systems de-
scribed by the following heterogeneous nonlinear model: for
the ith subsystem,
x˙i = Ai(xi)xi +Bi(xi)vi +
∑
j∈Ni
Hij(yi, yj)(yj − yi),
yi = Ci(xi)xi,
(1)
where N = {1, · · · , n} is the index set, i ∈ N , Ni ⊂ N
denotes the neighboring set of system i, xi ∈ <ngi is the
state vector of the ith subsystem, yi ∈ <l is its output
vector, vi ∈ <m is its control input, matrices Ai(xi), Bi(xi),
Ci(xi) are state-dependent and of proper dimensions, and
coupling matrices Hij(yi, yj) are output-dependent and of
proper dimensions.
It is shown in appendix A that dynamics of a power
system of n generators, bluewhich could be either conven-
tional or renewables or their aggregated models in certain
geographical regions, are described by a set of nonlinear
differential-algebraic equations. Those equations can be recast
into system equations in the form of (1) and with respect to
their equilibrium. In the appendix, vectors xi, yi, and vi as
well as matrices Ai, Bi, and Ci are detailed so the proposed
control design becomes directly applicable. Specifically, the
state/output in (A.5) and the matrices in (A.7) should be
used for conventional generators, while inverter-based energy
sources have the state/output and their corresponding matrices
defined by (A.8) and (A.9), respectively.
For the ith system in (1), the proposed wide-area control is
of form
vi = −Kixi + ui, (2)
where the first term −Kixi is the self-feedback control1, and
ui is the WAMS-enabled control as
ui = −kci
∑
j∈Nci
Scij(t)(yj − yi), (3)
in which kci > 0 is a control gain, and S
c
ij(t) denotes the pos-
sibly time-varying communication matrix for WAMS: given
communication neighboring set Nci(t) of the ith subsystem,
Scij(t) =
{
1 if j ∈ Nci
0 otherwise
.
Under control (2), system (1) can be rewritten as
x˙i = Ai(xi)xi +Bi(xi)ui +
∑
j∈Ni
Hij(yi, yj)(yj − yi),
yi = Ci(xi)xi,
(4)
where Ai(xi) = Ai(xi) − Bi(xi)Ki. Its nominal controlled
dynamics (excluding the interconnection) are expressed as
x˙i = Ai(xi)xi +Bi(xi)ui,
yi = Ci(xi)xi.
(5)
Design of control (2) for all the subsystems involves choices of
feedback gain matrices Ki, communication neighboring sets
Nci , and cooperative control gain matrix Kc = diag{kci}.
Feedback gain matrices and the cooperative control gain
matrix will be synthesized in section III, and choices of
communication topology will be discussed in section IV-A.
The proposed design employs two novel tools. One is
the analytical framework of passivity-short dynamic systems,
as summarized in the following definition. The concept of
passivity-short systems is used because most physical systems,
including the swing equation in power systems, are not pas-
sive.
Definition 2.1: Nominal subsystem (5), or its input-output
pair (ui, yi), is said to be passivity-short with respect to
storage function Vi if inequality
V˙i ≤ uTi yi +
ii
2
‖ui‖2 − ρi
2
‖yi‖2, (6)
1If needed, a nonlinear self-feedback control of form −Ki(xi)xi could be
designed.
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holds for some ii > 0. The subsystem is said to be L2 stable
if inequality (6) holds for some ρi > 0 and a positive definite
Vi. The subsystem is said to be passive if inequality (6) holds
for some ii = 0 (and ρi = 0).
The second tool employed is an efficient computational
algorithm involving data-driven matrix inequality (DMI). To
illustrate the idea, consider nominal subsystem (5) and suppose
that the storage function Vi in Definition 2.1 is chosen to be
quadratic as
Vi =
1
2
xTi Pixi, (7)
where Pi is a positive definite matrix. Then, we know from
Lyapunov’s direct method that the nominal subsystem is
passivity-short provided that[
A
T
i Pi + PiAi + ρiC
T
i Ci PiBi − CTi
BTi Pi − Ci −iiI
]
< 0.
By Schur complement lemma [22], the above matrix inequality
is equivalent to
Mi(xi)
4
= A
T
i Pi + PiAi + ρiC
T
i Ci +
1
ii
‖PiBi − CTi ‖2 < 0.
(8)
Matrix inequality (8) is state-dependent but can efficiently be
solved real-time for Ki (within matrix Ai), ii and ρi. This
design based on data-driven matrix inequality (8) not only
applies to individual subsystems but also to the interconnected
system as a whole, and it also makes it possible to modularly
synthesize a multi-level control for the resulting system, as
shown by the four-step design process outlined in the subse-
quent section.
III. MODULAR CONTROL DESIGN
In this section, a modular control design is presented for the
interconnected system consisting of (2), (3), and (4). The first
step is to determine Hij using real-time measurement data.
The second step is to design individual feedback control gain
Ki so that individual nominal system (5) passivity-short. The
third step is to quantify the impact of interconnections among
the subsystems on stability of the overall system. The fourth
step is to make the overall system synchronize by appropriately
synthesizing the wide-area control (3). When applied to power
systems, steps two to four quantitatively prescribe the impacts
of generator controls, load flow equations, and wide-area
control on the overall power system stability and performance,
respectively. Design steps two and three are expressed and
solved as a real-time optimization problem so the overall
system performance is ensured and enhanced.
A. Data-Driven Calculation of Hij
blueAssuming that the (aggregated) power system has Nb
buses, we know that power flow equations are described by
Pi − PLi =
Nb∑
j=1
ViVj(gij cos θij + bij sin θij),
Qi −QLi =
Nb∑
j=1
ViVj(gij sin θij − bij cos θij),
where Vi is the nodal voltage, θi is the phase angle, Pi is the
power injection, PLi is the load, all at the ith bus; {gij , bij}
are the real- and imaginary-part of the (i, j)th element in the
power network admittance matrix, and θij = θi−θj . Due to the
expansive nature of power transmission/distribution networks,
it is impossible to monitor all the bus voltages, load variations,
and topology changes (i.e., parameter variations of gij and bij)
within the overall system.
With the development of WAMS, phase angles (δi) and
power injections (Pgi , Qgi ) blueat all geographical regions (i.e.
major groups of power generation units) are monitored real-
time. Accordingly, a reduced-order set of power equations can
equivalently be established at the power generation level as
follows:
Pgi =
∑
j∈N
EiEj(Gij cos δij +Bij sin δij), (9a)
Qgi =
∑
j∈N
EiEj(Gij sin δij −Bij cos δij), (9b)
where Ei is the inner bus voltage behind transient reactance
of the ith generator, {Pgi , Qgi} are the active and reactive
power injections by the ith generator, Gij and Bij are the
real and imaginary parts of the (i, j)th entry in the reduced-
order network admittance matrix, and δij = δi − δj is the
angle difference between the ith and jth generators. blueBy
collecting recent time series measurement of Ei, δij , Pgi and
Qgi , parameters Gij and Bij can be estimated by applying
such standard techniques as the least square method [23]
to equivalent network equations in (9). Although real-time
estimation is possible, system topology may change, and
estimation error may not be neglectable. Hence, the proposed
control design only requires the ranges of parameters Gij and
Bij rather than not their accurate estimates, as shown below
and in section IV.C.
It follows from (A.7) or (A.9) in appendix A that
Hij(yi, yj) =
 0 0hij(yi1,yj1)
Mi
0
0 0
 ,
where yi1 = δi − δ∗i , δ∗i is the equilibrium of δi, and
hij = EiEj
Gij(cos δij − cos δ∗ij) +Bij(sin δij − sin δ∗ij)
δij − δ∗ij
,
(10)
and that power system dynamics have the following property.
Property 3.1: Matrices Ai, Bi, Ci, and Hij may be in
general nonlinear but they are uniformly bounded in the whole
state space.
Further discussion will be provided in section IV-C to
illustrate this property as well as robustness of the proposed
control design.
It should be noted that equivalent network equations (9a)
and (9b) are linear in system parameters. Hence, using the
data locally available from WAMS, the linear equations in (9)
can be solved distributively to estimate the system parame-
ters Gij and Bij . For instance, a distributed algorithm was
proposed in [24] to solve linear equations and determine the
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system topology matrix using only local information, and this
approach has successfully been applied in [25] to determine
a reduced-order dynamic model of power systems. In short,
distributed and efficient algorithms can be developed to moni-
tor both the system parameters and the values of hij(yi1, yj1)
online. blueOnce again, the proposed design needs only the
knowledge of upper and lower bounds on hij(yi1, yj1) in order
to ensure robustness.
B. Individual Control Design
Consider nominal subsystem (5) and its corresponding
storage function (7). It follows from (6) that the nominal
subsystem is passivity-short and L2 stable if Ki is designed
to ensure data-driven matrix inequality (8). There are many
choices of self-feedback control gain Ki (or gain function
Ki(xi)). As shown in appendix A, traditional generators
and inverter-based energy resources have the relative degrees
of two or higher, and hence the inter-area power dispatch
control problem always involves passivity-short subsystems.
Recall that property 3.1 holds for power systems. Accordingly,
individual subsystems can always be made passivity-short, as
the same conclusion is drawn in [26] for any linear stabilizable
systems.
From the perspective of minimizing the impact of subsystem
dynamics on the overall system, an effective self-feedback
control can be designed by minimizing ii and maximizing
ρi. That is, the following real-time optimization problem with
constraints of the data-driven matrix inequality (DMI) can be
solved:
min
Ki,ii,ρi
[αiiii − (1− αii)ρi]
s.t. Pi > 0, Mi(xi) ≤ 0, ii, ρi ≥ 0,
(11)
where αii ∈ (0, 1) is a design parameter. At any instant of
time t, xi(t) becomes known as well as matrix Ai(xi), and
hence Ki can be designed adaptively by using available (or
previously determined) Lyapunov function Pi > 0.
C. Quantifying Passivity-Shortage Impact of Interconnections
The following lemma, whose proof is included in appendix
B, provides a useful property for subsystem (4). In particular,
the quadratic terms ij‖yj‖2 quantify the impact of nonlinear
interconnections on subsystem (4) in a way parallel to that of
ii‖ui‖2.
Lemma 3.2: Subsystem (4) has the property that
V˙i ≤ uTi yi +
ii
2
‖ui‖2 − ρi
2
‖yi‖2 + 1
2
∑
j∈Ni
ij‖yj‖2, (12)
provided that M ′i(xi, yj) ≤ 0, where
M ′i
4
= Mi−
∑
j∈Ni
(
PiHijCi + C
T
i H
T
ijPi −
1
ij
PiHijH
T
ijPi
)
.
(13)
While ui can be designed to damp out inter-area oscilla-
tions, transient impacts of those oscillations must be mini-
mized. Accordingly, the following optimization problem can
be solved by using the DMI in (13):
min
ij
∑
j∈Ni
αijij
s.t. Pi > 0, M
′
i(xi, yj) ≤ 0,
ij , αij ≥ 0,
∑
j∈Ni
αij = 1.
(14)
It is worth noting that the optimization problems in (11)
and (14) can be combined into one as:
min
Ki,ii,ij ,ρi
 ∑
j∈Ni∪{i}
αijij −
1− ∑
j∈Ni∪{i}
αij
 ρi

s.t. Pi > 0, M
′
i(xi, yj) ≤ 0,
ii, ij , ρi ≥ 0, αii +
∑
j∈Ni
αij < 1.
(15)
The above DMI-based optimization problem can be solved by
using any of the standard techniques available to solve either
LMIs or bilinear matrix inequality (BMI) optimizations [27].
It is apparent that, if Hij = 0 for any j, ij ≡ 0 is the
corresponding solution.
D. Communication-Enabled Wide-Area Control Design
It follows from (3) that the network level cooperative control
can be written in the vector form
u = −KcLy, (16)
where Kc = diag{kci}, Sc = {Scij}, D = diag{Sc1},
L = (D − Sc) is the Laplacian of communication network
of wide-area control. Design of the network level control
depends on properties of individual subsystems, specifically,
bluetheir impact coefficients and L2 parameters are quantified
by {ii, · · · , ij , · · · } and ρi, respectively. For convenience of
expression, let us denote
W = diag{ii}, Γ = diag{γi}, and Φ = diag{φi},
where γi are entries of the first left eigenvector of L (that is,
γTL = 0) and
φi = γiρi −
∑
j=1:n; i∈Nj
γjji.
Stability of the overall system can be achieved by the choice
of gain matrix Kc, as shown by the following theorem.
Theorem 3.3: Under inequality (12), system (1) exponen-
tially converges to the desired output consensus under coop-
erative control (16) provided that gain kci ≈ kc is chosen as
follows:
i) If Φ ≥ 0, then
0 ≤ kc < λ
′(ΓL+ LΓ)
λmax(LTW L)
. (17)
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ii) If some φi are negative but both inequalities
∑
i φi > 0
and λ2b + 4λa min(φi) ≥ 0 holds, then
kc ∈
(
λb −
√
λ2b + 4λa min(φi)
2λa
,
λb +
√
λ2b + 4λa min(φi)
2λa
)
, (18)
where λa = λmax(LTWL), λb = λ′(ΓLT + LΓ), and λ′(·)
and λmax(·) denote the dominant eigenvalue (the smallest non-
zero) and the largest eigenvalue, respectively.
Proof. It follows from Perron-Frobenius theorem [28] that,
as long as Laplacian L (or equivalently Sc) is strongly
connected, its left eigenvector γ = vec{γi} is positive. Given
storage functions (7) for interconnected subsystems (4), choose
the overall storage function as
V =
n∑
i=1
γi
kci
Vi.
It follows from (12) that
V˙ =
n∑
i=1
γi
kci
V˙i
≤
n∑
i=1
γi
kci
yTi ui +
1
2
n∑
i=1
γi
kci
ii‖ui‖2
−1
2
n∑
i=1
γi
kci
ρi‖yi‖2 + 1
2
n∑
i=1
∑
j∈Ni
γi
kci
ij‖yj‖2
= −1
2
yTQy, (19)
where
Q = ΓLT + LΓ− LTKcWL+ Ψ, (20)
and
Ψ = diag{ψi} 4= diag
γiρikci −
∑
j=1:n; i∈Nj
γj
kcj
ji
 . (21)
Hence, the overall system is exponentially stable if matrix
Q is positive definite, and it has both Lyapunov stability and
an output consensus if matrix Q is both positive semi-definite
and of rank (n − 1). Should kci = kc, equation (20) reduces
to
Q = −kcLTWL+ ΓLT + LΓ + Φ
kc
. (22)
It follows from [28] that, if L is strongly connected, (ΓL+
LΓ) is positive semi-definite and of rank (n − 1), and so is
LTKcWL. Therefore, (ΓL+LΓ−kcLTWL) is positive semi-
definite and of rank (n−1) for all small values of kc satisfying
(17). Hence, stability can be concluded for the case that Φ ≥ 0.
In the event that Φ 6≥ 0, some of φi must be negative,
and stability will be established in two steps. First, note that
both (ΓLT +LΓ) and LTWL and Φ are positive semi-definite
and of rank (n− 1), in particular, 1T [−kcLTWL+ (ΓLT +
LΓ)]1 = 0 if and only if x = c1, where 1 is the vector of 1s.
It follows that
1TQ1 =
1
kc
1TΦ1 > 0.
Second, it follows from (22) that, for x /∈ {c1} with c ∈ <
and c 6= 0,
xTQx ≥− kcλmax(LTWL)‖x‖2 + λ′(ΓLT + LΓ)‖x‖2
+
min(φi)
kc
‖x‖2, (23)
which is positive for all kc satisfying inequality (18). This
concludes the proof. 4
IV. IMPLEMENTATION AND ITS ROBUSTNESS
The proposed design yields a two-level control implemen-
tation: a lower-level control involving feedback gain matrix
Ki for passivity shortage and L2 stability of the subsystems,
and a higher-level control enabled by WAMS. The control
architecture is shown in Fig. 1, and the details of communi-
cation topology design, control algorithm implementation and
robustness are illustrated in the subsequent subsections.
Fig. 1. Overall architecture of the proposed control
A. Communication Topology Design
Implementation of wide-area cooperative control (3) or (16)
involves the choice of communication matrix Sc, a mathemat-
ical abstraction of WAMS. The simplest choice of Sc is
Sc = 11T , or Scij ≡ 1,
which is all to all communication.
Wide-area control ui in (3) is in the form of consensus
law [28], and it has the property that, should subsystems i
and j are coherent (a concept established in power systems
in [29] or, equivalently, in the sense that (yi − yj) ≈ 0),
the corresponding control contribution is approximately zero.
In other words, WAMS-enabled control (3) aims specifically
at damping out inter-area oscillations, and communication
neighboring set Nci should be chosen to exchange information
among incoherent groups of subsystems (i.e., subsystems that
are geographically apart). That is, the sparsest communication
matrix is as follow: given µ coherent groups of generators and
for any 1 ≤ l1 6= l2 ≤ µ, Scij = 0 for all i ∈ Cl1 and j ∈ Cl2
except for one pair (i∗, j∗) such that Sci∗j∗ = 0 with i
∗ ∈ Cl1
and j∗ ∈ Cl2 , where Cl is the index set of the lth coherent
group, and ∪µl=1Cj = N .
Any topology more dense than the sparsest would work for
the proposed wide-area control. Under the topology of all-to-
all communication, system parameters Gij and Bij can be
solved at all the sites. Under all other possible topologies,
system parameters can be estimated either by using distributed
algorithm explained in section III-A or by the dispatch control
center (which collects all critical information of the overall
system).
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B. Implementation of Data-Driven Control
The data used in the proposed design contains:
Step 1: Local model and data at individual systems: matrices
Ai, Bi, and Ci; local state xi and output yi; and the
outcome of individual feedback gain design is Pi,
Ki, ii, and ρi;
Step 2: Wide-area data-driven interconnection model and its
impact: outputs y = vec{yi}; estimates of system
parameters Gij , Bij , and values Hij ; determination
of impact measures ij through optimization;
Step 3: Wide-area cooperative control: determination of kc
by applying theorem 3.3.
Should matrices Ai, Bi, and Ci be constant, step 1 needs to
be done only once; otherwise, step 1 needs to be dynamically
computed if the matrices are state dependent. In general, step
2 needs to be dynamically calculated as wide-area data comes
in. Steps 1 and 2 can be integrated into one as illustrated by
(15). Step 3 needs to be repeated if ij change noticeably.
It follows from (10) that the changes in matrices Hij are
due to their elements hij(yi1, yj1). As will be discussed in
section IV-C, the change of hij over time is often small and
relatively slow. As a result, wide-area data-driven computation
can be held off until the cumulative change of hij has exceeded
certain threshold cTi . Specifically, let us define the following
measure:
hi(t)
4
=
∑
j∈Ni
|hij(yi1(t), yj1(t))|, (24)
then step 2 is ignored for the ith generator over time interval
[t− δt, t] if
|hi(t)− hi(t− δt)| < cTi . (25)
In summary, the proposed data-driven control is imple-
mented using algorithm 1:
Algorithm 1 Computational algorithm of data-driven control
1: At time ti, update Hij(ti) and check condition (25):
if (25) holds, exit;
else, continue.
2: Initialization: Ki, ii, ij , ρi, and Pi.
3: Update Hij(ti) by wide-area data (also update Ai, Bi,
and Ci if they are state-dependent).
4: Perform DMI optimization process at time ti until it
converges:
5: Update M ′i according to (13);
6: Solve bilinear problem (15).
7: Update W , Φ, and choose kc according to theorem 3.3.
8: goto ti+1.
C. blueTime Delay and Robustness Analysis
It is straightforward to show using (10) that, while
hij(yi1, yj1) are nonlinear, their values are uniformly bounded
from above and below. Indeed, upon determining system
parameters Gij and Bij , the ranges of hij(yi1, yj1) can easily
be found for a wide operational range of δi and its equilibrium
δ∗i . Fig. 2 is an illustration of the range of hij , which is drawn
-1.5 -1 -0.5 0 0.5 1 1.5
ij- 
*
ij
0
0.5
1
1.5
2
2.5
h i
j
t-   t
Fig. 2. Range of hij values with respect to (δij − δ∗ij)
based on the parameters from appendix C. The deviation of hij
as shown by the middle part of the curve is quite small when
the system has a low-frequency oscillation (i.e. (yi1 − yj1)
fluctuates around zero).
It follows from Property 3.1 that the optimization problem
(14) remains to be solvable only with the ranges of Hij
rather than their precise values. As such, a solution to the
optimization problem (15) could be found without the exact
knowledge of yj . blueIn case that yj was available at (t− δt)
rather than current time instance t because of communication
delay or interruption, lets define the following error of hij to
analyze robustness:
∆hij = hij(t)− hij(t− δt),
and hence that of Hij can be written accordingly as
∆Hij
4
= Hij(t)−Hij(t− δt) = ∆hij
hij(t− δt)Hij(t− δt).
Therefore, by substituting (Hij(t− δt) + ∆Hij) into (15), we
have the following DMI matrix at t
M ′(t) =M ′(t− δt) +
(
∆hij
hij(t− δt)
)2
Nij(t− δt)
+
∆hij(t− δt)
hij(t− δt) N
′
ij(t− δt),
where Nij(t− δt) = 1ijhij(t−δt)PiHij(t− δt)HTij(t− δt)Pi,
and
N ′ij(t− δt) =
1
ijhij(t− δt)
[
2PiHij(t− δt)HTij(t− δt)Pi
−ij(PiHij(t− δt)Ci + CTi HTij(t− δt)Pi)
]
.
Given M ′(t − δt) ≤ 0, it can be observed that M ′(t) ≤ 0
holds if
‖∆hij‖2‖Nij(t− δt)‖+ ‖∆hij‖‖N ′ij(t− δt)‖
≤ λmin (M ′(t− δt)) ,
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Fig. 3. A three-area power system: IEEE 9-bus system
which is equivalent to
‖∆hij‖ ≤ 1
2‖Nij(t− δt)‖
[−‖N ′ij(t− δt)‖
+
√
‖N ′ij(t− δt)‖2 + 4‖Nij(t− δt)‖λmin (M ′(t− δt))
]
(26)
where λmin(·) denotes the smallest eigenvalue. blueThe above
bound can be integrated into cTi in (25), the condition for
algorithm 1. Based on the fact that deviation ∆hij is usually
small for low-frequency oscillations, robustness of algorithm 1
is assured, and hence each individual subsystem is guaranteed
to be passivity-short and L2 stable in the presence of delay δt.
Using the passivity shortage framework, the overall system sta-
bility under consensus-based cooperative control (16) through
delayed communication network remains to be stabilizing al-
beit its performance is degraded graciously as delay increases.
Due to space limitation, further analysis and analytical proof
are omitted here but the readers are referred to [28], [30] for
the detailed analysis on stability of interconnecting passivity-
short systems with significant communication delays.
V. SIMULATION RESULTS
blueIn this section, performance of the proposed control
is illustrated using a three-area test system modeled by the
standard IEEE 9-bus system shown in Fig. 3. Each of the
areas is represented by one aggregated generator. The detailed
parameters of the test system and its aggregated generator
models are listed in appendix C.
blueAll the simulation results are obtained using the fol-
lowing setting: a short-circuit fault happens on bus 8 at
t = 2.0s and is removed at t = 2.1s, and a load change of
∆Pload = 1. p.u. occurs simultaneously at t = 2.1s in area 2.
In this setting, there are a large disturbance and a consequent
change of operating condition.
bluePerformance of the following three wide-area controls
are compared under the same simulation setting: I) the pro-
posed DMI control, II) the LMI-designed control [31], and III)
a traditional control of typical gain choice (constant gains). For
case III, the local gain matrix is chosen to be a droop gain,
and the wide area control is AGC whose gain matrix is an
integral control, that is, in (2) and (A.3),
Ki = [0, ki, 0, 0, 0] , K
I
i =
[
0, kIi , 0, 0, 0
]
.
The specific gain values in case III are set to be ki = 30
and kIi = 0.3, as suggested in [32], for all three aggregated
generators. The control gains in case II are solved using
the LMI method [31] based on the operating condition. The
control gains in case I are updated using the proposed DMI
optimization procedure, and network-level control gain kc is
solved subsequently.
blue The system responses under the three control strategies
are illustrated by both the frequency and a line power (line 8-
2), and the results are shown in Fig. 4 and Fig. 5, respectively.
The results show that system frequency increases as a result
of the load decrease in area 2, after sustained oscillations. The
oscillation frequency is about 0.4Hz. Fig. 4 also shows that
system frequency gradually goes back to nominal frequency
in all the cases.
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Fig. 4. Trajectories of ω3: the proposed control (case I), LMI
control (case II), and traditional control (case III)
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Fig. 5. Trajectories of power on line 8-2: the proposed control
(case I), LMI control (case II), and traditional control (case
III)
blueThe representative simulation results show that the pro-
posed DMI design method is more effective in damping out the
oscillations caused by the disturbances. Case III has the least
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Fig. 6. Adaptation over time of control gains in the proposed
DMI design: ki, kIi and kc.
damping because the typical AGC is not effective in oscillation
suppression. The performance in case II is somewhat better as
the control gains are optimized but only with respect to one
loading condition. Changes of the operating condition are not
considered in either cases II or III. In case I, the overall system
stability is monitored using matrix inequalities, the control
gains are adaptively updated, and hence the best performance
is achieved. Fig. 6 shows the time evolution of the adaptive
control gains in the proposed data-driven control. From both
analytical design and the simulations, we learn that ki in (15)
is far more effective than kIi (as k
I
i has to be small).
blueTo illustrate performance of the proposed DMI control
with delayed communication, the simulation is repeated with
delay δt = 200ms (the same value used in [33]). The results
in Fig. 7 show that the proposed DMI control remains quite
effective and performance degradation is in tune with the
delay.
0 5 10 15 20
60
60.2
60.4
Fr
eq
ue
nc
y 
(H
z)
w/o delay
with delay
0 5 10 15 20
Time (s)
0
2
4
Li
ne
 p
ow
er
 (p
.u.
)
w/o delay
with delay
Fig. 7. Damping performance of the proposed DMI control:
Without or with communication delay.
VI. CONCLUSION AND DISCUSSION
A novel systematic approach for damping out inter-area
low-frequency oscillations of power systems is presented. By
taking advantage of the fact that all synchronous generators
are passivity-short and L2 stable, the passivity shortage frame-
work is utilized to modularly design a two-level control. The
stability of the overall system is investigated as the intercon-
nection of subsystems, local control, and wide-area control.
First, using WAMS data, a DMI algorithm is formulated to
minimize the impact of individual control of subsystems and
their interconnections. Then, a high-level control algorithm is
designed and analyzed to ensure the overall system stability.
Simulation on a standard test system proves the efficacy of the
proposed method. Implementation of a passivity-short design
results in a closed-form representation in which overall system
stability can be guaranteed.
blueThe proposed data-driven control is robust with respect
to network parameter changes and communication delays or
interruptions. Its implementation only requires computation of
matrix inequalities, hence the proposed control is scalable to
large-scale systems. Nonetheless, it is natural to model and
control groups of coherent generators together. Future research
will be pursued to address such technical issues as joint design
of communication, on-line model reduction, and wide-area
control. Such a comprehensive solution is what is needed for
WAMS and EMS.
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APPENDIX A
STATE-DEPENDENT AFFINE MODELING OF POWER
SYSTEMS
Consider a power system that consists of n generators. If
the ith generator is conventional, its dynamic equations are
described by the following swing equations:
δ˙i = ωi, Miω˙i = Pmi − Pgi −Diωi. (A.1)
where Mi is the inertia, Pmi is the prime power, Pgi is
the electrical power, Di is the damping constant, δi is the
rotor angle, and ωi is the frequency derivation (away from
the synchronous frequency ω0). Should the generator have a
prime mover, the mechanical power Pmi is the output of a
second-order turbine/governor model [34]:
τi1 P˙mi = Ygi − Pmi , τi2 Y˙gi = Ui − Ygi , (A.2)
where Ygi denotes the prime mover input (e.g. the gate position
of the turbine), τi1 and τi2 are time constants, and Ui is the
control input.
Traditionally, control Ui consists of a local frequency con-
trol (LFC) and an automatic generator control (AGC). As
shown in Fig. 8 and Fig. 9, LFC is a droop control that is a spe-
cial case of the proposed feedback control vi = −Kixi + ui,
and AGC is an integral control of the local feedback. Hence,
control Ui is in general of the form
Ui = vi + αi + P
ref
gi , α˙i = −KIi xi, (A.3)
where xi is the local state to be defined, αi is the integral
control variable, P refgi is the desired set point, K
I
i is an integral
gain row vector (of small values), vi = −Kixi + ui, and ui
is the higher-level control to be designed in the form of (3).
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Fig. 8. Block diagram of droop control
Fig. 9. Block diagram of automatic generator control (AGC)
It follows from (9), (A.1), (A.2), and (A.3) that the equilib-
rium of the overall system with x∗i = 0 is
P ∗mi = P
∗
gi (A.4a)
Y ∗gi = P
∗
gi (A.4b)
P ∗gi = P
ref
gi + α
∗
i (A.4c)
P ∗gi =
∑
j∈N
EiEj(Gij cos δ
∗
ij +Bij sin δ
∗
ij) (A.4d)
Q∗gi =
∑
j∈N
EiEj(Gij sin δ
∗
ij −Bij cos δ∗ij). (A.4e)
In the above equations, δ∗ij = δ
∗
i − δ∗j represents the
final angle differences whose values are determined by the
AGC signals [32] applied at each of the generators. AGC is
a fundamental function of the power system control center,
which adjusts the outputs of all major plants to compensate
the frequency and load changes.
For a generator described by model (A.1) and (A.2), let us
choose its state and output vectors as
xi =

xi1
xi2
xi3
xi4
xi5
 =

δi − δ∗i
ωi
Pmi − P ∗gi
Ygi − P ∗gi
αi − α∗i
 , yi =
[
yi1
yi2
]
=
[
xi1
xi2
]
. (A.5)
It follows from (9) and (A.5) that
Pgi = P
∗
gi +
∑
j∈N
hij(yi1, yj1)× (yi1 − yj1), (A.6)
where hij(yi1, yj1) is defined by (10).
It is straightforward to show that, under the definition of
xi in (A.5), dynamic equations (A.1) and (A.2) together with
control (A.3) and load flow equations (9) are mapped into (1)
with
Ai =

0 1 0 0 0
0 −DiMi 1Mi 0 0
0 0 − 1τi1
1
τi1
0
0 0 0 − 1τi2
1
τi2
−KIi
 , Bi =

0
0
0
1
τi2
0
 ,
Ci =
[
1 0 0 0 0
0 1 0 0 0
]
, Hij(yi, yj) =

0 0
hij
Mi
0
0 0
0 0
0 0
 .
(A.7)
For inverter-based renewable generation or distributed en-
ergy resources, there are at least two options to derive their
dynamic equations and apply the proposed design. One is to
use their native dynamics to derive their equations, as was done
in [35]. The other option is to introduce a layer of generator
emulation control [36], [37] or equivalently the so-called
virtual synchronous generator [38]. In the latter case, inverter-
based energy sources have the same dynamic performance
as synchronous machines, which is adopted in this paper for
simplicity of technical presentation. Accordingly, for inverter-
based generators, dynamic equations in (A.1) are used, and
the corresponding state and matrices are given as follows:
xi =
xi1xi2
xi3
 =
 δi − δ∗iωi
αi − α∗i
 , yi = [yi1yi2
]
=
[
xi1
xi2
]
, (A.8)
and
Ai =
 0 1 00 −DiMi 1Mi
−KIi
 , Bi =
 01
Mi
0
 ,
Ci =
[
1 0 0
0 1 0
]
, Hij =
 0 0hij
Mi
0
0 0
 .
(A.9)
It is worth noting that generator dynamics may be subject
to such nonlinearity as saturation. Correspondingly, those
nonlinearities can be introduced and matrix representations
(A.7) and (A.9) become state dependent.
blueIt should be noted that large-scale power systems often
consist of distinct geographical regions and their coherent
groups of physical generators. Rather than designing wide-area
controls for all physical generators, it is both advantageous
and customary to develop an aggregated model for each of
the areas. Indeed, the aggregate model can also be expressed
in the form of (A.7) or (A.9), and they can be determined
using one of model reduction algorithms in [25], [39], [40]).
Hence, in the paper, model (1) is used to represent either an
individual generator or a group of coherent generators.
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APPENDIX B
PROOF OF LEMMA 3.2
It follows from subsystem (4) and storage function (7) that
V˙i = u
T
i yi +
ii
2
‖ui‖2 − ρi
2
‖yi‖2 +
∑
j∈Ni
ij
2
‖yj‖2
+
[
xTi y
T
j u
T
i
]
M i(xi, yj)
xiyj
ui
 .
Inequality (12) can be concluded by using the above equa-
tion together with DMI (B.1).
Matrix M i in (B.1) has the special structure that it has four
sub-blocks as
M i =
[
M i,11 M i,12
M
T
i,12 M i,22
]
and the lower right block M i,22 is diagonal and negative
definite. It follows from Schur complement lemma [22] that
M i ≤ 0 is equivalent to M i,22 < 0 and
M ′i
4
= M i,11 −M i,12M−1i,22M
T
i,12 < 0.
It is straightforward to show algebraically that M ′i is given by
(13). clearly, the dimension of matrix M ′i is much lower than
that of matrix M i.
M i(xi, yj) =

A
T
i (xi)Pi + PiAi(xi) + ρiC
T
i Ci
−
∑
j∈Ni
(PiHijCi + C
T
i H
T
ijPi)
· · · PiHij(yi, yj) · · · PiBi − CTi
...
... 0
... 0
HTij(yi, yj)Pi 0 −ijI 0 0
...
... 0
... 0
BTi Pi − Ci 0 0 0 −iiI

≤ 0. (B.1)
APPENDIX C
TEST SYSTEM DATA
The network parameters are shown in Table I. The pa-
rameters of aggregated generators are shown in Table II. All
parameters are per unit values.
TABLE I: Network parameters of the IEEE test system
Bus 1 Bus 2 R X B
1 4 0 0.0576 0
4 5 0.017 0.092 0.158
5 6 0.039 0.17 0.358
3 6 0 0.0586 0
6 7 0.0119 0.1008 0.209
7 8 0.0085 0.072 0.149
8 2 0.00 0.0625 0
8 9 0.032 0.161 0.306
9 4 0.01 0.085 0.176
TABLE II: Generator parameters of the IEEE test system
Gen. No. Mi Di X′d τi1 τi2
1 470 0.1 0.0014 0.03 0.01
2 130 0.1 0.0023 0.03 0.01
3 62 0.1 0.0029 0.03 0.01
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