1. Introduction. Throughout this paper we shall suppose that s is an integer ≥ 5. Then order of magnitude considerations show that every sufficiently large integer is expressible as a sum of s distinct non-zero squares. In fact, E. M. Wright [Wr] proved that, if s ≥ 5, then for large n we can essentially prescribe the ratios of the squares in expressing n as a sum of s squares. Thus, for each s ≥ 5 there exists a largest integer N (s) which is not expressible as a sum of s distinct non-zero squares. In this paper we shall obtain asymptotic estimates for N (s).
1. Introduction. Throughout this paper we shall suppose that s is an integer ≥ 5. Then order of magnitude considerations show that every sufficiently large integer is expressible as a sum of s distinct non-zero squares. In fact, E. M. Wright [Wr] proved that, if s ≥ 5, then for large n we can essentially prescribe the ratios of the squares in expressing n as a sum of s squares. Thus, for each s ≥ 5 there exists a largest integer N (s) which is not expressible as a sum of s distinct non-zero squares. In this paper we shall obtain asymptotic estimates for N (s).
In a recent paper [HK] , Halter-Koch considered representations of integers as sums of s distinct non-zero coprime squares, and he proved among other things the following results. Halter-Koch also proved a number of related results. For example, he showed that for s ≥ 5, N * (s + 1) ≤ 2( N * (s) + 2) 2 , which enables one to derive an explicit (but rather crude) bound for N * (s). Of the two quantities N (s) and N * (s), the former is the more natural one, and we shall express our results in terms of N (s). Trivially, we have N Since any sum of s distinct positive squares must be greater than or equal to the sum of the first s positive squares, namely P (s) = s i=1 i 2 = s(s + 1)(2s + 1)/6, we have the trivial lower bound N (s) ≥ P (s) − 1. In fact, N (s) must be strictly larger than P (s) since, for example, P (s) + 1 is not expressible as a sum of s distinct squares. Our principal result (Theorem 1) shows among other things that N (s) is asymptotically equal to this lower bound P (s) and gives a fairly precise estimate for the difference
R(s) = N (s) − P (s).
In order to state this main theorem, we define λ s ≥ 0 by We further set, for any non-negative real number x, L x = log log max(x, e e ), t x = L x / log 2 , f (x) = 
An example of such a sequence is given by taking s 1 = 1 and s k = 2s
The estimate (1.2) shows in particular that R(s) P (s). The second main term on the right-hand side of (1.2) involves the oscillatory quantity λ s , which depends on how 8s is situated relative to the sequence of squares. From the representation (1.1) of λ s it is clear that 1/ √ 2 ≤ λ s ≤ 1 and that these bounds are best possible. Specifically, λ s will be near its maximal value 1 if 8s is close to a square; and λ s will be near its minimal value 1/ √ 2 when 8s is roughly midway between two consecutive squares, for example, when s has the form m(8m ± 1). Thus, R(s) = N (s) − P (s) oscillates between the limits (2s) , up to an error term O(s 9/8 ).
The inequality (1.3) gives a universal upper bound for R(s) which sharpens that of (1.2) when 8s is close to a square and which by (1.4) is best possible.
The remainder of this paper is organized as follows. In Section 2 we give an explicit polynomial upper bound for N (s), namely N (s) < (s − 1) 5 for s ≥ 5 (Theorem 2), which will be needed as a basis for the subsequent arguments. In Section 3 we reformulate the problem of determining N (s) and state a result (Theorem 3) about a related extremal problem. This problem concerns the minimum Q(m) of t i=1 a i for all representations of the integer m in the form m = t i=1 ε i a 2 i , where ε i = ±1 for all i and a 1 , . . . , a t are distinct positive integers. Theorem 3 gives estimates for Q(m) parallel to those of Theorem 1 and forms the principal ingredient in the proof of that theorem, but is also of some interest for its own sake. In Sections 4 and 5 we prove Theorem 3, and in Sections 6 and 7 we prove Theorem 1. In Section 8, we give the explicit upper bound (Theorem 4) (1.5) N (s) < P (s) + 2s √ 2s + 44s 5/4 + 108s (s ≥ 166), which is useful for various purposes. In particular, we use (1.5) to show that the function N (s) is monotonic for s ≥ 7; this answers a question of Erdős.
(Note, however, that the function
+ m) for all large m.) In Section 9, we prove the above remark that N (s) = N * (s) for every s ≥ 5; in fact, we show (Theorem 5) that if a positive integer is expressible as a sum of s ≥ 5 distinct non-zero squares then it is also expressible as a sum of s distinct non-zero squares with greatest common divisor 1. In Section 10 we make some remarks on the more general problem of expressing an integer as a sum of s distinct positive kth powers. Using the results of Hardy and Littlewood on Waring's problem, we show (Theorem 6) that if N k (s) denotes the largest integer not expressible in this form, then
In the final section, we discuss the computation of N (s) and we give two tables of numerical data.
2. An initial upper bound. Using the result of Halter-Koch on four squares mentioned in the preceding section, we obtain the rough bound N (s) < (s − 1) 5 , which will be needed later on. 
say. A simple calculation gives
Clearly f s (n) is an increasing function of n provided n/(s − 3) > (s 2 − 7s + 14)/2. This condition is satisfied if s ≥ 5 and n ≥ (s − 1) Since r is odd and greater than 157, Theorem 0 shows that r is expressible as a sum of four distinct non-zero squares. Since each of these four squares is less than r < n/(s − 3) < a 3. An extremal problem. In this section we rephrase the problem of estimating N (s) in a form which is more suitable when dealing with integers that are close to P (s), and we state a result (Theorem 3), which will form the principal ingredient in the proof of Theorem 1. The underlying idea is that if n is an integer close to P (s) =
i as a sum of s distinct squares, then the set {a i : i ≤ s} can be expected to be "close" to the set {i : i ≤ s}.
To make this idea precise, we note that any set {a i : i ≤ s} of distinct positive integers can be obtained from the set {i : i ≤ s} by replacing some of the integers i ≤ s,
where the numbers h i and k i satisfy
Conversely, any integer n expressible in the form (3.1) with the conditions (3.2) and (3.3) is a sum of s distinct positive squares. Therefore, R(s) = N (s) − P (s) is the largest integer r not expressible in the form
with integers h i and k i satisfying (3.2) and (3.3).
The above formulation leads naturally to the problem of minimizing the sum
, subject to the conditions (3.2) and (3.3), while holding the sum
However, this extremal problem is somewhat awkward to deal with directly, as the conditions (3.2) and (3.3) are not symmetrical and depend on the parameter s. We therefore consider the following related, but simpler and more natural problem, which is sufficient for the application to the proof of Theorem 1 and also is of some intrinsic interest. For m = 0 set
where the minimum is taken over all sets {a i : i ≤ t} of distinct positive integers satisfying 
where
(ii) We have the upper estimate
where f (x) and L x are defined as in Theorem 1.
(iii) The inequality (3.7) is best possible in the sense that if the sequence {m k } is defined by m 0 = 1 and m k = m
(iv) The upper bounds in (3.6) and (3.7) remain valid if in the definition (3.5) of Q(m), t is restricted by the condition
where C is a suitable absolute constant.
Proof of Theorem 3; upper bounds. Call a representation
and the numbers a i are distinct positive integers. To obtain the upper bounds of Theorem 3 (in the stronger form claimed in the last part of Theorem 3), we need to construct an admissible representation with t ≤ CL |m| for which the sum t i=1 a i is bounded by the right-hand sides of (3.6) and (3.7). Our construction is essentially that obtained by the greedy algorithm, supplemented by a direct argument for the first few values of m. We first dispose of the case of small m with the following lemma. show that every m with 0 < m ≤ 13 has a representation of the required form with a i ≤ 4. Replacing ε i by −ε i in each of these representations, we see that the same is true for −13 ≤ m < 0. In the remaining range 13 < |m| ≤ 37 the result follows by writing m = ε5 2 + m with ε ∈ {±1} and |m | ≤ 12 and representing m in the above form using squares a 2 i with a i ≤ 4. The lemma shows that for 0 < |m| ≤ 37, Q(m) is well-defined and satisfies the bounds (3.6) and (3.7) trivially, provided the O-constants are suitably chosen. The same is true for m = 0, since by definition Q(0) = 0. To deal with the general case, we begin with the following observation. Given an arbitrary integer m, let q = |m| , so that q + r with ε = sign(m) (with the convention sign(0) = 1) and |r| ≤ q = |m| . Iterating this procedure, we obtain, for any given integer m, sequences of integers {a i } and {r i } defined by
We then have for any k ≥ 1 the representation
In fact, for sufficiently large k we have the exact representation m =
, since it is easily seen that the sequence {r i } must be eventually zero; however, in order to ensure that the numbers a i are distinct, we need to work with the truncated version (4.3) in which the term r k is not necessarily 0.
Assume now that |m| = |r 0 | > 37. Then
Moreover, if i ≥ 2 and a i ≥ 3 then (4.2) and (4.1) imply that
since any real number x with x ≥ 3 must be at least equal to 5/2 and hence satisfies x < x 2 − 1 and x < x 2 . Therefore, defining k to be the maximal index such that a k ≥ 6, we have
Furthermore, by (4.1) we have
gives an admissible representation of m. Otherwise we have 0 < |r k | < 36 and we can therefore apply Lemma 4.1 to represent r k in the form
Combining this representation with (4.3) we obtain again an admissible representation of m involving t ≤ k + 5 squares. In either case we obtain the inequality
To bound the sum k i=1 a i , we first observe that by (4.2) and induction we have for each i ≥ 1,
Together with (4.1), this implies
and, in particular,
The last estimate implies
which in view of the inequality t ≤ k + 5 shows that the representation constructed above satisfies the additional restriction (3.9) stated in part (iv) of the theorem. Moreover, (4.5) and (4.6) yield
(|m|
In view of (4.4) this establishes the bound (3.7).
To prove the upper bound in (3.6), we observe that if |m| = a + ϑ with |ϑ| ≤ 1/2, then we have a = |m| , |ϑ| = θ |m| and
Using this estimate together with (4.4), (4.5), and (4.6), we obtain
which is the desired estimate.
Proof of Theorem 3; lower bounds.
We begin with a lemma which supplies the key step in the proof.
(ii) If m is a sufficiently large positive integer , then we have
where q = |m| .
P r o o f. (i) The identity Q(m) = Q(|m|) follows immediately from the definition of Q(m). The bound Q(m) ≥ |m| holds trivially for
m = 0, since Q(0) = 0. If m = 0, then any representation of the form (5.2) m = t i=1 ε i a 2 i , ε i ∈ {±1}, a 1 > a 2 > . . . > a t ≥ 1, satisfies t i=1 a i ≥ t i=1 a 2 i 1/2 ≥ t i=1 ε i a 2 i 1/2 = |m|.
By the definition of Q(m) this implies Q(m) ≥ |m|.
(ii) We first show that Q(m) is bounded from below by the right-hand side of (5.1). Suppose that m is a positive integer and fix a representation of the form (5.2) such that
, and (5.1) holds trivially. Assume therefore that t ≥ 2. By (5.2), 
Thus, to obtain the lower bound in (5.1), it suffices to show that ε 1 = 1 and a 1 = q or a 1 = q + 1 whenever m is sufficiently large.
which contradicts the upper bound of (3.6) if m is sufficiently large. If a 1 > m/2 and ε 1 = −1, then (5.3) and part (i) of the lemma give
1 ≥ m/2 + 3m/2, which again yields a contradiction to the upper bound of (3.6).
Finally, suppose that a 1 > m/2, ε 1 = 1, but a 1 ∈ {q, q + 1}. In this case we obtain from (5.3) and part (i) of the lemma the bound
over the ranges m/2 < a 1 ≤ q − 1 and a 1 ≥ q + 2 the right-hand side of (5.4) is minimal when a 1 = q − 1 or a 1 = q + 2, and in either case is bounded from below by
Since this bound exceeds the upper bound (3.6) for large enough m, we conclude that for sufficiently large m, a 1 must be equal to either q or q + 1, as we wanted to show. To obtain the reverse inequality, it suffices to note that under the conditions Q(m − q 
, and in any case
Applying Lemma 5.1, we therefore obtain
which proves the lower bound of (3.6). 
P r o o f o f (3.8). We first note that the recurrence relation
and noting that Q(m) = Q(−m) we therefore obtain from (5.1) the inequality
for all sufficiently large k, say k ≥ k 0 . Iterating this inequality, we deduce
To estimate the sum on the right of (5.5), we show by induction that for
For i = 0, (5.6) holds trivially. Assuming (5.6) holds for some i ≤ k − 1, we deduce
which implies (5.6) for i + 1 and completes the induction. Applying first (5.6) with i = k − 1 we obtain
Using this inequality and the upper bound of (5.6) we get
since by (5.6) the terms m R(s, r 0 ).
We shall obtain the lower bounds of Theorem 1 by considering R(s, r 0 ) for suitable choices of r 0 . We begin with a lemma which gives a bound for R(s, r 0 ) in terms of the function Q(m) defined in Theorem 3.
Lemma 6.1. We have
where |d| ≤ 2s is chosen so that
P r o o f. It suffices to show that any integer r ≡ r 0 mod 4s which has a representation of the form
say, with integers h i and k i satisfying (3.2) and (3.3), is bounded from below by the right-hand side of (6.2). We first observe that, by the upper bound
) of Theorem 3, the right-hand side of (6.2) is bounded from above by
Thus, if
then r is bounded from below by the right-hand side of (6.2). Next, note that under the conditions 0 ≤ h i < s and k i > 0, which are implied by (3.2) and (3.3), the right-hand side of (6.4) is an increasing function of each of the variables h i and k i . Hence, for any λ with 0 < λ ≤ 1, (6.4) implies
If now |Σ 2 | ≥ 4s, then choosing λ = 4s/|Σ 2 | we obtain r ≥ 4s 3/2 − 4s and hence (6.5). Thus, it remains to consider the case when (6.6) |Σ 2 | < 4s.
Observe that the sums Σ 1 and Σ 2 in (6.4) have the same parity, since x ≡ ±x 2 mod 2 for any integer x. Hence, if r ≡ r 0 mod 4s with r 0 even, (6.4) implies that both sums are even and that r 0 ≡ Σ 2 mod 4s. If r 0 is odd, both sums are odd, and in this case (6.4) yields r 0 ≡ Σ 2 − 2s mod 4s. In either case we have |Σ 2 | ≡ 2s + d or |Σ 2 | ≡ 2s − d with d given by (6.3). In view of (6.6), this implies (6.7)
|Σ 2 | ∈ {2s ± d}.
The conditions (3.2) and (3.3) imply that in the representation
) the numbers h i are mutually distinct and non-negative and the numbers k i are mutually distinct and positive, although the two sets of numbers are not necessarily disjoint. However, by dropping any pairs (h i , k j ) with h i = k j as well as 0 if it occurs among the numbers h i and relabeling the remaining numbers h i and k i we obtain a representation of the form
in which the integers h i and k j are mutually distinct and strictly positive. The latter representation is an admissible representation in the definition of Q(Σ 2 ), and we therefore have
Combining this inequality with (6.7) and (6.4) yields the desired lower bound for r.
This completes the proof of the lemma. To bound the right-hand side, we use the bound of (3.6) of Theorem 3 together with the estimates
We thus obtain for |d| ≤ √ 2s,
By (6.9) we have
and therefore
It is easy to see that the maximum on δ is attained either at δ = 0 or at δ = 1/2 and thus is equal to max( √ 2s , √ 2s − 1/2 ) = λ ), which combined with (6.10) and (6.8) proves the lower bound of (1.2).
P r o o f o f (1.4). We set s k = m k /2 for k ≥ 1 with m k defined as in part (iii) of Theorem 3. Clearly s 1 = 1 and s k = 2s 2 k−1 + 1 for k ≥ 2, so that s k is an odd integer. Applying the bound of Lemma 6.1 with r 0 = 2s k (so that d = 0), together with the estimate (3.8) of Theorem 3, we obtain
which proves (1.4).
Proof of Theorem 1; upper bounds.
To obtain the upper bounds (1.2) and (1.3) for R(s), we need to show that if r is greater than the right-hand side of (1.2) or (1.3) then r is expressible in the form (3.4), i.e., (7.1) r = 2s
with integers h i and k i satisfying (3.2) and (3.3). In fact, it will be convenient to also consider such representations with (3.2) and (3.3) replaced by the slightly stronger conditions
which have the advantage of being symmetric in h i and k i . We denote by R t (s) the set of integers r expressible in the form (3.2)-(3.4), and by R * t (s) the set of integers expressible in the form (7.1)-(7.3). Needless to say, empty sums are to be interpreted as zero, so that R 0 (s) = R * The following three propositions contain the key steps of the proof and will be proved in turn in the remainder of this section. The second and third of these propositions will be used again in Section 9 to obtain an explicit numerical bound.
Proposition 7.1. For any residue class r 0 mod 4s there exists a nonnegative integer r ∈ R * t (s, r 0 ) for some t L s satisfying 
P r o o f o f T h e o r e m 1; u p p e r b o u n d s. We may clearly assume that s is sufficiently large. The first two propositions imply that R * (s), and hence also R(s), contains every integer r in the ranges
provided c 1 and c 2 are sufficiently large absolute constants. Since for large s the ranges (7.7) and (7.8) contain the interval [s 3 /6, 2s
3
/3], it follows by the third proposition that, if s is sufficiently large, then R(s) also contains every integer ≥ 2s 3 /3. Therefore, R(s) = max{r : r ∈ R(s)} is bounded by the left-hand sides of (7.7) and (7.8), and we obtain the upper bounds of (1.2) and (1.3). P r o o f o f P r o p o s i t i o n 7.1. In the case r 0 ≡ 0 mod 4s, r = 0 belongs to R * 0 (s, 0) and (7.4) and (7.5) are trivially satisfied. We can therefore assume that r 0 ≡ 0 mod 4s.
As a first step, we show that for sufficiently large s and every integer m with 0 < m < 4s there exist integers h i and k i (1 ≤ i ≤ t) satisfying (7.2) and (7.3) with
, where θ m is defined as in Theorem 3.
An application of Theorem 3 yields a representation
with distinct positive integers h i , 1 ≤ i ≤ t 1 , and k i , 1 ≤ i ≤ t 2 , whose sum is bounded by the right-hand side of (7.11) and such that (7.13)
where C is the constant in (3.9). The bound (7.11) implies that the integers h i and k i are bounded by √ m < √ 4s, and hence are ≤ s − 1 if s is sufficiently large. The conditions (7.2) and (7.3) are therefore satisfied for these integers, and if t 1 = t 2 then (7.9)-(7.11) follow immediately with t = t 1 = t 2 . If t 1 = t 2 , we will obtain (7.9)-(7.11) by suitably enlarging the sets {h i } and {k i } to two sets having the same cardinality t, while leaving the value of i h 2 i − i k 2 i unchanged. Without loss of generality, assume that t 1 > t 2 and set l = t 1 − t 2 , t = t 1 + l = t 2 + 2l. By (7.13) we have t ≤ t 1 + l ≤ 2t 1 ≤ 2CL m , so that (7.9) is satisfied. We define additional integers h i and k i by setting (7.14)
with distinct positive integers a i to be chosen later. This definition ensures that
which in view of (7.12) yields (7.10). Moreover, if we restrict the integers a i to the residue class 1 modulo 3, then the sets {3a i }, {4a i }, and {5a i } are pairwise disjoint, and the numbers defined in (7.14) are therefore mutually distinct positive integers. Thus, in order to satisfy the conditions (7.2) and (7.3), it remains to ensure that these numbers are distinct from the numbers h i , 1 ≤ i ≤ t 1 , and k i , 1 ≤ i ≤ t 2 , and are bounded by s − 1.
We consider the set of positive integers a ≤ 12CL m + 3, where C is the constant in (7.13). Clearly, at least 4CL m of these integers satisfy the congruence a ≡ 1 mod 3, and at most 3(t 1 + t 2 ) integers can be of the form λh i , 1 ≤ i ≤ t 1 , or λk i , 1 ≤ i ≤ t 2 , with λ = 1/3, 1/4, or 1/5. Since by (7.13), 4CL m − 3(t 1 + t 2 ) ≥ t 1 + t 2 ≥ l, there exist l of these integers, say a 1 , . . . , a l , with a i ≡ 1 mod 3, such that none of the integers (7.14) is equal to one of the numbers h i , 1 ≤ i ≤ t 1 , or k i , 1 ≤ i ≤ t 2 . Moreover, since l ≤ t 1 ≤ CL m and a i ≤ 12CL m + 3, the integers in (7.14) are bounded by L m ≤ L 4s (and thus are ≤ s − 1 for large enough s), and we have
Thus, extending the summation in
i=1 k i to the full range 1 ≤ i ≤ t increases the two sums by at most O(L 2 m ), and therefore does not affect the upper bound (7.11). Hence (7.9)-(7.11) hold in any case. Now, let r 0 mod 4s be a given non-zero residue class and define |d| < 2s by the congruence (7.15) d ≡ r 0 mod 4s (r 0 odd), 2s + r 0 (r 0 even).
We apply the above construction with m = m ± = 2s ± d to obtain integers h ± i and k
2), (7.3), and (7.9)-(7.11), and set for ε = ± (7.16) r ε = 2sΣ ε + εm ε ,
We shall show that at least one of the integers r ± has the properties claimed in the proposition.
First note that the numbers r ± are both non-negative, since 0 < m ± < 4s and Σ ± ≥ 2. Also, both numbers lie in the residue class r 0 mod 4s, since by (7.10), Σ ε ≡ m ε ≡ d mod 2 and therefore
Moreover, by (7.16) and (7.10), r + has a representation of the required form (7.1) with t + L s terms, and interchanging the roles of h − i and k − i in (7.16) shows that the same is true for r − . Therefore, we have r ε ∈ R * t ε (s, r 0 ) with t ε L s , and it remains to show that at least one of the integers r ± is bounded by the right-hand sides of (7.4) and (7.5). By (7.11) and (7.16) we have
The second estimate in (7.17) together with the monotonicity of the function f (x) immediately gives the upper bound
s )}, and hence the estimate (7.5) for one of the integers r = r ± .
The proof of (7.4) is more involved. By (7.17) it suffices to show that for any d with |d| < 2s,
To prove this estimate, we may clearly assume that
, and therefore . Setting
we have 0 ≤ δ ≤ 1 and hence obtain by Taylor's formula
Thus,
and to prove (7.18) it suffices to show that the coefficient of (2s)
here is at most λ s for at least one of the choices of ε = ± . This is a consequence of the following lemma.
Lemma 7.4. For ε = ± and real numbers θ, δ, and µ, let
and put
To obtain the inequality in the reverse direction, write
We begin by considering η
/8. The right-hand expression is maximal as a function of µ when the two terms θ δ + µ/2 and θ δ − µ/2 are equal, which is the case if and only if µ is an integer. Thus, for all real µ we have
say, where = (θ, δ) satisfies 0 ≤ ≤ √ 2. It follows that η + ≤ 2 − η 2 − , and taking the maximum over all values of η − in the range 0 ≤ η − ≤ , we see that
If δ ≥ , then for any v in the interval [0, ] we have
so that the maximum over v occurs at v = and
If δ < , the maximum occurs when
Thus Lemma 7.4 is proved, and the proof of Proposition 7.1 is complete.
P r o o f o f P r o p o s i t i o n 7.2. Let u = q/s so that (u−1)s < q ≤ us. The bound 1 ≤ q ≤ (s + 5)/6 s implies 1 ≤ u ≤ (s + 5)/6. We shall use the identity (cf. [PS, Problem VIII.9 
We seek to express r + 4sq in the form (7.1) with t replaced by t + 2u. For i = 1, . . . , u we take 
We are going to show that, under the hypotheses of the proposition, this condition is always satisfied. Suppose first that u = 1, i.e., 4t + 3 ≤ q ≤ s. Then the assumption q ≥ 4t + 3 guarantees that q − 2 > 4t, so that (7.19) holds.
Next, suppose that 2 ≤ u < s/15. In view of the hypothesis t ≤ s/25 we then have 4t + 4(i − 1) ≤ 4t − 4 + 4u < 4s/25 + 4s/15 < 4s/9 and
for i = 1, . . . , u, which gives again (7.19).
Finally, suppose that s/15 ≤ u ≤ (s + 5)/6. Since by hypothesis s ≥ 150, we have u ≥ 10. Thus, in this case q i − 2 > (1 − 1/u)s − 3 ≥ 9s/10 − 3 > 5s/6 and 4t + 4(i − 1) ≤ 4t + 4u − 4 < 4s/25 + 4s/6 < 5s/6, and (7.19) follows.
With m 1 , . . . , m u chosen as above, we have
so that r + 4sq ∈ R * (s) as asserted. . Now choose a positive integer a so that n 1 = n − a 2 satisfies (7.20)
This is possible, since the maximum difference between consecutive squares less than n is less than 2 √ n < 2s
3 /3 for s ≥ 50. Moreover, the bounds on n and n 1 imply that
By (7.20) we have
/2] and hence n 1 −P (s−1) ∈ R * (s−1). By the definition of R * (s−1) (see (3.1), (3.4), (7.2) and (7.3)) this means that n 1 is expressible as a sum of s − 1 squares of distinct positive integers a i , i = 1, . . . , s − 1, which satisfy either 1 ≤ a i ≤ s − 1 or 1 ≤ a i −(s−1) ≤ s−1 and thus in any case are bounded by 2(s−1). Since a > 2s, n = n 1 + a 2 is a sum of s distinct non-zero squares, i.e., r = n − P (s) belongs to the set R(s). This proves Proposition 7.3.
An explicit upper bound for N (s)
. In this section we will prove the following result, which gives an explicit upper bound for N (s) for s ≥ 166. While this bound is weaker asymptotically than the bounds of Theorem 1, such a specific upper bound is needed in order to show that N (s) is strictly increasing for s ≥ 7 and in proving the "redundancy of coprimality" in the next section. It is also useful for computing the values of N (s), as it substantially reduces the number of cases that have to be checked in determining N (s). 
For the range 7 ≤ s ≤ 359, the monotonicity of N (s) follows from the table in Section 11 (which also shows that the inequality N (s) < N (s + 1) fails at s = 6).
To prove Theorem 4, we shall use Propositions 7.2 and 7.3, as well as the following explicit version of Proposition 7.1. P r o o f. We will show that for any integer m with |m| ≤ 2s there exist positive integers h i and k i (1 ≤ i ≤ t) with t = 5 or t = 6 satisfying (7.2) and (7.3), such that
The integer r = 2s
then belongs to R * t (s) and satisfies (8.1). Moreover, if r 0 mod 4s is a given residue class, then choosing m so that m ≡ r 0 mod 4s if r 0 is even and m ≡ r 0 + 2s mod 4s if r 0 is odd, we have r ≡ r 0 mod 4s and therefore r ∈ R * t (s, r 0 ). Thus it remains to prove the above claim. By interchanging the roles of h i and k i , we see that it suffices to consider the case when 0 ≤ m ≤ 2s.
Suppose first that 0 ≤ m ≤ 25 √ s. We then take h 1 = 4 and h i = i + 4
for i = 2, 3, 4, 5. The integers h i clearly satisfy (7.2) if s ≥ 10. Moreover, since by Theorem 0
we may choose distinct positive integers k 1 , . . . , k 5 such that
Our assumptions m ≤ 25 √ s and s ≥ 165 imply < s and therefore satisfy (7.3). Moreover,
which implies the bound (8.2) with t = 5. Now suppose that 25 √ s < m ≤ 2s. In this case we take h 1 = 1 and
Next, we take h 2 = 4 and h i = 3 + i for 3 ≤ i ≤ 6, so that
Applying again Theorem 0, we obtain distinct positive integers k 2 , . . . , k 6 such that
which by (8.4) implies that the integers k 2 , . . . , k 6 are less than k 1 and hence also less than s. The integers h i and k i therefore satisfy (7.2) and (7.3). Moreover, we have 
is expressible as a sum of s distinct non-zero squares having no non-trivial common factor. If an integer less than 4P (s) is expressible as a sum of s distinct non-zero squares, these squares necessarily have g.c.d. 1. Indeed, otherwise the common factor of these squares would be at least 2 2 , and dividing each term by this factor would yield a representation of an integer less than P (s) =
as a sum of s distinct squares, which is impossible. Thus the assertion of the theorem holds for 6 ≤ s ≤ 12. Now suppose that s > 12. As before, if n < 4P (s) and if n is expressible as a sum of s distinct non-zero squares, then these squares necessarily have g.c.d. 1. On the other hand, if n > 3(3 + N (s − 2) + 14) 2 , we claim that n is always expressible as a sum of s distinct non-zero squares having no non-trivial common factor. For if a = n/3+1 and if
and so n 1 is expressible as a sum of s − 2 distinct non-zero squares. Since a and a + 1 are coprime and a > n/3 > √ n 1 , it follows that n is expressible as a sum of s distinct non-zero squares having no non-trivial common factor. To complete the proof it suffices to observe that
for s > 12. For 12 < s ≤ 168 this follows from the computed values of N (s) (see Section 11). For s ≥ 168 we have by the first corollary to Theorem 4
and hence 3(3 + N (s − 2) + 14) 2 = 3N (s − 2) + 69 + 18 N (s − 2) + 14
Thus the theorem is proved.
10.
A result for kth powers. Throughout this section, k will be a fixed positive integer greater than 1. Let R s (n) denote the number of solutions to non-negative integers x 1 , . . . , x k . Hardy and Littlewood proved that there is a positive integer s 0 = s 0 (k) depending only on k such that if s ≥ s 0 and n is any positive integer, then
where b s and B s are positive numbers depending only on s and k (see, e.g., Chapter 2 in [Va] ). 
Since the latter condition holds if n 1/k > Cm + D with suitable constants C and D depending on k, the assertion of the lemma follows.
Let N k (s) denote the largest positive integer not expressible as a sum of s distinct kth powers of positive integers. The preceding lemma (with m = 1) shows that N k (s) exists for s ≥ s 0 (k) + 2. 
On the other hand, we show that if s ≥ s 0 (k) + 2 and if
where C and D are as in the lemma, then n is expressible as a sum of s distinct positive kth powers. For then The efficiency of this algorithm clearly depends on the length of the array a[n] and it is therefore desirable to have a numerical bound L(s) which is as close to P (s) as possible. For our computations of N (s) for 5 ≤ s ≤ 400 we used the bound given by the following proposition. While this bound is inferior asymptotically to the bound given by Theorem 4, it is better numerically for values of s less than 8000, say, as a result of the large size of the coefficients on the right-hand side of the inequality of Theorem 4. The inequality of Proposition 11.1 has the disadvantage that it requires a knowledge of N (s − 1) and so is useful primarily for calculating a complete table of values of N (s) up to some point. For calculating an isolated value of N (s) we must use the bound of either Theorem 4 or Corollary 1. and so n−P (s−1) > 0. Let g s (n) denote the smallest integer strictly greater than (n − P (s − 1))/2. To prove that n is a sum of s + 1 distinct non-zero squares it suffices to show that But, in view of (11.4), (11.5) is equivalent to (11.1), and hence (11.3) and (11.2) hold. This completes the proof of Proposition 11.1. We conclude with two tables of numerical values for N (s). Table I lists all values of N (s) up to s = 400 and substantially extends the table given in [HK] . Table II gives the values for N (s) for s = 20, 40, . . . , 1000, along with the polynomial approximation P (s), the difference R(s) = N (s) − P (s), and the approximation R 0 (s) = 2s( √ 2s + λ s (2s)
1/4
) to R(s) given by formula (1.2) of Theorem 1. It is apparent from this table that P (s) is very close to N (s), the difference R(s) = N (s)−P (s) being roughly of size N (s). On the other hand, the agreement between R(s) and R 0 (s) is rather poor. The ratio R(s)/R 0 (s) between the two quantities, which by (1.2) is asymptotically equal to 1, falls roughly between 1.15 and 1.4 for the computed values with 180 ≤ s ≤ 1000. This, however, is not surprising, since the error term in (1. 
