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Let V be an even dimensional vector space V over an arbitrary field K equipped 
with a nondegenerate quadratic form Q of maxima1 index. Consider (G *. X, ). 
where G- is the special orthogonal group of (V, Q) acting on one of its two orbits 
X ( in the set of totally singular vector subspaces of V of maxima1 dimension. Let 
t!?- be the special Clifford group of (V, Q) acting on its orbit 2, in the set of pure 
spinors, which projects on X. Making use of the terminology and the results of 
163, it is noted that (G ‘ , w, ) can be regarded as a transformation space extension 
of (G’. X, ) by the group of units K* of K. A cocycle of nonclassical type is then 
worked out which yields a complete cohomological description of (G’ , 8+ ) and 
also of the reduced Clifford group 6,:. When K is algebraically closed, the algebraic 
structure of (i: ., ,?. ) and cc; along with their rationality properties can also be 
taken into account in this description. Similar results are given when Y is an G&vec- 
tor space and Q is a nondegenerate quadratic form of signature (2~. 2~). so that an 
accurate cohomological description of the spin groups is obtained. ‘(” 1988 Academic 
Press, Inc. 
INTRODUCTION 
Dans l’article “Cohomologie des groupes et des espaces de transfor- 
mation” [6], nous avons montre que, dans certaines categories d’espaces 
topologiques a superstructure (discrete, differentielle, algebrique), on avait 
une bijection naturelle entre ce que now appelons l’ensemble des classes 
d’extensions topologiquement localement triviales d’un espace de transfor- 
mation (G, A’) par un G-module et le premier groupe de cohomologie dun 
complexe non classique. 
Ces resultats sont utilisits dans cc qui suit pour ttudier la situation 
suivante. Soit le groupe orthogonal G (resp. le groupe special orthogonal 
G’ ) d’un K-espace vectoriel V de dimension 2r, muni d’une forme 
quadratique Q non degtntrte d’indice maximal. Soit X (resp. X, ) l’ensem- 
ble des sous-espaccs totalement singuliers maximaux de (V, Q) (resp. une 
orbite de G+ dans X). Soit le groupe de Clifford G (resp. le groupe de 
Clifford special G ’ ) de V et x l’ensemble des spineurs purs (resp. 2, le 
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sous-ensemble de 2 qui se projette en X + ). Alors, (G, 2) (resp. (G ’ , p ( ) ) 
est une extension de I’espace de transformation (G, X) (resp. (G +, X, )) par 
K,. De plus, au moins dans le cas ou K est algebriquement clos, G ’ se 
reduit, au sens de [6, Section 51, a une extension G‘G du groupe G ’ par 
{ + 1) souvent appelee groupe de Clifford reduit. 
La section 1 est consacree a des rappels sur ces questions. Dans la 
section 2, on calcule un cocycle m, associe ri l’extension (G + , R, ) de 
(G + , X + ) et la decrivant completement. Cette fonction peut s’exprimer soit 
a l’aide d’une expression polynomiale explicite, soit en considtrant certains 
operateurs dont les valeurs propres ont une multiplicite paire puis en 
calculant le produit de ces valeurs propres affectees de la moitit de leur 
multiplicite. Par ailleurs, m est une fonction a 6 arguments dont 3 font 
intervenir la cohomologie de tech. Une obstruction s’oppose a ce qu’on 
puisse se debarrasser de ces derniers, trouver uric expression simplifiee de m 
et decrire (G + , 2, ) a l’aide d’une fonction a 3 arguments (voir l’asser- 
tion (2) de la proposition 1.5 et [6, proposition 5.41). 
Dans la section 3, on fournit une description cohomologique de CL. On 
en deduit, dans la section 4, une description du groupe spinoriel d’un 
II%espace vectoriel muni d’une forme quadratique non degeneree de 
signature (2p, 2q). 
Pour simplifier, on s’est place dans les sections 2 et 3 dans le contexte de 
la categoric des espaces discrets. 11 est cependant preferable d’utiliser le 
cadre de la categoric W des k-varietes algtbriques. Ceci permet aussi de 
prendre en compte les proprietes de rationalite des objets etudits. C’est ce 
qui est fait dans la section 5; on y montre que m est un %-morphisme, ce 
qui implique que (6 + , y, ) est une extension de (G + , X , ) dans %. 
Enfin, dans la section 6, on montre que la description cohomologique de 
(G ’ , 8 + ) permet celle des varietes de spineurs purs en dimension impaire 
et celle de (c. 2). 
Au tours de l’expost, on utilise les conventions suivantes: si V est un 
K-espace vectoriel, on note I,, l’identite dans End(V). Si x est un sous- 
espace vectoriel de V, et A E End( V), on note A / ,. I’eltment de Hom(x, Ax) 
obtenu par restriction de A a X. Si .Y et .Y’ sont deux sous-espaces up- 
plementaires de V, on note n-;’ la projection de V sur x parallelement a x’. 
Si X est un objet d’une categoric d produit, on pose X” = Xx ... x X (n 
fois). 
Une partie des resultats qui suivent a ete annoncte dans [S]. 
1. NOTATIONS. G~I&RAI,ITBS ET RAPPELS 
1.1. Dans toute la suite, on designe par K un corps et par K, le 
groupe K- (0) de ses unites. Soit ( V, Q) un K-espace vectoriel de dimen- 
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sion II muni dune forme quadratique, on note B la forme bilineaire 
associce d&tie par B(a, u’) = Q(u + II’) - Q(v) - Q( r’) et 1 la relation 
d’orthogonalite correspondante. Soient @ V et A V les algebres tensorielle 
et exterieure de V. On &tend B a A V de telle sorte que 
B(I:, A ... A II,,, d, A ... A ~;.)=h,,,,. c c(a) B(v,, ti;,,,)...B(v,, L&J. 
17GSp 
L’algebre de Clifford C(V) de (V, Q) est difinie comme le quotient de 
@ V par l’ideal engendre par les elements de la forme I: 0 t: - Q(D) 1, u E V. 
Soit C + (V) (resp. C (V)) la sous-algebre de Clifford speciale (resp. le 
sous-espace vectoriel) des elements pairs (resp. impairs) de C(V). Dans la 
suite, sauf indication contraire, on pose C = C( V), C’ = C + ( V) et 
C =C (V). On a C=C+QC , dimC=2” et dimC+ =2” ‘. 
On note G(V) le groupe orthogonal de (V, Q) et X(V) l’ensemble des 
sous-espaces totalement singuliers maximaux x de V (i.e., tels que QI ~ = 0 
et que .Y soit maximal pour cette propriete). Sauf mention expresse du 
contraire, on posera G = G( V) et X= X( V). On a une action naturelle 
(g, x) H g.r de G sur X avec g.u = {I: E VI I: ‘I: E x}, autrement dit (G, X) 
est un espace de transformation. Si car K # 2, cette action est transitive (i.e., 
pour x, , .x2 dans X, il existe g E G tel que RX, = x1). Dans la suite, on 
supposera que Q est non degenerte. L’action de G sur X est alors toujours 
transitive. L’indice de Q est la dimension commune des elements de X, on a 
ind Q < lwi21. 
1.2. On suppose desormais que la dimension de V est paire et 
egale, sauf indication contraire, a 2r et que ind Q = r. Soit .YE A’, alors il 
existe i E X tel que V = s 0 i. Soit K E End( V), on pose 
A:k)=n:gl,, B:(R) = “:<qli 
C’,(g)=n;‘gI, et ~‘,-(K)=~cpr:l,. 
(1.2.1) 
Nous posons Yi= {yEXIyni= (0)). 
On voit que Y, peut &tre muni d’une structure naturelle d’espace affine 
modele sur l’espace vectoriel Hom,( V/i, (V/i)*) des homomorphismes 
antisymetriques de V/i dans son dual. En effet, tout element y de Y, est le 
graphe d’un element WY,. de l’espace vectoriel 
0T: = { WE Hom(x, i) \ B( WV, t.) = 0 pour tout c‘ E X} 
et la correspondance J? + W’ ~,, est une bijection. On obtient le resultat en 
identitiant x a V/i et i au dual de x. Par ailleurs, on a une bijection unique 
w -+ W de A’ i sur Crl telle que pour M’ = t:, A 1:2 
WC = B(c,, G) uI - B(o,, c) vz, ‘do E .Y. (1.2.2) 
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On note W-L,, l’tltment associe a IV& par cette bijection. Lorsque JJ et go 
sont transverses a i. on a 
W’ 1[, RF = (G(g) + o;(s) W’,,.wAg) + B:(g) w!J ‘. (1.2.3) 
Soient x,, x2 E X. Du fait qu’il existe des matrices antisymttriques de 
noyau non nul si et seulement si on est en dimension paire, on peut deduire 
qu’il existe un Clement i de X transverse a x, et a x2 si et seulement si 
r - dim(x, n x2) est paire. Cela entraine en particulier que lorsque r = 1, on 
a card X=2. 
Notons 6 l’application de X2 dans ff, donnee par 6(x,, x2) = 
(r-dimxrnx,) mod2. Sur x”, on a 
6(X(), 51) + 6(x,, x2) + 6(x,, xg) = 0. (1.2.4) 
Pour le voir, on convient tout d’abord d’associer a x E X et a tout sous- 
espace vectoriel totalement isotrope y de V, l’element 9 de X donne par 
x”=y+xny’. 
Posant JJ= x0 n x, + x, n x2 + x2 n x0, on voit que, pour p = 0, 1,2 les x; 
sont transverses dans y’/y, et, d’apres ce qui precede, que 
0 = 4 dim y’/y = 3r -dim y (mod 2). D’ou la formule (1.2.4). 
Du fait que 6 est G-invariante sur X2, on deduit que I’application 
g + x(g) = 6(x, gx) est un caractere de G dans IF, independant du choix de 
x. On se lixe un Clement 0 de X qui servira d’origine dans la suite. On pose 
G+(V)=X-I(O), 
X,(V)=j.xEX~~(O,X)=O},X~(V)={XEX~6(0,x)=1}. 
(1.2.5) 
Sauf mention expresse du contraire, on posera dans la suite G + = G’( V) 
X, = X, ( V) et X = X- ( V). On voit que Gi est un sous-groupe d’ordre 2 
dans G, appelt dans [ 1 ] groupe des rotations; lorsque car K # 2, ce groupe 
coincide avec le groupe special orthogonal de (V, Q). Ses orbites dans X 
cokident avec X, et A’ . 
1.3. 11 est bien connu (voir [ 1, 23) que C (resp. C+ ) posdde, a 
equivalence pres une (resp. deux) representation(s) irrCductible(s) non 
triviale(s) dans un (resp. deux) K-espace(s) vectoriel(s) appele(s) espace(s) 
des spineurs (resp. des demi-spineurs). Dans la suite, on denote par (p, S) 
(rev. (P+ T S+) et (P T S-)) une telle representation. On a une decom- 
position unique S = S, @ S avec dim S = 2’ et dim S, = dim S = 2’ I, 
de telle sorte que S, et S- sont stables par yl,+ et que plc+ = p, @p . 
De plus, P (rev. P+ , resp. p ) delinit une bijection de C (resp. C’) sur 
End S (resp. End S, , resp. End S_ ). Les commutants de p, p + et p ont 
done pour elements des multiples de Is, Is+ et I, . 
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On obtient une famille de representations (p,, S,) de C, indexees par les 
elements x de X et equivalentes a (p, S), en considerant les C-modules 
S, = C/Cx. Donnons-nous i E X tel que in x = (0). Comme v A u = 
Q(ti) = 0 sur i, l’algbbre exterieure A i s’identifie a une sous-algebre unitaire 
de C. On verilie que C = A i0 Cx. Done S, est isomorphe a A i, et on 
obtient une representation pi de C dans Si, = A i. On verifie (voir [ 11) que 
p’, : C + End(A i) est une bijection en utilisant les formules 
p’,(u) 0 = ~,.o pour v~.xc~C et cc)E/ji (1.3.1) 
p’,(d) Co = t.’ A 0 pour 2;‘EiciC et we//i (1.3.2) 
oil [, est l’antiderivation de A i qui prolonge la forme bilineaire 
u’ + B(u, u’) sur i. 
On designera par #,., (resp. YX:, resp. Zi,) un opkateur d’entrelacement 
de (p,, S,) dans (P.,, S.rs) (rev. de (P, S) dam (P.,, S,), rev. de h S) 
dam (pt, A 9). 
Si on pose S,t = C ‘/C-.X et S, = C /C’.u, on a S,= S: OS, de telle 
sorte que S: (resp. S, ) est isomorphe au sous-espace vectoriel A ’ i (resp. 
A i) des elements pairs (resp. impairs) de A i. Les sous-espaces S,! et S, 
de S, (ou A + i et A i de A i) sont stables sous l’action de C+. On verifie 
(voir [2, 11.2.31) que les representations correspondantes p;’ et p, , (ou 
p:’ et pi, ) de C+ ne sont pas equivalentes. 
1.4. Soit go G, l’application ZI + p(gv) de V dans End(S) se 
prolonge en une representation de C dans S Cquivalente a p. On est alors 
conduit a poser 
G(V)= (@Aut(S)(IgEG, gp(u) g ‘=&II), V~‘E V} (1.4.1) 
8(V)= {ZES, 1#0)3XEX, p(tl)T=O, vl;c+ (1.4.2) 
Dans la suite, sauf mention expresse du contraire, on pose G = c(V) et 
8= f(V). Le lemme de Schur et le fait que la representation aturelle de G 
dans V est tidele entraine que le groupe G est une extension de G par K,, 
on note rc’ l’homomorphisme 2 + g de i: sur G. On pourrait demontrer que 
G coincide avec le groupe de Clifford de (V, Q) selon la terminologie de 
[2] et de [l]. 
Notons maintenant qu’une droite vectorielle d’elements .f de S est 
associee au plus a un element x = n(Z), tel que (1.4.2) soit verifit. En effet, 
s’il en existait un second x’, on pourrait choisir o E x et v’ EX’ tels que 
B(v, I/)= 1 et on aurait Z= (p(u’) p(c)+ p(v) p(z;‘)) Z=O. De plus, en 
appliquant (1.3.1), on voit que les elements .? de la droite vectorielle 
(4:) - ’ (Kl,, i) verifient ( 1.4.2). Ceci prouve que (2, rr, X, K, ) est un fibre 
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principal, d’espace total .%?, de base X et de groupe structural K,. Les 
elements de w sont appelts spineurs purs dans [2]. 
Conformement aux notations et aux conventions du 3.2 de [6], on con- 
vient que dans toutes les formules et tous les enonces dans lesquels g et 2 
(resp. x et 2) apparaissent simultanement, on a n’(R) = g (resp. ~(2) = x). 
On voit que z est stable par l’action de G sur S et que sur (? x f, on a 
;rr($i) = z’(g) z(Z). Dans la categoric des espaces discrets, on a la 
1.5. PROPOSITIOK. (1) Duns lu terminologie et les notations de [6], 
(G, 2) est une extension par K, de Pespace de transformation (G, X). 
Autrement dit (G, R) E F( G, X, K, ). 
(2) (G, 2) n’est pas un Phent de F(G, X, K,). 
Preuoe. I1 reste a montrer le (2). Pour que (G, x) E F(G, X, K,), il est 
ntcessaire d’apres le (2) de la proposition 5.4 de [6] que pour 2, TE % et 
jj E G, les egalitts 2.f = u.T et #= u’T (ou U, U’ E K, ) entrainent que u = u’. 
Choisissons x et i transverses. D’aprb (1.3.1) et ( 1.3.2), on peut supposer 
que,f:T=l,,;et.Y’,i=e, A ... ~e,otiles(e~),.~~~formentunebasede 
i. Soit g E G qui laisse stables x et i et tel que det(gl,) = u # 1. 11 existe un 
element R de G dont l’action naturelle sur /j i= S\ prolonge celle de g sur i. 
On a alors @Z = 4 et gT= iti: 1 
On peut verifier que le groupe G’ ( V) = rr’ ‘(G + ) est isomorphe au 
groupe de Clifford special, selon la terminologie de [2 J et de [ 11. On pose 
W+(V)=WnS+ etX (V)=TnS . Dans la suite, sauf mention expresse 
du contraire, on pose G ’ =G+(V), X, =X+(V) et B =B (V). 
1.6. PROPOSITION. ( 1) On u %= z + u 2 . 
(2) Soient x E X et .?’ E 8; ah-s Yx,? E S:(resp. S., ) si et seulement si 
6(x, x’) = 0 (resp. 1 ). 
(3) Soient x, ?T’E X; alors la reprksentation (p,J , S; ) de C+ est 
kquiualente ci (p’, S:) (resp. (p,. , S,.)) si et seulement si 6(x, x’) = 0 
(resp. 1 ). 
(4) Soit 2 E G; alors #S, = S + (resp. S_ ) si et seulement si gE (7’ 
(resp. G - G + ). 
Preuve. (1) Pour verifier que K E 2 est un element de w+ u 8 , il suf- 
lit de remarquer que .fli,.?~A+ i en tant que multiple de I’identitb. 
(2) Soit i’ un supplementaire de x n X’ dans x’ et fi, . . . . f, une base 
de i’. Soit i E X avec i n x = { 0) et i’ c i. On v&lie que .%i,.? est un multiple 
de f, A ... A fb et que, par consequent, .Fi,.? E A’ I)’ i. D’oh le resultat, 
puisque S(X, x’) = ( - 1)“. 
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(3) On a xX2 E S: puis 9,.?’ E St I)’ ou p = 6(x, x’) d’apres le (2). 
Cela implique le resultat. 
(4) Comme gS + cst stable sous l’action de C +, il est &gal a S * ou a 
S On choisit alors .T E S, et on utilise le ( 1). 1 
Dans la suite, on convient que la representation (p , , S, ) de C + est 
Cquivalente a (p; , S; ); utilisant la formule (1.2.5) et le (3) de la 
proposition, on voit que, dans ce cas, 2 + = 7c ](A’+ ). Dans ces conditions, 
(G’,8+)EF(G’,X,,K*). 
1.7. Soient x,i E X avec x n i = {O}. Notons ( 1 ),. i la restriction a 
A i x A s de la forme bilineaire B sur A V x A V. Utilisant (1.3.1) et (1.3.2) 
on veritie que (pi,(a) o! a’),, , = (w 1 p;‘(o) w’)., i pour WE A i = St, 
w’~/\x=S; et L:E VqC. 
Sur 9, on pose 
(.sJ.s’)=(.~:.sI.~,~.s’),,i. (1.7.1 )
On obtient ainsi une forme bilineaire non nulle verifiant 
(p(u) sls’) = (sl p(c) 3’) pour s, s’ E S et I’ E Vci C. (1.7.2) 
On constate facilement qu’d un scalaire multiplicatif pres, il n’existe 
qu’un seule forme veriliant (1.7.2) et qu’elle est necessairement non 
degeneree. On demontre qu’elle est symttrique ou alternee suivant que 
( - 1 )W 1’v2 est egal a 1 ou a - 1 (voir [2, 111.2.2.1). 
L’unicite a un scalaire multiplicatif pres de ( I ) entraine l’existence d’un 
homomorphisme fl du groupe G dans K, tel que (Rs I &‘) = a( g)(s I s’) et 
d’un homomorphisme /I de G dans K,/Ki tel que /j(g) = p(g) (mod Ki). 
On pose G,, = Ker fl, G,, = Ker ,5, (?L = G’ n G,, et G;, = G+ n G,,,. On 
peut verifier que Gz et G:, comcident avec le groupe de Clifford reduit et le 
groupe orthogonal reduit tels qu’ils sont dtfinis dans [ 2, 11. 11 est clair que 
le groupe G,, (resp. G,: ) est une extension de G,,, (resp. Cc,‘,) par ( + 1). 
2. DESCRIPTION COHOMOLOGIQUE IX (G+, .?, ) 
Notre but dans cette section est de fournir une description cohomologi- 
que naturelle de (G’, 2, ) puis de GA. Dans la section 6, on constatera 
qu’on peut en deduire une description cohomologique de (G, f) tout entier. 
Les notations sont identiques a celles de la section preddente. Nous 
utilisons systtmatiquement les definitions et les rtsultats de [6]. Pour sim- 
plifier, nous nous placons d’abord dans le cadre de la cattgorie des espaces 
discrets; dans la section 5, nous donnerons des resultats complementaires 
de gtomttrie algebrique sur la question. 
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2.1. Considbrons I’espace de transformation (G +, I) avec 
I= X, r)r. Soit l’ouvert G-invariant U de Ix X+ (pour la topologie 
discrete), 
U= {(i,x,x’)EZxX”linx= (01, in-x’= {O}}. 
Dans la terminologie de [6, section 21, U est l’ouvert de definition d’un 
G-recouvrement @ = ( Ui)rc, de P+ avec Ui = ((x, x’) ( (i, x, x’) E U}. 
On dtfmit le morphisme s: (& -2, 2’) + s,(.F, 2’) sur l’ouvert des elements 
de Ix p; tels que (i, x, x’) E U, a valeurs dans K,, par 
sj(a,a’)=(all) ’ (Z’li). 
On voit que s est une fonction de Maslov relativement a %‘, associee par 
la formule (4.3.1) de [6] a un Clement rn=&G +, 8+, s) de 
Z’( G + , &, K,) donni par 
mjo,,j2(Xo, XI X~)=(-UL~)(~I I&) -’ (21 I?I)(~~I~I) -’ (&I~2N%jIi;)e~1 
=,G, (WJ(~,+, I&) -’ (2.1.1) 
sur l’ouvert des elements (i,, i,, i,; x0, xl, x2) de Z3 x X!+ tels que 
(-Q, xp+lk u,. 
Now rappelons brievement comment la connaissance de m permet 
d’obtenir une description cohomologique de (G+, 8, ) [6, section 41. 
On a un unique Clement c de 2’~ ‘(G, a’, K,) tel que dc = dm, donne par 
c&Y, x’) = s&i?, 2’) ’ s,(l, 2’) = (21 i”)(?’ Ii”) l (2’ ) i)(i) 7) ’ 
= m&x’, x, x). 
Soit O&(O) = (U(0)i)if, (resp. d&(O)* = (U(O),*);,,) le recouvrement de 
X, (resp. G+ ) defini par 
On a une famille d’isomorphismes /Ii (resp. /?j), i E Z, de K, x U( O)i dans 
zc- ‘(U(O),) (resp. de K, x U(O): dans n’-‘(U(0):)) tels que 
pi9 ’ 0 /Ii(u, x) = (u + c&O, x), x) chaque fois que (0, x) E Ui A UC, (resp. 
j’,~ ’ 0 /I,!(u, g) = (u + ~~~(0, go), g) chaque fois que (0, go) E Ui n U?). On 
pose Bi(u, x) = (u, i, x) (resp. p,!(u, g) = (u, i, g)). La loi de composition de 
c+ et son action sur x+ sont alors don&es par les formules 
(24, i, g)(u’, i’, g’) = (uu’mi gc i.8(0, go, gg’O), i”, gg’) . . 
(24, i, g)(u’, i’, x) = (uu’mi, Ric, i.s(O, go, gx), i”, gx) 
(2.1.2) 
pour ge U(O)*, g’~ U(O)*, gg’E U(O);, IE U(O),. et gxc U(O),.. 
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2.2. Atin de calculer m, nous explicitons certains spineurs purs de 
la representation (p:, A i) de C pour (i, x) E Ix X + et i n x = { 0). Soient 
f ,,,.., f, une base de i et w~A*i avec w=~,Ck,.,k2Gr~k,kzfk, A fk2. La 
fonction polynomiale de A2 i dans A*” i qui a w associe 
ne depend pas du choix de la base, ce qui justitie la notation A” \c/p! qui 
pourrait sembler abusive lorsque car KG p. 
D’apres 1.2, on peut associer a WI E A’ i un element W de 6X i,. Pour t’ E I, 
on a [rw = - Wu E i. On en deduit l’identite polynbmiale suivante 
I’(!y+-WUA (G). (2.2.1) 
2.3. PROPOSITION (voir aussi [2, 71). Soit j E f. Si y n i = {O}, I’PIPment 
4: j de A i est t?gul Li un ,facteur multiplicatif prPs ir 
A’ u’ 
exp w= 1+ w+- 
2! 
+ ... +s auec )$' = )('i 
r . 
~?. 
Preuue. Du fait que pour o’ my, p(u’) j = 0, on deduit, en utilisant 
(1.3.1) et (1.3.2) que 9: j est, a un facteur multiplicatif pres, l’unique 
element de A i tel que ([, + Wt A) .F;j = 0, pour tout 1; de x. D’apres 
(2.2.1) ceci est bien vtritie si on choisit Xi, J = exp w. 
2.4. Lorsque K= 12, la fonction m est identiquement Cgale a 1. 
Supposons maintenant K # IF, et donnons-nous x0, ?cr, x2 E X + . Alors on 
verilie qu’il existe un element i de I transverse a x0, x, et .x2. 
Soit, par ailleurs, un endomorphisme M d’un K-espace vectoriel dont les 
valeurs propres differentes de 1: p(), . . . . pLp (dans une cloture algebrique de 
K) ont toutes une multiplicite paire 2r,, . . . . 2r,. On convient de poser 
2.5. THBOR~ME. Pour i E I transverse ci x0, x, et x2, on u, ut;ec les 
don&es de (2.1.1) 
miOi,i2(X0, x,, x2) = fl B(exp u’& exp W’e,,,,) 
pcc3 
(2.5.1) 
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Preuve. D’apres (2.1.1), on a 
On obtient alors la premiere formule du theoreme en utilisant la formule 
auxiliaire suivante qui est une consequence de (1.7.1) et de la 
proposition 2.3. Soient x, s’ E X transverses a i, i’ E I. On a 
(a I i)(R I Y) ’ (2’ I ry.7 ! r) ’ 
= (9’,.~1.~;‘7), ,(.Y’,.fi.F;i),l ((.F~.f’l.Y:Z’).,, ,(.F’,.f’I9;‘i),,f 
= B(exp IV;:. , exp w\,. ). (2.5.2) 
Pour prouver la deuxieme formule du theoreme, on utilise les deux 
lemmes suivants. 
2.6. LEMME. Soient K un corps algPhriquement clos, x un K-espace vec- 
toriel de dimension r = 2p (ou 2p + 1) et .Y* son dual. Pour tous Ies Plkments 
(MI, u”) d’un certain ouvert de Zariski non vide de A’ .x* x A’ x, il existe une 
base (e,, f,, . . . . ep,fp,(ep, ,)) de x, de base duule (e:, fT,...,e,*,f,*, 
(e,*- ,)) de telle sorte que w et M.’ s’ecrivent sous la.forme 
P P 
w= 1 ike: Afk*, M"= 2 i,;e, r\j;, uvec i.,,&EK. (2.6.1) 
k=, k-l 
Preuve. Soit w -+ W l’isomorphisme de A’ x* sur l’espace vectoriel des 
elements antisymetriques de Horn (x, x*), d&i pour w= e* A f * et DEX 
par Wv= f *(t’) e* -e*(v) f *. Soit A la forme bilineaire alternee sur x 
detinie par A(v, t”) = Wv(v’) et IA la relation d’orthogonaliie correspon- 
dante (sur x). On associe de m&me a w’ E A’ x, un element W’ de 
Hom(x*, x), uric forme bilineaire alternec A’ et une relation 
d’orthogonalite IA’ sur x*. L’endomorphisme M= W’W de x est 
A-symetrique. 
Supposons qu’on puisse decomposer x sous la forme x = @ ;.4 xk de telle 
sorte que les xk soient stables par M et que x-’ A soit inclus dans l’un des 
syk, alors on verilie que la decomposition duale prend la forme 
x* = @if-“’ xz. Soit wk (resp. M’;), l’tltment de A2 xc (resp. A’ xk) associe 
a WI rl et WI r;. D’apres ce qui precede, on a w = Ek wk et w’ = Ckz w;. On 
voit facilement que cela implique le lemme dans le cas particulier ou 
dim xk d 2 pour tOUt k. 
Supposons maintenant que xk soit le sous-espace caracteristique associe 
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a la kieme valuer propre /iA de 44. On choisit xk = x0 pour pk = 0. Les .Y~ 
sont stables par M. Une double recurrence permet de verifier que 
x=@iAxk. De plus, x’“c+,. Cela implique que, pour k # 0, la restric- 
tion de A aux .xk est non dtgeneree, ce qui entraine que dim xk et la mul- 
tiplicite de pk sont paires. On en dtduit immediatement que A4 possede au 
plus p valuers propres distinctes lorsque r = 2p, et p + 1 lorsque r = 2p + 1 
(dam ce dernier cas l’une d’entre elles est necessairement ulle). Lorsque les 
valeurs propres sont distinctes, on a necessairement dim .xk < 2 ce qui 
implique le lemme. 
Le lemme sera done prouve si on constate que, lorsque les (M’, ~3’) 
dtcrivent un ouvert de Zariski de A’ x* x A’ X, l’endomorphisme M 
correspondant possede p (resp. p + 1) valeurs propres distinctes lorsque 
r = 2p (resp. 2p + l), ou de facon equivalente que P(p) = det(/ll, - M) ne 
possede pas de racine de multiplicitt supirieure a 2, ou encore que P(p), 
P’(p) et P”(p) n’ont pas de racines communes. Soit K[w, w’] (resp. 
K(M’, iv’)), l’algebre des polynbmes (resp. le corps des fractions rationnelles) 
a coefficients dans K dont les variables sont les coordonnees des elements 
de Az s* x A’ I relativement a une base donnee. On peut considerer quc 
P(p) est un element de K[M., M”][P], l’algebre des polynomes a une 
indeterminee p a coefficients dans K[w, w’]. Le calcul du p.g.c.d. de P(p), 
P’(p) et P”(p) dans K(M’, w’)[p] donne necessairement un element non nul 
Q(w, ~3’) de K[M’, w’]. En effet, dans le cas contraire, P(u) admettrait 
toujours une racine triple. Or, si on choisit IV et LV’ comme dans 
l’enonce du lemme, on a P(p)=n, (P+~.;E~~)~ pour r=2p (resp. P@)= 
PrI k+O (cl + i.;&)’ pour r = 2p + 1). Done P(u) n’a pas de racine triple des 
que les &J., sont tous differents. Par consequent, l’ouvert de Zariski forme 
par les elements (w, w’) tels que Q( M’, M:‘) # 0 est non vide et sur cet ouvert 
P(p) n’admet pas de racine triple. Ceci prouve le lemme 2.6. 
2.7. LEMME. Gent (i,.y)EIx X ucec’ in.u= (0). Soient WE@~\ et 
W’ E Cl!’ ussocih Li M’ E A2 i et ~3’ E A2 x conme dans 1.2. On a 
(1) B*(exp w’, exp ~9’) = det(Z, - W’W) = det(Z,- WW’) 
(2) B(expw,exp ~“)=det”~(Z,- W’W)=det”(l,- WW’). 
Preuce. (1) Nous continuons a poser r = 2p ou r = 2p + 1. Prouvons la 
premiere egalite qui tquivaut a la Zitme par dualite. Idcntitions i avec .x* 
par B. Soit si, . . . . E, une base quelconque de x et ET, . . . . E,* la base duale 
dans i. L’egalite correspond a une identite polynomiale a coefficients entiers 
dont les variables sont les coordonnees de w et de u:’ dans les bases 
(ck A c~‘)~<~. et (ek* A c,$)~ <k, de A\2 x et de A’ i. I1 s&it done de la 
prouver pour un corps K algtbriquement clos et sur un ouvert de Zariski 
quelconque de A’ ix A’ s. On choisit cet ouvert comme dans le lemme 
4x1 112 2 7 
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precedent de telle sorte que M’ et w’ prennent la forme (2.6.1). Dans ce cas, 
on a successivement 
det(1, - IV’ W) = fi (1 + 1”; 3+)? 
k=l 
expw=l+ C j.,, ‘-‘jwk,tek, * fk,) A “’ A tek, A fk,) 
lCY<P 
I<k,< <k,<p 
B(exp w’, exp w) = fi (1 + %;ik). 
k=l 
(2) Soient les deux polynomes R et Q detinis pour ,n # 1 par 
R(n)=det((l-p)I,- W’W)=(l-~)rdet(l,- W’(l-p)-’ W) 
Q(p) = (1 - fl)” B(exp w’, exp( 1 - p) ’ w). 
On voit que R(p) est le polynome caracteristique de I, - W’ W et, en 
utilisant le (1) que Q’(p) = R(p) lorsque r= 2p et (1 -p) Q’(p)= R(p) 
lorsque r = 2r, + 1. Done R(p) possede les mCmes racines differentes de 1 
que Q(p), affecttes d’une multiplicite double. Cela prouve que 
det”2(1x - W’W) est Cgal au terme constant de Q(p), c’est-a-dire a 
B(exp w’, exp w). 
3. DESCRIPTION COHOMOLOGIQUE ET REDUCTION DE G' 
Les hypotheses et les notations sont les memes que dans les deux sec- 
tions prtddentes. Cependant, nous supposons que G est un sous-groupe 
de G(V), Gt =G’(V)nG, c?~=TT’-‘(G+), G,:=G,:(V)nc+ et que 
G,$ = rc( c’,: ). Nous continuons provisoirement a travailler dans la categoric 
des espaces discrets. 
3.1. Nous nous inspirons des resultats de [6,4.7]. Nous nous don- 
nons un sous-ensemble L de Ix X, forme d’elements I = (i, X) tels que 
I’ n x = {O}. Nous supposons que lorsque I varie dans L, les V, ci-dessous 
recouvrent G * , 
V,= {gEG+Iingx= {O}}. (3.1.1) 
Dans ce cas, U’ ci-dessous est l’ouvert de definition d’un G ’ - 
recouvrement W = (U;),, [, de (G+ )*, avec action triviale de CC sur L, 
U’={(l,g,g’)~Lx(G+)~II=(i,x), (ging’x={O}} 
On a U;= ((g, g’)E(Gt)2]g~‘g’E V,}. 
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On note s’ la fonction de Maslov naturelle pour G+ relativement a W 
don&e par 
s;( g, 8’) = Sgi( g2, ‘$2) = (ga I 81) ’ ($2 ( gi). (3.1.2) 
L’element m’ = b(G, s’) de Z*(G f, dW, K,) est defini pour lo = (iO, x,), 
1, = (i,, x1) et l2 = (i2, x2) par 
D’apres [6, lemme 4.6 et (4.3.2)], on a un unique element c’ de 
2’9 ‘(G+, %‘, K,) tel que Lit’ = dm’. On definit les fonctions y et t don&es 
pour 1, 1’ E L, avec 1 = (i, .x) et 1’ = (i’, x’), par 
hk, g’) = m;,k g, gg’) 
=(g’nIg ‘q(zlg-‘q ‘(n(q(gqI)-’ pour g, g’, a’ E v, 
~,A?) = Me, g) 
=(.?‘li)(gf’lT)- ’ [(ali)(gllT) ‘1-l pour gE V,n V,., 
e est l’element neutre de G. 
Supposons que pour tout couple g, g’ de G+ il existe un element 1 EL tel 
que g, g’, gg’ E VI. Ceci est possible, lorsque L = Z x A’,, dbs que K# B,. 
Alors la connaissance de y et de r permet dobtenir une description 
cohomologique complete de G + . En effet, conformement aux notations de 
[6, section 41, les elements de G’ peuvent s’tcrire sous la forme 
g = (u, I, g) = (s;(e”, g), 1, n’(g)). Soit g, 2’ E G +. Choisissons 1,l’ EL, avec 
1= (i, x) et 1’ = (i’, x’), tels que g, g’, gg’ E V, et g E V,,. Posons g = (u, 1, g) 
et 2’ = (u’, 1, g’). On a 
(4 1, g)(u’, 1, 87’) = (uu’y,(g, g’), 1, gg’) = @’ 
(u, 1, g) = (Utl&-- l, I’, g) = g. 
Utilisant (2.5.2) et le lemme 2.7, on voit que 
y,(g, g’) = det’l*(Z, - IV;, ,i Wi,, R..r). 
(3.1.4) 
(3.1.5) 
(3.1.6) 
Pour calculer z, nous supposons de plus i’ n x = gi’ n x = {0}, on obtien It 
t[,,(g)=(qq(“f’Jg- ‘7) 1 (g-‘.qg-‘qg -‘.?I?)--’ 
x [(.flq(gEIq ’ (g.f( gr)(11 g-l] 1 
= det”*(Z,. - Wjr:,.. li’ W<,, R 1.X) det “*(I, - W; Kit Wl, Rr). (3.1.7 
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Nous cherchons a transformer les formules (3.1.6) et (3.1.7). Nous 
associons a ge G, et a I= (i, x), I’= (i’, x’) E X2 tels que in x = (0) et 
i’ n x’ = (0) les elements 
A,,,(g)=~~,gl,EHom(x, x’) 
A,(g) = A,(g) = A’,(g) E End(x). 
(3.1.8) 
3.2. LEMME. Soient I = (i, x), 1’ = (i’, x’), 1” = (i”, x”) E L, soient 
g, g’ E G+ de telle sorte que gx n i” = (0) et g’x’ n i= (0). On a 
z, - w;r, Ii” w;. grx’ = 4&T-’ A,d&) &k’)-‘. (3.2.1) 
Preuve. On vCri!ie successivement que 
(3.2.2) 
On en dtduit que 
3.3. THBORF:ME. Avec les donnkes de (3.1.6) et de (3.1.7), on a 
(1) y,(g, g’) = det”2(Al(g) ’ A,( gg’) AM-‘) 
(2) r,,,(g) = det”2(A,(g) -’ A,,!(e) AJg ‘)-I) det-‘/2(Al.l(g I)-’ 
4,(e) A,(g) -‘). 
Soit l’homomorphisme cp: u --f u2 de K, dans l&m&me et K5 son image. 
Dans les notations de [6, section 51, nous posons ml2 = cp(m’) E Z2 
(G+, d%‘, Ki). Le resultat precedent entraine que mr2 E B’(G+, de’, K,). 
Plus prtcisement, on a 
m’&12(e, g, a’) = det ’ A,(g) det ’ A,,(d) det A&g’). (3.3.1) 
Darts l’esprit de la proposition 5.7 de [6], on a le 
3.4. COROLLAIRE. (1) G,:=((u,Z,~)E~+IU~=~~~A,(~)}. 
(2) Soit g E G + n V/, alors g E G& si et seulement si det A,(g) E K’, . 
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Preuve. 11 sufft de prouver que pour g = (u, 1, g), on a if(g) = 
u2 det ’ A,(g) lorsque les g decrivent un systbme generateur de G + . Ceci est 
trivial lorsque K = F,. Dans le cas contraire, on dtmontre en adaptant 
[2, 1.5.11 que G + est engendre par les elements g qui laissent stable un 
sous-espace vectoriel non dtgenire I” de V de dimension 2 et tels que 
l’action de g sur Y,’ soit triviale. 11 suffit done de verifier le corollaire pour 
dim I/ = 2. On a alors une base (e, f) de V dans laquelle on peut tcrire 
x=Ke, i=Kf, l=(i,x),g=(;f .‘,)et A,(g)=a. 
Si on travaille dans la representation (pk, A i) de C, .f et i sont respec- 
tivement des multiples de 1, i et de $ On v&lie que g,? = UZ et que 
ii= ua ‘i: Par consequent, on a bien fl( g) = u*a ‘. f 
4. LE CAS R&L, DESCRIPTION DES GROUPES SPINORIELS 
4.1. Nous nous proposons d’illustrer la section 3 par un exemple. 
Nous adoptons les notations et les conventions des sections 1 et 3. 
Nous supposons de plus, que K = C. Nous nous donnons un R-espace 
vectoriel E de dimension paire 2r, muni d’une forme quadratique non 
dtgeneree Q. Nous choisissons V= EC. Nous denotons par Q et par B aussi 
bien la forme quadratique et sa forme bilineaire associte sur E, que leur 
complexifiee sur I/. 
Nous nous pla$ons dans le cadre de la categoric des varietes differen- 
ciables. Dans cette section, G + designe le groupe special orthogonal G’(E) 
de (E, Q). C’est evidemment un sous-groupe de Lie de G f ( V). I1 est connu 
que, dans ces conditions, G,: est un groupe de Lie isomorphe au 
revetement universe1 de G+, qu’on appelle groupe spinoriel (voir 
c31, P, 2.91 et cw 
Soit Jo G+ tel que j2 = -I,. Notons (E, j), l’espace vectoriel complexe 
associe A j. Munissons-le de la forme hermitienne H: (v, v’) H B(v, v’) + 
iB(u, jv’) (avec i= F) 1 . Choisissons une base H-orthogonale (a,, . . . . t:,) 
de (E, j). On verilie que l’orientation c(j) de la base B-orthogonale 
(VI, jv,, . . . . v,, jvr) de E est independant de ce choix. On se fixe une orien- 
tation F + de E et on pose 
J={jeG’Ij*= -Z,,,c(j)=E,). 
Dans ce qui precede, on a Q(uk) = Q(jv,). On en dtduit que J est non 
vide si et seulement si la signature de Q est de la forme (2p, 2q), ce que 
nous supposons dtsormais. On a une injection j -+ .v(j) de J dans X don&e 
par x(j) = Im(Z, - ij). En choisissant convenablement X, dans X, on peut 
supposer que l’image de cette injection est &gale a (X E X, 1 x n E = (0) }. 
Le second choix possible consisterait a remplacer X, par X . 
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On a de plus une bijection j + l(j) = (X(j), x(j)) de J sur le sous-ensem- 
ble L de Ix X’ forme par les elements 1 de la forme (X, x) tels que x E X’, 
X est le conjugue de x dans V= EC et x n X = (0). Un argument de densite 
de Zariski permet de verifier que les ouverts V, = {g E G ’ / g?c n X = (0) > 
recouvrent G + . On se trouve done dans la situation de 3.1. Soient j, j’ E J. 
Posons I(j) = I= (X, x) et l(J) = I’ = (.?, x’). Definissons V, = V,, yj = ;I, et 
ryj = rI./ et cherchons a les exprimer en fonction de j et de j’. On a une 
bijection C-lintaire naturelle a(x) = rczIE = l/2(1, - ii) de (E, j) sur X, avec 
z(x) l =2 Re(,X. Cela implique que ~(x)~=Tc~. Reprenant les formules 
(3.1.8) on pose, pour g dans Vjn Vj 
aTi = 2(x') ' A,,(g) r(x) = 2 Re n;:grt$E 
= 4 Re(Z, - ij,) g(Z, - ij) 
ufj(g) = +CS -j’tih a,,(g) =qjw= lk-j&j). 
On verifie que ayj( g) est une bijection C-lineaire de (E, j) sur (E, j’). Par 
ailleurs, on note detj le determinant complexe sur (E, j). On remarque 
tgalement que 
1-,{~1}+C*+C2,-+1 
est une suite exacte de groupes de Lie. On est conduit a reformuler les 
resultats de la section 3, en prenant J au lieu de L comme famille d’indices 
et en utilisant aussi les resultats de [6, section 51. On obtient la 
4.2. PROPOSITION. On a un recouvrement +‘- = ( Vj)jE J de G + dont les 
composantes V, = { g E G + 1 Ker uj( g) = { 0} } sont des ouverts de 
trivialisation pour le fib& principal (G +, rc’, G +, C * ). Pour chaque j E J, on a 
une equivalence naturelle de fibres principaux (u, g) -+ (u, j, g) de @ * x V, 
duns rt - ‘( Vi) de telle sorte que, chaque fois que g E V, n Vi,, on ait 
(u, j, g) = (uz,J g) ‘, j’, g). Si, de plus Ker[uii( g) ayj(e)] = (0) on CI 
T,,,(g) = det,!‘*(uy(g) -’ a,>(e) ufj(g ‘) ‘) 
xdet; ‘j2(afj(g-‘)- ’ uis(e)uj(g)-‘) 
ce qui determine la fonction de transition t. Soient g, g’ E i? +; alors il existe 
jE J tel que g, g’ et gg’ uppartiennent h Vi. On a alors g = (u, j, g), 2’ = 
(u’, j, g’) et @’ = tuu'Yj(g, g’), j, gg’) avec 
Yj(g, g’)=det,!‘*(aj(g)-‘aj(gg’)aj(g’) -‘I, 
ce yui determine la loi de composition de G +. De plus, 
G; = {(u,j, g)E~+IU2=detiaj(g)} 
SPINEURS PURS 365 
est un sowgroupe de Lie de G+ qui est une rPalisation du reldvement ci deux 
feuillets de G + isomorphe au groupe spinoriel. 
5. SPINEURS ours ET k-VARIATES AI.C;I%RIQUES 
5.1. Dans ce qui suit, on suppose que K est un corps algtbri- 
quement clos et que k est un sous-corps de K. On se donne un k-espace 
vectoriel V, de dimension 2p muni dune forme quadratique non degeneree 
Qr d’indice maximal. On suppose que V= VrQk K et que Q = Q,.Ok K. On 
pose 
G: =G+(V,) et (X,L=X,(Vr). 
On identifie respectivement V, et (G,! , (X + ),) a un sous-espace vectoriel de 
V et a un sous-espace de transformation de (G + , X, ) par les applications 
VI+VQ~ I,, g-+gQ, 1,et x-+x@~ 1,. 
On se place dans le cadre de la categoric W des k-varietts algebriques ur 
K. On utilise les rtsultats et les conventions de la section 6 de [6]. En par- 
ticulier, on appelle ouvert d’une k-variete algebrique, une k-sous-variete 
algtbrique ouverte. 
On pose Z, = (X, , y ),. C’est un sous-ensemble de I = X, I r. Dans cette 
section, on convient que les lettresj (resp. +v), parfois indicees, dtsignent des 
elements fixes de I, (resp. (X,),). On note Y,= {x~X).vnj= {O}}. Une 
demonstration technique utilisant les rtsultats de 1.2 permet d’affirmer que 
v.u, X’EX, , 3j E I, tel que x, x’ E Y,. (5.1.1) 
On verifie de m&me qu’il existe une famille tinie d’eltments j,, de I, telle 
que les YjP recouvrent X, . 
Un Y, du type precedent est un espace affine attache a l’espace vectoriel 
Hom,( V,/j, (V,/j)*) Qk K. I1 peut done etre muni dune structure naturelle 
de k-varitte algtbrique affine dont Y, n (A’, ), est l’ensemble des points 
rationnels. On peut alors munir X, dune unique structure de k-variete 
algebrique de telle sorte que les Yi ci-dessus soient dcs k-sous-varietts 
afftnes ouvertes de X, . Une premiere mtthode pour le voir consiste a 
utiliser les rtsultats classiques concernant les varietts projectives et plus 
specialement les grassmanniennes (adapter [4, 1.61). Nous utilisons une 
seconde methode en remarquant tout d’abord que, pour j, j’ E I,, Y, n Y,. 
est un ouvert principal de Y,. On choisit pour cela, y E (X,), n Y, n Y,.. 
Utilisant (3.2.2), on a 
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On constate ensuite que I’injection Y, n Yf -+ Y,. est un V-morphisme en 
utilisant, pour x E Yin Y,,, la formule ci-dessous qui se deduit de (3.2.2) et 
qui ne fait intervenir que des expressions rationnelles de Wi,,, a coefficients 
dans k. 
w{I., = “:‘I j w;>,(x(: n’, ~8) ’ 
= (I,+ wjg W’,.,(!,. - wj!;;. Wi,.,) ‘. 
Par ailleurs, il est bien connu que G + est un k-groupe algebrique aftine 
dont G: est le sous-groupc des points rationnels (voir [4, 34.2 et 7.21). 
Pour le voir, on ecrit ses elements sous forme matricielle et on exprime 
que les coefficients vtritient certaines equations polynbmiales a coefficients 
dans k. 
Soit cp: g, x --* g-u l’application naturelle de G + x X + dans X + . Verifions 
que c’est un g-morphisme. D’apres (5.1.1), ttant donne (g, x) E G ’ x Xc , 
il existe j E Z, tel que x E Y, et gx E Y,. Done les ouverts principaux 
qs’(Y,)n(G+ X Y,)=j(g,x)~G’ X Yj(det(d’,(g)+B’,(g) W~J#O} 
recouvrent G + x X + lorsque j varie dans I,. D’apres la formule ( 1.2.3), la 
restriction de cp a de tels ouverts principaux, dont l’image est contenue 
dans Yj, est bien un ‘#-morphisme. 
En resume, (G+, X, ) est un espace de transformation dans 9?. 
5.2. PROPOSITION (1) Dans la catigorie des k-vari&s algt%riques, 
(G + , 2, ) est une extension par K, de I’espace de transformation (G + , X, ) 
dont (c: , (f, ),) est I’ensemhle de&es points rationnels. 
(2) Le groupe de Clifford rt;duit GA est un k-sous-groupe algPhrique 
fermP de G -. 
Preuve. (1) D’apres la theorie de [6], il suffit de montrer que le 
cocycle rn donne en (2.1.1) est un V-morphisme a valeurs dans K,, defini 
sur un ouvert de I’ x X3+ . 
Verilions que les elements (i, x) tels que in x = { 0} forment un ouvert de 
ZXX,. Comme les ouverts YJ x Y, pour lesquels y nj = (0) recouvrent 
zxx,, il suffrt de remarquer que pour (i, x) E Y,,, x Y,, on a 
inx= {O}*det(Z,.- W;;.Wi,,,)#O. 
On en deduit que le domaine de definition dU de m donne par 
dU= {(i,, iI, i,;xo,x,,x,)~Z3xX~Iipnx,={0}, 
i, n xp + I = {O>> PEF3) 
est un ouvert de Z3 x X”, . 
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On associe a (yO, yl, yz,jo,j,,jl)E(X: xZ3), tel que y,nj,= {O} 
(pour P E 5,), l’ouvert de Z3 x X3+ forme par les elements 
(io,i,,i2;xo,x,,x2) tels que (i,,x,)E Yy,x(Yi,n YIP ,). Les ouverts ainsi 
obtenus recouvrent Z3 x A”, : il suffit pour le voir de choisir j,, transverse a 
xp et a xp + 1, puis y, transverse a i, et a jp. Calculons m sur un tel ouvcrt. 
Choisissons yb E (X, ), tel que yb n j, = (0) et yb n,jl, , = (0). On obtient, 
en utilisant (2.1.1) 
x H(exp w;i;, , , exp WI:“, ,p) ’ 
Sous cette forme, il est clair que m cst un %-morphisme. 
(2) 11 s&it d’utiliser le corollaire 3.4. On notcra que les resultats de 
[6, section 51 ne s’appliquent pas. En effet K, n’est pas, en general, une 
extension localement riviale de Ki par { + 1) dans e. 
6. SPINEURS PURS EN DIMENSIOK IMPAIRE; DESCRIPTION DE (C?, 2) 
6.1. Nous allons voir qu’en dimension impaire, il existe a 
equivalence pris deux types de varietes de spineurs purs et que leur etude 
cohomologique se ramene a celle de (G +, x + ), en dimension 
immtdiatement supkrieure. Dans le m&me ordre d’idee, nous constaterons 
que, s’il est plus diflicile de decrire cohomologiquement l’extension (G, 8) 
de (G, X) que l’extension (c +, x+ ) de (G +, X + ), on peut cependant voir 
que la resolution du second probleme en dimension 2r (telle que nous 
l’avons donnee dans les sections 3 et 4) permet celle du premier en dimen- 
sion 2r - 2. 
Pour simplifier, nous nous placons de nouveau dans le cadre de la 
cattgorie des espaces discrets. Nous adoptons les notations de la section 1. 
Lorsque car K # 2, nous nous donnons fe V tel que Q(f) = - 1 et nous 
definissons le sous-espace vectoriel I” =f’ de V muni de la forme 
quadratique Q’ = Q 1 v’. Dans le cas general, on se donne aussi un sous- 
espace vectoriel I”’ de codimension 2 de V, pour lequel la restriction 
,“=Ql,,c, est non dtgtntrte d’indice maximal. 
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On pose G(V’)=G’, X(V’)=X’, ,(I”‘)=,“, X(V”)=X”, @V”)=G”, 
Z(V)=wII, C(V’)=C’et C(V)=C”. 
On verifie qu’il existe un unique morphisme d’espaces de transformation 
(cp’, cp): (G’, xl) + (G+, X,) tel que pour (g’, X’)E (G’, X’), g= cp’(g’) et 
x = cp(x’), on ait g( y = g’, gf= ( - 1 )det R’ f et x n V’ = x’. L’homomorphisme 
cp’ est injectif, l’application cp est bijective. 
L’application t” -+ fd de V’ dans C’ se prolonge, de facon unique, en un 
isomorphisme ntre les algebres C’ et C+ . D’apres 1.3, cela implique que C’ 
posdde a isomorphisme pres, deux representations irrtductibles. On peut 
supposer que ces representations p; et 11’ agissent respectivement dans 
S, et dans S de telle sorte que p’+(u’) = y?(fu’) pour 1:’ E v’. Nous 
posons 
G’. = {g’EAut(S+)13g’EG’, g’p’+(t”)g’ I=(-l)““‘“‘p’+(g’v’), VZ;‘E l”} 
WI, = (1’ES +,d’#0(3X’EY, p’,(u’)I’=O, VU’EX’}. 
On delinirait de m&me G’ et p- Comme dans 1.4, on constate que le 
groupe G’, est une extension centrale de G’ par K,. On note rr’, 
l’homomorphisme g’ + g’ de G’, sur G’. Rappelons que i?+ laisse S + stable 
(proposition 1.6). Soient g’ E G’ et 2~ G+ tels que cp’(g’) = g. Pour u’ E I”, 
on a 
a+ (t”) 2 l1.s. =&+(fu’)f lIS+=(-l)deQ’p;(g’r’). 
Cela prouve l’existence d’un unique homomorphisme @‘: G’, + G’ tel 
que cp’ c rc’, =rr’r.q’etquepourg’~Q+ etg=~‘(g’),onaitgl,+=g’.Ilest 
injectif et commute avec l’action de K, sur G’+ et G’. Pour les mCmes 
raisons que dans 1.4, on constate par ailleurs qu’une droite vectorielle 
d’elements 2’ de S + est associee au plus a un element x’ = rt + (2’) verifiant 
les relations ci-dessus. Prouvons que (XI+, T, , X’, K*) est un libre prin- 
cipal d’espace total p+ et de base x’, que les sous-ensembles .p+ et 3, de 
S, coincident et que, en designant par @ l’application identique du premier 
sur le second, on a rr o @ = 40 o rc + sur RI+. I1 suffrt pour le voir de constater 
que pour ZEW,, x’=xn Vet ~‘Ex’, on a ~~(t”)R=p+(f)p+(o’)Z=O. 
On obtient le diagramme commutatif suivant dont les flbches horizon- 
tales (resp. verticales) sont des morphismes d’espace de transformation 
injectifs (resp. surjectifs), et dans lequel @ et @’ commutent avec les actions 
correspondantes de K, , 
(Q+J+) (C’,@& ((p, j?,) 
CR’+. Xt )
I I 
(?r’, n) 
(G’, x’) (“, ‘), (G + ,X, ). 
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L’ttude cohomologique de (G’+ , p+) se dtduit done par restriction de 
celle de (G +, w,). Un raisonnement identique permet de construire le 
diagramme commutatif suivant qui po&de les m$mes propriktks que le 
prktdent et d’en dkduire des conclusions analogues 
(G”, P) - G+,X+) 
1 1 
(G”, .r ) - (G’, X+ ). 
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