Abstract: A new blind equalisation algorithm is presented for multi-level quadrature amplitude modulation schemes. The presented technique provides faster convergence and improved performance in terms of mean square error, which is demonstrated through various simulations. A mathematical analysis is also presented for the steady-state mean square error, which verifies the better performance of the proposed scheme over the conventional ones. The performance is also compared on the basis of inter-symbol interference metric. A computationally efficient implementation of the proposed algorithm is also presented. Simulations are done with various types of fading channels ranging from highly degrading Hoyt fading channels to moderate Rayleigh fading channels.
Introduction
The ever growing demand for high speed wireless communication has led to symbol time being considerably smaller than the delay spread of wireless channel leading to the problem of inter symbol interference (ISI) in all state of art communication systems. The problem of ISI is combated through the technique of equalisation where the receiver learns the channel response and adapts the receiving filter based on a training sequence known at both ends. Though the science of equalisation is quite developed, the inherent problem of bandwidth wastage due to training required for equalisation is still open. Blind equalisation algorithms do not require any form of training at the receiver end and hence have the potential of being a promising solution for the bandwidth wastage problem.
Many schemes have been suggested for blind equalisation of symbols corrupted by communication channels. One of the earliest efforts in this direction was constant modulus algorithm (CMA) [1] . This optimises the symbols on a circle of constant radius. Phase information is not preserved in CMA. A variant of CMA called the modified constant modulus algorithm (MCMA) [2] optimises the real and imaginary parts of the symbols to constant values and thus preserves the phase information, in case of quadtrature phase shift keying. There are many variants of CMA and MCMA suggested by different authors [3] [4] [5] . The multi-modulus algorithm (MMA) is also used as a synonym for MCMA when it is used in a phase splitting equaliser. Recent efforts towards blind equalisation include the square contour algorithm (SCA) [6, 7] . It optimises with respect to the maximum dimension of the filtered output at a time to a constant. This avoids 458 rotations. However, it is very slow in convergence. But it is one of the best algorithms for blind equalisation, which does not give a phase rotation. Many variants of the SCA are reviewed in [8] . Among them the improved SCA and the constellation matched-SCA do better than MSCA, but their performance will be doubtful in highly dispersive channels, owing to their reliance on a decision device. The scheme proposed in [9] presents a scheme for M-quadrature amplitude modulation (M-QAM) signals by optimising M Gaussian cost functions simultaneously. If M is greater than four, the cost function becomes non-convex. To overcome this, a multi-stage clustering algorithm was proposed in [10] . It follows a hierarchial clustering approach to the blind equalisation problem. First, the data are clustered into four quadrants; then it is clustered into further four clusters originating from each of the four clusters originally formed. The number of clustering stages required depends on the order of modulation involved. In the algorithms proposed in [11, 12] , the exponent of the maximum posteriori probability density function (pdf) optimises the modulus of the Gaussian clusters and in turn has larger degrees of convergence to error. In the constant modulus algorithm-soft decision directed (CMA-SDD) scheme [12] , the division of the signal space into regions may lead to detoriation in very severe ISI as pointed out in [13] .
In this work we propose an improved multi-stage equalising scheme, which is computationally simpler than the bootstrap approach proposed in [10] and gives better performance in terms of lower ISI and faster convergence speed. Also, we show that when used as a SDD term in the recently proposed methods of [11, 12] , it gives better performance than CMA-maximum a posteriori probability and CMA-SDD, respectively.
The organisation of the rest of the paper is as follows. Section 2 gives the basic overview of the equalisation problem while providing the system model. Section 3 reviews the conventional multistage blind clustering scheme and motivation towards proposed approaches. The two proposed approaches are presented in Sections 4 and 4.1. In Section 5 MSE analysis is presented to provide the mathematical basis for our proposed approaches. Simulation results are presented in Section 6. We finally conclude the paper in Section 7.
System model
Consider the baseband model of a digital communication channel characterised by a finite impulse response (FIR) filter. The received signal is given by
where n is the length of the channel impulse response.
are the complex channel symbol sequences. Signal
is assumed to be independently identically distributed (i.i.d.). Error
is an i.i.d. complex Gaussian white noise with
where E[ . ] denotes the expectation operator. The symbol constellation is M-QAM defined by
and L is an integer. The equaliser has an FIR structure defined by
where m is the order of the equaliser and is assumed to be large enough, and
are the complex equaliser weights. As an example, a family of blind adaptive algorithms called Godard's algorithm [14] adjusts the equaliser weight vector
T by minimising the cost function
using a gradient descent algorithm. Here q is a positive integer and
The case of q ¼ 2 is known as the CMA [1] , which produces arbitrary phase rotation.
Review of multi-stage blind clustering
The approach proposed in [10] is oulined as follows. When the equaliser weights have been correctly chosen, the equaliser output can be expressed as
where v(k) is approximately Gaussian white noise. Thus when equalisation is accomplished, the equaliser output can be modelled approximately by M Gaussian clusters with means
and an approximate covariance matrix given by
where r is noise variance. Denote the a priori probability of m ql as p ql . The a posteriori pdf of y(k) is given by
Assuming all p ql to be equal, the criterion in (1) is equivalent to cost function
The equaliser weights are adapted according to the following gradient descent-based rule.
The above algorithm was first proposed for 4-QAM in [9] . A direct application of this algorithm to higher-order QAM signals has some serious drawbacks. The cost function becomes highly non-convex for large M and hence convergence rate also becomes slow [10] . Also, the complexity of the algorithm increases as M increases. To address these issues, a mutlistage version of the above approach has been proposed in [10] .
Multimodulus algorithm (MMA)
The MMA proposed in [15] incorporates a phase splitting equaliser. This is useful for high bandwidth applications as it works by dividing the actual high bit rate stream into two seperately lower data rate streams: the real and the imaginary streams. MMA operates two parallel weight updation algorithms, one for inphase part and the other for quadrature phase part. This algorithm gives better results than many of the traditional algorithms [16] , in terms of convergence speed, but has a tendency to give a p/4 phase rotation.
Proposed approach
We propose to use a phase splitting equaliser for the multistage clustering problem. Instead of the assumption of a two-dimensional Gaussian distribution [10] , we assume two one-dimensional Gaussian distributions, one for each of the real and the imaginary part. This is because, intuitively, it will lead to computational savings. Secondly, it will give better results, because the number of ways of convergence to Gaussian error is two, instead of the whole circle as in the case of conventional blind clustering. Thirdly, it will be useful for high bandwidth applications like the MMA. In this scheme we define two separate cost functions.
The equaliser weights are updated according to
and
where the complex equaliser weight after the kth iteration is
The gradients of J R and J I are given by
For the 16-QAM case, in the first stage of clustering, each m R and m i equals +2 with Q ¼ 2. In the second stage of clustering, the cost functions again involve sum over only two terms which are dependent on the quadrant of the cluster. The possible four values of m R and m I are +1 and +3. So as compared to earlier method [10] , the number of summations are halved from 8 to 4 in the second stage. This leads to great reduction in the compuational complexity, specially, in higher order QAM cases.
Alternative implementation
The per-stage computational complexity of the above proposed scheme can be further reduced. The suggested improvement is as follows: † If the magnitude of the updation error for real part of the weight is greater than that of the imaginary part in the previous instant, use the real error term for optimising both real and imaginary weights. † On the other hand, we optimise with respect to J I error term for both the real and imaginary weights, if the magnitude of the imaginary part of the error is maximum in the previous adaptation instant. † By following the above outlined steps, we can save some iterations where all dimensions need not be calculated and hence lower computational load.
MSE computation
For the scheme proposed in [10] , the error term for the multistage clustering can be found to be
where
If we assume convergence, that is, the deviation around the constellation point is very less and in turn the error is small and expand the exponential term around a constellation point, by neglecting the higher powers of e ql , we obtain
Assuming that the errors around the constellation points are equal (equal to say e) and that the real and imaginary parts of the error are independent, the error term for the multistage clustering equaliser is
The steady-state mean square error E(e ss ) can now be written as
Neglecting higher powers of e greater than 2 as it is assumed to be very small, we obtain
This can be approximated as
where e r is the real part of the deviation from the constellation point. However, for our proposed improved multi-stage clustering scheme, the error deviation can be expressed as
Hence the steady-state mean square error in our case can be expressed as
Assuming the expected real and imaginary deviations to be 
and for the second scheme from (13), the mean square error is E(e ss ) = 32e 2 r
This accounts for a 12 dB fall in the mean square error, which we validate later using simulations. For 64-QAM with Q ¼ 8 and L ¼ 8, the mean square error for the first scheme from (11) is E(e ss ) = 8192e 2 r (16) and for the second scheme from (13), the mean square error is
This accounts for a 18 dB fall in the mean square error, which we validate later using simulations.
Performance comparsion
The performance of the above scheme is compared with that given in [10] . We take a case of 16 QAM with two-path fading channel. The two paths are each symbol duration spaced and the SNR is 40 dB. Receiver outputs are sampled at symbol rate before passing through the equaliser. The equaliser contains nine taps. The two-stage blind clustering algorithm used 2000 samples for stage one with r ¼ 0.7, r ¼ 0.25 for stage two and step size m ¼ 0.008 was used for both the stages. Figs. 1a and b show the 16 QAM constellation achieved after 15 000 iterations from the conventional scheme and the proposed scheme, respectively. The channel used in plotting the above figures was static without any fading so that the performance can be compared on a neutral basis. As seen from the scatter plots, the performance of the proposed approach is superior as compared to the conventional approach. Next, we compare the performances based on the ISI for three types of fading channels, viz. Hoyt, Rayleigh and Rician channels. Figs. 2a-c plot the ISI calculated as specified in [17] . In the plots Scheme I refers to the conventional clustering equaliser, Scheme II refers to the scheme proposed in Section 4 and Scheme III refers to the scheme proposed in Section 4.1. As can be seen from the figures, the performance of the proposed schemes is superior than the conventional scheme in all types of fading channels. ISI metric for comparing the performances of equaliser has been proved to be a sufficient and necessary condition in [17] . The choice of Hoyt fading channel is done based on the fact that one-sided Gaussian fading (a special case of Hoyt fading), simulated by us, has the greatest 'amount of fading' (a parameter numerically equal to 1/m for Nakagami-m) [18] .
In Fig. 2f , we plot the MSE for the three schemes for a static channel. The MSE curves show the predicted 12 dB fall in MSE for Scheme II. Next, we compare the performances for a higher order 64 QAM scheme.
Figs. 1c -e show the resultant constellation for different schemes after convergence. Also for 64-QAM, we obtain lower ISI and better eye opening for the two proposed algorithms as shown in Fig. 2d . We have used a very high SNR and got reduction in ISI approximately equal to the predicted value for the mean square error (as in high SNR, the main contributor to MSE is ISI). We used 2000, 1000 and 2000 iterations for each stage, respectively.
Also, when we used Scheme I in a DD scheme, faster convergence was achieved as shown from the ISI plots as compared to algorithms proposed in [11, 12] .
Conclusion
A new blind equalisation algorithm based on multi-stage blind clustering algorithms has been proposed in this paper. An alternative for its implementation which reduces computational load has also been proposed. Both the presented schemes provide considerable reduction in the complexity for higher order QAMs along with faster convergence. An analytical approach has also been presented to prove the superiority of the proposed schemes over the conventional algorithms in terms of steady-state mean square error. The simulations carried over various fading channels show that ISI is considerably less in our proposed schemes than the conventional schemes.
