Introduction

40
Over the past few decades, there has been considerable growth in the 41 development of advanced materials for energy harvesting and transparent 2. Theory 142 The fundamental assumption, upon which analysis of the chemical po-143 tential landscape in which a material forms is based, is that the combined 144 system in the growth environment is in thermodynamic equilibrium. To illus-145 trate the necessary theory, we consider a binary system A m B n , which forms 146 via the reaction:
at constant pressure and temperature. The formation of A m B n competes 148 with the phase A p B q . The procedure is then to assume that A m B n forms, 149 rather than A p B q or the standard states of A and B, and see if this leads to 150 a contradiction. 151 We recall that the chemical potential µ α of species or compound α is 152 defined as
where G is the Gibbs free energy of the system (G = U − T S + pV , U is the 154 internal energy, T is the temperature, S is the entropy, p is the pressure, and 155 V is the volume) and N α is the number of particles of species or compound 156 α. 157 We first consider the chemical potential of individual species in the com-158 pound A m B n (i.e. A and B). We denote the chemical potential of species α 159 in its standard state as µ S α . We would now like to refer the elemental chemical 160 potentials µ α to their respective µ S α , i.e. we set
where µ T α is the chemical potential of species α that shares a common ref- 162 erence with µ S α . We do this for convenience; by determining the µ S α in a 163 consistent manner, we will automatically obtain a common reference for all 164 elemental chemical potentials. We note that, when calculating formation en-165 ergies that depend on the chemical potentials, µ T α = µ S α + µ α should be used. 166 In order to avoid formation of the standard states of A and B, we must have
placing an upper bound on each elemental chemical potential. 168 We now consider all species involved in the reaction given in Eqn. 1, so 169 that α = A, B, A m B n , and follow the analysis given in Ref. [36] . Under the 170 6 assumption of constant p and T , the differential dG in the Gibbs free energy 171 is given by:
As dN α is proportional to the coefficient i α in the reaction given by Eqn. 1 173 (i α = m for α = A, i α = n for α = B, i α = −1 for α = A m B n ), it can 174 be written as dN α = i α dN, where dN is the number of occurences of the 175 reaction in Eqn. 1. We can therefore write
At equilibrium, 1 dG = 0, implying that
from which we obtain (remembering i AmBn = −1): 
effectively constraining our mathematical problem, so that one chemical po-192 tential can be written in terms of the other, i.e. the number of independent 193 variables is one. For a binary system, therefore, the chemical potential space 194 is one-dimensional (1D), spanned by the one independent variable.
195
Combining Eqns. 4 and 9 and taking µ A to be the independent variable, 196 we find that: We now include in our calculation the competing phase A p B q . The as-
203
sumption that A p B q does not form leads to the following condition:
Combining this with Eqn. 9 provides the following limits:
If these limits are inconsistent with Eqn. 4 then A m B n is unstable with re-206 spect to the formation of A p B q . If they are consistent, then they effectively 207 reduce the range given in Eqn. 10, i.e. they reduce the extent of the stabil-208 ity region. The addition of more competing phases will further restrict the 209 stability region, which will (if it exists) consist of a line segment in the 1D 210 space spanned by µ A , with corresponding values of µ B derived from Eqn. 9.
211
This solves the case of a binary system.
212
We now consider a ternary system, to demonstrate the generalization 213 of the process as one increases the dimensionality of the chemical potential 214 space. We consider the system A m B n C p , whose formation competes with the
Corresponding to Eqn. 9, the assumption that A m B n C p forms in an equi-217 librium reaction with the constituent elements' standard phases provides the 218 constraint:
allowing us to express one of the chemical potentials, say µ C , in terms of the other two, leaving two independent variables µ A and µ B spanning a 2D 221 chemical potential space. Allowing µ C to adopt its maximum bounded value 222 of zero (see Eqn. 4) gives the following condition on µ A and µ B :
Combining Eqns. 4 and 13 gives the following conditions on the chemical 224 potentials:
where i α stands for either m, n, or p, whichever is appropriate.
226
Assuming the competing phases do not form leads to the conditions: 
264
The user must specify which elemental chemical potential is to be set as 265 the dependent variable. We note here that the procedure carried out by the 266 program can, in principle, be performed without any dependent variable set. After reading in the input, the main algorithm begins (see Fig. 1 ). If the 281 system is binary, the solution is relatively trivial. The program carries out 282 the procedure as described in Sec. 2 for binary systems, which is to check 283 that the limits imposed by the competing phases (Eqns. 12) are consistent 284 with Eqn. 4 and the constraint (Eqn. 9), and, if they are, to return the line 285 10 segment that defines the region of stability. The constraint is also returned 286 as output. Note that this is a separate procedure from that used when the 287 number of species is greater than two.
288
For ternary and higher-order systems a more complex algorithm is used.
289
From the input, the program constructs a matrix of linear equations with n−1 290 unknowns, where n is the number of species in the system. or to set a chemical potential to a particular value (effectively reducing the 328 dimensionality of the chemical potential space by one). The latter option is 329 not available for binary systems, as the solution is trivial. 330 We note that, in principle, the procedure could be extended to arbitrary 331 pressure and temperature ranges by including thermodynamic potentials ei- 
We present the resulting intersection points bounding the stability region in 364 µ O , and the competing phases to which the intersection points correspond.
366
The stability region is plotted in Fig. 2 . We note that, if we change which 367 chemical potential is set as the dependent variable, we obtain the same results
368
(as we must). The only difference will be in the appearance of the figure, as 369 one of the axes will be changed to that of the new independent variable.
370
It is worth noting that if one of the competing phases, say Ba 2 SnO 4 371 (which could easily be overlooked), is not included in the calculation, the 372 13 resulting stability region (see Fig. 3 ) is approximately twice as extensive 373 as that shown in Fig. 2 
according to: analyzing the chemical potential ranges. 406 We have calculated the enthalpy of formation of the compound and its 407 competing phases using DFT with the HSE06 [47] hybrid functional. Our 408 purpose here is to discuss the ranges of chemical potentials consistent with 409 the growth of the material, which can support future studies of its defect and 410 materials physics. The calculated enthalpies of formation are shown in Table   411 3. These, along with the stoichiometries of the compounds, form the input 412 to CPLAP. The constraint on the chemical potentials is:
413
We choose µ Se as the dependent variable. Running the program, we find that 415 the system is thermodynamically stable. As there are 29 limiting conditions 416 on the independent variables, we do not list them here. We find 20 inter-417 section points in the 3D chemical potential space spanned by µ La , µ Cu , and which are shown using colors in Fig. 5 (we note that, because GNUPLOT can-422 not plot surfaces parallel to the z-axis, we must represent such surfaces by 423 placing a cross at their mid-point, as we do for the competing phase LaCu 5 ). Table 4 ). Doing this reduces the dimensionality of the 427 problem by one. The resulting stability region is a 2D 'slice' taken from the 428 3D stability region shown in Fig. 5 . We present this 2D stability region in 429 Fig. 6 , along with the relevant competing phases, which describe lines in the 430 2D chemical potential space.
424
431
Other sections of the stability region that may be of interest can be ex- to a particular value before the stability region can be visualized (in 3D).
442
The ease with which one can systematically explore the stability region us-443 ing CPLAP will be of great benefit to the theoretical and computational study 444 of systems consisting of 4 or more species.
445
Conclusion
446
In summary, we have described a simple and effective algorithm to de-447 termine the thermodynamical stability and range of chemical potentials con- 
