Abstract. We show 10/8-type inequalities for some end-periodic 4-manifolds which have positive scalar curvature metrics on the ends. As an application, we construct a new family of closed 4-manifolds which do not admit positive scalar curvature metrics.
Introduction
For a given manifold, the existence of a metric with positive scalar curvature (PSC) is a fundamental problem in Riemannian geometry. This problem was completely solved for simply connected closed n-manifolds with n > 4 [8] . In dimension 4, there are two celebrated obstructions to PSC metric.
• For a closed oriented spin 4-manifold X, if X admits a PSC metric, the signature of X is zero.
• For a closed oriented 4-manifold X and b + (X) > 1 and X admits a PSC metric, the Seiberg-Witten invariant of X is zero. Here b + (X) denotes the maximal dimension of positive definite subspaces of H 2 (X; R) with respect to the intersection form. In this paper, we consider a closed oriented 4-manifold X whose homology groups (with rational coefficients) are isomorphic to that of S 1 × S 3 . We also assume that X contains a rational homology sphere Y as a submanifold representing a fixed 1 generator of H 3 (X; Z). We call such X and Y a (rational) homology S 1 × S 3 and a cross section of X respectively. For such a manifold X, although one cannot use above two obstructions, J. Lin [11] , nevertheless, constructed an effective obstruction to PSC metric using Seiberg-Witten theory on periodic-end 4-manifolds. The remarkable obstruction due to Lin is described in terms of the Mrowka-RubermanSaveliev invariant λ SW (X) [16] , which depends on the choice of a spin structure of X, and the Frøyshov invariant h(Y ) [5] . (In this paper, h(Y ) denotes the Frøyshov invariant with respect to the (unique) spin structure on Y .) More precisely, Lin proved that, if X admits a PSC metric, then the equality λ SW (X) = −h(Y ) (1) holds. By the use of this obstruction, Lin showed that any homology S 1 × S 3 which has Σ(2, 3, 7) as a cross section does not admit a PSC metric.
In this paper, we construct an obstruction which is different from Lin's one to PSC metric on homology S 1 ×S 3 . To give the obstruction, we also consider SeibergWitten equations on periodic-end 4-manifolds as Lin's argument. However, our approach is based on a quite different point of view: 10/8-type inequalities. Our main theorem is described as follows. Remark 1.2. Let M ′ be a closed spin 4-manifold and M be the complement of an embedded 4-disk in M ′ . Since S 1 × S 3 has a PSC metric, we can substitute X = S 1 × S 3 and Y = S 3 in Theorem 1.1. Then the second inequality in Theorem 1.1 recovers the original 10/8 inequality for M ′ due to M. Furuta (Theorem 1 in [6] ) under the assumption that b + (M ′ ) is even. Theorem 1.1 is shown by considering the Seiberg-Witten equations on a periodicend 4-manifold, which is obtained by gluing M and infinitely many copies of the compact 4-manifold W defined by cutting X open along Y . In fact, the inequalities in Theorem 1.1 are derived as 10/8-type inequalities for this periodic-end spin 4-manifold. To show these 10/8-type inequalities, we use Y. Kametani's argument [9] which provides a 10/8-type inequality without using finite dimensional approximations of the Seiberg-Witten equations. On the other hand, D. Veloso [24] has considered boundedness of the Seiberg-Witten equations on a periodic-end 4-manifold under a similar PSC assumption. The authors expect that his argument can be also used to give similar 10/8-type inequalities. Theorem 1.1 gives a new family of homology S 1 × S 3 which do not admit PSC metrics. To describe our obstruction to PSC metric, it is convenient to use the following invariant. A similar quantity is also used in C. Manolescu [14] . Manolescu [14] constructed an invariant κ(Y ) ∈ Q for an oriented integral homology sphere Y and showed the inequality κ(Y ) ≤ ǫ(Y ) + 1 (2) in Theorem 1 of [14] .(For a rational homology sphere Y , see Remark 4.6 of [14] .) Since every spin 3-manifold bounds a spin 4-manifold and the inequality (2) Here the group Θ 3 is the homology cobordism group of oriented homology 3-spheres. Our obstruction to PSC metric is described as follows. 8 +b + (M ), and X be a rational homology S 1 × S 3 which has Y as a cross section. If X admits a PSC metric, Theorem 1.1 implies that
This proves the corollary.
Using Corollary 1.4, we can construct many new examples of homology S 1 × S 3 's which do not admit PSC metrics. Such examples are given in Section 4.
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Preliminaries
Let X be an oriented spin rational homology S 1 × S 3 and Y be an oriented rational homology S 3 . We fix a Riemannian metric g X on X and a generator of H 3 (X; Z), denoted by 1 ∈ H 3 (X; Z). (Note that H 3 (X; Z) is isomorphic to H 1 (X; Z), and hence to Z.) We also assume that Y is embedded into X as a cross section of X, namely [Y ] = 1. Let W 0 be the homology cobordism from Y to itself obtained by cutting X open along Y . The manifold W 0 is equipped with an orientation and a spin structure induced by that of X. We define
with m < n. Let us take a compact spin 4-manifold M bounded by Y as oriented manifolds. The element 1 ∈ H 1 (X; Z) corresponding to 1 ∈ H 3 (X; Z) via Poincaré duality gives the isomorphism class of a Z-bundle
and an identification
We can suppose that H 1 (M ; Z) = 0 by surgery preserving the intersection form of M and the condition that M is spin. Assumption 2.1. Henceforth we suppose the condition H 1 (M ; Z) = 0.
Then we get a non-compact manifold Z := M ∪ Y W [0, ∞] equipped with a natural spin structure induced by spin structures on M and W 0 . Via the identification (5), we regard p as a map from W [−∞, ∞] to X. We set p + : W [0, ∞] → X as the restriction of p. We call an object on Z a periodic object on Z if the restriction of the object to W [0, ∞] can be identified with the pull-back of an object on X by p + . For example, we shall use a periodic connection, a periodic metric, periodic bundles and periodic differential operators. By considering pull-back by p + , the Riemannian metric g X on X induces the Riemannian metric
We extend the Riemannian metric g W [0,∞] to a periodic Riemannian metric g Z on Z, and henceforth fix it. Let S + , S − be the positive and negative spinor bundles respectively over Z determined by the metric and the spin structure. If we fix a trivialization of the determinant line bundle of the spin structure on Z, we have the canonical reference connection A 0 on it corresponding to the trivial connection.
To consider the weighted Sobolev norms on Z, we fix a function
2.1. Fredholm theory. To obtain the Fredholm property of periodic elliptic operators on Z, it is reasonable to work on the L 2 k,δ -norms rather than the L 2 k -norms for k ≥ 3 and a suitable weight δ. C. Taubes [23] showed that a periodic elliptic operator on Z with some condition is Fredholm with respect to L 2 k,δ -norms for generic δ ∈ R. Let D = (D i , E i ) be a periodic elliptic complex on Z, i.e. the complex
• Each linear map D i is a first order periodic differential operator on Z.
• The symbol sequence of (6) is exact. We consider the following norm
by using a periodic connection and a periodic metric. We call the norm − L 2 k,δ the weighted Sobolev norm with weight δ ∈ R. By extending (6) to the complex of the completions by the weighted Sobolev norms, we obtain the complex of bounded operators
for each δ ∈ R. Taubes constructed a sufficient condition for the Fredholm property of (7) by using the Fourier-Laplace (FL) transformation. The FL transformation replaces the Fredholm property of the periodic operator on Z with the invertibilities of a family of operators on X parameterized by S 1 . Let us described it below. We first note that, since the operators in (7) are periodic differential operators, there are differential operatorsD = (D i ,Ê i ) on X such that there is an identification between p * +D and D on W [0, ∞]. The sufficient condition for Fredholmness is given by invetibility of the following complexes on X. For z ∈ C, we define the complex
where the operatorD i (z) : Γ(X;Ê i ) → Γ(X;Ê i−1 ) is give bŷ 
where the map f : X → S 1 is a smooth classifying map of (4). We call g X an admissible metric on X if the kernel of (9) is 0. This condition is considered in [18] . The admissibility condition does not depend on the choice of classifying map f . Remark 2.4. We can show that every PSC metric on X is an admissible metric. This is a consequence of Weitzenböck formula. (see (2) 
Now we see that the assumption of Theorem 2.2 is satisfied for the operators in our situation.
Lemma 2.5. The assumption of Theorem 2.2 is satisfied for the following operators:
for the pull-back of an admissible metric g X on X.
• The Atiyah-Hitchin-Singer complex Remark 2.6. Since D has no accumulation points, we can choose a sufficiently small δ 0 > 0 satisfying that for any δ ∈ (0, δ 0 ) the operators in Lemma 2.5 are Fredholm. We fix the notation δ 0 in the rest of this paper.
2.2.
The invariant of Mrowka-Ruberman-Saveliev. Let X be a spin rational homology S 1 × S 3 . For such a 4-manifold X, Mrowka-Ruberman-Saveliev [16] constructed a gauge theoretic invariant λ SW . In this section, we review the definition of λ SW and the following result due to J. Lin [11] : the invariant −λ SW coincides with the Frøyshov invariant of its cross section under the assumption that X admit a PSC metric.
For a fixed spin structure, the formal dimension of the perturbed blow-up SW moduli space M(X, g X , β) of X is 0. Here β denotes some perturbation. Therefore the formal dimension of the boundary of M(X, g X , β) is −1. Mrowka-RubermanSaveliev showed that the space M(X, g X , β) has a structure of compact 0-dimensional manifold for a fixed generic pair of a metric and a perturbation (g X , β). For the generic pair (g X , β), one can define the Fredholm index of the operator
Here note that we do not use the weighted norm, however the Fredholm property of D + (Z, g X , β) is based on the choice of (g X , β).
Definition 2.7 (Mrowka-Ruberman-Saveliev [16] ). If we fix an orientation of
where M is a compact spin 4-manifold bounded by Y .
Mrowka-Ruberman-Saveliev showed that λ SW (X) dose not depend on the choice of metric, perturbation and M . We also use the following theorem due to Lin [11] and Lin-Ruberman-Saveliev [12] . [12] ). Let X be an oriented spin rational homology S 1 × S 3 and Y be an oriented rational homology S 3 . We fix a generator H 3 (X, Z) and suppose that Y is embedded into X as a submanifold such that Y represents the fixed generator of H 3 (X, Z). If X has a PSC metric, then the equality
By the definition of λ SW (X), the following Lemma is an easy consequence of the Weitzenböck formula.
Lemma 2.9. Let X be an oriented spin rational homology S 1 × S 3 and Y be an oriented rational homology S 3 as in Theorem 2.8. If X admits a PSC metric, the following equality holds:
where M is a compact spin 4-manifold with ∂M = Y .
2.3.
Argument due to Kametani. The original proof of the 10/8-inequality due to Furuta [6] for closed oriented spin 4-manifolds uses properness property of the monopole map and the finite dimensional approximation. After the work of Furuta, Bauer-Furuta [2] constructed a cohomotopy version of the Seiberg-Witten invariant for closed oriented 4-manifolds by using boundedness property of the monopole map and the finite dimensional approximation. On the other hand, in [9] , Kametani developed a technique to obtain the 10/8-type inequality using only the compactness of the Seiberg-Witten moduli space. In this section, we refer such a technique and obtain the 10/8-type inequality in our situation. First we recall several definitions to formulate the theorem due to Kametani. Let G be a compact Lie group.
Definition 2.10. Let U be an oriented finite dimensional vector space over R with an inner product. The real spin G-module is the pair of a representation ρ : G → SO(U ) and its liftρ : G → Spin(U ).
Remark 2.11. Let X be a G-space and U be a real spin G-module. Suppose that the G-action on X is free, (X ×U )/G → X/G become a vector bundle. By the use of the structure of real spin G-module, one can show that
We consider the Lie group P in(2) which is the subgroup of Sp(1)(⊂ H) generated by S 1 (⊂ C ⊂ H) and j ∈ H. LetR be the non-trivial representation of P in(2) defined via the non-trivial homomorphism P in(2) → Z/2 and the non-trivial real representation of Z/2 on R. We regard H as the standard representation of P in(2) on the set of quaternions.
Lemma 2.12. The P in(2)-module H has a real spin P in(2)-module structure.
Remark 2.13. In this paper, for a fixed positive integer m, we equip H m with a structure of a real spin P in(2)-module as the direct sum of the real spin P in(2)-module defined in Lemma 2.12.
where
). This implies the conclusion.
Let Γ be the pull-back of P in(1) along the map P in(2) → O(1)(see Theorem 3.11 of [1] ):
where the map P in(2) → O(1) is the non-trivial homomorphism. The Γ-actions on H and R are induced by P in(2)-representations H andR via (23) . We denote these representations of Γ by the same notations.
Lemma 2.14. For a positive number n with n ≡ 0 mod 2,R n has a real spin Γ-module structure.
Proof. First, we suppose that n ≡ 0 mod 4 and put n = 4k. In this case, we have the following inclusion i :
commutes. In the second case, we have the inclusion i : Spin(2) × Spin(2k + 1) → Spin(n), where n = 4k + 2. By the construction of Γ, there is the following commutative diagram:
The group homomorphism Γ → Spin(n) is given by the composition of the map from Γ to SO(2) in (13) and i : Spin(2) × Spin(2k + 1) → Spin(n). This gives the conclusion.
Let V be a real spin G-module of dimension n. When n ≡ 0 mod 8, there exists the Bott class β(V ) ∈ KO * (V ) which generates the total cohomology ring KO * G (V ) as a KO * G (pt)-module due to Bott periodicity theorem. For a general n, we fix a positive integer m satisfying m + n ≡ 0 mod 8 and define
We use the notation (P, ψ) as a spin structure on a manifold M . It means that ψ is a bundle isomorphism from P × π R n to T M as an SO(n)-bundle, where π : Spin(n) → SO(n) is the double cover and P × π R n is the associated bundle for π.
Definition 2.15. Let M be a G-manifold M of dimension n, (P, ψ) be a spin structure on M and m : G × P → P be a G-action on the principal Spin(n)-bundle P on M which is a lift of G-action on M . The triple (M, (P, ψ), m) is called a spin G-manifold (G-manifold with an equivariant spin structure) if the following conditions are satisfied:
(1) The action m commutes with the Spin(n)-action on P .
(2) The G-action on P × π R n which is induced by the action on P coincides with the G-action on T M via ψ.
Remark 2.16. Let (M, (P, ψ), m) be a spin G-manifold with free G-action. Then we have the following diagram:
where q and q * are quotient maps. Since the G-action is free on M , M/G has a structure of a manifold. Since the G-action m commutes with the Spin(n) action on P , P in(n) acts on P/G. One can check that P/G → M/G determines a spin structure on M/G by the second condition of the definition of spin G-manifold.
Remark 2.17. Let M be a G-manifold with free G-action. We also assume that M/G has a spin structure. We denote by P M/G the principal Spin(n)-bundle on M/G. Then we have the diagram:
Since the quotient map q :
We set Ω spin G,free := {closed spin G-manifolds whose G-actions are free }/ ∼ . The relation ∼ is given as follows:
Since Ker dφ has the induced real spin G-module structure and the G-action on φ −1 (0) is free, w(U 0 , U 1 ) determines the element in spin cobordism group with free G-action. In [9] , it is shown that the class w(U 0 , U 1 ) is independent of the choice of φ.
We use the following theorem due to Kametani.
Theorem 2.19 (Kametani [9] ). Let G be a compact Lie group. Let U 0 , U 1 be two real spin G-modules with dim U 0 = r 0 and dim
Furuta-Kametani [7] showed the following inequality under the divisibility of the Euler class (16).
Theorem 2.20 (Furuta-Kametani [7] ). Suppose that there exists an element α ∈ KO
where the definition of Γ is given in (23) . Then the inequality
Moduli theory.
In this subsection, we review moduli theory for 4-manifolds with periodic ends. The setting of gauge theory for such manifolds is developed by Taubes in [23] . All functional spaces appearing in this subsection are considered on Z, and therefore we sometimes drop Z from our notation.
We fix a real number δ satisfying 0 < δ < δ 0 and an integer k ≥ 3, where δ 0 is introduced in Subsection 2.1. The space of connections is defined by
The gauge group G k+1,δ for the given spin structure is defined by
where x 0 ∈ W 0 is a fixed point. The space G k+1,δ has a structure of a Banach Lie group. Let us define a normal subgroup of G (Z) k+1,δ (corresponding to the so-called based gauge group) by
). Note that we have the exact sequence
The space C k,δ (Z) is acted by G k+1,δ via pull-back, and moreover one can show that G k+1,δ acts smoothly on C k,δ (Z) and G k+1,δ acts freely on C k,δ (Z). The tangent spaces of G k+1,δ and G k+1,δ can be described as follows
Lemma 2.21. The following three equalities
We use the following notations:
As in Lemma 7.3 of [23] , one can show that the spaces B * k,δ (Z) and B k,δ (Z) have structures of Banach manifolds. In the proof of this fact, the following decomposition is used.
Lemma 2.22. For a fixed real number δ with 0 < δ < δ 0 , there is the following
* is Fredholm by the choice of δ 0 (see the end of Subsection 2.1), the space Im(d :
δ . On the other hand, it is straightforward to see that the space
The monopole map ν :
, where σ(Φ, Φ) is the trace-free part of Φ ⊗ Φ * and regarded as an element of
k,δ is continuous for k > 2 because of the Sobolev multiplication theorem. Since we consider a spin structure rather than general spin c structures, the monopole map is a P in(2)-equivariant map. We define the monopole moduli spaces for Z by
At the end of this subsection, we study the local structure of dν near [(A 0 , 0)]. We consider the following bounded linear map
Proposition 2.23. Suppose that X admits a PSC metric. Then there exists δ 1 ∈ (0, δ 0 ) satisfying the following condition: for each δ ∈ (0, δ 1 ), there exist positive numbers l 0 and l 1 with
as representations of P in(2).
Proof. It is easy to show that the operator (18) is the direct sum of
Taubes (Proposition 5.1 in [23] ) showed that the kernel of (19) is isomorphic to R b1(M) and the cokernel of (20) is isomorphic to R b + (M) for small δ. On the other hand, since g X is a PSC metric, the operator
is Fredholm for any δ. (Use (2) in [18] ). This implies that
) for any δ. Therefore, using Assumption 2.1, we can see that
as vector spaces for some l 0 , l 1 with
δ is a P in(2)-equivariant linear map, its kernel and cokernel have structures of P in(2)-modules and these representations are the direct sum of H and R.
Main construction
In this section we give the proof of Theorem 1.1. We first consider combination of the Kuranishi model and some P in(2)-equivariant perturbation, obtained by using some arguments of Y. Ruan's virtual neighborhood technique [17] . Using it, we shall show a divisibility theorem of the Euler class following Y. Kametani [9] . This argument produces the 10/8-type inequality on periodic-end spin 4-manifolds. 
Lemma 3.1. The map
is a G (Z) k+1,δ -equivariant diffeomorphism. In particular, we have
Proof. The assertion on G (Z) k+1,δ -equivariance is obvious. To prove that the map given in the statement is a diffeomorphism, it suffices to show that the map 
Since f decays at infinity, g ∈ G (Z) k+1,δ holds, and we get ϕ(p(a), g) = a.
We next show that ϕ is injective. Assume that ϕ(a, g) = ϕ(a 
, and hence dh = 0. Therefore h is constant, and moreover h is constantly zero again because of the decay of h. Thus we get g −1 dg = 0, and hence g is constant and a = 0. Since lim n→∞ g(T n (x 0 )) = 1, we finally have g = 1. This completes the proof.
Using Lemma 3.1 and restricting the map ν :
corresponding to the Seiberg-Witten equations to the global slice, we get a map from S k,δ , denoted by µ:
This is a P in(2)-equivariant non-linear Fredholm map.
However, by considering the average with respect to the P in(2)-action, one can find a P in(2)-invariant norm which is equivalent to the usual L 2 k,δ -norm induced by the periodic metric and periodic connection. Henceforth we fix this P in(2)-invariant norm, and just call it a P in(2)-invariant L Via the isomorphism given in Lemma 3.1, the quotient µ −1 (0)/S 1 can be identified with the moduli space M k,δ (Z), and thus we get the following result by using the technique in Lin [11] . Proposition 3.3. There exists δ 2 > 0 satisfying the following condition. For any δ ∈ (0, δ 2 ), the space µ −1 (0)/S 1 is compact.
Proof. By using the identification between µ
. Since (A n , Φ n ) converges (A 0 , 0) on the end for each n and, the topological energy
defined in the book of Kronheimer-Mrowka [10] has a uniform bound E top (A n , Φ n ) ≤ C. In addition, the equation (4.16) in [10] is still true in our situation:
where the analytic energy E an (A, Φ) is given by
.
Since ν(A n , Φ n ) = 0, we have an inequality
k,δ -topology by Theorem 4.5 in Lin [11] . (In Theorem 4.5 in [11] , Lin imposed the boundedness of Λ q . This is because Lin considered the blow-up moduli space. On the other hand, for the convergence in the un-blow-up moduli space, we only need the boundedness of the energy.) Therefore we have gauge transformations {g n } over
On the other hand, we also have energy bound
By Theorem 5.1.1 in [10] , we have gauge transformation
Pasting g n and h n by the use of a bump-function, we get gauge transformations {g n #h n } defined on the whole of Z satisfying that {(g n #h *
(This is a standard pasting argument for gauge transformations. For example, see [3] .)
For a positive real number η, we define
. Therefore the space S k,δ \ B(η) has a structure of P in(2)-Hilbert manifold with boundary. Here let us recall we introduced positive numbers δ 1 and δ 2 in Proposition 2.23 and in Proposition 3.3 respectively. The following lemma ensures that we can take a suitable and controllable perturbation of the Seiberg-Witten equations outside a neighborhood of the reducible. Lemma 3.4. For any δ > 0 with 0 < δ < min(δ 1 , δ 2 ), η > 0 and ǫ > 0, there exists a P in(2)-equivariant smooth map
satisfying the following conditions:
• For every point γ ∈ (µ| S k,δ \B(η) + g ǫ ) −1 (0), the differential
is surjective.
• Any element of the image of g ǫ is smooth.
• There exists N > 0 such that
holds for any x ∈ S k,δ \ B(η).
• There exists a constant C > 0 such that
holds for any x ∈ S k,δ \ B(η). Here · B(·,·) denotes the operator norm.
• There exists a constant C ′ > 0 such that
Proof. Since S k,δ \ B(η) has free P in(2)-action, we have the smooth Hilbert bundle
The section µ ′ is a smooth Fredholm section and the set µ ′−1 (0) is compact by Proposition 3.3. Now we consider a construction used in Ruan's virtual neighborhood [17] . Let γ ∈ µ ′−1 (0). The differential
δ is a linear Fredholm map, and therefore there exist a natural number n γ and a linear map f γ :
is surjective. Concretely, we can give the map f γ as follows. Let V γ be a direct sum complement in H k−1,δ of the image of dµ ′ γ . By taking a basis of V γ , we get a linear embedding f γ :
We here show that, by replacing f γ appropriately, we can assume that any element of Im f γ is smooth and has compact support. For each member of the fixed basis of V γ , we can take a sequence of smooth and compactly supported elements which converses to the member in L 2 k−1,δ sense. Then we get a sequence of maps {f γ,l } l approaching f γ through the same procedure of the construction of f γ above. Since surjectivity is an open condition, for a sufficiently large l, by replacing f γ,l with f γ we can assume that any element of Im f γ is smooth and has compact support.
For each γ ∈ µ ′−1 (0), since surjectivity is an open condition, there exists a small open neighborhood U γ of γ in (S k,δ \ B(η))/P in(2) such that dµ
We fix a smooth partition of unity {ρ i :
. Note that, until this point, we have not used ǫ. We here define a section
One can easily check that, for any γ ∈ µ ′−1 (0), the differential d(µ ′ +ḡ ǫ ) (γ,0) is surjective. Since any element of the image of f i 's are smooth and has compact support, any element of the image ofḡ ǫ is and does also. Note thatḡ ǫ (γ, 0) = 0 holds for any γ ∈ µ ′−1 (0). Since surjectivity is an open condition, there exists an open neighborhood N of µ ′−1 (0) in (S k,δ \ B(η))/P in(2) × R n such that, for any point z ∈ N , the linear map d(µ ′ +ḡ ǫ ) z is surjective. Because of the implicit function theorem, we can see that the subset
of N , called a virtual neighborhood, has a structure of a finite dimensional manifold. By Sard's theorem, the set of regular values of the map pr : U → R n defined as the restriction of the projection map
is a dense subset of R n . Now we choose a regular value v ∈ R n with the sufficiently small norm such that
by considering the pull-back of g ′ ǫ by the quotient maps
and composing the projection (S k,δ \ B(η)) × H k−1,δ → H k−1,δ . The surjectivity of d(µ ′ +ḡ ǫ ) ensures that this g ǫ enjoys the first required condition in the statement of the lemma. Since any element of the image ofḡ ǫ is smooth and has compact support, the map g ǫ satisfies the same condition. This implies that g ǫ meets the second and third conditions in the statement. The fourth and fifth conditions follow from the expression (22). 3.2. Kuranishi model. To obtain the 10/8-inequality, we study a neighborhood of the reducible configuration and use the P in (2) (1) There exist G-invariant open subset U ⊂ V and a G-equivariant diffeomorphism T : U → T (U ) satisfying the following conditions:
• T (0) = 0.
• There exist a G-equivariant linear isomorphism D : (Ker df 0 ) ⊥ → Im df 0 and a smooth G-equivariant mapf :
• If we define F :
where pr W is the projection to a subspace W and − B(V,V ) is the operator norm. Let Ψ : V → V be the map defined by
Then, the image Ψ (U c (f ) ) is an open subset of V and the restriction Ψ| Uc(f ) :
As the open set U in (1), we can take any open ball centered at the origin and contained in Ψ(U c (f )).
3.3. Spin Γ-structure on the Seiberg-Witten moduli space. In this subsection, we show that there is a natural spin Γ-structure (equivariant spin structure) on M k,δ (Z). To show this, we need several definitions related to an P in(2)-equivariant version of family of indices for Fredholm operators. A non-equivariant version of the argument of this subsection is originally considered by H. Sasahira [19] . Let G be a compact Lie group.
Definition 3.6. Let H 1 and H 2 be separable Hilbert spaces with G-linear actions. Let Fred(H 1 , H 2 ) be the set of Fredholm operators from H 1 to H 2 . We define a topology of Fred(H 1 , H 2 ) by the operator norm and an action of G on Fred( H 2 ) and g ∈ G.
As in the non-equivariant case, for a compact G-space K, there is a map:
via index indices of families, where [K, Fred(H 1 , H 2 )] G is the set of G-homotopy classes of G-maps from K to Fred(H 1 , H 2 ). In this subsection, for a fixed η > 0, we fix a perturbation g ǫ by the use of Lemma 3.4 for a fixed ǫ > 0. We also fix a P in(2)-equivariant cut-off function ρ :
where B(2η) c is the complement of B(2η) in S k,δ . (To construct such a function, we use a map induced by the square of the L 2 k,δ -norm on S k,δ .) We have the P in(2)-equivariant smooth map
given in Lemma 3.4. We now consider the following map
In our situation, we put
For a given P in(2)-space K and a P in(2)-module W , we denote by W the product P in(2)-bundle on K with fiber W .
On the other hand, the inclusion i : K → H 1 induces the map
Then one can check i
. This implies the conclusion.
Corollary 3.8. Under the same assumption of Lemma 3.7, there exists a P in(2)-module W with trivial P in(2)-action such that
By the use of Corollary 3.8, we can equip the Seiberg-Witten moduli space with a structure of spin Γ-manifold. Proof. By applying Corollary 3.8, we have a P in(2)-module W with trivial P in(2)-action satisfying
We regard P in(2)-modules as Γ-modules and P in(2)-spaces as Γ-spaces via (23) . Since b + (M ) is even, the dimensions of Coker dµ 0 and Ker dµ 0 are even. By Lemma 2.14 and Lemma 2.12, Coker dµ 0 and Ker dµ 0 have spin Γ-module structures. We equip W with the trivial spin G-module structure. The spin Γ-module structures on Coker dµ 0 , Ker dµ 0 and W determine spin structures on Coker dµ 0 /Γ, Ker dµ 0 /Γ and W /Γ as vector bundles on (µ
The isomorphism (26) gives the isomorphism:
Since Ker dµ 0 /Γ ⊕ W /Γ has a spin structure induced by the spin structures on Ker dµ 0 /Γ and W /Γ, T (µ −1 ǫ (0) \ B(η))/Γ also admit a spin structure. By Remark 2.17, we obtain a structure of a spin Γ-manifold on µ • The group Γ acts freely on U 0 \ {0}.
• The map φ : S(U 0 ) → U 1 is transvers to 0 ∈ U 1 .
• The Γ-manifold φ −1 (0) bounds a compact manifold acted by Γ freely, as a spin Γ-manifold.
• As Γ-representation spaces, U i is isomorphic toR li ⊕ H mi for i = 0 and 1,
where the definition of Γ is given in (23).
Proof. Let X, Y , M and Z be as in Section 2. Suppose that X admits a PSC metric g X . We fix a positive number δ satisfying δ < min{δ 0 , δ 1 , δ 2 }. (2), and φ = µ.
Then we get a Kuranishi model for µ near the reducible. For this model, we use the open subset U c (µ) ⊂ V for c with 0 < c < min{
} defined as in (24) , where D 
c is a finite dimensional manifold. We also note that µ ǫ = µ on B(η). We define Ψ µǫ : V → V by . We here choose ǫ so that
where C and C ′ are the constants in Lemma 3.4. Then (28) holds, because for x ∈ U c (µ) we have
Here we use the definition of U c (µ) given in Theorem 3.5 in the second inequality and Lemma 3.4 in the last inequality. Next we show
We first note that the argument to get the inequality (29) also shows that id − d(Φ µǫ ) x < c ′ for any x ∈ B(4η). Going back to a proof of the inverse function theorem, this inequality implies that B(4η(1 − c ′ )) ⊂ Ψ µǫ (B(4η)). (For example, see Lemma A.3.2 in [15] .) Using (27), (28), we get B(4η ( 
Thus we have (30).
Here let us consider the P in(2)-invariant smooth map
. Sard's theorem implies that there exists a dense subset S in [2η, ∞) such that s is a regular value of ψ for any s ∈ S. Now we choose s ∈ S with s < 3η, then the space ψ −1 ([s, ∞)) has a structure of a P in(2)-manifold with boundary. Now let us recall Theorem 3.5. Because of (30), Theorem 3.5 ensures that there exists a P in(2)-equivariant diffeomorphism T : B(3η) → T (B(3η)) satisfying the following conditions:
• The map
is a P in(2)-equivariant linear isomorphism and
⊥ is a smooth P in(2)-equivariant map.
• Define µ *
Since µ ǫ (x) = µ(x) for x ∈ B(η), we can see that
as P in(2)-modules by Proposition 2.23. We set
We equip U 0 with the norm defined by
and U 1 with that defined as the restriction of the L 2 k−1,δ -norm. We set φ := µ * ǫ | S(U0) . We regard P in(2)-modules as Γ-modules and P in(2)-spaces as Γ-spaces via (23). Now we check that the conclusions of Theorem 3.11 are satisfied. Since b + (M ) is even, dim U 0 and dim U 1 are also even. By Lemma 2.14 and Lemma 2.12, U 0 and U 1 admit real spin Γ-module structures. The map
is transverse to 0 because of the choice of s. This implies the second condition. Since the P in(2)-action on Ker d(µ ǫ ) 0 = Ker D A0 by quaternionic multiplication, the first condition follows. By the use of Corollary 3.9, we can equip a structure of a spin Γ-manifold on ψ −1 ([s, ∞)). On the other hand, the differential of (32) gives an isomorphism Ker dφ ⊕ U 1 ⊕ R ∼ = U 0 . We equip R with the trivial real spin Γ-module structure. The the vector bundles U 1 /Γ, R/Γ and U 0 /Γ on φ −1 (0)/Γ has spin structures by Remark 2.11. Therefore, φ −1 (0)/Γ also admit a spin structure. This induces a real spin Γ-manifold structure on φ −1 (0). Since the constructions are same, the structure of a spin Γ-manifold on φ −1 (0) coincide with that of ∂(ψ −1 ([s, ∞))). This implies the third condition. The isomorphism (31) implies the fourth condition.
At the end of this subsection, we give the proof of Lemma 3.12.
Proof of Lemma 3.12. The proof is similar to that of Proposition 3.3. Let {[(A n , Φ n )]} be a sequence in ν −1 ǫ (0)/S 1 . For all n, the pair (A n , Φ n ) satisfies the equation
Because of the property of g ǫ in Lemma 3.4, we have the inequality
Then the analytical energy (see the proof of Proposition 3.3) of (A n , Φ n ) is bounded by some positive number (independent of n) as in the proof of Proposition 3.3. Moreover, there exists a positive integer N >> 0 satisfying
, ∞] for all n. There exist a subsequence {(A n ′ , Φ n ′ )} of {(A n , Φ n )} and gauge transformations g n on W [N + 2, ∞] such that {g * n (A n ′ , Φ n ′ )} converges on W [N + 2, ∞] as in the argument in Proposition 3.3. We should show the existence of a subsequence {(A n ′′ , Φ n ′′ )} of {(A n ′ , Φ n ′ )} and gauge transfor-
. It can be proved by essentially the same way as in Theorem 5.1.1 of [10] . The key point is the boundedness of the analytical energies of (A n ′ , Φ n ′ ). Finally, we paste g n and h n by some bump-functions and get the conclusion.
3.5. Proof of Theorem 1.1. In this section, we give a proof of Theorem 1.1.
Proof of Theorem 1.1. Let Y , X, M and Z be as in Section 2. We assume that b + (M ) is even. By applying Theorem 3.11, there exist real spin Γ-modules U 0 and U 1 with Γ-invariant norms and Γ-equivariant smooth map φ : S(U 0 ) → U 1 from the unit sphere of U 0 satisfying the following conditions:
• The group Γ acts freely on U 0 \ {0}.
• As Γ-representation spaces, U i is isomorphic toR li ⊕ H mi for i = 0 and 1, where
By the forth condition we can write
On the other hand, we have a smooth map φ : S(U 0 ) → U 1 which is transverse to 0. By the definition, we have the equality
Γ,free , By the third condition, the class w(U 0 , U 1 ) = 0. Therefore we apply Theorem 2.19 and obtain an element α ∈ KO r1−r0 Γ (pt) such that
where dim U 0 = 4m 0 = r 0 and dim U 1 = 4m 1 +l 1 = r 1 . Now we apply Theorem 2.20 and get the inequality 0
By combining Lemma 2.9 and Theorem 2.8, we have
Remark 3.13. If we take the connected sum M #S 2 × S 2 , we can always assume that b + (M ) is even. Therefore, for general spin bound M of Y , we have
Remark 3.14. D. Veloso [24] considered boundedness of the monopole map for periodic-end 4-manifolds which admit PSC metric on the ends. It seems that this argument shall also provide a similar conclusion. The authors would like to express their deep gratitude to Andrei Teleman for informing them of Veloso's argument.
Remark 3.15. In [7] , Furura-Kametani showed the 10/8-type inequality which is stronger than usual 10/8 inequality (Theorem 1 in [6] ). Since their method uses the divisibility (17) , by using our method, it seems that one can prove such a stronger type inequality.
Examples
Using Corollary 1.4, we can construct a large family of examples of rational homology S 1 × S 3 which do not admit PSC metrics. To find explicit examples of Y in Corollary 1.4, one can consider Brieskorn 3-manifolds. In [21] , N. Saveliev showed that −Σ(p, q, pqm + 1) for relatively prime numbers p, q ≥ 2 and for odd m bounds compact spin 4-manifolds which violate the 10/8-inequalities.
Example 4.1. Let (p, q) be a pair of relatively prime numbers satisfying A−B > 1 in Table 1 of [21] , where the notations A and B are natural numbers defined in [21] , m be an odd positive integer, and j be a positive integer. In [ 
Then any rational homology S 1 × S 3 which has Y as a cross section does not admit a PSC metric.
Remark 4.2. Lin [11] showed the equality (1) under the assumption that X admits a PSC metric and Y is a cross section of X. On the other hand, the mod 2 reduction of λ SW (X) coincides with the Rochlin invariant µ(Y ) of Y [16] . Therefore the equality h(Y ) ≡ µ(Y ) mod 2 (35) holds if X admits a PSC metric and Y is a cross section of X, hence this equality (35) also gives an obstruction to PSC metric on X. For example, any rational homology S 1 × S 3 which has # j (±Σ(p, q, pqm + 1)) for p, q and m satisfying [22] ). Since the Frøyshov invariant of Σ(p, q, pqm+1) is equal to 0 for all j, p, q and m, # j (±Σ(p, q, pqm+1)) with (36) does not satisfy (35). On the other hand, note that one cannot show the non-existence of a PSC metric on any rational homology S 1 × S 3 which has Y given in (34) as a cross section using the obstruction obtained from the equality (35) since h(Y ) ≡ µ(Y ) ≡ 0 mod 2 holds.
Here we give examples of 4-manifolds for which we can show the non-existence of PSC metrics using our obstruction, but for which one cannot show it using other known ways. Although the equality (35) obviously gives only reduced information since we take mod 2, the equality (1) gives the full information obtained from Lin's obstruction. We here exhibit pairs of (X, Y ) which satisfy (1) but X do not admit PSC metrics.
Example 4.3. Let (q, r) be a pair of relatively prime odd numbers. Let T (q, r) denote (q, r)-torus knot. Note that the double branched cover of T (q, r) is the Seifert manifold Σ(2, q, r). It is known that the signature of T (q, r) is equal to 8λ(Σ(2, q, r)) (see Example 5.10 of [22] ). Let K be (−T (q, 2qk + 1))#lT (3, 11) where q, k and l are positive integers satisfying q ≡ 3 mod 4, k ≡ 1 mod 2, l > 0 and kq 2 = 16l + k.
The the double branched cover Σ(K) of K is −Σ(2, q, 2qk + 1)#lΣ (2, 3, 11) . (It is known that Σ(−K) = −Σ(K) and Σ(K#J) = Σ(K)#Σ(J).) Let τ be the involution of the branched cover. We set X(K) as the mapping torus of τ . In Theorem C of [13] , Lin-Ruberman-Saveliev showed by the choice of k, l and q. We use Y (K) = −Σ(2, q, 2qk + 1)#lΣ(2, 3, 11) as a cross section of X(K). Since h(Σ(p, q, pqk + 1)) = 0 for a pair of relatively prime numbers (p, q) and a positive integer k, we get h(Y (K)) = 0. Therefore the pair (X(K), Y (K)) satisfies (1) . Moreover, Saveliev [20] and Manolescu [14] constructed the following spin boundings:
• −Σ(2, q, 2qk + 1) = ∂(− 
