Accuracy requirements for aerosol optical depth (AOD) in polar regions are much more stringent than those usually encountered in established sun photometer networks, while comparability of data from different archive centres is a further important issue. Therefore, two intercomparison campaigns were held during spring 2006 at Ny-Ålesund (Svalbard) and autumn 2008 at Izaña (Tenerife) within the framework of the IPY POLAR-AOD project, with the participation of various research institutions routinely employing different instrument models at Arctic and Antarctic stations. As reported here, a common algorithm was used for data analysis with the aim of minimizing a large part of the discrepancies affecting the previous studies. During the Ny-Ålesund campaign, spectral values of AOD derived from measurements taken with different instruments were found to agree, presenting at both 500 nm and 870 nm wavelengths average values of root mean square difference (RMSD) and standard deviation of the difference (SDD) equal to 0.003. Correspondingly, the mean bias difference (MBD) varied mainly between À0.003 and þ0.003 at 500 nm, and between À0.004 and þ0.003 at 870 nm. During the Izaña campaign, which was also intended as an intercalibration opportunity, RMSD and SDD values were estimated to be equal to 0.002 for both channels on average, with MBD ranging between À0.004 and þ0.004 at 500 nm and between À0.002 and þ0.003 at 870 nm. RMSD and SDD values for Ångström exponent a were estimated equal to 0.06 during the Ny-Ålesund campaign and 0.39 at Izaña. The results confirmed that sun photometry is a valid technique for aerosol monitoring in the pristine atmospheric turbidity conditions usually observed at high latitudes.
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Introduction
The surface-atmosphere system conditions observed in polar regions (high surface albedo and low Sun elevation angles) greatly strengthen aerosol-induced effects on the radiation budget, contributing to modify the overall albedo of the Earthatmosphere system (Shaw et al., 1993) . Despite the important role of aerosols, the knowledge of their physical and radiative properties, horizontal and vertical mass concentration distributions, and temporal variability remains inadequate (Forster et al., 2007) . Surface-based (in-situ, photometric, lidar) measurements allow the achievement of detailed and accurate results, and constitute a unique way of obtaining reliable information on aerosol radiative properties over highly reflective snow-and icecovered surfaces, even if observing stations in polar regions are still few and far between.
Sun photometry is a useful tool for obtaining information on the optical and physical properties of aerosols along the atmospheric vertical path (Dubovik and King, 2000) . In the past decade, sun photometric networks have been developed all over the world, including AERONET (Holben et al., 1998) , GAW-PFR (Wehrli, 2000) , SKYNET (Kim et al., 2004) , and SURFRAD (Augustine et al., 2000) . These networks have an almost global coverage, but only a few stations provide measurements with continuity at high latitudes (Stone, 2002; Herber et al., 2002; Rozwadowska and Sobolewski, 2010) . Because of the low aerosol concentration usually observed and low solar elevation angles, the acquisition of accurate aerosol optical depth (AOD) measurements by means of sun photometers is in general difficult at high-latitude sites. The contributions of molecular scattering and absorption to the total optical depth (TOD) need to be evaluated as accurately as possible, because their values are often comparable or greater than AOD (Ortiz de Galisteo et al., 2008) . The correct evaluation of the solar zenith angle (SZA) is of great importance in calculating the relative constituentdependent optical air mass (m). In fact, atmospheric light refraction increases with SZA, while the different vertical profiles of the various atmospheric components variably influence calculations of m (Reagan et al., 1986) . Instrument calibration is another major issue. It is usually performed by applying the BouguereLamberte Beer law in Eq. (1) to data-sets collected over a sufficiently wide range of m, at least from 2 to 5. The higher the latitude of the site, the narrower is the range of diurnal variation of m during a given period. For this reason, it is not easy to calibrate such instruments with accuracy at polar sites.
The POLAR-AOD programme was proposed to the ICSU/WMO Joint Committee for the International Polar Year (IPY), with the aim of developing studies on the direct effects of polar aerosols on climate, and establishing a bipolar network of spectral radiometers to characterize their optical properties (see http://classic.ipy.org/ development/eoi/details.php?id¼299, and Tomasi et al., 2007) . Two field campaigns were planned and carried out as a basic part of the POLAR-AOD project, the first at Ny-Ålesund (Spitsbergen, Svalbard archipelago, Norway) in early spring 2006 and the second at Izaña (Tenerife, Canary Islands, Spain) in October 2008.
Dealing with these issues, several comparison studies have been developed in recent years. Kim et al. (2008) intercompared measurements of AOD performed at various sites worldwide over long periods from about 1 to 3 years, finding that Sun-pointing instruments provide AOD (500 nm) values that agree within AE0.01 in terms of mean bias difference (MBD), for estimates of rootmean-square difference (RMSD) and standard deviation of difference (SDD) varying between less than 0.01 and 0.04 (see caption of Table 2 for definitions of the cited statistical parameters). The subsequent comparison of these results with those obtained from previous intensive studies provided the following statistic evaluations: (i) absolute values of MBD < 0.005 and SDD within the 0.001 -0.005 range, for all the wavelengths considered (500, 670, 780, 870 and 1020 nm), from the 3-month measurements performed at Alice Springs and Tinga Tingana (Australia) using a pair of CIMEL and SP01A sun photometers in the first campaign, and a pair of CIMEL models in the second (Mitchell and Forgan, 2003) ; (ii) MBD values within AE0.006 at 380, 450, 870, and 1020 nm, and within AE0.010 at 525 nm, with RMSD ranging between 0.006 and 0.012, and SDD values between 0.006 and 0.011, from measurements taken at the ARM-SGP facility (Oklahoma, USA) using an Ames Airborne Tracking sun photometer (AATS-6) and a CIMEL sun photometer during a 15-day campaign (Schmid et al., 1999) ; (iii) absolute values of MBD < 0.007 at different wavelengths, and RMSD values < 0.01 from an intercomparison of three sun photometers (CIMEL, PFR and SP01A models) at the Bratt's Lake Observatory (Canada) (McArthur et al., 2003) .
Such results suggest that intercomparison activities are very useful for limiting the discrepancies of the AOD evaluations obtained at the various wavelengths using different sun photometers. The description of the results obtained in the Ny-Ålesund and Izaña campaigns is the primary objective of the present work. Section 2 describes the field activities and provides details of the adopted methodologies. The overall precision of AOD is estimated from the field measurements (Sections 3.1 and 3.2), and the spectral dependence of AOD is evaluated in terms of the Ångström exponent a (Section 3.3). A detailed description of the calibration results obtained at Izaña is given in Section 3.2.1, while the comparison of the results with those available in the literature is made in Section 4. Finally, recommendations for obtaining accurate and comparable AOD measurements are made in Section 5.
Technical characteristics of the instruments employed in the POLAR-AOD campaigns
The main characteristics of the instruments employed during the two campaigns are listed in Table 1 . Different radiometer models were used by the participating institutions: (i) CIMEL CE318 sun/sky-radiometer, the standard instrument of the AERONET network (Holben et al., 1998) and its sub-networks AEROCAN, PHOTONS and RIMA; (ii) PREDE POM02 sun/sky-radiometer, adopted by the SKYNET network (Kim et al., 2004) ; (iii) Precision Filter Radiometer (PFR), designed by the Swiss PhysikalischMeteorologisches Observatorium Davos World Radiation Center (PMOD/WRC) and used in the World Meteorological Organization Global Atmospheric Watch (WMO/GAW) network (Wehrli, 2000) ; (iv) CartereScott SP01A and SP02 models, used by the Australian Bureau of Meteorology in its national network (Mitchell and Forgan, 2003) and by the National Oceanic & Atmospheric Administration/Global Monitoring Division (NOAA/GMD); (v) SP1A sun photometer, manufactured by Dr. Schulz & Partner GmbH and operated by the Alfred Wegener Institute for Polar and Marine Research (AWI) at their Antarctic and Arctic stations (Herber et al., 2002) ; (vi) ASP-15WL, designed at the Institute of Atmospheric Sciences and Climate (ISAC) of the Italian National Research Council (CNR), and deployed at the Italian Terra Nova Bay station (Antarctica) during summer campaigns (Tomasi et al., 2007) . Alongside the above fully automated instruments, some hand-held MICROTOPS II sun photometers of Solar Light Company Inc. were operated during the two campaigns, this instrument being particularly suitable for itinerant campaigns or harsh environmental conditions, since it does not require the use of solar trackers and data acquisition systems (Smirnov et al., 2011) . Their results were evaluated separately from that of the sun-tracking instruments, and were not utilized in the final evaluations of uncertainty parameters, because, as will be shown, precision achievable with this kind of instruments is not sufficiently high for AOD retrievals in polar regions.
Measurement sites and methodologies
The first POLAR-AOD intercomparison campaign was performed at Ny-Ålesund (78 55 0 N, 11 56 0 E, Svalbard Islands, Norway) from March 25 to April 5, 2006, near the Rabben station of the National Institute of Polar Research (NIPR, Japan). It was organized and hosted by the AWI German station, using the instruments listed in Table 1 Table 1 and labeled with the acronym IZO.
The spectral values of AOD were determined by inversion of the well known BouguereLamberteBeer law
where J(l) is the measured signal, J 0 (l) the corresponding extraterrestrial value, i.e. the calibration constant, R is the solar distance expressed in astronomical units, m is the relative optical air mass and s(l) the total optical depth of the atmosphere. The last quantity can be written as the sum of the contributions due to different atmospheric constituents, as follows: (1) and (2) (Reagan et al., 1986) , and the first term given by the inverse of m is responsible for the decrease of error Ds a (l) as m increases.
During the "WMO/GAW expert workshop on a global surface network for long-term observations of column aerosol optical properties" (WMO, 2005) , a set of recommendations was formulated for the intercomparison campaigns. More than 1000 data points with AOD at 500 nm between 0.04 and 0.20 should be acquired over a minimum of 5 days, while the traceability requires 95% uncertainty within 0.005 þ 0.01/m (U 95 , International Organization for Standardization, 1995) . The WMO experts also recommended the use of the 500 AE 3 nm and 865 AE 5 nm channels, with a bandwidth of 15 nm or less, as the basis for any sun photometer intercomparison and standard Ångström exponent (Ångström, 1964) evaluations, since such channels are largely free Table 1 Characteristics of the instruments employed in the two POLAR-AOD intercomparison campaigns. Instrument from variable (water vapor and nitrogen dioxide) and strong (ozone) absorption effects. The AOD accuracy declared for the AERONET measurements is AE0.01 at wavelengths > 500 nm and AE0.02 at the shorter ones, made for average values of m ).
Results
The results obtained from the analysis of the Ny-Ålesund and Izaña measurements are presented in the following sub-sections.
Ny-Ålesund intercomparison campaign
The Ny-Ålesund measurements were performed mainly from March 26 to March 31, 2006, providing more than 3200 coincident data points, i.e. about 400 per day on average. As can be seen in Fig. 1 , AOD (500 nm) varied mainly between 0.08 and 0.20, being typical for the atmospheric turbidity conditions at the site at this time of the year (Tomasi et al., 2007) . The campaign was planned with the principal aim of quantifying the comparability level among different and independent sun photometric measurements currently performed at stations worldwide. This was achieved through the two following steps: (i) comparing the evaluations made by different groups for the various terms of Eqs. (1) and (2), and (ii) putting together the raw voltages and values of J 0 assigned by each group, and running the data analysis employing a common algorithm, also for analyzing the causes of further discrepancies in AOD (e.g. calibration issues and/or instrumental characteristics).
In the first step, each group was requested to supply the values of Rayleigh-scattering optical depth (ROD), ozone optical depth (OOD) and SZA used in the data analysis, together with the set of ancillary parameters (local measurements, satellite data, climatology). It was verified that: (a) ROD assumed values of w0.145 at 500 nm, which ranged within AE0.002 for the different algorithms employed by the different groups. It is worth noting that most of the groups adopted the algorithm proposed by Bodhaine et al. (1999) for the ROD corrections, while the AWI and NIPR used that of Fröhlich and Shaw (1980) ; (b) the values of OOD at 500 nm furnished by the various groups ranged within AE0.002 for fixed columnar contents of ozone, with average values varying between 0.011 and 0.015 on different days, with the only exception of the value used by the Norwegian Institute for Air Research (NILU) group, which was much higher and fixed at 0.031, due to the use of only one fixed climatological value of ozone total content; (c) discrepancies were found among the used SZA values, since the range of variability was typically 5 0 , yielding differences in the AOD estimates of 0.001e0.003 (Ortiz de Galisteo et al., 2008) .
In the second step, an overall algorithm was used, including the Rayleigh-scattering of Bodhaine et al. (1999) and the ozone absorption coefficients given by the MODTRAN radiative transfer code (Berk et al., 2003) . Following the suggestions of the WMO experts, the analysis was limited to the signals recorded within the 500 nm and 870 nm channels. Atmospheric pressure was given as the diurnal mean by the SP02-NOAA built-in sensor. Columnar ozone data were provided by the AWI team from daily ozonesonde launches. No water vapor and nitrogen dioxide absorption was taken into account, since the two above-selected channels are only negligibly affected by such gaseous absorption. All the time-series of AOD were screened for cloud attenuation effects, making use of an automated algorithm adapted from that proposed by Alexandrov et al. (2004) , and described in Mazzola et al. (2010) . Fig. 2 shows the results obtained on March 28 for the two channels. As can be seen, the values recorded with the sun-tracking instruments are all within AE0.01 at 500 nm, with the exception of the ASP-15WL-ISAC sun photometer, which presented higher deviations of 0.015e0.02. Comparably differing results were obtained with this instrument on all the other days of the campaign, such AOD underestimation being due to a calibration constant underestimation, which was mainly due to non-ideal conditions, and to a lesser extent to very limited discrepancies in ROD and OOD. The AOD values given at 870 nm by the other instruments fall within a range of about 0.01, while the ASP-15WL-ISAC did not provide valid results in this channel. As expected, the AOD values determined with the various instruments become gradually more similar as m increases, due to the gradually weaker influence of the calibration constant . Fig. 2 also shows the AOD values obtained at 500 nm using the two MICROTOPS II sun photometers, as evaluated by the built-in instrument algorithm. Although rather scattered, they agree satisfactorily with those provided by the other instruments, differing in most cases by less than 0.01 from the centroid, which was calculated as arithmetic mean of all the measurements taken with instruments driven by sun-pointing systems. Fig. 3 shows for each instrument the differences (hereinafter referred to as CD) between the measured values of AOD and the corresponding centroid values, determined at both 500 nm and 870 nm wavelengths as a function of m. Due to the high number of instruments involved in the intercomparison, and the inability to identify one instrument as master, the centroid of all AOD time series was assumed to be the actual value. Fig. 3 also shows the curves represented in the form AE(0.005 þ 0.01/m) for the 500 nm wavelength, i.e. the U 95 limits suggested by WMO. The CD values result to be greater at low values of m for all instruments, and tend to decrease as m increases. As stated in Section 2, the AOD error is given by the sum of three terms, the first proportional to m
À1
, and the other two independent of m (see Eq. (3)). Since common algorithms were adopted to evaluate m, s R (l) (i.e. ROD) and s G (l), the error affecting the results of the different instruments are expected to be constant. Furthermore, bearing in mind that the error of J(l) is usually small with respect to that of J 0 (l) (Michalsky et al., 2001) , the behavior of the AOD differences shown in Fig. 3 can be attributed mainly to the errors in evaluating the calibration constants of the various instruments. At 500 nm, almost all the absolute CD values are lower than 0.01 for m < 5, and within AE0.005 beyond m ¼ 6. Similarly, the CD values at 870 nm varied between À0.005 and 0.0075 for m < 5 and between À0.0025 and 0.005 for m > 6. Excluding those found for the ASP-15WL-ISAC sun photometer, almost all the CD values lie inside the area defined by the two hyperbolic curves at 500 nm. This implies that the WMO thresholds are fully satisfied by most of the present results.
To describe quantitatively the comparability of the AOD for the wavelength pairs of different instruments, the following statistical parameters were computed: mean bias difference (MBD), root mean square difference (RMSD), standard deviation of difference (SDD) and total uncertainty U 95 (by combining MBD and SDD). As stated above, the results obtained for each instrument were compared to those considered as actual values (centroid). Table 2 reports the values of these parameters for each instrument and the 2 above-selected channels, together with the number of points for which they were calculated. It is shown in Table 2 that: (1) at 500 nm, excluding both the ASP-15WL-ISAC and SP1A-AWI sun photometers, MBD was found to range between À0.003 and 0.003, RMSD between 0.002 and 0.004, SSD between 0.001 and 0.003, and U 95 between 0.003 and 0.006. The corresponding average values of RMSD, SDD and U 95 were 0.003, 0.003 and 0.007, respectively, while the average value of MBD was found close to zero, since it is the mean difference between each instrument value and CD; (2) at 870 nm, MBD was found to vary between À0.003 and 0.004, RMSD between 0.002 and 0.004, SDD between 0.001 and 0.003 and U 95 between 0.002 and 0.006, with overall mean values of 0.003, 0.003 and 0.005 for RMSD, SDD and U 95 , respectively.
The above discrepancy parameters result to assume rather small values at both wavelengths, indicating that these AOD estimates are suitable for applications such as satellite validation and radiative forcing evaluations at mid-latitude sites. In addition, it is important to note that AOD (500 nm) can exhibit low values of 0.01e0.02 in the polar regions, particularly in Antarctica (Tomasi et al., 2007) . For this reason, a second intercomparison campaign was planned with the principal aim of determining new updated calibration constants. The Izaña Observatory was chosen as the ideal site for such intercomparison activities, offering the advantages of high altitude, the larger range of m, and excellent facilities for the field measurements.
Izaña intercalibration campaign
Due to the frequent presence of clouds at Izaña, the daily number of coincident data was of about 300 per day on average, appreciably lower than at Ny-Ålesund. Values of AOD (500 nm) w0.01 were measured on some days for the extremely clean-air conditions at this high-altitude site. A Saharan dust intrusion episode reached Izaña on October 11, causing a sharp increase in AOD up to more than 0.10 (Fig. 4) .
The calibration of all the 12 sun photometers was performed following a common procedure based on the classical Langley plot method, providing values of the calibration constants that were subsequently used to evaluate the spectral values of AOD. Details on the method and the calibration results are given in Section 3.2.1.
In the analysis of the data, all the measurements performed within the channels centred at the 380, 500, 675, 870 and 1020 nm were considered, utilized by 10, 12, 9, 9 and 10 of the 12 sun photometers, respectively. It is worth mentioning that (i) the SP02-NOAA and PFR from the Finnish Meteorological Institute (FMI) sun photometers have a channel centred at 368 nm, which cannot be considered to be comparable with the 380 nm one; (ii) the nominal channel centred at 500 nm has effective peak-wavelengths ranging between 499 and 502 nm in the various instruments; (iii) the nominal channel centred at 675 nm, mounted on all instruments except for the PFR-FMI example, has peak-wavelength varying between 670 and 677 nm; (iv) most of the instruments have a channel centred at 870 nm and others at 860e862 nm; and (v) 
Table 2
Comparison statistics for the results obtained by the instruments employed in the Ny-Ålesund campaign. MDB ¼ mean bias difference ¼ ð1=NÞ only three instruments do not have a channel with wavelengths greater than 1000 nm. ROD and OOD were evaluated using the algorithms employed at Ny-Ålesund, considering in this case also the nitrogen dioxide absorption contribution (Berk et al., 2003) . Fig. 5 shows the values of AOD (500 nm) and AOD (870 nm) given by each instrument on October 14, 2008, characterized by a gradual increase of AOD and the presence of thin clouds around noon. The values of AOD (500 nm) and AOD (870 nm) were found to be mostly distributed within narrow ranges of w0.01 and w0.005, respectively. In both cases, these variability intervals were about half the Ny-Ålesund ones. The AOD values given by the MICROTOPS II from FMI are also shown in Fig. 5 , with CD values lower than 0.01 at both channels.
As in Fig. 3 for the first campaign, Fig. 6 presents the CD values for each of the instruments. The range of m was from about 1.2 to more than 7 at this sub-tropical site. The scatter of data is similar to that obtained at Ny-Ålesund, with almost all the data gathered between the two uncertainty curves indicated by the WMO recommendations. The CD values were within AE0.010 for the lowest values of m and within AE0.005 for m > 3, while those determined for the 870 nm channel are densely accumulated around zero. AOD differences varied within AE0.005 for m w 1 and decreased to about AE0.002 for m > 4. Numerous outliners of the NOAA-SP02 and FMI-PFR sun photometers were observed on October 11, when the AOD values gradually moved far away from the others during the first cloud-free hours in the morning. This behavior was presumably due to sun tracker problems, as well as the failure to clean away dust from the quartz entrance windows during the intrusion episode. New enveloping curves of the analytical form given by AE(a þ b/m) were estimated for the 2 channels, as shown in Fig. 6 . Coefficients a and b define the pair of curves containing more than 90% of the points in each unitary bin of m, with values equal to 0.005 and 0.0025 for AOD (500 nm) and 0.004 and 0.002 for AOD (870 nm), respectively. Table 3 Fig. 3 , for data obtained during the Izaña campaign. Red curves show the analytical form AE(a þ b/m), and are determined separately for the two 500 nm (upper part) and 870 nm (lower part) channels, assuring that at least 90% of the points fall between them. (Reagan et al., 1986) . Some authors applied a refined Langley technique for the calibration of sun photometers (Schmid and Wehrli, 1995) . This method consists on the use in Eq. (4) of the signal that would be measured if aerosol was the only attenuator. It can be obtained from the measured J(l) by removing the contributions from molecular scattering and absorption (see Eq. (2)). The corresponding slope of the fit line in this case will be AOD. Beside the use of individual air mass functions for the different attenuators, the refined Langley plot technique has the advantage that temporal changes of ROD and OOD contributing to AOD will not affect the determination of J 0 (l), provided they can be estimated simultaneously to the measurements. During the campaign, atmospheric pressure and ambient temperature presented diurnal variations of the order of 5 hPa and 5 C, respectively, while the columnar ozone content measured by a collocated Brewer instrument varied on average by about 5 DU on each measurement day. For these relatively small variations, ROD and OOD values were very stable throughout the calibration periods, and, hence, the classical Langley plot method was applied, while acknowledging the importance of the use of different air mass functions for different constituents, even for calibration. In order to improve the goodness of the fit, the multi-step procedure of Harrison and Michalsky (1994) (hereinafter referred to as HM) was applied to remove the outliner data from the overall data-set, using the RMSD between the experimental points and the corresponding best-fit line as a goodness index for the results, with threshold value fixed to be equal to 0.006. Before applying the selection criteria, each original data-set was reduced by removing all the measurements taken for values of m differing by less than 0.05. In practice, the selection limits the effects due to the different acquisition rates, and, hence, to different measurement number densities. The influence of the range of m adopted for the best-fit method on the calibration results was also investigated. Calibration was performed for the three ranges 2e4, 2e5, and 2e6. Calibration was also performed for the 3 hand-held MICROTOPS II, for which the RMSD threshold was raised to 0.01, a minimum number of data points was not imposed, and the effect of the range of m on calibration results was neglected, due to the less numerous and irregular series of air mass m recorded with this sun photometer model. Fig. 7 shows a good example of Langley plot method application for the POM02-ISAC measurements in the morning of October 16 (upper part, left). The corresponding residuals of each fit are also shown (upper part, right), all < 0.006 and randomly distributed around zero, giving RMSD lower than the HM threshold value at all wavelengths. This indicates that the BouguereLamberteBeer law was valid, yielding residuals that were only due to statistical fluctuations. This is not always the case. For instance, as shown in the lower part of Fig. 7 , the application of the Langley plot method to the CIMEL-UVA sun photometer measurements on the afternoon of October 14, characterized by the presence of Saharan dust, provided apparently good linear fits. However, the residuals present large fluctuations, with negative values for both low and high values of m, and positive values in the middle range. All such residuals were found in this case to assume considerably higher absolute values than those obtained on October 16, clearly indicating that the optical characteristics of the atmosphere changed appreciably during the calibration period.
On the basis of all the selection criteria, five Langley plot periods were chosen for the determination of the calibration constants: October 8 morning and afternoon, October 15 afternoon, and October 16 morning and afternoon.
The RMSD values obtained in the five calibration periods were found to be lower than the HM threshold in most cases: limiting the calculations to these Langley plot periods, the average values defined for the various spectral channels varied between 0.0005 and 0.0012 over the 2 < m < 4 range, between 0.0008 and 0.0015 over the 2 < m < 5 range, and between 0.0009 and 0.0015 over the 2 < m < 6 range, generally presenting higher values at the shorter peak-wavelengths. For most of the instruments, the average value of RMSD determined over all the calibration periods increased, passing from the 2e4 to the 2e6 range of m. Such behavior confirmed that, when a longer calibration period is used, there is a higher probability of examining data characterized by a greater instability in atmospheric optical properties.
The average values of J 0 (l) were found to be very stable. Table 4 presents such average spectral values, the values of relative standard deviation (RSD), and relative variability range (RVR) for each instrument and each of the five channels, over the three selected ranges of m. The RSD values were calculated only for the cases in which at least three valid results were achieved among the five planned Langley plots, while the values of RVR only regarded the cases with at least two valid values. RSD varied between 0.1% and 1.8%, with mean values around 1% at 380 nm and around 0.5% at the other peak-wavelengths. RVR was found to vary from 1% to 9.5%, with mean values w 6% at 380 nm and w 3% at the other peakwavelengths. Table 4 clearly indicates that the stability of the calibration constants decreases in general passing from the 2e4 to the 2e6 range of m, and that the values of RSD and RVR also increase, with features similar to those of RMSD. In some cases, like those of the CIMEL sun radiometers of AEMET and PHOTONS, and the SP1A-AWI sun photometers, a lowering of the range of m to 2e4 prevented the achievement of at least three valid calibration constant values among the five, due to the very low number of available data points. At 380 nm, no valid values were obtained for the SP1A-13-AWI sun photometers, due to the high RMSD values. Finally, only the calibration constants obtained in the 2e4 range of m were adopted for determining AOD. The MICROTOPS II used by the Institute of Oceanology of the Polish Academy of Sciences (IOPAS) and by the University of Warsaw groups were not employed on these 3 days, and their Langley plot calibration was made only with data recorded from October 10 to October 13, 2008. Average values of RMSD of between 0.003 and 0.006 were found for these hand-held instruments, together with RSD of J 0 (l) values ranging between 2.0% and 3.2%.
Ångström exponent comparison
While AOD gives a measure of columnar aerosol extinction, its spectral dependence is related to the columnar size-distribution features (Tomasi et al., 1983) . The spectral dependence of AOD is usually parameterized in the form of a linear bilogarithmic relationship between AOD and wavelength l (measured in mm), to determine the Ångström's exponent a (Ångström, 1964) , although this spectral behavior is not always found in real cases ). In general, this optical parameter is commonly calculated as the slope of the line passing through two AOD-l points over a bilogarithmic scale, a ¼ Àlogðs 2 =s 1 Þ=logðl 2 =l 1 Þ:
As suggested by WMO experts, the pair of 500 and 870 nm wavelengths was used in the present analysis.
For very low spectral values of AOD, any assessment concerning the size-distribution of columnar particles turns out to be more difficult and affected by larger uncertainties. When exponent a is evaluated for a pair of wavelengths, its relative uncertainty can be estimated as jDa=aj ¼ jðDs 1 =s 1 þ Ds 2 =s 2 Þ=logðs 2 =s 1 Þj;
where s 1 and s 2 are the values of AOD at the two wavelengths, and Ds i (i ¼ 1, 2) are the corresponding absolute uncertainties. For uncertainties of AOD assumed to be equal to the above-estimated RMSD values and average values of AOD equal to 0.025 and 0.010 at the 500 and 870 nm wavelengths, respectively (c.f. Fig. 4 , for example), a corresponding relative uncertainty of a equal to w30% is obtained. Thus, for an average value of a equal to 1.5, the uncertainty turns out to be w 0.5, including most of the scattered values obtained on different days at various polar sites (Tomasi et al., 2007) .
During the two campaigns, the daily average values of a varied between 0.8 and 1.5 at Ny-Ålesund and between 0.6 and 1.5 at Izaña, providing hourly mean values ranging between 0.51 and 1.58 and between 0.25 and 1.75, respectively. The higher variability found at Izaña probably reflects the lower range of AOD measurements observed at this high-altitude site. The differences found among the values of a obtained with the different instruments in the two campaigns were evaluated as for AOD, i.e. by comparing them with the instantaneous centroid. Fig. 8 shows the CD values of a obtained during the two campaigns as a function of AOD (500 nm). During the Ny-Ålesund campaign, the CD estimates were within AE0.25 for AOD < 0.15 and AE0.15 for higher values of AOD. At Izaña, the CD values were within AE1 for AOD < 0.025, and AE0.25 for AOD ranging between 0.025 and 0.050. Table 5 
Discussion
The results obtained during the two campaigns were compared with previous similar studies available in the literature. Comparing the results achieved by a global long-term intercomparison study with those provided by a number of shorter tests made at different wavelengths, Kim et al. (2008) evidenced that (i) the MBD values vary between À0.015 and 0.025, considering both sun photometers and hemispherical FOV radiometers, and fall within AE0.01, considering sun-pointing instruments only, and (ii) the SDD values range between about 0.001 and 0.035, with most values below 0.015. No evidence was found of a particular dependence of MBD and SDD on wavelength. The same features were also found for the U 95 values, which varied between 0.015 and 0.070. Fig. 9 shows the scatter plots of SDD versus MBD separately for the two campaigns, as done by Kim et al. (2008) (see their Fig. 2) , to give the precision of results in terms of their distance from the null values of the diagram coordinates. It is interesting to note in Fig. 9 that the ranges of SDD and MBD used by Kim et al. (2008) are w4e5 times wider than those found in the present analysis. For the Izaña campaign, no strong differences were evidenced among the five spectral AOD statistical parameters. The CIMEL results (labels 1e6) were more densely clustered around the null values than those of other instruments, presumably because a higher number of CIMEL instruments were employed in the campaign, with identical instrumental characteristics (FOV, tracking system, temperature control, etc.).
The values of the statistical parameters determined in the NyÅlesund comparisons were lower than the average results given in Kim et al. (2008) . Comparing the Ny-Ålesund and Izaña results, it can be seen that the mean values of RMSD and SDD decreased by about 30% passing from the first to the second campaign, although the variability intervals of the statistical parameters did not change appreciably. Kim et al. (2008) pointed out that the values of SDD and RMSD are directly proportional to the mean AOD values, while a negligible correlation exists between them and MBD, the latter quantity being dependent on the instrument model. The results obtained at Ny-Ålesund are mainly due to the high values of m observed at this site during early spring, while those found at Izaña can be attributed mainly to the very low AOD values. Both situations are often observed in polar regions. The use of a common algorithm for analyzing the data allowed a reduction of the differences among the various results, this being a critical weakness in previous studies. The direct intercomparison of collocated instruments constitutes an ideal configuration that is very far from those in real networks, where even if a common algorithm can be adopted for analyzing the data, the sources of ancillary data like pressure and columnar gas contents differ considerably in most cases from one site to another.
Calibration was considered as another means of evaluating the uncertainty with which AOD is measured with sun photometry techniques. As mentioned in Section 2, errors of calibration constants affect the evaluations of AOD, contributing to the AOD error with term equal to 1/m [DJ 0 (l)/J 0 (l)] in Eq. (3) at each wavelength. Assuming the RSD values of J 0 (l) as estimates of DJ 0 (l), the corresponding contribution to Ds a (l) turns out to be w0.01/m at 380 nm and w0.005/m in the other 4 channels. Thus, the discrepancies in AOD values evaluated at 500 nm and 870 nm turn out to be appreciably smaller than the aboveestimated errors of AOD. As mentioned above, the values of RMSD and SDD obtained for the AOD measurements decreased by about 30% on average passing from Ny-Ålesund to Izaña findings. In view of the much lower values of AOD measured at Izaña, presumably leading to a sharp decrease in AOD differences, the Izaña calibration seems not to have improved the comparison statistics.
Only a few intercomparison studies were found in the literature to provide useful results for the Ångström exponent a. 
Conclusions and recommendations
Global sun photometric networks provide insufficient coverage of the polar areas, both in space and time, especially in Antarctica. In order to perform more extensive sun photometer measurements in the polar regions, with the participation of a number of research institutions, the POLAR-AOD network was set up in late 2005 and planned two sun photometer intercomparison campaigns in early spring 2006 at Ny-Ålesund and autumn 2008 at the Izaña Observatory. The results on the comparability of AOD confirmed that sun photometry is a valid technique for monitoring aerosol optical properties in the polar regions.
Mean bias differences were found not to exceed AE0.004 at all wavelengths during both campaigns, while values of RMSD and SDD equal to 0.003 were obtained in the first campaign and 0.002 in the second. Discrepancies between AOD values obtained with different instruments were found to lie within the curves of relative optical air mass m, given in the analytical form AE(a þ b/m), with coefficients a and b equal to 0.005 and 0.0025 at 500 nm, and 0.004 and 0.002 at 870 nm, respectively. The values of RMSD and SDD for Ångström's exponent a were estimated to be 0.06 at Ny-Ålesund and 0.39 at Izaña.
Based on the present findings the following recommendations are confirmed, in order to maintain uncertainty and comparability standards in AOD, as required for improving the characterization of polar aerosol radiative properties:
improve frequency and quality of calibration tests, since this is the most important factor constraining the accuracy of the final AOD values. Intercalibration campaigns can help to detect the technical problems arising from filter degradation, incorrect internal temperature compensation, and other instrumental operational defects; adopt common procedures for analyzing the data recorded at polar sites, including ancillary data recruitment for Rayleighscattering and absorption corrections (in-situ, satellite, climatology). This has turned out to constitute an important issue for reducing the AOD discrepancies among the results provided by the various instruments. Fig. 9 . Scatter plots of the standard deviation difference (SDD) in AOD versus the corresponding mean bias differences (MBD) obtained during the Ny-Ålesund (left) and Izaña campaigns (right). Colour code is used to indicate the various peak-wavelengths of the spectral channels: red ¼ 380 nm, green ¼ 500 nm, blue ¼ 675 nm, violet ¼ 870 nm, cyan ¼ 1020 nm).
