Stochastic transmission dynamic models are needed to quantify the uncertainty in estimates and predictions during outbreaks of infectious diseases. We previously developed a calibration method for stochastic epidemic compartmental models, called Multiple Shooting for Stochastic Systems (MSS), and demonstrated its competitive performance against a number of existing state-of-the-art calibration methods. The existing MSS method, however, lacks a mechanism against filter degeneracy, a phenomenon that results in parameter posterior distributions that are weighted heavily around a single value. As such, when filter degeneracy occurs, the posterior distributions of parameter estimates will not yield reliable credible or prediction intervals for parameter estimates and predictions. In this work, we extend the MSS method by evaluating and incorporating two resampling techniques to detect and resolve filter degeneracy. Using simulation experiments, we demonstrate that an extended MSS method produces credible and prediction intervals with desired coverage in estimating key epidemic parameters (e.g. mean duration of infectiousness and R 0 ) and short-and long-term predictions (e.g. one and three-week forecasts, timing and number of cases at the epidemic peak, and final epidemic size). Applying the extended MSS approach to a humidity-based stochastic compartmental influenza model, we were able to accurately predict influenza-like illness activity reported by U.S. Centers for Disease Control and Prevention from 10 regions as well as city-level influenza activity using real-time, city-specific Google search query data from 119 U.S. cities between 2003 and 2014.
Introduction
The accurate prediction of epidemic behavior and the estimation of key epidemic parameters (e.g. expected number of secondary cases) are essential to inform control of emerging infectious threats. Stochastic transmission dynamic models are especially useful to characterize the uncertainty in estimates and predictions early in outbreaks given the importance of chance events when the number of infectious individuals is small. While a wide variety of methods have been developed to calibrate deterministic models, [1] [2] [3] the calibration of stochastic models has received less attention.
We previously developed a calibration method for stochastic epidemic compartmental models called Multiple Shooting for Stochastic Systems (MSS), 4 and demonstrated its competitive performance against a number of several existing state-of-the-art calibration methods including a likelihood approximation with an assumption of independent Poisson observations, 5 a particle filtering method, 6 and an ensemble Kalman filter method. 6 The existing MSS method, however, lacks a mechanism to guard against filter degeneracy, a phenomenon that results in parameter posterior distributions that are weighted heavily around a single value. As such, when filter degeneracy occurs, these posterior distributions will not yield reliable credible and prediction intervals for parameter estimates and predictions.
In this work, we extend the MSS method by evaluating and incorporating two resampling technique to detect and resolve filter degeneracy. In simulation experiments, we use these two algorithms for resolving filter degeneracy and show that they are both effective and the extended MSS outperforms the existing MSS method in terms of coverage of the prediction intervals. To evaluate the performance of the extended MSS method in describing real-world influenza activity, we apply this method to the influenza-like-illness (ILI) surveillance data provided by U.S. Centers for Disease Control and Prevention (CDC) between 2003 and 2016 as well as to city-level Google Flu Trends (GFT) influenza data between 2003 and 2014 to retrospectively predict seasonal flu activity in 119 U.S. cities during this period.
Method 2.1 Calibration
We assume that epidemiological observations y 1 , . . . , y n can be obtained at time points t 1 , . . . , t n . For example, the observations y 1 , . . . , y n could be the weekly number of newly diagnosed cases. The observation times t 1 , . . . , t n do not need to be equidistant. Our goal is to use the observations y 1 , . . . , y n to estimate the parameters that govern disease transmission during an ongoing epidemic, such as the duration that individuals remain infectious or the number of secondary cases attributable to a single infectious case (i.e. reproduction number). To this end, we let the probability distribution i ðÞ denote our belief about the true value of parameter vector having obtained observations y 1 , . . . , y i . We will use each new observation y i to update this prior distribution according to i j y i , y iÀ1 , . . . , y 1 ð Þ ¼ iÀ1 j y iÀ1 , . . . , y 1 ð Þ Py i j y 1 , . . . , y iÀ1 ; ð Þ ð 1Þ
[Posterior at time t i ] ¼ [Prior at time t i ] Â [probability to observe y i ]
where Pð y i j y 1 , . . . , y iÀ1 ; Þ is the probability to observe the current observation y i given the epidemic history y 1 , . . . , y iÀ1 . Note that the posterior at time t iÀ1 , iÀ1 , is as well the prior distribution at time t i . Since no observation is gathered prior to i ¼ 1, we set 0 ðj y 0 Þ ¼ 0 ðÞ which describes our prior knowledge about the epidemic parameters at the onset of the epidemic.
In the following subsections, we will describe how to characterize and approximate P using stochastic compartmental epidemic models. By knowing P, we can then propagate the distribution i through the course of the epidemic using equation (1).
MSS method
As we show below, calculating the exact value of the function PðÁÞ is computationally prohibitive. To cope with this challenge, we use the MSS method to approximate P as it has proven to be computationally efficient and numerically accurate for this purpose. The MSS method has been developed in a systems biology context [7] [8] [9] and has been extended to calibrate stochastic compartmental models of epidemics. 4 It has demonstrated competitive performance against a number of existing calibration methods in extensive and thorough simulation experiments. 4 We briefly describe the MSS method below and refer the reader to previous publications for additional details. 4 Given accumulated observations y 1 , . . . , y i , we use Å Áj y 1 , y 2 , . . . , y i ð Þ to denote the belief state at time t i . A belief state is a probability distribution over all possible epidemic states which returns the probability that the epidemic is in a particular state when y 1 , . . . , y i are observed. The epidemic state at time t i is denoted by i and is a vector of integers representing the number of individuals in each epidemic compartment (e.g. number of susceptible, infected, or recovered individuals). We use 0 to denote the initial epidemic state (i ¼ 1) and Åð 0 Þ to denote our belief about the epidemic state at time t 0 . The probability function Pð y i j y 1 , y 2 , . . . , y iÀ1 ; Þ in equation (1) can now be calculated by conditioning on the epidemic state at time t iÀ1 , denoted by iÀ1 , and the epidemic state i at time t i (2), i is the support of the belief state at time t i , P is the observation probability mapping the state i to the observation y i that can also incorporate any additional uncertainty in the data collection such as reporting errors, and p is the transition probability to move from state iÀ1 at time t iÀ1 to state i at time t i .
To use equation (2), we need to calculate probability functions PðÁÞ and pðÁÞ, and the belief state ÅðÁÞ given observations y 1 , . . . , y i . The MSS method employs a linear noise approximation (LNA) to approximate the transition probability pðÁÞ in equation (2) . 4, 8, 9 The LNA assumes that the probability distribution of i j iÀ1 can be approximated by a normal distribution N x i , AE i ð Þ, where x i is the solution of the ordinary differential equation (ODE) representation of the epidemic during interval ½t iÀ1 , t i
In the ODE system (3), the vector xðt, iÀ1 ; Þ is the epidemic state of the ODE model at time t given the initial state iÀ1 , the vector Ãðxðt, iÀ1 ; Þ, Þ denotes the instantaneous changes in the epidemic when at state xðt, iÀ1 ; Þ, and the matrix À describes the instantaneous changes of the epidemic state.
In using a normal distribution N x i , AE i ð Þ to approximate the probability distribution of i j iÀ1 , the covariance matrix AE i will be the solution of the following ODE system on the interval ½t iÀ1 , t i 10,11
In the ODE system (4), Jðx,
where K is the number of compartments in the epidemic model. The initialization of the covariance for each intervalAE iÀ1 will be discussed in the next subsections.
We next describe two approaches for calculating the belief state Å in equation (2) . The first approach (which we refer to as MSSa) seeks to simplify the computational complexity of equation (2) by representing the belief state ÅðÁj y 1 , . . . , y i Þ as a step function that takes 1 for the most probable state (denoted by iÀ1 ) and 0 elsewhere. This effectively lets us drop the second summation in equation (2) . For each interval, a new state estimate i is determined as follows: given a previous state estimate iÀ1 at time t iÀ1 , the probability of observing y i at the end of the interval ½t iÀ1 , t i is equal to Pð y i j i , iÀ1 Þ pð i j iÀ1 ; Þ. We now define the state at time t i as our state estimate i that leads to the highest probability of observing y î i ¼ arg max
[State estimate] ¼ [Maximum over possible states] of [Probability for observation conditioned on specific current state] Â [Transition probability to move from previous state estimate to specific current state]. At the beginning of each period, the ODE system to propagate the epidemic state to the next period is initialized with the state estimate. Since the MSSa approach assumes a point distribution for the belief state Å, the LNA method to characterize the distribution of the epidemic state in the next period is initialized with zero variance forAE iÀ1 (see Zimmer et al. 4 for details). The second approach for calculating the belief state Å, which we refer to as MSSb, assumes that the observation probability Pð y i j i , iÀ1 Þ is Gaussian and models the relation between the observation, y i , and the state as y i ¼ hð i , iÀ1 Þ þ i where hðÁÞ is the observation function mapping the state of the epidemic i to the observation y i , and i $ N ð0 obs , AE obs Þ is a normally distributed error term with zero mean vector 0 obs and an observation error covariance AE obs (see equation (15) for an example in the context of a SIRS model). In this case, the belief state Å will follow a Gaussian distribution. [12] [13] [14] That is, i j y 0 , . . . , y i $ N ð i ,AE i Þ where the state estimatê i and the covariance estimateAE i are calculated as the follows [12] [13] [14] 
In the equations above, R i is the observation variance,ŷ i is the predicted outcome, and K i is the so-called Kalman gain:
where Á T stands for matrix transpose, Á À1 for the matrix inverse and C i ¼ @h @x hðxÞ. In this case, the ODE system (equation (3)) is initialized with the state estimate iÀ1 and the LNA system (equation (4)) is initialized with the covariance estimateAE iÀ1 .
If the measurement error i follows a Gaussian distribution, MSSb is expected to outperform MSSa because MSSb accounts for the Gaussian error when updating estimates of the epidemic state and its variance.
Resolving filter degeneracy
To initialize the recursion (1) 
Since we are using a finite set of samples # 1 , . . . , # M from the prior distributions 0 and Åð 0 Þ, it is possible that after a few observations, the recursion (1) results in probability weights that are significant for only a few parameter vectors and are several orders of magnitude lower for the rest. In an extreme scenario, only one parameter vector is assigned a non-trivial weight and all others are assigned weights that are almost zero. This phenomenon is commonly referred to as filter degeneracy.
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Filter degeneracy can cause serious problems when calculating credible or prediction intervals for model parameters or when attempting to use the model to make predictions since such degeneracy may result in a posterior distribution that is essentially a point distribution. We note that if we have unlimited computational resources, filter degeneracy can be avoided since we could theoretically test the entire space of the parameters to accurately calculate the posterior distributions. However, as we are always bound by computation and time limitations, we need to use a sample of parameter vectors to estimate the posteriors. Next, we describe two approaches to detect and resolve filter degeneracy when the recursion (1) is used to calculate the likelihood of accumulated observations during an epidemic.
Detecting and resolving filter degeneracy using effective sample size
Detection of filter degeneracy is relatively simple and can be achieved by measuring the relative contribution of each sampled parameter vector. To this end, we first normalize weights using
and then calculate the effective sample size N eff as a measure of (non-)degeneracŷ
Before any observation is obtained (i.e. i ¼ 0Þ, we assign equal weights to sampled parameter vectors, and hence, N eff is equal to M. In the other extreme, if all the weight is on one particle, N eff is equal to 1. Therefore, one way of detecting degeneracy is to determine a threshold value N C with 1 5 N C 5 M below which we trigger the algorithm described next to resolve filter degeneracy. The calculation of N eff is not time-consuming, and thus, one can easily check if filter degeneracy has occurred in each iteration. Choosing a higher N C implies a stricter mechanism against degeneracy but also imposes a larger computational cost. We found that N C ¼ M=2 works well in our study. Statistical Methods in Medical Research 28 (12) To resolve filter degeneracy once it is detected, we re-sample with replacementM parameter vectors # 0 1 , . . . , # 0M from # 1 , . . . , # M according to current weights w 1 , . . . , w M . Using these samples and the kernel density estimation defined in the equation below, we construct a density estimate of the parameter distribution (9), detðHÞ is the determinant of matrix H, the (multivariate) kernel KðÁÞ is a (multivariate) probability density (e.g. Gaussian), and H is the bandwidth matrix which controls the smoothness of the density estimatef ðÁÞ.
In a one-dimensional case, the density estimate (9) reduces tof
Small values for H (the so-called bandwidth or smoothing parameter) place higher probability around each sample and lower probability elsewhere, whereas high values for H lead to a smoother density function. See Supporting Information ''Technical details'' for details and our choice of KðÁÞ and H.
The re-sample sizeM can be larger or smaller than M, but since the procedure to correct filter degeneracy is computationally inexpensive, one would rather chooseM ! M to improve the quality of density estimation. For the results presented here, we chose M ¼M ¼ 1000 as in Zimmer et al. 
Detecting and resolving filter degeneracy using incremental mixture importance sampling
The Incremental Mixture Importance Sampling (IMIS) algorithm is an alternative to detect and resolve filter degeneracy. It is an iterative algorithm that can be applied in each iteration of the filter. This section is a brief review of the algorithm described in Raftery and Bao. 16 The IMIS algorithm checks each of its iterations for degeneracy and suggests new samples until filter degeneracy is resolved. The IMIS algorithm is initialized (k ¼ 0) by normalizing the weights of the parameter sample (equation 7). The kth iteration of IMIS (k 2 f1, 2, . . . , g) checks whether the samples are degenerated by calculating the expected fraction of unique points after re-sampling:
and B is the number of re-samples in each iteration. If the expected number of unique points is too small
then the IMIS algorithm is carried out for an additional iteration. In each iteration k, the IMIS algorithm samples new inputs (with hopefully higher weights) until the expected number of points passes the desired threshold (equation 11). The details can be found in the Supporting Information ''IMIS details'' or in the original publication. 16 Once the termination criterion is satisfied (QðwÞ ! Q), M inputs are re-sampled with replacement from # 1 , . . . , # B k and their corresponding state estimates i,1 , . . . , i,B k with the corresponding weights w . We refer to this approach with MSSb-IMIS. Figure 1 shows the pseudo code of our MSS extension being able to resolve filter degeneracy, and Figure 2 lists the free parameters of the methods studied here.
Quantifying uncertainty in parameter estimates and epidemic predictions
We use credible intervals to characterize the uncertainty in parameter estimates. The 100ð1 À Þ% credible interval for the parameter vector is defined as the interval between =2 and ð1 À Þ=2-quantiles of the probability distribution i ðj y 1 , . . . , y i Þ. Accordingly, the 100ð1 À Þ% prediction interval for the desired prediction target Z (e.g. the number of cases diagnosed in the next week or the time of the peak of the epidemic) is calculated as the interval between =2 and ð1 À =2Þ-quantiles of the probability distribution PðZj y 1 , . . . , y i Þ with Here Â is the parameter space and PðZj i ; Þ is the probability to observe Z given the epidemic state i and the parameter vector . Due to the Markovian property of compartmental models, predictions Z are independent given i , -the model can be fully described by knowing current state i and parameter values . This probability can be calculated with the help of a simulation model. We evaluate equation (12) 
Humidity-based SIRS model
To evaluate the effectiveness of the approach proposed above to resolve filter degeneracy, we designed a simulation study using a humidity-based SIRS (Susceptible ! Infected ! Recovered ! Susceptible) model. We later use this model to predict influenza activities in cities in the United States using GFT data. The humidity-based SIRS model divides the population into three disjoint subgroups. 6, 19 Susceptible members may be infected at a rate proportional to the prevalence of infectious individuals in the population and will immediately become infectious to others. Infectious individuals recover at a constant rate and develop temporary immunity against the circulating pathogen. Once the immunity wanes, the individual becomes susceptible to infection. These transitions are represented as
where is the mean infectious period, is the average duration of immunity, and ðtÞ is the transmission rate defined as ðtÞ ¼ R 0 ðtÞ=.
with a maximal and minimal daily reproductive number R 0 max and R 0 min , and the function q(t) describes the absolute humidity over time 6 (see Supporting Information ''Interpolation of humidity data'' for details on how to interpolate the city-level humidity data for the United States).
The model can be also written in ODE form as
method [18] implemented in Mathematica or the approach described in the text. We assume that we can observe the number of new infections during each week, which corresponds to the number of population members that move from the compartment S to I in each week. We also assume that our population size is constant, and hence, we can replace R with R ¼ N pop À S À I in ODE system (14) and eliminate the third equation.
To use the weekly number of cases to calibrate this SIRS model, we need to specify the observation function PðÁÞ (equation (2)). We note that this time-series does not directly correspond to any of the model states and instead represents the flow from S to I. If there were no recoveries in the time interval ½t iÀ1 , t i , we could calculate this flow by taking the difference between the number of infected people at time t i and t iÀ1 : denotes the number of people in compartment I at time point t i . But if there are recoveries, we need to add them to this difference. We therefore define the observation function hðÁÞ as
where R Ã i denotes the number of recoveries within the time interval ½t iÀ1 , t i (see Supporting Information ''Technical details'').
Simulation study
To evaluate the ability of the MSS approach to produce reliable credible and prediction intervals for epidemic parameters and predictions, we used simulated trajectories generated by the humidity-based SIRS model described above (Figure 3 ). In these simulation experiments, the true parameter values and the corresponding epidemic trajectories are known, and hence, we can evaluate whether the intervals characterized by our proposed approach cover the true values of parameters and prediction targets.
To generate the simulated trajectories shown in Figure 3 , we used the Gillespie algorithm 20 (implemented in COPASI 21 ) with epidemic parameters and initial states drawn from the following uniform distribution:
Þ , S 0 , I 0 $ U 50, 000, 70, 000 ½ Â10, 100 ½ ð Þ and N pop ¼ 100, 000. We use the New York humidity profile for this simulation experiment.
To ensure that we only use trajectories that display reasonable behavior, we included simulated trajectories with an attack rate of at least 10% (to avoid premature die out) and a peak week no earlier than epidemic week 49 (consistent with real-world influenza epidemics). We let the weekly number of cases be observed with some measurement error that follows a normal distribution with mean zero and standard deviation 100. We will assume that this distribution is also known to the calibration algorithm which allows us to employ the MSSb Figure 3 . Fifty stochastic trajectories produced by simulating the humidity-based SIRS model. method. As expected and confirmed by our numerical experiments, in the presence of such measurement error, MSSb outperforms MSSa, and hence, we only report the results from the MSSb method. The re-sampling kernel density estimation (equation (9)) is calculated using the Mathematica 22 function KernelMixtureDistribution with a Gaussian kernel, a maximum of 5 mixture kernels, and bandwidths of 100, 0:1, 0:1, 0:025, 1000, 10 that correspond to parameters , , R 0 max and R 0 min as well as initial states ðSÞ 0 and ðIÞ 0 . These bandwidths are determined based on the range that each model parameter may vary over.
Results
We first present the results of the simulation experiment described above. We then employ the MSS method to predict regional-level ILI activities in the United States using CDC ILI surveillance data, and city-level influenza activities using GFT data. Figure 4 displays how the effective sample size N eff and the fraction of unique points (QðwÞ in equation (11)) change as the model is re-calibrated using the latest observations accumulating during epidemics. N eff approaching 1 or QðwÞ approaching 0 implies that the probability weight of one of the parameter vectors is approaching one and all the others zero, signaling the occurrence of filter degeneracy (blue curve). Figure 4 demonstrates that filter degeneracy clearly occurs in the old MSS version and both methods described here to rectify filter degeneracy are effective (red and green curve). Figure 5 compares the predictions made by the MSSb-Neff method (red line) with the true value of several epidemic targets (black crosses) for two simulated trajectories. These key epidemic targets include infection prevalence, number of cases at the epidemic peak (number of cases in the worst week), the number of new cases over the next week, and the final epidemic size. These two simulated trajectories present different realistic epidemic behaviors; Trajectory 1 spreads faster, peaks sooner, and results in more infections compared to Trajectory 2. The MSSb method is able to capture the behaviors of all 50 simulated trajectories ( Figure 3 ) and to quickly distinguish these trajectories from each other ( Figure 6 and Supporting Information Figures A5 to A8) . Figure 6 (a) displays the proportion of 90% prediction intervals characterized by all three MSS versions for the simulated trajectories shown in Figure 3 that include the true value of the prediction target. While these simulated trajectories present markedly different epidemic behaviors, the prediction intervals produced by the new MSS versions have the expected level of coverage (Figure 6(a) ). This figure also demonstrates that the old version of MSS without proper mechanism against filter degeneracy clearly fails to produce the desired coverage for infection prevalence, or to a smaller extend, final epidemic size. Figure 6(b) shows that the point predictions produced by all MSS versions have relatively low relative error with respect to the true values of the prediction targets. This is Figure 6 . Coverage of the 90% prediction intervals and RE produced by the MSS versions for several prediction targets at different times relative to peak for the simulated trajectories shown in Figure 3 . (a) Proportion of 90% prediction intervals that included the true value of the prediction target. If this fraction (which is a random variable itself) falls in the region between the two dotted lines, it suggests that the estimated prediction intervals have the appropriate level of coverage. The dotted lines are calculated as the 95% percentile interval of a binomial distribution with the probability 0.9 and sample size 50 (number of simulated trajectories in Figure 3 expected as degenerated posteriors can still result in accurate point predictions, as seen in the old MSS method that lacked a mechanism to resolve filter degeneracy.
Simulation study
The MSS method can also be used to estimate key epidemic parameters such as the humidity driven quantity R 0 ðtÞ, mean duration of immunity (), mean duration of infectiousness (), and number of susceptibles at the beginning of the flu season. Figure 7 compares the estimates provided by our method with the true value of these parameters for two simulated trajectories. The MSS method reached the desired coverage for the parameter estimate (Figure 8(a) ) with small relative error (Figure 8(b) ). We note that the width of the credible intervals is influenced by the sensitivity of the epidemic dynamics to the parameter. Tighter intervals suggest greater sensitivity, as small changes in these parameters are expected to lead to substantial changes in the system's dynamics. On the other hand, less sensitive parameters, such as mean duration of immunity, can take a larger range of values without strongly influencing the dynamics, and hence, can be less precisely determined (i.e. larger width for their credible intervals). We also clearly see that the old version of MSS, which was not equipped with Figure 8 . Coverage of the 90% credible intervals and RE produced by the MSS versions for estimates of model parameters at different times relative to peak for simulated trajectories shown in Figure 3 . (a) Proportion of 90% credible intervals that included the true value of the prediction target. If this fraction (which is a random variable itself) falls in the region between the two dotted lines, it suggests that the estimated credible intervals have the appropriate level of coverage. The dotted lines are calculated as the 95% percentile interval of a binomial distribution with the probability 0.9 and sample size 50 (number of simulated trajectories in Figure 3 mechanisms against filter degeneracy, fails to produce the desired level of coverage for credible or prediction intervals (Figures 6(a) and 8(a) ) further targets can be found in Figure A9 .
Sensitivity analyses
For the analyses presented above, we assumed that the weekly number of cases are observed with some measurement error that follows a normal distribution with mean zero and a standard deviation that remains constant over time. Supporting Information Figure A4 shows that the performance of the methods studied here to address filter degeneracy is not affected if the standard deviation of measurement error is assumed to be proportional to the number of cases observed weekly. We also note that another possible approach to address filter degeneracy is to simply increase the number of parameter samples M. While increasing M from 1000 to 10,000 improved the coverage of some calibration targets (Supporting Information Figure A1) , it does not properly address the issue of filter degeneracy (Supporting Information Figure A3) , and also led to a significant increase in the computation time (Supporting Information Figure A2 ). Finally, in our simulation experiments, while both methods we studied resolved filter degeneracy, the IMIS-based method showed a slight performance gain. However, its computational time was almost 10-fold of that of the approach based on effective sample size. Therefore, we only used the latter method to analyze the CDC ILI and GFT influenza data (see below).
Prediction and parameter estimation using CDC ILI data
Next, we use the CDC ILI data 23 to evaluate the ability of our method to produce reliable forecasts. This data set comprises 143 ILI time-series from 10 U.S. Department of Health & Human Services (HHS) regions between 2003 and 2016 including data from the first and second waves of the 2009 pandemic. Consistent with previous studies, 24 we modeled ILIs as a single disease. This is a simplifying assumption but has shown to be sufficient to accurately describe ILI activities.
For the results presented below, the re-sampling kernel density estimation (equation (9)) is calculated using the Mathematica function KernelMixtureDistribution with a Gaussian kernel, a maximum of 5 mixture kernels, and bandwidths of 100, 0:1, 0:1, 0:025 for the parameters , , R 0 max and R 0 min , and 1000 for 
Humidity data
Following the approach described in Text S1 of Yang et al., 6 we independently constructed a humidity dataset from the original Phase 2 of the North American Land Data Assimilation System (NLDAS-2) dataset. 25 These data were derived though the National Centers for Environmental Prediction North American Regional Reanalysis. The hourly data are available on a 0.125 grid from 1979 to present. We extracted the specific humidity data for 119 cities and then averaged the hourly data to developed a daily climatology for each city from 1979 to 2016. For regional levels and national level, humidity is averaged over the cities being part of the respective area. Figure 9 displays one-week forecasts for the 10 HHS health regions. As shown in this figure, our method can produce reliable predictions for outbreaks with different characteristics: large or small epidemic size (Region 10 vs. Region 1), pronounced or less pronounced peaks (Region 4 vs. Region 2). The 2009 influenza pandemic presents distinct behavior compared with seasonal epidemics; in 2009, most regions experienced a minor peak followed by a major one ( Figure 10 ). As evident in Figure 10 , the method proposed here can describe such behavior and provide reliable one-week predictions for the 2009 influenza pandemic.
Accuracy and reliability of predictions using CDC ILI data
While Figures 9 and 10 display predictions for specific seasons, similar accuracy is obtained for the other seasons (Supporting Information Figure A12 ). Our analysis suggests that the prediction intervals displayed in Figures 9 and  10 and those in other seasons exhibit the desired level of coverage (Supporting Information Figure A10 ).
Prediction and parameter estimation using GFT data
Next, we used GFT data 27 to evaluate the ability of our method to produce reliable city-level influenza forecasts and epidemic parameter estimates. Internet search queries have gained attention as a surveillance source for monitoring influenza activity since 2009. 28, 29 GFT data have demonstrated competitive performance in matching influenza-like illness (ILI) data in various countries and regions such as the United States, 30 South Korea, 31 Southern China, 32 Canada, 33 Latin America, 34 and New Zealand. 3.3.1 Weekly influenza-positive cases GFT previously published municipal-level estimates of weekly ILI incidence per 100,000 people based on internet search query activity. 29 The U.S. CDC publishes influenza metrics through the U.S. World Health Organization Collaborating Laboratories System and the National Respiratory and Enteric Virus Surveillance System Figure 10 . One week predictions of ILI and the corresponding prediction intervals for the 2009 pandemic. The x-axes represent epidemic weeks and the y-axes show the percent ILI cases amongst total patient visits during each week. Prediction for a given epidemic week is carried out with the knowledge accumulated up to the past week. Black crosses represent the observed values, the red line the mean posterior, the dark red area the 50% prediction region, and the light red area the 90% prediction region. The underlying U.S. map's source is Codomo. 26 Figure 9 . One week predictions of ILI and the corresponding prediction intervals for the 2013 season. The x-axes represent epidemic weeks and the y-axes show the percent ILI cases amongst total patient visits during each week. Prediction for a given epidemic week is carried out with the knowledge accumulated up to the past week. Black crosses represent the observed values, the red line the mean posterior, the dark red area the 50% prediction region, and the light red area the 90% prediction region. The underlying U.S. map's source is Codomo.
26
(WHO/NREVSS). WHO/NREVSS records data on the total number of respiratory specimens tested and the number positive for influenza viruses in clinical laboratories on a national, regional, and census division level. 36 By multiplying the GFT ILI incidence data by the CDC data on the proportion of ILI cases who were test-positive for the same epidemiological week, we constructed a dataset of ILIþ for 121 cities from 2003 to 2014. This approach is consistent with previous studies to construct ILIþ time-series that estimate the municipal influenza infections per 100,000 patient visits. 19 We selected cities within the continental U.S. with complete observations for all epidemic weeks between 2003 and 2014 leading to a total of 1168 time-series for analysis.
Accuracy and reliability of predictions using GFT data
To fit the humidity-based SIRS model to the ILIþ time-series, we assumed the same parameter prior distributions as used in Yang et al. 6 with one exception: if the number of accumulated cases passed 50,000 (signaling a more severe epidemic), we changed the prior distribution of to U½50, 3650 (instead of using U½365, 3650). We found that this change was important for fitting models to these relatively severe epidemics. This highlights the important effect that the selection of prior distributions might have on the overall fit of the model. Prior distributions should ideally be determined based on domain expert knowledge. In the absence of such information, the effect of each parameter on the model behavior should be investigated visually to characterize appropriate prior distributions. Figure 11 displays one-week forecasts for a select number of U.S. cities. As shown in this figure, our method can produce reliable predictions for outbreaks with different characteristics: large or small epidemic size (New Orleans vs. Miami), early or late peak timing (Los Angeles vs. Miami), and single or double peaks (San Francisco vs. New York). There seems to be a slight overshooting of the peaks in some of the cities (such as Houston and Chicago) which might be due to effects not covered in a relatively simple SIRS model such as behavioral changes over the course of the epidemics, school vacations, or vaccinations. The one-week predictions for other U.S. cities are provided in the Supporting Information Figure A13 .
The 2009 influenza pandemic presents distinct behavior compared with seasonal epidemics; in 2009, most cities experienced a minor peak followed by a major one (Figure 12) . A third peak was also observed in several cities (e.g. New Orleans). As evident in Figure 12 , the method proposed here can describe such behavior and provide reliable one-week predictions for the 2009 influenza pandemic. While Figures 11 and 12 display predictions for major cities, similar accuracy is obtained for smaller cities (Supporting Information Figure A13 ). Our analysis suggests that the prediction intervals displayed in Figures 11 and 12 and those in smaller cities exhibit the desired level of coverage (Supporting Information Figure A11 ). 37 we calculate R 0 by evaluating R 0 ðtÞ of the humidity-based SIRS model in the week of the maximal effective R (effective R at time t is defined as R e ðtÞ ¼ R 0
where SðtÞ NðtÞ is the proportion of the population that is susceptible at time t). The R 0 estimates shown in Figure 13 are consistent with the estimates reported in past studies. [37] [38] [39] [40] 
Discussion
The accurate prediction of epidemic behaviors and the estimation of epidemic parameters are challenged by the partial observability of and the intrinsic randomness in the process governing the disease spread. Characterizing the uncertainty in these prediction and parameter estimates is essential for making meaningful inference about the true parameter values and for drawing conclusions on the epidemic behavior under different control strategies.
In this work, we extend an existing calibration method called MSS and equipped it with a mechanism to produce reliable credible and prediction intervals for the estimates of epidemic parameters and predictions for the epidemic behavior. The MSS method is a calibration approach for stochastic compartmental epidemic models that has competitive performance to several existing state-of-the-art calibration methods including a particle filter 6 and an ensemble Kalman filter. 6 The original MSS method was not capable of handling filter degeneracy (Figure 4) , a phenomenon where particles or members of an ensemble or filter have a very small likelihood that varies over orders of magnitude even for the best members or particles. Filter degeneracy can result in degenerate posterior distributions and hinder the ability to properly characterize predictions and credible intervals for predictions and parameter estimates.
Using simulation experiments on stylized models of influenza outbreaks (where parameter values were known with certainty), we demonstrated that the extended MSS method can effectively detect and resolve the occurrence of filter degeneracy (Figure 4) , and-in contrast to the previous version-produce prediction and credible intervals with desired coverage level (Figures 6(a) and Figure 8(a) ) for key epidemic parameters such as duration of infectiousness and the reproductive number. We note that while we use influenza as an illustrative example here, the proposed method can be readily applied to other stochastic compartmental models.
Applying the extended MSS approach with method to address filter degeneracy to a humidity-based stochastic compartmental influenza model, we found that we could accurately predict CDC ILI data for the 10 US regions and national level as well as city-level influenza activity using real-time, city-specific Google search query data from 119 U.S. cities between 2003 and 2014 ( Figure 11 ). The proposed method was robust to distinct patterns observed over this period, such as variable peak times and variable magnitudes of these seasonal epidemics. The extended MSS method addressing filter degeneracy performs well even for exceptional seasons, such as the 2009 influenza pandemic and those with multiple peaks (Figure 12 ). Analyzing the coverage of prediction intervals shows that the expected fraction of prediction intervals covers the observed number of cases (Supporting Information Figure A11) . Figures 11 and 12 indicate that the humidity-based SIRS model tends to overestimate the peak of the epidemic in several cities. Such overestimation was not observed when predicting the peak of simulated epidemics ( Figure 5 and Supporting Information Figures A5 and A8 ). This suggests that our simplified humidity-based SIRS model does not accurately capture all complex characteristics of influenza epidemics, such as changes in contact rates or health-seeking behavior of population members through the course of epidemics.
All versions of the MSS method rely on the LNA to capture the correlations between epidemic compartments throughout the outbreak. The LNA has been successfully applied to describe intrinsic stochastic fluctuations in various systems 4, 8, 9 and has a strong theoretical basis 41 which suggests that LNA accurately approximates the dynamic behavior of large populations, especially when fluctuations are small compared with the steady state of the system. As demonstrated by our results, we find that LNA also performs well when the intervals over which the LNA projections are made are sufficiently small (here, the epidemic observations were accrued weekly). We also note that LNA accuracy can be improved by using higher order terms for correction, if this is needed. 42 In this paper, we focused on two methods for resolving filter degeneracy, both of which proved effective in calibrating our humidity-based SIRS model against simulated data. We then used one method for resolving filter degeneracy to accurately determine uncertainty for GFT ILI data. We, however, note that there exist other methods to address filter degeneracy that we did not study here. 6, 17 While we used the ILIþ metric to evaluate the performance of the MSS method, we recognize that this metric serves only as a proxy for influenza incidence. 43, 44 As ILIþ is proportional to GFT ILI rates, any observational error may be exacerbated by abnormal web-search activity (e.g. increased media coverage often leads to higher levels of web-search activity, and in consequence, higher GFT ILI rates). This further emphasizes the importance of conventional surveillance systems for accurate monitoring of influenza activity. 43 
