Biometric identification using analysis of cardiac sound by Gautam, Girish
1 
 
 
BIOMETRIC IDENTIFICATION USING ANALYSIS OF 
CARDIAC SOUND  
 
Thesis submitted in partial fulfilment for the 
Award of the degree of  
Master of Technology 
in 
Electronics and Instrumentation Engineering 
by 
Girish Gautam 
(Roll no: 211EC3307)   
 
 
 
 
Department of Electronics and Communication Engineering 
National Institute of Technology, Rourkela-769008, India 
2013 
 
2 
 
BIOMETRIC IDENTIFICATION USING ANALYSIS OF 
CARDIAC SOUND  
 
Thesis submitted in partial fulfilment for the 
Award of the degree of  
Master of Technology 
in 
Electronics and Instrumentation Engineering 
by 
Girish Gautam 
(Roll no: 211EC3307)   
 
under the guidance of 
 
Prof. Samit Ari 
 
 
Department of Electronics and Communication Engineering 
National Institute of Technology, Rourkela-769008, India 
2013 
 
3 
 
 
 
 
 
 
 
Declaration 
 
I hereby declare that the work presented in the thesis entitled “Biometric Identification using 
analysis of cardiac sound” is a bona fide record of the research work done by me under the 
supervision of Prof. Samit Ari, Department of Electronics & Communication, National 
Institute of Technology, Rourkela, India and that no part thereof has been presented for the 
award of any other degree. 
 
 
 
 
Girish Gautam 
(211EC3307) 
  
4 
 
 
National Institute of Technology 
Rourkela 
 
CERTIFICATE 
 
This is to certify that the thesis titled “Biometric Identification using analysis of cardiac 
sound” submitted by Mr. Girish Gautam in partial fulfilment of the requirements for the 
award of Master of Technology degree in Electronics and Communication Engineering 
with specialization in “Electronics and Instrumentation Engineering” during the session 
2011-2013 at National Institute of Technology, Rourkela is an authentic work by him 
under my supervision and guidance. 
To the best of my knowledge, the matter embodied in the thesis has not been sub-mitted to 
any other university/ institute for the award of any Degree or Diploma. 
 
 
                                                   Dr. Samit Ari 
                                                                   Assistant Professor 
Dept. of  Electronics & Comm. Engg. 
National Institute of Technology 
Rourkela- 769008  
5 
 
Abstract 
Human Heart Sound is unique in nature. It helps to regulate the pumping blood to the rest of 
the organ system for proper function, so that that pumping blood abruptly passes through the 
heart chamber to create heart sounds which are sounds as LUB and DUB via closure of 
Bicuspid and Tricuspid valve. These sounds having two segments S1 belongs to first sound 
and S2 belongs to second sound. In my works, first we made data collection from our ten 
volunteer of the age group 20-40 during three months period using Digital Stethoscope. We 
are having 100 heart samples stored in database. Then feature extraction using LFBC (linear 
frequency band cepstral), feature extraction  method  includes STDFT for converting the time 
domain signal into frequency domain. Then magnitude was taken and rejecting the phase part 
which generally include noise interference. Next the filter bank is applied, which reject the 
unwanted high frequency components. After that Dimension compression technique was 
used. Using DCT (Discrete Cosine Transform) here logarithmic first 24 coefficient was 
taken. Then Spike removal is done for removing the artifacts of position of hand movement 
while taking heart sound. At last, cepstral means subtraction is done, which removes the 
artifacts, here position of stethoscope is not same at all the time, after this operation is done, 
cepstral coefficient as our feature vector. Then Classification is done, using BP-MLP-ANN 
where 50 numbers of heart sound signal as Training and 50 numbers of heart sound signal as 
Testing are applied. The identification results show 52 % of performance accuracy.    
 
 
6 
 
Acknowledgements 
I would like to express my gratitude to my supervisor Prof. Samit Ari for his guidance, advice 
and constant support throughout my thesis work. I would like to thank him for being my 
advisor here at National Institute of Technology, Rourkela. Next, I want to express my 
gratitude to Prof. S. Meher, Prof. S.K. Patra, Prof. K. K. Mahapatra, Prof. S. K. Behera, Prof. 
Poonam Singh, Prof. T. K. Dan, Prof. U. C. Pati, Prof. A. K. Sahoo, Prof. D. P. Acharya, and 
Prof. S. K. Das for their teachings and extended help.I would like to thank all faculty 
members and staff of the Department of Electronics and Communication Engineering, N.I.T. 
Rourkela for their generous help which played a vital role in various ways for the successful 
completion of this thesis. I would also like to mention the names of Manab Das, Dipak 
Ghosh, Gautam, Deepesh, Pankaj, Avinash, Satya, Sonu, Rakesh, Bijay and Ramesh for their 
help and support during the heart sound data collection. I would like to thank all my friends 
and especially my classmates for all the thoughtful and motivating discussions we had, which 
encouraged me to think beyond the observable. I am especially grateful to my parents for 
their love and support and would like to thank my parents for raising me in a way to believe 
that I can achieve anything in life with hard work and dedication. 
 
 
Girish Gautam 
 
 
 
  
7 
 
 
          CONTENTS 
 
Certificate  
 
4 
Abstract 
 
5 
Acknowledgement 
 
6 
List of figure 
 
9 
List of Tables 
 
10 
1  
 
Introduction 12 
 1.1 
 
What is Biometric system 13 
 1.2 
 
Identification 14 
 1.3 
 
Salient feature of a Biometric System 15 
 1.4 
 
Phonocardiogram as a physiological trait for Biometric 
System 
16 
 1.5 
 
Heart Sound Production 17 
 1.6 
 
Data collection 19 
 1.7 
 
Advantages of PCG signals 20 
 1.8 
 
Normal and Abnormal PCG signal 20 
 1.9 
 
Motivation  20 
 1.10 
 
Thesis outline 21 
2  
 
Extraction of Feature 23 
 2.1 
 
Block diagram of LFBC based feature extraction 23 
  
2.1.1 STDFT 24 
  
2.1.2 Magnitude 24 
  
2.1.3 Filter bank 24 
  
2.1.4 Dimension Reduction with DCT 24 
  
2.1.5 Removal of spike 25 
  
2.1.6 Cepstral means Subtraction 26 
8 
 
3 
 
 BP-MLP-ANN as Classifier 28 
 
3.1  Structure of a single node  28 
 
3.2  Multilayer Network  29 
 
3.3  Training  29 
 
3.4  Back Propagation Algorithm  29 
 
3.5  Perceptron 30 
 
3.6  ANN Parameter 32 
4   Experimental Results 34 
 4.1  Identification results 35 
5   Conclusions and Future work 36 
 5.1  Conclusions  37 
 5.2  Future works 37 
   Bibliography  
 
 
 
 
 
 
 
 
9 
 
List of Figures 
   
1.1 Two phases of Biometric authentication system 14 
1.2 Typical waveform of S1 and S2 of PCG wave 15 
1.3 Auscultation Point present in human chest 16 
1.4 Cross section of a human heart 17 
1.5 Data Collection using Digital Stethoscope 18 
1.6 Normal and abnormal heart sound 20 
2.1 Block diagram of the LFBC feature extraction process 23 
2.2 Structure of a single neuron 28 
2.3 Structure of a Multi layer Back Propagation NN 31 
4.1 Block diagram of identification process 35 
 
 
 
 
 
 
 
 
 
10 
 
List of Tables 
   
1.1 Difference between Diastolic and Systolic 17 
4.1 Confusion Matrix for 24 feature vector 35 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
11 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dedicated to 
My parents, and my sisters 
  
12 
 
 
 
 
CHAPTER 1 
INTRODUCTION  
13 
 
1. Introduction 
 
 
1.1 What is a Biometric System 
        Generally biometric itself means related with living thing as we human being , although 
we are having different types of biometric traits such a heart sound, Iris, Retina, face, finger-
print etc. All biometric attributes playing dissimilar role for their recognition. No such human 
being having same biometric traits. Sometimes same feature of Iris, face, but Heart sound is 
uniqueness in nature, no one duplicate it.[33][34]  
Biometric identifiers are the distinctive and measurable characteristics used to label and 
describe individuals identity.[35] Biometric identifiers are often categorized as physiological 
versus behavioural characteristics. A physiologic biometric should be identify by iris scan, 
DNA or fingerprint.[1] 
More traditional means of getting at control including the nominal-based identification 
systems, such as a driver's license or passport, and knowledge-based identification systems, 
such as a password or personal identification number[37][38]. Since biometric identifiers are 
unique to every individuals, they are more honest in verifying identity than token and 
knowledge-based methods, however, the collection of the biometric identifiers arouses 
secrecy concerns about the prime use of this information.[1] 
 
Biometric authentication processes comprising of two phases. In first phase the database is 
made where the feature sets of Heart sound of each individual is stored. In second phase the 
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extracted feature sets are compared  with the feature templates stored  in the database to find 
a match.[1][2]. 
 
1.2 IDENTIFICATION  
Now a days, Crime is growing very fast in our world. To identity the suspect behind it.We 
have to identity through by our memory based picture. Or any other means of photograph, 
and through different person claiming for that. This type of system already present in police 
department for thief to identity. If we make the data base of all the previous visited thiefs 
with their every means of biometric identification i.e, Fingerprint, Face, iris, and DNA etc. 
The process of identiﬁcation can be realized from how a crime defendent is known by a 
witness. Witness's job is to find  out the criminal among the suspects on the basis of the 
physical assign that is stored in his memory. In biometric system the classifier is first trained 
with the features of the different classes. Feature extracted from the query sample is matched 
with the stored classes and finally a conclusion is made about which class of  query sample 
going to match first. 
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Phase 1: Development of                                 Phase 2: Pattern Matching 
           the Databases 
 
Figure 1.1 Two phases of Biometric Authentication System.[2] 
 
1.3 Salient Features of heart Sound as Biometric   
 Distinctiveness. Two persons should be different in terms of the characteristic 
property. 
 Permanence. The characteristic should be sufficiently in-variant  over a period of 
time. 
 Universality. Each person should be having the unique characteristic. 
 Invariability : The system performance should remain same over a long duration of 
time.  
 Uniqueness : Every person’s Heart Sound is unique in nature. 
 Easy accessibility: The physiological trait should be easily accessible. 
 Collectibility. The feature should be quantitatively measurable.[49] 
Phonocardiogram 
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Feature 
Extraction 
 
Database 
 
Database 
Phonocardiogram 
signal 
 
Feature 
Extraction 
 
Not Identified 
 
Identified 
Pattern 
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There are many other types of trading points for a biometric system, like data storage 
requirements, cost, sensor quality etc.[28][29] One of the important counter is  to consider is 
whether heart sound as phonocardiogram based biometric system will be a good option or 
not. For universality purpose, this biometric system is best for all privacy point of you. 
Although for accessing BANK locker, Password protected jewellery shop, Personal 
Computers etc.[3] 
 
1.4  PCG as a physiological trait for Biometric Systems 
 
Figure-1.2 Typical waveform of S1 and S2 of PCG wave[4] 
First and second heart sounds as S1 (LUBB)  and S2 (DUBB) are produced by sudden 
closure of atrio-ventricular and semi lunar valves i.e, bicuspid and tricuspid valve present 
between the atria and ventricle with the flow of blood abruptly  S1 and S2 segment contain 
information of activity of heart as working normal.[36] The frequency range is 20-150Hz. 
Every living human being has a universal heart sound and the sound can easily be accessed 
by holding stethoscope in the auscultation sites in the chest region.[30] By the advent of 
improved data acquisition systems these sounds can promote be stored in a computer using a 
17 
 
digital stethoscope developed by HD fon. All these features create heart sounds suited for the 
use in Biometric system. Therefore the sound produced depends on the valves. As the valve's 
nature differs from person to person. Figure 1.3 shows the auscultation point present i.e, 
Aortic, Pulmonary, Mitral and LLSB[31][32]  
 
Figure 1.3 – Auscultation Point present in human chest [4] 
 
1.5 Heart Sound Production 
The human heart has four chambers, left and right Atrium, left and right Ventricles. Inside the 
heart, blood flows from Atrium to Ventricles and from Ventricles it is pumped out from the 
heart through Pulmonary Artery and Aorta.[4]. The process of pumping the blood occurs in 
two stages, Diastole and Systole which determine the Blood pressure. There are 2 types of 
Blood Pressure i.e., Low Blood Pressure and High Blood Pressure.[50] 
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Table 1.1: Different between Diastolic and Systolic [5] 
 
 
 
 
Diastolic 
 
 
Systolic 
 
Definition: 
It’s the pressure that is maintain on 
the walls of the various arteries 
around the body in between heart 
beats when the heart is relaxed. 
It measures the amount of 
pressure that blood exerts on 
arteries and vessels while the 
heart is beating. 
 
Normal Range: 
60 – 80 mmHg (adults); 65 mmHg 
(infants); 65 mmHg (6 to 9 years) 
90 – 120 mmHg (adults); 95 
mmHg (infants); 100 mmHg 
(6 to 9 years) 
 
Importance with 
ages: 
Diastolic readings are particularly 
important in the monitoring blood 
pressure in younger individuals. 
As a person's age increases, 
so too does the importance of 
their systolic blood pressure 
measurement. 
 
Blood Pressure: 
Diastolic represents the minimum 
pressure in the arteric 
Systolic represents the 
maximum pressure exerted 
on the arteries. 
Blood Pressure 
reading: 
The lower number is diastolic 
pressure. 
The higher number is the 
systolic pressure. 
Ventricles of the 
Heart: 
Fill with blood Left ventricles contract 
 
Etymology: 
"Diastolic" comes from the Greek 
diastole meaning "a drawing 
apart." 
"Systolic" comes from the 
Greek systole meaning "a 
drawing together or a 
contraction." 
Blood Vessels: Relaxed Contracted 
 
 
 
Figure 1.4: Cross section of a human heart [6] 
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Heart sound is in the range of 15-200 Hz. Two major heart sounds are the S1 or LUBB and 
S2 or DUBB. S1 sound is caused by the sudden blockage of reverse blood flow due to closure 
of the Atrio-ventricular valves, i.e. Tricuspid and Mitral (Bicuspid), at the beginning of 
ventricular contraction, or Systole. S2 sound is caused by the abrupt blockage of reversing 
blood flow due to closure of the Semilunar valves (the Aortic valve and Pulmonary valve) at 
the end of ventricular systole, i.e. beginning of ventricular diastole. [39] 
 
1.6 Data Collection 
Generally PCG signals are not freely available on a large scale for research purposes. So we 
have to create our own database of PCG signals. Here ten volunteers contributed to the 
building of the database of heart sounds. For the project it was required to store heart sounds 
for further processing. The digital Stethoscope manufactured by HDFono Doc has the USB 
connectivity and the heart sound can be stored in Personal Computer directly in .wav format 
 
Figure 1.5: Data Collection using Digital Stethoscope [7] 
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Through the USB connectivity the instrument can directly store the heart sound into the PC in 
Waveform Audio File Format, also known as WAV format. The volunteers are in the age 
group 20-35. For a particular volunteer each sample (of 20 second duration) was collected 
with a minimum time gap of one hour. This process of data collection continued for three 
months. All the volunteers were having normal heart sounds [2]. 
 
1.7 Advantages of PCG Signals 
There are various advantage of PCG signals some of them can be stated as follows: 
1. It detects diseases. 
2. It designate the failure of valves 
3. It shows tachycardia and bradycardia.[42] 
 
1.8 Normal and Abnormal PCG Signals 
Normal heart sound contain normal heart sound segment S1 and S2, which gives information 
of functionality of heart sound.[40] Abnormal Heart sound contain irregularity in nature 
which give rise to tachycardia and bradycardia i.e, High heart beat rate and Low heart beat 
rate respectively. Sometimes also results the failure of Bicuspid and Tricuspid valve which 
regulate the blood in human body with irregular times.[41] 
 
Figure 1.6-Recorded heart sound  
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1.9 Motivation 
The heart sound collection is amazing using Digital stethoscope. Auscultations point  be used 
to identify an individual is storming. The Phonocardiogram signals of any two individual 
cannot be same and cannot be rebuilt by artificial means, but if is made sound production 
mechanism fails. Its is biggest advantage as a biometric trait. The experiments carried in our 
laboratory indicates feature extraction using linear frequency band cepstral based processes 
lacked the some accuracy due to noisy interference in data. While ANN will take more time 
for registration of person but once it was enrolled and the network was created with different 
hidden nodes and weight values, Over all the fields of Biometric identification based on 
phonocardiogram are still an active and important field of research. The estimate to try a 
LFBC based feature set was motivating enough to go for the project. 
 
1.10 Thesis Outline 
            The rest of the thesis is organized in the following manner.  
 Chapter two describes the Extraction of Feature using LFBC. The feature extraction 
technique is composed of STDFT, Magnitude, Filter Bank, Dimension Compression, 
Spike Removal, Cepstral means Subtraction. The cepstral coefficient itself as Features 
containing 24 coefficients.  
 Chapter three we describe the Classification Process, Back Propagation Multilayer 
Artificial Neural Network as our Classifier, The artificial neuron acts like as Natural 
neuron of the Brain. Here 50 samples used as a Training and remaining 50 samples as 
Testing. The Identification Results shows only 52 % efficiency. 
 Chapter four describe the Conclusion and Future works, here a better results can be 
obtained from support vector machine. Heart sound as biometric also can be used as 
attendance system in college and R&D area and Bibilography. 
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Introduction 
Generally why we need feature extraction of any signal ? however any kind of signal contain 
some information in it. The characteristic of signal differ by a single second. To take out the 
information present in the signal. That process of extracting feature is called feature 
extraction.   
Extraction of Feature using LFBC 
Feature extraction is the process of extracting useful information from a signal. In this project 
we require features that can describe the individuality of a PCG signal of a particular person. 
For PCG signal frequency ranges from 20-200 Hz in frequency[33][43] 
2.1 Block diagram of LFBC based feature extraction  
 
 
 
 
 
 
 
 
 
 
Figure 2.1: Block diagram of the LFBC feature extraction process[9] 
Phonocardiogram 
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2.1.1 STDFT 
 The process of feature extraction starts with the Short Time Discrete Fourier Transform 
(STDFT) of the stored PCG signals, which convert in the frequency domain.[9][4]. STDFT is 
a special class DFT technique where we use a shifting window. If x[n] is the discretize signal 
then DSTFT is given by: 
 iwn
n
emnwnxwmXnxDSTFT 


  ][][),(]}[                       2.1 
With the window w[n] and m is the shift. For heart sounds we apply a window of 0.5 Sec 
with a shift of 250 milliseconds.  
2.1.2 Magnitude 
After acting the transform only the magnitude part is selected as it contain less noisy portion 
and rejecting the phase part because it retain with heavy disturbance. 
2.1.3 Filter Bank  
Next the signal (Magnitude part) is band pass filtered 20-150 Hz. So that it will reject the 
high frequency components i.e., it contains noisy interference.  
2.1.4 Dimension Compression with DCT  
Next the logarithm of the coefficients is taken as it helps to compensate the effect of the air 
column channel of the Stethoscope. And then we perform Discrete Cosine Transform (DCT) 
as its an empirical formula of Principal Component Analysis which gets the desired Cepstral 
coefficients.[4]. The overall process can be represented mathematically as: 
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                                     )],(log[),( wmXwmxn                                                      2.2     
                            ])
2
1
(cos[
1
0
kn
N
xX
N
n
nk 



                                                   2.3 
So, Xk is our desired cepstral coefficients. K denotes the total number of frequency bins 
present between 20 to 150 Hz. We reduce the dimension of feature vector to 24 by selecting 
only first 24 cepstral coefficients. It is done because the higher order cepstral contain very 
little information. 
2.1.5 Removal of spikes  
After the dimension compression the next step is the peak removal which is generally done to 
remove the artifacts due to hand movement and other activities etc. To perform this operation 
we will take the energy of each segment E[n], so that every window should removal artifacts, 
where n denotes the segment index. We take threshold value of 15dB.  
                                              ])[lg10(min][lg10 nEnE n                                               2.4 
Next, we are going to compensate to  the effect of the channel into the signal. The dispute  is 
a channel transfer function of stethoscope depends upon the region from where data is 
collected which cannot be kept exact same point at all the time. So it is impossible to 
neutralise the effect completely.  
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2.1.6 Cepstral means Subtraction  
Now the mean over a range of data was taken and deducted the mean of the data. If the 
dimension of the data is k (Cepstral coefficient/window) total transfer function of the process 
can be assign as Z[n,k] and the process transfer function as X[n,k] and the average channel 
transfer function was given by Y[k]. So we can write this as follows: 
                                                  ][],[),( kYknXknZ                                                   2.5 
As the log Cepstral coefficient is taken as 24 here, the process has become additive in 
logarithm 
                        ])[log()],[log()],[log( kYknXknZ                         2.6 
So the Cepstral coefficients CZ[n: k] can be written as follows: 
                                           )(),(),( kCknCknC yxz                                                              2.7 
Now after subtracting the mean ][, nC kZ  over n data, we can theoretically cancel the effect 
of the channel. 
                                 ][][][][ ,,,, nCnCnCnC kxkxkzkz                                               2.8 
Atlast, from the one samples of one volunteer, having 24 cepstral coefficient as its feature  
But in reality the effect is never fully deleted. 
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CHAPTER 3  
CLASSIFICATION  
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Artificial Neural Network 
The fundamental element of an ANN is called nodes. Nodes act like artificial neurons which 
is generally same as natural neurons. This concept is initiated by real neurons present in the 
nervous system.[10] 
3.1 Structure of a single node 
In mathematical terms we can write: 
                                                                  


m
j
jjkk xwv
0
                                                                      3.1 
 
          bx 
 
                                                                             Activation Function 
 
 
                                                            Output (yk) 
 
 
 
Input signal 
Figure 2.2: Structure of a single neuron 
Here x1 x2 are the input signals and w1, w2 are the synaptic weights of the kth neuron. vk is 
the activation potential of the neuron. Bias bk  is considered as bk = w0j x0 Output of the 
neuron yk can be represented as: 
Wk1 
Wk2 
Wkn 

 
(.)
 
X1 
X2 
….. 
….. 
…
… 
Xn 
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                                                                   )( kk vy                                                                            3.2 
)(  is called the activation function. Activation function can be settled or it can be the 
probabilistic. Most popular and commonly used activation function is sigmoid function 
                                                          
)exp(1
1
)(
av
v

                                                                   3.3 
 
3.2 Multilayer Network 
Generally Neural Network are made up of multiple hidden layers of nodes or artificial 
neurons same as our neuron in brain. The overall function of this hidden layer is to make the 
network output follow the desired form. The network with the multiple layer can follow 
higher order statistics. 
 
3.3 Training the feature vector 
Training is the process of obtain the desired output when certain inputs are provided . Neural 
Network weights are corrected according to the error signal rendered. The error can be built 
in lots of ways. In the easiest form it is the difference between the desired output and actual 
output. 
 
3.4 Algorithm of Back Propagation 
In training, we alter the synaptic weights in such a way that the overall error rate is reduced. 
The average squared error energy )(nav  is obtained by adding "(n) overall n and normalizing 
with respect to the set size N. )(n  is the instant value of the error energy obtained from the  
adding the mean individual error energy of a single node over all neurons in the output layer. 
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The change in the synaptic weight is given by: 
                                                  )(
)(
)(
n
n
n
ji
ji 





                                                                      3.5 
  is called the learning rate parameter of the weight.. The smaller it’s a value the smaller will 
be the change in the weight and that means smoother trajectory in the weight space. But the 
training time will be increase if the learning rate is very small value. Partial derivative 
)(
)(
n
n
ji



 is called the sensitivity factor of weight. It can be shown here: 
                                                               )().()(
)(
nyn
n
n
ij
ji





                                                        3.6 
Where ))(()()( ' nvnen jjjj    So we get: 
                                                     )().(.)( nynn ijji                                                        3.7 
3.5 Perceptron 
Suppose we have to a set of learning sampled consisting of an input vector xj and a desired 
output yk. For the classification job the yk is usually +1 or -1 The perceptrons learning rule is 
very easy and robust  can be submitted as follows [11]: 
1. Start with the random weights for the connections in Neural Network. 
2. Select an input vector xj from the set of training samples of heart sound. 
3. If yk = xj the perceptron gives an wrong response, then modify all connections wkj 
according to 
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                                                                     jkkj xy .                                                                  3.8 
4. Go back to 2. 
Above, the fundamentals of the Back Propagation Multilayer Perceptron Artificial Neural 
Network are devoted in the detailed manner. [12][13][14]. 
 
              Weight A                                                               Weight B 
 
 
                    Bias B                                                 Bias D 
 
Figure 2.3: Structure of a Multi layer Back Propagation NN [20] 
Back propagation MLP ANN is very popular due to its simplicity and quick and fast 
processing. MLP ANN is preferred choice of classification for the speech recognition [15]. 
[16] uses ANN for classification of heart murmurs and a classification accuracy of 52 % is 
achieved. [17] These literatures designate the efficient performance of BP ANN in case of 
time-frequency domain features to frequency domain.. The same is selected for the 
classification of the extracted feature in this work. For identification process the Neural 
Network with 45 hidden nodes was trained using 10 heart cycle features per class. A total of 
10 classes of data is used. The Input training vector is allowed for the input nodes. This input 
Input layer Hidden Layer Output Layer 
f|
 
f|
 
f|
 
f|
 
f|
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values flow in forward direction from the input to the hidden to the output layers to get the 
desired output values. The output values are equated with desired target values to the 
generate error E signal. The error signal is then again sent back to changing the weight Wij. 
This process continues until the error E reaches a permissible optimal value ET. A detailed of 
Multilayer Perceptron ANN structure and the algorithms are given.[20] Once the training or 
learning is complete we sent the testing samples in the input nodes for learning and testing, 
match with the target and finally outputs results. 
3.6 ANN Parameter 
% INITIALIZE NETWORK PARAMETERS 
net = init(net); 
net.trainParam.show = 25; 
net.trainParam.lr = 0.5; 
net.trainParam.mc = 0.9; 
net.trainParam.lr_inc = 1.01; 
net.trainParam.lr_dec = 0.9; 
%%% CHANGEABLE VARIABLE %%%% 
net.trainParam.epochs = 100000; 
net.trainParam.goal = .000001; 
%%%%%%%%%%%%%%%%%%%%%% 
net.trainParam.max_fail = 5; 
net.trainParam.min_grad = 1e-007; 
net.trainParam.max_perf_inc = 1.04; 
net.trainParam.time = Inf; 
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The Normalised feature vector from linear frequency band cepstral based feature extraction 
process. Then the Classification is done with feature vector as the input vector for Multilayer 
Perceptron Artificial Neural Network as Classifier, here we are taking 49 hidden nodes. For 
first 24 Cepstral Coefficient as features. Identification results shows 52% efficiency for 
identifying among the 10 Classes. Classifier help to training and testing operation for 
identifying the classes we mentioned earlier, here we are using 2 layer with different hidden 
nodes.   
4.1 Identification results  
    The process of the identification system as shown in Figure 4.1 is process of selecting one 
match from each class among many. the query sample is compared with the database of 
stored heart samples to find a matching. MLP-ANN classifier was trained using 50 heart 
feature vector. After training the Identification system was tested using 50 heart samples. 
Each sample is 15 heart cycle long. Each sample goes through the process of feature 
extraction and then 24 feature vectors are created for each sample and made a feature vector 
of dimension 100x24. Although these feature shows the information we require from the 
heart sound as much as good. Through segmentation process any transform can be applied to 
obtain the better results via using different type of classifier for classification mechanism. But 
sometimes expected results not came due to noisy data taken for identification. The confusion 
matrix shows the how much classes are match while testing, Due to similar pattern of feature 
present in the classes 1 to 4. While the other classes shows dissimilar matching, that why 
accuracy is upto 52 % . i.e. which is very less as we expected.   
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Figure 4.1: Block diagram of identification process. 
 
The identification result shows that the class 1, class 2, class 3, class 4 and class 10 of 
training set are  completely match with testing set. But from class 5 to class 9 show improper 
results while identification simulation process. Accuracy we are getting upto 52 % which is 
very less. Actually the Neural Network wouldn’t identify much more among the classes 5, 6, 
7 and 8. The patterns of feature vector are very similar that’s why Neural Network confused 
to identify them. However sometimes the iteration gives better results if we increase its count, 
but if the desired output is not match with the target set for identification process, then the 
weight of node changes accordingly to improve the output, here we are using 49 hidden 
nodes for that, Training plays important role to understanding the pattern of each classes and 
Testing is done according from the training data. 
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Table 4.1 Confusion Matrix for 24 feature vector  
 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
P1 5 0 0 0 0 0 0 0 0 0 
P2 0 5 0 0 0 0 0 0 0 0 
P3 0 0 5 0 0 0 0 0 0 0 
P4 0 0 0 5 0 0 0 0 0 0 
P5 0 1 0 1 0 0 1 1 0 1 
P6 0 0 2 1 0 0 0 1 0 1 
P7 1 0 1 1 0 0 1 0 1 0 
P8 0 0 1 1 0 1 0 0 2 0 
P9 0 0 0 1 0 0 1 0 1 2 
P10 0 0 0 0 0 1 0 0 0 4 
Total Sampled Tested -50  Correct Identification- 26 
Accuracy-52 % 
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Conclusions and Future Work 
5.1 Conclusion  
A novel technique has been used with linear frequency band cepstral based feature set for 
automatic identification system. The PCG signal is in time domain, so to convert in frequency 
domain from STDFT ,then the magnitude part is taken and rejecting the phase part, which 
contain noisy, Next the filter bank is applied to remove the high frequency component 
present in it, although filtering the signal between 20-150 Hz. Due the position of hand 
movement which affect the signal to store, For removing this artefact we use peak removal 
operation, At last but not least Cepstral means subtraction, Due to position of stethoscope is 
not fixed all the time, the relative transfer function of device is affected, we have to multiply 
the transfer function of device and with the signal. So that the remaining part left is cepstral 
coefficient as our feature vector. Which results showing accuracy of 52 %.. 
5.2 Future works 
The project has achieved some of the major objectives such as implementing a new time 
frequency domain feature set. It is giving satisfactory result. These are 
1. If we use other classifiers like a support vector machine and Proximal support vector 
machine, Gaussian Mixture Models then they shows better accuracy results among all. 
2. With the help of with other biometric systems i.e, fingerprint recognition, Face recognition, 
Iris recognition showing the benefits of biometric systems in future. 
3. A better segmentation technique can be applied. Because of windowing the segmentation 
process is not accurate. But the problem is overcome through aligning process. 
4.  This technique can be used in college campus as attendance system. 
 
39 
 
Bibliography  
[1]. Ruud Bolle and Sharath Pankanti. “Biometrics Personal Identification in  Networked 
Society” Personal Identification in Networked Society. Kluwer Academic Publishers, 
Norwell, MA, USA, 1998. ISBN 0792383451 
[2]. C. Vielhauer. “Biometric User Authentication for It Security: From Fundamentals to 
Handwriting,” Advances in Information Security. ISBN 9780387261942 
[3]. K.Phua, Jianfeng Chen, Tran Huy Dat and Louis Shue, “Heart Sound as a Biometric,” 
Pattern Recognition, vol.41(c) pp: 906-917, March 2008, ISSN 0031-3203 
[4]. S. Lehrer, “Understanding Pediatric Heart Sounds,” ISBN 9780721696461 
[5]. Klabunde, Richard, Lippincott Williams & Wilkins. “Cardiovascular Physiology 
Concepts,” (2005) pp. 93–4.ISBN 978-0-7817-5030-1 
[6]. http://en.wikibooks.org/wiki/Human_Physiology/The_cardiovascular_system 
[7]. http://hdmedicalgroup.com/products-page/audio-visual-stethoscope/viscope/ 
[8]. B. Bates, “The Cardiovascular System,” A Guide to Physical Examination and 
History Taking. 9h Ed. 2005. 
[9]. D.A. Reynolds  and R.C. Rose. “Robust text-independent speaker identification using 
gaussian mixture speaker models,” IEEE Transactions on Speech and Audio 
Processing, , vol.3(1) pp:72-83, jan 1995. ISSN 1063-6676. doi: 10.1109/89.365379 
[10]. Chai Wutiwiwatchai, Sutat Sae-tang, and Chularat Tanprasert. “Thai text-dependent 
speaker identification by ANN with two different time normalization techniques,” 
[11]. Ben Krse, Ben Krose, Patrick vander Smagt, and Patrick Smagt. “An introduction to 
neural networks,” 1993 
[12]. S.S. Haykin. “Neural networks a comprehensive foundation”. Prentice Hall, 1999. 
ISBN 9780132733502. URL http://books.google.co.in/books?id= bX4Paqaamaaj 
[13]. M.T. Hagan, H.B. Demuth, and M.H. Beale. “Neural  Network Design. Electrical 
Engineering Series”. Pws Pub., 1996. ISBN 9780534943325.  URL http://books. 
google.co.in/books?id=diiNQgAACAAJ 
[14]. E. Gelenbe. “Neural networks: advances and applications”. ISBN 9780444885333 
[15]. Sutat Sae-Tang and C. Tanprasert. “Feature windowing-based thai text-dependent 
speaker identification using mlp with back propagation algorithm”. In Circuits and 
Systems, 2000. Proceedings. ISCAS 2000 Geneva. The 2000 IEEE International 
Symposium on, volume 3, pp 579-582 vol.3, 2000. doi: 10.1109/ISCAS.2000. 856126 
 
[16]. S.L. Strunic, F. Rios-Gutierrez, R. Alba-Flores, G. Nordehn, and S. Burns. “Detection 
and classification of cardiac murmurs using segmentation techniques and artificial 
neural networks,” IEEE Symposium on Computational Intelligence and Data Mining,  
pp 397-404, 2007-april 5 2007. doi: 10.1109/CIDM.2007.368902 
40 
 
[17]. J. Vepa. “Classification of heart murmurs using cepstral features and support vector 
machines,” In Engineering in Medicine and Biology Society, Annual International 
Conference of the IEEE, pp 2539-2542, sept. 2009. 
[18]. S.L. Strunic, F. Rios-Gutierrez, R. Alba-Flores, G. Nordehn, and S. Burns. “Detection   
and classification of cardiac   murmurs using segmentation techniques and artificial 
neural networks,” In Computational Intelligence and Data Mining. IEEE Symposium 
on, pp. 397-404, 1 2007-april 5 2007. 
[19]. A.Thomas. Lasko, Jui G. Bhagwat, Kelly H. Zou, and  Lucila Ohno-Machado. “The 
use of receiver operating characteristic curves in biomedical informatics,” Journal of 
Biomedical Informatics, vol 38(5) pp: 404-415, October 2005. ISSN 1532-0464. URL 
http://dx.doi.org/ 10.1016/j.jbi.2005.02.008. 
[20]. C.M. Bishop, “Neural Networks for Pattern Recognition,” Clarendon Press, Oxford, 
UK 1995. 
[21]. Y. Linde, A. Buzo, and R. Gray. “An algorithm for vector quantizer design. 
Communications,” IEEE Transactions on, vol. 28(1) pp.84-95, jan 1980. ISSN 0090-
6778. doi:10.1109/TCOM.1980.1094577. 
[22]. F. Beritelli and A. Spadaccini. “Heart sounds quality analysis for automatic cardiac 
biometry applications,” In Information Forensics and Security, First IEEE 
International Workshop on, pp 61-65, dec. 2009. doi: 10.1109/WIFS.2009.5386481. 
[23]. F. Beritelli and A. Spadaccini. “An improved biometric identification system based on 
heart sounds and gaussian mixture models,” In Biometric Measurements and Systems 
for Security and Medical Applications (BIOMS), IEEE Workshop on, pp 31-35, sept. 
2010. 
[24]. F. Beritelli and A .Spadaccini. “Human identity verification based on linear frequency 
analysis of digital heart sounds,” In Digital Signal Processing, 16th International 
Conference on, pp 1-5, july 2009. 
[25]. R. Acharya, J. S. Suri, J. A.E. Spaan and S .M. Krishnan, “Advances in Cardiac 
Signal Processing,” springer, pp. 1-50 
[26]. Burhan Ergen, Yetltin Tatar, “The  analysis  of  heart  sounds based on linear and high 
order statistical methods [M],” Proceeding of the 23 'Annual IEEE-EMBS; vol. 13. pp. 
411-430, 2001. 
[27]. B. EI. ASIR, L. KHADRA,  AH  AL-ABBASI,  et  al, “Time-frequency  Analysis  of  
Heart  Sounds  [M],” IEEE TENCON.  Digital  Signal  Processing  Application; vol.  
26. pp. 287-314 1996. 
[28]. T  Oskiper, R Watrous, “Detection  of  the  First  Heart  Sound using  a  Time-delay  
NeuralNetwork  [M],”  IEEE,  Computers  in Cardiology; vol. 10 pp. 168-171, 2002 
[29]. Julian Jasper, and Khair Razlan Othman, “Feature Extraction for Human 
Identification Based on Envelogram Signal Analysis of Cardiac Sounds in Time-
Frequency Domain,” International Conference on Electronics and Information 
Engineering (ICEIE 2010) vol.2 pp.228-233, 2010. 
41 
 
[30]. B. El-Asir and K.Mayyas, “Multiresolution Analysis of Heart Sound Signal Using 
Filter Banks,” Information Technology Journal of Asian Network for Scientific 
information, vol. 3(1) pp. 36-43, 2004. 
[31]. H. Liang, S. Lukkarinen, and I. Hartimo, “Heart sound segmentation algorithm based 
on heart sound envelogram,” in Computers in Cardiology, Lund, Sweden, pp. 105-108 
1997. 
[32]. F. Beritelli, S.Serrano, “Biometric Identification Based on Frequency analysis of 
Cardiac Sounds,”, IEEE International Conference on Signal Processing and 
Communications (ICSPC 2007), pp.608-611, 24-27 November 2007. 
[33]. A. Djebbari and B.Reguig, “Short-time fourier transform analysis of the 
phonocardiogram signal,” IEEE International Conference on Electronics, Circuits, 
and Systems, pp. 844-847, 2002. 
[34]. K. Jain, A., A. Ross, and S. Pankanti, “Biometrics: A tool for information security,” 
IEEE Transactions on Information Forensics and Security, vol. 1, no. 2, pp.125-143, 
June 2006. 
[35]. J. Ortega-Garcia, Bigun J., D. Reynolds, and J. Gonzalez-Rodriguez, “Authentication 
gets personal with biometrics”, Signal Processing Magazine, IEEE , vol. 21 , i2 , pp. 
50 - 62, March 2004. 
[36]. L. Biel, O. Pettersson, L. Philipson, and P. Wide. “ECG Analysis: A New Approach 
in Human Identification”, IEEE Transactions on Instrumentation and Measurement, 
vol. 50. pp. 808 – 812. 2001. 
[37]. J. Ortega-Garcia, Bigun J, D. Reynolds and J. Gonzalez-Rodriguez. “Authentication 
gets personal with biometrics,” Signal Processing Magazine, IEEE, vol. 21. pp.50 –
62. 
[38]. Lu guanming etc. “Biometrics Overview,” Journal of Nanjing University of Posts and 
Telecommunications, vol.27(1) pp. 37-45. 
[39]. Burhan Ergen, Yetltin Tatar, “The analysis of heart sounds based on linear and high 
order statistical methods,” Proceeding of the 23 'Annual IEEE-EMBS, vol. 13 pp.  
411-430. 
[40]. K. Phua, Tran Huy Dat, Jianfeng Chen, and Louis Shue, “Human identification using 
heart sound,” Workshop on Multimodal User Authentication, Toulouse, France,  pp. 
1-7. May 2006. 
[41]. B. El-Asir and K. Mayyas, “Multiresolution Analysis of Heart Sound Signal Using 
Filter Banks,” Information Technology Journal. Asian Network for Scientific 
information, vol. 3(1) pp. 36-43, 2004. 
[42]. M. Malik, “Heart Rate Variability: Standards of Measurement, Physiological 
Interpretation, and Clinical Use,” European Heart Journal Circulation 93. pp 1043 – 
1065. 1996. 
[43]. A. Djebbari and B. Reguig, “Short-time Fourier transform analysis of the 
phonocardiogram signal,”  International Conference on Electronics, Circuits and 
          Systems,  IEEE. pp. 844-847. 2002. 
 
42 
 
 
 
[44]. R. L. Allen and D. W. Mills, “Signal analysis: time, frequency, scale and structure,” 
New York, Piscataway, N.J.: Wiley; IEEE Press, 2004. 
[45].  T Oskiper, R Watrous, “Detection of the First Heart Sound using a Time-delay Neural 
Network,” IEEE, Computers in Cardiology, vol. 10. pp 168-171. 2002. 
[46].  Stein P H. “Frequency spectra of the first heart sound of the aortic component and 
these second heart sound in patients with degenerated porcine bio prosthetic valves,” 
[J]. Am J Cardiol, , vol. 53 pp. 557–562. 1984. 
[47].  Ortega-Garcia, Bigun J., D. Reynolds  and J. Gonzalez-Rodriguez. “Authentication 
gets personal with biometrics, Signal Processing Magazine,” IEEE, vol. 21.pp.  50–62 
          2004. 
[48].  Burhan Ergen, Yetltin Tatar, “The analysis of heart sounds based on linear and high 
order statistical methods,” Proceeding of the 23 'Annual IEEE-EMBS, vol. 13  pp. 
411-430. 2001. 
[49]. W.F Ganong, “Heart sound,” Review of Medical physiology, 22nd edition LANGE 
publisher. pp 549. 2005. 
[50]. B. El-Asir and K.Mayyas, “Multiresolution Analysis of Heart Sound Signal Using 
Filter Banks,” Information Technology Journal Asian Network for Scientific 
information, vol. 3(1) pp.36-43, 2004.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
