The problem of online multiprocessor scheduling with rejection was introduced by Bartal, Leonardi, Marchetti-Spaccamela, Sgall and Stougie 4]. They show that for this problem the competitive ratio is 1 + 2:61803, where is the golden ratio. A modi ed model of multiprocessor scheduling with rejection is presented where preemption is allowed. For this model, it is shown that better performance is possible. An online algorithm which is (4+ p 10)=3 < 2:38743-competitive is presented. We prove that the competitive ratio of any online algorithm is at least 2.12457. We say that an algorithm schedules obliviously if the accepted jobs are scheduled without knowledge of the rejection penalties. We also show a lower bound of 2.33246 on the competitive ratio of any online algorithm which schedules obliviously. As a subroutine in our algorithm, we use a new optimal online algorithm for preemptive scheduling without rejection. This algorithm never acheives a larger makespan than that of the previously known algorithm of Chen, van Vliet and Woeginger 7], and acheives a smaller makespan for some inputs.
Introduction
Consider the following problem: we have m machines. Jobs arrive periodically and are scheduled or rejected at a given penalty. The processing time (size) of each job is known when it arrives, and each job is performed equally well on any machine. Scheduling occurs online; each job is irrevocably assigned to a machine or rejected before the next job arrives. By the load of a machine, we mean the sum of the sizes of the jobs assigned to that machine. The makespan is the maximum machine load. The cost of a schedule is the makespan plus the sum of the penalties for rejected jobs.
Competitive analysis is a type of worst case analysis where the performance of an online algorithm is compared to that of the optimal o ine algorithm. This approach to analyzing online problems was initiated by Sleator cost incurred by an algorithm A on . Let cost( ) be the cost of the optimal o ine schedule for . A scheduling algorithm A is c-competitive if cost A ( ) c cost( );
for all job sequences . The in mum over all c such A is c-competitive is called the competitive ratio of A. The goal is to nd an algorithm with minimal competitive ratio. We call this problem Multiprocessor Scheduling with Rejection or MSR for short 4]. We also consider the situation where the accepted jobs are preemptively scheduled. With preemption, a job may be scheduled on multiple machines. A time slot is a non-empty real interval (t; u] where t 0. When each job arrives it is rejected or assigned time slots on one or more machines. The sum of the sizes of these time slots must equal the size of the job. Further, if a job is assigned to time slots (t 1 ; u 1 ], (t 2 ; u 2 ] ,. . . ,(t i ; u i ], then u j t j+1 for j = 1; : : : ; i ? 1. No two jobs may have overlapping time slots on the same machine. The makespan is the last nishing time of any job. Again, the cost of a schedule is the makespan plus the sum of the penalties for rejected jobs. We call this problem Preemptive Multiprocessor Scheduling with Rejection or PMSR for short.
The study of multiprocessor online scheduling was initiated by Graham who showed an algorithm called List 
This lower bound also applies to PMSR. For m = 2 this implies that the competitive ratio is at least ; Reject Penalty is optimal for m = 2 with or without preemption. As m grows, the solution to (2) for di erent scheduling models, we get new algorithms for scheduling with rejection. We do this for the preemptive scheduling model. However, the technique we use is general and potentially could be used in many di erent scheduling models.
The rejection scheme that we present is a generalization of the Reject Total Penalty scheme of 4]. We combine this scheme with a new preemptive scheduling algorithm, based on that of Chen, van Vliet and Woeginger 7] . What results is a family of algorithms with two real parameters, and . We show that for a speci c choice of and , we get an algorithm which is (4 + p 10)=3 < 2:38743-competitive for all m 2. For small m, we derive values of and which result in better bounds, summarized in Table 1 . Further, we show that for this family of algorithms a lower bound of 2:38518 holds. Therefore, our algorithm achieves a competitive ratio within 3 10 ?3 of the best possible bound achievable within this family.
We show that the competitive ratio of any online PMSR algorithm is at least 2.12457. We also show a lower bound for an interesting class of PMSR algorithms: We say that an algorithm schedules obliviously if the accepted jobs are scheduled without knowledge of the rejection penalties. We show a lower bound of 2.33246 on the competitive ratio of any such algorithm. The optimal online algorithm for MSR schedules obliviously 4]. It would therefore be curious if some algorithm which beats this lower bound exists.
Finally, we note that our preemptive algorithm is of independent interest. It achieves the same competitive ratio as that of Chen et al. 7 ], but outperforms their algorithm on certain inputs. In fact, we show an example were the makespan of their algorithm is 10% more than that of our algorithm. The makespan of our algorithm is never larger than that of theirs.
A Rejection Scheme
Let p j and q j be the processing time and rejection penalty for job j.
A generalization of the Reject Total Penalty scheme of Bartal et al. 4 ] is presented in Figure 1 . Our scheme is di erent from that of Bartal et al. in that they x = 1. Combining this scheme with a preemptive algorithm presented in the next section we get the rst algorithm for PMSR.
For 3 m 10, we use the values of and given in Table 1 . These values approximate the 
As we shall see in Section 5, this choice of parameters is the best possible one for our algorithm. The algorithm, which we call Modified Preemptive, schedules each job maintaining the invariants L m f(P J ; M J ); We show that the algorithm is well de ned in the appendix. As a corollary, note that this demonstrates that the algorithm is (m)-competitive since
for all 0 M J P J .
We explain how each job is scheduled. Essentially, this is unchanged from 7], but we recapitulate for the reader's convenience. When a new job arrives, it is given a time slot on each machine. On This can be seen in the following example for m = 2: Consider two jobs of size 3 followed by a job of size 18. After the rst two jobs, both algorithms have L 2 = 4 and L 1 = 2. However, Preemptive puts the entire third job on the more heavily loaded machine as it maintains L 2 (2) maxf18; 24=2g = 4 3 18 = 24. Therefore its makespan is 22. Modified Preemptive, on the other hand, e ectively puts the entire third job on the least loaded machine since f(24; 18) = 20.
Its makespan is 20. Preemptive is 10% worse than Modified Preemptive.
We further show that Modified Preemptive is never outperformed by Preemptive:
Theorem 3.1 There is no input for which the makespan of Modified Preemptive is more than the makespan of Preemptive.
Proof Let be any job sequence. We show by induction that the theorem is true after each job is scheduled. Clearly it holds when no jobs have been scheduled. Let J i be the set consisting of the rst i jobs in . After i jobs are scheduled, let the loads in Modified Preemptive's schedule be A i 
An Upper Bound for Reject Total Penalty
Let R opt be the set of jobs rejected by the optimal o ine algorithm. Let R 0 be the set of jobs with q j p j =m. Let R 1 be the set of jobs rejected by the algorithm. Note that by the de nition of the algorithm we have R 0 R 1 . We partition J into six subsets as follows:
The relationships among these sets are illustrated in Figure 2 .
Abusing notation, de ne M 1 = M J?R 1 and M opt = M J?R opt .
By Lemma 3.1, the algorithm's cost is at most f (P J?R 1 ; M J?R 1 ) + Q R 1 = f(P X + P Y ; M 1 ) + Q W + Q Z + Q V + Q U : (7) Note that we have encapsulated all important information about our scheduling algorithm in the function f. If we were to change scheduling algorithms or models we need merely change f. Thus our analysis is quite general.
Since the makespan of any preemptive schedule is at least the average load, and also at least the size of the largest job, the optimal o ine cost is at least where o is subject to o 1 m (P W + P X + P V ); o M opt : (8) Without loss of generality, we assume that the optimal cost is 1, i. (14) The third and nal case is M 1 < 1 m (P X + P Y ): (15) The analysis of each case involves bounding the value of a linear program. If we show that all three linear programs have value at most c, then we have shown that the algorithm is c-competitive. In each linear program, we seek to maximize (7) subject to (8) , (9), (10), (11), (12) and the conditions of the case. I.e. either (13), (14) or (15 The proofs are purely algebraic, and are given in the appendix.
A Lower Bound for Reject Total Penalty
We show that the preceding analysis of Reject Total Penalty is tight, and that = 2=3 is a good choice for large m. Proof Consider a sequence consisting of n jobs of size 1 with penalty =m + where 0 < < ? =m. We de ne i = =m + :
We have k( =m + ) > for all k > i. And so the rst i jobs are rejected, while the remaining n ? i jobs are accepted. We pick n and so that n ? i > m. By Lemma 5.4 the makespan achieved by Modified Preemptive is f(n ? i; 1). The cost to Reject Total Penalty is therefore i( =m + ) + f(n ? i; 1). The adversary rejects all jobs and pays n( =m + ). Note that i( =m + ) + f(n ? i; 1) n( =m + ) = i + im + mf(n ? i; 1) n + nm = i + im + (n ? i) (m) n + nm can be made arbitrarily close to (m)= by choosing a large enough value for n and small enough value for . The correct choice of can be found by setting the two expressions in the above maximum equal, and solving the resulting equation. By picking = 2=3 we achieve a competitive ratio which exceeds the best possible by less than 3 10 ?3 for large m.
General Lower Bounds
In this section, we show lower bounds on the PMSR problem in general. We prove a lower bound of 2.12457 for the competitive ratio of any online algorithm.
We are able to a show a stronger lower bound for a broad class of PMSR algorithms. We say that an algorithm schedules obliviously if the accepted jobs are scheduled without knowledge of the rejection part of the problem. I.e. for each job, the algorithm rst decides whether it is accepted or rejected. If the job is accepted, it is given to an online scheduling algorithm, which learns only the sizes of the jobs given.
Any algorithm which is to beat this lower bound must somehow integrate the rejection and scheduling processes. The existence of such an algorithm would be somewhat surprising since no such interaction is required in the MSR problem; in that case the optimal online algorithm schedules obliviously 4].
It mostly likely is still not intuitively clear to the reader why choosing < 1 helps our algorithm. As our nal result, we show that < 1 is in fact necessary for the improved performance of Reject Total Penalty.
The following two lemmas from the literature will prove useful: We also need the following lemma, which is adapted from 4]: Lemma 6.3 On a sequence which begins with k jobs with penalties x=c; x=c 2 ; : : : ; x=c k all of size x, any online algorithm which accepts one of the rst k jobs is no better than c-competitive. which can be seen as follows: For 1 i k, after time U k?i , at most i jobs remain and so at most i machines are busy at any point in (U k?i ; U k?i+1 ]. Let T be the total amount of processing that is completed by the algorithm. The desired inequality now follows:
We consider the competitive ratio achieved by the algorithm after each of the in nite penalty jobs is scheduled. The adversary's solution when i of the in nite penalty jobs are given is to reject i?1 of the jobs with penalty x=k, and schedule all others. Since the total number of jobs is m+i?1, the adversary schedules m jobs and has makespan 1. Therefore, for all 1 i m we must have k :
Summing both sides we get:
We also have We now consider algorithms which schedule obliviously: 7 Conclusions
We have shown how rejection can be incorporated into preemptive multiprocessor scheduling. Our results imply that an online algorithm can improve its performance by using preemption. Our algorithm is the natural generalization of the algorithm of Bartal et al. 4 ] for non-preemptive scheduling, which has been shown to optimal.
We have also shown a general lower bound of 2.12457 and a lower bound of 2.33246 for any algorithm which schedules obliviously. There are two possibilities, both of which would be of interest:
1. The optimal algorithm schedules obliviously. In that case our algorithm is reasonably close to optimal. 2. The optimal algorithm integrates scheduling and rejection. This would be in sharp contrast with the situation for MSR. We have also presented a new optimal online algorithm for preemptive scheduling. This algorithm outperforms the previously known optimal algorithm on certain inputs where the worst case competitive ratio is not achieved.
When rejection is not allowed, scheduling with preemption is much easier and more well understood than scheduling without preemption. Our surprising conclusion is that the opposite situation seem to hold when rejection is introduced.
The obvious problem which remains is to improve either the lower or upper bounds given here. It would seem that the lower bound of 2.12457 for PMSR is weak, but we have been unable to improve it.
Another open problem is to consider online scheduling with rejection in other models, perhaps online versions of some of the problems studied in 8].
Recall that = m=(m ? 1) and (m) = m =( m ? 1).
Certainly (5) and (6) hold before any jobs arrive, and so the basis holds.
For the inductive step, we consider the arrival of a new job j of size s. We assume without loss of generality that the sum of the sizes of previous jobs is 1. Let x be the size of the largest of the previous jobs. De ne x 0 = maxfx; sg. which is the same as in the rst case. The second step above follows from the fact that f(1 + s; x 0 ) is increasing in x 0 .
The preceding lemma completes the induction. 
