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Palavras Chave 5G, ondas milime´tricas, MIMO massivo, quantizac¸a˜o de canal
Resumo O aumento de dispositivos eletro´nicos sem fios, acaba por apresentar prob-
lemas face a`s arquitecturas atuais. A atual arquitectura 4G na˜o consegue
suportar as exigencias que adveˆm do aumento de utilizadores e ira´ por-
tanto ser necessa´rio lidar com maior tra´fego e ligac¸o˜es com uma maior taxa
de transmissa˜o. Consequentemente, para atender a esses requisitos, novas
tecnologias e te´cnicas sa˜o necessa´rias para a pro´xima gerac¸a˜o (5G).
Te´cnicas como o uso de ondas milime´tricas combinadas com terminais
equipados com grandes agregados de antenas ou nu´mero massivo de an-
tenas, embora promissoras e apresentando bons resultados, trazem novos
problemas. O uso de ondas milime´tricas devido ao menor comprimento
de onda, permitira˜o equipar os terminais com um nu´mero elevado de an-
tenas. Foi proposto um novo processamento de sinal de transmissa˜o e
recepc¸a˜o (por exemplo, beamforming h´ıbrido) para comunicac¸o˜es de ondas
milime´tricas combinadas com um nu´mero massivo de antenas. Contudo,
beamforming de transmissa˜o requer o conhecimento da informac¸a˜o de es-
tado do canal antes da transmissa˜o. Portanto, o projeto de te´cnicas de
feedback eficientes e´ de grande importaˆncia para sistemas pra´ticos. Este
problema e´ mais relevante para sistemas baseados em MIMO massivo, uma
vez que a informac¸a˜o do canal que e´ necessa´ria enviar do receptor para o
transmissor e´ muito maior que os sistemas MIMO convencionais.
Nesta dissertac¸a˜o e´ proposto um me´todo de quantizac¸a˜o de canal eficiente
que exige uma ligac¸a˜o de baixo de´bito do recetor para o transmissor. Em
seguida, e´ avaliado um sistema mmW mMIMO de utilizador u´nico sob a
estrate´gia de quantizac¸a˜o desenvolvida. Foi considerado um transmissor
possu´ındo um equalizador h´ıbrido analo´gico-digital. As te´cnicas consider-
adas quantificam separadamente alguns paraˆmetros de canal, tais como
amplitudes complexas de desvanecimento, resposta do agregado de trans-
missa˜o e recec¸a˜o. Depois disso, estes paraˆmetros quantizados sa˜o enviados
para o transmissor e o canal e´ reconstru´ıdo para calcular o beamforming de
transmissa˜o. Os resultados mostraram que um nu´mero muito baixo de bits
e´ necessa´rio para obter um desempenho pro´ximo ao obtido com informac¸o˜es
de canal perfeito.

Keywords 5G, millimeter waves, massive MIMO, quantization
Abstract The increase of electronic devices with wireless connections, end up pre-
senting problems to the current architectures. The current 4G architecture
can not handle the demands that arise from the increase of users and it will
be necessary to deal with higher traffic and connections with higher trans-
mission rate. Consequently, to meet these requirements, new technologies
and techniques are needed for the next generation(5G).
Techniques such as the use of millimeter waves, combined with terminals
equipped with large antenna arrays or massive number of antennas, although
promising and presenting good results, bring with them new problems. Mil-
limeter waves due to the smaller wavelength will allow systems with massive
number of antennas. New transmit and receive signal processing (e.g. hy-
brid beamforming) has been proposed for millimeter wave communications
combined with a massive number of antennas. However, transmit beam-
forming requires the knowledge of channel state information prior to the
transmission. Therefore the design of efficient feedback techniques is of
paramount importance for pratical systems. This issue is more relevant for
massive MIMO based systems than for the conventional MIMO systems.
For the first one the channel information to fed back is much higher.
In this dissertation a low-overhead feedback channel quantization scheme
is proposed. Then, a single-user mmW massive MIMO system is evaluated
under the developed quantization strategy. It was considered a transmit-
ter employing a hybrid analog-digital equalizer. The considered techniques
quantizes separately some channel parameters, such as complex fading am-
plitudes, transmit and receive array response. After that, these quantized
parameters are fed back to the transmitter and the channel is reconstructed
in order to compute the transmit beamformers. The results have shown
that a very low number of bits is needed to obtain a performance close to
the one obtained with perfect channel information.
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Chapter 1
Introduction
In this chapter, firstly it is showed the evolution of mobile communication systems, from
how they started to how they lie now. Then, it is described two key technologies for the
future cellular systems. In the end, the motivations, objectives, as well a brief summary of
the following chapters are presented.
1.1 Evolution of Mobile Communication Systems
In 1857, Clark Maxwell inferred a hypothesis of electromagnetic radiation, which G. Mar-
coni utilized as a premise for the creation of radio transmission in 1901, but was only in the
late 1940’s in the United States and in the 1950’s in Europe, that the early ”portable” tele-
phones were presented [1]. Mobile and cellular communication systems, were a big change,
and revolutionized the way people communicate. The cellular wireless generation (G) gener-
ally refers to a change in the fundamentals nature of the service, non-backwards compatible
transmission technology, and new frequency bands. New generations have appeared in every
ten years, since the first move from 1981, an analog (1G) to digital (2G) network. After
that there was (3G) multimedia support, spread spectrum transmission and in 2011 all-IP
switched networks (4G) came [2].
The first generation (1G) was completely analogous in nature. The first cellular system
released in 1979 , was the NTT (Nippon Telephone and Telegraph) in Tokyo, Japan [2].
Two years later, in 1981, the first international mobile communication system was the analog
NMT system (Nordic Mobile Telephony) which was introduced in the Nordic countries, at
the same time as analog AMPS (Advanced Mobile Phone Service) was introduced in North
America [3]. In Japan and Northen Europe, was introduced MCS-L1 (Mobile Communication
System L1). These different systems, were similar and worked on the same rules, but only the
NMT allow that the users from different operators, had proper function of their cell phones
in other operator cover area, and outside theirs. With an international system such as NMT,
came the concept of roaming, this gave a larger market for the mobile phones, attracting
more companies into the mobile communication business [3].
In the early 1990’s, as digital technology became more prevalent, analog 1G systems were
replaced by the 2G digital systems. This new systems offered better voice quality [4] and the
first data transmissions, that allowed short text messages to be send between users, this was
1
Figure 1.1: Evolution of wireless communication [5]
called Short Message Service (SMS). The 2G offered a better data service, higher spectrum
efficiency and a more advanced roaming, so in Europe a working group (the Groupe Special
Mobile) started the GSM project, to develop a pan-European mobile-telephony system [3].
The GSM became the most appreciated and used standard, it is utilized as a part of more
than 212 nations [1]. The digital nature of 2G systems enabled the use of time and frequency
division alternatives to separate users. After evaluations of TDMA, CDMA, and FDMA
based proposals, the final GSM standard was built on TDMA. The peak data rates in 2G
were initially 9.6 kbps [3], but later, during the second half of the 90’s, packet data over
cellular systems became a reality and General Packet Radio Services (GPRS) was intruduced
in GSM. This became known as 2.5G and allowed data rates from 10 to 115 kbps. This was
not enough, and the need for for higher data rates continue, this led to another evolution
in 2G, called Enhanced Data Rate for Global Evolution (EDGE). EDGE can use GMSK or
8-ary PSK modulation, with each symbol representing three bits, this means that more data
is transferred in each time slot [4].
In the EDGE, it was possible a high volume movement of data, but the air-interface
make the packet transfer behaves like a circuit switches call, leading to low efficiency [2]. So
in pursuit of higher data transfer and continuous evolution, 3G emerged. The 3G innova-
2
tion allowed better transmit packet switch information and expanded transmission capacity.
Again, different standards were developed around different parts of the world. An organiza-
tion called 3rd Generation Partnership Project (3GPP), grouped those standards to fulfill the
IMT-2000 standard (unifying all wireless systems in the same frequency bands, including cel-
lular, Wireless Local Area Networks (WLAN), satellite networks and fixed wireless links) [4].
The Universal Mobile Terrestrial System (UMTS) was the standard used in Europe. To
get rates greater than 2 Mbps, UMTS incorporate Wideband Code-Division Multiple Access
(WCDMA). In USA was used CDMA200, CDMA2 One Carrier Radio Transmission Tech-
nology (1xRTT). Later, both UMTS and 1xRTT evolved respectively to HSPA (High Speed
Packet Access) and EV-DO (Evolution Data Optimized). This became known as 3.5G.
Figure 1.2: Evolucion of Subscribers by Region [6]
With the increasing demand for mobile broadband services with better quality and higher
data rates, two new projects were started by 3GPP, the Long Term Evolution (LTE) and
System Architecture Evolution (SAE). Known as Evolved Packet System (EPS), this new
system include Orthogonal Frequency Division Multiplexing (OFDM) waveforms, so the inter-
symbol interference can be avoided. This represented a step forward to provide a highly
efficient, packed-optimized, more secure and low-latency service. The first data services, like
was mentioned before, were circuit switched or later packet-switched services. With HSPA
and LTE, services over IP were made the priority design target [7]. LTE was required to
deliver a peak data rate of 100 Mbps in the downlink and 50 Mbps in the uplink. This
requirement was exceeded in this systems, which delivers peak data rates of 300 Mbps and
3
75 Mbps respectively [8].
In 2008, ITU (International Telecommunication Union) published a set of requirements
for 4G under the name IMT-Advanced. These requirements stated that the peak data rate
of a compatible system should be 600 Mbps on the downlink and 270 Mbps on the uplink [8]
which exceeds the LTE capabilities. So, to pursuit those requirements, 3GPP started to
study how to get that goal. With this study, came the system known as LTE-Advanced.
LTE-Advanced was required to deliver a peak data rate of 1000 Mbps in the downlink, and
500 Mbps in the uplink. In 2010 ITU announced that two systems met the IMT-Advance
requirements, the LTE-Advanced and the WiMAX 2.0, but LTE has greater support amongst
network operators and is likely to be the world’s dominant mobile communication technology
for the next years [8].
1.2 Key technologies for future 5G systems
With this rapid increase of mobile data growth, the mobile users are creating challenges
for wireless services providers. They are being asked to deliver high quality, low latency and
multimedia applications for wireless devices, but they are limited between 700 MHz and 2.6
GHz in frequency spectrum [9]. This ever-growing consumer data rates demands, will need
to be supported. Combining an efficient radio access technology and more spectrum available
is the way to go. So to achieve this requirements with 5G, new disruptive technologies like
millimeter waves (mmW) with the use of greater spectrum allocations and a new spatial
processing techniques, such as massive MIMO (mMIMO) will be the key [10].
Figure 1.3: Massive MIMO system [11]
As the popularity of smart phones and other mobile data devices increases, the sub-
3 GHz spectrum become increasingly crowded. On the other hand, the spectrum in the
3-300 GHz range remains underutilized [12]. For now this frequency range had not been
used because of the propagation loss, like free-space or penetration loss, is higher in this
interval. With shorter wave-lengths more antennas can be packed into the same area, so for
the same antenna aperture areas, shorter wavelengths (higher frequencies) should not have
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any inherent disadvantage compared to longer wavelengths (lower frequencies) in terms of
free space loss [12]. The large antenna gain resulting from mMIMO can overcompensate the
propagation difficulties of free space loss. The signal loss due to penetration, reflection and
diffraction it is a mmWave problem. This kind of waves at high frequencies do not penetrate
most solid materials like concrete or bricks, as a low frequency wave can. This may keep
mmWaves confined to a outdoor scenario, and the indoor coverage can be made by femtocell
or Wi-Fi solutions since his next generation will use 60 GHz mmWaves. In order to ensure
a good coverage and reduces losses, the base stations in this mmWave system need to be
in higher density than macrocells as we use now. Microcells or Picocells deployment are
recommended. This cells, form a grid with more antennas to which an mobile can attach. It
can be eliminated the problem of poor link quality at the cell edge and enables high-quality
equal grade of service (EGOS) regardless the mobile location [12].
To achieve better gains massive MIMO systems have been deployed. Massive MIMO is a
system where the number of antennas at the base station is much larger than the number of
devices per signaling resource [10]. This number of antennas permit focusing energy into ever
smaller regions of space to bring huge improvements in throughput. This kind of MIMO brings
more benefits, like very simple spatial multiplexing/de-multiplexing procedures quasi-optimal,
simplification of the MAC layer, use of inexpensive low-power components and reduced latency
[10] [13].
1.3 Motivation and Objectives
With the rise of mobile devices, from smart phones to tablets, to the internet of things
(IoT), there will be more and more wireless links. These links that will require higher speeds
and larger amounts of data with better quality. Therefore, as mentioned above, millimeter
waves and massive MIMO are two key technologies for future wireless systems in order to
achieve these requirements. As already stated, the use of mmWs will allow large bandwidths
and thus faster data transmissions. If we ally this kind of waves with a massive MIMO system,
we can have beyond the faster data transmission, more advantages. It allows packing more
antennas in the same volume due to the smaller wavelength compared to current microwave
communication systems [10], and hence, the terminals can be equipped with large number of
antennas. Moreover, the large antenna gain resulting from mMIMO can overcompensate the
propagation difficulties of mmW communications.
MmW with massive MIMO may exploit new and efficient spatial processing techniques
such as beamforming/precoding and spatial multiplexing at the transmitter and/or receiver
sides. Hybrid analog/digital architectures, where some signal processing is done at the digi-
tal level and some left to the analog domain, have been considered for massive MIMO mmW
systems. The use of hybrid analog-digital beamforming at transmitter side requires the knowl-
edge of channel state information prior to transmission. This information can either be ac-
quired by the base station (BS) in the uplink (UL) or by feedback of the user terminal (UT).
The former is appropriate when considering time division duplex (TDD) due to the chan-
nel reciprocity in the UL and DL transmission periods and the latter for frequency division
duplex (FDD) based systems. In either of these cases, it is important that the channel varia-
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tions are sufficiently slow so that there are no considerable variations between the instant of
acquisition and the usage of the channel. The knowledge of the CSI (Channel State Informa-
tion) can then be used to improve the performance in the downlink. However, channel state
information at the transmitter (CSIT) assuming a perfect CSIT, mainly for FDD systems,
is not realistic in many practical scenarios. For the particular case of massive MIMO based
systems this problem is more significant, since the terminal are equipped with a large number
of antennas and therefore a huge amount of channels needed to be feedback from the receiver
to the transmitter increasing the overall system signaling.
One possible solution to overcome this problem is feedback only a limited version of the
antenna channels. Random vector quantization (RVQ) codebook [14] is a simple approach for
the codebook design that generates the vectors independently from a uniform distribution on
the complex unit sphere. Although RVQ techniques allow efficient precoding/beamforming
schemes with limited feedback, the required codebooks can be very large, especially for a
high number of transmit and receive antennas as for the case of massive MIMO systems.
Although RVQ is often used in low frequency systems (sub-6GHz) is not the most efficient
technique for massive MIMO systems. The uniform quantization-based (UQ) strategy for
limited feedback, where the channels or just some channel parameters are quantized, it seems
to be a better choice for these systems, since it has a good overhead/performance tradeoff
comparatively to RVQ [15]. The aim of this dissertation is to evaluate a mmW massive MIMO
link, where each terminal is equipped with a large number of antennas, under limited feedback.
We consider a transmitter employing a hybrid analog-digital precoding/beamforming and a
receiver equipped with a hybrid analog-digital equalizer, i.e. some processing is done at digital
level and some is left for the analog part. One quantization strategy is implemented, which
consists in the quantization of some channel parameters (e.g., amplitude, phases and delays).
Then the system is evaluated under this CSI quantization strategy and compared with the
case where perfect channel is known. This will give to us insights on how imperfect CSIT
impacts on future hybrid mmW massive MIMO systems.
1.4 Outline of the dissertation
From this point forward, the dissertation stucture is organized in the following form:
In chapter 2, the MIMO systems are introduced, and some example schemes and main
characteristics like diversity and multiplexing, followed by how it is used in LTE. The rest of
the chapter will be reserved to basis about quantization, some of its principles, with reference
to the particular cases of uniform quantization and random vector quantization.
Then in chapter 3, the features and advantages of millimeter waves and massive MIMO
are explained in more detail. It is presented how they can be applied and how beneficial their
combination can be. Finally, a mmWave channel model is presented.
Chapter 4, an hybrid massive MIMO mmWave platform, which was used to implement
and evaluate the proposed channel quantization strategy. After that, it is explained the
techniques used in this work, the quantization of individual channel parameters. To conclude
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this chapter, the performance results of the technique is presented.
At the end, in chapter 5, the conclusions of this work and some guidelines for the future
research are presented.
1.5 Notation
In this dissertation the following notation will be used: Italic lowercase letters, boldface
lowercase letters and boldface uppercase letters are used for scalars, vectors and matrices,
respectively. (.)T , (.)H , (.)∗ and tr(.) represent the transpose, the Hermitian transpose, the
conjugate and the trace of a matrix, E[.] represents the expectation operator. Consider a
matrix A, diag(A) which correspond to a diagonal matrix with entries equal to the diagonal
entries of matrix A. A(n,l) denotes the element at row n and column l of a matrix A. IN is
the identity matrix of size N ×N .
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Chapter 2
Multiple-antenna systems and
Channel Quantization
Multiple antennas are an important means to improve the performance of wireless systems.
It is widely understood that in a system with multiple transmit and receive antennas, the
spectral efficiency is much higher than that of the conventional single antenna systems [16].
With this type of systems it is possible to explore spatial properties of the radio channels
to improve the quality of service (QoS), and increase the data rates, to the mobile user.
So in this chapter, it will be presented different types of multiple-antenna systems and how
can those systems benefit from spatial properties, through diversity, spatial multiplexing
and beamforming. Beamforming can improve the performance of the system, however the
knowledge of channel state information at the transmitter is crucial, and assuming perfect
CSIT is not realistic in many practical scenarios. Quantize the channel information and
feedback it, can help to overcome the perfect CSIT problem.
2.1 Multi-Antenna Systems
Multiple-antenna systems can be used in four schemes, which differ between them accord-
ing to the number of transmitter and receiver antennas. It can be seen in Figure 2.1, the four
possible schemes, the Single-Input Single-Output (SISO), the Multiple-Input Single-Output
(MISO), the Single-Input Multiple-Output (SIMO) and the Multiple-Input Multiple-Output
(MIMO) scheme. With a higher number of transmitter and/or receiver antennas, the com-
plexity rises, but each scheme has its advantages and disadvantages.
The SISO configuration is the simplest traditional form of radio link, but show more
disadvantages in terms of fading and interference in comparison with the rest of the multiple-
antenna schemes. Both the transmitter and the receiver are equipped with one antenna, so
there is no much of spatial diversity, and the only one that can be used is repeating the
symbols to send it in time or in frequency domains. One thing to keep in mind is that those
copied symbols must be separated by a time/bandwidth separation, greater than the channel
coherence time/bandwidth.
MISO is the scheme with multiple antennas on the transmitter side and one on the receiver.
Is also known as the transmit diversity, because the same data is transmitted redundantly by
9
Figure 2.1: Multi-antenna schemes [17]
two or more antennas [18]. So this gives to the receiver the advantage to be able to reconstruct
the original data from the signal that reach it in better conditions. MISO systems can exploit
diversity when the CSI is known at the transmitter (beamforming), and when the CSI is
not avaiable at the transmitter. In the case where CSI is not required at the transmitter,
it can be used Space Time Block Codes (STBC) or Space Frequency Block Codes (SFBC)
in order to achieve diversity gain, but no array gain. STBC/SFBC make use of blocks with
coded symbols, with each symbol repeated in different time/frequency-space. The different
symbols are transmitted through independent channels, which will create an interference
problem [19]. To cancel the interference, some orthogonal codes are used, like the Alamouti
code or the Tarokh code, which will be explained in another section.
In SIMO occurs the opposite of MISO, since all the complexity is on the receiver side.
The SIMO configuration is known as receive diversity. In the same way as MISO, SIMO also
decrease the influence of the multipath channel effect, and it can be used time and frequency
diversity but also spatial diversity. Assuming that the receiver is able to acquire the perfect
knowledge of the channel, two combining methods are used in order to exploit receive diversity.
One of the methods is selection combining, which consists in select the branch with higher
SNR (Signal Noise Ratio) among the received signals, and the other is equal gain combining,
where the signal used is a linear combination of all branches [20].
When it is used more than one transmitting antenna and one receiving antenna, we are in
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the case of a MIMO scheme. Multiple Input refers to the number of transmit antennas that
transmit the radio signal and Multiple Output antennas to that send that signal. Although
a superior number of antennas increases the complexity of the system, the high number of
paths are now used advantageously. The paths can be used to provide additional robustness
to the radio signal, improving the SNR or by increasing the capacity of the data connection.
To get these improvements a good balance between diversity gain, multiplexing gain and
beamforming is advisable.
2.2 Diversity
The technique of communications systems, known as diversity, consists in sending the
same information for different channels in order to combat channel fading. By increasing the
number of independent paths and sending signals that carry the same information through
those multiple independent paths, different faded replicas can be obtained at the receiver,
resulting in a more reliable reception. Both transmitter and receiver diversity, have the
objective to combat fading and a system has a maximum diversity gain equal to the product
between the number of transmit antennas Mt and the receiver antennas Mr [16].
By using multiple antennas at the transmitter, the amount of fading is reduced and the
received signal power increases. There are three types of diversity that can be used. The
temporal diversity is achieved when the same information its sent at different times, ensuring
they are separated above the coherence time. In frequency diversity, the same signal is
transmitted at different frequencies, and these frequencies must be spaced by more than the
coherence bandwidth of the channel. The last one is spatial diversity, where the transmit
signal is received at different antennas. In any process method, the performance is influenced
by correlation of the signals between the antennas elements, so a large correlation between
signals is undesirable. Spatial diversity, instead time diversity and frequency diversity, do not
decrease the data rate or increase the bandwidth [21] [22].
2.2.1 Transmit Diversity
As it was said before, transmit diversity uses two or more antennas at the transmitter
side, and the signal is transmitted to the receiver side. To achieve diversity there are two
possible scenarios, with closed loop and with open loop.
With closed loop, two or more copies of the signal are sent by the transmitter, applying a
phase shift to one or more signals before the transmission. This technique, can ensure that the
risk of destructive interference is avoided because the signals are send in phase. For a closed-
loop transmit diversity system, the receiver assists in channel estimation and feedback of these
estimates to the transmitter. Thus, a reduced-complexity estimation and feedback process
at the receiver along with simple processing at the transmitter will reduce consumption of
system resources and result in an efficient communication system [23]. For LTE, the closed
loop transmit diversity also occurs when the CSI is known at the transmitter, so to calculate
the phase shift, the receiver through a precoding matrix indicator (PMI) calculate it and fed
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back that information to the transmitter [8]. When the transmitter has the knowledge of the
CSI, beamforming can be performed to achieve both diversity and array gains [20].
An open loop scenario, bring some advantages, that a closed one do not have, like not
require the CSI knowledge, or robustness against adverse conditions. As discussed previously,
to get transmit diversity there are some important techniques that can be used. For example
with a system with two antennas at the transmitter it can be used the a STBC technique
called Alamouti coding [24].
Alamouti coding aim to give orthogonal feature to data-stream, which bring symbol sep-
aration at the receiver.
Figure 2.2: Alamouti scheme
As is shown in the Figure 2.2, the matrix that is sent by the transmitter is
S =
[
s1 −s∗2
s2 s
∗
1
]
, (2.1)
From (2.1), at the first instant the symbols transmitted are s1 and s2 respectively by antenna
1 and 2, then at the second instant −s∗2 and s∗1 are sent again by antenna 1 and 2. It can be
find that those coded symbols are orthogonal
s1s2 − s∗1s∗2 = 0, (2.2)
being h1 the channel between the transmitter antenna 1 and the receiver antenna, and h2 the
channel for antenna 2, and n1 and n2 the noise for each antenna. The received signals before
the Alamouti receiver is ( 1√
2
is the power constraint to normalize the power per symbol to 1){
r1 =
1√
2
h1s1 +
1√
2
h2s2 + n1
r2 =
1√
2
− h1s∗2 + 1√2h2s∗1 + n2
, (2.3)
After the Alamouti decoder is given by{
sˆ1 =
1√
2
h∗1r1 +
1√
2
h2r
∗
2
sˆ2 =
1√
2
h∗2r1 − 1√2h1r∗2
, (2.4)
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consequently, the soft decision of data symbol is
sˆn =
1
2
(h∗1h1 + h2h
∗
2)sn +
1√
2
h∗1n1 +
1√
2
h2n
∗
2, (2.5)
with this the interference created by the data symbol n+1 is full eliminated, and the SNR is
given by
SNR =
1
2
(|h1|2 + |h2|2)
σ2
, (2.6)
Alamouti codes can be only used for the case where the transmitter is equipped with 2
antennas. For more than 2 antennas, Tarokh orthogonal codes or Quasi-Orthogonal codes can
be used [25] [26]. Tarokh codes although being orthogonal such as Alamouti codes, and can
be used for more than two transmitter antennas, have the disadvantage of having a code rate
less than 1, therefore it is required a bandwidth expansion. To overcome this code rate and
required bandwidth expansion problem, some Quasi-orthogonal codes were proposed, where
the code rate is 1, but they can’t obtain full diversity. The code ratio is defined as the ratio
between the number of symbols the encoder takes as its input, Ns, and the number of symbols
transmitted from each antenna Np
R =
Ns
Np
, (2.7)
Tarohk codes, which are an orthogonal code with code rates lower than 1, bring advantages
but also some costs. Having a code rate lower than 1 bring advantages such as achieve full
orthogonality between the streams in each antenna, making full diversity order possible, but
at cost of a bandwidth increase or transmission rate decrease [19].
For example, a system with 4 transmit antennas and 1 receiver the code rate is R = 1/2,
the Tarohk coding matrix is
S =

s1 −s2 −s3 −s4 s∗1 −s∗2 −s∗3 −s∗4
s2 s1 s4 −s3 s∗2 s∗1 s∗4 −s∗3
s3 −s4 s1 s2 s∗3 −s∗4 s∗1 s∗2
s4 s3 −s2 s1 s∗4 s∗3 −s∗2 s∗1
 , (2.8)
Then the received signals are
y1 = h1s1 + h2s2 + h3s3 + h4s4 + n1
y2 = −h1s2 + h2s1 − h3s4 + h4s3 + n2
y3 = −h1s3 + h2s4 + h3s1 − h4s2 + n3
y4 = −h1s4 − h2s3 + h3s2 + h4s1 + n4
y5 = h1s
∗
1 + h2s
∗
2 + h3s
∗
3 + h4s
∗
4 + n5
y6 = −h1s∗2 + h2s∗1 − h3s∗4 + h4s∗3 + n6
y7 = −h1s∗3 + h2s∗4 + h3s∗1 − h4s∗2 + n7
y8 = −h1s∗4 − h2s∗3 + h3s∗2 + h4s∗1 + n8
, (2.9)
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And the soft decision can be obtained from
sˆ1 = y1h
∗
1 + y2h
∗
2 + y3h
∗
3 + y4h
∗
4 + y
∗
5h1 + y
∗
6h2 + y
∗
7h3 + y
∗
8h4
sˆ2 = y1h
∗
2 − y2h∗1 − y3h∗4 + y4h∗3 + y∗5h2 − y∗6h1 − y∗7h4 + y∗8h3
sˆ3 = y1h
∗
3 + y2h
∗
4 − y3h∗1 − y4h∗2 + y∗5h3 + y∗6h4 − y∗7h1 − y∗8h2
sˆ4 = −y1h∗4 − y2h∗3 + y3h∗2 − y4h∗1 − y∗5h4 − y∗6h3 + y∗7h2 − y∗8h1
, (2.10)
As it was said, the diversity of 4 can be achieved but the bandwidth was doubled. If the code
used is not orthogonal, at the decoder, all transmitted symbols cannot be separated from
each other. Instead if a quasi-orthogonal code is used, the transmission matrix columns are
divided into groups. The elements of these groups are not orthogonal with each other, but
the different groups are orthogonal to each other.
In Quasi-Orthogonal code proposed in [27], for example if there are 4 antennas at the
transmitter and 1 at the receiver the coding matrix is
S =

s1 s2 s3 s4
s∗2 −s∗1 s∗4 −s∗3
s3 s4 s1 s2
s∗4 −s∗3 s∗2 −s∗1
 , (2.11)
and the received signals are
y1 = h1s1 + h2s2 + h3s3 + h4s4 + n1
y2 = h1s
∗
2 − h2s∗1 + h3s∗4 − h4s∗3 + n2
y3 = h1s3 + h2s4 + h3s1 + h4s2 + n3
y4 = h1s
∗
4 − h2s∗3 + h3s∗2 − h4s∗1 + n4
, (2.12)
In matrix notation 
y1
y∗2
y3
y∗4
 =

h1 h2 h3 h4
−h∗2 h∗1 −h∗4 h∗3
h3 h4 h1 h2
−h∗4 h∗3 −h∗2 h∗1
×

s1
s2
s3
s4
+

n1
n2
n3
n4
 , (2.13)
So the received signal is,
y = Heqs+ n, (2.14)
where
HHeqHeq = heq

1 0 X 0
0 1 0 X
X 0 1 0
0 X 0 1
 , (2.15)
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and
heq = h
2
1 + h
2
2 + h
2
3 + h
2
4, (2.16)
X =
2Re(h1h
∗
3 + h2h
∗
4)
h2eq
, (2.17)
The use of quasi-orthogonal codes, provide higher transmission rates, while sacrifice full di-
versity.
2.2.2 Receive Diversity
The use of Mr antennas at the receiver allow the reception of symbols across Mr channels,
this bring spatial diversity at the reception. This type of diversity allows to decrease the
influence of the multipath channel effect [19]. As it can be seen if Figure 2.3 the received
signal model is,  y1...
yMr
 =
 h1...
hMr
 s+
 n1...
nMr
 , (2.18)
with the estimated symbols being,
sˆ = [g1 ... gMr ]
 y1...
yMr
 , (2.19)
sˆ = [g1 ... gMr ]
 y1...
yMr
+ [g1 ... gMr ]
 n1...
nMr
 , (2.20)
To combine the multiple received signals there are some methods. The methods that
show good results are the Equal Gain Combining (EGC) and the Maximal Ratio Combining
(MRC).
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Figure 2.3: Receive Diversity [28]
2.2.3 Maximal Ratio Combining
MRC is a linear combining technique that compensates for the phases, and weights the
signals from the different antenna branches according to their SNR in order to maximize it
and eliminate bad noise conditions. In the uplink, MRC is the most promising single-user
detection technique since the spreading codes do not superpose in an orthogonal fashion at
the receiver and maximization of the signal-to-interference ratio is optimized [21] [22].
Using the model given by Figure 2.3, the received signals are,
y1 = h1s+ n1, (2.21)
...
yMr = hMrs+ nMr , (2.22)
The optimal weights for maximal-ratio combining in fading is
gm = h
∗
m m = 1, ...,Mr, (2.23)
and the diversity achievable with MRC at the output combiner is,
sˆ =
Mr∑
m=1
|hm|2s+
Mr∑
m=1
h∗mnm, (2.24)
The antenna gain will be equal to the number of Mr receiver channels.
2.2.4 Equal Gain Combining
This combining method co-phases the received signals at each antenna and combines them
with equal weights, given by
gm
h∗
|h| , m = 1, ...,Mr, (2.25)
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Figure 2.4: Receive Diversity - EGC [29]
At the output combiner, the signal is,
sˆ =
Mr∑
m=1
|hm|s+
Mr∑
m=1
h∗m
|hm|nm, (2.26)
In this case the antenna gain is,
Ag = (1 +
pi
4
(Mr − 1)), (2.27)
ECG has a reduced complexity compared to MRC. Although they achieve the same di-
versity, it was proved that it has lower antenna gains. MRC has a slight better performance
than the ECG.
2.3 Multiplexing
By transmitting independent information streams in parallel through the spatial channels,
the data rate can be increased. This effect is called spatial multiplexing [16]. If the dispersion
medium is high, the spatial multiplexing creates multiple subchannels within the same wide
band defined at the outset. This creation of subchannels, known as multiplexing gain(or
degree-of-freedom) does not lead to increased bandwidth, power or costs. In a Mr × Mt
MIMO system where the channel is known at the transmitter, that channel consist of an
Mr ×Mt matrix given as:
H =

h11 h12 ... h1Mt
h21 h22 ... h2Mt
...
... ...
...
hMr1 hMr2 ... hMrMt
 , (2.28)
where hnl represents the channel gain from trasmission antenna l to the receiver antenna
n [30]. So the received signal is given by:
y = Hx + n, (2.29)
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where y = [y1, ..., yMr ]
T is the signal received, H is the channel, x = [x1, ..., xMt ]
T is the
transmitted signal, and n = [n1, ..., nMt ]
T is noise.
Figure 2.5: Spatial Multiplexing in a 3x3 MIMO System [31]
The channel can also be converted into a set of parallel channels. Using Singular Value
Decomposition(SVD), the H matrix can be decomposed as,
H = UDVT , (2.30)
where U and V are unitary matrices of size Mr × r and Mt × r,D is a diagonal matrix with
non negative real numbers, and r = rank(H) ≤ min(Mr,Mt). The transmitted signal x is
defined as,
x = Ws, (2.31)
where s is the data stream transmitted over the M transmit antennas(s = [s1 ... sr]
T ), and
the precoder matrix W is,
W = VP
1
2 , (2.32)
with size Mt × r and P, a square diagonal power allocation matrix of size r × r, is given by,
P =
p1 0 00 . . . 0
0 0 pr

1
2
, (2.33)
At the receiver side the equalizer matrix can be computed as
G = UH , (2.34)
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Using (2.30), (2.31) and (2.32), the received signal can be written as,
y = UDVTVP
1
2 s + n, (2.35)
Then the estimated transmitted data symbols is obtained by,
sˆ = Gy = UTUDVTVP
1
2 s + UTn, (2.36)
sˆ = DP
1
2 s + n˜, (2.37)
If the channel is known at the transmitter it can be seen that converting the channel
into r parallel channels with SVD, it is possible to transmit r parallel free interference data
symbols.
sˆi = λi
√
pisi + n˜i, i = 1, ..., r, (2.38)
It is not necessary to chose between antenna diversity or purely multiplexing, both can
be used at the same time, but it is impossible to use them at full potential. If full diversity
is used it means each symbol go through all independent channels, and there is no channels
free to pass different symbols, multiplexing cant be done. The other way around the same
thing happens, with full multiplexing each channel is used by different symbols and there is
no channels left over to reach diversity. In the diversity, the data rate is constant and the
BER decreases as the SNR increases and, in multiplexing, BER is constant while the data
rate increases with SNR [32].
2.4 Beamforming
In order to increase cell coverage, a multiple antenna technique called beamforming can
be used assuming that the CSI is available at transmitter. Beamforming is a powerful tech-
nique which increases the link signal-to-noise ratio through focusing the energy into desired
directions [20]. This process is used by a array of sensors to provide spatial filtering. Spacial
filtering is important to attenuate wireless interference, imagine when several rocks are thrown
into a lake, the different circular waves that rocks create, will interfere with each other, and
this is what is happening now with so many wireless devices. Too many interference’s can
create a unstable connection.
Based on MIMO technology and digital signal processing, beamforming can determine
the better direction of the receiver device. To do this, the phase and amplitude of the signal
is changed by a beamformer, usually the transmitter. Two types of interference are created
with this changes, a construtive one and a destrutive, in order to make the signal stronger
in the desired direction and weaker in the others, as it can be seen in Figure 2.8. MIMO
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technology is a very important point in beamforming. Thanks to the number of antennas at
the transmitter, different signals can be sent through these, to create a stronger one.
Figure 2.6: Beamforming Technique [33]
2.5 Signal Quantization Principles
Two types of quantization can be identified: uniform or non-uniform. In both cases the
quantized signal, xQ, can be defined as the sum of the signal intended to be quantized, x,
with an interference error, εQ
xQ = x+ εQ, (2.39)
Assuming uniform quantization, L levels are separated by a uniform step ∆. If the original
signal, that we want to quantize, has a power of Px and a mean value equal to zero, taking
continuous values between −AM and AM , where AM is the maximum level of the original
signal, then the step is ∆ = 2AM/L. The signal is equally spaced in L intervals, [ai, ai+1[, i =
1, ..., L, with ai = AM (
2i−2
2b
− 1), i = 1, ..., 2b, where b is the number of quantization bits. The
values of the signal x in each of the previous intervals are quantized to the following levels,
qi = ai +
(ai + 1− ai)
2
= AM (
2i− 1
2b
− 1), i = 1, ..., 2b, (2.40)
Thus the quantization characteristic function is given by
g(x) =

AM , if x ≥ AM
AM (
2i−2
2b
− 1) , if x ∈ [ai, ai+1[, i ∈ 1, ..., 2b
−AM , if x < −AM
, (2.41)
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Considering the quantized channel as y = g(x) = αx + d, the average power of the useful
signal is
S = |α|2σ2x, (2.42)
the average power of the quantized signal is
Pout = E[|y|2] = 1√
2piσ
∫ +∞
−∞
g2(x)e
− x2
2σ2x dx, (2.43)
and the average power of quantization error is
Ps = Pout − S, (2.44)
The factor α is given by
α =
E[y∗x]
E[|x|2] =
1√
2piσ
∫ +∞
−∞
xg(x)e
− x2
2σ2x dx, (2.45)
The generic characteristic is represented in Figure 2.7. For the uniform quantization the
variance is given by σ2ε =
∆2
12 , where ∆ is the amplitude of each quantization level.
Figure 2.7: Characteristic function for uniform quantization
The characteristic quantization function can be represented as the one in Figure 2.8, when
AM is equal to 1.
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Figure 2.8: Characteristic function for uniform quantization for a saturation level of AM = 1
The signal-to-quantization-noise ratio (SQNR) is given by
SQNR =
Px
E[|x− xQ|2] (2.46)
and it is dependent on the saturation level, as we can observe in Figure 2.9
Figure 2.9: SQNR curve in function of normalized saturation level for uniform quantization
of real signal
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2.6 Channel Quantization
As discussed above, multi-antenna techniques are used to achieve diversity and/or multi-
plexing gains [22], [34]. Linear precoding is a generalization of beamforming at the transmitter
used in this systems aiming to cancel interference between users or separate the data sym-
bols [35]. However, the knowledge of channel state information at the transmitter is absolutely
crucial for such techniques, and assuming perfect CSIT is not realistic in many practical sce-
narios. To overcome this drawback, recent studies addressed the issue of limited feedback in
CSI exchange.
Limited feedback is a technique where the CSI is quantized and fed back to the transmitter
through a limited link and was first introduced in [36]. To limit the overhead needed to feed
back CSI it was considered that receiver and transmitter maintain a common codebook with a
finite set of precoding matrices. The receiver chooses the optimal precoder from the codebook
as a function of the current channel state information available at the receiver and sends the
index of this matrix to the transmitter over a limited bandwidth control channel [37]. Random
vector quantization is a simple approach of codebook design, firstly defined in [38], where
the vectors are generated independently from a uniform distribution on the complex unit
sphere [39]. The beamforming expressions for RVQ limited feedback in terms of average bit
error probability and ergodic capacity for a MISO based system are derived in [39]. Although
RVQ technique allows efficient limited feedback for multi-antenna, multi-user schemes, the
required codebooks can be very large, especially when we have a high number of transmit and
receive antennas. Another major drawback of RVQ is the required computational complexity.
In that case, it is preferable to employ simpler uniform quantization methods, working on a
sample-by-sample basis, as in [40].
2.6.1 System Model
An example of a multi-user MISO system with limited feedback is presented in this section.
It is considered a single BS equipped with Mt antennas transmitting to K single antenna UTs
sharing the same resources, as shown in Figure 2.10, with Mt > K.
The channel associated to the link between the BS and the kth UT is represented by the
vector hk ∈ CMt×1, with k = 1, ...,K. The quantized version of the channel is fed back using
one of the quantization strategies described in the next section. Since the users share the
same resources a precoding/beamforming technique should be employed at the transmitter
in order to format the transmit signal in such a way that inter-user interference is cancelled
or mitigated. Under linear precoding, the received signals for the overall UTs are given by
y = HWs + n, (2.47)
where H = [h1 h2 ...hK ]
T , with H ∈ CK×Mt , is the equivalent channel that contains the
flat Rayleigh fading coefficients with i.i.d. CN (0,1) entries; s is the data symbols vector,
with s ∈ CK×1 and E[s sH ] = IK ; W ∈ CMt×K is the linear Minimum Mean Square Error
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(MMSE) precoding matrix computed at the BS calculated by
W = α(HQ)H(HQ(HQ)H + σ2IK)
−1, (2.48)
where HQ is the equivalent channel after quantization; n is the additive white Gaussian
noise (AWGN) vector and α is a normalization factor such that tr(WHW) = 1. The overall
channel matrix, when taking into account the channel quantization errors, can be modeled as
HQ = H + EQ where EQ is the overall quantized error matrix.
Figure 2.10: Multi-user MISO system model
2.6.2 Random Vector Quantization
As mentioned RVQ is a simple approach of codebook design that generates the vectors
independently from a uniform distribution on the complex unit sphere. Although RVQ tech-
niques allow efficient multi-antenna multi-user schemes with limited feedback, the required
codebooks can be very large, especially when we have a high number of transmit and receive
antennas. Another major drawback of RVQ is its computational complexity.
In this section we briefly describe the RVQ feedback quantization technique often consid-
ered for MIMO based systems. The constructed codebook for channel direction information
(CDI), defined as the normalized CSI (i.e. hdk = hk/|hk|), is formed by 2b vectors i.i.d. on
the M-dimensional unit sphere, cb, b = 1, ..., 2
b, where b represents the number of feedback
bits per user. Each user quantizes its CDI to a codeword in a given codebook Ck ∈ CMt×2b
and the codebook is predetermined and known at both the BS and user sides. Partial CSI
is acquired at the transmitter via a finite rate feedback channel from each of the receivers.
Furthermore we use the minimum Euclidean distance to choose the codeword closest to each
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channel vector direction, i.e.,
f = arg min
i=1,...,2b
||hdk − ci||2, (2.49)
with k = 1, ...,K. Thus, after each UT having sent the index of the codeword to the BS,
the BS obtain the CSI through the corresponding codebooks and using the indexes given by
hQk = cfk , so that it can design the precoder matrices. Only the CDI is sent, dismissing the
channel magnitude information with this method.
2.6.3 Uniform Quantization
Considering severely time-dispersive channels or terminals equipped with a large num-
ber of antennas RVQ is not the most efficient method to quantize the channels. For this
type of scenario UQ is preferable, where only some parts of the channel frequency response
(CFR) and/or channel impulse response (CIR) are quantized. For example assuming OFDM
systems with Nc carriers, RVQ requires the quantization of the Nc samples for each an-
tenna link. It is well known that the channel CIR has a duration that must be smaller
than the duration of the cyclic prefix, NCP , which for typical OFDM implementations is
much lower than Nc. Therefore, CIR must be zero for taps higher than NCP . Therefore,
when Nc > NCP it is enough to sample the CFR at a rate Nc/NCP , i.e., is only needed
Ns = NCP equally spaced samples of the CFR to obtain it without loss of information [40] [15].
Thus, this method only quantizes equally spaced samples of the CFR (i.e., quantize the CFR
samples on positions (0, Nc/NCP , 2Nc/NCP , ...). From the samples chosen to be quantized
hk,l∆fs ; l = 0, 1, ..., Ns − 1, with ∆fs = Nc/Ns, is obtained hQk,l; l = 0, 1, ..., Ns − 1 considering
the separate quantization of the real and imaginary parts of each of the appropriate samples
as following
hQk,l = fQ(Re
{
hk,l∆fs
}
) + jfQ(Im
{
hk,l∆fs
}
), (2.50)
where fQ(.) denotes the quantization characteristic.
If we consider the use of b quantization bits for each real and imaginary parts of each
sample for the UQ technique and B bits for each user for RVQ, the total number of bits
required for CSI quantization with UQ is 2bKMtNs and with RVQ is bKNc bits.
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Figure 2.11: BER performances using RVQ and UQ for Mt = 2 and K =2 [40]
Figure 2.11 presents the BER performance of these two approaches, for the precoding
multi-user MISO system, when using the same amount of quantization bits. The scenario
has a BS equipped with M =2 antennas and K =2 single antenna UTs. The main parameters
used in the simulations are based on LTE standard and for details see [40]. The number of
quantization bits for b is set to 4, 5 and 6, which corresponds to the values of B = 2bM
equal to 16, 20 and 24, respectively. Despite the higher complexity and computational effort
to perform the large codebooks (Nc > Ns), RVQ presents slightly better performances than
UQ. The differences between both strategies become smaller as the number of quantization
bits increases, since the curves tend to the perfect CSI feedback case.
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Chapter 3
Millimeter Waves and Massive
MIMO
In this third chapter, the millimeter waves and massive MIMO are described in more
detail, explaining why they will be part of the future of 5G systems. A channel model using
millimeter waves is presented.
3.1 Millimeter Waves
Nowadays practically all mobile communication are done in the 300 Mhz-3 GHz range of
the spectrum, but with the increase of mobile data growth and the request for better capacity,
reliability and throughput, this spectrum range, already so crowded, does not offer conditions
to fulfill these desires [41] [42]. The current 4G systems are close to theoretical limits in terms
of data rate per cell. So the use of a millimeter-wave band defined as a 30-300 GHz range
can be the answer to those requirements. 5G may leverage the large bandwidth available
at millimeter wave frequencies to provide gigabit-per-second data rate in outdoor wireless
systems [43].
Figure 3.1: Millimeter Wave spectrum [12]
Thanks to the advancements of silicon and compound semiconductor technologies, has
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become possible utilizing millimeter-wave frequencies [44]. Generally millimeter wave cor-
responds to the radio spectrum between 30-300 GHz, but in the wireless communication
context, the term generally corresponds to a few bands of spectrum near 38, 60, 70, 90 and
94 GHz [45]. however this kind of waves have peculiar propagation characteristics, especially
toward non-line-of-sight regions [41]. mmWave signals experience orders-of-magnitude more
pathloss than microwave signals currently used in most wireless applications [46]. As they
propagate through the atmosphere, the radio signals, are reduced in intensity by constituents
of the atmosphere. Usually it happens in form of absorption or scatering, and dictates how
much of the transmitted signal makes it to a cooperative receiver and how much of it gets
lost in the atmosphere. The propagation characteristics of millimeter waves through the at-
mosphere depend primarily on atmospheric oxygen, humidity, fog and rain [45]. For example,
in the 60 GHz band the signal loss due to atmospheric oxygen is significant, but in the 70
and 80 GHz bands is almost negligible. The loss of signal due to humidity and fog varies and
depend on the quantity and size of liquid water droplets in the air, the loss can be at top
3dB/km. In comparison, the signal loss due to rain are much more significant. The Table 3.1
shows signal loss through atmosphere at 70 GHz.
Effect Comments Signal Loss(dB/km)
Oxygen Sea Level 0.22
Humidity 100% at 30◦C 1.8
Heavy Fog 10◦C, 1gm/m3 2.2
Cloud Burst 25 mm/hr rain 10.7
Table 3.1: Signal Loss through Atmosphere [45]
The signal loss due to rain depends on the rate of rainfall, as it may be concluded with
Table 3.2.
Description Rain Rate Signal Loss(dB/km)
Light Rain 1mm/hour 0.9
Moderate Rain 4 mm/hour 2.6
Heavy Rain 25 mm/hour 10.7
Intense Rain 5 mm/hour 18.4
Table 3.2: Signal Loss due to Rain [45]
Although weather influence the signal loss, the performance of a millimeter wave link
depends on other factors, such as diversity of redundant paths, distance between radio nodes
and link margin of the radios [45].
3.2 Massive MIMO
After being proposed in 1993 and 1994 [47], MIMO technology is nowadays accepted as
one of key technologies in Fouth Generation wireless communications systems [48]. For the
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past years it matured and now the LTE standards allow for up 8 × 8 antenna systems, and
it is known, basically the more antennas are equipped at transmitter and receiver, the more
degrees of freedom(DoF) the channel can provide, the better performance in terms of data
rate or link reliability without additional increase in bandwidth or transmit power [49] [50].
In a effort to achieve more dramatic gains, as well as reach all the benefits of conventional
MIMO, massive MIMO systems have been proposed in [51] [52] (also known as large-scale
antenna systems, very large MIMO, hyper MIMO, full-dimension MIMO, and ARGOS), which
envisions the use of more antennas (e.g 100 or more) at each BS [38] [53]. A mMIMO system is
capable of improving bandwidth efficiency and simultaneously reduce the transmit power [48].
It has also the potential to increase the capacity 10 times or more and improve the radiated
energy efficiency on the orders of 100 times [13]. These multiplexing gains when serving
tens of UTs simultaneously, and the large number of antennas help focus the energy with an
extreme sharpness and narrow beam into small regions where the UTs are located [48] [13].
This extremely narrow beam can also reduce the Inter-User Interference(IUI).
Massive MIMO is a game changing technology, since it permits to replace the expensive
ultra-linear 50W amplifiers used in conventional systems by hundreds of low-cost amplifiers
with output power in the milli-Watt range. Several expensive items such as coaxial cables, can
be eliminated. mMIMO reduces the constraints on accuracy and linearity of each individual
amplifiers and RF chain. In a way, mMIMO count on the law of large numbers so noise,
fading and hardware imperfections average out when signals from a large number of antennas
are combined in the air, which also makes mMIMO extremely robust to failure of one or a
few of antenna units [13].
Traditional MIMO systems can only adjust signal transmission in the horizontal dimen-
sion, make use of linear Antenna Array (AA). In order to exploit the vertical dimension of
signal propagation, AAs such as rectangular, spherical and cylindrical AAs can be used. Fig-
ure 3.2 illustrate those antenna arrays. Linear AA as an example of Two-Dimensional (2D)
AAs, and spherical AA, cylindrical AA and rectangular AAs as 3D antenna arrays. With this
3D arrays, both azimuth and elevation gains can be adjusted and propagate signals in Three-
Dimensional space. Nowadays in an active AA, the RF circuit and the AA are integrated
into a single circuit board, which is an important milestone in the development of antenna
arrays. The distributed AA is mainly used inside buildings or for outdoor cooperation, while
linear AA is mostly assumed in theoretical analysis and realistic measurements [48].
Having a good channel knowledge, on both uplink and downlink is important in massive
MIMO. In the uplink case, the solution is having the terminals send pilots based on which
the BS estimates the channel response to each of the terminals. On the downlink is more
difficult. Since sending pilot waveforms, based on which the terminals estimate the channel
responses, quantize the thus obtained estimates, and feed them back to the base station, is not
feasible in massive MIMO as it is in conventional MIMO systems. First, optimal downlinks
pilots should be mutually orthogonal between antennas, so the amount of time-frequency
resources needed for downlink pilots scales with the number of antennas. Second the number
of channel responses each terminal must estimate is also propotional to the number of base
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stations antennas [13].
Figure 3.2: Different Antenna Arrays configurations [48]
3.3 Millimeter-Wave Massive MIMO
The combination of millimeter-wave communications, arrays with a massive number of
antennas, and small cell geometries is a symbiotic convergence of technologies that has the
potential to dramatically improve wireless access and throughput. Individually, each of these
approaches could offer an order of magnitude increase in wireless capacity or more compared to
current broadband systems; in combination with one another, one can envision achieving the
approximate thousand-fold increase in capacity that will be needed in the coming decades [53].
In order to use the millimeter-wave band more efficiently, and attenuate the losses due
to weather conditions, reflection and diffraction, various technologies are considered for use
in 5G mobile communication networks. The decrease in wavelength enables packing a large
number of antennas into small form factors. A massive antenna structure for forming multiple
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beams can support spatial reuse of a base station. Large arrays can provide beamforming
technology to improve the spectral efficiency of mobile communication networks, overcome
pathloss and establish links with reasonable SNR. The beamforming technology also facilitates
spatial reuse of limited radio resources in mobile communication networks [41] [46].
3.3.1 Antenna Designs
Historically, mmWave bands were ruled out for cellular usage mainly due to concerns re-
garding short-range and non-line-of-sight coverage issues. Although mmWave presents prob-
lems, also permits, due to low wavelength, reduce the dimension of the antennas and assemble
a large number of antennas in the same space. Figure 3.3 show two schematics of antennas,
one represent a single antenna working at 3 GHZ and the other an array of antennas working
at 30 GHZ.
Figure 3.3: Different Antenna Designs [54]
Although there is a common misunderstanding, that at higher frequencies the propagation
loss increases, based on Friis equation. However high frequencies increase the path loss,
increasing the number of antennas can compensate the losses. The test made in [54] [55–59]
shows the potential of millimeter-wave massive MIMO systems.
Space constraint appears to be a engineering challenge at mmWave frequencies. The
antenna elements in an array must be placed closely together to prevent grating lobes [60].
This implies that each antenna cannot be large compared to the wavelength, but also not too
small and isotropic since some gain is needed to overcome the large path loss [53]. For example,
at 72 GHz frequency, the required element spacing is only about 2 mm. With the current
monolithic microwave integrated circuits (MMIC) technology, the practical implementation
of such a digital antenna array remains very difficult.
A main problem of the use of conventional MIMO architecture in a mMIMO implementa-
tion is the need to replicate multiple transmit/receive chains, one for each antenna. Figure 3.4
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shows a array antenna with 128 elements. Figure3.4 (a) use 4x4 RF chips (brown squares),
each with 8 antennas in the package (yellow squares) because the insertion loss to bring the
signal off-chip to an antenna would be too high and can be implemented at very high frequen-
cies. The solution of Figure 3.4 (b) use 4x4 RF chips, each with 8 antennas mounted nearby
on a circuit board or on a different substrate, and its used for lower frequencies, because
at lower frequencies, the antennas are larger and not completely integrable within the chip
package. Figure3.4 (c) shows the block diagram of the RF frontend with both TX and RX
channels integrated in the chip connected to 8 antennas [53].
As was said previously full digital implementation of large, wideband antenna array at
mmWave frequencies is unrealistic. A pure digital beamformer have excessive demand on
real time signal processing for high gain antennas, for example, to achieve an antenna gain
of over 30 dB, for instance, one may need more than 1000 antenna elements, making it
impractical. Furthermore, to perform wideband digital beamforming, each signal from/to
an antenna element is normally divided into a number of narrowband signals and processed
separately, which also adds to the cost of digital signal processing significantly [43]. To solve
the complexity of the digital implementation an hybrid adaptive antenna array is proposed
in [60].
Figure 3.4: Antenna Front-End Integration [53]
In a hybrid antenna array, a large number of antennas are grouped into analogue subarrays.
Each subarray uses an analogue beamformer to produce beamformed subarray signal, and all
subarray signals are combined using a digital beamformer to produce the final beamformed
signal. Each element in a subarray has its own RF chain and employs an analogue phase
shifting device at the intermediate frequency (IF) stage. Signals received by all elements in
a subarry are combined after analogue phase shifting, and the analogue beamformed signal
is down-converted to base band and then converted into digital domain. In this way, the
complexity of the digital beamformer is reduced by a factor equal to the number of elements
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in a subarray [60].
Figure 3.5: Hybrid Antenna Array [60]
3.3.2 Millimeter-Wave massive MIMO Architectures
With the use of mmWaves systems, precoding/combining is generally different than pre-
coding at lower frequencies due to hardware constrains. The small wavelength of mmWave
signals allows a large number of antennas to be packed into a small form factor, which translate
in a increase of high cost and power consumption components like high-resolution analog-to-
digital converters (ADCs), and it is difficult to dedicate a separate a RF chain with these
components for each antenna. The large number of antennas also impacts the channel esti-
mation and equalization. So with all the hardware constrains, different channel conditions
and larger bandwidth, new architectures are needed for mmWave-mMIMO systems [61].
In order to around this constrains, new transceiver architectures such as hybrid ana-
log/digital precoding (and combining), and the use of low resolution ADCs to reduce the
power consumption at the receiver, have been discussed.
In the hybrid solution the precoding and beamforming are divided between the analog and
digital domains. Via analog beamforming, the number of transceivers can be lowered towards
the total antenna number. Each transceiver is connected with multiple active antennas,
and the signal phase on each antenna is controlled via a network of analog phase shifters.
The digital precoding layer adds more freedom for precoding compared to a pure analog
beamforming solution, so digital beamforming can be utilized on top of analog BF, to achieve
better performance [61] [62].
The solutions using low-resolution ADCs, can reduce the power consuption at the receiver.
Low-resolution ADCs consume less power and at low SNR incur only a little rate loss compared
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to high-resolution ADCs. Both approaches can coexist in the same system [61].
3.3.3 Hybrid analog/digital precoding
Two hybrid BF structures are shown in Figure 3.6, the full-array architecture and the
sub-array architecture, with Mt being the transceiver number and Mr the number of active
antennas per transceiver.
Figure 3.6: Hybrid precoding structures [62]
Figure 3.6(a) illustrates an architecture, where each transceiver is connected with all
antennas, just as the transmitted signal on each of the Mt digital transceivers goes through
Mt×Mr RF paths (mixer, power amplifier, phase shifter, etc.) and summed up before being
connected with each antenna element. Then, analog BF is performed over Mt×Mr RF paths
per transceiver, and digital BF can then be performed over Mt transceivers. This architecture
can achieve full beamforming gain, but the complexity of this structure is quite high, as the
total number of RF paths is M2tMr. With this structure, for mmWave communication, is
used a simple precoding solution assuming only partial channel knowledge at the base station
and mobile station in the form of angle of arrival (AoA) and angle of departure (AoD)
knowledge [62].
A second structure is shown in Figure 3.6(b), where each of the Mt transceivers is con-
nected to Mr antennas. Analog BF is performed over only Mr RF paths in each transceiver,
and digital BF is performed over Mt transceivers. This structure is more practical for base
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station antenna deployment in the current cellular systems, where each transceiver is gener-
ally connected to a column of antennas. With mmWave communication, this second structure
use AoA estimation and beamforming algorithms [62].
3.3.4 1-bit ADC architecture
As previously said, a solution to overcome the limitation on the number of complete
RF chains is to perform analog beamforming using networks of phase shifters. In mmWave
systems, the sampling rate of the ADCs scales up with the larger bandwidth unfortunately
high-resolution ADCs are costly and power-hungry. This turns out to be a problem for
mmWave mMIMO systems. One possible solution, can be the use of low-resolution ADCs
(1-3 bits), which reduces power consumption and cost. This structure has the advantage that
the ADC can be implemented by a single comparator resulting in very low power consumption
so as to simplify aspects of circuit complexity [61].
Figure 3.7: 1-bit ADC precoding structure [61]
3.4 Millimeter-Wave MIMO Channel Model
As it has being said in this dissertation, millimeter wave communications is a promising
technology for the future cellular systems due to its huge bandwidth and small wavelength.
The small wavelength of the millimeter wave (relative to the microwave) ensures that large-
sized arrays can be implemented with a small form factor. As a result, mmWave systems
provides sufficient array gain using large-sized array antennas and analog beamforming and
combining at the base station and the mobile station [63] [64]. However, the mmWave MIMO
channel is sparce due to propagation characteristics. High free-space pathloss leads to limited
spacial selectivity or scatering, and the large tightly-packed antenna arrays leads to high
antenna correlation. For these reasons, statistical fading distributions used in traditional
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MIMO analysis are inaccurate for mmWave channel modeling [46]. Therefore channel models
for mmWave communications have been discussed in [65–68].
In this section, it is briefly described the clustered mmWave channel model presented
in [46].
Consider a single-user mmWave system with Mt transmit antennas and Mr receive an-
tennas. The system have Ncl scattering cluster, and each one with Nray propagation paths.
Therefore, the discrete-time narrowband channel H can be written as:
H = γ
∑
n,l
αnlΛr(φ
r
nl, θ
r
nl)Λt(φ
t
nl, θ
t
nl)ar(φ
r
nl, θ
r
nl)at(φ
t
nl, θ
t
nl)
∗, (3.1)
where γ is a normalization factor such that γ =
√
MtMr/NclNray. The αnl is the complex
gain of the lth ray in the nth scattering cluster, while φrnl(θ
r
nl) and φ
t
nl(θ
t
nl) are its azimuth
(elevation) angles of arrival and departure respectively. αnl follow a complex Gaussian distri-
bution CN (0, σ2α,n) where σ2α,n represents the average power of the nth cluster. The transmit
and receive antenna element gain at the corresponding angles of departure and arrival are
represented by Λt(φ
t
nl, θ
t
nl) and Λr(φ
r
nl, θ
r
nl). The azimuth angles of arrival and departure, are
represented as θrnl and θ
t
nl respectively [69]. Is assumed that αnl have Gaussian distribution,
are i.i.d. CN (0, σ2α,n) where σ2α,n represents the average power of the nth path. The average
powers are such that
∑Ncl
n=1 σ
2
α,n = γ where γ satisfies E[||H2F ||] = MtMr. The angles of arrival
and departure, θrnl and θ
t
nl, follow a Laplacian distribution.
Those array response vectors depends on the array antenna type. For an N -element
Uniform Linear Array (ULA) on the y-axis, the array response vector is,
aULAy(φ) =
1√
N
[1, ejkd sin(φ), ..., ej(N−1)kd sin(φ)]T , (3.2)
where k = 2φλ , d is the inter-element spacing, 0 ≤ m < Ny and 0 ≤ n < Nz.
In the case of a Uniform Planar Array, in the yz-plane with Ny and Nz elements on the
y and z axes respectively, the array response vector is,
aUPA(φ) =
1√
N
[1, ..., ejkd(m sin(φ) sin(θ)+n cos(θ)), ..., ejkd((Ny−1) sin(φ) sin(θ)+(Nz−1) cos(θ))]T ,
(3.3)
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3.5 Advanced Small Cells
In the future 5G networks, it is desired to provide a multi-gigabit-per-second-based data
rate for communication by using massive MIMO and mmWaves. The increase of the data
rates can be processed by using mmWaves spectrum, and the smaller millimeter wavelength
can be integrated with directional antennas for higher throughput because massive MIMO as
a spatial processing technique can provide orthogonal polarization and beamforming adap-
tation. 5G networks will be highly dense networks, so in order to increase the efficiency,
low-cost architectures called dense HetNet’s or advanced small cells surge [70].
Figure 3.8: Heterogeneous wireless cellular architecture example [71]
It is believed that small cells will play a very important role in 5G to meet the 5G
requirements in traffic volume, frequency effiency, and energy and cost reduction. A natural
way to improve network capacity is to place further transmitters with moderate numbers
of antennas at typical outdoor hotspot locations. More cells yield higher capacity if the
frequencies are reused. High-speed data coverage is improved, and the network diversity is
increased. Shorter distances between base stations and terminals and a higher line-of-sight
probability are further benefits. Deployment of small cells indoors will probably use more
powerful enhanced wireless local area networks to overcome the strong outdoor-to-indoor
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penetration loss. Also less cooperation between indoor and macrocells is needed [72].
In 5G HetNets, macro and small cells may be connected to each other via ideal or non-
ideal backhaul, resulting in different levels of coordination across the network for mobility
and interference management. Increasing degrees of network cooperation, from loose network
node coordination to completely centralized control, will provide increasing levels of network
capacity. When access to ideal backhaul is not available, anchor-booster architecture may
be used to coordinate between macro and small cells. In this architecture, the macro cell
operates as an anchor base station, and is primarily responsible for control and mobility,
while the small cell operates as a booster base station and is mainly responsible for oﬄoading
data traffic. The separation of data and control plane in anchor-booster architecture eases
the integration of other RATs (Radio Access Technologies), such as WiFi or mmWave RATs,
as booster cells within the LTE framework.
If the small cells can be connected to macrocells with low latency high-rate backhaul,
the baseband signals from several hundred cells can be received and processes at centralized
server platform. This architecture creates a super base station with distributed antennas sup-
porting multiple RAN (Radio Access Network) protocols and dynamically adapting its signal
processing resouses based on the varying traffic load within its geographical coverage. This
architecture saves on operational cost by locating all the processing of multiple base station
in one unit, and simplifies implementation of LTE-Advanced features such as coordinated
multipoint (CoMP) and enhanced inter cell interference coordination (eICIC) by centralizing
baseband processing [73].
D2D (Devide-To-Device) communication serves as another ”cell tier” in the 5G HetNet,
where clusters of devices cooperate with each other to dramatically increase network capac-
ity. D2D communication enables the exchange of data traffic directly between user equipment
without the use of base stations or core network other than for assistance in setting up direct
connections. These type of communication supports new usage models based on the proxim-
ity of users, including social networking applications, peer-to-peer content sharing, and public
safety communications in the absence of network coverage. They also confer additional ben-
efits beyond increased area spectral efficiency, including improved cellular coverage, reduced
end-to-end latency, and reduced power consumption [73].
HetNets are among the most promising low-cost approaches to meet the industry’s capac-
ity growth needs and deliver a uniform connectivity experience. Today’s 3G and 4G networks
are designed primarily with a focus on peak rate and spectral efficiency improvements. In
the 5G Era, will be seen a shift towards network efficiency with 5G systems based on dense
HetNet architectures.
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Chapter 4
Hybrid mMIMO mmWave Systems
Under Limited CSI
As mentioned before, the use of beamforming at transmitter side requires the knowledge
of channel state information prior to transmission. The knowledge of the CSI can then be
used to improve the performance in the downlink. However, assuming a perfect CSIT, is not
realistic in many practical scenarios. Considering the particular case of mmW mMIMO based
systems this problem is more significant since the terminals are equipped with a large number
of antennas and therefore a huge amount of channels needed to be feedback from the receiver
to the transmitter increasing the overall system signaling.
In this Chapter a single-user mmW massive MIMO system is evaluated under limited
feedback. We consider a transmitter employing a hybrid analog-digital beamforming and a
receiver equipped with an iterative hybrid analog-digital equalizer. Firstly, the implemented
mmW massive MIMO platform is presented. Then, a low-overhead uniform quantization
strategy is proposed, where only some channel parameters, such as the fading coefficients and
phases. Finally, the system is evaluated under this CSI quantization strategy and compared
with the case where perfect CSIT is known.
4.1 Hybrid mmWave mMIMO Platform
4.1.1 System Model
In this section, the mmWave mMIMO system used for this work is described, based in
a hybrid architecture. Assuming a single-user mmWave system with Mt transmit antennas
and Mr receive antennas, where the transmitter sends Ns data streams to the receiver, per
time-slot. The channel remains constant during a block, with size T , but varies independently
between blocks. The received signal for each block is given by,
Y = HX + N, (4.1)
where Y = [y1, ...yT ] ∈ CMr×T denotes the received signal matrix, X = [x1, ...,xT ] ∈ CMt×T
is the transmitted signal, N = [n1, ...,nT ] ∈ CMr×T is a zero mean Gaussian noise with
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variance σ2n, and H ∈ CMr×Mt is the channel matrix.
In order to accurately model a mmWave channel, that combines tightly packed antenna
arrays in sparce scattering environments, the channel model considered follows the clustered
sparce mmWave channel model discussed in [74], given by the sum of the contributions of
Ncl clusters, each of which contribute Nray propagation paths to the channel matrix H. The
discrete-time narrowband channel is expressed as
H = γArΛA
H
t , (4.2)
where γ is a normalization factor such that
γ =
√
MtMr
NclNray
, (4.3)
Λ is a diagonal matrix defined as
Λ =

α1,1 0 0 0 0
0 α1,2 0 0 0
0 0 α2,1 0 0
0 0 0
. . . 0
0 0 0 0 αNcl,Nray
 , (4.4)
with entries n = 1, ..., Ncl and l = 1, ..., Nray that correspond to the paths gains of the lth ray
in the nth scattering cluster. At and Ar are the matrices of array response vectors at the
transmitter and receiver, formed by
At = [at(θ
t
1,1), ...,at(θ
t
Ncl,Nray
)], (4.5)
and
Ar = [ar(θ
r
1,1), ...,ar(θ
r
Ncl,Nray
)], (4.6)
respectively, whereas θrnl and θ
t
nl are the azimuth angles of arrival and departure [69]. The
array response vectors for a Nv element uniform linear array is given by
av(θ
v
n,l) =
1√
Nv
[1, ejkdsin(θ
v
n,l), ..., ej(Nv−1)kdsin(θ
v
n,l)]T , (4.7)
with v ∈ {r, t} , k = 2pi/λ and d is the inter-element spacing [75].
Figure 4.1 shows the transmitter side of the hybrid based architecture used in this disser-
tation, and proposed in [69]. The transmitter processing consists in a digital baseband and
analog circuitry parts. These two parts are modeled by precoders matrices, Fa ∈ CMt×MRFt
for the analog part and Fd ∈ CMRFt ×Ns for digital part. There are MRFt transmit chain in
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the digital part, with Ns ≤ MRFt ≤ Mt. Due to hardware constrains, the analog part is
implemented using a matrix of analog phase shifters which force all elements of matrix Fa to
have equal norm (Fa(i, l)
2 = M−1t ). The total power constraint of the transmitter is given
by ||X||2F = NsT .
Figure 4.1: Transmitter block diagram [69]
After the digital part and the analog circuitry, the transmit signal is given by
X = FaFdC, (4.8)
where C = [c1, ..., cT ] ∈ CNs×T denotes a codeword contructed by using a space-time block
code. This STBC can be mathematically described by
zt = Sft, (4.9)
ct = Πtzt, (4.10)
where t=1,...,T denotes the time index, ft ∈ CT denotes column t of a T point DFT ma-
trix (FT = [f1, ..., fT ]), Πt ∈ CNs×Ns , t=1,...,T is a random permutation matrix known
at the transmitter and receiver sides, and S = [ss,t]1≤s≤Ns,1≤t≤T ∈ CNs×T , with st,s, t ∈
{1, ..., T} , s ∈ {1, ..., Ns} denoting a complex data symbol chosen from a QAM constellation
with E[|ss,t|2] = σ2s , where
∑Ns
s=1 σ
2
s = Ns. However in this dissertation, to simplify and
without loss of generality, only QPSK constellations are used. To compute the codeword C,
its applied and FFT transform to the rows of the symbol matrix S (Equation 4.9) and then
permute each of the resulting T columns with a random permutation Πt, t1, ..., T (Equation
4.10).
At the receiver it was considered the hybrid iterative space-time decoder proposed in
[69]and shown in Figure 4.2. First, the received signal is processed through the analog phase
shifters, modeled by the matrix Wa ∈ CMRFr ×Mr , then follows the baseband processing,
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composed by MRFr processing chains. The elements of the matrix Wa must have equal norm
(|Wa(j, l)|2 = M−1r ).
Figure 4.2: Receiver block diagram [69]
The baseband processing includes a digital feedback closed-loop. For the forward path of
the closed-loop, the signal first passes through a linear filter Wd ∈ CNs×MRFr , then follows the
decoding of the STBC with demodulation included. In the feedback path, the data recovered
in the forward path is first modulated and encoded using the STBC, then it passes through
the feedback matrix Bd ∈ CNs×Ns . The STBC decoding is given by
Z˜ =
[
ΠH1 c˜1, ...,Π
H
T c˜T
]
, (4.11)
S˜ = Z˜FHT , (4.12)
To obtain a soft estimate of the transmitted symbols, first it is inverted the permutation
applied at the transmitter (4.11), and then apply the IDFT transform to the resulting matrix,
as in (4.12). The feedback and feedforward paths are combined by subtracting the signal
output of the feedback path from the filtered received signal WdWaY.
4.1.2 Hybrid Precoder Design
Millimeter-wave precoders (Fa,Fd) are designed, in order to maximize the spectral effi-
ciency. Fd ∈ CMRFT ×NS is the digital precoder, and Fa ∈ CMT×MRFT is the analog precoder,
both at the transmitter side. The transmitter has also MRFT RF chains and MT antennas.
Starting by examining the mutual information achieved by the hybrid precoders FaFd the
channels’s optimal unconstrained precoder Fopt can be obtained. To do so, is defined the
channel’s ordered SVD to be H = UΣVH , where U is and Mr × rank(H) unitary matrix,
Σ is a rank(H) × rank(H) diagonal matrix of singular values arranged in decreasing order,
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and V is a Mr × rank(H) unitary matrix. Beyond that, defining the matrices Σ and V as
Σ =
[
Σ1 0
0 Σ2
]
, V =
[
V1 V2
]
, (4.13)
where Σ1 have dimension NS × NS and V1 dimension Mt × NS . It can be noted that the
optimal unconstrained unitary precoder for H is given by
Fopt = V1, (4.14)
Fopt have dimension Mt × NS and is the requirement to start with the algorithm presented
in Table 4.1 and proposed in [46], to achieve the desired precoders (Fa,Fb).
Algorithm - Precoding
Require: Fopt
1: Fa = Empty Matrix
2: Fres = Fopt
3: for i ≤MRFt do
4: Ψ = AHt Fres
5: k = argmaxl=1,...,Nc1Nray(ΨΨ
H)l,l
6: Fa = [Fa|A(k)t ]
7: Fd = (F
H
a Fa)
−1FHa Fopt
8: Fres =
Fopt−FaFd
||Fopt−FaFd||F
9: end for
10: Fd =
√
NS
Fd
||FaFd||F
11: return Fa, Fd
Table 4.1: Precoder Algorithm
The analog Fa ∈ CMt×MRFt matrix and the digital Fd ∈ CMRFt ×NS are computed to
minimize ||Fopt − FaFd||2F . It may be advantageous to impose the additional constraint
that Fd be unitary. Unitary precoders can be more efficiently quantized and are thus more
attractive in limited feedback systems. So in the algorithm described in Table 4.1 the step 7 is
replaced by Fd = UˆVˆ
H
, where Uˆ and Vˆ
H
are unitary matrices defined by FHa Fopt = UˆΣˆVˆ
H
.
More details about this hybrid precoder algorithm can be found in [46].
4.1.3 Hybrid Receiver Design
In this section, it is briefly described the iterative space-time receiver proposed in [69]
shown in Figure 4.2. At the ith iteration the received signal at the tth time slot, after the
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de-interleaver, is given by
z˜
(i)
t = Π
H
t (W
(i)
d,tW
(i)
a,tyt −B(i)d,tΠtzˆ(i−1)t ), (4.15)
Zˆ
i−1
= Sˆi−1FT , (4.16)
where ΠHt ∈ CNs×Ns denotes the de-interleaver matrix, W(i)a,t ∈ CM
RF
r ×Mr is the analog part of
the feedforward matrix. The digital part is composed by the feedforward matrix, W
(i)
d,t and the
feedback matrix B
(i)
d,t. Πt ∈ CNs×Ns is the interleaver and Zˆ
i−1
= [zˆ
(i−1)
1 , ..., z
(i−1)
T ] ∈ CNs×T
is the DTF of the detector output Sˆ
(i−1)
. The matrix Cˆ
(i)
= [Π1zˆ
(i)
1 , ...,ΠT zˆ
(i)
T ] denotes
the hard estimate of the transmitted codeword C and Sˆ
(i)
= sign(S˜
(i)
) the hard decision
associated to QPSK data symbols S, at iteration i. Through central limit theorem the entries
of vector z : t, t ∈ {1, ..., T} are Gaussian distributed, then as the input-output relationship
between variables zt and zˆ
(i)
t , t ∈ {1, ..., T} is memoryless. Follows
zˆ
(i)
t = Ψ
(i)zt + ˆ
(i)
t , t ∈ {1, ..., T} , (4.17)
where Ψ(i) is a diagonal matrix given by
Ψ(i) = diag(Ψ
(i)
1 , ...Ψ
(i)
s , ...Ψ
(i)
Ns
), (4.18)
Ψ (i)s =
E[zˆ(i)t ](s)zˆ
∗
t (s)
E[|zˆt(s)|2] , s ∈ {1, ..., Ns} , (4.19)
and ˆ
(i)
t is a zero mean error vector uncorrelated with zt, with E[ˆ
(i)
t ˆ
(i)H
t ] = (INs−|Ψ(i)|2)σ2s .
It can be defined the vector
Γ(i) = T−1
T∑
t=1
(ΠHt W
(i)
d,tW
(i)
a,tHFaFdΠt), (4.20)
corresponding to the equivalent overall channel from signal st to s˜
(i)
t , so
s˜
(i)
t = Γ
(i)st + e˜
(i)
t , (4.21)
with e˜
(i)
t = s˜
(i)
t − Γ(i)st denoting an overall error that includes both the channel noise and
the residual intersymbol interference (ISI). Since the vector eˆ
(i)
t is uncorrelated with zt, the
average power is given by
MSE
(i)
t = E[||z˜(i)t − zt||2]
= E[||˜(i)t ||2] = ||(W(i)ad,t)Ht − Γ(i)t − (B(i)d,t)Ψ(i−1)||2Fσ2s
+||(B(i)d,t)(INs −Ψ(i−1)|2)1/2||2Fσ2s + ||(W(i)ad,t)||2Fσ2n,
(4.22)
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where Wad,t represents a digital equalizer, i.e. in case each antenna has one RF chain. The
receive analog and digital parts are jointly designed. The analog matrix W
(i)
a,t and the digital
W
(i)
d,t and B
(i)
d,t are computed to minimize the mean-square-error (MSE) between the transmit
and the receive signals given by (4.22). The derived algorithm is described in Table 4.2. More
details about this algorithm can be found in [69].
Algorithm
Require: (W
(i)
ad,t)opt
1: (W
(i)
a,t)opt = Empty Matrix
2: W
(i)
res,t = −(W(i)ad,t)optR˜
(i−1)
t
3: for i ≤MRFr do
4: k = argmax1,...,NclNray(A
H
r (W
(i)
res,t)
HW
(i)
res,tAr)l,l
5: (W
(i)
a,t)opt = [((W
(i)
a,t)opt)
H |(A(k)r )]H
6: (W
(i)
d,t)opt = Ωd((W
(i)
a,t)optHt)
H(R
(i−1)
d,t )
−1
7: W
(i)
res,t = ((W
(i)
d,t)opt(W
(i)
a,t)opt − (W(i)ad,t)opt)R˜
(i)
t + Ud(Ht)
H
8: end for
10: return (W
(i)
a,t)opt, (W
(i)
d,t)opt
Table 4.2: Hybrid Iterative Equalizer Algorithm
4.2 Millimeter-Wave Channel Quantization
The CSI is needed in both transmitter and receiver sides to compute the hybrid analog-
digital precoders and equalizers. For the sake of simplicity we assume perfect channel estima-
tion at the receiver side. The method for CSI estimation is out of this work. In practice, the
channel can be estimated at the receiver through appropriate training sequences and/or pi-
lots [74]. From the previous Section, we can see that to compute the analog-digital precoders,
we need to know the matrix H and the transmit array response At as illustrated in Figure
4.3. More specifically, to compute the digital precoder we need to know the matrix H and
to compute the analog precoder we need matrix At, and thus this information should be fed
back from the receiver to the transmitter. This would imply a quantization and feedback of
MtMr + MtNrayNcl complex values per block (it is considered the channel constant during
a block of size T ).
In order to reduce the feedback overhead we propose to quantize and fed back just some
parameters that are characteristic of the channel, followed by channel reconstruction in trans-
mitter and precoder computation. It can be seen by (4.2) that the channel matrix H is com-
posed by three main parts: the transmit array response, At, the fading complex coefficients
αnl, with n = 1, ..., Ncl and l = 1, ..., Nray, and the receive array response, Ar.
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Figure 4.3: Hybrid System Model
Therefore, we quantize each of these parts individually, i.e., we propose to quantize uni-
formly the complex path gains αn,l, and the real values of the azimuth angles of arrival and
departure θrn,l and θ
t
n,l, respectively, with n = 1, ..., Ncl and l = 1, ..., Nray, obtaining the
quantized variables.
αQn,l = fQα(Re {αn,l}) + jfQα(Im {αn,l}), (4.23)
θrn,l
Q = fQr(θ
r
n,l), (4.24)
θtn,l
Q
= fQt(θ
t
n,l), (4.25)
fQα, fQr and fQt are the quantization characteristic functions based on uniform quantization
using bα, br and bt bits, respectively, and where the levels are equally spaced in [−αc, αc],
[−θrc , θrc ] and [−θtc, θtc], respectively, with αc, θrc and θtc being the clipping values for amplitude
and azimuth angles of arrival and departure, respectively. For the azimuth angles of arrival
and departure, the clipping values are given by one-half of the receiver and the transmitter
sector angles, respectively. For the path gains, since the variable is not limited a previous
study was done to observe which are the better clipping values for each bα. Figure 4.5 has an
example of an ideal clipping value for the amplitude path loss variable. Figure 4.4 shows the
clipping characteristic function for αc, where the variable to quantize is in the x-axis and the
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clipped variable is in the y-axis.
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Figure 4.4: Clipping characteristic function for αc=1
After quantization, these parameters are fed back to the transmitter, where they are then
used to reconstruct the matrices of array response vectors of transmitter and receiver, defined
as
At
Q = [at(θ
t
1,1)
Q, ...,at(θ
t
Ncl,Nray
)Q], (4.26)
and
Ar
Q = [ar(θ
r
1,1)
Q, ...,ar(θ
r
Ncl,Nray
)Q], (4.27)
respectively and the channel matrix is obtained through
HQ = γAr
QΛQAHt
Q
, (4.28)
where
ΛQ =

α1,1
Q 0 0 0 0
0 α1,2
Q 0 0 0
0 0 α2,1
Q 0 0
0 0 0
. . . 0
0 0 0 0 αNcl,Nray
Q
 , (4.29)
To obtain the precoder matrix we start by assessing the FQopt matrix, using H
Q, as in (4.13).
The quantized SVD channel is HQ = UQΣQVH
Q
, so FQopt is given by
Fopt
Q = V1
Q, (4.30)
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Then, through the same algorithm described in Table 4.1, the final precoder matrices FQa and
FQd , are obtained using A
Q
t
Algorithm - Precoding
Require: FQopt
1: FQa = Empty Matrix
2: FQres = F
Q
opt
3: for i ≤MRFt do
4: Ψ = AHt
Q
FQres
5: k = argmaxl=1,...,Nc1Nray(ΨΨ
H)l,l
6: FQa = [F
Q
a |A(k)Qt ]
7: FQd = (F
H
a
Q
FQa )
−1F∗a
QFQopt
8: FQres =
FQopt−FQa FQd
||FQopt−FQa FQd ||F
9: end for
10: FQd =
√
NS
FQd
||FQa FQd ||F
11: return FQa , F
Q
d
Table 4.3: Precoder Algorithm
Note that the quantization of channel parameters will also affect the combining process in
the receiver, being important to conclude about how the quantization errors affect the over
all system performance.
4.3 Performance Results
In this section, we access the performance of the proposed hybrid space-time iterative
equalizer. A clustered channel model with Ncl = 8 clusters, each cluster with Nray = 10
rays is considered. Is assumed that αn,l are i.i.d., CN (0, σ2α,n), where σ2α,n defines the average
power of the nth cluster. The average power of the all Ncl clusters is the same and such
that
∑Ncl
n=1 σ
2
α,n = γ , where γ is the normalization factor in (4.3). The Nray azimuth angles
of departure and arrival within cluster n, θtn,l and θ
r
n,l, respectively, are assumed to follow
a Laplacian distribution, with a uniformly-random mean cluster angle of θtn and θ
r
n, and a
constant angular spread σθt and σθr , respectively. The angle spread at both the transmitter
and receiver is set to 8 degrees. We assume that the transmitter’s sector angle is 60◦ wide
in the azimuth domain and the receiver antenna array has omnidirectional antenna elements.
Thus the clipping values for the azimuth angles are 30◦ and 180◦ for transmitter and receiver,
respectively. The antenna element spacing is assumed to be half-wavelength. The channel
remains constant during a block, with size T = 32 and takes independent values between
blocks.
The performances are evaluated in terms of bit error rate, which is presented as function
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of the Eb/N0, with Eb denoting the average bit energy and N0 the one-sided noise power
spectral density. Is considered σ21 =, ..., σ
2
Ns
= 1 and then the average Eb/N0 is identical for
all streams s ∈ {1, ...,Ns}.
The results were obtained for the scenario described in Table 4.4
Data
Symbols
Transmitter
Antennas
Receiver
Antennas
Transmitter
RF Chains
Receiver
RF Chains
Scenario 8 128 32 8 8
Table 4.4: Considered Scenario
As previously said, for amplitude Rayleigh fading components quantization, different val-
ues of clipping αc could be used. These clipping values depends on the number of quantization
bits used, bα. Figure 4.5 shows the impact of the saturation level, αc, and the number of quan-
tization bits, bα, on MSE. As it can be observed, there is an optimum normalized saturation
level for each value of bα. The quantizer’s saturation becomes too frequent if αc is small and
the quantization interval becomes too high when αc is high. Hereinafter, it is assumed always
the optimum saturation level for each value of αc.
α
c
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Figure 4.5: MSE curves for amplitude path gain quantization for different clipping values and
number of quantization bits
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Table 4.5 shows the optimal αc for each quantization bit, bα.
bα 1 2 3 4 5 6 7 8
αc 0.6 0.9 1.2 1.5 1.8 1.8 2.1 2.4
Table 4.5: Optimal αc
Firstly, it is evaluated the impact on the performance of the transmit and receive arrays
response At and Ar, respectively. Therefore, to obtain these first results αnl is assumed
to be perfect. The results are always compared with perfect channel, i.e. assuming perfect
knowledge of At, Ar and αnl at the transmit side. The results presented from Figure 4.6 to
Figure 4.10 were obtained for one iteration of the considered iterative hybrid analog-digital
equalizer, while for Figure 4.11 4 iteration was used.
Figure 4.6 shows the results for the channel reconstructed with perfect αnl and At. In this
scenario only AQr is quantized. In Figure 4.7 is depicted the results for channel reconstructed
with perfect αnl and Ar. Here only A
Q
t is quantized. The aim is to understand the individual
impact of AQr and A
Q
t on the system performance. Finally, Figure 4.8 shows the impact for
the case where both transmit array response AQt and receive array response A
Q
r are quantized.
In this last figure it is also assumed that the amplitudes αnl are perfect.
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Figure 4.6: BER for hybrid mmWave mMIMO for perfect path gains and azimuth angles of
departure, with quantized azimuth angles of arrival
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Figure 4.7: BER for hybrid mmWave mMIMO for perfect path gains and azimuth angles of
arrival, with quantized azimuth angles of departure
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Figure 4.8: BER for hybrid mmWave mMIMO for perfect path gains, and quantized azimuth
angles
51
It can be seen in these three previous figures, that the quantization of both azimuth angles,
of arrival and departure, or just one of them has few influence in the system performance.
However the results are slightly better when just quantizing the departure angles, which can
be justified by the lower transmitter sector angle. It is important to observe that the higher
the number of quantization bits the better are the results, as it is expected. It is possible to
observe that with 7 bits, the performance result with quantization is almost juxtaposed to
the curve with perfect channel state information.
Now the channel reconstruction is performed by assuming that all parameters, amplitudes
and transmit and receive array responses are quantized, in order to have an overall picture.
In Figure 4.9, αnl is quantized with 2 bits while in Figure 4.10, 3 quantization bits were used.
Comparing Figure 4.9 with Figure 4.10, the difference from using 2 or 3 bits to quantize those
paths is visible, mainly for lower values of Eb/N0. There is no need to use more bits for
path gains since the curve obtained with bα = 3 and br = bt = 7 almost perfectly match to
the perfect channel one. This means that the amplitudes quantization have less impact on
system performance. The quantization of transmit and receive array responses play a more
important role on the feedback strategies design.
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Figure 4.9: BER for hybrid mmWave mMIMO for quantized path gains with 2 bits, and
quantized azimuth angles
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Figure 4.11 show the BER results for the same conditions used in Figure 4.10 (bα = 3) but
now for 4 iterations. It can be seen that the performance is better than with only 1 iteration.
Again a high number of quantization bits translates in better results, and with 4 iteration
the curves decay faster and are closer to each others.
Thus it can be seen that in order to achieve good results, is important to use a proper
number of quantization bits. From the figures 4.6-4.8 it can be seen that the gap between
the perfect channel curve and the 4 bit BER curve is substantial. Using perfect path gains
and quantize the azimuth angles with 4 bits is not enough to achieve good results. Using 6
and 7 bits the results are much better, with the gap between curves becoming smaller. With
7 bits, the curve is almost equal to the perfect one. When all the parameters are quantized,
the results show that the path gain need less quantization bits than the azimuth angles. It
was also shown that using 4 iterations will bring better results.
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Figure 4.10: BER for hybrid mmWave mMIMO for quantized path gains with 3 bits, and
quantized azimuth angles
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Figure 4.11: BER for hybrid mmWave mMIMO for quantized path gains with 3 bits, and
quantized azimuth angles with 4 iterations
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Chapter 5
Conclusions and Future Work
The mobile proportion of internet use has increased rapidly, in 2012 that proportion was
about 40%, 68% in 2016, and some forecasts points to 75% in 2017. The rise of mobile internet
use, challenges the creation of systems capable of responding to the demands of this increase.
As 4G systems are reaching it capacities, 5G systems are being studied and designed. Two
key technologies for future 5G systems, are millimeter-waves and massive MIMO. Although
improving the bit rate and system capacity, these technologies result in many challenges to
solve. The knowledge of the CSI at the transmit side to perform beamforming is an important
step to have good and reliable wireless transmissions. The work presented in this dissertation
helped to understand how the channel feedback process can be applied to hybrid architecture
for mmWave mMIMO systems that require CSIT knowledge.
5.1 Conclusions
This dissertation started by a briefly presentation of the evolution of cellular communi-
cations, from the first generation to the forthcoming 5th generation. Since the use of mobile
phones will keep growing, as they will serving for more services such as being abble to do
payements or communicate with home appliences, 5G is an important system to future com-
munications.
In Chapter 2 it was shown how multiple antenna systems can allow to have better per-
formance and data rates. Techniques such as diversity, multiplexing and beamforming were
discussed. In this chapter it was also introduced the principles of channel quantization and
two ways to do it, the Random Vector Quantization and the Uniform Quantization. It was
concluded that RVQ is not a feasible technique due to the complexity of the codebook for
mMIMO systems.
Follow up, in Chapter 3 two key technologies that will make part of the 5G systems were
described, the mmWave and mMIMO. Additionally millimeter-Wave massive MIMO systems
were introduced, describing the antenna design for these systems and some possible architec-
tures. Hybrid architectures process the signal in the analog and digital domain separately.
Single user hybrid architectures have shown good performances. Also, in this chapter it was
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presented a clustered mmWave channel model.
In Chapter 4 a single-user mmW massive MIMO system was evaluated under limited
feedback. It was considered a transmitter employing a hybrid analog-digital beamforming
and a receiver equipped with an iterative hybrid analog-digital equalizer. It was started by
presenting the mmW massive MIMO platform implemented. Then, a low-overhead uniform
quantization strategy was described in detail, where only some channel parameters, such as
the fading coefficients, phases and delays were quantized. Finally, the system was evaluated
under this CSI quantization strategy and compared with the case of perfect CSI. As the
overall conlusion it can be said that imperfect CSI has a strong impact on hybrid mMIMO
mmW bases systems as expected and the proposed quantization strategy is quite efficient,
achieving a performance close to the one obtained with perfect CSI with a low number of
quantization bits. Some specific conclusions can be pointed out:
• Increasing the number of quantized bits, the performance tends to the perfect CSI as
expected.
• Imperfect knowledge of the transmit and receive array responses has stronger impact on
the system performance that the complex channel amplitudes. This is expected since
the beamforming is manly computed based on the knowledge of arrays response.
• It was shown that it is only need about 6-7 bits to efficiently quantize the transmit and
receive arrays responses, At and Ar, respectively. Both have approximately the same
impact on the system performance.
• The complex amplitudes, αnl, have less impact on the system performance and it was
shown that 2-3 bits are perfectly enough to achieve a performance close case of perfect
CSI.
5.2 Future Work
Regarding future work further studies can be done such as,
• Implement and compare other channel quantization strategies recently proposed for
mmW mMIMO systems
• Apply this technique to quantize the channel parameters in other mmW mMIMO ar-
chitectures.
• It also would be interesting to extend the considered quantization strategy for multi-user
mmW mMIMO systems.
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