We obtain necessary and su cient conditions for the existence of strongly stabilizing solutions to Riccati equations for in nite-dimensional systems that are strongly, but not exponentially stabilizable. We apply the theory to derive a Riccati criterion for the existence of J-spectral factorizations and illustrate it by proving the strict positive{real and bounded{real lemmas for a class of strongly stable systems with colocated actuators and sensors.
Introduction
Until recently, results on the existence of solutions to Riccati equations assumed exponential stabilizability. In this paper, we address the existence and uniqueness of strongly stabilizing self-adjoint solutions to the following Riccati equation on a separable Hilbert space Z A Xz + XAz ? (B X + NC) R ?1 (B X + NC)z + C QCz = 0
(1) for z 2 D(A). Throughout this paper we assume that: A1. A generates a C 0 {semigroup T(t) on Z;
This research was carried out while the authors were visiting the Center for Research in Scienti c Computation, North Carolina State University from January to March, 1997. The class of systems we consider has immediate applications to models used by engineers for large exible space structures, namely dissipative systems with colocated actuators and sensors (see Balakrishnan 2] , Joshi 12] and Section 8 in Slemrod 16] ). In fact, this was the original motivation for this paper. It is the classic example of systems that are strongly stabilizable but never exponentially stabilizable. As a motivating example, we present the model of dynamic boundary control of a vibrating square elastic plate, considered by You in 27]. Example 1.1 Consider a square elastic plate with one clamped edge ? 0 and two simply supported edges ? 1 and ? 3 . The last edge, ? 2 , is subject to dynamical equations involving the inertial force, inertial torque, external control force f 1 (t; y) and external control torque f 2 (t; y). The latter two constitute the input u(t) = col(f 1 (t); f 2 (t)). Let = 0; 1] 0; 1] and let w(x; y; t) be the transverse vibrations of the plate, for x 2 . De ne ? 0 = f(x; y) 2 : x = 0g, ? 1 = f(x; y) 2 : y = 0g, ? 2 = f(x; y) 2 : x = 1g, ? 3 = f(x; y) 2 : y = 1g.
The following is a suitable model for the vibrating plate. @ 2 w @t 2 (x; y; t) + 2 w(x; y; t) = 0 for (x; y) 2 (2) with initial conditions w(x; y; 0) = w 0 ; @w @t (x; y; 0) = w 1 for (x; y) 2 and boundary conditions w(0; y; t) = @w @x (0; y; t) = 0 w(x; 0; t) = @ 2 w @y 2 (x; 0; t) = 0 w(x; 1; t) = @ 2 w @y 2 (x; 1; t) = 0 @ 2 w @t 2 (1; y; t) = @ 3 w @x 3 (1; y; t) + (2 ? ) @ 3 w @x@y 2 (1; y; t) + f 1 (t; y) @ 3 w @t 2 @x (1; y; t) = ? @ 2 w @x 2 (1; y; t) ? @ 2 w @y 2 (1; y; t) + f 2 (t; y):
If we measure the linear and angular velocities along ? 2 , we obtain the measurement q(t) = 2 4 @w @t (t; 1; y) @ 2 w @t@x (t; 1; y) 3 5 :
To obtain a suitable rst-order formulation, we introduce certain spaces and operators.
H 0 = L 2 ( ) L 2 (0; 1) L 2 (0; 1); with the inner product hŵ;vi H 0 = Z w(x; y)v(x; y)dxdy + Z 1 0 w 1 (y)v 1 (y)dy + Z 1 0 w 2 (y)v 2 (y)dy; andŵ = col(w(x; y); w 1 (y); w 2 (y)) 2 H 0 ; U = L 2 (0; 1) L 2 (0; 1); D(A 0 ) = fŵ = col(w(x; y); w 1 (y); w 2 (y)) 2 H 4 ( ) L 2 (0; 1) L 2 (0; 1)j w(0; y) = @w @x (0; y) = 0; w(1; y) = w 1 (y); @w @x (1; y) = w 2 (y); w(x; 0) = @ 2 w @y 2 (x; 0) = w(x; 1) = @ 2 w @y 2 ?( @ 3 @x 3 + (2 ? ) @ 3 @x@y 2 )j x=1 0 0 ( @ 2 @x 2 + @ 2 @y 2 )j x=1 0 0 In You 27] it is shown that A : D(A) H ! H is a closed, densely de ned skewadjoint operator with compact resolvent (A ?1 2 L(H) is compact). A generates a unitary C 0 -group of operators T(t) on H. The system (2) with boundary conditions can be reformulated as dz dt (t) = Az(t) + Bu(t) y(t) = B z(t) for z(t) 2 H, with u; y 2 L 2 (0; 1) L 2 (0; 1) and B 2 L(U; H). In the same paper it is proven that A ? BB generates a strongly stable contraction semigroup T B (t). Since A has compact resolvent, this implies that T B (t) is also strongly stable. He also shows that (A; B; ?) is approximately controllable by appealing to results in Benchimol 3] . Here, we prove approximate controllability and observability by appealing to properties of Lyapunov equations from Hansen and Weiss 11] The preceding example has a very special state-space structure, namely, (A; B; B ), where A is dissipative and B is a bounded operator. The duality between the input and output operators, C = B , is usually termed \colocated" in the literature, because the input and output are implemented at the same location. It is known that if A has compact resolvent and either (A; B; ?) is approximately controllable or (A; ?; B ) is approximately observable, then A ? BB generates a strongly stable C 0 -semigroup (see Benchimol 3] ). In fact, this is a common way of stabilizing distributed parameter systems of hyperbolic type. Another example modeling a exible beam, but of the same mathematical structure can be found in Slemrod 16] .
While our theory is directly applicable to the (A; B; B ) class, it is more naturally formulated in a more general setting, using the well-posed system theory approach from Weiss 23] .
In section 2, we give the de nitions and results needed to prove our result. For completeness, we include proofs of two technical lemmas, that can be found in Weiss and Weiss 26] and in the earlier papers of Sta ans 17, 18, 19, 20, 21, 22] ; We have followed the notation in Weiss and Weiss 26] . In section 3, we prove the existence and uniqueness of a strongly stabilizing solution to the Riccati equation for stable systems. As a special case of this, we present a Riccati criterion for Jspectral factorizations. In section 4, we extend our results to the unstable case. We illustrate the usefulness of these results by applying them to obtain versions of the positive{ and bounded{real lemma for dissipative systems with colocated actuators and sensors (the (A; B; B ) class). Applications to H 1 {control design for these systems will be investigated in a future paper.
Preliminaries
In this section we give de nitions and results, which we need to prove the main results. To start with, we recall the de nitions of some function spaces, which we will use throughout this paper. L 1 (L(Z 1 ; Z 2 )) is the class of essentially bounded, weakly Lebesgue measurable, L(Z 1 ; Z 2 ))-valued functions on the imaginary axis.
We have the following result for these function spaces. Proof. F(s) 2 L 1 (L(U; Y )) if and only if F (?s) 2 L 1 (L(Y; U)). Thus, Lemma 2.2 implies that F (?s) 2 H 1 (L(Y; U)). This, in turn, is equivalent with F(s) 2 H 1 (L(U; Y )).
For our main result, we also need some notions and results from the theory of well-posed linear systems and regular linear systems. Details and further references can be found in Weiss 23] . For any Hilbert space W, S is the right shift on L 2 (0; 1; W), de ned by (S w)(t) = 0 0 t < w(t ? ) t : An operator F on L 2 (0; 1; W) is called shift-invariant if FS = S F. P denotes the projection of L 2 (0; 1; W) onto L 2 (0; ; W) by truncation, de ned for w 2 L 2 (0; 1; W) by (P w)(t) = w(t) 0 t < 0 t : For w 1 ; w 2 2 L 2 (0; 1; W) and 0, the -concatenation of w 1 and w 2 , denoted w 1 w 2 is de ned by (w 1 w 2 )(t) = w 1 (t) 0 t < w 2 (t ? ) t : We now de ne well-posed linear systems for the Hilbert spaces Z; U; Y .
De nition 2.4 A well-posed linear system on U, Z and Y is a quadruple = (T; ; ; F), where 1. T = fT(t)g t 0 , where T(t) is a strongly continuous semigroup of bounded linear operators on Z 2. = f t g t 0 is a family of bounded linear operators from L 2 (0; 1; U) to Z such that
for any u; v 2 L 2 (0; 1; U) and any ; t 0, 3. = f t g t 0 is a family of bounded linear operators from Z to L 2 (0; 1; Y ) such that +t x = x t T( )x;
for any x 2 Z and any ; t 0, and 0 = 0, 4. F = fF t g t 0 is a family of bounded linear operators from L 2 (0; 1; U) to L 2 (0; 1; Y ) such that
for any u; v 2 L 2 (0; 1; U) and any ; t 0, and F 0 = 0.
The four families of operators, de ned above relate the input function u, the output function y, the state at time t, x(t) and the initial state x(0) of the system on any nite interval 0; t) in the following way:
x(0) P t u : Both t and F t have a limit as t ! 1, where the convergence is in the Frechet space L loc 2 (0; 1; Y ). These limits are denoted (the extended output map) and F (the extended input-output map), respectively. Note that we use a boldface letter for the families of operators in De nition 2.4 and a normal letter for the corresponding extended operator. It can be checked that F is a shift-invariant operator (i.e. S F = FS ). It determines a function G(s) which is called the transfer function of the system.
To every well-posed linear system we can associate a triple of operators (A; B; C) such that for t 0
where A is the generator of the semigroup T(t), and B and C are (possibly unbounded) operators from U to Z and Z to Y , respectively. If C is bounded, then Z 1 = Z. A well-posed linear system is called regular if the transfer function G(s) has a strong limit as s ! 1 along the real axis. A su cient condition for a well-posed linear system to be regular is that the input operator B be bounded. A regular linear system is generated by a quadruple (A; B; C; D) of operators, such that (3) and (4) hold and furthermore,
where Du = lim s!1 G(s)u and C L is an extension of C to a domain which includes T(t)x for every x 2 Z and almost every t. If C is bounded, then C L = C. (A; B; C; D) are called the generating operators of .
Finally, we de ne the operator = Z 0 T(s)Bu(s)ds (5) Clearly, k k = k~ k. If T(t) is exponentially stable,~ has a limit~ 2 L(L 2 (0; 1; U); Z)
given bỹ u = lim !1~ u: (6) This limit can also exist if T(t) is not exponentially stable; in such a case, we call B an in nite-time admissible input operator for T( ) and the operator~ the extended input map. Analogously, C is called an in nite-time admissible observation operator for T( ) if the extended output map 2 L(Z; L 2 (0; 1; Y )).
In our applications, B and C will always be bounded. To distinguish this special case from the general case we use the terminology 
Moreover the dual system d = (A ; C ; B ; D ) can be de ned in an obvious way with A the generator of the C 0 -semigroup T ( ) on Z. It is straightforward to show that C is an in nite-time admissible observation operator for T( ) if and only if C is an in nite-time admissible control operator for T ( ). Moreover, for any w 2 L 2 (0; 1; Y ) with _ w 2 L 2 (0; 1; Y ) there holds w = lim !1 Z 0 T (s)C w(s)ds (8) and
for all t 0.
For more general duality results for well-posed linear systems see Weiss and Weiss 26], section 6. The following result that was proven in Theorem 11.1 of the same paper (see also Lemma 4.10 of Sta ans 20]) is not so obvious, even for bounded linear systems. Therefore, we include a proof for this special case. Lemma 2.5 Let T( ) be a C 0 -semigroup and let be an extended output map for T( ).
1. If F 2 L(L 2 (0; 1; U); L 2 (0; 1; Y )) is shift invariant, then new = F is an extended output map for T( ); It is well-known (see for instance Weiss 23] ) that (ii){(iv) respectively are equivalent to 2. (A F X ; B; F X C ) is a strongly stable bounded linear system; where A F X = A + BF X and F X = ?R ?1 (B X + NC).
We remark that the concept of strong stability (stabilizability) in De nition 2.7(2.8) played an essential role in Sta ans 19, 20] . The De nitions 2.9 and 2.10 are inspired by these papers, although the concept of static stabilizability introduced here is new. Note that it implies that the system is both stabilizable and detectable in the sense de ned in Sta ans 19, 20 ].
An essential di erence between the development of the Popov approach in Weiss 25] and in Weiss and Weiss 26] lies in the initial formulation of the problem. In Weiss 25] , he took C = I (and N = L) and this forced him to work with exponential stability, instead of strong stability. We show how the extra C-factor allows one to weaken the stability requirements. Let us consider the cost functional associated with (1). 
If we assume that (A; B; C) is a strongly stable bounded linear system, then 2 L(Z; L 2 (0; 1; Y )) and F 2 L(L 2 (0; 1; U); L 2 (0; 1; Y )) and this is su cient to ensure that J is well de ned for all inputs u 2 L 2 (0; 1; U). If C = I, then to ensure that and F are bounded, one needs to assume that T(t) is exponentially stable, as was done in Weiss 25] . The introduction of the extra C{factor, weakens this assumption to (ii) and (iv) in the de nition of strong stability.
We have the following result for strongly stable semigroups.
Lemma 2.11 Let T(t) be a strongly stable C 0 -semigroup and let B be an in nitetime admissible input operator for T(t), i.e.~ 2 L(L 2 (0; 1; U); z), where~ is de ned as in (6) . Under these assumptions, 
Proof. We have where we de ned u t 1 (t) = 0 t t 1 u (t) t > t 1 ; and t and~ t are de ned as in (4), (5) . It is easy to see that k t k = k~ t k k~ k.
Hence, k( t u t 1 )(t)k Z k~ k Z 1 0 ku t 1 (s)k 2 dt 1 2 :
By assumption, k~ k < 1, so the above expression can be made arbitrarily small by choosing t 1 large enough. This proves the claim.
The following concepts play a central role in our theory.
De nition 2.12 The Popov function : jR ! L(U) associated with the Riccati equation (1) is de ned by (j!) = R + NG(j!) + G(j!) N + G(j!) QG(j!) (17) where G(j!) = C(j!I ? A) ?1 B and ! 2 R.
We remark that a su cient condition for the Popov function to be well-de ned is that F is a bounded operator from L 2 (0; 1; U) to L 2 (0; 1; Y )) for (A; B; C). In this case, G 2 H 1 (L(U; Y )) and it has an extension to s = j! in the sense that lim !0 G( + j!)u exists for all u 2 U and for almost all ! 2 R (see A su cient condition for to have a Wiener-Hopf factorization is that it satis es the coercivity condition (j!) "I; for some " > 0, almost all ! 2 R: (19) See Theorem 5 in Devinatz and Shinbrot 9] or Rosenblum and Rovnyak 15], Theorem 3.7.
De nition 2.14 Let 2 L 1 (L(Z)). The Toeplitz operator with symbol is dened by T : H 2 (Z) ! H 2 (Z); T x = P + x; for x 2 H 2 (Z), where P + is the orthogonal projection from L 2 (?j1; j1; Z) onto H 2 (Z). The timedomain Toeplitz operator with symbol is de ned by T t : L 2 (0; 1; Z) ! L 2 (0; 1; Z); T t x( ) = F ?1 T (Fx( )); for x 2 L 2 (0; 1; Z), where F denotes the Fourier transformation that maps L 2 (0; 1; Z) onto H 2 (Z). Theorem A.6.26 in Curtain and Zwart 6] states that T and T t are bounded operators.
We state some properties of Toeplitz operators, that we will use throughout this paper; proofs can be found in Section 2.1 of Weiss 25 ]. Lemma 2.15 1. If G 2 H 1 (L(Z)) or K 2 H 1 (L(Z)), then T GK = T G T K ;
2. If G 2 H 1 (L(Z)), then T G equals the multiplication map induced by G. Con 
We can split the equation above in two equations, one for 0 t < and one for t > . The rst one is a trivial equation, the second one becomes (F N (u v))(t) = ( N u + F N v)(t ? ):
If we apply a shift over a distance to this equation, we see that we must check whether F N satis es
where S is the right shift on L 2 (0; 1; U). Now, since = (T; ; ; F) is a well- 
This shows that (T; ; N ; F N ) is a well-posed linear system with the transfer function N(s).
In the general theory in Weiss and Weiss 26] , neither N nor M need to be regular. however, in the case of a bounded linear system, N is always regular, since it has the same bounded input operator B. Proof. Necessity: Suppose that the Riccati equation has a strongly stabilizing solution X with corresponding feedback operator F X . Then, with a long but straightforward calculation, using the fact that X satis es the Riccati equation, we can check that the following expression holds: 
Because of the C-factor we cannot conclude exponential stability >from (25) , as was done in Weiss 24, 25] , but we can show that T F X is a strongly stable semigroup, by considering the perturbations formula from Curtain and Zwart 6, Theorem 3.2.1]:
T F X (t)x 0 = T(t)x 0 ? Now, since T(t) is strongly stable and u (t) 2 L 2 (0; 1; U), Lemma 2.11 shows that the right-hand side tends to zero as t goes to in nity. Hence, T F X (t) is a strongly stable semigroup. It remains to show the property (2) in the de nition of a strongly stabilizing solution. It follows directly from the equations (24) and (25) that F X (sI ?A F X ) ?1 x 0 2 H 2 (U) and C(sI ? A F X ) ?1 x 0 2 H 2 (Y ). Using the perturbation formulas B (sI ? A F X ) ?1 z = B (sI ? A ) ?1 z + B (sI ? A F X ) ?1 F X B (sI ? A ) ?1 z C(sI ? A F X ) ?1 B = C(sI ? A) ?1 B + C(sI ? A) ?1 B F X (sI ? A F X ) ?1 B and the facts that B (sI ? A ) ?1 z 2 H 2 (U), for all z in Z and that C(sI ? A) ?1 B 2 H 1 (L(U; Y )), it follows that B (sI ? A F X ) ?1 z 2 H 2 (U) and C(sI ? A F X ) ?1 B 2 H 1 (L(U; Y )) if B (sI ? A F X ) ?1 F X 2 H 1 (L(U)) or, equivalently, F X (sI ? A F X ) ?1 B 2 H 1 (L(U)). Therefore, it su ces to prove this last assertion.
>From Lemma 2.17 we have that N has a realization (T; ; N ; F N ) as a wellposed linear system. It follows >from this that it has A as generator of its semigroup and that B is its input operator. Because B is bounded, N actually has a realization as a regular linear system, with generating operators (A; B; C N ; D N ), see Weiss 23, Theorem 5.8 ]. If we normalize N such that lim !1 N( )u = u (this can be done because N is invertible), then clearly D N = I. To nd C N , note that R ?1 (F Q + N) x 0 = R ?1 (B X + NC)T F X ( )x 0 and R = F M F N . Thus, using the de ning equation (21) for N , F ?1 N N x 0 = R ?1 (B X + NC)T F X ( )x 0 and ( N x 0 )(t) = F N (R ?1 (B X + NC)T F X ( )x 0 )(t): Using the regularity of F N , with D = I, and taking t = 0 in the above equation we see immediately that C N x 0 = R ?1 (B X + NC)x 0 = ?F X x 0 : So N(s) = I ? F X (sI ? A) ?1 B. Because N is a Wiener-Hopf factor, it follows that N ?1 (s) = I + F X (sI ? A F X ) ?1 B 2 H 1 (L(U)). Hence, we can conclude that X is a strongly stabilizing solution. The uniqueness follows as in Lemma 2.13 of Weiss 25] .
In the coercive case, we obtain the following corollary. Proof. Su ciency: Assume that is coercive. Theorem 3.7 in Rosenblum and Rovnyak 15] , shows that has a Wiener-Hopf factorization. Theorem 3.1 then implies that (1) has a unique self-adjoint strongly stabilizing solution.
Necessity: Suppose (1) has a self-adjoint strongly stabilizing solution X, with corresponding feedback F X . In the proof of Theorem 3.1 it is shown that (j!) = S (j!)RS(j!); where S(s) = I ? F X (sI ? A) ?1 B and S; S ?1 2 H 1 (L(U)). By assumption R is coercive and because S is invertible over H 1 (L(U)), is coercive, as well.
Another important special case of Theorem 3.1 is the application to J-spectral factorizations for systems that are not exponentially stabilizable. In this case, the coercivity assumption (19) is not satis ed. Proof. For convenience of notation we write J U = J U+;U? ( ), J Y = J Y+;U? ( ). Y ) ). This implies that G J Y G 2 L 1 (L(U)) and consequently thatW = G J Y GW ?1 J U W ?1 1 2 L 1 (L(U)). The strong stability of (A; B; C; D) also implies that (I ?W (?s))u = B (sI ? A ) ?1 F X u 2 H 2 (U) for all u 2 U So, we can conclude by Corollary 2.3 thatW(s) 2 H 1 (L(U)).
Necessity: Conversely, suppose that G has a J-spectral factorization. (i) Let the limit of the spectral factor W along the positive real axis be lim !1 W( ) = W 1 : Note that in the de nition of a J-spectral factorization, we demanded that W be regular. Hence, this limit exists. Then, taking limits on both sides in (26) The following lemma shows that in certain cases, we can reduce the unstable case to the stable case. 2. X is a strongly stabilizing solution for (1) if and only if it is a strongly stabilizing solution for (28). Furthermore, the generator of the strongly stable semigroup is the same in both cases.
3. There exists at most one strongly stabilizing solution. (ii) Su ciency: Assume that is coercive. Since the system is statically stabilizable, we can introduce the feedback system with F = KC to obtain the stable system (A KC ; B; C) and its corresponding Riccati equation (28) with F = KC. 
Examples
In this section we will illustrate the results of the preceding sections by applying them to a number of problems. Rather than considering the most general class of systems possible, in this section we specialize to systems of the special structure (A; B; B ; D). As we mentioned in the introduction, our main motivation for writing this paper comes from these systems. They are often used to model exible structures, such as in Example 1.1. It will turn out that the conditions for existence of solutions of the Riccati equations can in many cases be easily checked for this class of systems. We will start by showing that this class of systems is statically stabilizable. In Curtain and Zwart 8] it is shown that A7-A9 imply that Z 1 0 kB T B (t)xk 2 dt < 1; Z 1 0 kB T B (t)xk 2 dt < 1;
for all x 2 Z, where T B (t) is the C 0 -semigroup generated by A B := A 0 ?BB . This is equivalent to B (sI ? A) ?1 x 2 H 2 (u), B (sI ? A ) ?1 x 2 H 2 (U) for all x 2 Z.
Furthermore, results in Benchimol 3] , Arendt and Batty 1] and Balakrishnan 2] show that A6-A8 imply the strong stability of T B (t). A5, A6 imply that B (sI ? A 0 ) ?1 B is positive real. The main result of Curtain and van Keulen 5] shows that in that case B (sI ? A B ) ?1 B 2 H 1 (L(U)). Concluding, we see that (A B ; B; B ) is strongly stable. Hence, (A; B; B ) is statically stabilizable (choose K = V ? I in the de nition of static stabilizability). Note that our Example 1.1 satis es the assumptions A1-A8. We proceed with the application of our main results to the LQ Riccati equation, the strict positive real lemma and the strict bounded real lemma for the class of systems (A; B; B ; D) under the assumptions A1-A8.
The standard LQ case
In addition to A1-A8, we take R = R I, Q = Q 0 and N = 0. We consider the Riccati equation for z 2 D(A), A Xz + XAz ? XBR ?1 B Xz + BQB z = 0;
(32) Under these assumptions, the coercivity assumption (19) is automatically satis ed. Hence, by part 2 of Theorem 4.2 the Riccati equation (32) has a unique self-adjoint, strongly stabilizing solution. This case was also studied in Curtain and Zwart 8] under the additional assumption that Q be coercive. Thus we have reproven the result in Curtain and Zwart 8] for a slightly more general Riccati equation.
Strict Positive Real Lemma
Let Q = 0, N = I, R = D + D > "I > 0 for some D 2 L(U) and assume that V + V 0. Note that in this case the coercivity condition (19) We remark that the above examples can be generalized to systems (A; BS; RB ; D), where S and R are arbitrary invertible operators on L(U).
