Abstract. We give a new characterization of (homogeneous) Triebel-Lizorkin spaceṡ F s p,q (Z) in the smoothness range 0 < s < 1 for a quite general class of metric measure spaces Z. The characterization uses Gromov hyperbolic fillings of Z. This gives a short proof of the quasisymmetric invariance of these spaces in case Z is Q-Ahlfors regular and sp = Q > 1. We also obtain first results on complex interpolation for these spaces in the metric space framework.
Introduction
The homogeneous Triebel-Lizorkin spacesḞ s p,q (R d ) form a natural scale of function spaces that contains many of the important classical spaces such as the standard Sobolev, Hardy-Sobolev and BMO-type spaces. In particular, one hasḞ
In addition, the real variable Hardy spaces H p (R d ), the Hardy-Sobolev spaces H s,p (R d ) with s > 0 and the space of bounded mean oscillation BMO(R d ) are also included in the Triebel-Lizorkin scale. More details can be found in [23, 6, 8] , for example.
Recently, many aspects of analysis, including the theory of Sobolev spaces, have been successfully carried over to the setting of metric measure spaces with many applications (see, for example, [10, 22, 5] ). Besov and Triebel-Lizorkin spaces on metric spaces have been studied in many works, notably in [11, 19] . In [19] Triebel-Lizorkin spaces were defined on general metric measure spaces in terms of so-called fractional Haj lasz gradients; alternative characterizations can be found in [7] .
In the present paper, we give a new characterization of Triebel-Lizorkin spaces on a doubling metric measure space Z in terms of "Poisson extensions" of locally integrable functions; the role of the upper half-space is taken by a hyperbolic filling X of Z (see [3] , [2] , or Section 2 below). The definition is in some sense analogous to the treatment of Besov spaces in [3] (see also [1] ). In this way, one obtains natural descriptions of the Triebel-Lizorkin spaceḞ s p,q (Z) both as a closed subspace of L 1 loc (Z) as well as a quotient space of a certain sequence space intrinsically defined on X. These spaces coincide with the Triebel-Lizorkin spaces introduced in [19] for most indices in the smoothness range 0 < s < 1. In particular, they generalize the standard Triebel-Lizorkin spaces in case Z = R d . A main motivation for the new definition is its intrinsic conformally invariant nature which gives the quasi-conformal invariance of these spaces as an easy application. The new definition is also amenable to complex interpolation results, as will be discussed below.
For the reader's convenience we first recall one of the classical definitions of the norm onḞ s p,q (R) (with 0 < s < 1 and 1 < p, q < ∞, say). Consider a smooth function f on R d and let P k (f ) for k ∈ Z stand for a suitable approximation of f that yields a "good" approximation of f at levels of oscillation up to scale 2 −k . Then, by defining a level 2 −k approximation of the derivative d k f := P k (f ) − P k−1 (f ), we may write
(at least up to an additive constant), and the Triebel-Lizorkin norm of f is obtained as
Here (y k ) ℓ q := k∈Z |y k | q 1/q stands for the ℓ q -norm of a given sequence (y k ) k∈Z . An example of a valid approximation is the standard Fourier-analytic definition; in this case one takes P k (f ) = ϕ(2 k ·) f , where ϕ is a suitable function supported in the unit ball. Another suitable approximation is obtained by using the partial sums of a wavelet decomposition.
In order to explain the main idea of our definition forḞ 
we can now define the approximation P f (a discrete analog of the Poisson extension) as a function on the set of centers of these Whitney cubes: if we denote by y Q the center of a Whiney cube Q associated with a dyadic cube Q ⊂ R d , then we set
where m d denotes Lebesgue measure on R d . Moreover, a discrete derivative of P f (or rather its absolute value) is obtained by setting |d(P f )(y Q )| :=
The quantity |d(P f )(y Q j,k )| can be thought as a version of d k f on the cube Q j,k .
In order to define the Triebel-Lizorkin norm, we still need an analog of the quantity 2 ks d k f (x) k∈Z ℓ q . To this end, for given ξ ∈ R d we consider the standard nontangential cone Γ ξ in the upper half-space with tip at ξ defined as
We also set ℓ(y Q ) := k if Q ∈ {Q j,k : j ∈ Z d }. A natural replacement for the quantity 2 ks d k f (ξ) k∈Z ℓ q is then given by {2 ℓ(y Q )s |d(P f )(y Q )| : y Q ∈ Γ ξ } ℓ q , because it selects values of the discrete derivative d(P f ) only from Whitney cubes that lie above ξ (in particular, it selects a uniformly bounded number of values 2 ℓ(y Q ) |d(P f )(y Q )| from each level k). With these identifications, we are led to the definition of a (semi-)norm
and ofḞ
This definition now easily carries over to the setting of metric measure spaces (Z, d, µ): one replaces the dyadic cubes by a collection of balls {B} obtained from suitable covers of Z on each scale 2 −k , one uses the averages f B to define P f and obtains d(P f ) as in (1) . The cone Γ ξ at ξ ∈ Z is simply defined as the set of the centers of the balls B that contain ξ. The definition (2) then generalizes to the setting of arbitrary metric measure spaces (Z, d, µ).
In the case of the Euclidean space R d , this definition is equivalent to the definition of the Triebel-Lizorkin spacesḞ
For most indices the definition is also equivalent to the one given in terms of fractional Haj lasz gradients in [19] : roughly speaking, one looks at the mixed L p (ℓ q ) norms of sequences (g k ) k∈Z of measurable functions
whenever ξ, η ∈ Z and 2 −k−1 ≤ d(ξ, η) < 2 −k . Our definition is slightly harder to state and remember than the one using Haj lasz gradients, but it has the advantage that it uses a linear discrete derivative operator in order to define the norm directly, whereas the Haj lasz gradients are in general not uniquely determined. This feature, together with the fact that our approach yields an identification of the spacesḞ s p,q (Z) with sequence spaces, also allows one to extend the standard result on complex interpolation between Triebel-Lizorkin spaces to cover the case of fairly general metric spaces Z. More precisely, in Theorem 6.2 we establish the interpolation formula
for a wide range of indices, where s, p and q on the right-hand side are related to the indices on the left-hand side in the expected way. Among other new results in the general metric setting, we generalize classical embedding results for these spaces and verify the density of Lipschitz functions, see Proposition 4.1 and Theorem 3.3 below.
The quantity d(P f ) is a natural analog of a "hyperbolic derivative" of the Poisson extension, and one may consider the centers of the balls in the collection {B} associated with Z as vertices of a naturally defined Gromov hyperbolic graph X, called the hyperbolic filling of Z. In this setup, it is known that quasisymmetric self-maps of Z correspond to quasi-isometries of the graph X. Hence our definition for the spaceṡ F s p,q (Z) is ideally set up to study the quasisymmetric invariance properties of these spaces; indeed, we obtain a concise approach to the important quasiconformal invariance result of [19] , whose original proof is a technical "tour de force". The new proof of this result is included in Section 5.
The structure of the paper is as follows: Section 2 contains the description of the hyperbolic filling X of a doubling metric measure space Z and definitions of the Poisson extension P f : X → C of a given function f ∈ L 1 loc (Z) as well as the discrete derivative d(P f ) of the extension. The definition ofḞ s p,q (Z) is then obtained in terms of d(P f ) in a manner analogous to the one in classical harmonic analysis in case Z = R d . To be slightly more precise, the spaceḞ
is the sequence space alluded to above; see Definition 2.6 for details. The section also contains some important auxiliary results, especially Theorem 2.5 on the commutativity of the trace operator and the Poisson extension.
In Section 3 we prove that in the smoothness range 0 < s < 1, our definition of the Triebel-Lizorkin spaces is equivalent to the one in [19] ; in partcicular, this gives the equivalence of our definition with the usual Fourier analytical definition in case Z = R d . In addition, we prove that Lipschitz functions are dense inḞ s p,q (Z) when q < ∞. For simplicity, we assume in Sections 2 and 3 that the metric space Z is bounded. In Section 4 we treat the case of unbounded Z. The definition of the spaces remains unchanged and here we indicate the minor modifications needed to generalize the results of Sections 2 and 3 to this situation. Section 5 contains the short proof of the quasisymmetric invariance result mentioned above, and finally our new results on complex interpolation are given in Section 6.
We finally introduce some notation. On any metric space (Z, d), we write B d (ξ, r) := {η ∈ Z : d(η, ξ) < r} for the open ball centered at ξ ∈ Z with radius r > 0, or just B(ξ, r) if the metric is obvious from the context. For an arbitrary ball B with a distinguished center point ξ and radius r > 0, we let λB := B(ξ, λr) for λ > 0. If µ is a measure on Z, E is a subset of Z and f is a complex-valued function on Z, we write
whenever the latter quantity is well-defined. Instead of the usual definition, we shall denote by L 1 loc (Z) the vector space of complex-valued measurable functions on Z that are integrable on bounded measurable subsets of Z. For any two non-negative functions f and g with the same domain, the notation f g means that f ≤ Cg for some finite constant C > 0, independent of certain parameters that will be obvious from the context. The notation f ≈ g means that f g and g f . We will write a ∧ b for the minimum of two real numbers a and b.
Definitions and basic results
Let (Z, d) be a metric space, and let µ be a Borel regular measure on Z such that the µ-measure of every open ball is positive and finite. We assume that µ the following doubling property with respect to the metric d: we have µ(2B) ≤ cµ(B) for all balls B, where the finite constant c is independent of B. It is an elementary consequence of this property that
for some constants C, Q ≥ 1 whenever ξ ∈ Z, r > 0, and λ ≥ 1. The number Q will be fixed from now on.
In this section, we will consider spaces with finite diameter. This is done for the sake of simplicity, and the simple modifications needed in the unbounded case are considered later in Section 4. We may also assume that diam Z = 1 for convenience.
We denote by X be the "hyperbolic filling" with respect to (Z, d, µ) as defined in [3] and [1] (see also [2, Chapter 6] ). More precisely, for any integer n ≥ 1, we choose a maximal set of points {ξ x } x∈Xn of Z, where X n is some index set, so that d(ξ x , ξ x ′ ) ≥ 2 −n−1 whenever x, x ′ ∈ X n and x = x ′ . By the doubling property, the balls B(x) := B(ξ x , 2 −n ) then have bounded overlap (uniformly in n), and it is easily seen that the balls 2 −1 B(x) cover Z and that the balls 4 −1 B(x) are pairwise disjoint. We further let X 0 be a singleton set, whose element we shall denote by0, and define B(0) := Z. Write |x| := n for all x ∈ X n , n ≥ 0. We then consider the disjoint union X := ⊔ n≥0 X n , and denote by (X, E) the graph such that the vertices x, x ′ ∈ X are joined by an edge in E if and only if x = x ′ , ||x| − |x ′ || ≤ 1, and
x is joined to x by an edge, we say that x ′ is a neighbor of x and write x ′ ∼ x. Under some mild additional assumptions on Z, the natural path metric on the graph (X, E) makes it hyperbolic in the sense of Gromov so that its boundary at infinity coincides with Z (see [3] ); this is the reason why X is called hyperbolic filling of Z.
For a complex-valued function u on the hyperbolic filling X, the discrete derivative du can either be defined 1 on the set of all edges E or, in an essentially equivalent way, as a vector-valued function on X itself (taking values in a finite-dimensional vector space). We shall adopt the latter point of view and set
for x ∈ X, where y 1 , . . . , y deg(x) ∈ X are the neighbors of x listed in some (fixed) order, and ∆(X) := sup x∈X m(x) < ∞ stands for the maximal vertex degree of (X, E); note that ∆(X) is finite as follows from the fact that Z is doubling. In our definition the vector du(x) is obtained by augmenting the vector (u(y 1 ) − u(x), . . . , u(y deg(x) ) − u(x)) by zeroes, if needed, so that it has precisely ∆(X) coordinates. Thus the map u → du is linear from the space of functions on X to the product space (ℓ 2 ∆(X) ) X . Actually we will not make much use of the full derivative du(x), but will just use its pointwise norm given by
1 The definition of du as a function on edges is as follows: if (X, E) is defined as a directed graph, the value of du on the dirrected edge from x to x ′ is given by u(
The cone Γ κ,ξ of width κ ∈ [1, ∞) at a point ξ ∈ Z is defined as the set Γ κ,ξ := {x ∈ X : ξ ∈ κB(x)} . One can view Γ κ,ξ as a discrete analog of a non-tangential approach region (or a Stoltz angle) at the point ξ in the Euclidean case.
For any set A of complex numbers, we shall write A ℓ q for ( a∈A |a| q ) 1/q when 0 < q < ∞ and for sup a∈A |a| when q = ∞. Note that with A fixed, A ℓ q is a non-increasing function of q.
We next introduce a family of sequence spaces that will subsequently be used to define the Triebel-Lizorkin spaces.
Definition 2.1. For s ∈ (0, ∞), p ∈ (0, ∞), and q ∈ (0, ∞], we define the sequence space J s p,q (X) as the quasi-normed space of functions u : X → C such that
One easily checks that the integrand in the above definition is measurable. By the monotonicity of ℓ q -quasi-norms, we have that
Here is the first basic result on the structure of these spaces.
is a quasi-Banach space for all admissible parameters. When 1 < p, q < ∞, it is a reflexive Banach space.
(ii) Whenever 0 < s < ∞, 0 < p < ∞ and 0 < q ≤ ∞, the quasi-norm
is equivalent to the quasi-norm of J s p,q (X) for all κ ∈ [1, ∞). Before the proof, let us formulate the following auxiliary result, which will play an important role throughout the paper. For the proof, we refer to [9, Theorem 1.2].
Lemma (Fefferman-Stein maximal theorem for doubling metric measure spaces). Let p ∈ (1, ∞) and q ∈ (1, ∞]. For any sequence f := {f k } k∈Z of measurable functions
(with an obvious modification for q = ∞), where M stands for the Hardy-Littlewood maximal operator on (Z, d, µ) and the implicit constant is independent of f .
Proof of Proposition 2.2. (i) Let
for all k. We have
for all x and k, and hence the limit
exists pointwise in X. In particular, we have
for all x ∈ X and N ∈ N. Since the function v → v r J s p,q (X) is clearly subadditive, this gives
, where w s stands for the weight x → 2 |x|s on X, is known to be a reflexive Banach space. By
. By the first part of this proof, this subspace is closed, and so J s p,q (X) is reflexive.
(ii) It suffices to show that
for all sequences u on X, with an implicit constant independent of u. For arbitrary u, define the functions
Since #(Γ κ,ξ ∩ X k ) is bounded uniformly in ξ and k, we thus have
= u p J s p,q (X) . We shall now examine the boundary behavior of functions in certain sequence spaces on X. We will first formulate an analog to [1, Lemma 4.1] . To this end, fix a collection (ψ x ) x∈X of non-negative Lipschitz functions on X such that ψ x is supported on B(x) for all x, (ψ x ) x∈Xn is a partition of unity for all n ≥ 0, and Lip ψ x 2 |x| for all x. The existence of such partitions is easy to verify. For a complex-valued function u on X we then define
Lemma 2.3. Suppose that 0 < s < ∞, Q/(Q + s) < p < ∞, and 0 < q ≤ ∞. If u is a sequence on X such that |du| ∈ J s p,q (X), then the limit (the trace function of u on the boundary Z)
T Ru := lim n→∞ T n u exists in L 1 (Z) and pointwise µ-almost everywhere, and
. Proof. Let Q/(Q + s) < r < min(p, 1) and take ǫ ∈ (0, s) so that r = Q/(Q + ǫ). Now, if x ∈ X n for some n and ξ ∈ B(x), we have
where the latter quantity can be estimated from above by a constant times |du(x)|. This follows from the bounded overlap of the balls corresponding to the vertices at a fixed level of X. We conclude that
Summing up over n ≥ 0 and using the fact that r < 1, we have
Since r = 1 − (ǫ/Q)r, the latter quantity is equal to
By the doubling property, we have µ(B(x))
So by (4), the quantity above is controlled by a constant times du J ǫ r,r (X) . Since s > ǫ and # Γ 1,ξ ∩ X n ≈ 1 uniformly in ξ and n, we have
for all ξ ∈ Z. If we combine this with Hölder's inequality, we get
Both claims then follow from this and the fact that T 0 u ≡ u(0).
Theorem 2.5 below is the counterpart to [1, Lemma 4.4] . Before stating it, let us formulate the following basic auxiliary result, which will be applied several times throughout this paper. Proposition 2.4. Let 0 < s < ∞, Q/(Q + s) < p < ∞, and Q/(Q + s) < q ≤ ∞. Then the operator T defined by
is well-defined and bounded on J s p,q (X). The conclusion continues to hold for the operator u → (T u)•Ψ, whenever Ψ(x) : X → X is a mapping with B(Ψ(x)) ∩ B(x) = ∅ for all x and such that there exists σ ≥ 0 so that |x| − σ ≤ |Ψ(x)| ≤ |x| + σ for all x.
Proof. Let u ∈ J s p,q (X) and write
For ξ ∈ Z and x ∈ Γ 1,ξ , we then have
If we choose r so that Q/(Q + s) < r < min(1, p, q), the doubling property implies
for all y such that |y| ≥ |x| and B(y) ∩ B(x) = ∅; so for all k ≥ |x| the quantity S k (x) can be estimated from above by a constant times
Using the fact that r < 1 together with the bounded overlap of the balls corresponding to the elements of X at any fixed level, we further get
As Q + s − Q/r > 0, using the subadditivity of t → t q if q ≤ 1 or Hölder's inequality otherwise, we thus have
(with an obvious modification for q = ∞). Since r < min(p, q), one can obtain the first claim using the Fefferman-Stein maximal theorem as in (5) . The second claim readily follows from the first one and the fact that the composition operator v → v • Ψ is bounded on J s p,q (X), which is easily seen using the fact that X has bounded valence.
and pontwise µ-almost everywhere).
Proof. (i) For almost all ξ ∈ Z, the quantity c ξ := sup x∈Γ 1,ξ 2 |x|s |u(x)| is finite. For these ξ we have |T n u(ξ)| c ξ 2
for all x ∈ X. The latter quantity can be estimated from above by a constant times
so Proposition 2.4 yields the desired conclusion.
(iii) This can easily be verified by using the density of Lipschitz functions in L 1 (Z). We refer to [1, Lemma 4.2] for details.
Finally, we give the definition of our Triebel-Lizorkin space. Naturally, the definition could have been given much earlier-the auxiliary results proven so far are not needed for this purpose. X) . In the definition above, d(P f ) J s p,q (X) stands for |d(P f )| J s p,q (X) , where
as before. We shall abuse notation in this way throughout the paper.
The setḞ s p,q (Z) evidently becomes a quasi-normed space (with respect to the quasinorm above) after dividing out the functions that are constant µ-almost everywhere. We shall frequently abuse notation by writingḞ s p,q (Z) for both this quasi-normed space as well as the vector space of functions described above.
We have restricted the parameter p in the above definition to be strictly greater than Q/(Q + s), because our definition requires a priori local integrability and it is for these values of p that we know the elements of the Fourier-analytically defined Triebel-Lizorkin spaces on an Euclidean space to be locally integrable.
Note that while the space J s p,q (X) depends on the exact choice of the hyperbolic filling X, the spaceḞ s p,q (Z) does not. This could be shown directly by a maximal function argument similar to the proof of Proposition 2.4, but we are mostly interested in the case 0 < s ≤ 1, and in this case it is also a direct consequence of Proposition 3.1 below. In fact, by examining the proof of Proposition 3.1, it can be seen that for given s ∈ (0, 1] and admissible values of p and q, any two choices of X yield equivalent quasinorms onḞ (ii) We begin by verifying thatDJ s p,q (X) is a quasi-Banach space in general, and a reflexive Banach space for 1 < p, q < ∞. For the first statement, we argue just as in the proof of Proposition 2.2 (i):
is verified to converge for all x and x ′ joined by an edge in E as k → ∞, whence it follows that u k (x) converges for all x as k → ∞ because of the assumption that u k (0) = 0 for all k. In order to prove the reflexivity for 1 < p, q < ∞, we note that in this case the space J In order to verify that T R * :DJ 
, and estimate
. Here we applied Theorem 2.5 (ii) together with the estimate dg J s p,q (X) g J s p,q (X) , which follows from the fact that the graph (X, E) has uniformly bounded valence.
Equivalence of definitions and density of Lipschitz functions
We now turn to the identification ofḞ [19] . We refer to [7] for a number of other characterizations ofṀ Before stating the result, let us recall the definition ofṀ s p,q (Z), where 0 < s < ∞, 0 < p < ∞ and 0 < q ≤ ∞. It is the vector space of measurable functions f : Z → C such that
is finite, where the infimum is taken over the collection D s (f ) of all fractional s-Haj lasz gradients of f , i.e., sequences g := (g k ) k∈Z of measurable functions g k : Z → [0, ∞] such that there exists a measurable E ⊂ Z with µ(E) = 0 and
whenever ξ, η ∈ Z\E and 2 −k−1 ≤ d(ξ, η) < 2 −k . Note that this condition is void for k such that 2 −k−1 > diam (Z). However, the above definition ofṀ s p,q (Z) is also valid in the case when Z is unbounded.
The setṀ s p,q (Z) becomes a quasi-normed space in an obvious way after dividing out the functions that are constant µ-almost everywhere, and it is known that in case Z = R d , this quasi-normed space coincides with the standard Fourier-analytically defined Triebel-Lizorkin spaceḞ . We refer to [19] for details. We remark here that since the smoothness index s = 1 is allowed, the spaceḞ 
with a constant C independent of ξ, k, f , and g.
Proof of Proposition 3.1. To simplify the notation, we only consider the case q < ∞, as the case q = ∞ is easier. To establish the embeddingṀ
loc (Z); so if x and x ′ are distinct points of X joined by an edge in E, we can find a ball B that has a radius comparable to 2 −|x| and covers both B(x) and B(x ′ ). Setting
If we take g := (g j ) j∈Z ∈ D s (u) and ǫ, ǫ ′ ∈ (0, s) so that ǫ < ǫ ′ and p, q > Q/(Q + ǫ), Lemma 3.2 gives
for some uniform constant σ ≥ 1. Since the graph (X, E) has bounded valence, the left-hand side of the estimate above can be replaced by |d(P f )(x)|. In particular, if x ∈ Γ 1,ξ for some ξ ∈ Z, we have
Using the subadditivity of t → t q or Hölder's inequality depending on q, we get
and by changing the order of summation and using again the fact that #(Γ 1,ξ ∩X j ) ≈ 1, we have
Q+ǫ Q q > 1, the Fefferman-Stein maximal theorem then gives
If we take the the infimum over g ∈ D s (f ), we finally obtain 
For i ∈ {1, 2} and n ≥ (k − 1) + := max(k − 1, 0) we can then choose points x i n ∈ X n so that ξ i ∈ B(x i n ). Since the balls 1 2 B(x), x ∈ X (k−1) + , cover Z, we can further assume that x
Since the set of Lebesgue points of f has full µ-measure in Z, the sequence of functions (g k ) k∈Z defined by g k (ξ) := 2 ks x∈Γ 1,ξ |x|≥k |d(P f )(x)| for all k ∈ Z is therefore a constant times an element of D s (f ). As before we have
f Ḟ s p,q (Z) . The trace approximations T n (P f ) defined in Section 2 provide a natural discrete convolution type approximation for our functions f ∈Ḟ s p,q (Z), as Theorem 2.5 shows that they converge to f in L 1 (Z). We next verify that when q < ∞, then we actually have convergence with respect to the Triebel-Lizorkin norm. 
for all f ∈Ḟ s p,q (Z) and n ∈ N, with an implicit constant independent of f and n.
(ii) Let 0 < s < 1, Q/(Q + s) < p, q < ∞, and f ∈Ḟ
We first estimate |dP (T n P f )(x)| in case |x| ≤ n + 2. Let x ′ be an element of X joined with x by an edge in E. We have
As T k (P f ) → f pointwise µ-almost everywhere as k → ∞, we have (compare with the proof of Lemma 2.3)
In particular, taking x * ∈ X so that |x * | = (|x| − 2) + and B(x) ⊂ B(x * ), the last quantity can be estimated from above by a constant times T (|d(P f )|χ ∪ k≥n X k )(x * ), with T as in Proposition 2.4. The term |P (T n (P f ))(x ′ ) − P f (x ′ )| above can be estimated in a similar manner. We thus have
On the other hand, if x ∈ Γ 1,ξ for some ξ ∈ Z and |x| ≥ n + 3, we may for all neighbors x ′ of x take y x,x ′ ∈ X n so that B(y x,x ′ ) covers both B(x) and B(x ′ ). We estimate |P (T n (P f ))(x) − P (T n (P f ))(x ′ )| from above by
Using the Lipschitz continuity of the functions ψ y , we get
(with an obvious modification for q = ∞). Combining (8) and (9) with Proposition 2.4, we obtain the desired upper bound for T n (P f ) Ḟ s p,q (Z) . (ii) This is almost contained in the argument above. We have
with x * is as before. If, on the other hand, x ∈ Γ 1,ξ for some ξ and |x| ≥ n + 3, we have
Combining (10) and (11) with Proposition 2.4, we obtain
where the latter quantity tends to zero as n → ∞ by the dominated convergence theorem.
The theorem above immediately yields part (i) of the corollary below, which is new in this generality. Part (ii) needs some additional observations, which are essentially contained in the proof of Theorem 6.2. We postpone the details until the end of Section 6. (ii) Suppose that Z is unbounded. If 0 < s < 1 and Q/(Q + s) < p, q < ∞, then Lipschitz functions with bounded support are dense inḞ s p,q (Z). In the setting of an unbounded metric measure space that supports a "reverse doubling" property in addition to the doubling property (3), a result similar to part (ii) above can be found in [11, Proposition 5.21 ].
Unbounded spaces and embeddings
We have so far assumed the metric space Z to be bounded, but this is actually not an essential assumption. For an unbounded space Z, we simply choose a maximal set of points {ξ x : x ∈ X n } ⊂ Z with pairwise distances at least 2 −n−1 for all n ∈ Z (not just positive n), set X := ⊔ n∈Z X n and write |x| = n for all x ∈ X n . The Poisson extension P f is now well-defined for any f ∈ L 1 loc (Z). Definition 2.1 and Proposition 2.2 generalize without any changes. Only in Lemma 2.3 (and consequently in the results that depend on this lemma) do we use the fact that Z is bounded; in general, Triebel-Lizorkin functions of course are not integrable over an unbounded space.
In the unbounded case, the limit T Ru := lim n→∞ T n u exists in L 1 loc (Z) and pointwise almost everywhere whenever |du| ∈ J s p,q (X), and the embedding in Lemma 2.3 may be replaced with
, where B is any ball of radius r and x B is any such element of X that 4r ≤ 2 −|x B | < 8r and B(x B ) contains B as a subset. The implicit constant in the previous inequality is independent of u, B, and x B . In particular, if we fix a ball B 0 of radius 1 and x 0 ∈ X −2 corresponding to B 0 as in the embedding above, we may defineDJ 
The analogs to the rest of our results can then be proven with slight modifications. In the rest of the paper, we state our results for general Z that can be bounded or unbounded.
In the remainder of this section we establish general embedding results for the Triebel-Lizorkin spaces. Suppose momentarily that Z is unbounded and that the measure µ is Q-Ahlfors regular, i.e., µ(B(ξ, r)) ≈ r Q uniformly in ξ ∈ Z. Fix ξ 0 ∈ Z and let f λ for λ > 0 stand for the function ξ → (1 − λd(ξ, ξ 0 )) + . A straightforward computation then yields
when 0 < s < 1, Q/(Q + s) < p < ∞ and Q/(Q + s) < q ≤ ∞, with the implicit constants independent of λ. In particular, to have an embedding of the typeḞ
The proposition below establishes all such embeddings with p 1 > p 0 under the slightly weaker assumption that µ supports the lower mass bound µ(B(ξ, r)) ≥ c 0 r Q for all ξ ∈ Z and 0 < r < diam Z. If Z is bounded, this follows automatically from the doubling condition on µ. In the Euclidean case, these embeddings are a special case of a result due to Jawerth [13, Theorem 2.1 (ii)], and the proof below is based on his methods. We apply the result in the proof of Proposition 5.3 below.
Proposition 4.1. Suppose that µ satisfies the doubling condition (3) and supports the lower mass bound µ(B(ξ, r)) ≥ c 0 r Q > 0 for all ξ ∈ Z and 0 < r < diam Z. Let 0 < s 1 < s 0 < ∞, 0 < p 0 < p 1 < ∞ and 0 < q 0 , q 1 ≤ ∞ be such that
with a continuous embedding. In particular, if Q/(Q + s i ) < min(p i , q i ) in addition to the above assumptions, thenḞ
with a continuous embedding.
Proof. It suffices to consider the case with q 0 = ∞ and q 1 < ∞. Let u ∈ J s 0 p 0 ,∞ (X). Let t > 0 be given and suppose that ξ ∈ Z is a point such that
for all x ∈ X with a constant c 1 > 0, we have
for all integers N with another constant c 2 > 0. In particular, we take N so that
, where the constants c 3 and c 4 are chosen so that the estimate above guarantees
Now since s 1 < s 0 , we have
so that sup
for some constant c 5 > 0. In particular,
for all balls B with radius r > 0, with the implicit constant independent of u and B.
We omit the details.
Quasisymmetric invariance
Here we present a simple proof of one of the main results of [19] , namely that the composition operator f → f Let us first recall the definition of quasisymmetry and formulate the assumptions on the metric measure spaces under consideration. The quasisymmetry assumption on the homeomorphism ϕ : Z → Z ′ means that there exists an increasing homeomorphism ρ : (0, ∞) → (0, ∞) so that
for all ξ ∈ Z and η 1 , η 2 ∈ Z\{ξ}. It follows easily that then ϕ −1 : Z ′ → Z is also quasisymmetric. In Proposition 5.1 below, we assume that Z and Z ′ are both locally compact and Q-Ahlfors regular for some Q > 1, and that Z is complete and supports a weak (1, Q)-Poincaré inequality. Note that the assumption concerning the Poincaré inequality implies that Z is connected. We refer to e.g. [12] for the necessary definitions, as well as examples of spaces with these properties.
Our assumptions imply that the pullback measure σ ϕ := E → µ ′ (ϕ(E)) is doubling on Z and that the "Jacobian"
is well-defined for µ-almost all ξ ∈ Z and satisfies the standard change of variables formula for any integrable function (i.e. dσ ϕ = J ϕ dµ), as well as the reverse Hölder inequality
with some exponent R ϕ > 1 and a constant C ϕ ≥ 1 for all balls B on Z. We refer to [16] , [12, Remark 3.4] as well as the references therein and [12, Theorem 7.11] for details.
Our proof of the quasi-invariance of the Triebel-Lizorkin spaces (Theorem 5.2 below) is based on moving the action of ϕ inside X. This is possible since it is actually known that ϕ extends to a quasi-isometric mapping Φ between the hyperbolic fillings X and X ′ . We next discuss the basic properties of this extension. First of all, (X, E) can be viewed as a metric graph equipped with the natural length metric (so that every edge has length 1). We denote by d X the metric on the set of vertices X induced by this length metric, and define d X ′ on X ′ in a similar manner. Then there exists a mapping Φ : X → X ′ that extends ϕ in the sense that ϕ(ξ) ∈ B(Φ(x)) whenever ξ ∈ B(x). More explicitly, one may define Φ(x) as an element at a maximal level of X ′ so that ϕ(B(x)) ⊂ B(Φ(x)). The quasi-isometry property of Φ means that
for some constants λ ≥ 1, c ≥ 0 whenever x, y ∈ X and
for some r > 0. We refer to [2, Theorem 7.2.1] for details.
The following two properties of Φ will be used in the proof below:
with σ > 1 independent of x and
The inclusion (15) is a consequence of the definition of Φ and the quasisymmetry of ϕ, while (16) follows easily from (14) and the fact that
for all x, y ∈ Γ 1,ξ .
Proposition 5.1. Let the spaces Z and Z ′ be as in the discussion above, and let 0 < s < ∞ and 0 < q ≤ ∞. Then the composition operator induced by Φ is bounded from
for all u ∈ J s Q/s,q (X ′ ), with the implicit constant independent of u.
Proof. We begin by defining two auxiliary parameters as in the proof of [19, Theorem 1.3] : take δ > 0 and p > 1 so that δp < min(q, Q/s) and 0
One can simply choose p large enough so that p/(p − 1) < R ϕ and then take δ < Q/s so small that the second inequality in (17) holds. Let u ∈ J s Q/s,q (X ′ ) and define the functions U k on Z ′ for k ∈ Z by setting
(with an obvious modification for q = ∞). Now if ξ ∈ Z and x ∈ Γ 1,ξ , we have
and by (15) , there is σ > 1 so that the quantity inside the parentheses can be estimated from above by a constant times
Here we used Hölder's inequality in the first inequality, the reverse Hölder inequality and the change of variables formula in the second inequality, and the Ahlfors regularity of both metric measure spaces in the third inequality. Substituting this into (18), we obtain 2
and by (16), we get
(with an obvious modification for q = ∞). As δp < min(q, Q/s), the Fefferman-Stein maximal theorem and the change of variables formula thus yield
The corresponding result for our Triebel-Lizorkin spaces is an easy consequence of this, and thus we get a new proof of the original result due to Koskela, Yang, and Zhou [19] . 
for all f ∈Ḟ s Q/s,q (Z ′ ), with the implicit constant independent of f .
Proof. In other words, we want to show that
whenever f ∈Ḟ s Q/s,q (Z ′ ). For this purpose we shall estimate the quantity
for all x ∈ X, where x * is a point at a maximal level of X so that B(x * ) covers B(x) as well as the balls corresponding to the neighbors of x. Note that, a priori, v(x) may be infinite for some x, but if v(x) is finite for all x, then f • ϕ ∈ L 1 loc (Z) and |d(P (f • ϕ))(x)| |v(x)| for all x.
As ϕ −1 : Z ′ → Z is also quasisymmetric, the preimage of the set of Lebesgue points of f has full µ-measure, and for any ξ in this set with points x k ∈ Γ 1,ξ ∩X k , k ≥ N ∈ Z, we have (X ′ ) . Since X ′ has bounded valence, it easily follows that {2 |x ′ |s |w(x ′ )| :
for all ξ ′ ∈ Z ′ ; so by Proposition 2.2 (ii), we get
This in particular implies that v(x) is finite for all x ∈ X. As noted above, this means that f • ϕ ∈ L 1 loc (Z), and the desired estimate in (19) then follows from the inequality |d(P (f • ϕ))(x)| v(x) and the estimate above.
We also sketch the proof of the following result, which is essentially a converse result to Theorem 5.2 under some mild additional assumptions on Z and Z ′ . It was previously obtained for 1 < q < ∞ in [17, Proposition 4.3] . We refer to [12] for the definition of quasiconformality and the linear local connectedness property. We again refer to [12] for the necessary definitions.
Corollary 5.4. Suppose that Z is Q-Ahlfors regular for some Q > 1, proper and quasiconvex, and that it supports a weak (1, Q)-Poincaré inequality. Suppose that Z ′ is Q-Ahlfors regular, pathwise connected, locally compact and linearly locally connected. Suppose also that Z and Z ′ are both bounded or that they are both unbounded. If 0 < s < 1 and Q/(Q + s) < q ≤ ∞, then the composition operator induced by a homeomorphism ψ : Z → Z ′ takesḞ s Q/s,q (Z ′ ) boundedly intoḞ s Q/s,q (Z) if and only if ψ is quasiconformal.
Complex interpolation
Finally, in the setting of Section 4 (i.e., when Z := (Z, d, µ) satisfies the doubling property (3) and is either bounded or unbounded), we establish a complex interpolation result for our Triebel-Lizorkin spaces, which appears to be the first of its kind in the setting of metric measure spaces. For this purpose we first state the result concerning the interpolation of the quasi-Banach lattices J
