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V magistrskem delu obravnavajte matri£ne konveksne mnoºice in njihove lastno-
sti. Predstavite matri£ne ekstremne to£ke in dokaz Hahn-Banachovega ter Krein-
Milmanovega izreka za matri£ne konveksne mnoºice.
Osnovna literatura
[9] E. G. Eros in S. Winkler,Matrix convexity: Operator analogues of the bipolar
and HahnBanach theorems, J. Funct. Anal. 144 (1997) 117-152.
[19] C. Webster in S. Winkler, The KreinMilman theorem in operator convexity,
Trans. Amer. Math. Soc. 351 (1999) 307-322.
prof. dr. Igor Klep, mentor
v

Krein-Milmanov izrek za matri£ne konveksne mnoºice
Povzetek
Teorijo konveksnih mnoºic v Evklidskih prostorih lahko na naraven na£in presta-
vimo v nekomutativno okolje matri£nih prostorov. V magistrski nalogi predstavimo
matri£ne konveksne mnoºice, njihove lastnosti in primere, obravnavamo matri£ne
ekstremne to£ke in vpeljemo matri£ne izpostavljene to£ke. Posku²amo pa tudi ra-
zumeti, v kolik²ni meri rezultati v matri£nem svetu spominjajo na tiste iz klasi£ne
teorije, med katere sodi tudi Krein-Milmanov izrek. Kot sredstvo za dokaz ma-
tri£ne ustreznice Krein-Milmanovega izreka razloºimo tudi Hahn-Banachov izrek za
matri£ne konveksne mnoºice.
The Krein-Milman theorem for matrix convex sets
Abstract
The theory of convex sets in Euclidean spaces can be in a natural way transferred
to the noncommutative setting of matrix spaces. In this master's thesis we discuss
matrix convex sets, their properties and examples, we deal with matrix extreme
points and introduce matrix exposed points. We also aspire to understand how
much the results in the matrix world resemble those from the classical theory, such
as the Krein-Milman theorem. As a device to prove the matricial analogue of the
Krein-Milman theorem we explain the Hahn-Banach theorem for matrix convex sets.
Math. Subj. Class. (2010): 52A05, 47L07, 46A22, 46A20, 46L30, 15A60
Klju£ne besede: (matri£na) konveksna mnoºica, (matri£no) stanje, operatorski
sistem, C*-algebra, Stinespringova upodobitev, (matri£na) ekstremna to£ka, (ma-
tri£na) izpostavljena to£ka, Hahn-Banachov izrek za matri£ne konveksne mnoºice,
(matri£na) polara, Krein-Milmanov izrek za matri£ne konveksne mnoºice
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Konveksne mnoºice s svojo relativno obvladljivo strukturo predstavljajo teoreti£no
ozadje mnogim matemati£nim in zikalnim podro£jem, sre£amo jih pri linearnem
programiranju, ra£unski geometriji in v kontekstu Markovskih verig tudi pri verje-
tnosti. V poglavju 2 se spomnimo, da so v okviru linearne algebre to podmnoºice
vektorskih prostorov, zaprte za posebne vrste linearnih kombinacij svojih elementov;
pravimo jim konveksne kombinacije. Koecienti v konveksni kombinaciji so nenega-
tivni in se se²tejejo v ena, zato si jih druga£e predstavljamo tudi kot porazdelitev.
Za zikalno obarvano interpretacijo si zamislimo, da s pomo£jo zaporedja takih po-
razdelitev simuliramo gibanje nekega delca v diskretnih £asovnih korakih. Proces
poteka tako, da terici vektorjev (ki shranjujejo podatke o trenutnem stanju) pri-
redimo pri£akovano vrednost podatkov v naslednjem £asovnem koraku, t.j. njihovo
konveksno kombinacijo.
Da bi ²e raz²irili razpon njene uporabe, vpeljemo pojem konveksnosti nad neko-
mutativnimi skalarji, prototip katerih so (kompleksne) matrike. Pri tem se vseskozi
oziramo nazaj, tako da denicija, osnovni zgledi in lastnosti t.i. matri£nih konveksnih
mnoºic v poglavju 3 mo£no spominjajo na klasi£no teorijo. Pomembna motivacija za
vpeljavo matri£ne konveksnosti izhaja iz funkcionalne analize in obravnave druºine
(predvsem neskon£norazseºnih) Banachovih algeber posebnega tipa, t.i. C∗-algeber;
te so se izvorno pojavile v algebrai£ni ubeseditvi kvantne mehanike, kasneje pa tudi
v teoriji upodobitev (lokalno kompaktnih) grup. Strukturo C∗-algeber vselej posku-
²amo razumeti preko njihovih posebnih vektorskih podprostorov z dodano strukturo;
imenujemo jih operatorski sistemi. Kot bomo videli v poglavju 4, lahko z druºino
morzmov na danem operatorskem sistemu tvorimo matri£no konveksno mnoºico.
Na to se tematsko naveºemo v poglavju 7, kjer dokaºemo, da lahko do izomorzma
natan£no vsako kompaktno matri£no konveksno mnoºico realiziramo na ta na£in.
Glavno vpra²anje, s katerim se ukvarja tudi naslovni izrek, posku²a vzpostaviti
vzporednice s teorijo vektorskih prostorov. Gre za problem iskanja minimalne mno-
ºice generatorjev konveksne mnoºice. Naslovimo ga v poglavju 5, kjer utemeljimo,
zakaj so t.i. ekstremne to£ke potencialne kandidatke in predstavimo njihove matri£ne
ustreznice. Takoj ugotovimo, da vsaka konveksna mnoºica le nima generatorjev v
obliki ekstremnih to£k, vendar v zadnjem poglavju kot protiuteº podamo klasi£ni
Krein-Milmanov izrek. Ta obravnava kompaktne konveksne mnoºice in pove, da
imajo te ne le minimalno, temve£ enoli£no ustreznico baze. Ta izrek v kombinaciji
s separacijsko razli£ico Hahn-Banachovega izreka za matri£ne konveksne mnoºice, s
katero se sre£amo v poglavju 6, predstavlja klju£no sredstvo za dokaz naslovnega
izreka, ki sklene niz povezav in primerjav med obi£ajno in matri£no konveksnostjo.
2. Osnovni pojmi v konveksnosti
Preden pridemo do pojma konveksne mnoºice, je primerno omeniti naravno oko-
lje, v katerem le te najdemo. Obi£ajno so konveksne mnoºice postavljene v realen
vektorski prostor V , natan£neje v neki njegov an podprostor. To je po deniciji taka
neprazna podmnoºica v V , ki za poljubna svoja razli£na elementa x in y vsebuje
tudi premico skoznju, t.j. vse to£ke oblike
x+ α(y − x) = (1− α)x+ αy
za neko realno ²tevilo α. Konveksna mnoºica je v tem pogledu manj zahteven objekt,
saj mora za poljubni svoji to£ki x in y vsebovati le del premice med njima, t.j. daljico
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med x in y. Ozna£imo in opi²emo jo na slede£i na£in:
[x, y] := {(1− α)x+ αy | 0 ≤ α ≤ 1} = {αx+ β y | α, β ≥ 0, α + β = 1}.
Poleg geometrijske denicije obstaja preprosta karakterizacija anih podprostorov
kot translacij vektorskih podprostorov. Natan£neje, neprazna podmnoºica A vek-
torskega prostora V je an podprostor natanko tedaj, ko je oblike v + U za vektor
v ∈ A in natanko dolo£en vektorski podprostor U ≤ V (glej [4, I.1 in II.2]). Zato
lahko deniramo dimenzijo A kot dimenzijo pripadajo£ega vektorskega prostora U.
Preko zgornjega opisa direktno dokaºemo ²e tretjo ekvivalentno karakterizacijo
anega podprostora, ki razloºi, kak²ne operacije le ta dovoljuje na svojih elemen-
tih. Za poljubni terici vektorjev x1, . . . , xk v A in realnih skalarjev α1, . . . , αk, ki
zado²£ajo α1 + . . .+ αk = 1, velja:
α1x1 + . . .+ αkxk ∈ A.
Linearni kombinaciji take oblike pravimo ana kombinacija elementov x1, . . . , xk.
Ker za vsakega od vektorjev xi obstaja pripadajo£i ui ∈ U , tako da je xi oblike









αi ui = v +
k∑
i=1
αi ui ∈ v + U = A.
Na naraven na£in deniramo tudi morzme, t.i. ane preslikave, s katerimi preha-
jamo med animi podprostori. Pravimo, da je preslikava F : A1 → A2 med anima
podprostoroma A1 in A2 ana, £e ohranja ane kombinacije in torej zado²£a:
F (α1x1 + · · ·+ αkxk) = α1F (x1) + · · ·+ αkF (xk)
za poljubne to£ke x1, . . . , xk iz V in skalarje α1, . . . , αk z lastnostjo α1+ · · ·+αk = 1.
Glede na to, da vse podmnoºice vektorskega prostora V le niso ani podprostori, se
je smiselno vpra²ati, ali za dano podmnoºico M ⊆ V znamo konstruirati najmanj²i
an podprostor, ki jo vsebuje. Denirajmo njeno ano ogrinja£o (oznaka a(M))
kot mnoºico vseh anih kombinacij elementov izM . Enostavno se lahko prepri£amo,
da je a(M) an podprostor. Poleg tega je vsak an podprostor, ki vsebujeM, zaprt
za tvorjenje anih kombinacij elementov iz M in posledi£no vsebuje a(M).
Od sedaj naprej se osredoto£imo na konveksne mnoºice; najprej razjasnimo, ka-
k²ne operacije med svojimi elementi te dovoljujejo.





kjer velja αi ≥ 0 za i = 1, . . . , k in
∑n
i=1 αi = 1, pravimo konveksna kombi-
nacija vektorjev x1, . . . , xn.
(b) Podmnoºica K v vektorskem prostoru V je konveksna, £e je zaprta za tvorje-
nje konveksnih kombinacij svojih elementov, t.j. za poljubno naravno ²tevilo





i=1 αi = 1 je konveksna kombinacija
∑n
i=1 αi xi tudi element K.
Dokaºimo sedaj kriterij, ki omogo£a laºje preverjanje konveksnosti dane mnoºice.
Trditev 2.2. Mnoºica K je konveksna natanko tedaj, ko je za poljuben par vektorjev
x in y v K tudi daljica [x, y] vsebovana v K.
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Dokaz. Ker je vsaka to£ka na daljici [x, y] konveksna kombinacija kraji²£ x in y, je
dovolj dokazati, da je mnoºica K konveksna pri predpostavki da vsebuje vse daljice
med pari svojih elementov.
Naj bodo x1, . . . , xn ∈ K ter α1, . . . , αn ≥ 0 in naj velja
∑n
i=1 αi = 1. Trditev
bomo dokazali z indukcijo na n. Pri n = 1 o£itno drºi, saj je edina konveksna
kombinacija ene same to£ke ta to£ka sama. Pri n = 2 pa uporabimo predpostavko,
saj, kot ºe omenjeno, konveksne kombinacije dveh to£k leºijo na daljici med tema
to£kama.
Naj bo sedaj n > 2 in predpostavimo, da je αn ̸= 1, sicer je konveksna kombinacija
x1, . . . , xn kar xn ∈ K. Tedaj lahko zapi²emo:










To pa je to£ka na daljici [x, xn], zato je dovolj dokazati, da je x ∈ K; trditev bo
nato sledila iz predpostavke. O£itno so vsi skalarji αi
















(1− αn) = 1.
Element x je torej konveksna kombinacija n− 1 elementov iz K in je zato po induk-
cijski predpostavki vsebovan v K. 
Oglejmo si nekaj osnovnih primerov konveksnih mnoºic.
Primer 2.3. (a) O£itno je vsak an (in v posebnem vektorski) podprostor kon-
veksna mnoºica.
(b) Naj bo V realen vektorski prostor z normo ∥ · ∥. Tedaj je za vsako pozitivno
²tevilo r in vektor a ∈ V zaprta krogla polmera r s sredi²£em v a
Br(a) := {x ∈ V | ∥x− a∥ ≤ r}
konveksna mnoºica.
Za elementa x, y ∈ Br(a) ter pozitivna skalarja α in β z lastnostjo α+β = 1
namre£ z uporabo trikotni²ke neenakosti ocenimo:
∥(αx+ βy)− a∥ = ∥α(x− a) + β(y − a)∥
≤ ∥α(x− a)∥+ ∥β(y − a)∥
= α∥(x− a)∥+ β∥(y − a)∥
≤ (α + β)r = r.
Torej je αx+ βy ∈ Br(a) in po trditvi 2.2 je zato Br(a) konveksna.
(c) Naj bodo x1, . . . , xn vektorji v V ter α1, . . . , αn nenegativni skalarji. Tedaj
linearni kombinaciji α1x1+· · ·+αnxn pravimo koni£na kombinacija vektorjev
x1, . . . , xn. V primerjavi z denicijo konveksne kombinacije smo tukaj izpu-
stili pogoj anosti, t.j. pogoj α1+· · ·+αn = 1. Neprazni mnoºici, ki je zaprta
za koni£ne kombinacije svojih elementov, pravimo stoºec. Ker so konveksne
kombinacije posebni primeri koni£nih, je vsak stoºec konveksen. ♦
Vsaka mnoºica le ni konveksna in £e naj bodo konveksne mnoºice podlaga, na
kateri gradimo teorijo, se je smiselno vpra²ati, kako iz nekonveksnega konstruirati
nekaj (primerljivega) konveksnega.
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Denicija 2.4. Naj bo M podmnoºica v realnem vektorskem prostoru V .
(a) Mnoºici vseh konveksnih kombinacij elementov izM pravimo konveksna ogri-
nja£a M in jo ozna£imo s conv(M).
(b) e je M kon£na, na primer {x1, . . . , xn}, njeni konveksni ogrinja£i pravimo
politop in jo ozna£imo s conv{x1, . . . , xn}.
Ekvivalentno lahko konveksno ogrinja£o mnoºiceM opi²emo kot presek vseh kon-
veksnih mnoºic, ki vsebujejoM. Preprost premislek pokaºe, da je presek konveksnih
mnoºic konveksen, s £imer utemeljimo tudi poimenovanje konveksne ogrinja£e. Spo-
dnja trditev pa povzame njene osnovne lastnosti.
Trditev 2.5. Konveksna ogrinja£a podmnoºice M nekega realnega vektorskega pro-
stora je konveksna mnoºica, ki vsebuje M . Poleg tega vsaka konveksna mnoºica, ki
vsebuje M, vsebuje tudi njeno konveksno ogrinja£o.
Primer 2.6. Z uvedbo koncepta konveksne ogrinja£e mnoºice M , se pojavi veliko
primerov konveksnih mnoºic. Za vsako kon£no mnoºico M lahko premislimo, da je
njena konveksna ogrinja£a unija simpleksov z ogli²£i v M . V posebnem je v R2 to
unija trikotnikov z ogli²£i v mnoºici M , t.j. konveksen ve£kotnik.
Druga preprosta konstrukcija je presek. Kot ºe omenjeno je presek poljubne dru-
ºine konveksnih mnoºic ²e vedno konveksna mnoºica. Najbrº najbolj obravnavan
primer te vrste je presek kon£nega ²tevila polprostorov (v nekem vektorskem pro-
storu); tako mnoºico imenujemo polieder. Pravzaprav bi, podkrepljeni z intuicijo iz
primerov v R2 in R3, lahko politop denirali kot omejen polieder. In v resnici se
izkaºe, da je vsak politop omejen polieder in obratno. To bomo v nadaljevanju ²e
razloºili. ♦
3. Matri£na konveksnost
Za namene tega razdelka predpostavimo, da je V kompleksen vektorski prostor in
ozna£imo z Mm,n(V ) prostor m× n matrik nad V , v posebnem Mn(V ) =Mn,n(V ).
Za poenostavitev pi²imoMm,n =Mm,n(C) in posledi£noMn =Mn,n(C) ter ozna£imo
z In identi£no matriko v Mn.
Osnove klasi£ne teorije konveksnosti iz poglavja 2 bi radi pretvorili v jezik matri£-
nih prostorov, pri £emer bodo realne skalarje αi v konveksnih kombinacijah nadome-
stile matrike nad C. Zato jih bomo ve£krat sugestivno imenovali skalarne matrike
(tega poimenovanja ne gre me²ati s skalarnimi ve£kratniki identitete; poudarek je
na njihovem razlikovanju z matrikami s koecienti iz danega prostora V ).
Denicija 3.1. Naj bo za vsako naravno ²tevilo nmnoºicaKn podmnoºica vMn(V )
in ozna£imo s K druºino (Kn)n∈N.









i γi = In,
imenujemo matri£na konveksna kombinacija elementov v1, . . . , vk.
(b) Druºini K pravimo matri£na konveksna mnoºica v vektorskem prostoru V,
£e je zaprta za tvorjenje poljubnih matri£nih konveksnih kombinacij svojih
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elementov. To pomeni, da velja:
k∑
i=1
γ∗i viγi ∈ Kn
za vsako naravno ²tevilo k ter k-terici (vi)ki=1 in (γi)
k
i=1, kjer je posamezen vi




i γi = In.
(c) Komponento Kn ⊆ Mn(V ) imenujemo C∗-konveksna mnoºica (nad Mn), £e
velja pogoj v (b), kjer so vsi vi elementi Kn in γi matrike iz Mn.
Na prvi pogled v deniciji matri£ne konveksne kombinacije ni naveden noben
analog predpostavke o pozitivnosti skalarjev v obi£ajni konveksni kombinaciji. Im-
plicitno je skrit v dejstvu, da je za vsako matriko γi ∈ Mm,n pripadajo£ produkt
γ∗i γi ∈ Mn pozitivno semidenitna matrika.
Opomba 3.2. Izraz (3.1) si razloºimo preko identikacije Mn(V ) s tenzorskim pro-
duktom Mn ⊗ V . Za v iz Mm(V ) deniramo bimodulsko operacijo mnoºenja s








Analogno lahko zato pojem konveksne kombinacije deniramo splo²neje, in sicer
v poljubnem bimodulu nad neko C∗-algebro z enoto. Pri tem je C∗-algebra neka
Banachova algebra A, opremljena z involucijo a ↦→ a∗, ki zado²£a:
∥a∗a∥ = ∥a∥2
za vsak a iz A. Privzemimo, da imajo vse pojavljajo£e se C∗-algebre enoto.
Poleg operacije mnoºenja s skalarji na naraven na£in deniramo tudi direktno
vsoto elementov v ∈Mn(V ) in w ∈Mm(V ) s predpisom:






Induktivno nato deniramo ²e direktno vsoto n elementov kot v1⊕· · ·⊕vn−1⊕vn =
(v1 ⊕ · · · ⊕ vn−1)⊕ vn, kjer je vi ∈Mni(V ) za i = 1, . . . , n.
Primer 3.3. (Lastnosti matri£nih konveksnih mnoºic) Naj bo K = (Kn)n∈N
matri£na konveksna mnoºica v prostoru V .
(a) eprav se zdijo mnoºice Kn za razli£na naravna ²tevila n med seboj nepove-
zane, nam struktura matri£ne konveksnosti omogo£a prehajanje med njimi.
Po deniciji namre£ za vsako matriko α iz Mr,n, ki zado²£a α∗α = In, velja
α∗Krα ⊆ Kn.
Pravzaprav zgornje velja tudi za vse α z lastnostjo In ≽ α∗α, £e leK1 vsebuje
0 ∈ V . Kot medklic se spomnimo, da lahko matri£ni prostor Mn opremimo
z relacijo ≽, ki je za matriki A in B iz Mn denirana kot:
A ≽ B ⇐⇒ ⟨(A−B)x, x⟩ ≥ 0 ∀x ∈ Cn(3.3)
⇐⇒ A−B je pozitivno semidenitna.
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e K1 vsebuje ni£lo, je 0 = 0 ⊕ · · · ⊕ 0 ∈ Mn(V ) vsebovana v Kn in zato
lahko za element v iz Kr zapi²emo:






kjer je β = (In − α∗α)
1







(b) Prehajanje med posameznimi komponentami Kn mnoºice K nam omogo£a
tudi tvorjenje direktnih vsot. Za elementa v ∈ Kn in w ∈ Km lahko zapi²emo:
























(c) Opazimo ²e, da so C∗-konveksne mnoºice v M1(V ) ∼= V natanko konveksne
mnoºice v V . Torej pri n = 1 deniciji 2.1 in 3.1 konveksne in C∗-konveksne
mnoºice sovpadata. Poleg tega je vsaka matri£na konveksna mnoºica tudi
konveksna po obi£ajni deniciji (ustreznica skalarju αi iz denicije 2.1 je
skalarna matrika γi =
√
αi In). Slede£i zgled pa bo pokazal, da obrat tega
sklepa v splo²nem ne velja.







Trdimo, da je DA konveksna. Naj bosta torej T, S ∈ DA in α ∈ (0, 1).
⟨(αT + (1− α)S)x, x⟩ = α⟨Tx, x⟩+ (1− α)⟨Sx, x⟩
≤ α⟨Ax, x⟩+ (1− α)⟨Ax, x⟩ = ⟨Ax, x⟩
Podobno vidimo, da je ⟨(αT + (1 − α)S)x, x⟩ ≥ 0, zato je konveksna kom-
binacija αT + (1 − α)S vsebovana v DA. Nasprotno pa mnoºica DA ni C∗-













Njeni lastni vrednosti sta 0 in 1, zato je B unitarno podobna matriki A,
t.j. obstaja taka unitarna matrika U, da lahko B izrazimo kot matri£no kon-
veksno kombinacijo U∗AU matrike A. Torej je B vsebovana v DA. Vendar





nista pozitivno semidenitni. Posledi£no B  A in tudi A  B. ♦
V nadaljevanju ºelimo primerjati lastnosti in karakterizacije konveksnih in ma-
tri£nih konveksnih mnoºic.
Denicija 3.4. Naj bo K = (Kr)r∈N matri£na konveksna mnoºica. Za elementa
v ∈ Kn in w ∈ Km deniramo matri£no daljico kot druºino [v, w] := ([v, w]r)r∈N s
predpisom:
[v, w]r = {γ∗vγ + δ∗wδ | γ ∈ Mn,r, δ ∈ Mm,r, γ∗γ + δ∗δ = Ir}.
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Treba je poudariti, da matri£ne daljice, £eprav denirane v namenu vzpostavljanja
vzporednic z obi£ajnimi, nimajo niti ene najpreprostej²ih lastnosti. V splo²nem
namre£ niso konveksne (in zato tudi ne matri£ne konveksne). To lahko dokaºemo
na primeru:


















w′ ranga 2 in zato ni vsebovana v [v, w]2.
Za bolj²i analog daljice si oglejmo druºino matri£nih mnoºic, ki je za elementa













δ∗j δj = Ir, k, l ∈ N
}
.
Hitro se prepri£amo, da je zaporedje ([v, w]′r)r∈N matri£na konveksna mnoºica. Ven-
dar pa so njeni elementi relativno zapletene oblike. Presenetljivo se izkaºe, da je
potreben in zadosten kriterij za matri£no konveksnost neke mnoºice njena zaprtost
za tvorjenje matri£nih daljic iz denicije 3.4, £eprav le te niso matri£ne konveksne
mnoºice. Povzemimo to v analogu trditve 2.2.
Trditev 3.5. Mnoºica K = (Kn)n∈N je matri£na konveksna natanko tedaj, ko je za
vsaka njena elementa v in w matri£na daljica [v, w] vsebovana v K.
Dokaz. Po deniciji matri£na konveksna mnoºica K v vektorskem prostoru V med
drugim vsebuje tudi vsako matri£no daljico [v, w], zato je potrebno dokazati le ²e
implikacijo v drugo smer.
Idejno posku²amo simulirati metodo dokaza trditve 2.2, t.j. uporabiti indukcijo na
²tevilo £lenov v matri£ni konveksni kombinaciji. Pri tem baza indukcije (1 ali 2 £lena)
velja po predpostavki. Naj bo torej k ≥ 3. Obravnavajmo k-terici (vi)ki=1 in (γi)ki=1,




i γi = In.




i viγi ∈ Kn. Predpostavimo lahko, da je ni ≥ n za
i = 1, . . . , k. e namre£ za kak²en indeks i velja ni < n, izberemo element v′i ∈ Kn−ni























i viγi in tudi
∑k
i=1 γ̃i
∗γ̃i = In, torej z opisano alternativno
izraºavo £lenov ²e vedno dobimo matri£no konveksno kombinacijo elementov iz K.
Klju£no sredstvo dokaza je t.i. polarni razcep, ki ima za poljubno matriko A ∈
Mm,n za m ≥ n obliko A = UP . Tu je U ∈ Mm,n matrika z ortonormiranimi
stolpci in P ∈ Mn pozitivno semidenitna matrika (obstoj takega razcepa sledi iz
singularnega razcepa, glej [18, Chapter 7]). Naj bo torej γi = uipi polarni razcep γi.
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Poleg tega za wi = u∗i viui velja wi ∈ Kni . Na poti k uporabi indukcijske predpostavke
si pripravimo potrebna sredstva. Iz enakosti (3.5) sledi 0 ≼ p2k ≼ In, zato je In −
p2k pozitivno semidenitna in obstaja njen koren p := (In − p2k)
1




2 in 0 ≼ p2i ≼ p2 za i = 1, . . . , k − 1. Iz zadnjega sklepamo, da za vsak
x ∈ Cn velja:
(3.6) ∥pix∥2 = ⟨pix, pix⟩ = ⟨p2ix, x⟩ ≤ ⟨p2x, x⟩ = ⟨px, px⟩ = ∥px∥2.
Sedaj bomo denirali preslikavo bi ∈ Mn, in sicer najprej na sliki p s predpisom:
bi(px) = pix.
Opazimo, da iz (3.6) sledi ∥bi(px)∥ ≤ ∥px∥, kar pomeni, da je bi skr£itev. Poleg tega
je ortogonalni komplement slike p enak jedru te preslikave (le to je po neenakosti





Zaradi sebiadjungiranosti matrik pi in p velja pi = bi p = p b∗i , kar bomo uporabili
v nadaljevanju. Vsak vektor x ∈ Cn lahko zapi²emo v obliki px1 + x2, kjer je x2 v
jedru p in posledi£no tudi v jedru pi za i = 1, . . . , k − 1. Tedaj velja:⟨ k−1∑
i=1


















































pri £emer velja p2 + p2k = In. To pomeni, da je matri£na konveksna kombinacija∑k
i=1 γ
∗
i viγi vsebovana v matri£ni daljici med dvema elementoma Kn. Torej je po
indukcijski predpostavki vsebovana v K, zaradi primerjave dimenzij pa o£itno tudi
v Kn. 
Trditev 3.6. Naj bo K matri£na konveksna mnoºica in v1, . . . , vr elementi K. Naj




i γi = In.
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i viγi vsebovana v K, jo lahko izrazimo v obliki
v = γ∗v1γ + δ
∗wδ
za element w ∈ K in taki matriki γ ∈ Mn1,n in δ ∈ Mm,n za neko naravno ²tevilo
m, da velja γ∗γ + δ∗δ = In.
Dokaz. Oglejmo si skalarno matriko z := 1
2
γ∗1γ1. Zanjo velja In−z ≽ 12In, zato je In−
z pozitivno denitna. To pomeni, da je obrnljiva; je namre£ diagonalizabilna matrika
s pozitivnimi lastnimi vrednostmi in zato unitarno podobna obrnljivi diagonalni
matriki. Torej je obrnljiv tudi njen (dobro deniran) koren
√















; i ≥ 2









































i vibi (kot matri£na konveksna kombinacija) vsebovan
v K in za γ := 1√
2
γ1 ter δ :=
√

















γ∗i viγi = v. 
Po podani deniciji in osnovnih lastnostih poskusimo smiselnost vpeljave matri£-
nih konveksnih mnoºic utemeljiti na primerih. Ti bi naj spominjali na najprepro-
stej²e zglede konveksnih mnoºic v Rn. Najprej si oglejmo ustreznice daljicam, ki
predstavljajo klju£en del karakterizacije obi£ajne konveksnosti.
Primer 3.7. (Matri£ni intervali) Za dani realni ²tevili a in b deniramo pripa-
dajo£i interval v Mn na slede£i na£in:
[aIn, bIn] := {α ∈ Mn | aIn ≼ α ≼ bIn}.
Druºino vseh takih intervalov sugestivno ozna£imo z [aI, bI] := ([aIn, bIn])n∈N in
imenujemo matri£ni interval.
Prepri£ajmo se, da je tako denirani matri£ni interval matri£na konveksna mno-
ºica v C. Naj za matriko αi ∈ Mni velja aIni ≼ αi. Potem za poljuben γi ∈ Mni,n z
lastnostjo γ∗i γi = In in x ∈ Cn velja:⟨








(αi − aIn)γi x, γi x
⟩
≥ 0.
To pa po deniciji pomeni γ∗i αiγi ≽ aIn. Od tod po analogiji sklepamo, da za
poljubni k-terici (αi)ki=1 in (γi)
k









γ∗i αiγi ≼ bIn.
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i αiγi vsebovana v
[aIn, bIn]. ♦
Pravzaprav lahko z matri£nimi intervali karakteriziramo dolo£ene matri£ne kon-
veksne mnoºice v C.
Trditev 3.8. Naj bo K = (Kn)n∈N taka matri£na konveksna mnoºica v C, da je K1
kompaktna podmnoºica R. Potem je K matri£ni interval oblike [aI, bI].
Dokaz. Po predpostavki je K1 konveksna, zato povezana, omejena in zaprta pod-
mnoºica R. Torej mora biti zaprt omejen interval, denimo K1 = [a, b]. Dokazati
ºelimo, da je Kn = [aIn, bIn] za vsako naravno ²tevilo n.
Naj bo najprej α ∈ Kn in v ∈ Cn poljuben enotski vektor. Posledi£no je v∗v =
∥v∥2 = 1 in zato
⟨αv, v⟩ = v∗αv ∈ K1.
To pomeni, da velja:
⟨aInv, v⟩ = a ≤ ⟨αv, v⟩ ≤ b = ⟨bInv, v⟩,
iz £esar sledi aIn ≼ α ≼ bIn in zato Kn ⊆ [aIn, bIn].
Obratno, naj bo α ∈ [aIn, bIn]. Potem je matrika α−aIn pozitivno semidenitna,
v posebnem sebiadjungirana, in zato diagonalizabilna. To pomeni, da obstajata taka
diagonalna matrika D ∈ Mn in unitarna matrika u ∈ Mn, da je
α− aIn = u∗Du
in kon£no α = u∗(D + aIn)u. Torej se da tudi α diagonalizirati. Ker pa je matrika
α−aIn (oziroma bIn−α) pozitivno semidenitna, ima nenegativne lastne vrednosti,
zaradi £esar so lastne vrednosti α kve£jemu ve£je od a (in kve£jemu manj²e od
b). Z drugimi besedami so njene lastne vrednosti λ1, . . . , λn vsebovane v intervalu
[a, b] = K1. Skratka, α lahko zapi²emo v obliki:











kjer so γ∗1 , . . . , γ
∗
n ∈ M1,n. Ker je direktna vsota λ1⊕· · ·⊕λn elementovK1 vsebovana
v Kn in velja u∗u = In, sledi α ∈ Kn in posledi£no [aIn, bIn] ⊆ Kn. 
Naslednji zgledi so ustreznice preprostih konveksnih mnoºic v klasi£ni teoriji, torej
krogel v normiranih in stoºcev v urejenih vektorskih prostorih. Najprej pa predsta-
vimo standardno terminologijo za okolja, v katerih jih najdemo.
Denicija 3.9. Naj bo H Hilbertov prostor in ozna£imo z B(H) prostor omejenih
operatorjev na H.
(a) Zaprt vektorski podprostor M v B(H) imenujemo operatorski prostor.
(b) Zaprt vektorski podprostor R v B(H), ki je zaprt za operacijo adjungiranja
in vsebuje identiteto I, imenujemo operatorski sistem. Ker je po [7, Theorem
5.17] vsaka C∗-algebra z enoto izomorfna C∗-algebri, vsebovani v B(H) za
neki Hilbertov prostor H, lahko operatorski sistem ekvivalentno opi²emo kot
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zaprt podprostor v neki C∗-algebri z enoto, ki je zaprt za adjungiranje in
vsebuje enoto.
Glede na to, da posku²amo razumeti koncept konveksne mnoºice nad nekomuta-
tivnimi skalarji, je smiselno primere iskati v operatorskih prostorih, t.j. normiranih
prostorih nad matri£nimi skalarji.
Po drugi strani je operatorski sistem nekomutativni analog t.i. funkcijskega sis-
tema. To je ºargonsko poimenovanje za zaprt podprostor v prostoru zveznih funkcij
na kompaktni mnoºici; vsebovati mora identiteto in biti zaprt za konjugiranje.
Primer 3.10. (a) Naj bo M ⊆ B(H) operatorski prostor. Tedaj lahko ma-
tri£ni prostor Mn(M) vloºimo v Mn(B(H)) ∼= B(Hn) in ga tako opremimo s
podedovano operatorsko normo na B(Hn).
Potem je druºina B = (Bn)n∈N enotskih krogel, kjer je
Bn = {x ∈Mn(M) | ∥x∥ ≤ 1},
matri£na konveksna mnoºica v M. Za k-terici (αi)ki=1 in (γi)ki=1, pri £emer




i γi = In, lahko namre£ zapi²emo: k∑
i=1
γ∗i αiγi
 = ∥γ∗(α1 ⊕ · · · ⊕ αk)γ∥
≤ ∥γ∗∥ ∥α1 ⊕ · · · ⊕ αk∥ ∥γ∥
= ∥γ∗γ∥2 ∥α1 ⊕ · · · ⊕ αk∥





(b) Naj bo R ⊆ B(H) operatorski sistem. Potem vloºitev kot v to£ki (a) prostor
Mn(R) opremi z relacijo delne urejenosti preko obi£ajne urejenosti na B(Hn),
denirane analogno kot v (3.3).
Tedaj je druºina P = (Pn)n∈N pozitivnih stoºcev, kjer je
Pn = {x ∈Mn(R) | x ≥ 0},
matri£na konveksna mnoºica v R. Dokaz je zelo podoben tistemu v primeru
matri£nih intervalov 3.7. ♦
4. Stanja
Splo²neje lahko pojem konveksne kombinacije deniramo v poljubnem (delno)
urejenem vektorskem prostoru, t.j. prostoru, opremljenem z relacijo ≥, ki dolo£a,
kdaj je neki vektor v pozitiven oziroma zado²£a pogoju v ≥ 0. Tedaj za vektorja v
in w po deniciji velja v ≥ w natanko tedaj, ko je v−w ≥ 0. V posebnem lahko na
Rn vpeljemo relacijo ≥ tako, da za vektor v iz Rn velja v ≥ 0 natanko tedaj, ko so
vse komponente v nenegativne.
Do koncepta urejenega vektorskega prostora pridemo tudi po slede£i poti, ki bo-
lje razkriva njegovo dodatno strukturo. Kompleksnemu vektorskemu prostoru V
pravimo ∗-vektorski prostor, £e je opremljen s po²evno linearno preslikavo v ↦→ v∗
(t.j. velja (αv)∗ = ᾱv∗ za vsak α ∈ C in v ∈ V ), ki zado²£a v∗∗ = v. Posebej odli-
kovani vektorji V so ksne to£ke te preslikave (zanje torej velja v∗ = v); imenujemo
11
jih sebiadjungirani (oziroma hermitski) elementi. Ozna£imo z Vh realen podprostor
vseh takih vektorjev v V. e prostor V dodatno vsebuje stoºec V + ⊆ Vh, ki zado²£a
V +∩ (−V +) = {0}, imenujemo V urejeni vektorski prostor. To pomeni, da lahko V
opremimo s tako relacijo urejenosti ≥, da za vektorja v in w iz V velja v ≥ w natanko
tedaj, ko je v−w ∈ V +. Torej predstavlja V + mnoºico pozitivnih elementov V, zato
ga imenujemo pozitivni stoºec vektorskega prostora V. Posebej razlikovan element e
pozitivnega stoºca V + imenujemo enota urejenosti, £e za vsak v iz Vh obstaja tako
realno ²tevilo t > 0, da velja −te ≤ v ≤ te. V osnovnem primeru V = Rn je enota
urejenosti vektor 1n := (1, . . . , 1). Izkaºe se, da lahko urejen vektorski prostor V z
enoto e preko predpisa:
∥v∥ := inf{t > 0 | − te ≤ v ≤ te}
opremimo z normo. Le ta pa nato zado²£a −∥v∥e ≤ v ≤ ∥v∥e za vsak v iz V (ve£ o
tem v [1, II, Proposition 1.2]).
V nadaljevanju nas bodo zanimali morzmi urejenih vektorskih prostorov, t.j. ho-
momorzmi vektorskih prostorov, ki spo²tujejo relacije urejenosti.
Denicija 4.1. (a) Naj bosta V in W urejena vektorska prostora. Za linearno
preslikavo ϕ : V → W pravimo, da je pozitivna, £e je za vsak pozitiven v iz
V njegova slika ϕ(v) pozitiven vektor v W .
(b) Naj bosta dodatno vektorja eV in eW enoti urejenosti prostorov V in W . e
preslikava ϕ : V → W zado²£a ϕ(eV ) = eW , ji pravimo unitalna preslikava.
(c) V posebnem imenujemo pozitivno unitalno preslikavo ϕ : Rn → Rm vektorsko
stanje na Rn.
Natan£neje si oglejmo strukturo vektorskega stanja ϕ : Rn → Rm; to je linearna










Preverimo, kak²ne pogoje na skalarje ϕji implicira lastnost pozitivnosti v primeru
standardne baze {ei}ni=1 za Rn. Ker je za vsak i vektor ei pozitiven, velja ϕ(ei) =
(ϕ1i , . . . , ϕ
m
i ) ≥ 0 in posledi£no ϕ
j
i ≥ 0.














i = 1 za j = 1, . . . ,m. Torej je vsaka komponenta vektorskega
stanja konveksna kombinacija komponent vhodnega vektorja. Vektorsko stanje ϕ





2 · · · ϕ1n
ϕ21 ϕ
2
2 · · · ϕ2n
...




2 · · · ϕmn
⎞⎟⎟⎠ .
Njene vrstice (ϕj1, ϕ
j
2, . . . , ϕ
j
n) za j = 1, . . . ,m interpretiramo kot porazdelitve na
m-terici (1, . . . , 1).
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4.1. Matri£na stanja. Razvili bi radi idejo o posplo²itvi vektorskih stanj, t.j. mor-
zmov, ki ohranjajo razlikovani vektor e in katerih slike pozitivnih elementov so
pozitivne v kodomeni. Uvesti ºelimo analogna stanja na matri£nih prostorih, opre-
mljenih s svojo speci£no relacijo delne urejenosti, denirano v (3.3). Ker so ma-
tri£ne konveksne mnoºice druºine matrik vseh dimenzij, se zdi ustrezno raz²iriti
pojem pozitivne preslikave na druºino pozitivnih preslikav, ki so na naraven na£in
konstruirane iz prvotne in kot celota delujejo na matrike vseh dimenzij.
Denicija 4.2. Naj bo R operatorski sistem.
(a) Preslikava ϕ : R → Mn se imenuje povsem pozitivna, £e je za vsako naravno
²tevilo r njena t.i. kanoni£na amplikacija
ϕr :Mr(R) →Mr(Mn),
podana s ϕr = idr ⊗ ϕ, pozitivna v obi£ajnem smislu. Pri identikaciji
Mr(R) ∼= Mr ⊗R je preslikava idr ⊗ ϕ :Mr(R) →Mr(Mn) denirana kot:











(b) Unitalno povsem pozitivno preslikavo ϕ : R → Mn imenujemo matri£no
stanje na operatorskem sistemu R.
Primer 4.3. (a) Naj bo v zgornji deniciji R = M2 in n = 2. Vzemimo za
preslikavo ϕ : M2 → M2 obi£ajno matri£no transponiranje.
Najprej opazimo, da je ϕ pozitivna preslikava, saj je za matriko α ≽ 0
v M2 tudi αT ≽ 0. Oglejmo si sedaj drugo kanoni£no amplikacijo ϕ2 :
M2(M2) → M2(M2). Preko identikacije M2(M2) z M4 lahko pregledneje
zapi²emo ϕ2 = id2 ⊗ ϕ : M4 → M4. Izra£unajmo vrednost ϕ2 na matriki
α =
⎛⎜⎜⎝
1 0 0 1
0 0 0 0
0 0 0 0
















Ta je pozitivno semidenitna, saj velja:
⟨αx, x⟩ = ⟨aa∗x, x⟩ = ⟨a∗x, a∗x⟩ = ∥a∗x∥2 ≥ 0



















1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞⎟⎟⎠ .
Matrika ϕ(α) pa ni pozitivno semidenitna, saj je ena od njenih lastnih
vrednosti enaka −1. Zato transponiranje ni povsem pozitivna preslikava. ♦
Namesto posameznih primerov v nadaljevanju podamo klasikacijo povsem po-
zitivnih preslikav na poljubni C∗-algebri z enoto. Pred tem vpeljimo ²e pojem ∗-
homomorzma med C∗-algebrama A in B. To je (ne nujno unitalen) homomorzem
algeber π : A → B, ki zado²£a π(a∗) = π(a)∗ za vsak a iz A.
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Izrek 4.4 (Stinespring [15, Theorem 4.1]). Naj bo A neka C∗-algebra z enoto, H
Hilbertov prostor in ϕ : A → B(H) povsem pozitivna preslikava. Potem obstaja
Hilbertov prostor K in tak unitalen ∗-homomorzem
π : A → B(K),
da je ϕ oblike
ϕ = V ∗πV
za omejeni operator V : H → K. e je ϕ unitalna preslikava, je V izometrija,
t.j. velja V ∗V = I.
Opomba 4.5. Vsak ∗-homomorzem π : A → B(K) je povsem pozitivna preslikava.
Res, poljuben pozitiven element a ∈ A lahko izrazimo v obliki a = b∗b za neki b ∈ A
in posledi£no velja:
π(a) = π(b∗b) = π(b∗)π(b) = π(b)∗π(b),
iz £esar hitro sklepamo, da je π pozitivna. Poleg tega opazimo, da je zaradi denicije
operacij naMn(A) vsaka kanoni£na amplikacija πn :Mn(A) →Mn(B(K)) ∼= B(Kn)
tudi ∗-homomorzem in je zato pozitivna. To pomeni, da je π povsem pozitivna
preslikava in je taka tudi preslikava ϕ = V ∗πV v zgornjih oznakah, zato velja tudi
obrat izreka. Unitalnemu ∗-homomorzmu π (natan£neje, trojici (π, V,K)) pravimo
Stinespringova upodobitev C∗-algebre A.
Dokaz. Privzemimo oznake iz izreka in na vektorskem prostoru A⊗H denirajmo
bilinearno formo ⟨·, ·⟩. Ta je za elementa u =
∑n
j=1 xj ⊗ ξj in v =
∑m






pri £emer je ⟨·, ·⟩H skalarni produkt naH. Ker je dana preslikava ϕ povsem pozitivna,













kjer je z = (x∗1, . . . , x
∗
n)
T iz An in zado²£a zz∗ = (x∗i xj)i,j ter ξ = (ξ1, . . . , ξn)T vektor
iz Hn. Pri tem je ⟨·, ·⟩Hn skalarni produkt na Hn, podan s predpisom⟨
(ξ1, . . . , ξn)
T, (η1, . . . , ηn)
T
⟩
Hn = ⟨ξ1, η1⟩H + · · ·+ ⟨ηn, ηn⟩H.
Za vsako naravno ²tevilo n je operator ϕn pozitivno semideniten, posledi£no je
ϕn(zz
∗) ∈Mn(B(H)) = B(Hn) pozitivno semideniten operator na Hn, zaradi £esar
velja ⟨u, u⟩ ≥ 0.




xj ⊗ ξj ↦→
m∑
j=1
x xj ⊗ ξj.
Zgornji predpis podaja homomorzem algeber; preprost ra£un pa pokaºe, da velja
tudi slede£a zveza:
⟨u, π0(x)v⟩ = ⟨π0(x∗)u, v⟩
za vsaka u, v ∈ A ⊗H. Za ksen u ∈ A ⊗H je tedaj f(x) := ⟨π0(x)u, u⟩ pozitiven
linearen funkcional na A; zado²£a namre£:
f(x∗x) = ⟨π0(x∗x)u, u⟩ = ⟨π0(x∗)π0(x)u, u⟩ = ⟨π0(x)u, π0(x)u⟩ ≥ 0.
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Zato lahko izrazimo:
(4.1) ⟨π0(x)u, π0(x)u⟩ = f(x∗x) ≤ ∥x∗x∥f(e) = ∥x∥2⟨u, u⟩,
kjer je e enota v A.
Iz forme ⟨·, ·⟩ ºelimo izpeljati pozitivno deniten predpis. Oglejmo si zato mnoºico
N = {u ∈ A ⊗ H | ⟨u, u⟩ = 0}. Z uporabo Cauchy-Schwarzove neenakosti za
pozitivno semidenitne bilinearne forme se prepri£amo, da je N podprostor A⊗H.
Iz zveze (4.1) sklepamo tudi, da je invarianten za preslikave π0(x) za vsak x ∈ A.
Inducirana bilinearna forma na kvocientu (A⊗H)/N , denirana s
⟨u+N , v +N⟩ = ⟨u, v⟩
pa je pozitivno denitna, t.j. podaja skalarni produkt na (A⊗H)/N . Naj bo sedaj
K Hilbertov prostor, ki je napolnitev kvocienta (A ⊗ H)/N . Tedaj (zaradi invari-
antnosti N za vsako izmed π0(x)) obstaja enoli£na upodobitev π : A → B(K), ki
zado²£a:
π(x)(u+N ) = π0(x)u+N
za poljuben x ∈ A in u ∈ A⊗H.
Ostane nam ²e konstrukcija linearne preslikave V : H → K. Ta je na elementu
ξ ∈ H denirana kot:
V ξ = e⊗ ξ +N
in zanjo velja ∥V ξ∥2 = ⟨e⊗ ξ, e⊗ ξ⟩ = ⟨ϕ(e)ξ, ξ⟩H ≤ ∥ϕ(e)∥∥ξ∥2. Torej je V omejen
operator in kon£no velja zveza ϕ(x) = V ∗π(x)V za vsak x ∈ A, kar sledi po deniciji
preslikave V in upodobitve π. 
Oglejmo si ²e razli£ico zgornjega izreka v primeru kon£norazseºnih prostorov; le to
lahko dokaºemo z osnovnimi sredstvi linearne algebre. Za ksno matriko V velikosti
n×m je preslikava A ↦→ V ∗AV povsem pozitivna. Dokazali bomo, da lahko s kom-
binacijo takih sestavimo poljubno povsem pozitivno preslikavo Mn → Mm. V obliki
matri£nih stanj prepoznamo matri£ne konveksne kombinacije in s tem potegnemo
vzporednice z vektorskimi stanji.
Izrek 4.6 (Choi [5, Theorem 1]). Naj bo ϕ : Mn → Mm povsem pozitivna preslikava.
Potem obstaja naravno ²tevilo r in take matrike Vk velikosti n×m za k = 1, . . . , r,





za poljubno matriko A velikosti n× n.
Dokaz. Vsako matriko (oziroma vrstico) velikosti 1 × nm lahko obravnavamo kot
blo£no matriko v = (x1, . . . , xn), katere vnosi xi so velikosti 1 × m. Posledi£no







= (x∗ixj)i,j = v
∗v,
kjer so ei,j standardne matri£ne enote v Mn. Matrika (ei,j)i,j ∈ Mn(Mn) ∼= Mn2
je pozitivno semidenitna; s pomo£jo elementarnih permutacijskih matrik jo lahko









kjer je P ∈ Mn2 permutacijska matrika in E = (1)i,j ∈ Mn matrika samih enic, ki je
pozitivno semidenitna, saj jo lahko zapi²emo kot produkt E = (1, . . . , 1)∗(1, . . . , 1).





∈ Mn(Mm) z dano povsem pozitivno preslikavo ϕ
pozitivno semidenitna. Slednjo matriko lahko zato diagonaliziramo v ortonormirani


















Od tod sklepamo, da obstaja naravno ²tevilo r ≤ nm in take vrstice vk (oziroma


























k AVk za vsak A ∈ Mn. 
V kompaktnej²i obliki lahko predpis matri£nega stanja ϕ : Mn → Mm iz izreka
4.6 predstavimo na slede£i na£in:





⎞⎠ in U∗U = Ir.
Opomba 4.7. (a) Naj boK = (Kn)n∈N matri£na konveksna mnoºica v prostoru
V in v1, · · · , vk njeni elementi, pri £emer je posamezen vi ∈ Kni . e z n
ozna£imo n1 + · · · + nk, je direktna vsota v1 ⊕ · · · ⊕ vk vsebovana v Kn.
Posledi£no je za izometrijo γ ∈ Mn,m element γ∗(v1 ⊕ · · · ⊕ vk)γ vsebovan v
Km. Torej je K zaprta za delovanje unitalnih povsem pozitivnih preslikav
na direktnih vsotah svojih elementov.
(b) Vsak pozitiven funkcional ϕ : R → C na operatorskem sistemu R (z iden-
titeto I) je povsem pozitivna preslikava. Res, za dano naravno ²tevilo n
naj bo α = (αi,j)i,j ≽ 0 element Mn(R). Tedaj ºelimo za poljuben vektor
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nenegativen. Zaradi pozitivnosti funkcionala ϕ je dovolj videti, da velja∑n
i,j=1 αxjx̄i ≽ 0 vR. Zadnji izraz pa je ravno vnos na mestu (1, 1) v matriki:⎛⎜⎜⎝
x̄1I · · · x̄nI
0 · · · 0
... . . .
...
0 · · · 0
⎞⎟⎟⎠α
⎛⎝x1I 0 · · · 0... ... . . . ...
xnI 0 · · · 0
⎞⎠ ,
ki je zaradi predpostavke α ≽ 0 tudi sama pozitivno semidenitna.
(c) Kot dodatek k izreku 4.6 z druga£nim pristopom izpeljimo, kak²ne oblike je
pozitiven linearen funkcional ϕ : Mn → C. Najprej na produktu Mn × Mn
deniramo preslikavo, ki je za matriki A = (ai,j)i,j in B = (bi,j)i,j denirana
kot:




Preprosto se prepri£amo, da smo tako prostor Mn opremili s skalarnim pro-
duktom. Za dani linearni funkcional ϕ tedaj po Rieszevem izreku obstaja
taka matrika C iz Mn, da velja:
ϕ(A) = sl (C∗A)
za vsak A iz Mn. Dokaºimo, da mora biti zaradi pozitivnosti funkcionala ϕ
matrika C (ekvivalentno, njena adjungiranka C∗) pozitivno semidenitna.
Denimo nasprotno; torej obstaja vektor x iz Cn, da velja ⟨C∗x, x⟩ ∈ C\{t ∈
R | t ≥ 0}. To pa je v protislovju s spodnjo verigo enakosti:




saj (zaradi ⟨xx∗y, y⟩ = ⟨x∗y, x∗y⟩ = ∥x∗y∥2 ≥ 0 za poljuben y iz Cn) velja
xx∗ ≽ 0 in posledi£no ϕ(xx∗) ≥ 0.
e je funkcional ϕ tudi unitalen (in torej vektorsko stanje), dodatno velja:
ϕ(In) = sl(C) = 1.
Lastne vrednosti C so torej nenegativne in njihova vsota je 1, zato so vsebo-
vane v intevalu [0, 1].
Omenimo ²e verzijo Stinespringovega izreka, ki obravnava le pozitivne funkcionale
(glej [7, VIII, 5.14]); nanjo se bomo sklicali v nadaljevanju.
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Izrek 4.8 (Gelfand-Naimark-Segal konstrukcija). Naj bo A neka C∗-algebra z
enoto in f pozitiven linearen funkcional na A. Potem obstaja Hilbertov prostor K,
vektor ξ iz K in tak ∗-homomorzem π : A → B(K), da je f oblike:
f(x) = ⟨π(x)ξ, ξ⟩
za vsak element x iz A. Pri tem je ξ cikli£en vektor; to pomeni, da je podprostor
π(A)ξ gost v K.
Zaradi njihovih posebnih lastnosti lahko matri£na stanja na danem operatorskem
sistemu zdruºimo v matri£no konveksno mnoºico.
Denicija 4.9. Naj boR operatorski sistem z identiteto I. Priredimo mu zaporedje
CS(R) = (CSn(R))n∈N matri£nih stanj na R:
CSn(R) = {ϕ : R → Mn | ϕ povsem pozitivna preslikava, ϕ(I) = In}.
Preslikave ϕ : R → Mn lahko identiciramo z matrikami F ∈Mn(R∗), kjer je R∗
dualni prostor R, na slede£i na£in:(
ϕ : R → Mn
)
↦→ F = (fij)i,j.
Pri tem je fij ∈ R∗ denirana s fij(x) = ϕ(x)ij. Zato interpretiramo CSn(R) kot
podmnoºico v Mn(R∗).
Trditev 4.10. CS(R) je matri£na konveksna mnoºica v R∗.
Dokaz. Obravnavajmo k-terici (ϕi)ki=1 in (γi)
k
i=1, pri £emer je ϕi ∈ CSni(R)matri£no




i γi = In. Prepri£ati se moramo,




i ϕiγi unitalna in povsem pozitivna.







γ∗i γi = In.
Poleg tega trdimo, da je vsak sumand γ∗i ϕiγi povsem pozitiven. Za dokaz tega
naj bo r naravno ²tevilo in s
ϕri := idr ⊗ ϕi :Mr(R) →Mr(Mni)
ozna£imo r-to amplikacijo ϕi. Naj bo ²e α ≽ 0 element v Mr(R). Dovolj je videti,
da velja γ∗i ϕ
r
i (α)γi ≽ 0 v prostoru Mr(Mni) za i = 1, . . . , k. To pa drºi, saj je ϕri po







ϕri (α)γi x, γi x
⟩
≥ 0
za vsak x ∈ Cn. 
5. Ekstremne to£ke
Za£nimo se ukvarjati z vpra²anjem, ali v konveksni mnoºici obstaja kak²en speci-
£en (£e gre, minimalen) nabor to£k, s katerimi lahko opi²emo celotno mnoºico. Ideja
je sorodna tisti o iskanju baze vektorskega prostora, torej take minimalne podmno-
ºice, katere linearna ogrinja£a je cel prostor. Vendar pa bo v nasprotju s ²tevilnimi
moºnimi izbirami baz vektorskega prostora obravnavana mnoºica generatorjev kon-
veksne mnoºice ne le minimalna, temve£ tudi najmanj²a in zato enoli£na. Najprej
pa ºelimo razumeti, katere to£ke v konveksni mnoºici so kandidatke za analog baznih
vektorjev v vektorskem prostoru.
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Naj bo K konveksna mnoºica v Rn in x taka to£ka K, da je tudi mnoºica K\{x}
konveksna. Tedaj o£itno x ne moremo opisati s konveksno kombinacijo to£k iz
K\{x}, saj velja:
x /∈ conv(K\{x}) = K\{x}.
Denimo ²e, da obstaja taka minimalna mnoºica M ⊆ K, da je conv(M) = K. Tedaj
mora M vsebovati x, sicer konveksna ogrinja£a to£k v M\{x} ne vsebuje to£ke x in
posledi£no ni enaka K.
Naslednje vpra²anje je, kdaj je za neki x ∈ K mnoºica K\{x} konveksna. Po
deniciji mora biti za poljubna y in z iz K\{x} celotna daljica [y, z] tudi vsebovana
v K\{x}. Ker je mnoºica K konveksna, je avtomati£no [y, z] ⊆ K; zato sklepamo,
da to£ka x ne sme leºati na daljici [y, z]. e zgornje formalno zapi²emo, dobimo
denicijo ekstremne to£ke.
Denicija 5.1. Naj bo K konveksna mnoºica v vektorskem prostoru V in x iz K.
Pravimo, da je x ekstremna to£ka mnoºice K, £e velja implikacija:
x = αy + (1− α)z za neka y, z ∈ K in α ∈ (0, 1)
=⇒ x = y = z.
Ozna£imo mnoºico ekstremnih to£k K z extK.
Uvedimo sedaj ²e pomoºna pojma, ki nam predvsem omogo£ata laºje izraºanje.
Pravimo, da je relativna notranjost mnoºiceK mnoºica notranjih to£k v relativni to-
pologiji ane ogrinja£e K. Ozna£imo jo z ri(K). Posledi£no je relativni rob deniran
kot K\ri(K). Na primer, relativni rob in relativna notranjost daljice sta, ne glede
na prostor, v katerega je postavljena, njeni kraji²£i in odprta daljica brez kraji²£. Z
drugimi besedami sta to rob in notranjost v relativni topologiji nosilne premice, na
kateri leºi. Nasprotno ima daljica, postavljena v R2 seveda prazno notranjost in vse
njene to£ke so robne.
Nobena to£ka x iz relativne notranjosti mnoºice K ne more biti ekstremna, saj v
topologiji ane ogrinja£e obstaja krogla s sredi²£em v x, ki je v celoti vsebovana vK,
in posledi£no x leºi na vsaki diametralni daljici. Ekstremne to£ke so zato vsebovane
v relativnem robu K.
Primer 5.2. Geometrijsko interpretirano so ekstremne to£ke konveksne mnoºice K
tiste, ki ne leºijo na nobeni daljici s kraji²£ema v K, katere relativna notranjost
seka relativni rob K. Z drugimi besedami, za vsako daljico, v notranjosti katere
leºi ekstremna to£ka, velja, da vsaj eno od njenih kraji²£ ni vsebovano v K. Za
posebne konveksne mnoºice lahko zato ekstremne to£ke hitro poi²£emo. Tako so na
primer ekstremne to£ke politopa v R2, t.j. konveksnega ve£kotnika, natanko njegova
ogli²£a. V primeru zaprte krogle Br(a) v vektorskem prostoru s skalarnim produk-
tom (podobno kot v primeru 2.3) pa so ekstremne to£ke natanko vse robne, torej
extBr(a) = {x ∈ Br(a) | ∥x− a∥ = r}. ♦
5.1. Matri£ne ekstremne to£ke. Iz trditve 2.2 sklepamo, da bi lahko ekvivalen-
tno, a nekoliko manj intuitivno, ekstremnost to£ke x konveksne mnoºice K karakte-








=⇒ x = xi za i = 1, . . . , k.
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S tem v mislih sedaj posplo²imo pojma prave skalarne konveksne kombinacije,
t.j. take z neni£elnimi koecienti, in ekstremne to£ke na kar se da naraven na£in.
Denicija 5.3. Naj bo K = (Kn)n∈N matri£na konveksna mnoºica v vektorskem
prostoru V in v element Kn.
(a) Naj bosta ²e (vi)ki=1 in (γi)
k
i=1 taki k-terici, za kateri je vi ∈ Kni in γi ∈ Mni,n









prava matri£na konveksna kombinacija elementov v1, . . . , vk, £e je posamezna
γi surjektivna kot preslikava Cn → Cni . V posebnem je zato n ≥ ni.
(b) Pravimo, da je v matri£na ekstremna to£ka, £e iz predpostavke, da je v prava
matri£na konveksna kombinacija elementov vi ∈ Kni za i = 1, . . . , k, sledi,
da je ni = n in za vsak i obstaja taka unitarna matrika ui ∈ Mn, da je
v = u∗i viui. Torej je v unitarno podobna vsem elementom v1, . . . , vk.
(c) Element v iz Kn je C∗-ekstremna to£ka Kn, £e velja pogoj v (b), kjer so vsi
vi ºe po predpostavki iz Kn in podobno γi ∈ Mn.
Ozna£imo mnoºico matri£nih ekstremnih to£k K iz komponente Kn z mextKn in
sorodno mextK = (mextKn)n∈N.
Opomba 5.4. (a) V primeru, ko je v ∈ K1 matri£na ekstremna to£ka, se prava
matri£na konveksna kombinacija (5.1) poenostavi v pravo skalarno konve-
ksno kombinacijo. Tedaj je v ekstremna to£ka (po deniciji 5.1) v K1. Torej
matri£ne in obi£ajne ekstremne to£ke v K1 sovpadajo. To je tudi prvi argu-
ment v prid deniciji 5.3.
(b) Razloºimo ²e, zakaj je v deniciji 5.3 smiselno zahtevati unitarno podobnost.
Za poljubno unitarno matriko u ∈ Mn in to£ko v ∈ Kn je tudi w = u∗vu ele-
ment Kn, zato lahko v zapi²emo kot pravo matri£no konveksno kombinacijo
elementa w, t.j. v = uw u∗. Denimo, da je v matri£na ekstremna to£ka. e v
deniciji 5.3 ne bi dovoljevali unitarne podobnosti, bi iz izraºave v = uw u∗
napa£no sklepali, da morata biti v in w enaki.
(c) Opazimo, da po dokazanem v trditvi 3.6 pri deniciji matri£ne ekstremne
to£ke pravzaprav zado²£a obravnavati le kombinacije s po dvema £lenoma.
Nadaljujemo z ugotovitvijo, da so pravkar denirane to£ke v primeru kon£noraz-
seºnega vektorskega prostora posebni primeri obi£ajnih ekstremnih to£k.
Trditev 5.5. Vsaka matri£na ekstremna to£ka matri£ne konveksne mnoºice v kon£-
norazseºnem vektorskem prostoru je tudi obi£ajna ekstremna.
Dokaz. Naj bo to£ka v ∈ Kn matri£na ekstremna in denimo, da jo lahko zapi²emo v
obliki αv1+(1−α)v2 za neka elementa v1, v2 ∈ Kn ter skalar α ∈ (0, 1). Po deniciji
matri£ne ekstremnosti sta tako v1 kot v2 unitarno podobni v in se zato le ta izraºa
kot prava (obi£ajna) konveksna kombinacija njej unitarno podobnih matrik.
Brez dokaza bomo sedaj uporabili izrek ([12]), ki bo v o£itnem prostislovju s
pravkar zapisanim. Ta pravi, da je vsaka matrika v Mn (in posledi£no v Mn(V )
za kon£norazseºen prostor V ) ekstremna v mnoºici tistih matrik, ki so ji unitarno
podobne. 
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V resnici minimalno okrnjena razli£ica zgornje trditve velja tudi v splo²nem,
t.j. tudi v primeru neskon£norazseºnega vektorskega prostora. Vendar pa za do-
kaz le tega potrebujemo teoreti£no ozadje, do katerega bomo pri²li v razdelku 7.1.
Primer 5.6. Matri£ne ekstremne to£ke matri£nih intervalov. Dokaºimo, da
v primeru matri£nega intervala [aI, bI] za realni ²tevili a in b velja:
mext[aIn, bIn] =
{
{a, b}, n = 1;
∅, n > 1.
Iz opombe 5.4 vemo, da matri£ne in obi£ajne ekstremne to£ke v K1 sovpadajo, torej
je mext[aI1, bI1] = ext[a, b] = {a, b}.
V primeru n > 1 pa iz dokaza trditve 3.8 ºe vemo, da je vsaka matrika v ∈ [aIn, bIn]
diagonalizabilna in so njene lastne vrednosti λ1, . . . , λn vsebovane v [aI1, bI1] = [a, b].
Torej lahko v zapi²emo na slede£i na£in:











pri £emer so γ∗1 , . . . , γ
∗
n ∈ M1,n. Ker je u unitarna, so njene vrstice γ∗1 , . . . , γ∗n paroma
pravokotne in normirane. Zato predstavlja (5.2) izraºavo v v obliki prave matri£ne
konveksne kombinacije elementov izK1 in posledi£no v ni matri£na ekstremna to£ka.
Iz pravkar dokazanega ugotovimo, da matri£ni intervali ponujajo tudi zgled ek-
stremnih to£k, ki niso matri£ne ekstremne. Dovolj je namre£ dokazati, da je aIn
ekstremna v [aIn, bIn] tudi za n > 1 (analogno velja za drugo kraji²£e bIn).
Naj bo torej aIn = αv + (1− α)w za neka v, w ∈ [aIn, bIn] in α ∈ [0, 1]. Tedaj je
aIn = αv + (1− α)w ≽ α aIn + (1− α) aIn = aIn,
kar pomeni, da sta v in w oba enaka aIn. ♦
Vrnimo se sedaj k primeru druºine CS(A) matri£nih stanj na neki C∗-algebri A.
Izkaºe se, da znamo to£no opisati, katera stanja so matri£na ekstremna.
Denicija 5.7. Povsem pozitivna preslikava ϕ : A → Mn se imenuje £ista, £e je
vsaka druga povsem pozitivna preslikava ψ : A → Mn, za katero je razlika ϕ − ψ
tudi povsem pozitivna, oblike ψ = tϕ za neko ²tevilo t ∈ [0, 1].
Trditev 5.8. Naj bo A neka C∗-algebra z enoto I. Tedaj so matri£ne ekstremne
to£ke v CS(A) natanko £ista stanja, t.j. velja:
mextCSn(A) = {ϕ : A → Mn | ϕ povsem pozitivna in £ista preslikava, ϕ(I) = In}.






kjer so stanja ϕi ∈ CSni(A) in skalarne matrike γi ∈ Mni,n za i = 1, . . . , k. V
dokazu trditve 4.10 smo ºe ugotovili, da je vsak sumand γ∗i ϕiγi povsem pozitiven in
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o£itno velja γ∗i ϕiγi ≼ ϕ. Zato je tudi ϕ − γ∗i ϕiγi povsem pozitivna preslikava in iz
predpostavke o £istosti ϕ sledi, da za vsak i = 1, . . . , k obstaja ti ∈ [0, 1], tako da je
γ∗i ϕiγi = tiϕ. e zadnjo enakost izvrednostimo v enoti I ∈ A, dobimo:
γ∗i γi = γ
∗









i γi) = In.
To pa ob prepostavki o surjektivnosti γi pomeni, da je ϕ unitarno ekvivalenten ϕi
za i = 1, . . . , k in je posledi£no matri£na ekstremna to£ka CS(A).
Obratno, naj bo ϕ ∈ mextCSn(A). O£itno je vsaka matri£na ekstremna to£ka
tudi C∗-ekstremna. Pri naslednjem sklepu si bomo pomagali z izrekom v [11, Theo-
rem 2.1] (brez dokaza), ki pravi, da je vsaka C∗-ekstremna to£ka ϕ unitarno podobna
direktni vsoti £istih matri£nih stanj. Vsaka taka to£ka zagotovo ne more biti ma-
tri£na ekstremna. e ima namre£ direktna vsota vsaj dva sumanda, lahko kot v (3.4)
zapi²emo ϕ v obliki (zaradi unitarnosti prehodne matrike) prave matri£ne konveksne
kombinacije matri£nih stanj.
V nasprotnem primeru je ϕ unitarno podobna £istemu stanju in je zato tudi sama
£ista, kar zaklju£i dokaz. 
5.2. Izpostavljene to£ke. Vrnimo se zopet v izhodi²£no okolje realnega vektor-
skega prostora V . Za linearen funkcional ϕ : V → R in realno ²tevilo α je mnoºica
re²itev linearne ena£be
H := {x ∈ V | ϕ(x) = α}
an podprostor v V ; imenujemo ga ana hiperravnina. Ta razdeli V na dva (zaprta)
polprostora, in sicer H+ = {x ∈ V | ϕ(x) ≥ α} in H− = {x ∈ V | ϕ(x) ≤ α}.
V posebnem je pri izbiri skalarnega produkta ⟨·, ·⟩ na vektorskem prostoru V po
Rieszevem izreku vsak ϕ ∈ V ∗ predstavljen s skalarnim produktom z nekim ksnim
vektorjem. Torej za dani ϕ ∈ V ∗ obstaja tak vektor a ∈ V, da velja ϕ(x) = ⟨x, a⟩
za vsak x iz V, pripadajo£a polprostora pa sta H+ = {x ∈ V | ⟨x, a⟩ ≥ α} in
H− = {x ∈ V | ⟨x, a⟩ ≤ α}. S pomo£jo anih hiperravnin bomo za zaprto konveksno
mnoºico v V obravnavali posebej odlikovane to£ke njenega relativnega roba.
Denicija 5.9. Naj bo K zaprta konveksna podmnoºica realnega vektorskega pro-
stora V.
(a) Ani hiperravnini H ⊂ V pravimo nosilna hiperravnina mnoºice K, £e je
K ∩H ̸= ∅ in je K vsebovana v enem od zaprtih polprostorov, ki jih dolo£a
H, torej K ⊆ H+ ali K ⊆ H−. e dodatno velja ²e K * H, imenujemo H
prava nosilna hiperravnina.
(b) Pravimo, da je x iz K izpostavljena to£ka, £e obstaja taka nosilna hiperrav-
nina H mnoºice K, da je K ∩H = {x}.
Sedaj pridemo do razloga za vpeljavo teh speci£nih to£k, namre£ vsaka izpo-
stavljena to£ka je tudi ekstremna. Naj bo x ∈ K izpostavljena to£ka, ki jo lahko
izrazimo kot x = αy + (1 − α)z za neka y, z ∈ K in α ∈ (0, 1). Denimo ²e, da je
K ⊆ H− = {x ∈ V | ϕ(x) ≤ a}. Tedaj je v zgornjih oznakah:
a = ϕ(x) = αϕ(y) + (1− α)ϕ(z) ≤ αa+ (1− α)a = a,
iz £esar sledi, da sta tako y kot z enaka x. Spodnja slika pa nakazuje, da so izpo-
stavljene to£ke mo£nej²i pojem od ekstremnih.
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Slika 1. Ozna£ena to£ka mnoºice na sliki je ekstremna, ni pa izpostavljena.
Primer 5.10. Naj bo K zaprta konveksna mnoºica v Hilbertovem prostoru H.
Potem za vsako to£ko x ∈ H obstaja njena pravokotna projekcija na mnoºico K ([7,
I, Theorem 2.5]). Natan£neje, obstaja enoli£en vektor y ∈ K, za katerega velja:
∥x− y∥ = min
z∈K
∥x− z∥.
Tak y ozna£imo s PK(x). Po konstrukciji sta si vektorja x in a := x− PK(x) pravo-
kotna, zato je mnoºica
H = y + a⊥ = {z ∈ V | z = y + w, ⟨w, a⟩ = 0}
= {z ∈ V | ⟨z − y, a⟩ = 0}
= {z ∈ V | ⟨z, a⟩ = ⟨y, a⟩}
ana hiperravnina, za katero je y vsebovan v K ∩ H. Poleg tega je mnoºica K
vsebovana v polprostoru, dolo£enem s H, ki ne vsebuje to£ke x. Torej je H nosilna
hiperravnina mnoºice K v to£ki y. ♦
Vpeljimo ²e v nadaljevanju pojavljajo£a se pojma, ki sta posplo²itvi ekstremnih
in izpostavljenih to£k na podmnoºice dane konveksne mnoºice.
Denicija 5.11. Naj bo K zaprta konveksna mnoºica v vektorskem prostoru V in
F konveksna podmnoºica K.
(a) Mnoºica F je lice mnoºice K, £e sta vsaki dve to£ki x in y iz K, za kateri
velja (x, y)∩F ̸= ∅, vsebovani v F. (Tedaj je celotna daljica [x, y] vsebovana
v F .)
(b) Lice mnoºice K, ki je oblike H ∩K za neko nosilno hiperravnino H, imenu-
jemo izpostavljeno lice.
Preprosti primeri lic so tako stranice konveksnih ve£kotnikov v ravnini. Opazimo
tudi, da je to£ka x zaprte konveksne mnoºice K ekstremna natanko tedaj, ko je
mnoºica {x} lice K.
Prepri£ajmo se, da je v resnici presek K s poljubno nosilno hiperravnino H =
{x ∈ V | ϕ(x) = α} lice (pri £emer predpostavimo, da je K vsebovana v H−). Naj
bosta torej to£ki y in z iz K in denimo, da obstaja tako ²tevilo t iz intervala (0, 1),
da to£ka ty + (1− t)z leºi v H ∩K. Tedaj lahko izrazimo:
α = ϕ
(
ty + (1− t)z
)
= tϕ(y) + (1− t)ϕ(z),
hkrati pa po predpostavki velja ϕ(y) ≤ α in ϕ(z) ≤ α. Od tod sledi ϕ(y) = ϕ(z) = α,
kar pomeni, da leºita y in z na hiperravnini H in zato tudi v preseku H ∩K.
Analogno kot zgoraj lahko zaklju£imo, da je to£ka x zaprte konveksne mnoºice K
izpostavljena natanko tedaj, ko je mnoºica {x} izpostavljeno lice K.
23
5.2.1. Matri£ne ane preslikave in matri£ne izpostavljene to£ke. Nadaljujemo z vpe-
ljavo matri£nih ustreznic izpostavljenim to£kam in obravnavamo njihovo povezavo
z matri£nimi ekstremnimi to£kami. Za za£etek v kontekst matri£nih mnoºic raz-
²irimo pojem anih preslikav, t.j. morzmov med animi prostori, ki v posebnem
omogo£ajo prehajanje med njihovimi konveksnimi podmnoºicami.
Ve£ina rezultatov v slede£ih poglavjih bo postavljena v okolje t.i. lokalno konve-
ksnih vektorskih prostorov, ki so posplo²itve normiranih. Pravimo, da je topolo²ki
vektorski prostor lokalno konveksen, £e ima tako bazo okolic to£ke 0, ki je sestavljena
iz konveksnih mnoºic.
Denicija 5.12. (a) Naj bo K = (Kn)n∈N matri£na konveksna mnoºica v vek-
torskem prostoru V . Zaporedju θ = (θn)n∈N preslikav θn : Kn → Mn(W ) za










za vse take k-terice (vi)ki=1 in (γi)
k
i=1, da je vi ∈ Kni in γi ∈ Mni,n za i =




i γi = In.
(b) Naj bosta V in W lokalno konveksna vektorska prostora. Potem zaporedje
preslikav θ = (θn)n∈N v zgornjih oznakah imenujemo matri£ni ani homeo-
morzem, £e je vsaka od preslikav θn homeomorzem.
Primer 5.13. Za dano matri£no konveksno mnoºico K = (Kn)n∈N v prostoru V
lahko preko linearne preslikave ϕ : V → W v vektorski prostor W konstruiramo
matri£no ano preslikavo, podano s predpisom:
θn = ϕn|Kn + In ⊗ w0
za izbrani vektor w0 ∈ W. Pri tem se spomnimo, da ozna£uje ϕn = idn ⊗ ϕ :
Mn(V ) →Mn(W ) n-to kanoni£no amplikacijo ϕ. ♦
Opomba 5.14. e je zaporedje θ = (θn)n∈N matri£na ana preslikava (kot v de-
niciji 5.12), pri £emer so vse njene komponente θn zvezne obrnljive preslikave in je
za vsako naravno ²tevilo n mnoºica Kn kompaktna, potem zveznost posamezne θn
implicira zveznost njenega inverza θ−1n .
e pa je θ matri£ni ani homeomorzem, je zaporedje (θ−1n )n∈N avtomati£no ma-
tri£na ana preslikava, saj velja:
k∑
i=1















Opremljeni s pojmom matri£nih anih preslikav se tematsko vra£amo k posebej
odlikovanim to£kam (zaprtih) matri£nih konveksnih mnoºic.
Denicija 5.15. Naj bo K = (Kn)n∈N matri£na konveksna mnoºica v vektorskem
prostoru V . Pravimo, da je v iz Kn matri£na izpostavljena to£ka mnoºice K, £e
obstajata taka linearna preslikava ϕ : V → Mn in sebiadjungirana matrika α ∈ Mn,
da veljajo spodnji pogoji:
(a) za vsako naravno ²tevilo r in w ∈ Kr velja ϕr(w) ≼ Ir ⊗ α,
(b) ϕ−1n (In ⊗ α) ∩Kn = conv({u∗vu | u ∈ Mn unitarna}),
(c) ϕ−1r (Ir ⊗ α) ∩Kr = ∅ za vsak r < n.
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Pojasnimo tehni£ne podrobnosti pogojev, ki jim morajo zado²£ati matri£ne izpo-
stavljene to£ke, in zakaj ti res simulirajo lastnosti obi£ajnih izpostavljenih to£k. Pri
tem za to£ko v iz Kn ozna£imo Uv := conv({u∗vu | u ∈ Mn unitarna}).
Opomba 5.16. (a) Za poljubno linearno preslikavo ϕ : V → Mn je druºina
(ϕr|Kr : Kr →Mr(Mn))r∈N matri£na ana preslikava.
(b) Spomnimo se, obi£ajna izpostavljena to£ka v je taka to£ka, ki jo lahko s hi-
perravnino ²ibko separiramo od preostalih to£k konveksne mnoºice K; poleg
tega eden od polprostorov, dolo£enih s hiperravnino, v celoti vsebuje K. Z
drugimi besedami, za funkcional ϕ : V → C in ²tevilo α, ki dolo£ata hiper-
ravnino, je v edina izmed to£k K, ki jo ϕ slika v α, in za vsak x iz K velja
ϕ(x) ≤ α. e pa so preslikava ϕ, matrika α ∈ Mn in v ∈ Kn kot v zgornji
deniciji (torej ϕn(v) = In ⊗ α) ter u ∈ Mn unitarna matrika, velja:
ϕn(u
∗vu) = u∗ϕn(v)u
= (u∗ ⊗ In)(In ⊗ α)(u⊗ In)
= u∗u⊗ α
= In ⊗ α
= ϕn(v).
Opazimo, da praslika ϕ−1n (In⊗α) avtomati£no vsebuje vse konveksne kombi-
nacije to£ki v unitarno podobnih elementov, torej matri£na ana preslikava
ne more separirati to£ke od konveksne ogrinja£e njene unitarne orbite. V po-
goju (b) zgornje denicije dodatno zahtevamo, da so to£ke Uv natanko tiste
iz Kn, ki jih ϕn slika v In⊗α. Sklepamo tudi, da je za matri£no izpostavljeno
to£ko v vsaka njej unitarno podobna to£ka matri£na izpostavljena.
(c) Omenimo, da je v to£ki (c) denicije 5.15 potrebno zahtevati pogoj r < n.
e namre£ velja ϕn(v) = In ⊗ α, potem je tudi ϕ2n(v ⊕ v) = I2n ⊗ α.
Trditev 5.17. Naj bo K = (Kn)n∈N matri£na konveksna mnoºica. Tedaj matri£ne
izpostavljene to£ke K1 sovpadajo z njenimi obi£ajnimi izpostavljenimi to£kami.
Dokaz. Naj bo najprej v matri£na izpostavljena to£ka K1. Tedaj iz prvih treh po-
gojev v deniciji 5.15 za primer n = 1 sledi, da obstajata tak linearen funkcional
ϕ : V → C in realno ²tevilo α, da med drugim velja:
ϕ(w) = ϕ1(w) ≤ α za vsak w ∈ K1,
ϕ−1(α) = {v}.
To pomeni, da je v obi£ajna izpostavljena to£ka K1.
Naj bo sedaj v obi£ajna izpostavljena to£ka K1 in ϕ : V → C linearen funkcional
z zgornjima lastnostma. Dovolj je dokazati, da za vsako naravno ²tevilo r in w ∈ Kr
velja ϕr(w) ≼ Ir ⊗ α = αIr. Denimo nasprotno; torej obstaja tako ²tevilo r > 1 in











∈ C\{t ∈ R | t ≤ 0}.






x = x∗ϕr(w)x− α ≤ 0,
kar je v prostislovju z (5.3). Torej preslikava ϕ in ²tevilo α zado²£ata pogojem iz
denicije 5.15, kar pomeni, da je v matri£na izpostavljena to£ka K. 
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Opomba 5.18. Oglejmo si, v kak²ni povezavi so matri£ne izpostavljene to£ke z
matri£nimi ekstremnimi. Naj bo v ∈ Kn matri£na izpostavljena to£ka ter ϕ : V →






za k-terici (vi)ki=1 in (γi)
k
i=1, pri £emer je vi ∈ Kni in γi ∈ Mni,n za ni ≤ n ter velja∑k
i=1 γ
∗
i γi = In. Ker je po predpostavki ϕni(vi) ≼ Ini ⊗ α za vsak i = 1, . . . k, lahko
izrazimo:
In ⊗ α = ϕn(v) =
k∑
i=1








γ∗i γi ⊗ α
= In ⊗ α.
Recimo, da katera od to£k vi (brez ²kode za splo²nost v1) ni vsebovana v Uv. Tedaj
po deniciji matri£ne izpostavljene to£ke velja ϕn1(v1) ≼ In1⊗α in ϕn1(v1) ̸= In1⊗α.
To pomeni, da obstaja tak vektor x ∈ Cn1n, ki zado²£a:⟨(





Ker je γ1 surjektivna, obstaja tudi vektor y ∈ Cn
2












Ini ⊗ α− ϕni(vi)
)












Ini ⊗ α− ϕni(vi)
)









kar je protislovje. Zato lahko vsako izmed v1, . . . , vk zapi²emo kot konveksno kom-
binacijo to£ki v unitarno podobnih elementov. e take izraºave vstavimo v (5.4),
dobimo zapis v v obliki prave matri£ne konveksne kombinacije njej unitarno podob-
nih to£k. Ne moremo pa sklepati, da so v1, . . . , vk unitarno podobne v, torej le ta ni
nujno matri£na ekstremna to£ka.
Primer 5.19. Oglejmo si primer matri£ne konveksne mnoºice z matri£no ekstremno
to£ko, ki ni matri£na izpostavljena. Za prvo komponento (v obi£ajnih oznakah K1)
vzemimo mnoºico na sliki 1. To je primer konveksne mnoºice z ekstremno to£ko, ki
ni izpostavljena.
Denirali bomo matri£no konveksno mnoºico (Wn(K))n∈N, katere prva kompo-
nenta bo K = K1. Tedaj bo ozna£ena to£ka na sliki 1 matri£na ekstremna, ne pa
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matri£na izpostavljena (v K1 namre£ pojma obi£ajnih in matri£nih to£k obeh vrst
sovpadata). Ve£ o konstrukciji take mnoºice najdemo v [14], po komponentah je




xi ⊗ Pi ∈ Mn | xi ∈ K, Pi ≽ 0,
k∑
i=1
Pi = In, k ∈ N
}
Prepri£ajmo se, da je tako podana druºina res matri£na konveksna mnoºica. Naj
bosta
∑k
i=1 xi ⊗ Pi ∈ Wn(K) in
∑l
j=1 yj ⊗ Qj ∈ Wm(K) ter γ ∈ Mn,r in δ ∈ Mm,r















xi ⊗ γ∗Piγ +
l∑
j=1
yj ⊗ δ∗Qjδ ∈ Wr(K),

















δ = γ∗γ + δ∗δ = Ir.
Izkaºe se, da je denirana druºina najmanj²a matri£na konveksna mnoºica, katere
prva komponenta je K. Pravzaprav je to t.i. matri£na konveksna ogrinja£a K, kar
bomo natan£neje obravnavali v razdelku 8.1. ♦
Razmislimo ²e o ²ibki povezavi med matri£nimi in obi£ajnimi izpostavljenimi to£-
kami komponent Kn za n ≥ 2. Matri£na izpostavljena to£ka v ∈ Kn ni nujno
obi£ajna izpostavljena to£ka. Kot ºe omenjeno, je z matri£no ano preslikavo ne
moremo separirati od konveksne ogrinja£e njene unitarne orbite. Torej ni razloga,
da bi iz obstoja linearne preslikave V → Mn kot v deniciji 5.15 sledil obstoj line-
arnega funkcionala Mn(V ) → C, ki bi zgolj to£ko v ²ibko separiral od Kn. Imamo
pa slede£i tolaºilni rezultat.
Trditev 5.20. Naj bo K = (Kn)n∈N matri£na konveksna mnoºica in v iz Kn ma-
tri£na izpostavljena to£ka. Tedaj je konveksna ogrinja£a Uv njene unitarne orbite
{u∗vu | u ∈ Mn unitarna} izpostavljeno lice mnoºice Kn.
Dokaz. Naj bodo matri£na izpostavljena to£ka v iz Kn, preslikava ϕ in matrika α iz






za poljuben w izMn(V ). Ker je matrika α sebiadjungirana, je β := f(v) = sl(In⊗α)
realno ²tevilo. Dokazati ºelimo, da je f(w) ≤ β za vsak w iz Kn in da velja f−1(β) =
Uv. V ta namen je dovolj preveriti, da vsak w ∈ Kn\Uv zado²£a f(w) < β. Za tak
element w pa po deniciji velja 0 ≼ ϕn(w)− In ⊗ α in 0 ̸= ϕn(w)− In ⊗ α, torej je
0 < sl(ϕn(w)− In ⊗ α) in kon£no f(w) = sl(ϕn(w)) < sl(In ⊗ α) = β. 
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6. Hahn-Banachov izrek
Izvorno vpra²anje tega razdelka je, kako na (realnem ali kompleksnem) vektorskem
prostoru konstruirati linearen funkcional z dolo£enimi lastnostmi; obi£ajno zahte-
vamo, da je navzgor omejen z neko dano funkcijo. V£asih znamo iskani funkcional
denirati na nekem (razmeroma majhnem in zato obvladljivej²em) podprostoru, na-
kar nam naslovni Hahn-Banachov izrek zagotavlja obstoj raz²iritve, ki ohranja ºelene
lastnosti. Z geometrijskega stali²£a so posebej relevantne t.i. separacijske razli£ice in
posledice Hahn-Banachovega izreka, v katerih igrajo glavno vlogo konveksne mno-
ºice.
Denicija 6.1. Naj bosta A in B podmnoºici F-vektorskega prostora V, kjer je F ∈
{R,C}. Pravimo, da se da A in B lo£iti oziroma separirati, £e obstaja nekonstanten
zvezen linearen funkcional ϕ : V → F in skalar α ∈ R, da velja Reϕ(a) ≥ α za vsak
a iz A in Reϕ(b) ≤ α za vsak b iz B.
Mnoºici A in B se da strogo lo£iti, £e velja Reϕ(a) > α za vsak a iz A in Reϕ(b) <
α za vsak b iz B.
Primer 6.2. V razdelku 5.2 smo beºno naslovili vpra²anje lo£evanja to£ke in zaprte
konveksne mnoºice v nekemu vektorskemu prostoru. V terminologiji zgornje deni-
cije pravimo, da nosilna hiperravnina na mnoºico K v dani to£ki x ∈ K lo£i to£ko
x od mnoºice K.
e je K zaprta konveksna podmnoºica v Hilbertovem prostoru, lahko poljubno
to£ko x /∈ K strogo separiramo od mnoºice K z neko nosilno hiperravnino na K v
to£ki PK(x), t.j. v pravokotni projekciji x na K. Izbira take hiperravnine v splo²nem
ni enoli£na, kar vidimo na sliki 2. ♦
Slika 2. Ogli²£a in to£ke izven ve£kotnika lahko od ve£kotnika (²ibko)
lo£imo z razli£nimi hiperravninami. Za to£ke v notranjosti stranic pa
lahko (²ibko) separacijo izvedemo na enoli£en na£in.
Izpostavili bomo le eno od geometrijskih posledic Hahn-Banachovega izreka (glej
[7, IV, Theorem 3.9]), namre£ tisto, ki jo bomo v nadaljevanju uporabili kot sred-
stvo za dosego cilja. Cilj pa je izpeljava matri£ne verzije izreka o separaciji zaprte
konveksne mnoºice in to£ke izven nje. Spodnji izrek pove, da so (zaprte) konveksne
mnoºice tudi v splo²nej²ih vektorskih prostorih (ne le v Rn) relativno obvladljivi
objekti in torej podaja razlog ve£ za njihovo obravnavo in uporabo.
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Izrek 6.3. Naj bo V lokalno konveksen vektorski prostor nad F ∈ {R,C} in naj
bosta A in B disjunktni zaprti konveksni podmnoºici V. e je B kompaktna, potem
se da A in B strogo lo£iti, torej obstajajo tak zvezen linearen funkcional ϕ : V → F,
skalar α ∈ R in ϵ > 0, da velja:
Reϕ(a) ≤ α < α+ ϵ ≤ Reϕ(b)
za vsak a iz A in b iz B.
6.1. Duali in ²ibka topologija. Da bi lahko formulirali matri£ni Hahn-Banachov
izrek v primerni obliki, si najprej pripravimo teoreti£no ozadje in spotoma omenimo
za dokazovanje lastnosti koristno konstrukcijo na (matri£nih) konveksnih mnoºi-
cah. e ni spotoma navedeno druga£e, se drºimo dogovora, da so vsi pojavljajo£i
se vektorski prostori kompleksni (ustrezno prilagojeni rezultati sicer veljajo tudi v
realnem).
Denicija 6.4. Parjenje vektorskih prostorov V in W je bilinearna preslikava
⟨·, ·⟩ : V ×W → C,
ki je nedegenerirana, t.j. iz pogoja ⟨v, w⟩ = 0 za vsak w ∈ W sledi v = 0 in analogno
iz ⟨v, w⟩ = 0 za vsak v ∈ V sledi w = 0.
e obstaja parjenje med prostoroma V in W , pravimo, da sta si V in W dualna
vektorska prostora oziroma, da sta dual drug drugemu. Ozna£ujemo ju z W = V ′
ali V = W ′.
Primer 6.5. Najpogosteje danemu vektorskemu prostoru V priredimo dualni pro-
stor V ∗ linearnih funkcionalov na njem; imenujemo ga algebrai£ni dual. Ustrezno
parjenje V × V ∗ → C je podano s predpisom:
(v, ϕ) ↦→ ϕ(v). ♦
Parjenje vektorskih prostorov V in W za vsako naravno ²tevilo n porodi parjenje
matri£nih prostorov Mn(V )×Mn(W ) → C, podano s predpisom:




Alternativno lahko deniramo za naravni ²tevili m in n tudi matri£no parjenje med
Mm(V ) in Mn(W ) kot preslikavo
(6.2) ⟨⟨·, ·⟩⟩ :Mm(V )×Mn(W ) → Mm·n,
podano s Kroneckerjevim produktom:
(6.3) (v, w) ↦→ ⟨⟨v, w⟩⟩ = v ⊗ w =
⎛⎝v1,1w · · · v1,mw... . . . ...
vm,1w · · · vm,mw
⎞⎠ .
Pri tem za poljubna indeksa i, j ∈ {1, . . . ,m} deniramo:
vi,jw =
⎛⎝⟨vi,j, w1,1⟩ · · · ⟨vi,j, w1,n⟩... . . . ...
⟨vi,j, wn,1⟩ · · · ⟨vi,j, wn,n⟩
⎞⎠
za dano parjenje ⟨·, ·⟩ : V ×W → C.
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Dualnost med vektorskima prostoroma V in W nam omogo£a, da vsakemu vek-
torju iz W priredimo linearen funkcional na V in obratno. Natan£neje, vektorju
w ∈ W ustreza preslikava fw : V → C, podana s predpisom:
fw(v) = ⟨v, w⟩.
S tem je tesno povezana t.i. ²ibka topologija na prostoru V , ki jo inducira njegov dual.
ibka topologija na V je najbolj groba topologija, glede na katero so funkcionali fw
zvezni za vsak w ∈ W. Tako je baza ²ibke topologije druºina vseh kon£nih presekov
mnoºic oblike f−1w (U) za vektor w ∈ W in odprto mnoºico U ⊆ C (v obi£ajni
topologiji C).
Vpeljimo sedaj posplo²itev obi£ajnega pojma zaporedja, ki nam bo v nadaljevanju
omogo£ala laºjo obravnavo limitnih prehodov in karakterizacijo zveznosti preslikav.
Denicija 6.6. (a) Naj bo I neka indeksna mnoºica in < relacija delne ureje-
nosti na I. Par (I,<) imenujemo usmerjeni sistem, £e za poljubna i, j ∈ I
obstaja tak element k ∈ I, da je i < k in j < k.
(b) Posplo²eno zaporedje v topolo²kem prostoru X je preslikava iz nekega usmer-
jenega sistema (I,<) v prostor X. Ozna£imo ga z (xi)i∈I .
(c) Pravimo, da posplo²eno zaporedje (xi)i∈I v topolo²kem prostoru X konver-
gira k to£ki x ∈ X, £e za vsako okolico U to£ke x obstaja tak i0 ∈ I, da je
xi ∈ U za vsak i0 < i. Konvergenco ozna£ujemo z xi → x.
V primeru, ko za indeksno mnoºico I vzamemo naravna ²tevila in jih opremimo z
obi£ajno relacijo urejenosti, dobimo pojem obi£ajnega zaporedja. Utemeljimo sedaj,
kako nam posplo²ena zaporedja pomagajo pri dokazovanju zveznosti preslikav.
Trditev 6.7. Naj bosta X in Y topolo²ka prostora. Tedaj je preslikava f : X → Y
zvezna natanko tedaj, ko za vsako posplo²eno zaporedje (xi)i∈I v X, ki konvergira k




i∈I v Y konvergira k f(x) ∈ Y.
Vemo, da v primeru 1-²tevnega prostora X zveznost preslikav na njem karakteri-
ziramo z obi£ajnimi zaporedji; to dokaºemo z osnovnimi sredstvi topologije. Dokaz
zgornje trditve pa poteka povsem analogno (glej [17, Theorem IV.2]).
S posplo²enimi zaporedji lahko torej v splo²nih topolo²kih prostorih reformuliramo
trditve o tistih lastnostih 1-²tevnih prostorov, ki so karakterizirane z zaporedji.
Vrnimo se k obravnavi ²ibke topologije na vektorskem prostoru V . Opremljeni s
trditvijo 6.7 sklepamo, da posplo²eno zaporedje (vλ)λ∈Λ konvergira v ²ibki topologiji





fw(v) ∈ C za vsak w ∈ W.
V primeru parjenja matri£nih prostorov Mn(V ) in Mn(W ) ugotovimo, da je ²ibka
topologija na Mn(V ), denirana z ⟨·, ·⟩ (kot v (6.1)) enaka tisti, denirani z ma-
tri£nim parjenjem ⟨⟨·, ·⟩⟩ (kot v (6.3)). Zato posplo²eno zaporedje (vλ)λ∈Λ v Mn(V )
konvergira k elementu v natanko tedaj, ko za vsaka indeksa i, j = 1, . . . , n velja:
fw(v
λ
i,j) = ⟨vλ, ei,j ⊗ fw⟩ → ⟨v, ei,j ⊗ fw⟩ = fw(vi,j)
za vsak w ∈ W . Po trditvi 6.7 pa velja fw(vλi,j) → fw(vi,j) natanko tedaj, ko
vλi,j → vi,j ∈ V. Torej matri£no zaporedje konvergira v ²ibki topologiji natanko
tedaj, ko konvergira po komponentah.
Primer 6.8 (ibka∗ topologija). Naj bo V vektorski prostor. Tedaj njegov alge-
brai£ni drugi dual V ∗∗ inducira ²ibko topologijo na V ∗.
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Poleg tega lahko V ∗ opremimo s t.i. ²ibko∗ topologijo. Ta je porojena s preslikavo






v∈V , kjer je Tv(f) = f(v) za f ∈ V
∗. ibka∗
topologija je namre£ najbolj groba topologija, v kateri so vsi funkcionali druºine
(Tv)v∈V zvezni. V splo²nem je ²ibkej²a od ²ibke topologije. Vendar pa iz trditve 6.7
sklepamo, da posplo²eno zaporedje (ϕλ)λ∈Λ v V ∗ ²ibko∗ konvergira k elementu ϕ
natanko tedaj, ko konvergira po to£kah, t.j. za vsak v ∈ V velja ϕλ(v) → ϕ(v). ♦
Radi bi opisali ²e, kako elementi nekega matri£nega vektorskega prostora preko
matri£nega parjenja na naraven na£in delujejo na elementih njegovega duala in obra-
tno. Naj bosta V in W vektorska prostora s pripadajo£ima dualoma V ′ in W ′.
Ozna£imo prostor vseh ²ibko zveznih linearnih preslikav ϕ : V → W z Lw(V,W ).
Tedaj obstaja izomorzem vektorskih prostorov, ki omogo£a identikacijo:
Mn(Lw(V,W )) ∼= Lw(V,Mn(W )).





iz Mn(Lw(V,W )) priredimo linearno preslikavo ϕ̃ :







Ker je ϕ ²ibko zvezna, so take tudi vse njene komponente ϕi,j. Tedaj je po trditvi
6.7 in njej slede£i razlagi ²ibko zvezna tudi ϕ̃.
V posebnem dobimo tudi identikacijo:
Mn(V
′) ∼= Lw(V,Mn).
To pomeni, da lahko vsak v ∈ Mr(V ) obravnavamo kot element Lw(V ′,Mr) in
podobno, poljuben ϕ ∈ Mn(V ′) ustreza nekemu elementu Lw(V,Mn). Zato lahko
matri£no parjenje (6.2) interpretiramo kot medsebojno delovanje ϕ na v oziroma v
na ϕ v smislu:
⟨⟨v, ϕ⟩⟩ = ϕr(v) = vn(ϕ) ∈ Mn·r.
6.2. Izrek o bipolari. Pri raziskovanju lastnosti nekaterih (konveksnih) mnoºic
pogosto dani mnoºici priredimo neko pomoºno, iz nje izpeljano dualno mnoºico.
Struktura le te je lahko bolj obvladljiva in zato zanjo hitreje izpeljemo nekatere
lastnosti.
Denicija 6.9. Naj bosta V in V ′ dualna vektorska prostora ter M podmnoºica v
V . Tedaj je polara mnoºice M denirana na slede£i na£in:
M0 := {f ∈ V ′ | Re ⟨x, f⟩ ≤ 1 za vse x ∈M}
= {f ∈ V ′ | Re f |M ≤ 1}.




{f ∈ V ′ | Re ⟨x, f⟩ ≤ 1},
kar pomeni, da je polara (morda neskon£en) presek polprostorov.
Opomba 6.10 (Lastnosti polare). Naj bo M podmnoºica vektorskega prostora
V z dualnim prostorom V ′.
(a) Hitro se prepri£amo, da je polara M0 mnoºice M ²ibko zaprta konveksna
podmnoºica duala V ′ in da velja 0 ∈M0.
(b) e je N ⊆M , velja M0 ⊆ N0, kar sledi neposredno iz denicije.
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(c) Za poljubno mnoºico M velja (conv(M))0 =M0.
Iz vsebovanostiM ⊆ conv(M) po to£ki (b) sledi (conv(M))0 ⊆M0. Obra-
tno, naj bo x ∈M0 in y poljuben element conv(M). Torej lahko y zapi²emo





za to£ke yi ∈M ter skalarje αi ≥ 0, za katere velja
∑k
















pri £emer smo upo²tevali, da je αi ≥ 0 in ⟨x, yi⟩ ≤ 1 za i = 1, . . . , k. S tem
smo dokazali ²e vsebovanost M0 ⊆ (conv(M))0.









Obratno, naj bo x ∈M0 ter y poljuben elementM. Tedaj obstaja posplo²eno
zaporedje (yi)i∈I , ki konvergira k y v ²ibki topologiji V in po trditvi 6.7 velja:
⟨x, yi⟩ → ⟨x, y⟩.
Ker velja ⟨x, yi⟩ ≤ 1 za i = 1, . . . , k, je tudi ⟨x, y⟩ ≤ 1. S tem smo dokazali





(e) Za poljubno mnoºico M velja (M ∪ {0})0 =M0.
Ponovno iz to£ke (a) sklepamo, da velja (M ∪ {0})0 ⊆ M0. Za obratno
vsebovanost moramo dokazati ²e, da za poljuben x ∈ M0 velja ⟨x, 0⟩ ≤ 1,
kar pa je jasno.
(f) Naj bo sedaj V ′ = V in ⟨·, ·⟩ skalarni produkt na V. e notranjost mnoºice
M (glede na normo, porojeno iz skalarnega produkta na V ) vsebuje ni£lo, je
polara M0 omejena.
Po predpostavki obstaja tako ²tevilo δ > 0, da je krogla {x ∈ V | ∥x∥2 =
⟨x, x⟩ ≤ δ} vsebovana v M. Naj bo x poljuben element M0 in y = δ∥x∥x.
Tedaj je ∥y∥ = δ in posledi£no y ∈M, kar pomeni, da velja ⟨x, y⟩ ≤ 1. Zato
lahko izpeljemo:
⟨x, y⟩ = δ
∥x∥
⟨x, x⟩ = δ∥x∥ ≤ 1
in nato ∥x∥ ≤ 1
δ
. Sklepamo, da je M0 vsebovana v krogli {x ∈ V | ∥x∥ ≤ 1
δ
}.
Na neki to£ki morda ºelimo iz polare M0 znova rekonstruirati prvotno mnoºico
M . Izkaºe se, da je konstrukcija polare na M0 tisto, kar nam v dolo£enih primerih
vrne nazaj mnoºico M . Slede£i izrek nam pove, kako je z M v splo²nem povezana
njena t.i. bipolara M00 = (M0)0, torej koliko strukture (in navsezadnje to£k) ji doda.
Izrek 6.11. (Izrek o bipolari) Naj bosta V in V ′ dualna vektorska prostora ter
K ²ibko zaprta konveksna podmnoºica V , za katero je 0 ∈ K. Tedaj velja:
K00 = K.
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Dokaz izreka izpustimo (najdemo ga v [4, Section IV.1]), saj se bomo v nadaljeva-
nju posvetili izpeljavi in dokazu njegove razli£ice na matri£ne mnoºice (izrek 6.19).
Omenimo in izpeljimo pa splo²nej²o verzijo izreka o bipolari, ki podaja argument za
to, da v nadaljevanju obravnavamo le polare konveksnih mnoºic.
Posledica 6.12. Naj bosta V in V ′ dualna vektorska prostora ter M podmnoºica
V . Tedaj velja:
M00 = conv(M ∪ {0}),
pri £emer ozna£uje conv(N) zaprtje konveksne ogrinja£e mnoºice N ⊆ V (v ²ibki
topologiji).
Dokaz. O£itno je mnoºica K := conv(M ∪ {0}) ²ibko zaprta konveksna in vsebuje
ni£lo, zato po izreku o bipolari velja K00 = K. Dokazati moramo ²e, da je

























=M0. e na zgornjih enakostih ²e enkrat












Spodnji primer je prikaz uporabe izreka o bipolari in hkrati zgled, kako lahko
pojem polare nesluteno olaj²a sklepanje.




conv{x1, . . . , xk}
)0
= {x1, . . . , xk}0




{f ∈ V ′ | ⟨xi, f⟩ ≤ 1}.
Torej je polara politopa presek kon£nega ²tevila polprostorov, t.j. polieder.
Izkaºe se, da ima vsak polieder kon£no mnogo ekstremnih to£k (glej [4, Section
II.4]), kar nam bo v zadnjem poglavju pomagalo dokazati, da je vsak omejen polieder
politop. Privzemimo zaenkrat veljavnost te trditve in si poglejmo, kako uporaba
polare pomaga pri dokazu obrata.
Za zgornji politop P smemo (po prehodu v topologijo njegove ane ogrinja£e)
privzeti, da ima neprazno notranjost. Poleg tega lahko (po translaciji za nek ksen
vektor iz P , pri £emer je seveda transliran politop ²e vedno politop) privzamemo,
da je 0 ∈ P . To pomeni, da lahko predpostavimo, da notranjost P vsebuje ni£lo.
Po to£ki (f) opombe 6.10 je zato P 0 omejen polieder, torej politop. Njegova polara
P 00 pa je zopet polieder. Ker je P zaprta konveksna mnoºica in vsebuje ni£lo, je po
izreku o bipolari P 00 = P. To pa pomeni, da je vsak politop omejen polieder. ♦
Za posplo²itev pojma polare na matri£ne mnoºice, se spomnimo, da dualnost med
prostoroma V in V ′ implicira matri£no dualnost med Mn(V ) in Mn(V ′).
Denicija 6.14. Naj bosta V in V ′ dualna vektorska prostora ter K = (Kn)n∈N
matri£na konveksna mnoºica v V .
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(a) Pravimo, da je K ²ibko zaprta v prostoru V , £e je za vsako naravno ²tevilo
n mnoºica Kn ²ibko zaprta v Mn(V ) glede na ²ibko topologijo, denirano z
matri£nim parjenjem (6.2).
(b) Matri£na polara Kπ = (Kπn )n∈N mnoºice K je denirana kot:
Kπn : = {ϕ ∈Mn(V ′) | Re ⟨⟨v, ϕ⟩⟩ ≼ Ir·n za vse v ∈ Kr in r ∈ N}
= {ϕ ∈Mn(V ′) ∼= Lw(V,Mn) | Reϕr|Kr ≼ Ir·n za vse r ∈ N}.
Iz denicije ²ibke topologije naMn(V ′) sledi, da je Kπn ²ibko zaprta za vsak n ∈ N,
preprosto se je prepri£ati, da je tudi matri£na konveksna. Naslednja lema pokaºe,
da je n-ta komponenta polare Kπn povsem dolo£ena z mnoºico Kn in matri£nim
parjenjem (6.2).
Lema 6.15. Naj bosta V in V ′ dualna vektorska prostora ter K matri£na konveksna
mnoºica v V . Potem je ϕ ∈Mn(V ′) element polare Kπ natanko tedaj, ko velja:
Reϕn|Kn ≼ In2 .
Dokaz. Naj bosta V in K kot v lemi in naj bo ϕ ∈ Mn(V ′). Dokazati moramo, da
iz pogoja Reϕn|Kn ≼ In2 sledi
(6.4) Reϕr|Kr ≼ Ir·n
za vsa naravna ²tevila r. Naj bo najprej r ≤ n in v ∈ Kr. Za poljuben v′ ∈ Kn−r je
tedaj w = v⊕ v′ ∈ Kn. Naj bo u ∈ Mr,n pravokotna projekcija na prvih r elementov
standardne baze Cn (torej je uu∗ = Ir). Zdaj lahko izrazimo:
Reϕr(v) = (u⊗ In)Reϕn(w) (u∗ ⊗ In) ≼ (u⊗ In) In2(u∗ ⊗ In) = Ir·n.
Naj bo sedaj r > n in spet v ∈ Kr. Da bi preverili veljavnost lastnosti (6.4) zado²£a
dokazati, da je:
⟨Reϕr(v)x, x⟩ ≤ 1
za vsak enotski vektor x ∈ Cr·n. Za vsak tak vektor x pa po [8, Lemma 3.1] obstaja








= Re ⟨ϕr(v)x, x⟩
= Re
⟨








= Re ⟨ϕn(α∗vα)x̄, x̄⟩ ≤ 1. 
Torej bi lahko matri£no polaro ºe na za£etku denirali kot:
Kπn = {ϕ ∈Mn(V ′) | Reϕn|Kn ≼ In2},
vendar se zdi prvotna formulacija bolj naravna posplo²itev denicije obi£ajne polare.
Na poti k matri£ni verziji prototipskega izreka o separaciji zaprte konveksne mno-
ºice in to£ke izven nje ter posledi£no izreka o bipolari sledita dve tehni£ni lemi. Pri
tem je druga izmed njiju razli£ica Hahn-Banachovega izreka raz²iritvenega tipa za
matri£ne mnoºice.
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Lema 6.16. Naj bo C stoºec zveznih realnih anih funkcij na kompaktni konveksni
podmnoºici K v topolo²kem vektorskem prostoru V in naj za vsak f ∈ C obstaja
pripadajo£a to£ka xf ∈ K, za katero velja f(xf ) ≥ 0. Potem obstaja to£ka x0 ∈ K,
za katero je f(x0) ≥ 0 za vsak f ∈ K.




{f ≥ 0} =
⋂
f∈C
{x ∈ K | f(x) ≥ 0} ≠ ∅.
Vsaka od mnoºic {f ≥ 0} je po predpostavki neprazna, poleg tega je zaprta v
kompaktni mnoºiciK in zato tudi sama kompaktna. e dokaºemo, da imajo mnoºice
{f ≥ 0} lastnost kon£nih presekov, bo iz kompaktnosti K sledila lastnost (6.5).
Denimo nasprotno, da obstaja n ∈ N in funkcije f1, . . . , fn ∈ C, za katere je
n⋂
i=1
{f ≥ 0} = ∅.
Denirajmo preslikavo θ : K → Rn s predpisom θ(x) =
(
f1(x), . . . , fn(x)
)
. Ta je
o£itno zvezna in ana, iz £esar sledi, da je θ(K) kompaktna konveksna podmnoºica
Rn. Po predpostavki pa je
θ(K) ∩ Rn+ = ∅,
pri £emer je Rn+ := [0,∞)n. Po izreku 6.3 lahko zato θ(K) in Rn+ strogo separiramo,
torej obstajata taka linearna funkcija g na Rn oblike g(x1, . . . , xn) = c1x1+· · ·+cnxn
in realno ²tevilo α, da je g(y) ≥ α za vsak y ∈ Rn+ in g(z) < α za vsak z ∈ θ(K). Ker
je 0n = (0, . . . , 0) ∈ Rn+, velja 0 = g(0n) ≥ α. Dokazati ºelimo, da lahko vzamemo
kar α = 0. Denimo nasprotno; torej je α < 0 in obstaja tak vektor y0 ∈ Rn+, da
je g(y0) < 0. Tedaj za neko pozitivno realno ²tevilo t velja tg(y0) < α. Ker pa je
ty0 ∈ Rn+, je prej²nja poved v protislovju s tg(y0) = g(ty0) ≥ α.
Za vsak standardni bazni vektor ei ∈ Rn velja g(ei) = ci ≥ 0. Torej je funkcija
f ◦ θ = c1f1 + · · ·+ cnfn koni£na kombinacija f1, . . . , fn in zato element C, zanjo pa
velja {f ≥ 0} = ∅, kar je v protislovju s predpostavko leme. 
Lema 6.17. Naj bo V vektorski prostor in K = (Kn)n∈N matri£na konveksna mno-
ºica v V , za katero je 0 ∈ K1. Naj bo ²e F : Mn(V ) → C linearna funkcija, ki
zado²£a ReF |Kn ≤ 1. Potem obstaja tako stanje p : Mn → C, da velja:
ReF (α∗vα) ≤ p(α∗α)
za vsak v ∈ Kr, matriko α ∈ Mr,n in naravno ²tevilo r.
Dokaz. Naj bo S(Mn) = {p : Mn → C | p unitalna pozitivna} prostor stanj na
Mn. Iz to£ke (c) opombe 4.7 vemo, da je vsak p ∈ S(Mn) oblike p(α) = sl (γα)
za poljubno matriko α ∈ Mn in ksno pozitivno semidenitno matriko γ ∈ Mn z
lastnimi vrednostmi iz [0, 1], ki se se²tejejo v ena. Torej lahko S(Mn) razumemo kot
zvezno sliko kompaktne mnoºice {(λ1, . . . , λn) ∈ [0, 1]n | λ1 + · · · + λn = 1} × Un s
preslikavo: (













Pri tem z Un ozna£imo unitarne matrike velikosti n × n. Zgornje pomeni, da je
prostor stanj S(Mn) kompaktna mnoºica.
Naj bo ²e C mnoºica vseh zveznih anih funkcij na S(Mn) oblike:
fv,α(p) = p(α
∗α)− ReF (α∗vα)
za matriko α ∈ Mr,n in to£ko v ∈ Kr za r ∈ N (pri tem je p poljubno stanje iz
S(Mn)). Mnoºica C je stoºec, saj za c ≥ 0 velja
cfv,α = fv,√cα
in je
fv,α + fw,β = fx,γ
za matriko γ∗ = (α β) ∈ Mr,2n in vektor x = v ⊕ w.
Dokaºimo ²e, da za vsako funkcijo f = fv,α ∈ C obstaja to£ka xf ∈ S(Mn), za
katero je f(xf ) ≥ 0. Predpostavimo lahko, da je α ̸= 0. Naj bo tedaj pf stanje
na Mn, za katerega je pf (α∗α) = ∥α∥2. Potem je za matriko β = α∥α∥ to£ka β
∗vβ
element Kn in ob upo²tevanju predpostavke ReF |Kn ≤ 1 velja ²e:
ReF (α∗vα) = ∥α∥2ReF (β∗vβ) ≤ pf (α∗α).
Torej po lemi 6.16 obstaja stanje p, za katerega je f(p) ≥ 0 za vsak f ∈ C. 
Izrek 6.18. (Hahn-Banachov izrek za matri£ne konveksne mnoºice, [9])
Naj bo V vektorski prostor z dualnim prostorom V ′ in K = (Kn)n∈N ²ibko zaprta
matri£na konveksna mnoºica v V , za katero je 0 ∈ K1. Tedaj za vsako to£ko v0 /∈ Kn
obstaja taka ²ibko zvezna linearna preslikava ϕ : V → Mn, da velja:
Reϕr|Kr ≼ In·r
za vsako naravno ²tevilo r in
Reϕn(v0)  In2 .
Dokaz. Dokaz bomo razdelili na tri dele. Najprej bomo skupaj zbrali klju£na sred-
stva, ki jih ponujajo prej²nje leme in klasi£na teorija konveksnosti. Nato bomo
konstruirali kandidatko za iskano preslikavo ter v zadnjem delu dokazali, da res
izpolnjuje pogoje separacije.
Vemo, da je vsaka komponenta matri£ne konveksne mnoºice tudi obi£ajno kon-
veksna, zato lahko po izreku 6.3 to£ko v0 separiramo od (²ibko) zaprte konveksne
mnoºice Kn. Torej obstaja linearen funkcional F :Mn(V ) → C, za katerega velja:
ReF |Kn ≤ 1 < ReF (v0).
Hkrati po lemi 6.17 obstaja stanje p na Mn, torej unitalna pozitivna preslikava
Mn → C, ki zado²£a pogoju:
ReF (α∗vα) ≤ p(α∗α)
za vsako to£ko v ∈ Kr in matriko α ∈ Mr,n ter naravno ²tevilo r. Iz preslikave p
ºelimo konstruirati zvesto stanje q, torej tako stanje, da bo za poljubno neni£elno
matriko x ∈ Mn veljalo q(x∗x) ̸= 0. Naj bo τ : Mn → C preslikava, ki je za element
x ∈ Mn denirana kot τ(x) = sl (x)n . Tedaj je za 0 < ϵ < 1 konveksna kombinacija q
preslikav τ in p oblike q = (1− ϵ)p+ ϵτ zvesto stanje na Mn. Za poljuben neni£eln
x ∈ Mn namre£ velja:
q(x∗x) = (1− ϵ) p(x∗x) + ϵ τ(x∗x) ≥ ϵ τ(x∗x),
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saj je p pozitivna preslikava. Ker je x neni£eln, je neni£elna tudi pozitivno semide-
nitna matrika x∗x. Posledi£no ima ta vsaj eno pozitivno lastno vrednost, zaradi
£esar je njena sled (kot vsota lastnih vrednosti) pozitivna in velja τ(x∗x) > 0.
Zaradi zveznosti funkcionala F je za dovolj majhen ϵ > 0 funkcional G := (1−ϵ)F
navzgor omejen s pravkar deniranim zvestim stanjem q, torej:
ReG(α∗vα) ≤ q(α∗α)
za vsako naravno ²tevilo r, to£ko v ∈Mr(V ) in matriko α ∈ Mr,n, ter velja:
(6.6) ReG|Kn ≤ 1 < ReG(v0).
Po Gelfand-Naimark-Segal konstrukciji 4.8 je stanje q dolo£eno z upodobitvijo π :
Mn → B(H), kjer je H kon£norazseºen Hilbertov prostor, in s cikli£nim vektorjem
x ∈ H, tako da lahko za poljubno matriko γ ∈ Mn izrazimo:
q(γ) = ⟨π(γ)x, x⟩.
V splo²nem lastnost cikli£nosti vektorja x pomeni, da je Hx := {π(γ)x | γ ∈ Mn}
gost podprostor v H (glede na normo). Ker pa je H kon£norazseºen, sledi Hx =
H. Poleg tega je q zvesto stanje, zato je vektor x separirajo£, t.j. ne nahaja se v
jedru nobenega neni£elnega omejenega operatorja iz π(Mn). Z drugimi besedami, za
operator A ∈ π(Mn) ≤ B(H) iz predpostavke Ax = 0 sledi A = 0.
Sedaj se posvetimo konstrukciji preslikave ϕ iz izreka. Poljubni vrsti£ni matriki
α = [α1, . . . , αn] ∈ M1,n priredimo matriko α̃ ∈ Mn, denirano kot
α̃ =
⎛⎜⎜⎝
α1 α2 · · · αn
0 0 · · · 0
...
... . . .
...
0 0 · · · 0
⎞⎟⎟⎠ .
Ozna£imo z M̃1,n vektorski prostor vseh matrik take oblike in H0 := π(M̃1,n)x. Ker
je vektor x separirajo£, je H0 o£itno n-razseºen podprostor H. Na njem deniramo
slede£o druºino seskvilinearnih form:
Φv(π(α̃)x, π(β̃)x) = G(α
∗vβ),
indeksirano z vektorji v iz V. Prepri£ajmo se, da je za vsak v ∈ V forma Φv dobro
denirana. Denimo torej, da je π(α̃1)x = π(α̃2)x za matriki α1 in α2 iz M1,n. Iz
linearnosti π sklepamo, da je π(α̃1 − α̃1)x = 0 in zato tudi⟨
π(α̃1 − α̃1)x, x
⟩
= q(α1 − α2) = 0.
Ker je q zvesto stanje, velja α1 = α2. Od tod hitro sledi, da je Φv dobro denirana.
Vsaka seskvilinearna forma Φv na kon£norazseºnem prostoru H0 je enoli£no dolo-






Tako dobimo preslikavo ϕ : V → B(H0), ki je linearna. Iz trditve 6.7 sledi, da je ϕ
tudi ²ibko zvezna. Po izbiri ortonormirane baze podprostoraH0, lahko identiciramo
H0 s Cn in omejene operatorje B(H0) na njem z Mn.
Naj bo (ei)ni=1 standardna baza Cn in ozna£imo fi := e∗i za i = 1, . . . , n. Tedaj







































= q(In) = 1.
V zadnjem delu dokaza ºelimo argumentirati, da je ϕ iskana preslikava. Najprej
se ºelimo prepri£ati, da za vsak v ∈ Kr in r ∈ N velja Reϕr(v) ≼ In·r oziroma,
















kjer je αi ∈ M1,n za i = 1, . . . , r. Poleg tega lahko normo vektorja η izrazimo preko














Kon£no lahko preverimo veljavnost pogoja (6.7), pri £emer upo²tevamo lastnost






















= ReG(v0) > 1
in zato tudi Reϕn(v0)  In2 . 
Pri£akovana verzija izreka o bipolari za matri£ne konveksne mnoºice je prvi primer
uporabe pravkar dokazanega izreka.
Izrek 6.19. Naj bo V vektorski prostor z dualnim prostorom V ′ in K ²ibko zaprta
matri£na konveksna mnoºica v V , za katero je 0 ∈ K1. Potem velja:
K
ππ = K.
Dokaz. Spomnimo se, bipolara Kππ mnoºice K je podana na spodnji na£in:
Kππn = {ϕ ∈Mn(V ) | Reϕn|Kπn ≼ In2}.
Iz denicije sledi, da vedno velja Kn ⊆ Kππn .
Privzemimo, da obstaja to£ka ϕ ∈ Kππn \Kn. Po matri£nem Hahn-Banachovem
izreku 6.18 obstaja taka ²ibko zvezna linearna preslikava ψ : V → Mn (ki jo lahko
identiciramo z elementom Mn(V ′)), da velja:
(6.9) Reψn|Kn ≼ In2
in
(6.10) Reψn(ϕ)  In2 .
Zgornji pogoj (6.9) pove, da je ψ ∈ Kπn . Torej za element bipolare ϕ ∈ Kππn po
deniciji velja:
Reϕn(ψ) = Reψn(ϕ) ≼ In2 ,
kar pa je protislovje s pogojem (6.10). Zato imamo tudi vsebovanost Kππn ⊆ Kn. 
7. Kompaktne matri£ne konveksne mnoºice
To poglavje za£nemo s svojevrstnim pogledom na kompaktne konveksne mno-
ºice; gre za korespondenco med njimi in med funkcijskimi sistemi (ºe omenjenimi v
okviru denicije 3.9). Kompaktni konveksni mnoºici K v kompleksnem in lokalno
konveksnem vektorskem prostoru priredimo mnoºico:
A(K) = {F : K → C | F zvezna in ana}.
Le ta ima strukturo funkcijskega sistema, saj je o£itno zaprt podprostor zveznih
funkcij na K, vsebuje identiteto in je zaprt za konjugiranje.
Obratno pa danemu funkcijskemu sistemu F z identiteto I priredimo pripadajo£i
prostor stanj, t.j. mnoºico:
S(F) = {ϕ ∈ F∗ | ϕ pozitivna, ϕ(I) = 1},
ki je kompaktna konveksna mnoºica v F∗ glede na ²ibko topologijo (glej sorodno
razlago v drugi to£ki primera 7.2).
Operatorja A in S sta si v slede£i korelaciji; kompaktna konveksna mnoºica K
je ano homeomorfna prostoru stanj S(A(K)). Analogno sta si F in A(S(F)) izo-
morfna kot funkcijska sistema (ve£ o tem v [1, Section II.1]). Pod £rto je ideja ta,
da si omogo£imo bolj²e razumevanje strukture mnoºice K preko funkcij, ki delujejo
na njej; zdi se, da lahko zvezne ane funkcije obravnavamo laºje kot pa poljubno
kompaktno konveksno mnoºico.
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Sklepamo, da sta si tudi v primeru kompaktne matri£ne konveksne mnoºice K
mnoºici K1 in S(A(K1)) ano homeomorfni. V nadaljevanju pa stremimo k popolni
pretvorbi zgornje korespondence v matri£ni kontekst, pri £emer bodo funkcijske sis-
teme nadomestili operatorski, prostorom stanj funkcijskih sistemov pa bodo ustre-
zali prostori matri£nih stanj operatorskih sistemov. Natan£neje, prepri£ali se bomo,
da funkcijski sistem A(K1) dovoljuje strukturo operatorskega sistema, kar nadalje
omogo£a, da posamezno komponento Kn identiciramo s prostorom matri£nih stanj
CSn(A(K1)). Razloºili bomo tudi, kako raz²irimo delovanje operatorja A na ma-
tri£ne konveksne mnoºice in da v primeru, ko je K oblike CS(R) za operatorski
sistem R, strukturi operatorskega sistema na A(CS(R)) in R sovpadata.
Najprej si natan£neje oglejmo strukturo funkcijskega sistema A(K), prirejenega
kompaktni konveksni mnoºici K. To je urejen vektorski prostor, katerega pozitivni
elementi so A(K)+ = {F ∈ A(K) | F (x) ≥ 0 ∀x ∈ K}, ima pa tudi enoto urejeno-
sti, t.j. konstantno funkcijo 1. Izkaºe se, da teh lastnosti nima le A(K) kot poseben
primer. Natan£neje, vsak funkcijski sistem lahko abstraktno karakteriziramo kot
urejen vektorski prostor z enoto urejenosti, ki je poln v topologiji, porojeni z normo,
denirano v razdelku 4 ([1, Section II.1]). Izomorzem funkcijskih sistemov pa je
unitalna pozitivna preslikava s pozitivnim inverzom.
Razloºimo sedaj alternativen pogled na operatorske sisteme, ki sledi omenjeni
karakterizaciji funkcijskih sistemov. Ker ima vsak operatorski sistem R (ki je tudi
∗-vektorski prostor) pridruºeno druºino matri£nih prostorov (Mn(R))n∈N, bi radi
najprej raz²irili denicijo ∗-vektorskega prostora tako, da bodo relacije urejenosti
na prostorih Mn(R) med seboj primerno povezane. Pravimo, da je ∗-vektorski
prostor V matri£no urejen, £e zado²£a spodnjim pogojem:
(i) za vsako naravno ²tevilo n vsebuje stoºec Cn ⊆ Mn(V )h, za katerega velja
Cn ∩ (−Cn) = {0},
(ii) za vsak par naravnih ²tevil n in m ter matriko A ∈ Mn,m je mnoºica A∗CnA
vsebovana v Cm.
Zaporedje stoºcev (Cn)n∈N denira druºino pozitivnih elementov prostorovMn(V ) za
n ∈ N. Zato linearni preslikavi ϕ : V 1 → V 2 med matri£no urejenima ∗-vektorskima
prostoroma V 1 in V 2 pravimo povsem pozitivna, £e je za vsako naravno ²tevilo n in
element (xij)i,j iz C1n slika (ϕ(xij))i,j vsebovana v C
2
n.
Izkaºe se, da obstaja bijektivna korespondenca med operatorskimi sistemi in ti-
stimi matri£no urejenimi ∗-vektorskimi prostori R, ki so sami po sebi funkcijski
sistemi in za katere pozitivni stoºec Mn(R)+ zado²£a t.i. Arhimedovi lastnosti za
vsako naravno ²tevilo n (glej [15, Theorem 13.1] in [6]). Arhimedovo lastnost lahko
obravnavamo v okviru splo²nega urejenega vektorskega prostora V . Naj bo V + nje-
gov pozitivni stoºec ter e ∈ V + enota urejenosti. Pravimo, da ima V + Arhimedovo
lastnost, £e za vsaka elementa v0 ∈ V + in v ∈ V velja implikacija:
−t v0 ≤ v ∀t > 0 =⇒ v ∈ V +.
Z drugimi besedami so (negativni) vektorji v ∈ V \V + natanko tisti vektorji iz V ,
za katere ima mnoºica {α v | α > 0} zgornjo mejo. Izkaºe se, da za preverjanje
te lastnosti zado²£a obravnavati zgolj element v0 = e in da ima vsak ²ibko zaprt
stoºec (glede na topologijo, porojeno z dualnim prostorom V ′) Arhimedovo lastnost
(glej [6]). Lahko se prepri£amo, da je vsak operatorski sistem R ⊆ B(H) (za Hil-
bertov prostor H) res matri£no urejen ∗-vektorski prostor in vsi pridruºeni stoºci
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Mn(R)+ ⊆Mn(B(H))+ = B(Hn)+ zado²£ajo Arhimedovi lastnosti. Posledi£no de-
niramo izomorzme operatorskih sistemov kot obrnljive povsem pozitivne preslikave
s povsem pozitivnim inverzom.
Preden razloºimo podrobnosti povezave med operatorjema CS in A razvijmo ²e
nekaj sredstev. Najprej denirajmo pojem matri£ne kompaktnosti in ponotranjimo
denicijo na vztrajno pojavljajo£ih se primerih.
Denicija 7.1. Matri£na konveksna mnoºica K = (Kn)n∈N v lokalno konveksnem
vektorskem prostoru V je kompaktna, £e je Kn kompaktna v produktni topologiji
Mn(V ) za vsako naravno ²tevilo n.
Primer 7.2. (a) Za realni ²tevili a in b je pripadajo£i matri£ni interval [aI, bI]
kompaktna matri£na konveksna mnoºica v C. e ve£, v trditvi 3.8 smo
dokazali, da je take oblike vsaka kompaktna matri£na konveksna mnoºica v
C, katere komponenta K1 leºi na realni osi.
(b) Kot prvi korak do identikacije, ki jo ºelimo vzpostaviti, je smiselno pre-
veriti, da je prostor matri£nih stanj CS(R) nekega operatorskega sistema
R res kompaktna matri£na konveksna mnoºica v prostoru R∗, opremlje-
nim s ²ibko∗ topologijo. Preprosto se prepri£amo, da je limita posplo²enega
zaporedja pozitivnih unitalnih preslikav iz CSn(R) tudi pozitivna unitalna
preslikava in da so zato posamezne komponente CSn(R) ²ibko∗ zaprte. e
torej dokaºemo, da so tudi omejene, lahko po izreku Banach-Alaoglu ([7, V,
Theorem 3.1]) sklepamo, da so ²ibko∗ kompaktne (iz £esar po deniciji sledi,
da je CS(R) ²ibko∗ kompaktna mnoºica).
Za dokaz omejenosti izkoristimo dejstvo, da je vsak operatorski sistem R
podprostor neke C∗-algebre A. Stanja na C∗-algebrah pa zaradi dodatne
strukture laºje obravnavamo. Spodnji izrek ([15, Theorem 6.2]) nam zago-
tavlja, da so matri£na stanja iz CSn(A) vsebovana v (²ibko∗ kompaktni)
enotski krogli prostora Mn(A∗).
Izrek 7.3. Naj bo A neka C∗-algebra z enoto e in ϕ : A → Mn povsem
pozitivna preslikava. Potem je ∥ϕ∥ = ∥ϕ(e)∥ (pri £emer z ∥ · ∥ ozna£ujemo
ustrezni operatorski normi).
Za poljubno pozitivno unitalno preslikavo na C∗-algebri A je njena zoºi-
tev na operatorski sistem R tudi pozitivna in unitalna. Iz slede£ega izreka
([15, Theorem 6.2]) pa sledi tudi obrat; z zoºitvami matri£nih stanj na A
pokrijemo celoten prostor matri£nih stanj R.
Izrek 7.4 (Arvesonov raz²iritveni izrek). Naj bo A neka C∗-algebra z
enoto, R ⊆ A operatorski sistem in ϕ : R → Mn povsem pozitivna presli-
kava. Potem obstaja povsem pozitivna preslikava ϕ : A → Mn, ki raz²irja ϕ,
t.j. ϕ|R = ϕ.
Sklepamo, da omejenost mnoºice matri£nih stanj na R sledi iz omejenosti
mnoºice njihovih raz²iritev na A. ♦
7.1. Karakterizacija kompaktnih matri£nih konveksnih mnoºic. Spomnimo
se na pojem matri£nih anih preslikav oziroma homeomorzmov iz razdelka 5.2.1; ti
bodo v nadaljevanju klju£ni kot morzmi med kompaktnimi matri£nimi konveksnimi
mnoºicami. Ozna£imo mnoºico vseh matri£nih anih preslikav θ = (θn : Kn →
Mn(Mr)n∈N, za katere je θ1 zvezna, z A(K,Mr). Le to preko strukture urejenega
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vektorskega prostora naMn(Mr) ∼= Mnr in ∗-operacije na njem opremimo s strukturo
urejenega vektorskega prostora in pripadajo£o ∗-operacijo (po to£kah). Relacijo
urejenosti deniramo tako, da za preslikavo θ ∈ A(K,Mr) velja θ ≥ 0, £e za vsako
naravno ²tevilo n in element v ∈ Kn za matriko θn(v) ∈ Mn(Mr) velja θn(v) ≽ 0.
Poleg tega deniramo ²e enoto urejenosti I = (In)n∈N kot In(v) = In·r za v ∈ Kn.
Implicitno smo ºe na£eli idejo, da bi na primeren na£in strukturo funkcijskega
sistema na A(K1) prenesli na A(K,Mr). To lahko za£nemo s konstrukcijo unitalne
in urejenosti ohranjajo£e bijekcije F med A(K,C) in A(K1). Le ta iz zaporedja
preslikav izvle£e njen prvi £len, ki v resnici, kot bomo videli, shranjuje vse podatke
o celotnem zaporedju:
F : θ = (θn)n∈N ↦→ θ1.
Po deniciji sledi, da je tak predpis za F unitalen in pozitiven (t.j. ohranja urejenost).
Velja pa ²e, da je za sebiadjungirano in, ne pozabimo, po deniciji matri£no ano
preslikavo θ vsak njen £len θn povsem deniran s prvim preko zveze:
⟨θn(v)x, x⟩ = x∗θn(v)x = θ1(x∗vx)
za vsak enotski vektor (oziroma stolpec) x ∈ Cn in v ∈ Kn. Ta izraºava naenkrat
dokazuje injektivnost F in omogo£a denicijo njenega, prav tako red ohranjajo£ega,
inverza. Torej smo po karakterizaciji funkcijskih sistemov kot polnih urejenih vek-
torskih prostorov z enoto (kot na za£etku tega poglavja) dokazali, da sta si A(K,C)
in A(K1) izomorfna kot funkcijska sistema.
Opomba 7.5. Preko identikacije med Mr(A(K,C)) in A(K,Mr) lahko matri£ni
prostor Mr(A(K,C)) opremimo z relacijo urejenosti. V posebnem (za r = 1) po-
stane A(K,C) urejen matri£ni prostor, poleg tega ima za vsako naravno ²tevilo r
pripadajo£i (²ibko zaprti) stoºecMr(A(K,C))+ Arhimedovo lastnost. Razloºili smo
ºe, da lahko prenesemo strukturo funkcijskega sistema iz A(K1) na A(K,C), kar
kon£no pomeni, da A(K,C) prejme strukturo operatorskega sistema (z enoto I). V
nadaljevanju bomo A(K,C) ozna£evali z A(K).
Opomba 7.6. Pred klju£no trditvijo tega razdelka omenimo ²e uporabno tehni£no
podrobnost. Naj bo R operatorski sistem, vsebovan v C∗-algebri A. Tedaj lahko
vsak sebiadjungiran element x iz Mn(R) za naravno ²tevilo n zapi²emo kot razliko












kjer z 1 ozna£imo enoto Mn(A). Naj bo ²e ϕ : R → Mr povsem pozitivna unitalna
preslikava. Tedaj je vsaka njena kanoni£na amplikacija ϕn pozitivna in po zgornjem
sklepamo, da slika sebiadjungirane elemente Mn(R) v sebiadjungirane matrike v






kar sledi iz zapisa B = ReB+ i ImB za poljuben element B neke kompleksne algebre
z ∗-operacijo. Izrazimo lahko namre£ ReB = 1
2
(B +B∗) in ImA = 1
2i
(B −B∗).
Izrek 7.7 (Webster, Winkler [19, Proposition 3.5]).
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(a) Naj bo R operatorski sistem. Tedaj je pripadajo£i prostor matri£nih stanj
CS(R) kompaktna in za operacijo adjungiranja zaprta matri£na konveksna
mnoºica v R∗, opremljenim s ²ibko∗ topologijo. Poleg tega sta si R in
A(CS(R)) izomorfna kot operatorska sistema.
(b) Naj bo K kompaktna matri£na konveksna mnoºica v lokalno konveksnem vek-
torskem prostoru V . Potem lahko A(K) opremimo s strukturo operatorskega
sistema tako, da sta si mnoºiciK in CS(A(K)) matri£no ano homeomorfni.
Dokaz. (a) Ozna£imo K = CS(R). Upo²tevajo£ drugo to£ko primera 7.2 nam
preostane le ²e poiskati izomorzem operatorskih sistemov med R in A(K),
t.j. unitalno povsem pozitivno preslikavo s povsem pozitivnim inverzom. Po
abstraktni karakterizaciji operatorskih sistemov v uvodnem delu tega po-
glavja vemo, da je R opremljen tudi s strukturo funkcijskega sistema in da
sta si R in A(K1) ∼= A(K) izomorfna kot funkcijska sistema. Morzem
med njima je kar naravna vloºitev ι, ki elementu x ∈ R priredi preslikavo
ϕ ↦→ ϕ(x) v A(K1). Pri tem je ϕ ∈ K1, zaradi £esar je, ne pozabimo, po
deniciji unitalen in povsem pozitiven. Izkaºe se (glej [1, Section II.1]), da
je tako denirana preslikava ι tudi surjektivna.
Ker je ι o£itno unitalna (saj velja I ↦→ (ϕ ↦→ ϕ(I) = I) za identiteto
I ∈ R), moramo preveriti ²e, da tako ι kot ι−1 ohranjata matri£no urejenost
(in sta zato povsem pozitivna). V ta namen si oglejmo r-to amplikacijo
preslikave ι. Za naravno ²tevilo r je slika elementa x ∈ Mr(R) preslikava
F ∈ Mr(A(K)). Preko identikacije prostorov Mr(A(K)) ∼= A(K,Mr) iz
opombe 7.5 lahko izrazimo F = (Fn)n∈N s predpisom:
Fn(ϕ) = ϕr(x),
kjer je ϕ ∈ Kn. Za kon£en sklep se bomo sklicali na [6, str. 178], od koder
sklepamo, da v zgornji notaciji velja x ≽ 0 natanko tedaj ko je ϕr(x) ≽ 0 za
vsak ϕ ∈ CSn(R) in naravno ²tevilo n. Torej tako ι kot njen inverz ohranjata
matri£ni red.
(b) Kot posplo²itev konstrukcije anega homeomorzma med K1 in S(A(K1)),
deniramo evaluacijsko preslikavo θn : Kn → CSn(A(K)) za n ∈ N. Ta
priredi elementu v ∈ Kn preslikavo:
F ↦→ Fn(v),
kjer je F ∈ A(K) in zato Fn(v) ∈ Mn. O£itno je θn(v) unitalna presli-
kava, poleg tega je tudi povsem pozitivna; preslikava F iz A(K) (oziroma iz
Mr(A(K))) je po opombi 7.5 pozitivna natanko tedaj, ko so pozitivne vse
njene komponentne preslikave Fr za r ∈ N. Od tod sledi dobra deniranost
oziroma θn(v) ∈ CSn(A(K)). Trdimo, da je tako denirana θ = (θn)n∈N
matri£ni an homeomorzem med K in CS(A(K)).
S spodnjim ra£unom se prepri£amo, da je θ matri£na ana preslikava. Pri

























Preveriti moramo tudi zveznost preslikave θn (kot ºe omenjeno je zaradi
kompaktnosti Kn njen inverz, v kolikor obstaja, avtomati£no tudi zvezen).
Naj bo torej (vλ)λ∈Λ posplo²eno zaporedje v Kn, ki konvergira k v ∈ Kn. Do-
kazati ºelimo, da zaporedje (F ↦→ Fn(vλ)) konvergira k (F ↦→ Fn(v)) v ²ibki∗
topologiji prostora A(K)∗. Ker pa je ²ibka∗ konvergenca kar konvergenca po
to£kah, zveznost θn sledi iz zveznosti preslikave Fn.
Za dokaz injektivnosti uporabimo dejstvo, da lahko v primeru vektorskega
prostora V elementu f ∈ V ∗ priredimo druºino preslikav (v ↦→ fn(v))n∈N v
A(K). e torej za neka v in w iz Kn velja θn(v) = θn(w), potem v posebnem
za vsak f ∈ V ∗ in njegovo n-to amplikacijo velja fn(v) = fn(w). Ker pa V ∗
separira to£ke v prostoru V (kar je posledica tega, da funkcionali V ∗ slikajo
v Hausdorov prostor C), je zato tudi v = w.
Ostane nam ²e dokaz surjektivnosti. Predpostavimo nasprotno, da ob-
staja element ϕ0 ∈ CSn(A(K))\θn(Kn). V tem zapisu prepoznamo pogoj za
uporabo matri£nega Hahn-Banachovega separacijskega izreka 6.18 na vek-
torskem prostoru A(K)∗, opremljenem s ²ibko∗ topologijo, in ²ibko∗ zaprti
matri£ni konveksni mnoºici θ(K) v A(K)∗. Obstajata torej ²ibko∗ zvezna
linearna preslikava Φ : A(K)∗ → Mn in sebiadjungirana matrika α ∈ Mn, da
velja:
(7.1) ReΦ(θr(v)) ≼ α⊗ Ir
za vsak v ∈ Kr in naravno ²tevilo r ter
(7.2) ReΦ(ϕ0)  α⊗ In.
Pri identikaciji Φ s preslikavo F ∈Mn(A(K)) ∼= A(K,Mn) lahko neenakost
(7.1) ekvivalentno zapi²emo kot:
ReFr(v) ≼ α⊗ Ir
za vsak v ∈ Kr in naravno ²tevilo r. To pomeni, da v prostoru Mn(A(K))
velja ReF ≼ α⊗ I.
Poleg tega v oznakah iz razdelka 6.1 o dualnih prostorih izraz (7.2) prepi-
²emo v obliko
(7.3) Re(ϕ0)n(F)  α⊗ In.
Ker je ϕ0 unitalen in povsem pozitiven, lahko z uporabo izraºave iz opombe
7.6 kon£no sklepamo:
Re(ϕ0)n(F) = (ϕ0)n(Re(F)) ≼ (ϕ0)n(α⊗ I) = α⊗ ϕ0(I) = α⊗ In,
kar je protislovje s (7.3). Zato tak ϕ0 ne obstaja in je θn surjektivna za vsako
naravno ²tevilo n. 
Oglejmo si, kako nam pravkar dokazana karakterizacija pomaga pri nadaljevanju
primerjave obi£ajnih in matri£nih ekstremnih to£k iz trditve 5.5.
Trditev 7.8. Naj bo K kompaktna matri£na konveksna mnoºica v lokalno konve-
ksnem vektorskem prostoru V. Tedaj je vsaka njena matri£na ekstremna to£ka tudi
ekstremna po obi£ajni deniciji.
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Dokaz. Po karakterizaciji v izreku 7.7 zado²£a obravnavati primer, ko jeK = CS(R)
za neki operatorski sistemR. To pa zato, ker matri£ni ani homeomorzmi ohranjajo
tako obi£ajne kot matri£ne ekstremne to£ke.
Denimo torej, da je ϕ ∈ CSn(R) matri£na ekstremna to£ka, ki jo lahko izrazimo
na spodnji na£in:
ϕ = tϕ1 + (1− t)ϕ2
za elementa ϕ1 in ϕ2 iz CSn(R) ter ²tevilo t ∈ (0, 1). Zaradi predpostavke o matri£ni
ekstremnosti je tedaj ϕ unitarno podobna tako ϕ1 kot ϕ2, t.j. za vsak x ∈ R lahko
matriko ϕ(x) izrazimo kot pravo konveksno kombinacijo (torej tako s pozitivnimi
koecienti) elementov iz njene unitarne orbite v Mn. Po izreku iz [12] podobno kot
v trditvi 5.5 tedaj sklepamo, da velja ϕ(x) = ϕ1(x) = ϕ2(x) za vsak x ∈ R. To pa
pomeni, da je ϕ ekstremna tudi po obi£ajni deniciji. 
8. Krein-Milmanov izrek
V zaklju£nem poglavju bomo naslovili vpra²anje, ki vse od uvoda motivira doga-
janje. I²£emo tako minimalno podmnoºico dane konveksne mnoºice K, da lahko s
konveksnimi kombinacijami njenih to£k aproksimiramo poljuben element K. Obrav-
navali smo ekstremne to£ke kot kandidatke za generatorje in pojem konveksne ogri-
nja£e, ki generatorje poveºe med seboj. Zanima nas tudi, kak²nim pogojem mora
K zado²£ati, da jo lahko rekonstruiramo iz njenih ekstremnih to£k. Na² cilj je pred-
vsem odgovor na vpra²anje v kontekstu matri£nih konveksnih mnoºic, najprej pa si
oglejmo rezultat v klasi£ni teoriji konveksnosti.
Izrek 8.1 (Krein-Milmanov izrek). Naj bo K kompaktna konveksna podmnoºica
lokalno konveksnega vektorskega prostora V . Potem je extK ̸= ∅ in velja:
K = conv(extK),
kjer conv(M) ozna£uje zaprtje konveksne ogrinja£e mnoºice M.
Oglejmo si nekaj osnovnih ponazoritvenih primerov.
Primer 8.2. (a) Ekstremne to£ke konveksnega ve£kotnika (t.j. politopa v R2)
so natanko njegova ogli²£a. Izrek 8.1 si lahko razloºimo na slede£i na£in.
Denimo, da neko izbrano ogli²£e z diagonalami poveºemo z vsemi nesose-
dnjimi ogli²£i. Na ta na£in tvorimo triangulacijo ve£kotnika. Za poljubna
tri (nekolinearna) ogli²£a je njihova konveksna ogrinja£a natanko trikotnik,
ki ga dolo£ajo. Torej bo konveksna ogrinja£a ogli²£ vsebovala vse trikotnike
v triangulaciji in posledi£no tudi celoten ve£kotnik.
(b) V primeru krogle v Rn je mnoºica ekstremnih to£k natanko robna sfera,
vsaka to£ka krogle pa leºi na neki diametralni daljici s kraji²£ema na sferi.
(c) Spodnji sliki nakazujeta teºave pri obravnavi nekompaktne konveksne mno-
ºice. Zaprta polravnina na levi sploh nima ekstremnih to£k, v primeru lika
na desni pa lahko s konveksnimi kombinacijami njegovih (ozna£enih) ekstre-
mnih to£k izrazimo le trikotnik, ki ga le te dolo£ajo.
(d) Kot zgled uporabe zgornjega izreka razloºimo, zakaj je vsak omejen polieder
politop. Omejen polieder je kompaktna konveksna mnoºica, poleg tega iz
primera 6.13 ºe vemo, da ima kon£no mnogo ekstremnih to£k. Torej je po
Krein-Milmanovem izreku enak konveksni ogrinja£i kon£ne mnoºice in je zato
politop. ♦
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Slika 3. Krein-Milmanov izrek v primeru neomejene zaprte mnoºice
na levi oziroma omejene mnoºice na desni, ki ni zaprta, o£itno odpove.
Skica dokaza izreka 8.1 v primeru V = Rn. Dokazali bomo, da za kompaktno kon-
veksno mnoºico K ⊆ Rn velja K = conv(extK) (torej je ºe sama konveksna ogri-
nja£a njenih ekstremnih to£k zaprta). Uporabili bomo indukcijo na dimenzijo mno-
ºice K, torej na dimenzijo njene ane ogrinja£e.
e ima K eno samo to£ko (ki je posledi£no ekstremna), izrek velja. Enodimen-
zionalen an podprostor pa je premica, zato je v tem baznem primeru mnoºica K
neizrojena daljica oblike [x, y] za neka elementa x, y ∈ K. To sta tudi njeni edini
ekstremni to£ki in o£itno zado²£ata conv({x, y}) = [x, y].
Za indukcijski korak lahko brez ²kode za splo²nost predpostavimo, da je K di-
menzije n, torej da je njena ana ogrinja£a enaka Rn (sicer se omejimo na okolje
njene ane ogrinja£e). Po indukcijski predpostavki izrek velja za vse kompaktne
konveksne mnoºice niºje dimenzije. Ker je K konveksna in vsebuje vse svoje eks-
tremne to£ke, velja conv(extK) ⊆ K. Dokazati moramo ²e, da lahko vsak element
x ∈ K izrazimo kot konveksno kombinacijo ekstremnih to£k. e je x vsebovan v
notranjosti (omejene konveksne mnoºice) K, potem vsaka premica skozenj seka rob
K v dveh to£kah; posledi£no leºi x na daljici med tema robnima to£kama. Torej
zado²£a obravnavati primer, ko je x robna to£ka.
Izkaºe se, da tedaj obstaja prava nosilna hiperravnina H na mnoºico K v to£ki x,
torej je x ∈ H in K * H. e namre£ x izrazimo kot limito zaporedja to£k (xj)j∈N
izven K, lahko H konstruiramo kot limito (pod)zaporedja nosilnih hiperravnin na
projekcije (PK(xj))j∈N (ve£ o tem v [4, Section III.2]). Oglejmo si izpostavljeno lice
L := K∩H. To je konveksna (kot presek konveksnih) in kompaktna (zaprta kot pre-
sek zaprtih ter omejena, saj L ⊆ K) podmnoºica K. Poleg tega je njena dimenzija
kve£jemu manj²a od dimenzije H (in zato manj²a od n, saj K * H). Po indukcijski
predpostavki velja L = conv(extL), zato lahko x izrazimo kot konveksno kombina-
cijo ekstremnih to£k L. Iz denicije pa hitro sledi, da so ekstremne to£ke kompaktne
konveksne mnoºice L podmnoºica ekstremnih to£k K, zato je x ∈ conv(extK). 
Dokaz splo²ne verzije izreka 8.1 je idejno podoben, pri£akovano pa uporablja mo£-
nej²e sredstvo kot indukcijo, korak izpeljemo preko Zornove leme (ve£ o tem v [7,
V, Theorem 7.4]).
Spomnimo se, razdelek smo za£eli s problemom iskanja ustreznice baze kon-
veksne mnoºice. Krein-Milmanov izrek nam v jeziku vektorskih prostorov pove,
da tvorijo ekstremne to£ke kompaktne konveksne mnoºice njeno ogrodje. Ostane
nam torej ²e dokaz minimalnosti mnoºice ekstremnih to£k med moºnimi mnoºicami
generatorjev.
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Izrek 8.3. Naj bo K kompaktna konveksna podmnoºica lokalno konveksnega vektor-
skega prostora V in S taka podmnoºica K, da velja K = conv(S). Tedaj so ekstremne
to£ke K vsebovane v zaprtju mnoºice S.
V poglavju 5 smo pri vpeljavi ekstremnih to£k konveksnih mnoºic v Rn ºe po-
jasnili, da vsaka mnoºica S (kot v izreku) z lastnostjo conv(S) = K vsebuje vse
ekstremne to£ke K. Torej smo tako dokazali zgornji izrek v primeru V = Rn. Dokaz
splo²ne razli£ice najdemo v [7, Theorem V.7.8].
8.1. Krein-Milmanov izrek za matri£ne konveksne mnoºice. Pred obravnavo
naslovnega izreka denirajmo ²e matri£ni analog konstrukcije, ki matri£ni mnoºici
(npr. matri£nih ekstremnih to£k) priredi primerno matri£no konveksno mnoºico.
Denicija 8.4. Naj bo S = (Sn)n∈N matri£na mnoºica v lokalno konveksnem vek-
torskem prostoru V (torej je Sn ⊆Mn(V ) za vsako naravno ²tevilo n).
(a) Najmanj²i zaprti matri£ni konveksni mnoºici, ki vsebuje S, pravimo zaprta
matri£na konveksna ogrinja£a mnoºice S in jo ozna£imo z mconvS.
(b) Za izbrano naravno ²tevilo n imenujemo najmanj²o zaprto C∗-konveksno
mnoºico, ki vsebuje Sn, zaprta C∗-konveksna ogrinja£a Sn.
Zaprto matri£no konveksno ogrinja£o druºine S lahko opi²emo kot presek vseh
zaprtih matri£nih konveksnih mnoºic, ki vsebujejo S. Preprosto se prepri£amo, da
je presek matri£nih konveksnih mnoºic spet matri£na konveksna mnoºica; s tem
utemeljimo tudi poimenovanje zaprte matri£ne konveksne ogrinja£e. Le ta je kot
presek zaprtih mnoºic tudi zaprta, zato taka konstrukcija obstaja za vsako matri£no
mnoºico.
Ekvivalentno jo lahko opi²emo tudi kot zaprtje matri£ne (konveksne) mnoºice vseh
matri£nih konveksnih kombinacij elementov S. e bi za£eli s to karakterizacijo, bi
se morali za dobro deniranost prepri£ati, da je zaprtje matri£ne konveksne mnoºice
tudi matri£na konveksna mnoºica.
Opremljeni z denicijo matri£ne konveksne ogrinja£e, ki kandidatke za matri£no
ustreznico ogrodja konveksne mnoºice poveºe v celoto, se z ozirom na klasi£no teorijo
posvetimo Krein-Milmanovemu izreku za matri£ne konveksne mnoºice.
Izrek 8.5 (Webster, Winkler [19, Theorem 4.3]). Naj bo K kompaktna matri£na
konveksna mnoºica v lokalno konveksnem vektorskem prostoru V . Potem je mnoºica
njenih matri£nih ekstremnih to£k mextK neprazna in velja:
K = mconv(mextK).
Opomba 8.6. Vsaka komponentna Kn je tudi konveksna po obi£ajni deniciji,
zato zanjo velja klasi£ni Krein-Milmanov izrek 8.1, t.j. rekonstruiramo jo lahko z
konveksnimi kombinacijami njenih obi£ajnih ekstremnih to£k. Matri£na razli£ica
Krein-Milmanovega izreka pove, da lahko komponente poustvarimo ºe iz njihovih
matri£nih ekstremnih to£k (ki so podmnoºica obi£ajnih), vendar pa zato potre-
bujemo ve£ svobode v konstrukciji. Obi£ajne konveksne kombnacije niso dovolj,
uporabiti je potrebno njihove matri£ne ustreznice.
Pred dokazom si oglejmo ºe videna primera, ki ponazarjata veljavnost izreka 8.5.
Primer 8.7. (a) Spomnimo se (primer 5.6), da sta matri£ni ekstremni to£ki
matri£nega intervala K := [aI, bI] natanko kraji²£i K1, torej to£ki a in b.
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Vemo, da je K1 = [a, b] = conv({a, b}) ⊆ mconv({a, b}). Poleg tega vemo,
da lahko poljubno matriko A iz komponente [aIn, bIn] za n > 1 diagonalizi-
ramo, natan£neje, jo zapi²emo v obliki matri£ne konveksne kombinacije:
A = U∗
⎛⎝λ1 . . .
λn











Torej je res K = mconv({a, b}) = mconv(mextK). Opazimo ²e, da v tem
primeru lahko izpustimo oznako za zaprtje matri£ne konveksne ogrinja£e,
saj smo vsako matriko iz K zapisali kar kot matri£no konveksno kombinacijo
to£k a in b (ne pa kot limito zaporedja takih). Z drugimi besedami, mnoºica
matri£nih konveksnih kombinacij mnoºice {a, b} je zaprta.
(b) Naj bo A neka C∗-algebra. Kot v dokazu trditve 5.8 se bomo sklicali na
razli£ico Krein-Milmanovega izreka za C∗-konveksne mnoºice [11, Theorem
2.1], po kateri je za vsako naravno ²tevilo n mnoºica matri£nih stanj CSn(A)
enaka zaprti C∗-konveksni ogrinja£i svojih C∗-ekstremnih to£k. Poleg tega
smo v dokazu trditve 5.8 omenili, da lahko vsako C∗-ekstremno to£ko CSn(A)
izrazimo kot matri£no konveksno kombinacijo matri£nih ekstremnih to£k
CS(A). Ker je vsaka C∗-konveksna kombinacija le poseben primer matri£ne
konveksne kombinacije, velja:
CS(A) = mconv(mextCS(A)).
Opazimo, da v tem primeru zaprta C∗-konveksna ogrinja£a C∗-ekstremnih
to£k in matri£na konveksna ogrinja£a matri£nih ekstremnih to£k sovpadata.
♦
Preden se posvetimo dokazu izreka 8.5, si pripravimo manjkajo£a sredstva. V
osnovi je ideja dokaza prevedba na klasi£no teorijo konveksnosti in zvita uporaba
Krein-Milmanovega izreka 8.1. Zato zaporedju K = (Kr)r∈N, kjer je posamezna Kr
podmnoºica v Mr(V ), za vsako naravno ²tevilo n priredimo zaporedje pomoºnih
mnoºic
(8.1) ∆n(K) = {γ∗vγ | v ∈ Kr, γ ∈ Mr,n, ∥γ∥2 = 1, r ∈ N} ⊆Mn(V ),
kjer ∥ · ∥2 ozna£uje Hilbert-Schmidtovo normo, denirano na spodnji na£in:




Pri tem je (ei)ni=1 poljubna ortonormirana baza Rn in ∥ · ∥ obi£ajna norma na Rr.
Prepri£ajmo se, da je za matri£no konveksno mnoºico K izpeljana mnoºica ∆n(K)
konveksna po obi£ajni deniciji. Naj bosta torej γ∗vγ in δ∗wδ elementa ∆n(K) za
neka v ∈ Kr in w ∈ Ks ter matriki γ ∈ Mr,n in δ ∈ Ms,n, ki zado²£ata ∥γ∥2 =
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∥δ∥2 = 1. Tedaj lahko za poljubno ²tevilo t iz [0, 1] zapi²emo:









































= t∥γ∥22 + (1− t)∥δ∥22 = 1.
Torej je konveksna kombinacija tγ∗vγ + (1− t)δ∗wδ vsebovana v ∆n(K).
Poleg tega lahko za vsak element γ∗vγ iz ∆n(K), kjer je v iz Kr, predpostavimo,
da je matrika γ ∈ Mr,n surjektivna (in posledi£no r ≤ n). Res, naj bo γ ∈ Mr,n
poljubna matrika z lastnostjo ∥γ∥2 = 1 in s ∈ N dimenzija zaloge vrednosti matrike
γ. Naj bo ²e ξ ∈ Mr,s izometrija iz Cs na zalogo vrednosti γ. Potem velja:
(8.3) γ∗vγ = (ξγ)∗(ξvξ∗)(ξγ),
kjer je ξvξ∗ element Ks in je matrika ξγ surjektivna. Torej lahko (8.1) prepi²emo v
obliko:
(8.4) ∆n(K) = {γ∗vγ | v ∈ Kr, γ ∈ Mr,n, ∥γ∥2 = 1, r ≤ n}.
Iz zgornjega zapisa sledi, da kompaktnost mnoºiceK implicira kompaktnost ∆n(K).





Mr,n | ∥γ∥2 = 1}
)
s preslikavo, ki na v iz Kr in γ iz Mr,n deluje na slede£i na£in:
(v, γ) ↦→ γ∗vγ ∈ ∆n(K).
Iz za£etne kompaktne matri£ne konveksne mnoºice K lahko torej konstruiramo za-
poredje kompaktnih konveksnih mnoºic (∆n(K))n∈N, pravo vrednost te vpeljave pa
pojasnjujeta slede£i lemi. Izkaºe se, da lahko ekstremne to£ke ∆n(K) na ugoden na-
£in opi²emo z matri£nimi ekstremnimi to£kamiK. Najprej si oglejmo korespondenco
v kanoni£nem primeru prostorov matri£nih stanj nekega operatorskega sistema.
Lema 8.8. Naj bo R operatorski sistem in ϕ̄ ekstremna to£ka ∆n(CS(R)). Potem
obstaja matri£na ekstremna to£ka ϕ iz CSr(R) za neko naravno ²tevilo r ≤ n in
surjektivna matrika γ iz Mr,n z lastnostjo ∥γ∥2 = 1, da velja:
ϕ̄ = γ∗ϕγ.
Dokaz. Naj bo ϕ̄ ∈ ∆n(CS(R)) ekstremna to£ka. Po opisu (8.4) jo lahko izrazimo
kot ϕ̄ = γ∗ϕγ za neki ϕ ∈ CSr(R) in naravno ²tevilo r ter surjektivno matriko γ iz
Mr,n z lastnostjo ∥γ∥2 = 1.
Trdimo, da je to£ka ϕ matri£na ekstremna. Denimo, da lahko ϕ izrazimo v




iϕiαi, kjer je posamezen




iαi = Ir. Tedaj realna ²tevila
49




















= ∥γ∥22 = 1.
Ker so matrike αi in γ surjerktivne, je vsak ti neni£eln; to sledi iz denicije (8.2)
Hilbert-Schmidtove norme. Torej lahko ϕ̄ izrazimo v obliki prave (t.j. take z neni-
£elnimi skalarji) konveksne kombinacije:














Od tod pa zaradi ekstremnosti to£ke ϕ̄ sledi γ∗ϕγ = ∥αiγ∥−22 (αiγ)∗ϕi(αiγ) za i =
1, . . . , k. Ker pa ima γ desni inverz (in ima zato γ∗ levi inverz), lahko v zadnjem
izrazu kraj²amo matriki γ in γ∗ ter tako dobimo zvezo:
(8.5) ϕ∥αiγ∥22 = α∗iϕiαi
za i = 1, . . . , k. e obe strani enakosti (8.5) izvrednotimo v identiteti I ∈ R ter
upo²tevamo unitalnost preslikav ϕ in ϕi, izpeljemo ²e slede£i izraz:
Ir∥αiγ∥22 = α∗iαi.
Po predpostavki je posamezna αi surjektivna, zato je taka tudi matrika δi :=
∥αiγ∥−12 αi za i = 1, . . . , k. Poleg tega velja δ∗i δi = Ir, zaradi £esar je δi tudi injek-
tivna. Kon£no to pomeni, da je vsaka od matrik δi unitarna (v posebnem obrnljiva)
r× r matrika, ki dolo£a unitarno ekvivalenco (8.5) med ϕ in ϕi. Torej je ϕ matri£na
ekstremna to£ka. 
Z uporabo karakterizacije iz izreka 7.7 sedaj raz²irimo rezultat pravkar dokazane
leme v kontekst poljubne kompaktne matri£ne konveksne mnoºice.
Lema 8.9. Naj bo K = (Kn)n∈N kompaktna matri£na konveksna mnoºica v lokalno
konveksnem vektorskem prostoru V in v̄ ekstremna to£ka ∆n(K). Potem obstaja
matri£na ekstremna to£ka v iz Kr za neko naravno ²tevilo r in surjektivna matrika
γ iz Mr,n z lastnostjo ∥γ∥2 = 1, da velja:
v̄ = γ∗vγ.
Dokaz. Po drugi to£ki izreka 7.7 obstaja operatorski sistem R in matri£ni ani ho-
meomorzem θ = (θn)n∈N : CS(R)→ K. Ta inducira preslikavo Ψ : ∆n(CS(R))→
∆n(K), podano s predpisom:
Ψ(γ∗ϕγ) = γ∗θr(ϕ)γ
za element ϕ ∈ CSr(R) in matriko γ ∈ Mr,n z lastnostjo ∥γ∥2 = 1. Dokaºimo, da je
preslikava Ψ dobro denirana, zvezna, ana in surjektivna.
Najprej razmislimo o dobri deniranosti. Naj bo ξ kot v (8.3) izometrija iz Cs na






kjer je ξγ desno obrnljiva, lahko brez ²kode za splo²nost predpostavimo, da je γ
desno obrnjiva. Naj bosta sedaj ψ ∈ CSt(R) in δ ∈ Mt,n, za katera je γ∗ϕγ = δ∗ψδ.
Ker sta tako ϕ kot ψ unitalni, iz izvrednotenja te enakosti v I ∈ R dobimo γ∗γ = δ∗δ








oziroma γ∗θr(ϕ)γ = δ∗θs(ψ)δ, kar pomeni, da je Ψ dobro denirana.
Surjektivnost in anost Ψ sedaj sledita iz sorodnih lastnosti preslikave θ. Za do-
kaz zveznosti naj bo (γ∗i ϕiγi)i∈I tako posplo²eno zaporedje v ∆n(CS(R)), kjer je
posamezen ϕi ∈ CSri(R) in γi ∈ Mri,n, da velja:
γ∗i ϕiγi → γ∗ϕγ ∈ ∆n(CS(R)).
Ozna£imo ηi = γiγ−1 ∈ Mri,r, torej velja η∗iϕiηi → ϕ. Ker so vse dane preslikave
unitalne, sklepamo tudi o konvergenci:
(8.6) η∗i ηi → Ir.
Naj bo sedaj ηi = uipi polarni razcep matrike ηi (podobno kot v dokazu trditve
3.5), kjer je ui ∈ Mri,r matrika z ortonormiranimi stolpci in pi ∈ Mr pozitivno







i∈I konvergira k Ir, torej tudi (pi)i∈I (kot posplo²eno zaporedje matrik
z nenegativnimi lastnimi vrednostmi) konvergira k Ir. Sklepamo, da morajo biti
za dovolj velike indekse i matrike pi surjektivne. Poleg tega posplo²eno zaporedje(
ui − ηi = ui(Ir − pi)
)
i∈I konvergira k 0, zato velja:
u∗iϕiui = η
∗
iϕiηi + (ui − ηi)∗ϕiui + η∗iϕi(ui − ηi) → ϕ.
Od tod zaradi zveznosti (matri£ne ane) preslikave θ, natan£neje θr, sledi:
η∗i θri(ϕi)ηi = piθr(u
∗
iϕiui)pi → Irθr(ϕ)Ir = θr(ϕ),
kar ekvivalentno pomeni:
Ψ(γ∗i ϕiγi) = γ
∗
i θri(ϕi)γi → γ∗θr(ϕ)γ = Ψ(γ∗ϕγ).
Torej je Ψ res zvezna.
Poleg tega se za ekstremno to£ko v̄ iz ∆n(K) preprosto prepri£amo, da je Ψ−1(v̄)
kompaktna konveksna podmnoºica v ∆n(CS(R)). Torej ima po Krein-Milmanovem
izreku 8.1 neko ekstremno to£ko. Ta pa je (po zaklju£nem sklepu skice dokaza
izreka 8.1) tudi ekstremna to£ka ∆n(CS(R)). Opazimo ²e, da preslikava θ ohranja
matri£ne ekstremne to£ke, zato zaklju£ek dokaza sledi po lemi 8.8. 
Opomba 8.10. V opisu (8.4) mnoºice ∆n(K) nastopa Hilbert-Schmidtova norma,
zato ne moremo sklepati, da je ∆n(K) zaprta za delovanje matri£nih anih home-
omorzmov K (£eprav bi se ob prvem pogledu na obliko njenih elementov morda
nadejali take ugotovitve). Vpogled v teºave nam poda dokaz dobre deniranosti
zgornje preslikave Ψ.
S tem opremljeni se lahko posvetimo dokazu Krein-Milmanovega izreka 8.5 za
matri£ne konveksne mnoºice, kjer bomo ponovno pri£a uporabi Hahn-Banachovega
izreka 6.18 o lo£evanju to£ke in zaprte matri£ne konveksne mnoºice. Poleg tega se
spomnimo tudi na vzporednice med linearnimi funkcionali na matri£nem prostoru
Mn(V ) in linearnimi preslikavami V → Mn, kar nam omogo£a pretvorbo v jezik
klasi£ne konveksnosti Mn(V ) in uporabo izreka 8.1.
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Iz slede£ega dokaza je tudi razvidno, da lahko posamezno komponento Kn rekon-
struiramo zgolj z matri£nimi ekstremnimi to£kami mnoºic Kr za r ≤ n.
Dokaz izreka 8.5. Naj bo K = (Kn)n∈N kompaktna matri£na konveksna mnoºica v
lokalno konveksnem vektorskem prostoru V . Iz opombe 5.4 vemo, da obi£ajne in ma-
tri£ne ekstremne to£keK1 sovpadajo. Ker jeK1 kompaktna in konveksna, ima po iz-
reku 8.1 vsaj eno ekstremno to£ko, ki je torej matri£na ekstremna to£kaK. Z drugimi
besedami je mextK ̸= ∅, iz denicije pa sledi tudi vsebovanost mconv(mextK) ⊆ K.
Poleg tega lahko predpostavimo, da je 0 ∈ mconv(mextK), sicer vsako komponento
Kn transliramo za element v⊗ In za neki v ∈ K1 (pri £emer opazimo, da translacije
ohranjajo matri£ne ekstremne to£ke).
Dokazati moramo ²e drugo vsebovanost, torej K ⊆ mconv(mextK). Denimo na-
sprotno, da obstaja element v0 ∈ Kn\(mconv(mextK))n. V tem prepoznamo pred-
postavko matri£ne razli£ice separacijskega Hahn-Banachovega izreka 6.18. Torej
obstaja taka zvezna linearna preslikava Φ : V → Mn, da velja:
(8.7) ReΦr(v) ≼ In·r
za vsako naravno ²tevilo r in to£ko v ∈ (mconv(mextK))r ter
(8.8) ReΦn(v0)  In2 .
Cilj je prevedba na podatke, na katerih lahko uporabimo klasi£en Krein-Milmanov
izrek, zato opazimo, da preslikava Φ vsakemu paru matrik γ, δ ∈ Mr,n priredi zvezen
linearen funkcional F :Mn(V ) → C, ki zado²£a:
F (γ∗vδ) = ⟨Φr(v)δ, γ⟩
za vsak v ∈ Mr(V ). Pri tem matriki γ in δ na desni poistovetimo z vektorjema v
(Cn)r.
Naj bo sedaj v̄ ekstremna to£ka ∆n(K). Po lemi 8.9 jo lahko zapi²emo v obliki
v̄ = γ∗vγ za neko matri£no ekstremno to£ko v ∈ Kr, matriko γ ∈ Mr,n z lastnostjo
∥γ∥2 = 1 in naravno ²tevilo r ≤ n. Torej iz neenakosti (8.7) in opombe 7.6 sledi:
ReF (v̄) = ReF (γ∗vγ) = Re ⟨Φr(v)γ, γ⟩
= ⟨ReΦr(v)γ, γ⟩ ≤ ⟨In·rγ, γ⟩
= ∥γ∥22 = 1.
Ker zgornja ocena velja za vsako ekstremno to£ko v̄ iz ∆n(K) in iz kompaktnosti K
sledi kompaktnost ∆n(K), po Krein-Milmanovem izreku 8.1 velja:
ReF (w) ≤ 1
za vsak element w ∈ ∆n(K) (saj je F linearna in lahko vsak tak w izrazimo kot
konveksno kombinacijo ekstremnih to£k). To pa pomeni, da imamo za poljuben
enotski vektor ξ ∈ Cr·n in v ∈ Kr oceno:
Re ⟨Φr(v)ξ, ξ⟩ = ReF (ξ∗vξ) ≤ 1 = ⟨In·rξ, ξ⟩,
zaradi £esar je ReΦr(v) ≼ In·r za vsako naravno ²tevilo r. To pa je v protislovju s
(8.8), kar pomeni, da mora veljati mconv(mextK) = K. 
Obravnavali bomo ²e matri£no razli£ico obrata Krein-Milmanovega izreka, t.j. ma-
tri£no ustreznico izreku 8.3. Na ta na£in argumentiramo optimalnost (oziroma mini-
malnost) mnoºice matri£nih ekstremnih to£k med moºnimi mnoºicami generatorjev.
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Izrek 8.11 (Webster, Winkler [19, Theorem 4.6]). Naj bo K = (Kn)n∈N kompaktna
matri£na konveksna mnoºica v lokalno konveksnem vektorskem prostoru V in S =
(Sn)n∈N druºina zaprtih podmnoºic Sn v Kn, ki je zaprta za delovanje izometrij. To
pomeni, da za vsako matriko ξ iz Mm,n z lastnostjo ξ∗ξ = In velja ξ∗Smξ ⊆ Sn.
e mnoºica S zado²£a mconv(S) = K, potem vsebuje mnoºico matri£nih ekstre-
mnih to£k K.
Ker predstavlja zgornji izrek obrat matri£nega Krein-Milmanovega izreka, bomo
v nadaljevanju sre£ali tudi pripravljalno lemo, ki bo simulirala obrat leme 8.8. Ra-
zloºimo najprej v dokazu pojavljajo£e se mimobeºne pojme ter z njimi povezano
opombo in trditev. Za operatorski sistem R v B(H) in vektorski podprostor V v H
pravimo, da je V invarianten za R, £e za vsako preslikavo ϕ ∈ R in vektor x ∈ V
velja ϕ(x) ∈ V. Operatorski sistem R v B(H) je nerazcepen, £e sta {0} in H njegova
edina zaprta invariantna podprostora.
e je R razcepen operatorski sistem v B(H) in V njegov netrivialen zaprt inva-
rianten podprostor (torej V ̸= {0},H), potem ima V netrivialen komplementaren
podprostor W in so glede na razcep H = V ⊕W vsi elementi R blo£no zgornje-
trikotni operatorji. e ve£, po deniciji je operatorski sistem zaprt za adjugiranje;
£e ozna£imo R̃ := {ϕ∗ | ϕ ∈ R}, velja R̃ = R. Poleg tega iz osnov funkcionalne
analize (glej [7, Chapter II.3]) vemo, da je zaprt podprostor V invarianten tako za
R kot za R̃ natanko tedaj, ko ima (zaprt) R-invaranten komplement. Torej so glede
na razcep H = V ⊕W elementi R blo£no diagonalni operatorji.
Opomba 8.12. Obrazloºimo, da je na videz nenaravna zahteva o zaprtosti dane
matri£ne mnoºice S za izometrije v izreku 8.11 v resnici nujna. V primeru, ko
je K prostor matri£nih stanj CS(A) za neko C∗-algebro A, iz trditve 5.8 vemo,
da so pripadajo£e matri£ne ekstremne to£ke natanko t.i. £ista stanja. Z uporabo
Stinespringovega opisa 4.4 matri£nih stanj lahko dokaºemo, da izometrije ohranjajo
£ista stanja.
Res, spomnimo se, da lahko vsako matri£no stanje na C∗-algebri A zapi²emo v
obliki ϕ = V ∗πV, kjer je V : H → K izometrija med Hilbertovim prostorom H (ki
vsebuje A) in pomoºnim Hilbertovim prostorom K ter π : A → B(K) pripadajo£a
upodobitev, t.j. ∗-homomorzem (kot v 4.4). Ozna£imo s π0 zoºitev preslikave π




) v K. Tedaj velja
ϕ = V ∗π0V, kar pomeni, da je tudi π0 Stinespringova upodobitev stanja ϕ. Zato






Iz [2, Chapter I] sledi, da je minimalna upodobitev stanja ϕ dolo£ena do unitarne
ekvivalence natan£no. Torej za minimalni upodobitvi π1 : A → B(K1) in π2 : A →
B(K2) ter izometriji V1 : H → K1 in V2 : H → K2, za kateri je ϕ = V ∗1 π1V1 = V ∗2 π2V2,
obstaja taka unitarna preslikava Ũ : K1 → K2, da velja ŨV1 = V2 in Ũπ1Ũ∗ = π2.
Iz istega vira sklepamo tudi, da je vsaka minimalna upodobitev π : A → B(K)
£istega matri£nega stanja nerazcepna. To pomeni, da ne obstaja netrivialen zaprt
π-invarianten podprostor v K. e pa stanje ϕ′ ni ekstremna to£ka CS(A), potem
je unitarno podobno diagonalni matriki £istih stanj, torej oblike:
ϕ′ = U∗
⎛⎝ϕ1 . . .
ϕn











Zato je pripadajo£a (minimalna) Stinespringova upodobitev razcepna (saj je diago-
nalna matrika). Ker si razcepna in nerazcepna upodobitev ne moreta biti unitarno
podobni, iz zgornjih lastnosti minimalnih upodobitev sklepamo, da stanja, ki ni
£isto, ne moremo izraziti preko nerazcepne Stinespringove upodobitve.
Za poljubno izometrijo W in £isto stanje ϕ je preslikava ψ := W ∗ϕW unitalna
(kar sledi iz lastnosti W ∗W = I), povsem pozitivna in oblike ψ = (VW )∗π(VW ).
Torej je matri£no stanje ψ podano z isto nerazcepno minimalno upodobitvijo π in
je zato £isto.
V resnici za generiranje dane kompaktne matri£ne konveksne mnoºice ne potre-
bujemo vseh izometri£nih slik matri£nih ekstremnih to£k, hkrati pa nimamo poeno-
tenega odgovora na vpra²anje, katere izmed njih so odve£ne.
Spodaj navedeno trditev bomo uporabili v dokazu njej slede£e leme. Je posledica
globljega Arvesonovega robnega izreka (glej [3, Theorem 2.1.1]), vendar obstaja
tudi elementarnej²i dokaz (glej [10, Proposition 4.6]). Trditev pravi, da je identiteta
t.i. robna upodobitev nerazcepnega operatorskega sistema v Mn.
Trditev 8.13. Naj bo R nerazcepen operatorski sistem v Mn in ψ : Mn → Mn
matri£no stanje, ki zado²£a ψ|R = id. Tedaj je ψ = id.
Lema 8.14. Naj bo R operatorski sistem. Potem je za vsako matri£no ekstremno
to£ko ϕ iz CSn(R) in matriko γ iz Mn z lastnostjo ∥γ∥2 = 1 element
ϕ̄ = γ∗ϕγ
ekstremna to£ka ∆n(CS(R)).
Dokaz. Naj bo ϕ matri£na ekstremna to£ka iz CSn(R) in γ ∈ Mn matrika z la-
stnostjo ∥γ∥2 = 1. Podobno kot v dokazu leme 8.8 lahko predpostavimo, da je γ





torej, da jo lahko zapi²emo v obliki prave konveksne kombinacije
γ∗ϕγ = tγ∗1ϕ1γ1 + (1− t)γ∗2ϕ2γ2
za preslikavi ϕ1 ∈ CSr1(R) in ϕ2 ∈ CSr2(R), desno obrnljivi matriki γ1 ∈ Mr1,n in




−1) + (1− t)(γ2γ−1)∗ϕ2(γ2γ−1).
To pa je prava matri£na konveksna kombinacija, kar sledi iz unitalnosti preslikav ϕ,
ϕ1 in ϕ2 ter surjektivnosti matrik γ, γ1 in γ2. Ker je ϕ po predpostavki matri£na
ekstremna to£ka, velja n = r1 = r2. Poleg tega obstajata unitarni matriki u1, u2 ∈
Mn, za kateri je ϕ1 = u∗1ϕu1 in ϕ2 = u∗2ϕu2 oziroma:
ϕ = t(u1γ1γ
−1)∗ϕ(u1γ1γ
−1) + (1− t)(u2γ2γ−1)∗ϕ(u2γ2γ−1).
V zgornjem zapisu prepoznamo obliko matri£nega stanja. Oglejmo si zato preslikavo
ψ : Mn → Mn, podano s predpisom:
ψ(α) = t(u1γ1γ
−1)∗α(u1γ1γ
−1) + (1− t)(u2γ2γ−1)∗α(u2γ2γ−1)
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za matriko α ∈ Mn. To je matri£no stanje, za katero velja ϕ = ψ ◦ ϕ. Poleg tega
je operatorski sistem ϕ(R) v Mn nerazcepen, sicer bi bila preslikava ϕ unitarno
podobna diagonalni matriki matri£nih stanj, kar bi bilo v protislovju z matri£no
ekstremnostjo (analogno kot v prvi to£ki primera 8.7). Tedaj po trditvi 8.13 velja
ψ = id. Izkaºe se, da lahko v opisu povsem pozitivnih preslikav iz izreka 4.6 dose-











za neki s ∈ [0, 1] in ²tevili λ1, λ2 ∈ C, ki zado²£ata |λ1| = |λ2| = 1. Vendar pa lahko
izrazimo:














= s∥γ∥22 = s,








in podobno γ∗2ϕ2γ2 = γ
∗ϕγ, kar smo ºeleli dokazati. 
Omenimo, da z metodami dokaza leme 8.9 zgornjega rezultata ne moremo po-
splo²iti na primer poljubne kompaktne matri£ne konveksne mnoºice. Uporabljena
preslikava Ψ je sicer zvezna ana surjekcija, ni pa injektivna in kot taka ne nujno
ohranja ekstremnih to£k.
Dokaz izreka 8.11. Naj bo K = (Kn)n∈N kompaktna matri£na konveksna mnoºica.
Tedaj lahko po karakterizaciji iz izreka 7.7 predpostavimo, da jeK prostor matri£nih
stanj CS(R) nekega operatorskega sistema R, saj matri£ni ani homeomorzmi
ohranjajo vse lastnosti, navedene v izreku (med drugim tudi matri£ne ekstremne
to£ke).
Ozna£imo z Ln zaprtje konveksne ogrinja£e mnoºice ∆n(S) in najprej dokaºimo,
da je Ln = ∆n(CS(R)). Ker je po predpostavki Sr ⊆ CSr(R) za vsako naravno
²tevilo r, je tudi ∆n(S) ⊆ ∆n(CS(R)). Ker pa je ∆n(CS(R)) zaprta in konveksna,
je tudi Ln ⊆ ∆n(CS(R)).
Drugo vsebovanost bomo dokazali z obratom dokaza izreka 8.5. Denimo, da ob-
staja element ϕ̄0 ∈ ∆n(CS(R))\Ln. Po izreku 6.3 ga lahko strogo lo£imo od (zaprte
konveksne) mnoºice Ln (in v njej vsebovane ∆n(S)), kar pomeni, da obstaja ²ibko
zvezen linearen funkcional F :Mn(R∗) → C in realno ²tevilo α, da velja:
(8.9) ReF (ϕ̄) ≤ α < ReF (ϕ̄0)
za vsak ϕ̄ iz ∆n(S). Spet se spomnimo na identikacijo med linearnimi funkcionali
na Mn(R∗) in linearnimi preslikavami R∗ → Mn. Tedaj funkcionalu F ustreza ²ibko
zvezna linearna preslikava Φ : R∗ → Mn. Poleg tega lahko zapi²emo ϕ̄0 = γ∗0ϕ0γ0
za neki element ϕ0 ∈ CSr0(R) = Kr0 in matriko γ0 ∈ Mr0,n, ki zado²£a ∥γ0∥2 = 1.
Zato je lastnost (8.9) ekvivalentna:
(8.10) Re ⟨Φr(ϕ)γ, γ⟩ ≤ α < Re ⟨Φr0(ϕ0)γ0, γ0⟩
za vsako naravno ²tevilo r, element ϕ ∈ Sr in matriko γ ∈ Mr,n, ki zado²£a ∥γ∥2 = 1.
Ker pa je K = CS(R) = mconv(S), velja (8.10) tudi za vsak ϕ ∈ Kr in vsako
naravno ²tevilo r. To pa je v protislovju s pogojem ϕ0 ∈ Kr0 .
Dokazali smo, da je ∆n(CS(R)) = conv(∆n(S)). Torej so po izreku 8.3 ekstremne
to£ke ∆n(CS(R)) vsebovane v zaprtju mnoºice ∆n(S). Ker je le ta po predpostavki
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zaprta za delovanje izometrij, lahko njene elemente opi²emo kot v (8.4). Torej je
∆n(S) zaprta in vsebuje ekstremne to£ke ∆n(CS(R)). Preostane nam ²e pokazati,
da zato S vsebuje matri£ne ekstremne to£ke CS(R).
Naj bo ϕ ∈ CSn(R) matri£na ekstremna to£ka in γ ∈ Mn obrnljiva matrika z
lastnostjo ∥γ∥2 = 1. Po lemi 8.14 je tedaj ϕ̄ = γ∗ϕγ ekstremna to£ka ∆n(CS(R)) in
posledi£no ϕ̄ ∈ ∆n(S). Torej lahko zapi²emo ϕ̄ = δ∗ψδ za neki ψ ∈ Sr in δ ∈ Mr,n,
ki zado²£a ∥δ∥2 = 1, oziroma:
ϕ = (δγ−1)∗ψ(δγ−1).
Zaradi unitalnosti ϕ in ψ je matrika δγ−1 izometrija, torej zado²£a (δγ−1)∗(δγ−1) =
In. Ker pa je S zaprta za delovanje izometrij, je tudi ϕ ∈ Sn. 
Za konec s slede£im izrekom utemeljimo obravnavo izpostavljenih to£k v razdelku
5.2 in namignimo, kak²ne moºnosti ponuja vpeljava njihovih matri£nih ustreznic.
Izrek 8.15 (Straszewicz [16, Theorem 18.6]). Naj bo K zaprta konveksna mnoºica
v Rn. Tedaj so izpostavljene to£ke K gosta podmnoºica njenih ekstremnih to£k.
Torej lahko vsako ekstremno to£ko K izrazimo kot limito zaporedja izpostavljenih
to£k. S pomo£jo Krein-Milmanovega izreka 8.1 sklepamo, da je kompaktna konve-
ksna mnoºica K v Rn enaka zaprtju konveksne ogrinja£e svojih izpostavljenih to£k.
Nadejamo si, da bosta ²ibki povezavi matri£nih izpostavljenih to£k z matri£nimi ek-
stremnimi in obi£ajnimi izpostavljenimi to£kami v kombinaciji s sredstvi v dokazu
izreka 8.5 v prihodnje zado²£ali za obravnavo matri£nega analoga Straszewiczevega
izreka in omenjene posledice.
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