This paper presents two kinds of division polynomials for twisted Edwards curves. Their chief property is that they characterise the n-torsion points of a given twisted Edwards curve. We present recursions for the division polynomials, which differ in their flavour. We prove a uniqueness form for elements of the function field of an Edwards curve. We also present results concerning the coefficients of these polynomials, which may aid computation.
positive integer n. In so doing they also pick out n-torsion points; P is an n-torsion point if and only if [n]P is the group identity. Division polynomials for elliptic curves were first defined and studied by Lang, see [14] . In this paper we shall give two different solutions to this problem, in the general context of twisted Edwards curves, of which (1) is a special case.
Edwards [8] introduced an addition law on the curves
for c ∈ k, where k is a field of characteristic not equal to 2. He showed that every elliptic curve over k is birationally equivalent (over some extension of k) to a curve of this form.
In [3] , Bernstein and Lange generalised this addition law to the curves x 2 + y 2 = 1 + dx 2 y 2 for d ∈ k\{0, 1}. More generally, they consider x 2 + y 2 = c 2 (1 + dx 2 y 2 ), however, any such curve is isomorphic to one of the form x 2 + y 2 = 1+d x 2 y 2 for some d ∈ k, so we will assume c = 1. These curves are referred to as Edwards curves. Bernstein and Lange showed that if k is finite, a large class of elliptic curves over k (all those which have a point of order 4) can be represented in Edwards form. The case d = −1 gives the curve (1) considered by Gauss. In [2] , Bernstein et al. introduced the twisted Edwards curves E a,d ax 2 + y 2 = 1 + dx 2 y 2 (where a, d ∈ k are different and non-zero) and showed that every elliptic curve with a representation in Montgomery form is birationally equivalent to a twisted Edwards curve. Obviously, the case a = 1 of a twisted Edwards curve is an Edwards curve. In this paper we give two different solutions to the problem of constructing division polynomials for twisted Edwards curves.
In elliptic curve cryptography, the main application of division polynomials is in Schoof's algorithm [18] for counting the number of points on an elliptic curve (this algorithm was later modified by Elkies and Atkin (see [7] ), using instead the so-called modular polynomials). This application was a motivation for the work in this paper, but it seems that the computations involved would be more arduous than those involved in the standard Schoof algorithm.
First we describe a sequence of rational functions, and consequently a sequence of polynomials, defined on the function field of a twisted Edwards curve which are analogous to the division polynomials for elliptic curves in Weierstrass form. Essentially, we do this by applying the known transformation between elliptic curves and twisted Edwards curves to the standard division polynomials. This results in a sequence of rational functions, denoted by ψ n in Sect. 5, which satisfy the same recurrence relation as the Weierstrass division polynomials. Our theorem is the following (see Sect. 5 for the definition of φ n ). Theorem 5.1 Let (x, y) be a point in E a,d (k)\{(0, 1), (0, −1)} and n ≥ 1 an integer. Then
[n](x, y) = (a − d)φ n (x, y)ψ 2 n (x, y) 2ψ 2n (x, y) , φ n (x, y) − ψ 2 n (x, y) φ n (x, y) + ψ 2 n (x, y)
.
From each of these rational functions we can extract a polynomial, denoted byψ n in Sect. 7, which we call the division polynomials for twisted Edwards curves. These polynomials have as roots the n-torsion points of the twisted Edwards curve for a positive integer n (see Corollary 5.2 and Corollary 7.2). These twisted Edwards division polynomials are polynomials in y with coefficients in Z[a, d], and have degree in y not more than n 2 /2. Section 6 is mainly a historical note, comparing our results with notes of Gauss. The start of Sect. 9 also has a historical comment. In Sect. 9, we derive a different set of polynomials which also display some properties we require from division polynomials, in that they can be used to give formulae for point multiplication. These have a different character to the first set, since the nth polynomial is defined by a recursion on the (n − 1)th and (n − 2)th polynomials, as opposed to polynomials of index ∼ n 2 .
Division polynomials for Weierstrass curves
We recall the division polynomials for Weierstrass curves here. First we recall the definition of the function field of an (affine) algebraic variety. If V /k is a variety in affine n-space, I (V ) denotes the ideal generated by the polynomials in k[x 1 , . . . , x n ] that vanish on V . The affine coordinate ring of V is the integral domain
The function field of V over k, denoted by k(V ), is defined to be the quotient field of
For example, if W is an elliptic curve with Weierstrass equation v 2 = u 3 + Au + B, the function field of W, k(W ), is the quotient field of k [u, v] 
We use (u, v) as the coordinates for a curve in Weierstrass form and reserve (x, y) for (twisted) Edwards curves.
If k is a field of characteristic not 2 or 3, given an elliptic curve over k in short Weierstrass form
with identity O , the division polynomials n are polynomials defined on the function field of W for each n ∈ N by the following recursion:
The n are polynomials in u and v with coefficients in Z[A, B]. The principal properties of the division polynomials are that n (u, v) = 0 precisely when (u, v) is an n-torsion point of W (i.e. [n](u, v) = O), and that the multiplication-by-n map [n] : W → W is characterised by the division polynomials as
(see e.g. [21, Chaps. 3, 9] , [19, Chap. 3] ). For n not divisible by char(k), if n is odd then n ∈ Z[u, A, B], and n has degree (n 2 − 1)/2 in u. If n is even then n ∈ vZ[u, A, B] with degree (n 2 − 4)/2 in u. In this paper we prove analogous results for twisted Edwards curves.
That the polynomials have these degrees is evident from the fact that the roots of n are the coordinates of the n-torsion points of W (k), and there are n 2 such points, including O. If n is even, there are three points with v = 0, and otherwise each u-coordinate which occurs as a root of n gives two n-torsion points, corresponding to the two possible values of v satisfying Eq. (2) .
We remark that we could allow characteristic 3 if we mapped to Montgomery form rather than short Weierstrass form.
Twisted Edwards curves
Let k be a field with characteristic = 2 or 3. We are only interested in fields in which elliptic curves can be written in short Weierstrass form, since the division polynomials are well known in this case. Twisted Edwards curves can be defined over any field with characteristic = 2. For any distinct, non-zero elements a, d ∈ k, we denote by E a,d (k) (or simply E a,d when there is no ambiguity about the field concerned) the curve E a,d : ax 2 + y 2 = 1 + dx 2 y 2 .
We refer to E a,d as the twisted Edwards curve with coefficients a, d.
The addition law on E a,d is given by the formula
and under this operation, the points of E a,d (K ) form an abelian group for any extension K of k. The identity is (0, 1), and the additive inverse of a point (x, y) is (−x, y).
The projective closure of E has singularities at (1 : 0 : 0) and (0 : 1 : 0). The twisted Edwards curve E a,d is birationally equivalent to the Weierstrass-form elliptic curve
under the transformation
otherwise
Recall that two curves are birationally equivalent if there is an invertible function mapping the coordinates of one curve to the other, such that both the function and its inverse are rational functions. Equivalently (see [12, Corollary I.4 .5]), the function fields of the curves are isomorphic. The inverse transformation is given by
and
These transformations are obtained by composing the mapping between twisted Edwards and Montgomery curves given in [2] , with those between Montgomery and Weierstrass-form elliptic curves given in [17] .
The fact that the birational transformation produces the addition law just given for a twisted Edwards curve was derived explicitly from the elliptic curve addition law in [ where s, t ∈k such that s 2 = d, t 2 = ad. We note that −(a+d) ± 6t
12
, 0 are points of order 2 on W , and 5d−a 12 , ± s(d−a) 4 are points of order 4 on W . Had we defined the birational equivalence between the projective closures of W and E, the points (5d − a : ± 3s(d − a) : 12) of W would map to the singular point (0:1:0) of E, while the points (−(a + d) ± 6t : 0 : 12) of W would map to the singular point
The handling of exceptional points can be simplified by using the embedding of Edwards curves into P 1 × P 1 , see [4] .
The function field of a twisted Edwards curve
For elliptic curves in short Weirstrass form W : v 2 = u 3 + Au + B it is well known (see [19] for example) that an element of the function field k(W ) can be written uniquely in the form
where p(u), q(u) are rational functions in u. We will prove an analogous result for twisted Edwards curves E. 
In k(E) we have
If g(x, y) ∈ k(E), by replacing every occurence of x 2 by this rational function in y it follows that g(x, y) can be written in the form
where r 1 , s 1 , r 2 , s 2 are rational functions. Multiplying above and below by r 2 (y) −xs 2 (y), and replacing each x 2 by 1−y 2 a−dy 2 shows that g can be written in the stated form. This proves existence.
Suppose for the sake of contradiction that this expression for g is not unique. Then r 1 (y) + xs 1 (y) = 0 for some non-zero rational functions r 1 (y), s 1 (y). So
Note that
but Eq. (8) implies that this degree is in fact 1, a contradiction. Thus the expression for g is in fact unique.
Division rational functions on twisted Edwards curves
By applying the transformation (6) to the first five Weierstrass curve division polynomials, (3), we obtain the following functions:
For n ≥ 5, ψ n is obtained by applying the same recursion, (4), as for the Weierstrass curve division polynomials, i.e.
These functions are obtained by applying the transformation from Sect. 3 to the division polynomials of the associated elliptic curve. These functions are not defined at the identity point, (0, 1). We observe that these elements of the function field k(E a,d ) are in the unique form given in Theorem 4.1.
For n ≥ 1, we also define
Next we show that these rational functions arise in the multiplication-by-n map.
Proof We compute the division polynomials for the Weierstrass elliptic curve given by Eq. (5) by substituting
into the Eq. (3). Then, applying the transformation (6) from Weierstrass coordinates u and v to twisted Edwards coordinates x and y, we see that
The recursions (4) remain unchanged. From here on we will use the abbreviated notations ψ n for ψ n (x, y), φ n for φ n (x, y).
From the properties of the division polynomials,
and substituting the expression (6) for u, we get
We write v n as
Applying the birational equivalence gives
Therefore we can substitute the expressions (9) and (10) for u n and v n respectively into (11) , giving the following expression for x n :
as required by the theorem. Similarly, we find the necessary expression for y n by substituting the expressions (9) and (10) for u n and v n respectively into (12):
again as required. Hence
. Corollary 5.2 Let P = (x, y) be in E a,d (k)\{(0, 1), (0, −1)} and let n ≥ 1. Then P is an n-torsion point of E a,d if and only if ψ n (P) = 0.
Proof Since the identity is (0, 1), the result is clear from Theorem 5.1.
So the ψ n (x, y), though they are rational functions, can be seen as analogues of division polynomials. Here are the first seven ψ n (x, y):
As we said earlier, these elements of the function field k(E a,d ) are in the unique form given in Theorem 4.1.
Some of the apparent patterns here are proved in Theorems 7.1 and 8.6 below.
Gauss's notes
We mention here how Gauss's formulas (see [11] ) are incorrect, although they are close to being correct. Essentially the only errors are sign errors.
One can see that Gauss calls the point on the curve (1) (s, c), and sin lemn nϕ denotes the x coordinate of [n](s, c), and cos lemn nϕ denotes the y coordinate of [n](s, c).
We represent our formulas in the unique form given by Theorem 4.1.
Our division polynomial formulas applied to the curve (1) give For the general case, Gauss gave some information on the x coordinate of [n](s, c), but not the y coordinate.
Division polynomials
The next theorem isolates the key polynomial in the numerator of ψ n , which we call ψ n (y). Thatψ n (y) is in fact a polynomial is proved in Theorem 8.1. These polynomials could also be called the division polynomials for twisted Edwards curves.
if n is odd n 2 2 if n is even and k(n) = 3n 2 8 .
For notational convenience we set μ = (y + 1) 2 4(a − dy 2 ) 2 .
Using this notation,ψ n (y) is defined bỹ ψ 0 (y) = 0 ψ 1 (y) = 1 ψ 2 (y) = −2dy 2 + 2a ψ 3 (y) = −dy 4 − 2dy 3 + 2ay + ã ψ 4 (y) = 4d 2 y 7 − 4ady 5 − 4ady 3 + 4a 2 y, withψ 2r +1 (y), for 2r + 1 at least 5, given by the recursion
andψ 2r (y), for 2r at least 6, given by
Proof First observe for all t ∈ Z, t > 0,
The proof is by induction. The claim is true for n = 0 . . . 4. Assume true for 0 . . . n − 1 We will only prove the case where n ≡ 1 (mod 8). All other cases are proved similarly.
Since n ≡ 1 (mod 8), let n = 8l + 1 for some l ∈ Z. Let r = 4l. From the recursion relation,
Using the curve equation
Now, by (14) , we have
and by (14), we have
Hence
This theorem shows that, although the functions ψ n are rational functions, their denominator is just some combination of 2 and (1− y) raised to some powers. Another way of seeing this is to consider the sequence defined by ξ n = (2(1 − y)) n 2 −1 ψ n . An elliptic divisibility sequence (h), as defined by Ward [20] satisfies h 0 = 0, h 1 = 1, h 2 , h 3 , h 4 are integers, h 2 divides h 4 , and for n ≥ 5, h n is determined by the recursion (4). Ward showed that all the elements of such a sequence are integers. The definition and proof are equally valid if we replace 'integer' with 'polynomial'; hence (ξ ) is a polynomial elliptic divisibility sequence, that is, (2(1 − y) ) n 2 −1 ψ n is a polynomial for all n.
However, the theorem we have just proved is more detailed, telling us for instance precisely which powers of 2 and (1 − y) occur in the denominator of ψ n . 
Properties ofψ
Theorem 7.1 gives a recursion relation for the functions denoted byψ. We referred to these functions as polynomials, but it is not necessarily clear from the definition that this is the case.
In this section, we first give a proof (in Theorem 8.1 below), that the functionsψ are indeed polynomials. After this, we prove some results on the symmetry displayed by the coefficients of these polynomials. They are 'self-reciprocal', though not in the usual sense. Theorem 8.1ψ n (y) ∈ Z[a, d, y]∀n > 0, and 2(a − dy 2 ) dividesψ n (y) if n is even Proof The proof is by induction. The statement is true for n = 0, 1, 2, 3, 4. Now suppose it is true for 0, 1, 2, . . . , n − 1.
We will only prove the case where n ≡ 0 (mod 8). All other cases are proved similarly.
Since n ≡ 0 (mod 8), let n = 8l for some l ∈ Z. Let r = 4l. Thenψ n (y) =ψ r (y) Z[a, d, y] . Also, 2(a − dy 2 ) dividesψ r (y),ψ r +2 (y), andψ r −2 (y) by hypothesis. Henceψ n (y) ∈ Z[a, d, y] and 2(a − dy 2 ) dividesψ n (y). Theorem 8.2 and Corollary 8.3 provide results for the degrees of these polynomials ψ n (y), and Theorem 8.6 shows that the coefficients of the polynomials exhibit a large amount of symmetry.
It is easy to show, by induction, that the degree of the polynomialψ n is at most m(n). However, in order to prove our symmetry results, we are going to go into greater detail about the leading, and then the trailing term ofψ n , in Theorem 8.2 and Lemma 8.4 respectively.
Theorem 8.2
If char(k) = 0 or 4 char(k) n, thenψ n (y) has leading term (term of largest degree in y)
and m(n), k(n) are as defined in Theorem 7.1.
If char(k) = 0 and 4 char(k) | n, then this term will be zero and deg(ψ n (y)) < m(n) − 1.
Proof Proof is by induction. The statement is true for n = 0, 1, 2, 3, 4. Now suppose it is true for 0, 1, 2, . . . , n − 1.
We will only prove the cases where n ≡ 0 or 1 (mod 8). All other cases are proved similarly.
Case 1: n ≡ 0 (mod 8). Let n = 8l for some l ∈ Z and let r = 4l. Theñ Case 2: n ≡ 1 (mod 8). Let n = 8l + 1 for some l ∈ Z and let r = 4l. Thenψ n (y) = (a − d)μψ r +2 (y)ψ 3 r (y) −ψ r −1 (y)ψ 3 r +1 (y). The degree (in y) of the first term above is m(r + 2) + 3(m(r ) − 1)
The degree (in y) of the second term is m(r − 1) + 3m(r + 1) = 32l 2 + 8l Thus
does not contribute to the leading term which is −δ(r − 1)(δ(r + 1)) 3 The only case where the degree of the polynomialψ n is not known precisely is when 4 char(k) | n. In any case, n 2 2 is an upper bound for deg(ψ n ).
Lemma 8.4
If char(k) = 0 or 4 char(k) n, thenψ n (y) has trailing term (term of least degree in y) 7 (mod 8) and m(n), k(n) are as defined in Theorem 7.1.
If 4 char(k) | n, then the term of least degree has degree greater than 1.
Proof Similar to proof of Theorem 8.2.
Recall from Theorem 8.1 thatψ n (y) =ψ n (a, d, y Note that this differs slightly from the usual definition of reciprocal polynomial (for example, that in [15, Def 3.12] ), in that m(n) is not necessarily the degree in y ofψ n . For example, when 4 | n, as we have seen, the degree ofψ n is m(n) − 1. Nonetheless, this version of the 'reciprocal' polynomial is the one which is useful here. (a, d, y) , considered as a polynomial in a and d (with coefficients in Z[a, d]) is homogeneous of degree m(n) − k(n).
Lemma 8.5ψ n
Proof Proof is by induction using Theorem 7.1.
The next theorem demonstrates that the coefficients ofψ n display a certain symmetry. That is, replacing a and d by −d and −a respectively transformsψ n to its reciprocal,ψ * n . Theorem 8.6 Considerψ n (a, d, y) ∈ Z[a, d, y] , as a polynomial in three variables. Thenψ n (a, d, y) =ψ * n (−d, −a, y).
Proof We can restate this theorem as: If ψ n (a, d, y) = α m(n) (a, d)y m(n) + · · · + α 0 (a, d) thenψ n (a, d, y) = α 0 (−d, −a)y m(n) + · · · + α m(n) (−d, −a) . 
where ψ n (x, y),ψ n (y) are the relevant functions defined on E d,a . Now, Hence,ψ n (a, d, y) =ψ * n (−d, −a, y).
Another approach to division polynomials
This section presents some different division polynomials for twisted Edwards curves. These are motivated by work of Abel and Eisenstein on lemniscatic sine functions. Like Gauss, Abel [1] and Eisenstein [9, 10] studied such functions. For an accessible account of their work in this area, see Cox [6, Ch. 15] , and particularly Theorem 15.4.4 there. It is that approach, which Abel and Eisenstein applied to the lemniscate, which we wish to carry over to twisted Edwards curves, and specify a similar recursive formula to calculate the nth multiple of a point. The recursion for the polynomials has a different flavour to the earlier division polynomials, because the earlier polynomials expressed the n-th polynomial in terms of polynomials of index around n/2, where the polynomials in this section express the n-th polynomial in terms of polynomials of index n − 1 and n − 2. These polynomials can also be used to carry out point multiplication and characterise torsion points.
Rephrasing the addition laws
Some of the formulas in this section have appeared already in [5] which was specifically interested in using 'differential addition' to perform point doubling (and see also [13] , using the same idea to perform point tripling). We shall use them to derive our recursions.
Let
Theorem 9.1
Notes: If ad is a non-square in k, it was proved in [3, Theorem 3.3] that the above addition law is complete, meaning that it is defined for all pairs of input points on the curve over k. It is also straightforward to see that
and thus the following theorem holds.
Analogously: 
if n is even
The statement of the theorem makes clear that these polynomials can be used to carry out point multiplication. The polynomials P n can also be used to characterise torsion points, though less precisely than the division polynomials of the preceding sections: in the present case, [n](x, y) = (0, ±1) (implying that [2n](x, y) is the identity, (0,1)) if and only if x y P n (x 2 ) = 0. Thus we obtain a characterization of the (2n)-torsion points.
Note that Q n is the denominator of a point addition. If the curve is complete, then Q n must be non-zero.
Note that (P n+1 , Q n+1 ) is generated by a recursion on (P n , Q n ) and (P n−1 , Q n−1 ), as distinct from the recursions on various polynomials of index ∼ n 2 as in Theorem 7.1. Unfortunately however, the degrees of P n and Q n are exponential in n (satisfying, roughly, the recursion d(n) = 2d(n − 1) + d(n − 2)), and so seem to be less practical than the division polynomials of Sect. 7.
Proof By induction on n. The claim is true for n = 1, and, by Theorem 9.1, for n = 2. Assume the claim is true for n, n − 1. Then, by Theorem 9.2, x n+1 + x n−1 = 2x n y(1 − dx 2 ) 1 − adx 2 n x 2 Case 1:n even
x n+1 = 2x y 2 P n Q n (1 − dx 2 ) 1 − adx 4 y 2 P 2 n Q 2 n − x P n−1 Q n−1 = 2x y 2 P n Q n 1 − dx 2 Q 2 n − adx 4 y 2 P 2 n − x P n−1 Q n−1 = 2x 1 − ax 2 1 − dx 2 P n Q n 1 − dx 2 Q 2 n − adx 4 (1 − ax 2 )P 2 n − x P n−1 Q n−1 = x 2 1 − ax 2 1 − dx 2 P n Q n−1 Q n − P n−1 1 − dx 2 Q 2 n − adx 4 1 − ax 2 P 2 n Q n−1 ((1 − dx 2 )Q 2 n − adx 4 (1 − ax 2 )P 2 n ) proving the claim for the case of n being even. Case 2: n odd x n+1 = 2x y P n Q n 1 − dx 2 1 − adx 4 P 2 n Q 2 n −
x y P n−1 (x 2 ) Q n−1 (x 2 ) = 2x y P n Q n 1 − dx 2 Q 2 n − adx 4 P 2 n − x y P n−1 Q n−1 = x y 2 1 − dx 2 P n Q n−1 Q n − P n−1 Q 2 n − adx 4 P 2 n Q n−1 Q 2 n − adx 4 P 2 n Proving the claim for the case of n being odd, and thus, by induction, the theorem.
Equally, one could rephrase the previous theorem as a recursion of rational functions. We can also express x n in terms of y, and y n in terms of y or x. For brevity's sake, we omit these formulae.
Recovering the y coordinate
The formulae above can be used to perform x-coordinate-only arithmetic (cf. Montgomery ladder, [16] ). For this purpose, we manipulate Theorem 9.1 and the analogous result for y + to get Theorem 9.5 y n = x n−1 1 − adx 2 x 2 n + x n y 1 − dx 2 x 1 − dx 2 n x n = y n−1 a − d y 2 + y 2 n + dy 2 y 2 n − (a − d)yy n a − dy 2 a − dy 2 n Proof Immediate from Again, this method of recovering the y-coordinate is already present in [5] .
