As the OCR technique is not yet adequate for handwritten scripts with large lexicon, word spotting has been introduced as an alternative to OCR. This paper proposes a novel approach to word spotting that, instead of matching features of the word image to features extracted from predefined templates, uses the estimated posterior probability as the output of well trained classifier for spotting. Gabor features are extracted from gray scale image in order to yield higher performance on degraded, low quality document image.
Introduction
Nowadays, Optical Character Recognition (OCR) has advanced enough for a certain applications such as printed document, on-line handwritten document, and off-line hand-written documents with good image quality and relatively smaller lexicon. However, OCR is not adequate for the low-quality handwritten documents with large lexicon. Word spotting 1 has been proposed as an alternative to OCR for indexing and retrieving the keywords of low-quality handwritten scripts.
The idea of word spotting is to find all the occurrences of a given word in the document images. Here the input is a word which is usually provided as user input, and the output are all the coordinates of the corresponding word images. Most of the existing approaches to word spotting choose a certain number of word images containing the user query as templates and find the best matches in the dataset. Thus the most important step is to determine the similarity between two word images. Among the existing approaches, the similarity can be defined on either the intensity of the raw images or features extracted from the original images. Several similarities between raw image data using different definitions of distances such as XOR, SSD, and EDM are discussed in.
2 There are also some similarities defined over feature space such as SLH 2 (using Scott and LonguetHiggins algorithm), SC 3 (Shape Context matching), DTW 4 (Dynamic time warping), CORR 5 (recovering the correspondences between points of interest in two images). The performance of all the above similarities are compared in 4 which shows that DTW and CORR approaches have the best performance. B. Zhang, et al 6 proposed a method based on word shape and claimed to have better performance than the DTW approach in.
4
All of the above approaches assume that for any query, there are a few word images stored as templates in a training set. However, since it is not easy to get all the word images of possible user queries in advance, this assumption limits the application of word spotting to a small set of keywords. To solve this problem, in the approach proposed in this paper, matching is performed in character image level rather than in word image level. Since the possible number of characters is very limited, i.e., 26 letters for English text, it will be much easier to build a training set of character images.
Another novelty of our approach is that we use Gabor features extracted from grayscale images. For some document image with degraded quality, e.g., the noisy carbon medical form shown in figure 1, so much information was lost after binarisation that the binarised version is not even readable by human beings, whereas the grayscale version is still readable. Although there are some literatures 8,9 on grayscale feature extraction for OCR, all the existing featurematching based word spotting methods still extract features from binary image.
The following sections in this paper are organized as follows: in section 2 we will talk about how to extract features from grayscale word image; in section 3, two similarities are discussed; in section 4, the results of experiments are presented. 
Extracting Gabor features from word image

Gabor filter and Gabor wavelet
The two dimensional special function of Gabor filter and its two dimensional Fourier transform can be written as follows:
where
, and parameter F specifies the central frequency of interest. Gabor wavelet derived from Gabor filter in equation (1) is defined as follows
and
In equation (3), m = 0, 1, ..., S−1 where S is the total number of scales, θ = nπ/K, and n = 0, 1, ..., K − 1 where K is the total number of orientations. The central frequency of interest is F . By varying m and n, we can apply filter g mn (x, y) to the input image (using 2-D convolution) to get features at different scale and orientation. The Gabor wavelet is nonorthogonal, thus there is redundant information in the filtered image. The following strategy is used to reduce the redundancy. 7 Let U l and U h denote the lower and upper center frequencies of interest. Then the filter parameters a, σ u and σ v are determined by
In order to make the Gabor filter be sensitive to the strokes of the characters, the central frequency of interest should be set to 1 2W , where W is the stroke width. This is because the stroke width is the halfperiod of the signal of interest, so the period is 2W , and the frequency is 1 2W . In PCR medical forms, W varies from 5 to 8 pixels which correspond to frequencies 0.1 and 0.0625, respectively. Our experiment is different from related work 8, 9 in that instead of applying Gabor filter of only one scale, we applied a Gabor wavelet of two different scales. The upper and lower frequencies of interest are U h = 0.1, and U l = 0.05 so the range of stroke width is completely covered. This seems more reasonable in that the stroke width is not fixed. Experiment of comparison indicates a better performance of using 2-scale Gabor wavelet over single scale Gabor filter.
Feature extraction from character image
In our dataset, the width and height of character images are between 30 and 40 pixels. So we take 64×64 pixels character image with the character at the center and apply a Gabor wavelet of two scales (U h = 
and (6) where G(x, y) = exp{−(x 2 + y 2 )/(2τ 2 )}/(2π), and F K is the real part output of Gabor filter. For the scale m=0, N , M , τ are set to 4, 12, 6 respectively; for the scale m=0, N , M , τ are set to 2, 24, 12, respectively. As a result, totally 2×4×(4×4+2×2) = 160 features are extracted. . In other words, a word image is divided evenly into n square blocks of character images allowing overlap. for the i'th character and choose the one with minimum cost using criteria discussed in section 3.
Feature extraction from word image
Similarity between a word image and the query word
Suppose the query w = c 1 c 2 ...c n is word consisting of n characters, and the n-character feature vector of the word image
T . We need to measure the similarity between w and V w . In our experiments, we tested two different similarities that are based on Euclidian distance and posterior probability, respectively.
Euclidian distance similarity
We can define the Euclidian distance based similarity between a word image and the query word. First we extract the feature vectors of all the character images in the training set, and calculate the mean feature vector µ(c) of each character c. Then the squared root of squared sum of Euclidian distances between each V T i (1 ≤ i ≤ n) and µ(c i ) is calculated as a cost function, i.e.,
The less the cost is, the more similar the word image is to the query. In our experiment, since the training set is not very large, we reduce the feature vector of character image to 40-dimensional by PCA and get better performance than the method using the original 160-dimensional feature vectors. All the 64 by 64 sub-images are taken from the word images, and their distances to each character are calculated and stored in the dataset so that the execution of query skips the step of feature extraction and is extremely fast.
Probabilistic similarity
Suppose that the posterior probabilities for character classification, i.e., P (C i |V i )(1 ≤ i ≤ n) are known, and that all the characters are independent, then the posterior probability of the word P (w|V w ) = n i=1 P (c i |V i ). Then we can normalize the probability for different value of n by calculating the cost
The less the cost is, the more similar the word image is to the query. In our experiment, the posterior probabilities of character classification are estimated using the method proposed in 10 from the output of LIBSVM 11 (an implementation of SVM classifier) using RBF kernel. All estimated probabilities are stored in our database to speed up the execution of queries.
WMR similarity
For the purpose of comparison, we also performed spotting test using the Word Model Recognizer (WMR), 12 a word recognizer that uses chain-code features from binarized images and performs word recognition under a scheme of over-segmentation and recognition. In spotting test with WMR, the word recognition distance produced by WMR is taken as a cost function.
Results and discussions
Our experiments are done on 12 medical form images. We take 5295 character images from the first ten document images of our dataset as a training set, and do spotting tests on the last two images using as queries all the 101 different words occurred 127 times in the tested document image.
First, all the word images are manually segmented, which can also be implemented automatically later. Then spotting tests using cost functions C E , C P and WMR distance are done respectively. Binarization and line removal algorithms proposed in 13 are performed before running WMR .
To evaluate the performance of our algorithm the recall-precision curves under all three cost functions are drawn in figure 3 . For each cost function, a series of threshold values of the cost function are taken. The values of precision and recall are calculated for each threshold. We can see that the method using cost C P outperforms that using cost C E and WMR with gains of equal recall and precision rates of 26% and 15%, respectively. Test results show that our approach has a high performance. Unlike existing approaches, 4 our approach does not require any word template. Fig. 3 . Recall-precision curves of methods using WMR word recognizer (Precision=Recall=54%), Euclidian distance similarity (Precision=Recall=46%), and probabilistic similarity (Precision=Recall=69%), respectively.
