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In this paper, a boundary perturbation interior point homotopy method is proposed to give
a constructive proof of the general Brouwer ﬁxed point theorem and thus solve ﬁxed point
problems in a class of nonconvex sets. Compared with the previous results, by using the
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improve greatly the computational eﬃciency of reduced predictor–corrector algorithms
resulted from that method. Some numerical examples are given to illustrate the results
of this paper.
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1. Introduction
The Brouwer ﬁxed point theorem plays an important role in many areas such as differential equation, mathematical
programming, engineering, economics and so on [4,6,11]. In 1976, Kellogg et al. (see [7]) gave the constructive proof of the
Brouwer ﬁxed point theorem and hence proposed a homotopy method for computing ﬁxed points of a twice continuously
differentiable self-mapping Φ(x). From then on, this method has become a powerful tool in dealing with ﬁxed point prob-
lems (see [2,3,8], etc. and the references therein). In 1978, for the bounded closed convex set Ω , Chow et al. [2] constructed
the following homotopy
(1− μ)(x− Φ(x))+ μ(x− x0), (1.1)
which is used by many authors to compute ﬁxed points and solutions of nonlinear systems.
If a bounded, closed subset in Rn is homeomorphic to the unit ball, then any continuous self-mapping Φ(x) in it has
a ﬁxed point. This is the general Brouwer ﬁxed point theorem, which does’t require the convexity of the subsets in Rn .
Certainly it is also very interesting and important to give a constructive proof of it and hence solve ﬁxed point problems
numerically in general nonconvex subsets. However, to our knowledge, there has been hardly any result in this area. Un-
til 1996, an interior point homotopy method [12] was proposed to complete this work in a class of nonconvex subsets
Ω = {x ∈ Rn: gi(x)  0, i = 1, . . . ,m} satisfying the normal cone condition. We call their homotopy method “an interior
point method” because their method utilized the idea of Karmarkar interior point method[5] which guaranteed that the
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homeomorphically transforming the bounded closed set to the closed unit ball. This point is also important for it is diﬃcult
to construct such a homeomorphism in practice. Moreover, in [9], Lin et al. generalized the results in [12] to more general
nonconvex sets.
As is well known, the choice of initial guesses is signiﬁcant in the computational eﬃciency of reduced predictor–corrector
algorithms resulted from the interior point homotopy method. But in [9,12], initial guesses are generally conﬁned in Ω ,
which is not easy to be localized for many cases, hence it is essential to enlarge the scope of choice of initial guesses. To
this end, in this paper, we apply proper perturbation on the constrained functions of Ω and hence develop a boundary
perturbation interior point homotopy method. With the new approach, we are capable of choosing initial guesses in the
whole space of Rn , which may improve the computational eﬃciency greatly than before.
It should be pointed out that, the perturbation on the constrained functions of Ω cannot guarantee the existence of ﬁxed
points on nonconvex sets, so we must make use of other technique to continue to enlarge the scope of nonconvex sets. In
this paper, we will introduce C2 mappings ηi(x, zi) ∈ Rn , i = 1, . . . ,m, which may help us to establish constructively the
general Brouwer ﬁxed point theorem on more general nonconvex sets than those in [9,12].
In this paper, under commonly used conditions in the literature, a bounded smooth homotopy path from a given point to
a ﬁxed point will be proven to exist. This forms the theoretical base of the boundary perturbation interior point homotopy
method. Numerically tracing the smooth path can lead to an implementable globally convergent algorithm for ﬁxed point
problems. In addition, the method proposed in this paper also avoids homeomorphically transforming the bounded closed
set to the closed unit ball. It is also important because it is diﬃcult to construct such a homeomorphism in practice.
Compared with the results in [9,12], we can give a constructive proof of the general Brouwer ﬁxed point theorem on more
general nonconvex sets, and we also enlarge the scope of choice of initial guesses to the exterior of Ω , which can improve
the computational eﬃciency greatly than before.
This paper is organized as follows. Section 2 is the main part, which exhibits a constructive proof of the general Brouwer
theorem in a class of nonconvex sets. In Section 3, we use the reduced predictor–corrector algorithms given by Allgower
and Georg [1] to compute some experimental examples, which illustrate the results in this paper.
Throughout this paper, some notations are given as follows: g(x) = (g1(x), . . . , gm(x))T ∈ Rm , ∇g(x) = (∇g1(x), . . . ,
∇gm(x)) ∈ Rn×m , y ∈ Rm , y(0) ∈ Rm , Y = diag(y) ∈ Rm×m , Y (0) = diag(y(0)) ∈ Rm×m , Rm+ = {x ∈ Rm: x  0} and Rm++ =
{x ∈ Rm: x > 0}. In addition, let Ω = {x ∈ Rn: gi(x) 0, i = 1, . . . ,m}, Ω0 = {x ∈ Rn: gi(x) < 0, i = 1, . . . ,m}, ∂Ω = Ω\Ω0
and B(x) = {i: gi(x) = 0, i = 1, . . . ,m}.
2. Main results
To deal with ﬁxed point problems in general nonconvex sets, in [12], Yu et al. proposed an interior point homotopy
method, and global convergence of which is obtained under the following assumptions:
(A1) Ω0 is nonempty and Ω is bounded.
(A2) For any x ∈ ∂Ω, the matrix {∇gi(x): i ∈ B(x)} is of full column rank.
(A3) (The normal cone condition of Ω .) For any x ∈ ∂Ω , the normal cone of Ω at x only meets Ω at x, i.e. for any x ∈ ∂Ω ,
we have{
x+
∑
i∈B(x)
yi∇gi(x): yi  0 for i ∈ B(x)
}
∩ Ω = {x}.
In that paper, the homotopy equation is given as follows
H
(
w,w(0),μ
)= ( (1− μ)(x− Φ(x) + ∇g(x)y) + μ(x− x(0))
Y g(x) − μY (0)g(x(0))
)
= 0, (2.1)
where w = (x, y) ∈ Rn+m , w(0) = (x(0), y(0)) ∈ Ω0 × Rm++ .
Under assumptions (A1)–(A3), using the homotopy equation (2.1), Yu et al. gave a constructive proof of the general
Brouwer ﬁxed point theorem in a class of nonconvex sets satisfying the normal cone condition, which is a generalization of
the convexity (see Fig. 2.1).
Moreover, in [9], Lin et al. generalized the results in [12] to a broader class of nonconvex sets, the assumptions in that
paper are made as follows
(B1) Ω0 is nonempty and Ω is bounded.
(B2) For any x ∈ Ω , if∑
i∈B(x)
yiαi(x) = 0, yi  0,
then yi = 0, ∀i ∈ B(x).
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(B3) For any x ∈ ∂Ω , we have{
x+
∑
i∈B(x)
yiαi(x): yi  0, i ∈ B(x)
}
∩ Ω = {x}.
Then the homotopy equation is constructed below
H
(
w,w(0),μ
)= ( (1− μ)(x− Φ(x) + α(x)y) + μ(x− x(0))
Y g(x) − μY (0)g(x(0))
)
= 0, (2.2)
where α(x) = (α1(x), . . . ,αm(x)).
If Ω satisﬁes assumptions (A1)–(A3), let α(x) = ∇g(x), then Ω satisﬁes assumptions (B1)–(B3). Conversely, the conclu-
sion doesn’t hold, which can be illustrated by the nonconvex set Ω in Fig. 2.2. As a result, the results in [12] are generalized
to a broader class of nonconvex sets.
However, in [9,12], initial guesses are conﬁned in the interior of Ω , which may reduce greatly the computational ef-
ﬁciency of the interior point homotopy method. To enlarge the scope of choice of initial guesses, in this paper, we apply
proper perturbation on the constrained functions gi(x), i = 1, . . . ,m and introduce the parameter
γi =
{
1, gi(x(0)) 0,
0, gi(x(0)) < 0,
i = 1, . . . ,m,
then let
Ω(μ) = {x: gi(x) − μγi(gi(x(0))+ 1) 0, i = 1, . . . ,m},
Ω0(μ) = {x: gi(x) − μγi(gi(x(0))+ 1)< 0, i = 1, . . . ,m},
∂Ω(μ) = Ω(μ)\Ω0(μ), I(x,μ) = {i: gi(x) − μγi(gi(x(0))+ 1)= 0, i = 1, . . . ,m}.
It is very interesting and important to continue to enlarge the scope of nonconvex subsets for the general Brouwer ﬁxed
point theorem does’t require the convexity of subsets in Rn . To this end, we assume that there exist continuous mappings
ηi(x, zi) ∈ Rn , i = 1, . . . ,m such that the following assumptions hold
(C1) Ω0(μ) is nonempty and Ω(μ) is bounded.
(C2) ηi(x,0) = 0, i = 1, . . . ,m; In addition, for any x ∈ ∂Ω(μ), if ‖(y, z)‖ → ∞, then∥∥∥∥ ∑
i∈I(x,μ)
(
yi∇gi(x) + ηi(x, zi)
)∥∥∥∥→ ∞.
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(C3) For any x ∈ ∂Ω(μ), if∑
i∈I(x,μ)
(
yi∇gi(x) + ηi(x, zi)
)= 0, yi  0, zi  0,
then yi = 0 and zi = 0, ∀i ∈ I(x,μ).
(C4) When μ = 0,1, for any x ∈ ∂Ω(μ), we have{
x+
∑
i∈I(x,μ)
ηi(x, zi): zi  0 for i ∈ I(x,μ)
}
∩ Ω(μ) = {x}.
If Ω satisﬁes assumptions (A1)–(A3) or (B1)–(B3), when μ = 0, let η(x, zi) = ∇gi(x)zi or η(x, zi) = αi(x)zi , i = 1, . . . ,m,
then Ω satisﬁes assumptions (C1)–(C4). Conversely, the conclusion doesn’t hold, which can be illustrated by the nonconvex
set Ω in Fig. 2.3. By this fact, we are capable of dealing with ﬁxed point problems in some more general nonconvex sets.
The following lemma, which plays a key role in this paper, gives an equivalent condition of the existence of ﬁxed points.
Lemma 2.1. Let ηi(x, yi), i = 1, . . . ,m, be C2 functions and assumptions (C1)–(C4) hold. Then for any C2 mapping Φ(x) : Rn → Rn
satisfying Φ(Ω) ⊂ Ω , x∗ ∈ Ω is a ﬁxed point if and only if there exists a vector y∗ ∈ Rm+ , such that (x∗, y∗) is a solution of the system
x− Φ(x) +
m∑
i=1
ηi(x, yi) = 0,
Y g(x) = 0, g(x) 0, y  0. (2.3)
Proof. If (x∗, y∗) is a solution of (2.3), the following two cases may occur:
(i) when x∗ ∈ Ω0, we have g(x∗) < 0. By the second equality of (2.3), we get y∗ = 0. Then assumption (C2), together with
the ﬁrst equality of (2.3), yields that x∗ = Φ(x∗);
(ii) when x∗ ∈ ∂Ω , for any i /∈ I(x∗,0), we have gi(x∗) < 0, and by the second equality of (2.3), we get y∗i = 0. Hence the
ﬁrst equality of (2.3) becomes
x∗ +
∑
i∈I(x∗,0)
ηi
(
x∗, y∗i
)= Φ(x∗).
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By the fact that Φ(x∗) ∈ Ω and assumption (C4), it follows that∑
i∈I(x∗,0)
ηi
(
x∗, y∗i
)= 0, y∗i  0.
Consequently, by assumption (C3), we have y∗i = 0 (i ∈ I(x∗,0)) and thus x∗ = Φ(x∗).
On the other hand, if x∗ is a ﬁxed point of Φ(x) in Ω , let y∗ = 0, then (x∗,0) is a solution of (2.3). 
To solve ﬁxed point problems, we construct the following homotopy
H
(
w,w(0),μ
)= ( (1− μ)(x− Φ(x) +∑mi=1(1− μ)μ∇gi(x)yi) +∑mi=1 ηi(x, (1− μ)yi) + μ(x− x(0))
Y (g(x) − μΥ (g(x(0)) + e)) − μY (0)(g(x(0)) − Υ (g(x(0)) + e))
)
= 0, (2.4)
where w = (x, y) ∈ Rn+m , w(0) = (x(0), y(0)) ∈ Rn × Rm++ , Y = diag(y), Y (0) = diag(y(0)), e = (1, . . . ,1)T ∈ Rm , Υ =
diag(γ1, . . . , γm).
Once we choose an initial guess x(0) arbitrarily in Rn , then the second component of (2.4) makes the homotopy path
always in the interior of Ω(μ), thus the method in this paper is still an interior point method.
Remark 2.1. In this paper, initial guesses can be chosen arbitrarily in Rn , if they make Ω(μ) satisfy assumptions (C1)–(C4).
On the one hand, compared with the results in [9,12], the scope of choice of initial guesses is enlarged to the exterior
of Ω , which can improve the computational eﬃciency greatly than before. On the other hand, compared with some locally
convergent methods, for example, the notable Newton’s methods, the method proposed in this paper is a globally convergent
method, whose initial guesses can be chosen more easily.
When μ = 1, the homotopy equation becomes
x− x(0) = 0,
Y
(
g(x) − Υ (g(x(0))+ e))− Y (0)(g(x(0))− Υ (g(x(0))+ e))= 0. (2.5)
It is obvious that H(w,w(0),1) = 0 has a unique solution w = w(0) .
When μ = 0, the homotopy equation becomes (2.3).
For a given w(0) , rewrite H(w,w(0),μ) as Hw(0) (w,μ). The zero-point set of Hw(0) is
H−1
w(0)
(0) = {(w,μ) ∈ Ω(μ) × Rm+ × (0,1]: Hw(0) (w,μ) = 0}.
Before proving our main result of this section, we list some fundamental results about the homotopy method.
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−1
w(0)
(0) consists
of some smooth curves. And the regularity of Hw(0) can be obtained by the following lemma.
Lemma 2.2. (Transversality Theorem, see, e.g., [2].) Let Q ,N and P be smooth manifolds with dimensions q,m and p˜, respectively.
Let W ⊂ P be a submanifold of codimension p (that is, p˜ = p+ dimension of W ). Consider a smooth map Φ : Q × N → P . If Φ is
transversal to W , then for almost all a ∈ Q , Φa(·) = Φ(a, ·) : N → P is transversal to W . Recall that a smooth map h : N → P is
transversal to W if{
Range
(
Dh(x)
)}+ {T yW } = T y P , whenever y = h(x) ∈ W ,
where Dh is the Jacobi matrix of h, T yW , and T y P denote the tangent spaces of W and P at y, respectively.
In this paper, W = {0}, so the Transversality Theorem is corresponding to the Parameterized Sard Theorem on smooth
manifolds.
Lemma 2.3. (Parameterized Sard Theorem, see, e.g., [2].) Let V ⊂ Rn, U ⊂ Rm be open sets, and Φ : V × U → Rk a Cr map, where
r > max{0,m − k}. If 0 ∈ Rk is a regular value of Φ , then for almost all a ∈ V , 0 is a regular value of Φa ≡ Φ(a, ·).
Now, we shall present the main result of the paper.
Theorem 2.1. Let H be deﬁned as in (2.4). In addition, let assumptions (C1)–(C4) hold, gi(x), i = 1, . . . ,m, be C3 functions and
ηi(x, yi), i = 1, . . . ,m, be C2 mappings. Then for any C2 mapping Φ(x) : Rn → Rn satisfying Φ(Ω) ⊂ Ω ,
(1) (existence of the ﬁxed point) Φ(x) has a ﬁxed point in Ω;
(2) (homotopy method for computing the ﬁxed point) for almost all w(0) ∈ Ω0 × Rm++ , there exists a C1 curve (w(s),μ(s)) of dimen-
sion 1 such that
H
(
w(s),w(0),μ(s)
)= 0, (w(0),μ(0))= (w(0),1). (2.6)
And when μ(s) → 0, w(s) tends to a point w∗ = (x∗, y∗). In particular, the component x∗ of w∗ is a ﬁxed point of Φ(x) in Ω .
Proof. Denote the Jacobi matrix of H(w,w(0),μ) by DH(w,w(0),μ), we have
DH
(
w,w(0),μ
)= (∂H(w,w(0),μ)
∂w
,
∂H(w,w(0),μ)
∂w(0)
,
∂H(w,w(0),μ)
∂μ
)
.
For any w(0) ∈ Rn × Rm++ and μ ∈ (0,1],
∂H(w,w(0),μ)
∂w(0)
=
(−μI 0
M N
)
,
where
G
(
x(0)
)= diag(g(x(0))),
M = −μYΥ ∇g(x(0))T − μY (0)(∇g(x(0))T − Υ ∇g(x(0))T ),
N = −μ(G(x(0))− Υ (G(x(0))+ I)).
By the deﬁnition of Υ , it is easy to show that gi(x(0)) − γi(gi(x(0)) + 1) < 0, i = 1, . . . ,m, then ∂H(w,w(0),μ)/∂w(0) is
nonsingular, and hence DH(w,w(0),μ) is of full row rank, that is, 0 is a regular value of H(w,w(0),μ). By the parame-
terized Sard theorem, for almost all w(0) ∈ Ω0(1) × Rm++ , 0 is a regular value of map Hw(0) : Ω(μ) × Rm+ × (0,1] → Rn+m .
By the inverse image theorem, H−1
w(0)
(0) consists of some smooth curves. Since Hw(0) (w
(0),1) = 0, there exists a C1 curve
(w(s),μ(s)) (denoted by Γw(0) ) of dimension 1 such that
H
(
w(s),w(0),μ(s)
)= 0, (w(0),μ(0))= (w(0),1).
By the classiﬁcation theorem of one-dimensional smooth manifold, Γw(0) is diffeomorphic to a unit circle or the unit interval.
Since
∂Hw(0) (w,μ)
∂w
=
(
A B
Y∇g(x)T G(x) − μΥ (G(x(0)) + I)
)
,
where
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(
x, (1− μ)y)= (∇y1η1(x, (1− μ)y1), . . . ,∇ymηm(x, (1− μ)ym)),
A = (1− μ)
(
I − ∇Φ(x) +
m∑
i=1
(1− μ)μ∇2gi(x)yi
)
+
m∑
i=1
∇xηi
(
x, (1− μ)yi
)+ μI,
B = (1− μ)((1− μ)μ∇g(x) + ∇yη(x, (1− μ)y)).
Then
∂Hw(0) (w
(0),1)
∂w
=
(
I 0
Y (0)∇g(x(0))T G(x(0)) − Υ (G(x(0)) + I)
)
is nonsingular, it follows that Γw(0) cannot be diffeomorphic to a unit circle, but a unit interval.
Let (w∗,μ∗) be a limit point of Γw(0) , then the following cases may occur:
(a) (w∗,μ∗) = (x∗, y∗,μ∗) ∈ Ω × Rm+ × {0},
(b) (w∗,μ∗) = (x∗, y∗,μ∗) ∈ Ω0(1) × Rm++ × {1},
(c) (w∗,μ∗) = (x∗, y∗,μ∗) ∈ ∂(Ω(μ) × Rm+) × (0,1].
Since the equation Hw(0) (w,1) = 0 has a unique solution (w(0),1) in Ω0(1) × Rm++ × {1}, so case (b) will not occur.
If case (c) holds, there exists a sequence of points (x(k), y(k),μk) on Γw(0) such that x
(k) → x∗ , y(k) → ∞, and μk → μ∗
as k → ∞. By the second equality of (2.4), we have
g
(
x(k)
)− μkΥ (g(x(0))+ e)= μk(Y (k))−1Y (0)(g(x(0))− Υ (g(x(0))+ e)).
When μ∗ > 0, the active index set
I
(
x∗,μ∗
)= {i: lim
k→∞
y(k)i = ∞, i = 1, . . . ,m
}
.
When μ∗ = 0, the index set
I0
(
x∗,0
)= {i: lim
k→∞
y(k)i = ∞, i = 1, . . . ,m
}
⊂ I(x∗,0).
(1) If μ∗ = 1, by the ﬁrst equality of (2.4), we have∑
i∈I(x∗, 1)
[(
(1− μk)y(k)i
)
(1− μk)μk∇gi
(
x(k)
)+ ηi(x(k), (1− μk)y(k)i )]+ (x(k) − x(0))
= −
∑
i /∈I(x∗, 1)
[(
(1− μk)y(k)i
)
(1− μk)μk∇gi
(
x(k)
)+ ηi(x(k), (1− μk)y(k)i )]
− (1− μk)
(
x(k) − Φ(x(k)))+ (1− μk)(x(k) − x(0)). (2.7)
By the fact that y(k)i is bounded for i /∈ I(x∗,1), assumptions (C1)–(C3) and equality (2.7), we have that limk→∞(1−μk)y(k)i
(denoted by ρ∗i ) exists. Then by taking limits in (2.7), we get∑
i∈I(x∗, 1)
ηi
(
x∗,ρ∗i
)+ x∗ = x(0), (2.8)
which contradicts assumption (C4).
(2) If 0 < μ∗ < 1, by the ﬁrst equality of (2.4), we have∑
i∈I(x∗,μ∗)
[(
(1− μk)y(k)i
)
(1− μk)μk∇gi
(
x(k)
)+ ηi(x(k), (1− μk)y(k)i )]
= −(1− μk)
(
x(k) − Φ(x(k)))− μk(x(k) − x(0))
−
∑
i /∈I(x∗,μ∗)
[(
(1− μk)y(k)i
)
(1− μk)μk∇gi
(
x(k)
)+ ηi(x(k), (1− μk)y(k)i )]. (2.9)
When k → ∞, since Ω(μ∗) and y(k)i , i /∈ I(x∗,μ∗) are bounded, the right-hand side of (2.9) is bounded. But by assumptions
(C2) and (C3), if y
(k)
i → ∞, i ∈ I(x∗,μ∗), then the left-hand side of (2.9) is inﬁnite, a contradiction.
(3) If μ∗ = 0, since the nonempty index sets I0(x∗,0) ⊂ I(x∗,0), the proof is similar to (2).
By the above discussion, we obtain that case (a) is the only possible case. Therefore w∗ is a solution of (2.4), and by
Lemma 2.1, we have x∗ is a ﬁxed point of Φ(x) in Ω . 
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Numerical results of Examples 3.1–3.4.
Example x(0) I T μ∗ x∗ Φ(x∗)
3.1 (0.8,1) 46 0.000000 (0.000000,0.000000) (0.000000,0.000000)
(0.8,−1) 43 0.000000 (0.000000,0.000000) (0.000000,0.000000)
3.2 (−1,0.5) 48 0.000000 (−1.000000,0.000000) (−1.000000,0.000000)
(−1,−0.5) 52 0.000000 (−1.000000,0.000000) (−1.000000,0.000000)
3.3 (14,2) 53 0.000000 (12.000000,0.000000) (12.000000,0.000000)
(14,−2) 55 0.000000 (12.000000,0.000000) (12.000000,0.000000)
3.4 (−1,5) 57 0.000000 (−1.000000,0.000000) (−1.000000,0.000000)
(−2,−4) 41 0.000000 (−2.000003,0.000000) (−2.000003,0.000000)
Remark 2.2. For almost all w(0) = (x(0), y(0)) ∈ Ω0 × Rm++ , by Theorem 2.1, the homotopy generates a C1 curve Γw(0) , by
differentiating the ﬁrst equality of (2.6), we get the following theorem.
Theorem 2.2. The homotopy path Γw(0) is determined by the following initial value problem to the ordinary differential equation
DHw(0)
(
w(s),μ(s)
)( w˙(s)
μ˙(s)
)
= 0, (w(0),μ(0))= (w(0),1). (2.10)
where s is the arclength of the curve Γw(0) . At last, we discuss how to trace numerically the homotopy path Γw(0) in Remark 2.3.
Remark 2.3. Let A = DHw(0) (w(s),μ(s)), v = (w˙(s), μ˙(s))T , y(s) = (w(s),μ(s)), then (2.10) becomes
Av = 0, y(0) = (w(0),1). (2.11)
By solving the linear system Av = 0, we get a solution v , then (2.10) becomes the following initial value problem
dy
ds
= v, y(0) = (w(0),1). (2.12)
Generally, if we utilize numerical algorithms for initial value problems of ordinary differential equations (for example,
Runge–Kutta algorithms) to solve (2.12) independently, the steplength must be suﬃciently small to guarantee that each
iterate (w(k),μk) is close enough to the solution curve, which may increase computational cost greatly. Since ones only try
to ﬁnd a point (w,μ) (when μ is approximately zero) instead of tracing the curve Γw(0) very precisely, hence they would
like to combine numerical algorithms for initial value problems of ordinary differential equations with other methods (for
example, Newton’s methods) to develop more eﬃcient methods, i.e., predictor–corrector methods [1]. In the following, we
formulate the implementation of a standard predictor–corrector procedure in detail. Suppose we have obtained a sequence
of points (w(i),μi), i = 1, . . . ,k, starting with an initial guess (w(0),1). To get the next iterate (w(k+1),μk+1), we need to
solve the linear system Av = 0, which enables us to get a unit tangent vector v(k) at (w(k),μk). The tangent vector at a point
on Γw(0) has two opposite directions, one (the positive direction) makes s increase, another (the negative direction) makes s
decrease. Since the negative direction will lead us back to the initial guess, so we must go along the positive direction. The
criterion that determines the positive direction is based on a basic theory of the homotopy method, namely, the positive
direction at any point keeps the sign of the determinant
∣∣ DHw(0) (w,μ)
vT
∣∣ invariant. Then, by using the Euler method, for some
small steplength hk > 0 (not suﬃciently small), we are able to get a predictor point (w¯(k), μ¯k) = (w(k),μk)+hkv(k) . Here we
do not replace the Euler method by more complicated algorithms, for the predictor point need not to be close enough to the
curve Γw(0) , if only it is located in the convergent region of the Newton’s method during the corrector phase. Next, we may
make a corrector step. Setting DHw(0) (w,μ)
+ = DHw(0) (w,μ)T (DHw(0) (w,μ)DHw(0) (w,μ)T )−1, which is the Moore–Penrose
inverse of DHw(0) (w,μ). The corrector phase then tries to identify a corrector point (w
(k+1),μk+1) on the path Γw(0) . The
corrector step is usually carried out by the Newton’s method that uses the Moore–Penrose inverse of DHw(0) (w,μ), starting
with (w¯(k), μ¯k) and proceeding until ‖Hw(0) (w(k+1),μk+1)‖ is approximately zero.
3. Numerical results
By using the homotopy (2.4) and a predictor–corrector procedure, we have computed some examples, and four of which
are given to illustrate the work in this paper. In each example, we set 1 = 1.e−3, 2 = 1.e−6 and h0 = 0.02. The behaviors
of homotopy paths are shown in Figs. 3.1, 3.2, 3.3 and 3.4. Computational results are given in Table 3.1, where x(0) denotes
the initial guess, I T the number of iterations, and x∗ the ﬁxed point.
Example 3.1. (See [12].) To ﬁnd a ﬁxed point of self-mapping Φ(x) = (−x1,−x2)T in Ω = {(x1, x2) ∈ R2: x21 + x22  1,
−(x1 − 1)2 − x22 + 1 0}. In this example, since ηi(x, zi) = ∇gi(x)zi , i = 1,2,3, the expression of the ODE to compute the
homotopy pathways is as follows:
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⎛
⎜⎜⎝
2− μ + a1(y1 − y2) 0 a1x1 a1x2 a2
0 2− μ + a1(y1 − y2) −a1(x1 − 1) −a1x2 a3
2x1 y1 −2(x1 − 1)y1 a4 0 a6
2x2 y2 −2x2 y2 0 a5 a7
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
x˙1(s)
x˙2(s)
y˙1(s)
y˙2(s)
μ˙(s)
⎞
⎟⎟⎟⎟⎠= 0,
(
x(0), y(0),μ(0)
)= (x(0), y(0),1),
a1 = 2(1− μ)
(
1+ μ − μ2), a2 = −x1 − x(0)1 + (μ2 − 2μ)(2x1 y1 − 2(x1 − 1)y2),
a3 = −x2 − x(0)2 +
(
μ2 − 2μ)(2x2 y1 − 2x2 y2), a4 = x21 + x22 − 1− μγ1(x(0)1 2 + x(0)2 2),
a5 = −(x1 − 1)2 − x22 + 1+ μγ2
((
x(0)1
2 − 1)2 + x(0)2 2 − 2),
a6 =
(
y(0)1 γ1 − y1γ1 − y(0)1
)(
x(0)1
2 + x(0)2
2 − 1)+ y(0)1 γ1 − y1γ1,
a7 =
(
y(0)2 γ2 − y2γ2 − y(0)2
)(−(x(0)1 − 1)2 − x(0)2 2 + 1)+ y(0)2 γ2 − y2γ2. (3.1)
Example 3.2. (See Example 2.1 in [9].) To ﬁnd a ﬁxed point of self-mapping Φ(x) = (x1,−x2)T in Ω = {(x1, x2) ∈ R2: x21 +
x22  1, (x1 − 1)2 + x22  1}. In this example, since ηi(x, zi) = ∇gi(x)zi , i = 1,2,3, the expression of the ODE to compute the
homotopy pathways is as follows:
⎛
⎜⎜⎝
b1(y1 − y2) 0 b1x1 b1x2 b2
0 2− μ + b1(y1 − y2) −b1(x1 − 1) −b1x2 b3
2x1 y1 −2(x1 − 1)y1 b4 0 b6
2x2 y2 −2x2 y2 0 b5 b7
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
x˙1(s)
x˙2(s)
y˙1(s)
y˙2(s)
μ˙(s)
⎞
⎟⎟⎟⎟⎠= 0,
(
x(0), y(0),μ(0)
)= (x(0), y(0),1),
b1 = 2(1− μ)
(
1+ μ − μ2), b2 = x1 − x(0)1 + (μ2 − 2μ)(2x1 y1 − 2(x1 − 1)y2),
b3 = −x2 − x(0)2 +
(
μ2 − 2μ)(2x2 y1 − 2x2 y2), b4 = x21 + x22 − 1− μγ1(x(0)1 2 + x(0)2 2),
b5 = −(x1 − 1)2 − x2 + 1+ μγ2
((
x(0)
2 − 1)2 + x(0)2 − 2),2 1 2
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b6 =
(
y(0)1 γ1 − y1γ1 − y(0)1
)(
x(0)1
2 + x(0)2
2 − 1)+ y(0)1 γ1 − y1γ1,
b7 =
(
y(0)2 γ2 − y2γ2 − y(0)2
)(−(x(0)1 − 1)2 − x(0)2 2 + 1)+ y(0)2 γ2 − y2γ2. (3.2)
Example 3.3. (See Example 2.2 in [9].) To ﬁnd a ﬁxed point of self-mapping Φ(x) = 24−
√
x21+x22√
x21+x22
(x1,−x2)T in Ω =
{(x1, x2) ∈ R2: x21 + x22  122, x21 + x22  102, x1 + 5
√
2  0}. In this example, we introduce C2 mappings η2(x, z2) =
((−16− x1)z2,−x2z2), ηi(x, zi) = ∇gi(x)zi , i = 1,3, such that Ω(μ) satisﬁes assumptions (C1)–(C4). Then the expression of
the ODE to compute the homotopy pathways is as follows:⎛
⎜⎜⎜⎜⎜⎜⎜⎝
c1
24(1−μ)x1x2
(x21+x22)
3
2
2c3x1 c4x1 − 16(1− μ) −c3 c5
24(1−μ)x1x2
(x21+x22)
3
2
c2 2c3x2 c4x2 0 c6
2x1 y1 2x2 y1 c7 0 0 c10
−2x1 y2 −2x2 y2 0 c8 0 c11
−y3 0 0 0 c9 c12
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
x˙1(s)
x˙2(s)
y˙1(s)
y˙2(s)
y˙3(s)
μ˙(s)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
= 0,
(
x(0), y(0),μ(0)
)= (x(0), y(0),1),
c1 = (1− μ)
(
2− 24x
2
2
(x21 + x22)
3
2
)
+ 2(1− μ)2μ(y2 − y1) + (1− μ)(2y1 − y2) + μ,
c2 = (1− μ)
(
2− 24x
2
1
(x21 + x22)
3
2
)
+ 2(1− μ)2μ(y2 − y1) + (1− μ)(2y1 − y2) + μ,
c3 = 2(1− μ)
(
1+ μ − μ2), c4 = −(1− μ)(2μ − 2μ2 + 1),
c5 =
(24−
√
x21 + x22)x1√
x21 + x22
− x(0)1 + (1− μ)2
(
2(x1 − 2)(y2 − y1) − y3
)+ 10y1 + 2(x1 − 2)y2 − y3,
c6 =
−(24−
√
x21 + x22)x2√
x2 + x2
− x(0)2 + 2(1− μ)2x2(y2 − y1) + 2x2 y2,1 2
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c7 = x21 + x22 − 122 − μγ1
(
x(0)1
2 + x(0)2
2 − 122),
c8 = −x21 − x22 + 102 − μγ2
(−x(0)1 2 − x(0)2 2 + 102), c9 = −x1 − 5√2− μγ3(−x(0)1 − 5√2),
c10 =
(
y(0)1 γ1 − y1γ1 − y(0)1
)(
x(0)1
2 + x(0)2
2 − 122)+ y(0)1 γ1 − y1γ1,
c11 =
(
y(0)2 γ2 − y2γ2 − y(0)2
)(−x(0)1 2 − x(0)2 2 + 102)+ y(0)2 γ2 − y2γ2,
c12 =
(
y(0)3 γ3 − y3γ3 − y(0)3
)(−x(0)1 − 5√2)+ y(0)3 γ3 − y3γ3. (3.3)
Example 3.4. To ﬁnd a ﬁxed point of self-mapping Φ(x) = (x1,−x2)T in Ω = {(x1, x2) ∈ R2: −(x1 − 2)2 − x22 + 4  0,
(x1 − 2)2 + x22 − 25 0, x1 − 3 0}. In this example, we introduce C2 mappings η1(x, z1) = (10z1,0), ηi(x, zi) = ∇gi(x)zi ,
i = 2,3, such that Ω(μ) satisﬁes assumptions (C1)–(C4). Then the expression of the ODE to compute the homotopy path-
ways is as follows:
⎛
⎜⎜⎜⎜⎝
d1 0 d3 d4(x1 − 2) d4 d6
0 d2 d5 d4x2 0 d7
−2(x1 − 2)y1 −2x2 y1 d8 0 0 d11
2(x1 − 2)y2 2x2 y2 0 d9 0 d12
y3 0 0 0 d10 d13
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
x˙1(s)
x˙2(s)
y˙1(s)
y˙2(s)
y˙3(s)
μ˙(s)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
= 0,
(
x(0), y(0),μ(0)
)= (x(0), y(0),1),
d1 = 2(1− μ)2μ(y2 − y1) + 2(1− μ)y2 + μ,
d2 = 2(1− μ) + 2(1− μ)2μ(y2 − y1) + 2(1− μ)y2 + μ,
d3 = −2(1− μ)2μ(x1 − 2) + 10(1− μ),
d4 = 2(1− μ)
(
1+ μ − μ2), d5 = −2(1− μ)2μx2,
d6 = x1 − x(0)1 + (1− μ)2
(
2(x1 − 2)(y2 − y1) + y3
)+ 10y1 + 2(x1 − 2)y2 + y3,
d7 = −x2 − x(0)2 + 2(1− μ)2x2(y2 − y1) + 2x2 y2,
d8 = −(x1 − 2)2 − x22 + 4+ μγ1
((
x(0)1 − 2
)2 + x(0)2 2 − 5),
d9 = (x1 − 2)2 + x2 − 25− μγ2
((
x(0) − 2)2 + x(0)2 − 24),2 1 2
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d10 = x1 − 3− μγ3
(
x(0)1 − 2
)
,
d11 =
(
y(0)1 γ1 − y1γ1 − y(0)1
)(−(x(0)1 − 2)2 − x(0)2 2 + 4)+ y(0)1 γ1 − y1γ1,
d12 =
(
y(0)2 γ2 − y2γ2 − y(0)2
)((
x(0)1 − 2
)2 + x(0)2 2 − 25)+ y(0)2 γ2 − y2γ2,
d13 =
(
y(0)3 γ3 − y3γ3 − y(0)3
)(
x(0)1 − 3
)+ y(0)3 γ3 − y3γ3. (3.4)
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