Abstract Due to the rapid development of human computer interaction systems, the recognition of emotion becomes a challenging task. Various handheld devices such as smart phones and PCs are utilized to recognize the human emotion from the speech. But, the recognition of emotion is burdensome to the human computer interaction system since it differs according to the speaker. To resolve this problem, the Adaptive Fractional Deep Belief Network (AFDBN) is proposed in this paper. Initially, the spectral features are extracted from the input speech signal. The features obtained are the tonal power ratio, spectral flux, pitch chroma and MFCC. The extracted feature set is then given into the network for the classification. Thus, the AFDBN is newly designed by the fractional theory and Deep belief network. Then, the proposed AFDBN method is used to find out the optimal weights which are used to recognize the emotion efficiently. Finally, the experimental results are evaluated and its performance is analyzed by the evaluation metrics which is compared with the existing systems. The outcome of the proposed method attains 99.17% accuracy for Berlin database and 97.74% for Telugu database. 
Introduction
Due to the rapid development of human computer interaction system, the speaker emotion becomes the challenging task which achieves a significant attention of the researchers in the past few years [1] [2] [3] [4] [5] . This task is intended to increase the interface between the machines and human beings by the automatic recognition of emotional state. The major issue is to recognize the emotion by different feelings such as anger, joy, neutral, boredom, and sadness [6] [7] [8] [9] [10] . Hence, the Human Computer Interaction (HCI) is an emerging task where the user exploits smart phones and PCs to show their feelings by emotions. Furthermore, the HCI system is used to control the action of the computer with regard to the human emotion. The speech is the basic form of communication and speech emotion recognition is a significant problem that is to be faced. Therefore, speech plays an important role in the human communication interaction system which is used to exhibit their emotions, cognitive states and intentions to each other. To achieve Speaker Emotion Recognition (SER), the classification is then performed by the speech signal and extracted features [7] .
Nowadays, much more technical advancement is utilized in automatic SER, which was assisted by the emotion recognition and speech emotion feature extraction. But, the recognition rate and robustness gets degraded due to some environmental factors and distinct emotions [8] . The core research problem in SER is yet to be solved because it affects the salient features of the speech signals [9] . To achieve this objective, it is intended to extract the speech emotion features which are categorized into four types; they are (1) acoustic features, (2) linguistic features (3) context information and (4) hybrid features. The main purpose of speech emotion recognition was to overcome the inconsistency of speakers. Then, the dialogue spoken by the speaker may change according to their characteristics and emotional state. Therefore, the emotion is predicted from the voice of the speaker in speaker independent mode and this achieves speaker independent system [11] .
In this paper, speaker emotion is recognized using adaptive fractional deep belief network which is newly designed by combining deep belief network and fractional theory. Initially, the speech signal is given as input to SER. The signal features are extracted for the speaker emotion recognition system such as tonal power ratio, spectral flux, Mel frequency Cepstral Coefficients (MFCC) and pitch chroma. Based on the feature vectors, the fractional theory is integrated with the DBN, named Adaptive Fractional Deep Belief Network (AFDBN) which is proposed to find out the weight vectors optimally. Finally, the testing phase in AFDBN is used to do emotional classification based on the features and learned weights.
The main contribution of the paper is as follows:
The extracted features are used to preserve the various characteristics such as Fourier, spectrum, tone and pitch. Thus, the features are integrated to perform the classification by the proposed AFDBN.
A novel algorithm, called as Adaptive Fractional Deep Belief Network (AFDBN) is developed by combining Deep Belief Network (DBN) and Fractional Calculus (FC).
The paper is structured as follows. Section 2 discusses about the review of speaker emotion recognition. Section 3 presents the motivation behind the approach. The proposed methodology is briefly explained in Section 4. Section 5 presents the experimental results and performance analysis. Finally, the conclusion is given in Section 6.
Literature review
This section discusses the review of different speech emotional classification methods available in the literature. Most of the methods were utilized in the traditional classifier with different feature vectors to perform emotion recognition. Support Vector Machine (SVM) was utilized in [5, 12, 13] and hierarchical classifier was utilized in [6, 11] . Some authors bring different strategies into the traditional classifier for emotional classification.
Hric et al. [5] developed SVM regression-based classification for speaker recognition. It enhanced the model interpretability, shorter training times and kernel functions. The disadvantage of SVM based classification is that it might create an impact on the recognition performance. Albornoz et al. [6] described the hierarchical classifiers for recognition of speaker. It has the advantage of having better performance without taking into account information from the psychological level. But, it has the problem in gender (speaker) variability in an explicit manner. Kim et al. [11] described the hierarchical classifiers to speaker recognition and it is adaptable to noisy conditions. Still, some research is undergoing in this area, to improve the recognition performance by combining the advantages of each classifier.
Cao et al. [12] demonstrated the SVM-based classification for speaker recognition. The SVM based classification achieves better results in realistic manner where there were large emotional instances of the speaker but the majority of expression is more likely to be Neutral. The highly reliable prediction is critical to distinguish from relatively poor ones. Wang et al. [13] presented the SVM-based classification for classification of speaker. The advantage of SVM based classification is that it exploits the convex quadratic optimization to evaluate the globally optimal solution but it is not appropriate for the speaker-independent speech emotion recognition. Mencattini et al. [14] presented the PLS regression model-based classification for speaker recognition. It has the advantage of mitigating over-fitting which leads to improve the generalization but the actors and posed emotion expression is crucial to recognition. Mao et al. [15] explained the convolution Neural Networksbased classification for speaker recognition. This work effectively utilized the feature learning exploited by a classifier. Due to large training sequence requirement, it leads to more computation complexity.
Motivation behind the approach
This section discusses the problem formulation for emotional speech classification and the major issues to be considered to design a good emotional classification method.
Problem definition
Consider S be the input database which contains s set of speech signal. Then, the input database includes E number of emotions which is defined by w number of speech signal. Subsequently, every speech signal is represented with a vector of length N S 2 fe i ; 1 6 i 6 Eg e i ¼ s i n ; 1 6 n 6 w The major problem considered here is to determine the emotional class, e of the input speech signal based on the emotional state of the person.
Challenges
Speaker emotion recognition is a challenging task for the researchers because the major issues are given below to be handled for enhancing the performance of recognition systems.
Due to some limitation, the speech analysis method is required to tackle the following signal characteristics since it affects the recognition performance, (i) there is a huge variability of expressions and no evidence for the best choices, and (ii) the variance of inter-speakers is considered in optimal training of classification model.
In the literature, most of the speech processing methods utilizes the HMM and GMM for classification of emotions but, the major problem with those methods is that they require detailed assumptions about the data distribution and model parameters.
Also, neural network-based classification models require more training data for better classification but it contains low level feature, local order, and intrinsic characteristics which is difficult to handle in acoustic models.
Overall, the algorithm should be designed by, (i) Selection of the most significant signal features to comprise the unique information to easily recognize by any classification model and (ii) the appropriate selection of samples for training a classification model.
Even though various techniques are developed for speech recognition through the defined experimental recording setup, the real time recognition system which is robust against the real time scenario is still the vision of the people. For example, the speech signals recorded through the mobile voice recorder contain various issues such as, channel drop, silence or no speech event, truncated speech signal, noisy signal along with the desired speech event. By considering these entire real time scenarios, the development of speech recognition system is very challengeable one.
Proposed methodology: Adaptive Fractional Deep Belief Networks for speaker emotion recognition
This section presents the proposed methodology of adaptive fractional deep belief network for speaker emotional classification. The speaker emotional classification is performed using two important steps, such as training phase and testing phase. In the training phase, the input speech signal is given to extract the four spectral features which are utilized in the training phase of AFDBN. Then, the training process is mathematically modeled by the Deep Belief Network (DBN) and Fractional Calculus, termed the novel algorithm AFDBN. The proposed classifier is used to find the weights iteratively. On the other hand in the testing phase, the learned weights are utilized to recognize the emotion of the speaker through the feature components. Fig. 1 shows the block diagram of the proposed speaker emotional classification using AFDBN.
Speech feature extraction
Initially, the speech signal is given as the input to our proposed methodology. The extraction of spectral feature is the initial step for the speaker emotion recognition. These feature components should be extracted appropriately since it has the direct impact of classification. Commonly, spectral components-based features are widely taken for feature extraction as these can provide proper separable space for different classes through its spectral representation. Here, it is intended to extract the four spectral features such as tonal power ratio, spectral flux, MFCC and pitch chroma, which are employed in the classification process to recognize the emotion efficiently. While analyzing these four features, the tonal power ratio is utilized to determine the unique characteristics of the signal which is used for the classification model to make the separation among the classes. Spectral flux preserves the signal characteristics to be easily predictable by the classifier. Then, the pitch chroma feature reflects the global characteristics of the signal which is computed by the pitch frequency in each frame. Also, MFCC coefficients are effectively applied for various recognition tasks due to the advantage of handling the complex nonlinear decision boundaries. When combining all these four features, the decision making seems easier for the classifier and also, the computational burden of the classifier can be reduced.
Features utilized
There are four spectral features extracted using tonal power ratio, spectral flux, MFCC and pitch chroma in the proposed emotional classification discussed below.
Tonal power ratio: The tonal power ratio is used to measure the tonalness of the speech signal. Tonal power ratio [16] is defined by the ratio of the tonal power of the spectrum components and the overall power. Let s n be the input speech signal and Xðk; cÞ represents the spectrum of the input speech signal. The tonal power ratio ranges from 0 to 1 where the low value represents the noise pattern and tonal spectrum is defined by the high value. Then, tonal power ratio T of the input speech signal s n is expressed in Eq. (1) Figure 1 Block diagram of the proposed speaker emotion classification.
where GðcÞ is the tonal power which is computed by summing all bins k which are local maximum and it lies above a threshold as shown in Eq. (2) .
Spectral flux: The spectral components of the signal are extracted using the spectral flux [17] . The spectral components are the important aspect because if the spectral content of the signal is changed over the time, then the recognition performance gets degraded. The input speech signal s n can be found out by taking the squared difference between the normalized magnitudes of consecutive spectral distributions that correspond to consecutive signal frames. Then, spectral flux P r of the input speech signal s n is given in Eq. (3):
where N represents the vector length.
Pitch chroma: The pitch chroma extraction is the powerful tool to categorize the pitches significantly and approximates to the equal tempered pitch scale. In order to extract the features using pitch chroma, the frequency of the Fourier transform is mapped with the 12 semi-tones pitch classes C. It is used to reduce the transients and noise present in the signals. Thus, the Pitch chroma [18] of l vector is obtained by mapping the semi-tone pitch classes (chroma) and its corresponding semitone pitches is given in Eq. (4). The semi-tone pitch spectrum is evaluated by directly multiplying the Fourier transform of the input speech signal with the filters is shown in Eq. (5).
where XðfÞ is the Fourier transform values and f defines the frequency of the Fourier transform. Thus, the filter is defined by Eq. (6) with parameter x which is used to determine the relative distance between the center of the filter and frequencies of the spectrum.
where
Mel Frequency Cepstral Coefficient [19] is one of the popular methods for extracting the significant feature component from the speech signal. It has the advantage of using perceptual frequency bands for the cepstral analysis. In order to compute the DFT, the window function is used to smooth the signal which leads to attenuate both ends of the signal towards zero. The input signal s j is split into a set of frames where the Discrete Fourier Transform (DFT) is applied which is denoted by s l ðjÞ. And also, the periodogram is computed based on the estimated power spectral for every speech frame s l ðiÞ. Thus, the power spectrum of the speech signal is obtained. In order to convert the power spectrum into Melspectrum, the Q point of FFT is utilized. Subsequently, the m triangular filters are required to design the Mel-spaced filter bank which poses qðmÞ vectors of length Q. Here, Q represents the Q point FFT considered. After that, the energy of the filter bank GðmÞ is calculated by multiplying each filter bank H m ðkÞ with the power spectrum and then, takes the logarithm after adding with those values.
Once the filter bank energies GðmÞ are computed, finally, the Discrete Cosine Transform (DCT) of the m log filter bank energies is calculated to obtain the m cepstral coefficients as shown in Eq. (7).
where MðmÞ is the desired m cepstral coefficient.
Feature concatenation
Initially the four features are extracted from the input speech signal, then the features are combined into a single vector, F.
The concatenation of the speech features is given as follows:
where T is tonal power ratio having 1 Â 1 vector, P is spectral flux having 1 Â 1 vector, C is chroma vector having 1 Â l vector and M is MFCC components having 1 Â m vector.
Speaker emotional classification using proposed AFDBN
The extracted features of the speech signal are fed into the proposed AFDBN classifier for emotion recognition. The Adaptive fractional DBN (AFDBN) comprises of both fractional theory and Deep Belief Network. Initially, the features are given into the training phase of the network where the learning weights are determined by using the fractional theory. The fractional theory based learning is performed by the derivative function which enhances the steady state performance and is also robust against the variation of the environmental parameters. Thus, the fractional theory is utilized to determine the optimal weights iteratively which is used in the classification of speaker emotion. And also, the advantage of utilizing DBN [20, 21] for speaker emotion recognition system is that the weights between the layers are initialized randomly while in the training phase. Then, these weights are used to maximize the likelihood of the input from the layer. Also, stability-based training of layers fits with human speech recognition which appears to use many layers of feature extractors and event detectors.
Deep belief network
Deep belief network (DBN) [22] is represented with stack connection of Restricted Boltzmann machines (RBM). The RBM is considered as the previous layer activation function for the classification. It consists of multiple hidden layers between the input and the output layer. Each layer consists of a set of binary or real-valued units or neurons and every unit in the layer is connected with the node of adjacent layer but there is no interconnection within the layer. Fig. 2 
Based on the energy model, the optimal weight vectors y ij are determined by the giving the training feature data. Once the optimal weight vectors are found out, then the classification task can be performed by the proposed AFDBN. Now, the important consideration is how to derive the optimal weight vector which is usually found out using the learning algorithm.
Proposed learning algorithm for AFDBN
This section presents the proposed learning algorithm for obtaining the optimal weights of the visible layer and hidden layers. Here, training of deep belief networks is done by training the each layer greedily (from lowest to highest) as an RBM using the previous layer's activations as inputs. Thus, the RBM in every layer is updated using the new weight computation formula which is newly mathematically modeled by incorporating fractional calculus [23] with the RBM formula. The learning algorithm is performed using the following five steps.
Step 1: Initialization of weights of hidden units y and bias terms (b and a): The weights of visible units and hidden units are initialized randomly. And also, the bias terms of the layer are initialized randomly.
Step 2: Updating of weight vectors: This step aims to update the weight of the layers. The common formula is given in Eq. (9) to update the weights of the layer using RBM for the next iteration t þ 1 as,
where y t is the weights of the current iteration and the y tþ1 inc is the increment in weight for the next iteration. The major contribution of the work is to modify the weight formulae using mathematical theory called, fractional calculus (FC) [14] , to enhance the solution searching in the predefined search space. Accordingly, the above equation can be written as in Eq. (10):
The left side y tþ1 À y t is the discrete version of the derivative of order b ¼ 1, leading to the expression [14] in Eq. (11),
The order of the velocity derivative can be generalized to a real number 0 6 b 6 1, if the FC perspective is considered which leads to a smoother variation and a longer memory effect. Therefore, the above equation can be written by considering the first two elements in terms of differential derivative as in Eqs. (12) and (13) .
Eq. (13) is a newly developed equation to find out the weight vector of every iteration. Based on Eq. (13), the proposed method is used to update the weights iteratively based on the weights of last two iterations. The historical weights considered in the AFDBN to find the future weights are the main characteristic of the AFDBN. The proposed AFDBN classifier comprises of DBN and fractional theory which is mainly used to enhance the recognition performance by the discrete derivative function. In Eq. (13), increment of weights can be found out using Eq. (14) .
where dy t is differential weight values of previous iteration, g is learning rate, w is number of samples, c is weight decay factor parameter and a is the value used for smoothness and avoids overfitting which is expressed as in Eq. (15), 
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where t max is the maximum iteration value, t min represents the minimum iteration and t cur is the current iteration value.
Step 3: Updating of bias term b: The updating of bias term in RBM is performed using Eq. (16). It is defined by,
This Eq. (16) is also updated using the fractional calculus theory to determine the bias weight of next iteration as shown in Eq. (17) .
The novel AFDBN is proposed where the fractional calculus is incorporated with the Deep belief network. The weights between the layers are updated by the derivative function. Thus, the proposed method exploits these learning weights for the classification to ensure the better recognition performance. The left side of the equation b tþ1 À b t can be written as in Eqs. (18) and (19),
where b is the velocity derivative factor and the increment bias of the next iteration can be computed as in Eq. (20);
where a is momentum for smoothness and avoids over fitting, db t is differential bias weight values of previous iteration, g is learning rate and w is number of samples.
Step 4: Updating of bias term a: The bias weight is also modified with fractional theory and the developed new equation is used to calculate the bias weight which is represented by Eqs. (21) and (22),
Step 5: Termination: The procedure of updating weights and bias terms is continuously performed from step 2 to step 4 until the iteration count reaches the user defined threshold value. From the final iteration, the weights of bias and layers are taken for the testing process.
Emotional classification of new sample using AFDBN
Once the weight vector and bias weights are evaluated from the training data, then the proposed AFDBN is used to find the emotion classification of the speech signal. The speech signal is directly passed through the feature extraction which extracts the four significant features. Then, the AFDBN provides the score value to recognize the speaker emotion of the input speech signal.
Results and discussion
This section presents the experimental results of the proposed AFDBN and the comparative analysis using three different evaluation metrics.
Dataset description
Two databases are utilized for the experimentation, one is Berlin Database of Emotional Speech [24] and the other one is Telugu database. Berlin database: This database is an achievement of a German database of acted emotional speech, and constitutes ten sentences spoken in 6 different emotions by ten actors. Ten actors (5 females and 5 males) simulated the emotions, producing 10 German utterances (5 short and 5 longer sentences) which could be used in everyday communication and are interpretable in all applied emotions. The recordings were taken in an anechoic chamber with high-quality recording equipment. The emotions considered here are neutral, anger, fear, joy, sadness, disgust and boredom.
Telugu database: This database is collected from a set of people who speak Telugu language. One Telugu sentence is spoken by six different persons recorded with five different emotions. The emotions considered are, angry, boredom, happy, neutral, and sad. Then, the recordings are done through mobile voice recorder.
Parameters fixed: The parameters fixed for our proposed AFDBN algorithm are weight decay (c), fractional order derivative (b), learning rate (g), minimum iteration (t min ) and maximum iteration (t max ). Here, fractional order derivative, b is fixed to 0.4 as it varies between 0 and 1. Then, the learning rate g is fixed to 0.001 which is used to enhance the performance and reduces the training time. The weight decay c is fixed to 0.8 and the minimum and maximum iteration to determine the optimal weights is set to 1 and 25.
Evaluation metrics
The performance of the algorithms is validated using three metrics called, False Acceptance Rate (FAR), False Rejection Rate (FRR) and Accuracy. Then, the performance is compared with the existing systems such as DBN and FDBN. The definition of the metrics is given as below Eqs. (23)- (25):
where True positive (TP) is correctly identified, False positive (FP) is incorrectly identified, True negative (TN) is correctly rejected and False negative (FN) is incorrectly rejected.
Experimental setup
The proposed AFDBN algorithm is implemented using MATLAB (R2014a). The system has i5 processor of 2.2 GHz CPU clock speed with 4 GB RAM and 64 bit operating system running with Windows 8.1. The number of MFCC coefficients M, number of hidden neurons, and number of hidden units are the parameters to be fixed for the proposed algorithm. These parameters are fixed by analyzing their performance with various values and selected the best parameter value for the comparison. The performance is compared with the DBN and FDBN to prove the performance improvement.
Performance evaluation of the proposed algorithm
The performance evaluation of the proposed algorithm is discussed in this section. Fig. 3 shows the analysis by different number of MFCC coefficients for the evaluation metrics. When the MFCC coefficient is 20, the false acceptance rate of 1.66% is achieved for the Berlin database. Then, the accuracy value of 99.16% is attained which is represented in Fig. 3a. Fig. 3b shows the performance evaluation of the Telugu database for various number of MFCC coefficients. When the coefficient is varied from 30 to 35, the FRR acquires 5%, and the false acceptance rate is decreased from 9.73% to 5%. Due to the minimum false rate, the accuracy value is enhanced from 84.2% to 95%. Similarly, Fig. 3b shows the higher accuracy of 86.7% is obtained which ensures the better performance. Fig. 4 shows the evaluation of the proposed AFDBN method for different number of hidden units. Fig. 4a shows the performance analysis for the Berlin database. When the number of hidden units is five, 5% is for both FAR and FRR, but the higher value of 95% accuracy is achieved which is deliberated in Fig. 4a . Then, the number of hidden neuron is increased to six, and the FAR and FRR are decreased to 0-2.57%. But, the accuracy of the proposed AFDBN increases the accuracy value to 98.6%. Fig. 4b shows the performance analysis of the Telugu database. When the number of hidden units is three, the false acceptance rate of 20.9% and false rejection rate of 41% are obtained. Then, the accuracy value of 70.7% is achieved. While increasing the number of hidden units to seven, then the false rate gets decreased to 5% which leads to attain the maximum accuracy value of 95% which is shown in Fig. 4b . This proved that the better performance can be obtained for the speaker emotion recognition system when the number of hidden units is fixed to large number. Fig. 5 shows the performance analysis with different numbers of hidden neurons. From Fig. 5a , the false rates of FAR and FRR achieve the 5% for all the number of hidden neurons. Due to the same value is obtained for the FAR and FRR, then the 95% of accuracy is achieved consistently when the hidden neuron is varied from 200 to 600. Simultaneously, Fig. 5b depicts the performance analysis for the Telugu database. The 14.9% FAR and 16.3% are achieved when the number of hidden neurons is equal to 300. Then, the 84.5% accuracy of this value is attained for the proposed AFDBN classifier. Then, the accuracy value is increased to 94.78% while increasing the number of hidden neuron in the AFDBN. In this database, the better emotion recognition performance in terms of accuracy is achieved when the hidden neuron is fixed as 600, which is represented in Fig. 5a . Fig. 6 depicts the performance analysis by the features for the evaluation metrics. Fig. 6a shows the performance analysis for the Berlin database. When the extracted feature is spectral flux, the false acceptance rate and false rejection rate of 5% are obtained using the proposed AFDBN. Similarly, the maximum accuracy of 95% is obtained. Here, the four spectral features such as tonal power ratio, spectral flux, Pitch chroma and MFCC attain the FAR and FRR of 5% and 95% accuracy value. Then, the features are concatenated which is fed into the proposed AFDBN, that also achieves the same value of 95% accuracy. Subsequently, Fig. 6b shows the performance analysis for the Telugu database. By using the pitch chroma features, the proposed AFDBN obtains the 15.4% for FAR, 22.02% for FRR and 82.02% of accuracy. Similarly, the MFCC feature attains 16.7% and 33.7% for FAR and FRR and then the accuracy value of 75.98%. Finally, the features are combined which is used to recognize the speaker emotion using proposed AFDBN which is deliberated in Fig. 6b . Thus, the higher accuracy of 96.27% is obtained which ensures the better recognition performance. the proposed AFDBN and existing FDBN for speaker emotion recognition. Here, the learning weights are updated iteratively by the fractional theory. Then, the optimal weights are used in the testing phase. Fig. 7a depicts the weight analysis for the Berlin Database. The values are represented by the mean and variance of the weights for each iteration. In Fig. 7a , the variance of the weight is varied from 0.35 to 0.18. Then, the mean value is also determined according to the variance measure. Similarly, Fig. 7b represents the absolute weight of the features used in the proposed AFDBN and existing FDBN classifier. Then, the optimal weight is determined iteratively by the mean and variance measure. Fig. 8 shows the confusion matrix representation for the proposed and existing method while using the Berlin Database. Fig. 8a represents the confusion matrix for the Deep belief network. The confusion matrix is constructed by the number of classes used in the speaker emotion recognition. This matrix is used to describe the performance by a set of test data. Here, the different emotions such as angry, boredom, joy, neutral and sad, are utilized in the proposed method. If the feature vector contains same class, then these values are represented by the diagonal elements. Similarly, Fig. 8b shows the confusion matrix for the exiting FDBN system. The confusion matrix is generated by the actual value and the predicted value. The classifier shows the true value of the test data is represented in the matrix. Fig. 8c demonstrates the confusion matrix for proposed AFDBN. If the actual data is N and W class, then the classifier predicts the data by its corresponding classes. Thus, the diagonal elements of the classes are taken as the output data. The confusion matrix representation for the Telugu database is shown in Fig. 9 . Fig. 9a shows the matrix representation for the deep belief network. The speaker emotions such as angry, bad, joy, neutral and boredom, are employed. The predicted results are obtained by the classifier are represented in the diagonal elements. Fig. 9b depicts the matrix for the existing FDBN. In the sad emotion of the speaker, the classifier predicts the data in both angry and sad emotion. But, the diagonal elements are considered as the output data. Similarly, Fig. 9c represents the confusion matrix for proposed AFDBN. The classifier has been trained to distinguish between the emotions which are represented as the value in the matrix. If the actual data belong to joy emotion, then the classifier also predicts its corresponding data.
Analysis by the feature vector
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Comparative analysis
In this section, the comparative analysis of the proposed AFDBN with FDBN and DBN is shown in Fig. 10 . Fig. 10a shows the performance graph in terms of FAR for the Berlin database. The FAR performance is analyzed by the various percentages of training data. When the percentage of training data is 84, the existing DBN achieves the FAR of 8.19% and FDBN attains 7.03% of FAR. When compared to the existing systems, the proposed AFDBN attains 2.15% of false value which is shown in Fig. 10a . Similarly, Fig. 10b depicts the comparative performance analysis for the Telugu database. While using the 78% of training data, the minimum value of false acceptance rate is 4.01% by the proposed system when compared to the existing systems. While using the 87% of training data samples, the existing DBN and FDBN attain the FAR percentage of 13% and 6.8%. But, the proposed AFDBN obtains the lower FAR percentage of 5% which provides the recognition significantly.
(a) Berlin database (b) Telugu database Figure 11 Comparative performance using FRR.
(a) Berlin database (b) Telugu database Figure 12 Comparative performance using accuracy. Fig. 11 shows the comparative performance of the AFDBN, FDBN and DBN using FRR. The better performance of the system is ensured with the minimum value of FRR. From Fig. 11a , the better performance is obtained by the proposed AFDBN which is compared with FDBN and DBN. The proposed AFDBN acquires the 0% of false rejection rate till 84 percentage of training data samples. But, the existing system such as DBN achieves 28.4% and FDBN obtains 14.8% value. When compared to the existing system, the proposed system ensures for the better recognition performance by attaining the minimum value of false rate. Similarly, Fig. 11b depicts the comparative analysis for the Telugu database. When the percentage of training data is 78, the FRR of 43.1% and 14.4% is obtained for the existing DBN and fractional DBN system. But, the proposed AFDBN classifier attains the minimum value of zero which is represented in Fig. 11b . Due to the minimum value of false rates, the proposed system can achieve the accuracy value rather than the existing systems. Overall, the proposed AFDBN outperformed for the different ways of experimentation. Fig. 12a shows the performance graph in terms of accuracy for the Berlin database. Here, better performance is obtained by varying the percentage of training data samples. In Fig. 12a , when the percentage of training data is 75, the proposed AFDBN achieves the higher accuracy value of 99.17% for the Berlin database when compared to the existing system since it attains 81.2% and 89.5% for both DBN and FDBN. Consequently, the comparative performance for the Telugu database is shown in Fig. 12b . The existing Deep Belief Network acquires the 67.98% of accuracy and Fractional DBN network attains 84.55% of accuracy. But, when compared to the existing system, Fig. 12b depicts the proposed Adaptive Fractional DBN network achieves the maximum accuracy of 97.74%. Finally, the higher accuracy value is obtained by the proposed AFDBN which provides the efficient speaker emotion recognition.
Conclusion
In this paper, the adaptive fractional deep belief network was proposed for the speaker emotion recognition. Here, the speech signal was given as the input to the proposed system. Initially, the speech signal was fed into the feature extraction process. The spectral features of the speech signal determined were the tonal power ratio, spectral flux, pitch chroma and MFCC. After the features were extracted, the proposed AFDBN classifier exploited these features. While in the training phase, the features were used for the classification. The AFDBN network was newly designed by comprising both fractional calculus and deep belief network. The weights in the DBN network were updated iteratively using the fractional theory. Then, the updated weights and bias term were employed in the testing phase of the proposed AFDBN to perform the speaker emotion recognition. Thus, the experimental results were validated and the performance was analyzed by FAR, FRR and accuracy. Then, the performance was also compared with the existing system. The proposed AFDBN achieved the higher accuracy of 99.17% and 97.74% for Berlin and Telugu database which ensured the better emotion recognition performance. The experimentation on the Telugu database ensured that the proposed AFDBN-based speech recognition is robust against the various real time scenarios.
