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Summary
In this study, climate and vegetation interactions are examined for several
periods of the geological past with (1) a dynamic global vegetation model
CARAIB, and (2) an Earth system model of intermediate complexity Planet
Simulator. Both models interact through an equilibrium asynchronous cou-
pling procedure, which consists of a series of iterations of climate and vege-
tation equilibrium simulations. The climate and vegetation models, as well
as the coupling technique developed here and some basic results are ﬁrst pre-
sented. The models are then applied to study three periods that have experi-
enced large scale climate and vegetation changes: the Last Glacial Maximum,
the Middle Pliocene and the Middle Miocene.
First, the implications of changing land surface properties on the climate
at the Last Glacial Maximum (LGM) are studied. A series of sensitivity
experiments is carried out to evaluate the contribution of vegetation change
relative to the contributions of the ice sheet expansion and elevation, and
the lowering of the atmospheric CO2 on the Last Glacial Maximum climate.
We ﬁnd that the vegetation cover change at the LGM leads to signiﬁcant
global cooling, together with a decrease in precipitation. The change in the
vegetation cover also reinforces the cooling due to other surface cover changes,
such as the ice-cover, when applied together with them.
Secondly, the climate and vegetation models are used to investigate the
Middle Pliocene and Middle Miocene climates and vegetations. Both periods
are characterised by a warmer and wetter than present-day climate, and as
a consequence, by a reduction of desert areas and an expansion and den-
siﬁcation of forests especially at high latitudes. Our results show that the
vegetation feedback on climate may have contributed to maintain and even
to intensify the warm and humid conditions produced by the other climatic
factors at the Middle Pliocene and Middle Miocene. Thus, considering the
climate and vegetation interactions could help to reconcile model results with
proxy-based reconstructions. This also suggests that vegetation-climate in-
teractions could provide a complementary, if not an alternative mechanism,
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to the large increase of CO2 required by the models to produce the estimated
warming at both periods.
The results presented in this study highlight the contribution of the bio-
sphere in past climate changes, and therefore emphasise the study of climate
and vegetation interactions to better understand past, present and future
climate changes. Furthermore, our results also illustrate that considering the
vegetation feedback on climate helps to improve the comparison of climate
modelling results to proxy-based reconstructions for the studied periods.
Résumé
Ce travail a pour objet l'étude des interactions entre la végétation et le climat
au cours de plusieurs périodes du passé géologique de la Terre, à l'aide (1) du
modèle dynamique global de végétation CARAIB, et (2) du modèle clima-
tique de complexité intermédiaire Planet Simulator. Les modèles de végé-
tation et de climat interagissent via une procédure de couplage asynchrone
à l'équilibre. Dans ce travail, les modèles ont été appliqués à l'étude de trois
périodes passées, caractérisées par un changement du climat et de la cou-
verture de végétation à grande échelle : le Dernier Maximum Glaciaire, le
Pliocène Moyen et le Miocène Moyen.
Dans un premier temps, nous avons étudié l'impact de changements des
propriétés de surface continentale sur le climat du dernier maximum glaciaire.
Un ensemble de tests de sensibilité a été réalisés à l'aide du modèle climatique
aﬁn d'évaluer les contributions relatives de changements dans la couverture
de végétation, d'une expansion des calottes de glace et d'une augmentation
de leur élévation, et d'une diminution de la concentration de dioxyde de
carbone dans l'atmosphère. Les résultats obtenus permettent de mettre en
évidence l'impact non-négligeable du changement de végétation sur le climat.
Ce dernier changement provoque en eﬀet une diminution des températures,
accompagnée d'une réduction des précipitations en moyenne globale. De plus,
le changement de végétation renforce les refroidissements obtenus, lorsqu'il
est combiné aux autres modiﬁcations de la couverture de surface.
D'autre part, nous avons modélisé les climats et distributions de végé-
tation du Pliocène Moyen et du Miocène Moyen. Les résultats obtenus té-
moignent d'un climat plus chaud et plus humide que le climat actuel au
cours de ces deux périodes, et par conséquent, d'une réduction des écosys-
tèmes désertiques au proﬁt d'une expansion et densiﬁcation des écosystèmes
forestiers, particulièrement aux hautes latitudes. Ces résultats sont en bon
accord avec les résultats de précédentes études de modélisation, ainsi qu'avec
les observations. Nos résultats montrent également que la rétroaction de
la végétation, en réponse au changement climatique, peut avoir contribué
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à maintenir, et même à intensiﬁer, les conditions chaudes et humides au
Pliocène Moyen et au Miocène Moyen produites par les autres facteurs cli-
matiques. Cela suggère également que les interactions végétation-climat
pourraient constituer un mécanisme complémentaire, si pas alternatif, à
l'importante augmentation de la concentration de CO2 atmosphérique req-
uise par les modèles pour produire les réchauﬀements estimés aux périodes
considérées, et dès lors réconcilier les résultats de modélisation et les estima-
tions basées sur les données, notamment pour Miocène Moyen.
Cette étude souligne donc l'importance du rôle joué par la biosphère
dans les changements climatiques passés, ainsi que la nécessité de la prise
en compte des interactions végétation-climat lors de la simulation de climats
passés à l'aide de modèles climatiques et de végétation. De plus, les résultats
obtenus montrent, du moins pour les périodes étudiées ici, que la prise en
compte des rétroactions de la végétation sur le climat aident à améliorer la
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Introduction
While it is obvious that climate change aﬀects the distribution, functioning
and structure of terrestrial ecosystems, the reverse is also true. Vegetation in-
deed controls physical characteristics of the land surface, such as albedo, sur-
face roughness and soil moisture storage and transport capacity, and greatly
impacts on the global carbon cycle. The terrestrial biosphere thus exerts an
important feedback control on climate. In times of large scale climate and
vegetation changes in response to ever increasing human induced emissions
of greenhouse gases, it is therefore important to improve our understanding
of the climate-vegetation interactions in a more quantitative way.
For the last decades, the climate and vegetation interactions have be-
come the subject of increasing interest from the scientiﬁc community, who
have started to consider the atmosphere and terrestrial biosphere as a cou-
pled system, interacting on a large range of time scales. Recent modelling
eﬀorts have enabled the development of coupled climate and vegetation mod-
els that can be used to study climate and vegetation interactions in the past,
the present and the future. The application of climate and vegetation models
to the study of paleoclimates and paleovegetations notably oﬀers the possi-
bility to improve our understanding of the key mechanisms that led to large
scale climate and vegetation changes in the past, to study climate-vegetation
interactions under varying timescales and climatic conditions, and thus to
better forecast near-future climate changes involving both natural and an-
thropogenic factors.
In this study, we propose to examine climate-vegetation interactions with
the help of two existing models: (1) CARbon Assimilation In the Biosphere
CARAIB, and (2) Planet Simulator. CARAIB is a dynamic vegetation model
developed at ULg-LPAP, while Planet Simulator is developed at the Univer-
sity of Hamburg. Here, both models interacts through an equilibrium cou-
pling procedure and are used to study the joint evolutions of climate and
vegetation during relatively well documented geological events and periods
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that have experienced large scale climate and vegetation changes: the Last
Glacial Maximum, the Middle Pliocene and the Middle Miocene.
The ﬁrst chapter introduces the diﬀerent aspects of the two-way climate
and vegetation interactions that are important for this study. We ﬁrst dis-
cuss in a general manner how the climate may impact on vegetation, and
how in turn the vegetation may impact on climate through biophysical and
biogeochemical processes. We describe the recent improvements that have
been made in the modelling of climate and vegetation interactions. Finally,
we present the general interests in modelling past climates and vegetations.
In the second chapter, we describe comprehensively the models that have
been used in this study. We ﬁrst present the climate model, Planet Simulator,
and its diﬀerent components, focusing on the terrestrial component that is of
a major interest for this study. Secondly, we present the vegetation model,
CARAIB, and its diﬀerent modules, as well as the plant type and biome
classiﬁcations.
The third chapter describes the interactions between the climate and veg-
etation models that have been taken into account. First, the derivation of
the climatic inputs required by the CARAIB model for present and past sim-
ulations is explained. Secondly, the calculation of the vegetation parameters
that are needed by the Planet Simulator model to represent the vegetation
cover eﬀects on climate is described. Then, we present the equilibrium asyn-
chronous coupling procedure that has been applied. Finally, we complete the
presentation of the coupling technique by an application of this procedure on
present-day climate and vegetation simulation experiments.
In the remaining three chapters, we present the results of climate and
vegetation modelling with Planet Simulator and CARAIB on several past
periods. The fourth chapter is devoted to the analysis of the impact of land
surface properties and atmospheric carbon dioxide on the Last Glacial Max-
imum climate. A series of sensitivity experiments is carried out to evaluate
the contribution of vegetation change relative to the contributions of the ice
sheet expansion and elevation, and the lowering of the atmospheric carbon
dioxide on the Last Glacial Maximum climate. The ﬁfth chapter deals with
the modelling of Middle Pliocene climate and vegetation with Planet Sim-
ulator and CARAIB. The results of climate and vegetation simulations are
presented and compared to previous modelling and data-based studies. In
the sixth chapter we present the results of Middle Miocene climate and veg-
etation modelling. Several sensitivity experiments are performed in order to
evaluate the vegetation feedback on the Middle Miocene climate against the
eﬀects of land-sea conﬁguration, oceanic heat transfer, topography and atmo-
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spheric CO2 concentration changes. Finally, we compare the Middle Miocene
vegetation distributions simulated with CARAIB under various carbon diox-
ide concentrations with available proxy-based vegetation reconstructions, and
also compare their potential feedback on climate.
We close our study with a short summary and discussion of the results,
completed by a general conclusion concerning future research.

Chapter 1
Modelling the climate and
vegetation interactions
The Earth's climate system is a complex interactive system consisting of the
atmosphere, land surface, snow and ice, ocean and other bodies of water and
living things (Le Treut et al., 2007). Each of the components of the climate
system inﬂuences and is inﬂuenced by all of the others (see Figure 1.1). They
are linked by ﬂows of energy and matter. The energy ﬂow occurs as solar
and infrared radiation, as sensible and latent heat, and through the transfer
of momentum between the components. The major mass ﬂows involve water
and carbon (hydrological and carbon cycle). Thus, the behaviour of the
climate system depends on how these energy and mass ﬂows change as the
system changes, on how the ﬂows themselves inﬂuence the system, and on the
multiple time scales with which the system responds to change in the mass
and energy ﬂows. The climate system evolves in time under the inﬂuence
of its own internal dynamics and due to changes in external factors that
aﬀect climate (called forcings), such as volcanic eruptions, solar variations,
as well as human-induced changes in atmospheric composition. Some of
the driving factors of climatic change operate at time scales of hundreds of
millions of years, whereas others ﬂuctuate over a time period of only a few
years or less. Climate responds directly to such changes, as well as indirectly,
through a variety of feedback mechanisms. The feedback mechanisms in the
climate system may either amplify (positive feedback) or diminish (negative
feedback) the eﬀects of a change in climate forcing (Le Treut et al., 2007).
The atmosphere and the terrestrial biosphere are two components of the
climate system, which interact in a complex non linear way at a wide range
of time scales (Claussen, 1994). The atmospheric climate has a profound
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impact on the phenology and physiological processes of the biosphere, and
exerts the dominant control on the geographical distribution of the major
vegetation types on a global scale. In turn, vegetation cover aﬀects cli-
mate via alteration of the physical characteristics of the land surface, such
as albedo, roughness, water availability (biophysical eﬀects), and of the con-
centrations of gases in the atmosphere, such as carbon dioxide and methane
(biogeochemical eﬀects) (Brovkin, 2002). The atmosphere and terrestrial
biosphere (including the soils) must therefore be studied as a coupled sys-
tem, interacting on a large range of time scales. On time scales of seconds to
hours, their interaction is dominated by the exchange of energy, mass (water,
carbon) and momentum. On time scales of days to months, important pro-
cesses are the storage of water in soil and the vegetation cycle. At seasonal,
annual and decadal time scales, the vegetation structure itself may undergo
important transformations (stand growth, disturbance, extinction of plant
types) (Foley et al., 2000).
In times of ever increasing human induced emissions of greenhouse gases 
the most important among them being carbon dioxide, CO2, which is also
known to act to some extent as a fertilising agent on plants  it is therefore
important to improve our understanding of the climate-vegetation interac-
tions, which we only qualitatively depicted above, in a more quantitative
way. There are also a number of instances in the recent and more distant
past of Earth's climate history where global climate change went together
with large-scale vegetation change.
However, the actual inﬂuence of terrestrial ecosystems is diﬃcult to pre-
dict. Vegetation changes induced by climate change might in some regions
lead to a positive feedback, which might be oﬀset by negative feedbacks in
other regions. Climatic change induced by modiﬁcation of the vegetation
cover in some regions may lead to adaptations of ecosystems elsewhere on
the globe that may either dampen or amplify the initial climate change. Suf-
ﬁciently realistic models for both climatic and biospheric parts, and which
can still be coupled in a fully bi-directional way are therefore required for
a quantitative study of the response of the coupled climate-biosphere system
to perturbations. Contrasting settings from the geological past can be used
to better constrain and validate the coupled system and to understand the
mechanisms that drove the observed changes.
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Figure 1.1: Schematic view of the components of the climate system, their
processes and interactions (Le Treut et al., 2007).
1.1 Climate-vegetation interactions
1.1.1 Climate impacts on vegetation
The climatic constraints on the activity of the biosphere are certainly the
most obvious manifestations of the climate-vegetation interactions. The dis-
tribution of the major vegetation types, such as deserts, tropical rainforests,
and tundra (see Figure 1.2), is obviously determined by climate, while soil
type and topography inﬂuence the vegetation distribution to a smaller extent
(Brovkin, 2002). The distribution of the tropical rainforest, for example,
closely follows the equatorial climate zone with year-round rain and warm
conditions occurring in the Amazon Basin, Central Africa, Central America
and South-East Asia (Adams, 2010). Climatic conditions, such as tempera-
ture, radiation and soil water availability, profoundly inﬂuence the structure
and functioning of ecosystems on regional and global scale, determining the
predominant type of vegetation, e.g., grassland or forest, and the biogeochem-
ical properties of the surface, e.g., carbon stocks in the biomass and the soil.
Trees, notably, have a greater requirement for warmth, water and nutrients
than grasses. Below certain thresholds of temperature or water availability,
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Figure 1.2: Map of major biome distributions as it is supposed to have been
before major anthropogenic disturbances (Crowley, 1995).
the only plants that can survive are shrubs and herbaceous plants. There-
fore, changes in climate directly aﬀect the geographic distribution of global
vegetation (Adams, 2010). Carbon dioxide may also aﬀect plants by chang-
ing the climate, but also inﬂuence them through its direct eﬀects on plant
physiology. CO2 is a determining factor for photosynthesis and the opening
or closing of stomata, the small pores of the leaves that regulate the exchange
of water and gases between the plant and the atmosphere. Thus, an increase
of the atmospheric CO2 concentration generally beneﬁts to plant activity
because it allows plants to photosynthetise faster. It also allows the plant
leaves to close their stomata, which diminishes the risk of dying by dehy-
dration. Moreover, over the next few centuries, this direct CO2 eﬀect might
turn out to be ecologically important and lead to changes in the structure of
vegetation around the world (Adams, 2010).
The impact of climate change on the vegetation distribution can be seen
nowadays. Analysis of satellite-sensed vegetation greenness and meteorolog-
ical station data suggest an enhanced plant growth and lengthened growing
season duration at northern high latitudes since the 1980s (Zhou et al.,
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2003; Nemani et al., 2003). This eﬀect is supported by modelling linked
to observed climate data (Lucht et al., 2002; Notaro et al., 2005). How-
ever, the time scale of vegetation re-growth is up to hundred years for forest
ecosystems. The alteration of the soil organic proﬁle in response to vegeta-
tion changes is even slower. Therefore, the evolution of ecosystems towards
the equilibrium with the environment takes up to several thousands of years.
However, systematic observations of changes in vegetation and soils are only
available for up to several decades. Moreover, in the most explored regions,
such as Europe, the natural vegetation cover has been replaced by croplands
and planted forests. Due to these limitations in available time-series, a con-
ventional approach in biogeographic analysis is the substitution of time by
space via the analysis of geographical climate-vegetation regularities, under
the assumption that observed natural ecosystems are in equilibrium with
climate (Brovkin, 2002).
1.1.2 Vegetation impacts on climate
The climate exerts the dominant control on the vegetation. The terrestrial
biosphere can in turn strongly aﬀect the climate, through both positive and
negative feedbacks due to biophysical and biogeochemical processes (Foley
et al., 2003). The biophysical mechanisms aﬀect the exchange of energy,
water and momentum between the biosphere and the atmosphere. The bio-
geochemical mechanisms inﬂuence the ﬂux of carbon between the biosphere
and the atmosphere. This section covers mainly the biophysical processes
that have been studied here, and shortly present the biogeochemical interac-
tions.
Biophysical processes
The land surface climate is determined by the surface ﬂuxes between the bio-
sphere and the atmosphere, which are inﬂuenced by radiative (e. g., albedo)
or non-radiative (e. g., roughness, soil water) variables (see Figure 1.3). Both
radiative and non-radiative variables are controlled by vegetation.
Surface Albedo
The surface albedo (the fraction of reﬂected solar radiation by the surface)
and emissivity (the ratio of thermal radiation of the surface to that of a black
body) are important variables for the radiative balance at the surface. Light
surfaces have high albedos and are able to reﬂect more radiation to space
than dark surfaces with lower albedos. Thus, forested and densely vegetated
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Figure 1.3: Biophysical feedbacks between climate and vegetation (Foley
et al., 2003).
areas that are commonly darker than those covered with grasslands or sparse
vegetation are characterised by low albedo values and absorb more solar ra-
diation. Table 1.1 lists the albedos attributed to various surface types. Thus,
a change in the vegetation cover modiﬁes the albedo of the surface, thereby
aﬀecting the energy balance and the surface temperature. This, in turn af-
fects the energy partitioning between sensible heat ﬂux, which is the amount
of energy released by the surface during a change of temperature, and latent
heat ﬂux, which is the amount of energy released during the evaporation of
surface water (Foley et al., 2003). For example, high-latitude climate is
strongly inﬂuenced by the darkening eﬀect of vegetation. Numerous studies
investigated the eﬀect on modern climate of reforestation at high latitudes
(Bonan et al., 1992; Thomas and Rowntree, 1992; Ganopolski et al.,
1998; Levis et al., 2000; Crucifix and Loutre, 2002). They all demon-
strated that the replacement of tundra by boreal and even deciduous forests
at high latitudes, in response to climate warming, signiﬁcantly reduces the
albedo of snow covered surfaces. This in turn increases the surface tempera-
ture and induces an earlier snow melt during the snow season that allows the
trees to grow more easily. Thus, the development of forests at high latitudes
ampliﬁes the system response to the original forcing (positive feedback).
Roughness length
On the other hand, vegetation height and density aﬀect the roughness of the
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land surface. The roughness of the surface is represented by the roughness
length, which is a parameter of the vertical wind proﬁle equations that model
the horizontal mean wind speed near the ground. In the logarithmic wind
proﬁle, the roughness length is equivalent to the height at which the wind
speed tends to zero. Trees have a high roughness length compared to grasses
and deserts. Typical roughness length values for various surface types are
given in Table 1.2. The roughness length aﬀects the mixing of air close to
the ground. Rough surface mixes air more eﬃciently, enhancing both latent
and sensible surface heat ﬂuxes, whereas smooth surfaces imply stronger
winds near the ground (Foley et al., 2003). Therefore, deforestation, such
as the tropical deforestation that is being carried out in South-America,
Africa and South-east Asia, induces a strong decrease of roughness length,
which in turn reduces the surface ﬂuxes and the evapotranspiration that is
an important component of the hydrological cycle of tropical rainforest. The
reduced evaporation results in less water being pumped into the atmosphere,
thereby contributing to decrease of the tropical rainfall and increase in surface
temperature (Bonan, 2002; Costa and Foley, 2000).
Rooting depth
The biosphere also inﬂuences the hydrological cycle via its control on the
evapotranspiration and soil moisture. The rooting depth plays an important
role in the hydrological cycle, because it determines the quantity of water that
can be extracted by the vegetation from the soil and recycled back into the
atmosphere through evapotranspiration (Hagemann and Kleidon, 1999;
Arora, 2002). Trees have typically deeper roots and are able to extract
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Table 1.2: Roughness lengths of various surface types (Jacobson, 2005).
Surface Type Roughness length (m)
Rough sea 1.5×10−5  1.5× 10−4
Calm sea 10−5
Ice 10−5
Snow 5× 10−4  10−4
Short grass (<10 cm) 10−3  4× 10−2






water from deep soil layer, while grasses and herbaceous plants are eﬀective
in using soil moisture at shallow depths. Table 1.3 lists the maximum rooting
depth of various plant types. With deeper roots, more soil volume is explored
and more soil water is available for evapotranspiration during dry periods.
Such a behaviour is observed in several parts of East Africa and in the Ama-
zon forest. In the case of tropical deforestation, the replacement of tropical
forest with grassland or pasture notably decreases the rooting depth, which
contributes to reduce evapotranspiration from the surface. This in turn sub-
stantially decreases the local rainfall and increases the surface temperature
(Bonan, 2002; Costa and Foley, 2000). As a result, the warming induced
by the reduction of evapotranspiration surpasses the surface cooling induced
by an increase of the surface albedo due to the replacement of forests by
grasslands. The net eﬀect of the tropical deforestation is thus a local warm-
ing (Costa and Foley, 2000).
As mentioned above, changes in vegetation cover inﬂuence the regional
climate, but also the neighbouring regions. The local eﬀect is most pro-
nounced for temperature, as vegetation changes modify the surface albedo,
which directly aﬀects the local radiative budget (Brovkin, 2002). However,
the changes in vegetation also aﬀect the evaporation, which may result in
remote eﬀects due to the long-distance transport of moisture. Thus, the
changes in climate linked to vegetation changes depend on both local and re-
mote vegetation changes. Furthermore, the eﬀects of vegetation on regional
climate are not the same around the globe. They may be either dampened
or ampliﬁed depending on the various mechanisms and feedbacks that are
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Table 1.3: Maximum rooting depths of various vegetation types (Canadell
et al., 1996).
Vegetation Type Maximum rooting depth (m)
Desert 9.5 ± 2.4
Grassland 2.6 ± 0.2
Cropland 2.1 ± 0.2
Tundra 0.5 ± 0.1
Boreal forest 2 ± 0.3
Temperate coniferous forest 3.9 ± 0.4
Temperate deciduous forest 2.9 ± 0.2
Tropical evergreen forest 7.3 ± 2.8
involved in these climate-vegetation interactions. Therefore, the climate-
vegetation interactions remain diﬃcult to predict, and the research on these
interactions concentrates for the present on some "hot spots" where the in-
teractions are the most pronounced, e. g. boreal reforestation and tropical
deforestation (Brovkin, 2002; Foley et al., 2003).
Biogeochemical processes
Various processes in terrestrial ecosystems also inﬂuence the ﬂux of carbon
between land and the atmosphere (see Figure 1.4). These biogeochemical
feedbacks results from the two-way interactions between climate and vegeta-
tion (Foley et al., 2003). The photosynthetic productivity of the terrestrial
ecosystems changes in response to changes in temperature, precipitation, at-
mospheric CO2 and nutrients. For example, the productivity increases and
the carbon uptake from the atmosphere is enhanced if climate is favourable
for vegetation growth (e.g., increased rainfall in a semi-arid system). Thus,
shifts in ecosystem structure in response to climate changes can alter the
partitioning of carbon between the atmosphere and the land surface. For
example, the replacement of tundra by boreal forests at high latitudes, in
response to climate warming, would initially lead to an increase of carbon
storage in the biosphere, due to the larger biomass of trees than herbs (Den-
man et al., 2007). However, over a longer time scale (e. g., over centuries),
changes in soil carbon would need to be considered to determine the net ef-
fect of this vegetation change. On the other hand, a deforestation of tropical
forests would result in a net ﬂux of carbon to the atmosphere (Denman
et al., 2007). These biogeochemical eﬀects will play an important role in the
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Figure 1.4: Biogeochemical feedbacks between climate and vegetation (Fo-
ley et al., 2003).
climate changes of the next centuries. The amount of CO2 in the atmosphere
will be determined not only by human activity, but also by the response of
the terrestrial biosphere and the ocean (Foley et al., 2003).
1.2 Climate and vegetation models
During the last centuries, both the terrestrial biosphere and the physical cli-
mate system have been undergoing fundamental changes in response to hu-
man activities. Therefore, the scientiﬁc community has become increasingly
interested in developing tools, such as models, to improve our understand-
ing of global-scale climatic and biospheric processes. Recent eﬀorts have
been made to model climate and vegetation and to incorporate the two-way
climate-vegetation interactions into coupled climate-vegetation models (e. g.,
Foley et al. (1998); Levis et al. (2004); Gallimore et al. (2005); Notaro
et al. (2005))
The rapid development of vegetation models has notably expanded the
number of applications for which they can be used, and therefore the useful-
ness of the models themselves. Based on the assumption that native vege-
tation would be the best expression of climate, or in other words, that the
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equilibrium distribution of major vegetation types can be explained by cli-
mate, the ﬁrst climate classiﬁcation models of biogeography were developed
(Köppen, 1923; Holdridge, 1947; Budyko, 1974; Prentice et al., 1992).
These models use basic climatic parameters (growing degree days, minimum
winter time temperature, rainfall, etc.) to allow the prediction of the geo-
graphic distribution of many plant ecosystems or biomes on the global scale.
For example, Holdridge (1947) determined 38 climatic life zones using
three climatic variables (annual precipitation, temperature above 0◦C, and
ratio of mean annual potential evapotranspiration to mean annual precipita-
tion). These models have been widely used with climate models to investi-
gate the equilibrium response of vegetation to climate changes (Henderson-
Sellers, 1993; Betts et al., 1997; Claussen, 1994, 1998).
However, these biogeography models do not account for all the mecha-
nisms of the climate-vegetation interactions. They do not consider ecological
and biochemical processes, such as photosynthesis and carbon allocation.
They do not explicitly represent the structural attributes of vegetation, like
leaf area index (the ratio between the total leaf surface of vegetation and the
land surface area on which the vegetation grows), or stomatal conductance
(a mesure of the rate of transfer of either water vapour or carbon dioxide
through the stomata). During the last decades, Dynamic Global Vegetation
Models (DGVMs) have been developed to better represent these processes
and account for the terrestrial biochemistry (e. g., Foley et al. (1996);Otto
et al. (2002); Brovkin et al. (1997); Cox et al. (2000); Sitch et al. (2003)).
DGVMs notably simulate photosynthesis, growth of the vegetation, alloca-
tion of carbon into the plants, and soil water budget. They are also able to
simulate the transient changes in the carbon balance and vegetation struc-
ture in response to climate changes. DGVMs generally take into account
the competition between the plant types in function of their productivity,
and account for vegetation growth and carbon storage disturbances, due to
wildﬁres for example. They have been largely used to simulate the changes
in terrestrial vegetation cover and carbon storage in response to global cli-
mate change in the recent past or future climate change scenarios (Cox
et al., 2001; Brovkin et al., 2002; Otto et al., 2002; François et al.,
2006; Lucht et al., 2006; Jian et al., 2005; Crucifix et al., 2005).
On the other hand, modelling eﬀorts have been made to link these veg-
etation models to Atmospheric General Circulation Models (AGCMs). For
over a decade, many AGCMs have used static or at best prescribed land
surface characteristics, including parameters related to or controlled by veg-
etation. Neither did they respond to climate change, nor possibly fed back
on it. This fact also proved problematic when applying GCMs to the study
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of past climates, for which adequate information on vegetation distribution is
not available. Thus, in order to simulate the vegetation-climate interactions,
fully coupled global climate models including dynamical vegetation models
started to be developed (Foley et al., 1998;Delire et al., 2003; Levis et al.,
2004; Gallimore et al., 2005; Notaro et al., 2005; Crucifix and He-
witt, 2005). These fully-coupled atmosphere-vegetation models (AVGCMs)
or atmosphere-vegetation-ocean models (AOVGCMs) are now used for past,
present and future climate modelling (e. g., Braconnot et al. (2007a,b)).
Their ability to simulate past, present and future climate and vegetation are
evaluated in the frame of intercomparison projects, such as the Paleoclimate
Modelling Intercomparison Project (PMIP2) (Harrison et al., 2002).
These complex models remain, however, diﬃcult and expensive to use, es-
pecially in terms of computing ressources. Two other approaches have there-
fore more commonly been chosen to study the two-way climate-vegetation
interactions. The ﬁrst one calls upon Earth System Models of Intermedi-
ate Complexity (EMICs) with extremely simpliﬁed physics or coarse reso-
lution components. It was chosen, e. g., by Claussen et al. (2001) and
Brovkin et al. (2002), who used CLIMBER-2 (Petoukhov et al., 2000),
and by Renssen et al. (2003) who used ECBILT-CLIO-VECODE (Op-
steegh et al., 1998; Goosse and Fichefet, 1999; Brovkin et al., 1997).
However, the vegetation feedback is not always completely represented in
these models. In Renssen et al. (2003), e. g., it only feedbacks via sur-
face albedo. Furthermore, these models remain to a large extent rooted into
present-day settings, because of their statistical dynamical foundation, or
because of speciﬁc, statically prescribed boundary conditions or ﬂux correc-
tions required. The second approach is based upon asynchronous coupling
of state-of-the art GCMs with vegetation models (De Noblet et al., 1996;
Betts et al., 1997; Claussen et al., 1998). Asynchronous coupling, how-
ever, only allows to analyse equilibrium vegetation-climate interaction. It
does not allow consistent transient simulation experiments.
In order to study the joint evolutions of climate and vegetation dur-
ing various past periods, we have chosen here an approach mixing the two
approaches cited above. Thus, we have chosen to couple asynchronously
a state-of-the-art DGVM, CARAIB, that has proven its reliability in simu-
lating present and past vegetation distributions (e. g., Nemry et al. (1996);
Laurent et al. (2008); Otto et al. (2002); François et al. (2006)), to
an AGCM of intermediate complexity, Planet Simulator (Fraedrich et al.,
2005a,b). The Planet Simulator has the advantage to be portable and quick
to reach equilibrium. It includes an atmospheric component with an ex-
plicit representation of the three-dimensional atmospheric dynamics that is
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adapted to simulate easily past climates. In the next two chapter we give
a comprehensive description of the climate and vegetation models, and of the
asynchronous coupling procedure that have been used in this study. The sub-
sequent chapters are devoted to the application of the models to relatively
well documented geological past events and periods that have experienced
large scale climate and vegetation changes, i. e., the Last Glacial Maximum,
the Middle Pliocene and the Middle Miocene.
1.3 Modelling past climates and vegetations
A variety of natural climate and vegetation states have been present in the
Earth's history. There are also a number of instances in the recent and
more distant past where global climate changes went together with large-scale
vegetation changes. Therefore, modelling past climate and vegetation pro-
vides a means to improve our understanding of climate changes and climate-
vegetation interactions under varying timescales and climatic conditions, and
thus to better forecast near-future climate changes involving both natural and
anthropogenic factors.
Furthermore, paleoclimate and paleovegetation reconstructions oﬀer the
possibility of testing climate models and their ability to simulate realistic cli-
mate and vegetation changes. Indeed, even if models could simulate modern
climate and vegetation perfectly, this would not guarantee an accurate simu-
lation of climate changes (Joussaume et al., 1999; François et al., 2002).
Moreover, many parameterisations describing sub-grid scale processes (e. g.,
cloud parameters, turbulent mixing) have been developed using present-day
observations. During the last decades, paleoclimate proxies for a range of
climate observations had expanded greatly. A climate proxy is a local quan-
titative record (e. g., thickness and chemical properties of tree rings, pollens
of diﬀerent species) that is interpreted in terms of a climate variable (e. g.,
temperature or rainfall) using a transfer function that is based on physi-
cal principles and recently observed correlations between the two records
(Jansen et al., 2007). Thus, numerous paleoclimate and paleovegetation
reconstructions based on various data, including pollen records, insect and
animal remains, oxygen isotopes and other geological data from lake varves,
loess, ocean sediments, ice cores and glacier termini, are now available for
the recent past.
At this stage, modelers are usually interested in typical past climate inter-
vals or events, with signiﬁcantly diﬀerent climate and vegetation conditions
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from the modern and large amounts of reliable proxy data to compare and
validate their modelling results. For instance, the Last Glacial Maximum
(LGM), around 21 000 years before present (21 kBP), has been widely simu-
lated to assess the ability of models to reproduce extreme cold conditions, and
to understand how massive ice sheets and lower atmospheric CO2 concentra-
tion impact climate (Joussaume and Taylor, 2000). The response of the
vegetation to extremely cold and arid climatic conditions, leading to a broad
expansion of deserts and grasslands, and its feedback on the LGM climate
has also been widely studied (e. g., Crowley and Baum (1997);Wyputta
and McAveney (2001); Crucifix and Hewitt (2005)). Further in the re-
cent past, warmer than present-day periods have been identiﬁed and started
to be studied. These periods oﬀer the advantage of having a geographical
conﬁguration close to the modern one and are relatively well documented by
proxy data. Thus, they provide potential guidance to improve our knowl-
edge on the global warming in the near future. For example, the Middle
Pliocene (3.29 to 2.97 Ma BP) is the most recent geological period during
which global climate was 2 to 3◦C warmer than the present, with higher
than preindustrial atmospheric carbon dioxide concentrations (estimated to
be close to 400 ppmv), and with signiﬁcant greening documented at northern
high latitudes and desert reductions at middle latitudes (Haywood et al.,
2009b). Recent eﬀorts have also been developed to model and document the
warm climate and vegetation of the Middle Miocene (about 17 to 15 Ma BP)
(Mosbrugger et al., 2005). However, the responsible mechanisms for the
Middle Pliocene and Middle Miocene warmths are still highly debated, as
the models qualitatively capture the basic trends of proxy data on a global
scale, but fail to quantitatively reproduce the reconstructed climate in the
amplitude and the climate and vegetation spatial patterns for these periods.
Chapter 2
Models
The present chapter is intended to give a global and comphrehensive de-
scription of the climate and vegetation models that have been used in this
study. The ﬁrst section handles the climate model, Planet Simulator, and its
components. The second section describes the vegetation model, CARAIB,
and details its diﬀerent modules, as well as the climatic inputs needed to run
simulations.
2.1 The Planet Simulator model
The Planet Simulator (Fraedrich et al., 2005a,b) is an Earth system Model
of Intermediate Complexity (EMIC) (Claussen et al., 2002). The dynamical
core of the Planet Simulator is PUMA-2, a spectral General Circulation
Model (GCM) of medium complexity with triangular truncation, based upon
the Portable University Model of the Atmosphere PUMA (Fraedrich et al.,
1998). Besides the central atmospheric component, the Planet Simulator
includes other compartments of the climate system, for example, an ocean
with sea-ice, a land surface with a simple biosphere (see Figure 2.1). These
other compartments are reduced to linear systems, and interact with the
atmospheric component via various linear processes that parameterise the
variability of the subsystems in terms of their energy and mass balances.
The Planet Simulator has been used before for present-day climate mod-
elling studies (Fraedrich et al., 2005b; Grosfeld et al., 2007; Junge
et al., 2005) as well as for various paleoclimatic studies focusing on diﬀerent
past periods (Romanova et al., 2006; Micheels et al., 2009a,b; Henrot
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Figure 2.1: Components of the Planet Simulator.
et al., 2009, 2010). The model has proven its usefulness in the comparison
to proxy data (Henrot et al., 2009; Micheels et al., 2009a). The Planet
Simulator present-day climate compares fairly well to ERA-40 reanalysis, al-
though it is aﬀected by two major climatological biases: (1) a cold bias at
high latitudes in winter of the hemisphere and (2) a global overestimation of
the surface evaporation (Haberkorn et al., 2009). For a complete model
description, we refer the reader to the documentation of the Planet Simulator
(Fraedrich et al., 2005a; Lunkeit et al., 2007). It should be noticed that
we used version 15.3 of the Planet Simulator (updated version of version 15.0
(Lunkeit et al., 2007)).
2.1.1 Atmosphere
Model dynamics and resolution
The atmospheric component of the Planet Simulator is PUMA-2, a spectral
GCM with triangular truncation, based upon the Portable University Model
of the Atmosphere PUMA (Fraedrich et al., 1998). PUMA-2 solves the
primitive equations, consisting of the conservation of momentum and mass,
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the ﬁrst law of thermodynamics and the equation of state, simpliﬁed by the
hydrostatic approximation.
The primitive equations are solved numerically in the (λ, ϕ, σ) coordinate
system, where λ represents the longitude, ϕ the latitude, and σ the pressure





In this vertical coordinate system, the top of the atmosphere corresponds to
σ =0 (p =0 at the top of the atmosphere), whereas the base of the atmosphere
corresponds to σ =1 (p = pS at the surface). In the horizontal direction,
the conventional spectral approach with the spectral transform method is
applied (Orszag, 1970). Finite diﬀerences are used in the vertical, with the
vertical velocity being deﬁned between full (temperature, moisture, vorticity
and divergence) levels. The equations are integrated in time with a leap-frog
semi-implicit time stepping scheme (Hoskins and Simmons, 1975; Simmons
et al., 1978) with Robert/Asselin time ﬁlter (Robert, 1981; Asselin, 1972).
By default, the atmosphere is subdivided into ﬁve equidistant vertical
σ levels. However, we preferred to use ten equidistant vertical σ levels in
order to better represent the atmospheric processes (Henrot, 2006). The
horizontal resolution depends on the truncation used, either a T21 or a T42
resolution. The Planet Simulator's grid consists of 32 gaussian latitudes and
64 equally-spaced longitudes for the T21 resolution, and of 64 latitudes and
128 longitudes for the T42 resolution.
For more details concerning the atmosphere dynamics of the model, we
refer to the Planet Simulator reference guide (Lunkeit et al., 2007), the
master thesis of Henrot (2006), and also to the ECHAM3 and ECHAM5
models reports (DKRZ, 1993; Roeckner et al., 2003), because of the sim-
ilarities to the Planet Simulator in their structures.
Atmospheric processes
Radiation The radiation parameterisations are based on the scheme of
Lacis and Hansen (1974) for the short wave radiation and Sasamori
(1968) for the long wave radiation. The short wave radiation scheme fol-
lows the ideas of Lacis and Hansen (1974) for the cloud free atmosphere,
with Rayleigh scattering, ozone absorption and water vapor absorption. For
the cloudy part, albedos and transmissivities for high-, middle- and low-level
clouds are parameterised following Stephens (1984). Long wave radiation
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for the clear sky uses a broad band emissivity method (Sasamori, 1968).
The cloud ﬂux emissivity is obtained from the cloud liquid water content
(Stephens, 1984). The ozone concentration used in the radiation scheme
is prescribed following an idealized annual cycle (Green, 1964). The at-
mospheric carbon dioxide (CO2) concentration is manually prescribed by the
user. However, neither the concentration of methane (CH4) and nitrous oxide
(N2O), nor that of atmospheric dust content are taken into account.
Precipitation The precipitation parameterisation is based on the work of
Kuo (1965, 1974). Precipitation is partitioned into convective precipitation,
large scale precipitation and snow fall. The cumulus convection is param-
eterised following the convection scheme of Kuo (1965, 1974). Large scale
condensation occurs if the air is supersaturated. Condensed water falls out
instantaneously as precipitation. No storage of water in clouds is considered.
However, a distinction is made between rain and snow fall at the surface. If
the temperature of the lowermost atmospheric level is lower than 273.16 K,
precipitation is assumed to be snow, otherwise all precipitation falls out as
rain. Cloud cover and cloud liquid water content are diagnostic quantities.
The fractional cloud cover of a grid-cell is parameterised according to Slingo
and Slingo (1991).
Surface ﬂuxes Surface ﬂuxes, i.e., zonal and meridional momentum, sen-
sible and latent heat ﬂuxes, are parameterised using the bulk aerodynamic
formulas. The calculation of the drag and transfer coeﬃcients is based on
the work of Louis (1979) and Roeckner et al. (1992). Vertical diﬀusion
representing the non-resolved turbulent exchange is applied to the horizontal
wind components, the potential temperature and the speciﬁc humidity. The
horizontal diﬀusion parameterisation follows the Laursen and Elisasen
(1989) scheme.
2.1.2 Ocean
The ocean model consists of a slab model, only representing the ocean mixed-
layer. The mixed-layer depth is kept ﬁxed to 50 m. The mixed-layer temper-
atures are computed from a prognostic equation at each ocean point. The
transport of heat by oceanic surface currents is represented by an additional
source or sink of heat, varying monthly and spatially that is prescribed within
the mixed-layer and the sea-ice. Heat ﬂux adjustments are applied to ocean
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grid-cells to mimick heat transport by ocean currents that is not an explicitly
represented process in the model.








where ρw and cpw represent respectively the density and speciﬁc heat of sea
water. hmix is the depth of the mixed layer, ﬁxed to 50 m. Qatm is the net
atmosphere to ocean heat ﬂux, which in the absence of sea-ice is deﬁned as
the sum of solar ﬂux absorbed by the ocean, long wave cooling ﬂux, sensible
heat ﬂux from the ocean into the atmosphere, and latent heat ﬂux from the
ocean to the atmosphere.
The impact of oceanic heat transport Qc on the sea surface temperature
(SST) is parametrised following the traditional ﬂux correction procedure 1.
First, a calibration run is performed, in which the mixed-layer temperatures
are held to climatology. Then, the heat ﬂux adjustment or ﬂux correction,
i.e., extra ocean-atmosphere ﬂux that would be needed to keep the model
ocean in balance, is computed from the temperature diﬀerences between the





Here, TSclim and TS respectively represent the climatological and calculated
sea surface temperatures, and the time scale τ is about 50 days.
Prescribing heat ﬂux adjustments helps to minimise the cold bias that oc-
cur at high latitudes in the Planet Simulator (Henrot, 2006; Haberkorn
et al., 2009). Furthermore, prescribing heat ﬂux adjustments, rather than
using ﬁxed sea-surface temperatures, allows the slab-ocean model to respond
with a greater sensitivity to boundary condition changes. The climate sen-
sitivity of the model to a doubling of CO2 from a preindustrial level of
280 ppmv to 560 ppmv, and with ﬁxed sea surface temperatures, is +0.8◦C
under a present-day conﬁguration. The prescription of the oceanic heat ﬂuxes
and the calculation by the model of the sea surface temperatures and sea-
ice cover increase the climate sensitivity to CO2 doubling to +4.5
◦C. The
diﬀerence in the model responses under ﬁxed and calculated oceanic condi-
tions may be mainly attributed to the response of sea-ice to the warming
1Following the description of the HadAM3 model in Wikipedia, the Free Encyclopedia,
web site : http://en.wikipedia.org/wiki/HadCM3, visited the 10/31/10
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Figure 2.2: Ocean heat ﬂuxes for a preindustrial T42 simulation experiment.
eﬀect induced by the increase of CO2 concentration. The climate sensitivity
of the Planet Simulator under calculated oceanic conditions is consistent,
but slightly larger than the climate sensitivities, from +2.6◦C to 4.4◦C, of
atmospheric GCMs coupled to slab ocean models given in the IPCC report
(Cubasch et al., 2001).
The oceanic heat ﬂuxes distribution we obtained for a preindustrial ex-
periment in T42 is shown in Figure 2.2. The warm and cold currents are
respectively characterized by positive and negative values. The ocean heat
ﬂuxes reproduce well the main warm currents of the Northern Hemisphere,
such as the Gulf Stream and the Kuro-Sivo, and the cold currents, notably
the Antarctic circumpolar, Benguela and Humboldt currents.
2.1.3 Sea-ice
The Planet Simulator also includes a thermodynamic sea-ice model, based on
the zero layer model of Semtner (1976). The sea-ice model computes the
thickness of the sea-ice from the thermodynamic balances at the top and the
bottom of the sea-ice. The sea-ice temperature is calculated from the energy
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balance at the ice surface. The zero layer model is based upon the assumption
that the temperature gradient in the ice is linear and that the capacity of
the ice to store heat can be neglected. The ice concentration over each ocean
point is represented by a prognostic variable, which is equal to zero if the
ocean point is ice-free, or equal to 1 if the ocean point is ice-covered.
Sea-ice is formed if the ocean temperature drops below the freezing point
for sea-water (271.25 K for a standard salinity of sea-water (Jacobson,
2005)), and is melted if the ocean temperature increases above this point.
The freezing point for sea-water is a critical threshold in the model. Indeed,
the ice-free ocean points where the temperature drops just below the freezing
point, are completely covered by ice with an ice concentration equal to 1. The
transition from ice-free to ice-covered points, and conversely, is therefore very
sensitive to temperature changes.
Similarly to the ocean module, a ﬂux correction can be prescribed on the




(hi − hclim) ,
where ρi represents the density and Li the latent heat of fusion of sea-ice. hi
and hclim are respectively the calculated and the climatological ice thickness,
and  is a relaxation constant.
The sea-ice model is equipped with a snow cover, and the thickness of the
snow cover is calculated. The presence of snow on the grid-cell changes the
albedo properties, as snow has a slightly higher albedo than ice. The albedo
of sea-ice is calculated in function of the ice temperature, Tice, as
Albice = min(Albicemax, 0.5 + 0.025(273.16− Tice)).
By default, the maximum ice albedo Albicemax is equal to 0.7, or 0.8 in the pres-
ence of snow. Therefore, if an ocean point becomes ice-covered, its surface
albedo shifts from 0.069 (standard sea-water albedo in the Planet Simulator)
to 0.7 or 0.8 which strongly impacts the energy balance at the surface.
2.1.4 Land surface and soil
The terrestrial component includes the calculation of temperatures for the
surface and the soil, a soil hydrology and a river transport scheme. In addi-
tion, surface properties like the albedo, the roughness length or the evapora-
tion eﬃciency are provided. Glaciers are treated like other land points, but
with surface and soil properties appropriate for ice.
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The surface temperature is computed from the linearised energy balance




= FS −G+ ∆TS ∂ (Qa −Qg)
∂TS
−Qm, (2.2)
where ctop is the volumetric heat capacity and ztop is the uppermost layer
thickness. Qa denotes the total heat ﬂux from the atmosphere, which consists
of the sensible heat ﬂux, the latent heat ﬂux, the net short wave radiation
and the net long wave radiation. Qg is the ﬂux into the deep soil. Qm is the
snow melt heat ﬂux. FS and G are respectively the conductive heat ﬂuxes
from the surface to the ground and from the ground to the surface.
Below the uppermost layer, the soil column is discretised into 5 layers,
which thicknesses increase with depth. The temperature of each soil layer is
calculated from an energy balance taking into account the conductive heat
ﬂux between the layers.
The parameterisation of soil hydrology comprises the budgets for snow
amount and the soil water amount. The soil water reservoir is represented
by a single-layer bucket model (Manabe, 1969). Soil water is increased by
precipitation and snow melt, and is depleted by the surface evaporation. In
this simple bucket model, the soil water is limited by a ﬁeld capacity, which
geographical distribution can be prescribed or set to a default value of 0.5 m
everywhere. If the soil water exceeds the ﬁeld capacity, the excessive water
builds the runoﬀ. The local runoﬀ is transported to the ocean by a river
transport scheme with linear advection (Sausen et al., 1994).
Modiﬁcations of the ﬁeld capacity (maximum bucket size) may signif-
icantly aﬀect the hydrological cycle, by limiting or increasing the surface
evaporation that in turn aﬀects the precipitation rate and the surface tem-
perature. An increase of the rooting depth (the depth at which plants are
able to grow roots), linked for example to the replacement at high latitudes
of tundra by boreal forest, contributes to increase the ﬁeld capacity, and
therefore to increase the surface evaporation.
The geographical distribution of other land surface parameters, such as
the surface albedo and the roughness length, can also be prescribed. However,
the seasonal variations of these parameters are not taken into account, and
only an annual distribution can be prescribed. The background albedo is
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where AclimS is the prescribed surface albedo, zsnow is the snow depth, and









with Asnowmin ≤ AsnowS ≤ Asnowmax and default values Asoilmax = 0.8 and Asoilmin = 0.4.
A change in the surface albedo directly aﬀects the energy balance at the
surface, which in turn impacts on the surface temperatures and surface heat
ﬂuxes. An increase of the surface albedo, linked notably to the formation of
snow cover, or to the replacement of forests by grasslands or deserts, induces
a decrease of surface temperature. The Planet Simulator is very sensitive
to the surface albedo changes, as observed in Fraedrich et al. (2005b),
Henrot (2006) and Henrot et al. (2009).
The roughness length is used to calculate the zonal and meridional mo-
mentum, sensible and latent heat ﬂuxes, and inﬂuences the movements of the
atmospheric masses near the surface. The prescribed roughness length distri-
bution is not modiﬁed on land. Roughness length is modiﬁed over the ocean
points following the Charnock formula (Lunkeit et al., 2007). The Planet
Simulator is less sensitive to roughness length changes, notably induced by
modiﬁcation of the vegetation cover (Henrot, 2006, 2007). In most cases,
the roughness length eﬀect is dominated and masked by the surface albedo
eﬀect.
2.1.5 Vegetation
In order to complete the description of the Planet Simulator, we also present
here brieﬂy the simple vegetation model that it includes. SIMBA (Simulator
of Biospheric Aspects) uses a simple dynamic parameterization to calculate
the dynamics of those land surface parameters that are strongly aﬀected by
terrestrial vegetation, i.e., background albedo, roughness length, and depth
of the rooting zone. These parameters are simulated as functions of two
carbon pools, a fast pool to represent leaf area, and a slow pool to represent
woody biomass.
Nevertheless, we did not use this vegetation component in this study,
since we preferred to work with the more complex dynamic vegetation model
CARAIB, described in the following section.
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2.1.6 Present-day climate simulation with the Planet
Simulator
In order to assess the ability of the Planet Simulator to reproduce correctly
present-day climate, we brieﬂy present here the results of two present-day
climate simulations with the Planet Simulator on T21 and T42 grids, and
compare these results with the NCEP/NCAR reanalysis data (Kalnay et al.,
1996). A more complete description of the model's standard climate and
evaluation against ERA-40 reanalysis data has been done by Haberkorn
et al. (2009).
The two simulations discussed here have been forced with standard sets
of boundary conditions on respectively T21 and T42 grids, described no-
tably in the following chapters (Chapters 4 and 5) and also in more de-
tails in Henrot (2007). The T21 and T42 reference simulations have
been forced with a present-day orbital conﬁguration (eccentricity 0.016724,
obliquity 23.446◦ and longitude of perihelion 102.04◦) and solar constant
(1365 W/m2). The atmospheric CO2 concentration was set to the value of
360 ppmv. The present-day land-sea distribution, land-ice cover and topog-
raphy have been reconstructed from Peltier's ICE-5G ice sheet reconstruction
(Peltier, 2004). The surface boundary condition parameters controlled by
the vegetation cover (surface albedo, roughness length and ﬁeld capacity)
have been derived from the CARAIB modern vegetation distributions pre-
sented in Section 3.1.1. As initial conditions over ocean grid-cells, we used
monthly present-day sea-surface temperature and sea-ice distributions de-
rived from the AMIPII database (AMIP2, 2004). We prescribed the heat
transfer calculated by the Planet Simulator for a present-day climate, fol-
lowing the procedure described in Section 2.1.2. The results of the reference
simulations (averages over the last 20 years of 50-year simulations) are com-
pared in terms of global and zonal climate with the NCEP/NCAR reanalysis
data Kalnay et al. (1996). The reanalysis climatic variables used here (sur-
face air temperature and total precipitation) have been derived from data
assimilation using data from 1948 to 1996. The horizontal resolution of the
NCEP/NCAR reanalysis data is T62 (192 longitudes and 94 gaussian lati-
tudes).
Both T21 and T42 control simulations are characterised by a global an-
nual mean surface temperature around 13.5◦C that is in good agreement
with the global annual mean surface temperature of 13.8◦C derived from the
NCEP/NCAR reanalysis (see Table 2.1). The global temperatures are about
1◦C cooler over the oceans, whereas they are slightly warmer over the con-
tinents, relative to the global oceanic and continental temperatures of the
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Figure 2.3: Zonal annual mean (a) surface air temperature and (b) precipi-
tation for the control simulations and the NCEP/NCAR reanalysis.

























































































































































































































































































32 CHAPTER 2. MODELS
reanalysis. Thus, the cooler global temperatures obtained here can mainly
be attributed to a cold bias of the model at high latitudes, and especially in
winter and over the oceans. Haberkorn et al. (2009) found similar results
and attributed the cold bias of the model to the use of prescribed sea-ice
cover in their setup. Here, the cold bias is less marked because we let sea-
ice cover adjust as a function of the prescribed heat transfers in the oceans
and sea-ice. Zonally, both simulations reproduce well the temperature proﬁle
(see Figure 2.3). However, passing from T21 to T42 resolution improves the
temperatures estimations, especially northward of 50◦N. In contrast, at both
resolutions, the model gives warmer temperatures in summer of the Northern
Hemisphere, and tend to slightly overestimate the continental temperatures
around 30 to 40◦N and S.
On the other hand, the model systematically overestimates the precip-
itation rates, as also found by Haberkorn et al. (2009). This tendency
subsits all year long, but is more marked over the oceans during the sum-
mer of the Northern Hemisphere. As shown in Figure 2.3, the model well
reproduces the zonal distribution of the precipitation. The two maxima of
precipitation around the equator, corresponding to the location of the In-
tertropical Convergence Zone (ITCZ) are only represented in T42. However,
at both resolution the model overestimates the precipitation around 30◦N
and S, mainly over the oceans, and also at middle latitudes around 50◦N
and S. This is a consequence of the overestimation of the surface evapora-
tion in the Planet Simulator (Haberkorn et al., 2009). This eﬀect is more
marked at higher resolution.
Regionally, besides the diﬀerences in resolution, both control simulations
give very similar temperature and precipitation distributions. Figures 2.5
and 2.6 show the annual, the December, January, February (DJF) and the
June, July, August (JJA) mean surface air temperature and precipitation
for the T21 control simulation. Figures 2.7 and 2.8 show the same variables
for the T42 control simulation. The diﬀerences in the simulated climate
can mainly be explained by resolution-dependent eﬀects. A ﬁner resolution
notably enables a better representation of local eﬀects. For example, the more
accurate representation of the topography in T42 allows a more detailed
representation of the topography induced eﬀects on temperature (decreasing
temperature with increasing altitude, and conversely), e. g., over the high
reliefs of Asia and South America.
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Figure 2.5: Annual mean (a) surface air temperature and (b) precipitation
for the control simulation in T21.
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Figure 2.6: (a) JJA and (b) DJF surface air temperatures, and (c) JJA and
(d) DJF precipitation for the control simulation in T21.
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Figure 2.7: Annual mean (a) surface air temperature and (b) precipitation
for the control simulation in T42.
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Figure 2.8: (a) JJA and (b) DJF surface air temperatures, and (c) JJA and
(d) DJF precipitation for the control simulation in T42.
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2.2 The CARAIB model
The CARAIB model (CARbon Assimilation In the Biosphere) is a global
dynamic vegetation model developed at the Laboratory for Planetary and
Atmospheric Physics (LPAP) and Unité de Modélisation du Climat et des
Cycles Biogéochimiques (UMCCB) of the University of Liège. CARAIB has
been originally designed to study the carbon cycle in the terrestrial bio-
sphere and especially the role of the land ecosystems in atmospheric CO2
sequestration. Since its ﬁrst version in 1994 (Warnant et al., 1994), several
parameterisations and modules of the model have been improved and imple-
mented (Nemry et al., 1996; Gérard et al., 1999; Warnant, 1999; Otto
et al., 2002; Laurent et al., 2008; Dury et al., submitted).
The CARAIB model has been widely used to study the role of vegetation
in the global carbon cycle and to reconstruct vegetation distributions at
present (Warnant et al., 1994; Nemry et al., 1996; Gérard et al., 1999;
Laurent et al., 2008), and in the past, notably at Last Glacial Maximum
and Mid-Holocene times (François et al., 1998, 1999; Otto et al., 2002;
Cheddadi et al., 2006; Galy et al., 2008; Henrot et al., 2009), and at
diﬀerent time slices of the Miocene (François et al., 2006; Favre et al.,
2007; François et al., submitted; Henrot et al., 2010). Recently, it has
been used for future projections (Dury et al., submitted). It should be
noticed that we have worked here with the CARAIB version described in
Galy et al. (2008).
As illustrated in Figure 2.9, in its current version the CARAIB model is
composed of ﬁve modules describing respectively (1) the hydrological budget,
(2) canopy photosynthesis and stomatal regulation, (3) carbon allocation and
plant growth, (4) heterotrophic respiration and litter/soil carbon dynamics,
and (5) plant competition and biogeography.
The model takes into account a set of herbaceous and tree Plant Func-
tional Types (PFTs), which can coexist on the same grid cell. The PFT
concept groups plants according to their function in ecosystems and their
use of resources. The classiﬁcation of plants into PFTs takes into account
phylogentic (taxonomic groups) and life-form characteristics (such as plant
size, leaf size, leaf shape, seasonality of leaves, rooting depth, etc.). For each
of these PFTs, the model calculates the temporal evolution of two carbon
reservoirs in the plant (metabolic and structural carbon) and three in the
soil (metabolic and structural litter, soil organic carbon). The model time
step is one day for updating all water and carbon reservoirs, but photo-
synthesis and plant respiration are calculated every two hours, in order to
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Figure 2.9: Components of the CARAIB model.
take into account non-linear eﬀects associated with the variation of photo-
synthetic/respiration ﬂuxes over the day. Vegetation cover is updated once
a month for herbs and once a year for trees. Spatially, the CARAIB model
is a grid-point model, and it can be used with diﬀerent spatial resolution.
Furthermore, several plant functional types and Bioclimatic Aﬃnity Groups
(BAGs) classiﬁcations have been developed to be used within the CARAIB
model (Otto et al., 2002; Laurent et al., 2004; Utescher et al., 2007).
2.2.1 Hydrological module
The hydrological module IBM (Improved Bucket Model) calculates the soil
water content, the amount of snow and the associated hydrological ﬂuxes
(Hubert et al., 1998; François et al., 2006). The model consists of one
reservoir of soil water corresponding to the root zone. The evolution of
the soil water content in the root zone is calculated for all PFTs together,
assuming that all PFTs share the same soil water reserve. Root depths are in
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the range of 0.5-1.7 m depending on vegetation type (Schenk and Jackson,
2002). The soil water budget is calculated as
dW
dt
= P + SM − E −D − SR, (2.5)
where W is the soil water content. The inputs of the soil water reservoir are
the precipitation P and snowmelt SM . The output ﬂuxes of the reservoir
are the evapotranspiration E, the drainage D and the surface runoﬀ SR.
Daily precipitation P is the only prescribed water ﬂux. It is separated
into its rain and snow contributions, according to the values of the minimun
and maximum temperatures over the day. Snow precipitation feeds the snow
reservoir. The output ﬂuxes of this reservoir are snowmelt and snow evap-
oration. Snow evaporates at the Potential EvapoTranspiration rate (PET).
Snowmelt occurs if the maximum temperature exceeds 0◦C. A fraction of
rain precipitation can be intercepted by the foliage and re-evaporated be-
fore reaching the ground. This fraction is parameterised as a function of the
canopy Leaf Area Index (LAI, deﬁned as the ratio of total upper leaf surface
of vegetation divided by the surface area of the land on which the vegetation
grows) and of the ratio P/PET . This parameterisation was developed on
the basis of a reservoir model for leaf surface water using a 1-minute time
step and assuming a statistical distribution of the precipitation during the
day. Potential evapotranspiration PET is calculated according to Penman's
equation (Mintz and Walker, 1993). The fraction of rainwater reaching
the ground, and the snowmelt are therefore the input ﬂuxes to the soil water
reservoir. Surface soil evaporation and vegetation transpiration are repre-
sented as a single ﬂux in the model, which is calculated as a function of PET
and soil water amount. Soil water is assumed to be drained out at the bottom
of the root zone at a rate equal to the soil hydraulic conductivity, which is
evaluated as a function of soil water content and soil texture (Saxton et al.,
1986). When the soil layer reaches saturation, the excess water is evacuated
as surface runoﬀ.
2.2.2 Canopy photosynthesis and stomatal regulation
The photosynthetic calculation is performed separately for all model PFTs.
It is based on Farquhar et al. (1980) model for C3 plants and on Collatz
et al. (1992) for C4 plants. C3 plants, accounting for the majority of earth's
plant species, use enzyme rubisco to make a three-carbon compound as the
ﬁrst stable product of carbon ﬁxation. C3 plants ﬂourish in cool, wet, and
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cloudy climates, where light levels may be low, because the metabolic path-
way is more energy eﬃcient, and if water is plentiful, the stomata can stay
open and let in more carbon dioxide. However, water losses are high. C4
plants use biochemical and anatomical mechanisms to raise the intercellular
carbon dioxide concentration at the site of ﬁxation and the ﬁrst stable prod-
uct of carbon ﬁxation is a four-carbon compound. By limiting the carbon
losses through photorespiration, C4 plants have higher photosynthesis eﬃ-
ciency than C3 plants. C4 plants are therefore better adapted to hot and dry
environments.
Stomatal conductance is calculated using the parameterisation of Ball
et al. (1987), modiﬁed by Wijk et al. (2000) to account for soil water de-
pendence. Photosynthetic rates and stomatal conductance are evaluated in
a series of 16 canopy layers of 0.5 thickness in LAI. Each layer is subdivided
into its sunlit and shaded components. Radiative transfer of Photosynthetic
Active Radiation (PAR) is treated according to the model of Goudriaan
and van Laar (1994). Herbs are assumed to grow below trees, except if
environmental conditions are such that no tree can survive on the grid cell.
Consequently, herb photosynthesis is limited by the amount of light trans-
mitted through the tree canopy.
2.2.3 Carbon allocation and plant growth
The photosynthetic products are allocated to two carbon reservoirs corre-
sponding to metabolic (leaves and ﬁne roots) and structural (wood and coarse
roots) tissues. The partitioning of this carbon allocation among the two pools
is speciﬁc to each PFT and depends on environmental conditions (Otto
et al., 2002). The output ﬂuxes of these vegetation pools are autotrophic
respiration and litter production. Autotrophic respiration is divided into
maintenance and growth respiration. The maintenance respiration is pro-
portional to the carbon content of the pool and varies exponentially with
temperature. The growth respiration is proportional to the biomass increase.
Only part of the structural pool is subject to respiration. Litter is produced
by the mortality of metabolic and structural tissues, through seasonal leaf fall
of deciduous species, plant death due to natural regeneration of the canopy,
and plant death due to unfavorable climatic conditions (Otto et al., 2002).
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2.2.4 Heterotrophic respiration and litter/soil carbon
This module calculates heterotrophic respiration rates, as well as the time
evolution of metabolic litter, structural litter and soil carbon reservoirs. Het-
erotrophic respiration is a function of temperature, soil moisture and depends
linearly on the reservoir content (Nemry et al., 1996).
2.2.5 Plant competition and biogeography
This last module evaluates steady state distribution of all tree and herb
PFTs on each grid-cell of the studied geographical area. Seed production,
as well as their dispersal and germination is not explicitly described in the
current version of CARAIB. The share of the area (cover fraction) in a given
storey between PFTs is performed according to the net primary productivities
(NPP=photosynthesis-autotrophic respiration) of the relevant PFTs. The
model canopy is divided into two storeys: overstorey corresponding to trees
and understorey to grasses. Grass PFTs ﬁll the lower layers of the canopy
and exhibit substantial photosynthesis only if the overstorey canopy is not
fully developed, i.e., if the number of canopy layers occupied by trees is small
enough to allow the penetration of signiﬁcant sunlight.
PFT classiﬁcation
In the current version of the CARAIB model, the plant species are classiﬁed
into plant functional types PFTs. A PFT comprises botanical species that
share common morphological and phenological attributes, and therefore play
a similar role within an ecosystem (Utescher et al., 2007). Here we used
a classiﬁcation including 15 PFTs, described in Utescher et al. (2007) and
Galy et al. (2008). This 15-type classiﬁcation has been obtained by grouping
several plant types (Bioclimatic Aﬃnity Groups, BAGs) of the classiﬁcation
developed by Laurent et al. (2004) for modern European trees (PFTs 3,
4, 5, 7, 9, 11, 12 and 13), by adding some new classes corresponding to
warm temperate trees (PFTs 6, 8 and 10) and by keeping the classes of the
original CARAIB classiﬁcation (Otto et al., 2002) for tropical trees (PFTs
14, 15) and herbs (PFTs 1 and 2). The 15-PFT classiﬁcation comprises two
types for the herbs (C3 and C4 herbs), and thirteen types for the trees, mainly
distributed in needleleaved evergeen, needleleaved summergreen, broadleaved
deciduous, broadleaved raingreen, and broadleaved evergreen trees. Tree
types are diﬀerentiated on the basis of climatic thresholds. The list of the 15
PFTs is given in Table 2.2.
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Biome assignment scheme
In an oﬀ-line scheme, the PFT assemblages are converted into biomes on the
basis of several criteria, involving mostly vegetation parameters predicted by
the model (dominant PFT and its cover fraction, total NPP, total LAI, LAI
of trees, and ratio between grass NPP and tree NPP). A simpliﬁed biome
prediction scheme is given in Table 2.3. We refer to François et al. (submit-
ted) for a more detailed description of the biome scheme (see Appendix A).
Deserts correspond to areas where the NPP of all PFTs is equal to zero. The
ice/polar desert biome is not assigned on the basis of vegetation characteris-
tics, but from growing degree-days limits (GDD5 is the growing degree-days
based on a temperature threshold of 5◦C).
The biome distribution calculated here is based on plant physiology rather
than on empirical climate-vegetation relationships. The advantage is that
PFT assemblages and biome distributions can be calculated even for climatic
or environmental conﬁgurations that do not have present-day analogues. The
only limitation is that the model PFT classiﬁcation is based on present-day
vegetation and its known characteristics. To reconstruct past vegetation, we
therefore have to assume that plants were relatively close to modern plants
in terms of physiology and metabolism, following the nearest living relative
or coexistence approach (Mosbrugger and Utescher, 1997). The biome
distribution is useful for visualizing the model results. Preferably, it should
not be used for comparison with data. Indeed, the biome limits are rather
imprecise and the biome classiﬁcation generally varies from one author to
the other. The relative proportions of the various PFTs are more directly
comparable with palaeobotanical or palynological data.
2.2.6 CARAIB inputs: climatic ﬁelds
The inputs of the CARAIB model are meteorological variables, which can
be taken from meteorological databases or can be outputs from GCMs. The
required variables are: daily mean air temperature, diurnal amplitude of air
temperature (maximum-minimum air temperature over the day), precipita-
tion, fraction of sunshine hours during daylight period, air relative humidity,
and wind speed. CARAIB also needs the soil texture (percentage of silt,
sand and clay) used in the hydrological module.
The climatic inputs must be provided at a daily frequency. However,
global databases, such as those of Leemans and Cramer (1991) or New
et al. (2002), generally provide monthly means of the required variables.
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GCM outputs are also generally longterm monthly climatological means.
Consequently, CARAIB includes a stochastic generator to transform the
available monthly values into the daily inputs required by the model (Hu-
bert et al., 1998). The probabilities and distribution functions for daily
temperatures and precipitation are assigned for 176 geo-climatic zones de-
ﬁned by combining Koppen's classiﬁcation with a geographic division. For
sunshine hours and relative humidity, two diﬀerent values are produced every
month, one for dry days and one for wet days. The wind speed is linearly
interpolated between months. After stochastic generation the daily values
are renormalised to conserve the monthly values.

Chapter 3
Interactions between the climate
and vegetation models
This chapter presents the interactions between the climate and vegetation
models that have been taken into account in this study. The ﬁrst section
describes how the outputs of the Planet Simulator are derived to obtain
the climatic inputs required by the CARAIB model for present and past
simulations. The correction of the GCM outputs using the anomaly method
is also presented in the second part of this section. The second section deals
with the calculation of the vegetation parameters that are needed by the
Planet Simulator model to represent the vegetation cover eﬀects on climate.
The derivation of the surface albedo, roughness length and ﬁeld capacity
from the CARAIB outputs are described in detail here. The third section of
this chapter presents the equilibrium asynchronous coupling procedure that
has been applied in this work. Finally, we present the results of this coupling
procedure on present-day climate and vegetation simulation experiments.
3.1 Climatic inputs for CARAIB
In order to produce vegetation distributions with CARAIB, several meteo-
rological variables are required as input ﬁelds: mean temperature, diurnal
temperature amplitude, precipitation, percentage of sunshine hours (derived
from cloudiness), air relative humidity and wind speed. These variables
can be taken from meteorological databases or can be outputs from GCM
climate simulation experiments (see Section 2.2.6). However, there is cur-
rently no global proxy-based data set including all necessary input ﬁelds for
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CARAIB, that could be used to produce vegetation distributions for past
periods. Moreover, present-day vegetation reconstructions directly based on
GCM outputs show systematic errors linked to biases in the GCM simu-
lated climate in comparison to observations. Therefore, as explicated below,
anomalies calculated between past and present simulated climate and added
to a reference climatology are used to produce past vegetation distributions,
rather than direct GCMs outputs.
3.1.1 Climatic inputs for the present-day
Present-day climatic inputs can be derived from global climatological
databases, such as Leemans and Cramer (1991) and New et al. (2002).
The climatology of the CLIMATE database version 2.1 (unpublished data)
used here is an updated version of the IIASA database Leemans and
Cramer (1991), originally at 0.5◦ by 0.5◦ resolution. The New et al. (2002)
climatology is a 10' monthly mean climatology, interpolated from a data set
of station means for the period 1961 to 1990. These climatologies have been
used to force CARAIB in various previous studies (e. g., Otto et al. (2002);
François et al. (2006); Henrot et al. (2010); Dury et al. (submitted) and
François et al. (submitted) (see Appendix A), to mention only the most
recent ones).
The biome distributions at a 0.5◦ by 0.5◦ resolution obtained from equi-
librium runs of CARAIB forced with 280 ppmv of atmospheric CO2 and re-
spectively the Cramer and Leemans and New et al. (2002) climatologies are
illustrated in Figure 3.1. It should be noticed that these vegetation distribu-
tions represent potential vegetation in equilibrium with the climate. Neither
urban zones nor human land-use are taken into account. Furthermore, the
vegetation maps do not show Antarctica, because the climatologies do not
include any data for Antarctica.
Little diﬀerences are observed in the biome distributions obtained with
the two data sets. Deserts are more expanded in the Cramer and Leemans
distribution, whereas tropical rainforests are slightly less developed in Africa
and South America in comparison to the New et al. (2002) distribution.
Temperate forests expand further north in North America and northeastern
Europe in the Cramer and Leemans distribution, due to slightly warmer
winter temperatures in these regions in comparison with the New et al.
(2002) climatology.
Both CARAIB biome distributions show reasonably good agreement with
published potential natural vegetation maps (Melillo et al., 1993; Crow-
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ley and Baum, 1997). They are also consistent with the biome distribu-
tions reconstructed from satellite observations (Woodward et al., 2004),
and from modern pollen samples of the Palaeovegetation Mapping Project
BIOME 6000 (Prentice et al., 2000a). Diﬀerences in the biome distribu-
tions may partly be attributed to the diﬀerent biome classiﬁcations used by
these authors and the diﬀerences in resolutions. CARAIB correctly predicts
the tundra and boreal forests distribution at high latitudes of the Northern
Hemisphere (Woodward et al., 2004; Prentice et al., 2000a). However,
the eastward expansion of temperate forests in northeastern Europe in the
Cramer and Leemans distribution disagrees with the reconstruction of Pren-
tice et al. (2000a) that presents boreal forests in this region. Furthermore,
both CARAIB distributions yield boreal forests over western Canada where
the Melillo et al. (1993) and Crowley and Baum (1997) biome recon-
structions have grassland biomes. Deserts and semi-deserts are generally
well located, but too expanded in southwestern North and South Amer-
ica where the reconstructions of Melillo et al. (1993) and Crowley and
Baum (1997) support grasslands and shrublands. This last diﬀerence could
be linked to the absence of shrubs in the 15-PFT classiﬁcation used with
CARAIB for this exercise (see Section 2.2.5). Finally, tropical rainforests are
less extended in Africa and South America in the CARAIB distributions in
comparison to Melillo et al. (1993) and Woodward et al. (2004).
3.1.2 Climatic inputs for the past
Past vegetation reconstructions are obtained using climatic anomalies calcu-
lated between past and present simulated climate and added to a reference
climatology, following the methodology described in François et al. (1999)
and Otto et al. (2002). The anomaly ∆q of a climatic variable q is a com-
bination of absolute ∆qabs and relative ∆qrel anomalies between the past
qpast and present-day qpres values of the climatic variable simulated with the
Planet Simulator (or any other climate model, or possibly even proxy data-
based estimation).
∆q = ∆qabs + (1− ) ∆qrel, (3.1)
with the absolute and relative anomalies calculated as




(qpast − qpres) , (3.3)
where qref represents the corresponding variable of the present-day climatol-
ogy used as reference, e. g. the Cramer and Leemans, or New et al. (2002)
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Figure 3.1: CARAIB biome distributions using (a) the Cramer and Leemans
and (b) the New et al. (2002) climate data sets.
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climatology.
The climatic variable actually used to force CARAIB is then qcor
qcor = qref + ∆q. (3.4)
For temperature and diurnal temperature amplitude, only absolute anomalies
are used, i. e., =1. For wind speed, only relative anomalies are used, i. e.,
=0. For the other variables (precipitation, relative humidity and sunshine
hours), mixed anomalies are used, i. e.,  is generally close to 1, but gradually
decreases to 0 when the absolute correction tends to yield negative values of
the variable which are not physically meaningful.
3.2 Vegetation parameters for Planet Simula-
tor
The surface boundary condition parameters controlled by the vegetation
cover in the Planet Simulator are: surface albedo, roughness length and
ﬁeld capacity. The annual distributions of these parameters can be derived
from equilibrium runs of CARAIB.
The land surface is subdivided into three main classes: bare soil (no
vegetation at all), trees and herbs. The fractions of grid-cell covered by bare
soil, trees and herbs are calculated using a probabilistic approach based on
the partition of the canopy in terms of leaf area index (LAI). It should be
noticed that the annual mean LAI of each PFT is used to produce the annual
mean surface albedo and roughness length distributions that will be used as
boundary conditions to force the Planet Simulator in its standard version.






where i denumbers the PFTs of the class: 2 for the herbs and 13 for the trees
in the 15-PFT classiﬁcation. LAIi and fi respectively represent the LAI and
the fraction of the PFT i, belonging to the corresponding herb or tree class.
The vegetation canopy is divided into a series of thin layers of constant
thickness. The thickness of each canopy layer can be deﬁned in terms of LAI
as ∆L = LAItot/n, where n is the number of layers of the canopy, and LAItot
the total LAI of the canopy. LAItot corresponds to the sum of the mean
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trees and herbs LAIs deﬁned above, LAItot = LAI trees +LAI herbs, since the
herbs are allowed to grow below the trees in CARAIB.
Thus, using a probabilistic approach based on the propagation of sunlight
into the canopy, the fraction of bare soil fsoil can be deﬁned as the probability




(1−∆L) = (1− LAItot/n)n ∼= exp(−LAItot), (3.6)
since we consider that the canopy is formed by a large number of layers
(typically n>5000).
Consequently, the fraction of vegetation of the grid-cell, fveg, is given by
1− fsoil. fveg represents the sum of the fraction of trees, ft, and the fraction
of herbs, fh, which are not covered by trees (the fraction of herbs that grow
below trees is included in the fraction of trees). The fraction of trees can
be calculated as the probability for the sunlight to be intercepted by the
trees leaves. However, the fraction of herbs that are not covered by trees is
calculated as the diﬀerence between the vegetation and trees fractions:
fveg = 1− exp
(−(LAI trees + LAIherbs)) (3.7)
fsoil = 1− fveg (3.8)
ftrees = 1− exp
(−LAI trees) (3.9)
fherbs = fveg − ftrees. (3.10)
3.2.1 Surface albedo
The surface albedo of the grid-cell is obtained from the linear average of the











fherbs + Albsoilfsoil, (3.11)
where i denumbers tree and j herb PFTs. fi and fj are respectively the
fractions of tree-PFTs and of herb-PFTs calculated by CARAIB. Albi and
Albj are the albedos of the tree-PFTs and the herb-PFTs.
The albedo attributed to each PFT is the arithmetic mean of the short
wave (λ < 0, 7 µm) and long wave (λ ≥ 0, 7 µm) albedos of each PFT, fol-
lowing Pitman et al. (1991). The surface albedos attributed to the PFTs of
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the 15-PFT classiﬁcation are given in Table 3.1. The bare soil albedo is cal-
culated from the soil colour and humidity, following the approach described
in Pitman et al. (1991):
Albsw = 0.1 + 0.1C + 0.07 (1−W )
Alblw = 2Albsw
⇒ Albsoil = Albsw + Alblw = 1.5 (0.1 + 0.1C + 0.07 (1−W )) .(3.12)
C is the soil colour of the grid-cell, varying from 0 for dark soils to 1 for light
soils, following the standard scale in CARAIB (Pitman et al., 1991). W
is the ratio of the soil water and the ﬁeld capacity calculated in the Planet
Simulator.
The annual mean surface albedo distribution obtained from the results
of an equilibrium run of CARAIB on a T42 longitude-latitude grid, forced
with 280 ppmv of atmospheric CO2 and the New et al. (2002) climatology
is illustrated in Figure 3.2. The surface albedo distribution shown here is
consistent with the reconstruction of present-day surface albedo based on
a 1 km ecosystem type distribution (Hagemann et al., 1999; Hagemann,
2002) and with the surface albedo distribution used in ECHAM4 (Claussen
et al., 1994). Deserts and arid areas are characterised by albedos greater than
0.35. The albedo of temperate forests is around 0.16 to 0.18, and the albedo
of tropical forests is slightly weaker, around 0.12. It should be noticed that
the surface albedo over Antarctica is initially set to the default value of 0.2,
used for bare soil in the Planet Simulator, due to the absence of data in
Antarctica. The albedo of the ice covered regions, notably in Antarctica and
Greenland, will then be set to 0.8 in the Planet Simulator, according to the
glacier mask. Moreover, in the Planet Simulator, the presence of snow will
modify the surface albedo of the pixel (see Section 2.1.4).
3.2.2 Roughness length
As described in Claussen et al. (1994), the calculation of roughness length
by linear averaging is not valid at coarse resolution. Therefore, the concept
of blending height is used here (Mason, 1988). Instead of roughness length
values, drag coeﬃcients at the blending height are averaged (Hagemann
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Figure 3.2: Annual mean (a) surface albedo and (b) roughness length distri-
butions for the Planet Simulator obtained from a T42 preindustrial simula-
tion with CARAIB.
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where κ is the von Kármán's constant, zveg the roughness length of the grid-
cell, and zb is the blending height, ﬁxed to 100 m (Claussen et al., 1994).
The roughness length of the grid-cell is obtained from the average of the















where fj are the fraction of the trees, herbs and bare soil given in equa-
tion (3.7), and zveg,j is the roughness length attributed to each class (1 m for
the trees, 0.1 m for the herbs and 0.001 m for bare soil, following Pitman
et al. (1991)).
The annual mean roughness length distribution obtained from the re-
sults of an equilibrium run of CARAIB in T42 forced with 280 ppmv of
atmospheric CO2 and the New et al. (2002) climatology is illustrated in
Figure 3.2. It broadly agrees with the distributions of Hagemann et al.
(1999); Hagemann (2002) and Claussen et al. (1994). Roughness length
of a few centimeters are attributed to the deserts and grassland ecosystems.
Roughness length of 1 m are attributed to temperate and tropical forests.
Nevertheless, we used a roughness length of 1 m for all types of trees, ac-
cording to the values given by Pitman et al. (1991), whereas a roughness
length of 2 m is attributed to tropical trees in Hagemann et al. (1999);
Hagemann (2002).
3.2.3 Field capacity
In the Planet Simulator, the maximum soil water holding capacity is limited
by the ﬁeld capacity that can be derived from the vegetation cover. The
ﬁeld capacity of each grid-cell, Wfci, is calculated in the CARAIB model
in function of the rooting depth and the soil texture: Wfci = Rootd ∗ fci.
The rooting depth of the grid-cell, Rootd, is calculated by linear averaging, in
function of the rooting depths and fractions of PFTs deﬁned on the vegetated
part of the pixel. A default value of 200 mm is attributed to bare soil,
and a default value of 580 mm is used for permafrost regions. The rooting
depths attributed to the 15 PFTs of the CARAIB classiﬁcation are given in
Table 3.1. The volumetric fraction of water at ﬁeld capacity fci is derived
from the soil texture classes (percentages of silt, sand and clay), following
the parameterisation of Saxton et al. (1986).
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The distributions of rooting depth and ﬁeld capacity obtained from the
T42 preindustrial equilibrium run of CARAIB are shown in Figure 3.3. The
CARAIB ﬁeld capacity distribution broadly agrees with the ﬁeld capacity
distribution associated with the 1 km ecosystem data (Hagemann et al.,
1999), and with the one used in the ECHAM4 model (Patterson, 1990).
Field capacities of more than 500 mm are associated with warm temperate
broadleaved forest, whereas lower values are attributed to cooler forest types.
The ﬁeld capacity values derived from the CARAIB run are deeper than
the values used for the ECHAM4 model, which are too low especially in
the tropics (Kleidon and Heimann, 1998). However, the CARAIB ﬁeld
capacities remain shallower than the ones given in Hagemann et al. (1999),
especially below 50◦N, due to the diﬀerence in the rooting depth and soil
texture values used here.
3.3 Coupling procedure
In order to link the climate and vegetation models, we have applied an equi-
librium asynchronous coupling procedure, as deﬁned by Foley et al. (1998).
This coupling procedure consists of an iterative procedure where the cli-
mate resulting from an equilibrium run of the climate model is used to drive
changes in the equilibrium distribution of vegetation types, which in turn
are fed back into the land surface scheme of the climate model (see Fig-
ure 3.4). Long term mean climate (averaged over the last 20 years of simu-
lation or more) is used to force CARAIB, following the procedure described
in Claussen (1994). In turn, the vegetation parameters derived from the
CARAIB equilibrium simulation are used to force Planet Simulator. This
iterating cycle of equilibrium climate and vegetation simulations is repeated
until the results of both models converge to equilibrium, i.e., until no signiﬁ-
cant trend could be detected in global and local land surface parameters and
climatic variables between successive simulations.
The equilibrium asynchronous coupling procedure has been applied in
previous climate and vegetation modelling studies, on diﬀerent geological
periods, and with various climate and vegetation models (Claussen, 1994,
1998; De Noblet et al., 1996, 2000; DeConto et al., 1999; Betts et al.,
1997). De Noblet et al. (1996) used the LMD AGCM asynchronously
coupled to the BIOME equilibrium vegetation model in order to exam-
ine the impact of changes in the position of the boreal forests and tun-
dra on the Quaternary climate, and their potential role in the initiation
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Figure 3.3: Annual mean (a) rooting depth and (b) ﬁeld capacity distribu-
tions obtained from a T42 preindustrial simulation with CARAIB.
3.3. COUPLING PROCEDURE 59
Figure 3.4: Asynchronous equilibrium coupling of the Planet Simulator and
CARAIB models.
of glaciations. Claussen (1998) used the asynchronously coupled ECHAM-
BIOME model to investigate the inﬂuence of initial vegetation conditions
on changes in the African and Indian monsoon during the Holocene. De
Noblet et al. (2000) compared the ability of the asynchronously coupled
models LMD-BIOME and ECHAM3-BIOME to reproduce a green Sahara
at 6000 years BP. DeConto et al. (1999) used the GENESIS-EVE cou-
pled model to study high-latitude climate vegetation interactions during the
Cretaceous (around 80 million years BP). Finally, Betts et al. (1997) used
several coupled vegetation models to investigate the potential role of vegeta-
tion feedbacks on future climate changes.
The equilibrium asynchronous coupling between climate and vegetation
models has proved its usefulness in the study of climate and vegetation inter-
actions, and has highlighted the importance of incorporating representations
of a changing vegetation cover within climate models. However, this cou-
pling technique have several limitations, as observed by Foley et al. (1998,
2000). Indeed, the equilibrium asynchronous coupling procedure, by deﬁni-
tion, only simulates equilibrium responses of the vegetation and the climate
to respective climate and vegetation changes. It is therefore not suitable
for simulating transient changes in vegetation and climate, and to address
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the time-dependent nature of the atmosphere-biosphere response to climate
variability. Furthermore, the vegetation models and AGCM land surface pa-
rameterisations are not always physically consistent. For example, in the
PlanetSimulator-CARAIB asynchronously coupled model, there are two in-
dependant treatments of the surface radiation and water budget. Planet
Simulator includes its own land-atmosphere exchanges processes, whereas
CARAIB estimates its soil water requirements for plants. The surface evap-
oration is notably calculated from the bulk aerodynamic formulas in the
Planet Simulator land surface scheme, whereas is it calculated according to
Penman's equation in the CARAIB model. To provide a more direct link-
age between the atmospheric and ecological processes, the CARAIB model
should have been fully incorporated within the Planet Simulator, replacing
its terrestrial component. However, due to several incompatibilities between
both Planet Simulator and CARAIB models, we were not able to develop
a more eﬃcient and direct coupling procedure to apply in this work. Some of
the additional developments that have been done to produce a fully-coupled
PlanetSimulator-CARAIB model will be described in a separate report (in
preparation). For this work, we therefore have to bear in mind the limitations
of the asynchronous coupling procedure.
3.4 Climate-vegetation iterations for the prein-
dustrial period
In order to assess the equilibrium asynchronous coupling procedure described
above, we carried out a series of ﬁve iterations for the preindustrial period
with the Planet Simulator and CARAIB. For the ﬁrst iteration, CARAIB
was forced with the New et al. (2002) climatology, and an atmospheric CO2
concentration of 280 ppmv, to produce a ﬁrst set of surface parameters to
force the Planet Simulator. The Planet Simulator was run in T21 (in order
to limit the computing time requirements of the climate runs). This set of
vegetation and climate simulations completed the ﬁrst iteration. Then, for
the rest of the iterations, the long term monthly means of the climatic vari-
ables over the last 20 years of 50-year runs were used to force the CARAIB
model. CARAIB was run in T21 and directly forced with the Planet Sim-
ulator outputs. We analyse the climate and vegetation iterations in terms
of trends and diﬀerences between global surface patterns, climatic variables
and biome patterns.
The biome distributions derived with CARAIB from the New et al.
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(2002) climatology (ﬁrst vegetation iteration ITER1) and from the climate of
the ﬁrst climate iteration with Planet Simulator (second vegetation iteration
ITER2) are shown in Figure 3.5. The global mean Net Primary Productivity
(NPP) obtained at each vegetation iteration is shown in Figure 3.6. The ma-
jor diﬀerences in biome distributions occur between the climatology induced
biome distribution and the biome distribution computed with CARAIB from
the ﬁrst climate simulation. The climate simulated by the Planet Simulator
mainly induces an opening of the global landscape, characterised by an ex-
pansion of deserts, e.g., in Central Asia, southwestern North America and
especially in Australia, and an expansion of grasslands, essentially in South
Africa. These vegetation changes are mainly linked to the diﬀerences be-
tween the climatological and the simulated precipitation distributions during
the climatological year. Indeed, the seasonal precipitation contrast is much
larger in the climate simulated by the Planet Simulator that includes drier
months, as well as wetter months relative to the New et al. (2002) clima-
tology. Low precipitation rates during some months can thus cause water
stress to the vegetation, and limit the growth of the trees, or even kill the
plants. However, in response to the high precipitation rates that are sim-
ulated in the tropics, the NPP of the tropical forest types largely increases
from the ﬁrst to the second vegetation iteration, which in turn increases the
global NPP. Furthermore, broadleaved temperate forests are more expanded,
notably in northeastern Asia and Canada, in the second vegetation distribu-
tion, in comparison to the climatology induced vegetation distribution. This
can be explained by the warmer temperature that are simulated in winter
over these regions, allowing temperate trees to subsist.
After the second vegetation iteration (ITER2), the series of biome dis-
tributions and global NPP diﬀer only slightly. We quantiﬁed the diﬀerences
in the biome distributions obtained at successive iterations by calculating
the total area, in terms of percentage of the land surface, in which biomes
diﬀer when comparing two global biome distributions (see Figure 3.6). Only
the climatology induced distribution (ITER1) and the ﬁrst computed biome
distribution (ITER2) diﬀer by much than 10%. We can therefore consider
that the vegetation distributions do not signiﬁcantly change after the sec-
ond iteration. There is no important expanding or shifting of biomes, and
the diﬀerences in the successive biome distributions can be attributed to the
crossing of the thresholds used to classify the vegetation types, rather than to
actual climate changes. These small changes in the vegetation distributions
could also be seen as small oscillations around the equilibrium state (case of
a stable harmonic oscillator).
Figure 3.7 shows the continental annual mean surface albedo, roughness
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Figure 3.5: CARAIB biome distributions for (a) the ﬁrst vegetation iteration
(ITER1) and (b) the second vegetation iteration (ITER2).
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(a)
(b)
Figure 3.6: (a) Global Net Primary Productivity (Gt C/yr) for each vegeta-
tion iteration, and (b) Total area in term of percentage land surface in which
biomes diﬀer from two successive vegetation iterations.
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Figure 3.7: Continental annual mean surface albedo (%), roughness length
(cm) and ﬁeld capacity (cm) for each iteration.
length and ﬁeld capacity used to force the Planet Simulator at each iteration.
The continental annual, summer (JJA) and winter (DJF) mean surface air
temperatures (SAT) and precipitation (PRC) are shown in Figure 3.8. The
largest change in the climatic variables and surface parameters occurs at the
second climate iteration. Continental SAT and PRC decrease respectively by
1◦C and 22 mm/yr. This eﬀect is essentially due to the decrease of the surface
albedo and the ﬁeld capacity caused by the diﬀerences between the vegetation
distributions derived from the New et al. (2002) climatology (ITER1) and
the vegetation distribution computed from the ﬁrst Planet Simulator run
(ITER2) that is used for the second climate iteration. After the second
iteration, neither the global climatic variables, nor the surface parameters
exhibit any statistically signiﬁcant trend.
Locally, larger changes in surface temperature and precipitation occur be-
tween the ﬁrst and the second climate iterations, as illustrated in Figure 3.9.
The expansion of deserts and grasslands in the vegetation distribution ITER2
leads to surface albedo increases, that in turn contribute to decrease the SAT
of about 2◦C on the concerned regions, i. e., North Africa, Central Asia, North
America and Australia. The continental temperature decreases also induce
slight temperature decreases over the oceans, particularly at high latitudes,
due to the high sensitivity of sea-ice to temperature changes. The precipita-
tion decreases essentially occur over the Equatorial Atlantic ocean and over
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(a)
(b)
Figure 3.8: Continental annual and seasonal (JJA and DJF) (a) mean surface
air temperature (◦C) and (b) precipitation (mm/yr) for each iteration.
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some land grid-cells. However, after the second iteration, local temperature
diﬀerences do not exceed 2◦C in absolute value, and mainly concern the sea-
ice covered regions, which respond strongly to slight temperature changes.
Figure 3.10 shows the SAT and PRC diﬀerences between the third and the
second climate iterations. After the second iteration, the temperature dif-
ferences in some regions oscillate between two successive iterations, which
does not induce signiﬁcant climatic trend (positive and negative tempera-
ture anomalies of the same order of magnitude can occur in a speciﬁc region
between successive iterations). After the second climate iteration, the pre-
cipitation anomalies only concern a few grid-cells, and no signiﬁcant trend is
observed in the precipitation distribution. Therefore, we can consider that
the incorporation of the CARAIB derived surface parameters does not in-
duce a signiﬁcant trend in the global annual and seasonal surface climate.
However, the equilibrium climate reached by the Planet Simulator after the
series of iterations is cooler and drier than the one reached after the ﬁrst
iteration, using the vegetation derived from the New et al. (2002) clima-
tology. This is a consequence of the expansion of deserts and grasslands in
the vegetation distribution derived from the Planet Simulator climate. Thus,
the climate-vegetation interactions analysed here do not really contribute to
improve the simulated preindustrial climate. Indeed, the vegetation impact
on climate tends to amplify the cold bias of the model, by decreasing the
temperatures over the continents. However, the vegetation impact improves
the representation of the precipitation distribution in the model, by reducing
the precipitation rates in the tropics where they are overestimated in using
the standard conﬁguration of the model.
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Figure 3.9: (a) Surface air temperature and (b) precipitation annual mean
diﬀerences between the second and the ﬁrst climate iterations (ITER2-
ITER1).
68 CHAPTER 3. CLIMATE-VEGETATION MODELS INTERACTIONS












−10.0 −8.0 −6.0 −4.0 −2.0 −1.0 −0.5 −0.2  0.0  0.2  0.5  1.0  2.0  4.0  6.0  8.0  10.0
Surface Temperature (oC)












−400−350−300−250−200−150−100  −50  0  50  100  150  200  250  300  350  400
Precipitation (mm/yr)
Figure 3.10: (a) Surface air temperature and (b) precipitation annual mean
diﬀerences between the third and the second climate iterations (ITER3-
ITER2).
Chapter 4
Last Glacial Maximum climate
and vegetation modelling
The purpose of the present chapter is the study of land surface cover change
implications on Last Glacial Maximum (LGM) climate. This ﬁrst application
of the Planet Simulator and CARAIB allows us to test the ability of the
models to simulate a climate and vegetation distribution that signiﬁcantly
diﬀer from the modern ones, and to evaluate the model results against the
large number of previous modelling studies results and proxy-based climatic
reconstructions that cover the period.
During the last decades, several studies have tried to analyse and isolate
the vegetation impact on the LGM climate. We can notably mention the
study of Wyputta and McAveney (2001) who modelled the impact of
a vegetation change on the atmospheric circulation at the LGM. They found
that the vegetation changes produced an additional cooling of about 1 to 2◦C
in Western Europe and till 6◦C in Siberia, as well as a precipitation reduction
of more than 30% in the tropics. More recently, Crucifix and Hewitt
(2005) obtained an additional cooling of 0.6◦C, a decrease of precipitation,
and a perturbation of the Asian monsoon, when changing the vegetation
cover in the coupled climate-vegetation model HADSM3-TRIFFID.
Here, we carried out a series of climate simulation experiments with the
Planet Simulator, considering in turn the eﬀect of changing vegetation cover
(via surface albedo and roughness length derived from CARAIB simulations),
ice sheet cover and orography, and atmospheric CO2 concentration between
a preindustrial state and the LGM. We applied the factor separation method
of Stein and Alpert (1993) in order to rigorously determine the vegetation
cover change impact.
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The results of this ﬁrst study, including a complete discussion of the
boundary conditions and vegetation impacts on LGM climate, and a com-
parison of the simulated climate with proxy-based reconstructions have been
published as Henrot et al. (2009). The text of that paper is reproduced on
the next pages.
Following the text of that paper, we present the results of an additional
series of climate and vegetation model iterations. The vegetation results
and feedbacks on climate of the ﬁrst iteration are brieﬂy discussed in that
addendum to the paper.
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Impacts of land surface properties and atmo-
spheric CO2 on the Last Glacial Maximum cli-
mate: a factor separation analysis
A.-J. Henrot1, L. François2, S. Brewer2,∗ and G. Munhoven1
1 Laboratory of Atmospheric and Planetary Physics, University of Liège, Liège, Belgium
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Abstract Many sensitivity studies have been carried out, using
climate models of diﬀerent degrees of complexity to test the cli-
mate response to Last Glacial Maximum boundary conditions.
Here, instead of adding the forcings successively as in most pre-
vious studies, we applied the separation method of U. Stein et P.
Alpert 1993, in order to determine rigorously the diﬀerent contri-
butions of the boundary condition modiﬁcations, and isolate the
pure contributions from the interactions among the forcings. We
carried out a series of sensitivity experiments with the model of
intermediate complexity Planet Simulator, investigating the con-
tributions of the ice sheet expansion and elevation, the lowering
of the atmospheric CO2 and of the vegetation cover change on
the LGM climate.
The separation of the ice cover and orographic contributions
shows that the ice albedo eﬀect is the main contributor to the
cooling of the Northern Hemisphere, whereas orography has only
a local cooling impact over the ice sheets. The expansion of ice
cover in the Northern Hemisphere causes a disruption of the trop-
ical precipitation, and a southward shift of the ITCZ. The oro-
graphic forcing mainly contributes to the disruption of the atmo-
spheric circulation in the Northern Hemisphere, leading to a re-
distribution of the precipitation, but weakly impacts the tropics.
The isolated vegetation contribution also induces strong cooling
over the continents of the Northern Hemisphere that further af-
fects the tropical precipitation and reinforce the southward shift
of the ITCZ, when combined with the ice forcing. The com-
binations of the forcings generate many non-linear interactions
that reinforce or weaken the pure contributions, depending on
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the climatic mechanism involved, but they are generally weaker
than the pure contributions. Finally, the comparison between the
LGM simulated climate and climatic reconstructions over Eura-
sia suggests that our results reproduce well the south-west to
north-east temperature gradients over Eurasia.
Introduction
The Last Glacial Maximum (LGM),
around 21 000 years before present
(21 kBP), represents the largest climate
change of the recent past. It is char-
acterized by an expansion and a thick-
ening of the ice sheets at high lati-
tudes, a large reduction in atmospheric
CO2 concentration and a less dense veg-
etation cover. Several projects, using
palaeoclimatic data, have reconstructed
the surface conditions at the LGM, like
CLIMAP (CLIMAP Project Mem-
bers, 1976), or more recently MARGO
(Kucera et al., 2005), making the LGM
one of the best documented periods of
the recent geological past.
As a result, the LGM has become
the subject of numerous General Cir-
culation Model (GCM) studies, in or-
der to test the ability of the models
to simulate a climate markedly diﬀer-
ent from the present, and to better un-
derstand the mechanisms that lead to
abrupt climate changes. Many sensitiv-
ity studies have been carried out, us-
ing GCMs to test the climate response
to various glacial boundary conditions
(Broccoli and Manabe, 1987b; He-
witt and Mitchell, 1997; Ganopol-
ski, 2003; Schneider von Deimling
et al., 2006).
In these studies, boundary condition
changes and forcings were generally ap-
plied in a sequential procedure that con-
sisted of a successive addition of the forc-
ings leading to the ﬁnal LGM state. In
that case, the response of the model to
a particular change in a given boundary
condition is determined by the compari-
son of the runs with and without that
change, neglecting in the analysis the
possible interactions between the forc-
ings that can take place and contribute
to the ﬁnal climate state. To overcome
this shortcoming, Stein and Alpert
(1993) developed a rigorous method to
carry out sensitivity studies that sepa-
rates the pure contributions of the forc-
ings from the interactions resulting from
their combination.
Berger et al. (1996) and Jahn
et al. (2005) used the Stein and
Alpert (1993) factor separation
method to analyse diﬀerent contribu-
tions to the LGM climate. Berger
et al. (1996) used a 1-D radiative-
convective climate model to assess
the individual and synergistic eﬀects
of the ice sheet albedo feedback and
atmospheric CO2 changes at LGM.
Jahn et al. (2005) used CLIMBER-2
(Petoukhov et al., 2000; Ganopol-
ski et al., 2001) to separate the pure
contributions of CO2, ice sheet and
vegetation changes from their combi-
nations. Here, we applied the Stein
and Alpert (1993) method to a LGM
sensitivity study carried out with the
Earth system model Planet Simulator.
We carried out a series of sixteen
simulation experiments, where we have
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assessed the eﬀects from diﬀerences
in the vegetation cover, the ice sheet
cover, the orography, and the eﬀect of
reduced atmospheric carbon dioxide
between a pre-industrial state and the
LGM. We reconstructed the vegeta-
tion distributions with the CARAIB
dynamic vegetation model (described
in Sect. 4). We then examined the
response of surface temperature and
precipitation to the diﬀerent forcings
and discuss the pure contribution of the
four factors on the LGM climate, as
well as the interactions among them.
Finally, we evaluated our LGM results
over Eurasia and Africa against LGM
climate reconstruction produced by Wu
et al. (2007).
Model setup
The Planet Simulator (Fraedrich
et al., 2005a) is an Earth system Model
of Intermediate Complexity (EMIC). Its
central component is PUMA-2, a spec-
tral GCM with triangular truncation,
based upon PUMA (Fraedrich et al.,
1998). PUMA-2 solves the moist prim-
itive equations, representing the conser-
vation of momentum, mass and energy,
on σ coordinates in the vertical. It also
includes boundary layer, precipitation,
interactive clouds and radiation param-
eterisations. For the present study, we
conﬁgured it to use a T21 truncation
and ten vertical equally spaced σ levels.
The atmospheric module is coupled to
a 50m deep mixed-layer ocean, a ther-
modynamic sea-ice and a land surface
and soil model. Sea surface tempera-
tures are computed from the net atmo-
spheric heat ﬂux in the surface. The
transport of heat by oceanic surface cur-
rents is represented by an additional
source or sink of heat, varying monthly
and spatially that is prescribed within
the mixed-layer and the sea-ice. Heat
ﬂux adjustments are applied to ocean
grid-cells to mimick heat transport by
ocean currents that is not an explic-
itly represented process in the model.
Their distribution was determined from
a preindustrial experiment, where sea
surface temperature and sea-ice distri-
butions were prescribed from the AMIP2
dataset (AMIP2, 2004). This prein-
dustrial heat ﬂux distribution has been
used througout the full set of experi-
ments. We did not consider any change
in the oceanic circulation at the LGM.
The land surface and soil models calcu-
late the surface temperatures from a lin-
earized energy balance equation and pre-
dict soil moisture on the basis of a sim-
ple bucket model. The inﬂuence of
vegetation is represented by background
albedo and roughness length. Their an-
nual distributions are prescribed, and
albedo may only change in grid-cells
where snow is present.
The distributions of surface albedo
and roughness length were obtained
from the dynamic vegetation model
CARAIB (CARbon Assimilation In the
Biosphere) (Warnant et al., 1994;
Nemry et al., 1996; Laurent et al.,
2008). CARAIB calculates the car-
bon ﬂuxes between the atmosphere and
the terrestrial biosphere and deduces
the evolution of carbon pools, together
with the relative abundances of a se-
ries of plant types. Its diﬀerent mod-
ules respectively focus on the hydro-
logical cycle, photosynthesis and stom-
atal regulation, carbon allocation and
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biomass growth, heterotrophic respira-
tion and litter and soil carbon, and the
distribution of the model plant types,
as a function of productivity. Here we
used a classiﬁcation with ﬁfteen Plant
Functional Types (PFTs), described in
Galy et al. (2008). Model derived PFT
assemblages were then translated into
biomes to produce vegetation maps. The
inputs of the model are meteorological
variables, which can be taken from me-
teorological databases or outputs from
GCMs. CARAIB has been used be-
fore to produce LGM vegetation distri-
butions, using climatic forcings derived
from a range of GCM simulation exper-
iments (François et al., 1998, 1999;
Otto et al., 2002; Cheddadi et al.,
2006;Galy et al., 2008). For the present
study, we have derived a new global
LGM vegetation distribution, which we
discuss in Sect. 4.
Experimental setup
We carried out a series of sensitivity
experiments with the Planet Simula-
tor, implementing the factor separation
method of Stein and Alpert (1993).
This approach calculates and isolates the
pure contribution of any factor, as well
as the contributions due to interactions
among two or more factors, using a lin-
ear combination of a number of sim-
ulations. 2n simulations are then re-
quired to separate the pure and inter-
action contributions of n factors. Fol-
lowing the factor separation method, we
carried out a series of sixteen sensitivity
experiments, considering all the possible
perturbations of a given control run con-
ﬁguration by prescribing changes of ice
sheet cover, orography, vegetation cover
(through albedo and roughness length)
and atmospheric carbon dioxide. Ta-
ble 4.1 lists the changes in boundary
conditions used for the sixteen experi-
ments. The control experiment (CTRL)
does not consider any of the changes,
while the LGM experiment includes all
of them. We included the LGM land-
sea distribution and orbital forcing in
the control conﬁguration, taking into
account their contributions to produce
a complete LGM climate at the end
of the series, but neglecting the con-
tribution of their interactions with the
other factors, since they are compara-
tively weak (Sect. 4).
A more complete study would have
to further consider the eﬀects of ocean
circulation changes on the LGM cli-
mate. The simple mixed-layer model in-
cluded in the Planet Simulator precludes
the interactive calculation of such cir-
culation changes that would thus have
to be prescribed in a similar fashion
to the land surface property changes,
which we focus on in this study. An
adequate prescribed sea surface tem-
perature (SST) distribution, such as
those provided by CLIMAP (CLIMAP
Project Members, 1976) or MARGO
(Kucera et al., 2005) reconstructions,
would implicitly take into account such
a change. However, there are two
main reasons for not adopting this ap-
proach. First of all, Braconnot et al.
(2007a) show the limitation of the use
of CLIMAP SSTs with slab models,
since they fail to produce the magni-
tude of the glacial cooling, especially
in the tropics. Secondly, the use of
ﬁxed SSTs constrains the model sensi-
tivity that reduces notably the impacts
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of vegetation changes outside of land ar-
eas (Ganopolski et al., 2001).
Table 4.1: Characteristics of the 16
simulation experiments. − refers to
control values and + refers to LGM
values. Each of the 4 columns corre-
sponds to one of the four factors anal-
ysed: atmospheric CO2, ice cover,
orography and surface albedo.
Acronym CO2 ICE ORO VEG
CTRL − − − −
C + − − −
I − + − −
O − − + −
V − − − +
CI + + − −
CO + − + −
CV + − − +
IO − + + −
IV − + − +
OV − − + +
CIO + + + −
CIV + + − +
COV + − + +
IOV − + + +
LGM + + + +
Alternatively, we could have de-
rived a LGM heat ﬂux distribution from
a coupled ocean-atmosphere or a forced
oceanic GCM simulation experiment.
However, these simulation experiments
do not yet provide a consistent picture
on how the ocean circulation changed at
the LGM (Weber et al., 2007; Lynch-
Stieglitz et al., 2007). Weber et al.
(2007) analysed the results from nine
diﬀerent coupled PMIP model simula-
tions. They ﬁnd that the Atlantic
Meridional Overturning Circulation was
1040% more intense at the LGM than
at present-day in four out of nine mod-
els, 2040% less intense in four other
models, and slightly reduced only in one
model.
We therefore decided to follow the
PMIP1 protocol and we prescibed the
present-day (control run) oceanic heat
ﬂux distributions even for the LGM.
As a consequence, the model may re-
spond with a larger sensitivity and sim-
ulate cooling closer to coupled ocean-
atmosphere ones, if compared to ﬁxed
SSTs runs (Braconnot et al., 2007a).
We must nevertheless keep in mind that
some feedbacks and regional impacts of
oceanic circulation changes at the LGM
(as shown, e.g. by Hewitt et al. (2003)
or Kim et al. (2003)) cannot be repre-
sented.
Boundary conditions and model
conﬁguration
All of the experiments, including the
CTRL run, use common orbital forc-
ings, land-sea distribution and oceanic
conﬁguration. The orbital parame-
ters correspond to 21 kBP (excentric-
ity 0.018 994, longitude of perihelion
114.42◦ and obliquity 22.949◦). The so-
lar constant is kept ﬁxed at 1365W/m2.
The model's land distribution takes into
account the emergence of land points
due to the lower sea-level at 21 kBP. The
land-sea mask used with the model has
been derived from Peltier's ICE-5G 1◦
by 1◦ resolution ice sheet reconstruction
(Peltier, 2004), interpolated onto the
model's grid.
In order to have a common land-
sea mask for all of the sixteen simu-
lation experiments, the CTRL run al-
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Figure 4.1: Land-sea mask and orography over the glacier mask for (a) the
CTRL conﬁguration and (b) the LGM conﬁguration. The ice sheet expansion
is shown by the colored pixels.
ready takes into account the exposure of
land at the LGM that results from ice
sheet growth. We chose not to include
this land-sea mask change in the orogra-
phy changes, since it brings about addi-
tional changes, such as vegetation cover
or ice cover, which are analysed sepa-
rately. Therefore, the eﬀect of orography
changes on the LGM climate considered
here only relates to the increase of ele-
vation at high latitudes. The emerging
cells from the LGM land-sea distribution
therefore also kept their oceanic albedo
and roughness length in the CTRL run,
making it as similar as possible to a pre-
industrial conﬁguration.
As initial conditions over ocean grid-
points, we used the preindustrial SST
and sea-ice distributions. The boundary
conditions in time are given by the heat
transfer calculated by the Planet Simu-
lator for a preindustrial climate, follow-
ing the PMIP1 protocol.
The CTRL experiment used a prein-
dustrial atmospheric CO2 concentration
of 280ppmv. The control continen-
tal ice cover and orography have also
been reconstructed from Peltier's ICE-
5G for the preindustrial state, consid-
ering that grid-cells covered by an ice
fraction greater than 50% are completely
covered by ice (see Fig. 4.1). The vegeta-
tion parameters have been derived from
a preindustrial vegetation distribution
calculated from an equilibrium run of
CARAIB, forced with 280ppmv of CO2
and the climatology of the CLIMATE
database version 2.1 (W. Cramer, Pots-
dam, pers. comm.).
To obtain the LGM climate, we low-
ered the atmospheric CO2 concentration
to an ice age level of 200ppmv (Pe-
tit et al., 1999). We reconstructed
the continental ice cover and orography
from Peltier's ICE-5G for the LGM (see
Fig. 4.1). The vegetation parameters
have been replaced by their LGM dis-
tributions derived from a LGM vegeta-
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tion distribution produced by CARAIB,
except over the land points that are
covered by ice sheets at LGM, in or-
der to not overestimate the vegeta-
tion impact. We used an equilibrium
run of CARAIB forced with 200ppmv
of CO2 and a climate derived from
the ECHAM4 GCM (Roeckner et al.,
1996) (revised version of the distribution
shown by François et al. (2003)). We
calculated the anomalies of the GCM cli-
matic ﬁelds between the LGM and the
preindustrial, added to the CLIMATE
database version 2.1, as climatic in-
puts for the LGM simulation, following
the approach described in Otto et al.
(2002).
Neither the eﬀects of lower CH4 and
N2O concentrations in the atmosphere,
nor those of the higher atmospheric dust
content at the LGM have been taken
into account here. These three agents
are not included in the radiation scheme
of the Planet Simulator. Their varia-
tions could lead to important additional
cooling and provide feedbacks for the
LGM climate system. This is well doc-
umented by the results of Schneider
von Deimling et al. (2006) who show
that the increase of atmospheric dust at
the LGM yields a net global cooling that
is of the same order of magnitude than
the vegetation induced cooling.
Results
Simulated LGM vegetation
The biome maps (Fig. 4.2) show the sim-
ulated preindustrial and LGM vegeta-
tion distributions, with a resolution of
0.5◦ by 0.5◦. Globally, the simulated
LGM vegetation cover is less dense than
the preindustrial one. Grasslands and
deserts expand, mainly at the expense
of forest ecosystems, in response to the
extremely cold and dry LGM condi-
tions. CARAIB simulates a reduction of
the total carbon stock (vegetation plus
soil) of 734GtC, which is at the lower
end of the LGM carbon stock reduc-
tion range suggested from reconstruc-
tions of palaeovegetation from palyno-
logical and sedimentological proxy data
(700 to 1600GtC), but slightly higher
than estimates obtained with biospheric
model forced with outputs of general
circulation models (0 to 700GtC, after
Pedersen et al. (2003)).
Regionally, the simulated LGM veg-
etation distribution is broadly consistent
with the results of the Palaeovegetation
Mapping Project BIOME 60001 (Pren-
tice et al., 2000b; Harrison et al.,
2001; Bigelow et al., 2003; Pickett
et al., 2004). Polar desert and tun-
dra are modelled in a large part of the
Northern Hemisphere continents. In
Siberia and in the part of Alaska not
covered by ice sheets, they replace the
boreal forests (taïga), when in western
Europe tundra replaces the temperate
forests. Note that the polar desert or
ice biome, extremely expanded in our
LGM simulation, does not represent per-
manent ice, but the absence of vege-
tation, due to extremely cold and dry
conditions. The warm temperate and
mixed forests of southwestern Europe
are replaced by semi-deserts. Colder
1available under http://www.bridge.bris.ac.uk/resources/Databases/BIOMES_
data
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Figure 4.2: Biome distributions from CARAIB (a) preindustrial and (b)
LGM equilibrium runs.
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Figure 4.3: Control experiment (CTRL) results: (a) annual surface temper-
ature; (b) precipitation.
forest types also appear in our results,
as in the reconstruction of Cheddadi
et al. (2006). This latter reconstruc-
tion diﬀers from the BIOME 6000 one
and shows only semi-deserts in the re-
gion. North Africa is covered by deserts,
with a southward expansion of the Sa-
hara by less than 5◦ in latitude, replac-
ing tropical grasslands or savannas. In
Equatorial Africa the tropical rainfor-
est is reduced, except in the western
part. In Asia, deserts and grasslands ex-
pand, with an extension of deserts to the
east in the centre of Asia, and the re-
placement of subtropical and temperate
forests by tropical grasslands essentially
in southeastern Asia. In North Amer-
ica, the forest biomes are shifted south-
ward and replaced by tundra or polar
deserts, and the subtropical types are
limited to Florida. However, the pre-
dominance of deserts and grasslands in
the west coast of North America, simu-
lated by CARAIB, does not agree with
the reconstructions of Williams et al.
(2000) used in the BIOME6000 results,
which show mainly cool mixed forests
and open woodlands in this region. It
is more in line with the recontruction of
Adams et al. (1990). A fragmentation of
the tropical rainforest and its remplace-
ment by savannas or subtropical forests
occur in the north of South America,
while the southern part is dominated by
tundra and deserts. Finally, the tropical
grasslands and deserts prevailing in the
centre and the Southwest of Australia in
the simulated preindustrial distribution
are replaced by warm and open forests.
Control experiment
As mentioned before, the control state
diﬀers from a preindustrial one by the
21 kBP orbital conﬁguration and land-
sea distribution that we separate from
the other factors, due to the weak contri-
butions of their interactions. Neverthe-
less, the pure eﬀects of both factors con-
tribute to the LGM climate. The change
in the orbital forcing reduces the global
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Table 4.2: Comparison of the pure contributions with the eﬀects of the in-
teractions between the factors on the global, oceanic and continental annual
surface temperature (in ◦C). (See Fig. 4.5 for additional information.)
Acronym Global Ocean Continent
C −2 −1.9 −1.9
I −2.7 −1.4 −5.7
O +0.1 +0.4 −0.9
V −1.3 −0.8 −2.5
CI +0.1 +0.0 +0.1
CO +0.1 +0.1 +0.1
CV −0.0 −0.1 +0.2
IO +0.2 +0.1 +0.4
IV +0.2 +0.1 +0.5
OV +0.1 +0.1 +0.0
CIO +0.1 +0.1 −0.1
CIV +0.1 +0.2 −0.2
COV +0.0 +0.2 −0.3
IOV +0.0 +0.1 −0.1
LGM −0.0 −0.1 +0.1
mean surface temperature by 0.4◦C from
15.2◦C at preindustrial times, but it does
not signiﬁcantly aﬀect the precipitation.
Local cooling does not exceed 0.5◦C
over the continents and the open ocean.
It may nevertheless reach 4◦C over sea-
ice, especially in the Antarctic ocean,
due to the persistence of sea-ice in sum-
mer, following the lowering of the obliq-
uity at 21 kBP that reduces insolation
at high latitudes in both hemispheres
during their respective summers. The
modiﬁcation of the land-sea mask (with
emerging grid-cells keeping oceanic sur-
face albedo) warms the global mean
temperature by 0.3◦C. This warming is
mainly due to the replacement of ocean
by land grid-cells, preventing the forma-
tion of sea-ice on some grid-cells at high
latitudes and the resulting strong albedo
feedback to take place, and limiting the
evaporation on some emerged grid-cells
in the tropics. Finally, the CTRL cli-
mate, combining both forcings, is close
to a preindustrial climate (with a global
surface temperature lowered by 0.1◦C
only). The surface temperature and pre-
cipitation distributions for the control
state are shown on Fig. 4.3.
Global responses
We present here the global impacts of
the pure contributions of the four fac-
tors, as well as the contributions of
their interactions. The magnitude of the
impacts of boundary condition changes
on surface temperature and precipita-
tion are shown in Fig. 4.4, represent-
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Table 4.3: Comparison of the pure contributions with the eﬀects of the in-
teractions between the factors on the global, oceanic and continental annual
precipitation (in mm/yr). (See Fig. 4.5 for additional information.)
Acronym Global Ocean Continent
C −33 −29 −33
I −47 −23 −99
O −1 −2 −1
V −29 −5 −77
CI +4 +4 +5
CO +0 −4 +9
CV +2 −0 +8
IO +5 +4 +7
IV +13 +5 +31
OV +2 −1 +6
CIO +1 +6 −9
CIV +2 −0 +6
COV +2 +5 −4
IOV +1 +4 −3
LGM −4 −8 −0
ing the anomalies between each exper-
iment and the control run. Ice cover
change (experiment I) is the factor pro-
ducing globally the largest cooling and
dryness, followed by CO2 (experiment
C) that gives an additional cooling eﬀect
when added to the ice cover change (ex-
periment CI). Vegetation cover changes
also signiﬁcantly cool and dry the cli-
mate (experiment V), when orography
changes slightly tend to warm the global
climate (experiment O). The experiment
CIV, adding ice, CO2 and vegetation
changes, is then the coolest and the
dryest of the series, even more than the
complete LGM one, due to the absence
of orography change. The global LGM
cooling is 5.2◦C (10.4◦C on the con-
tinents and 1.8◦C on the oceans), and
the global LGM precipitation reduction
is 79mm/yr (105mm/yr on the conti-
nents and 45mm/yr on the oceans).
The LGM cooling obtained here is
consistent with the cooling simulated by
the models used in PMIP1 (from 2 to
6◦C for atmospheric GCMs with com-
puted sea surface temperatures (Jous-
saume and Taylor, 2000)) and PMIP2
(between 3.6 and 5.7◦C for coupled
atmosphere-ocean models (Braconnot
et al., 2007a)), but it is at the cooler
end of this range. This may be due to
the lack of an explicit representation of
ocean circulation in our model, as the
slab models used in PMIP1 tended to
produce stronger cooling over the North-
ern Hemisphere than the coupled ocean-
atmosphere models (Braconnot et al.,
2007a). However, none of the PMIP1
models and only a few of the PMIP2
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Figure 4.4: Global surface temperature and precipitation anomalies
(EXPERIMENT-minus-CTRL). All results reported here are global means
over the last 20 years of 50-year simulations, allowing 30 years for the model
to equilibrate.
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models have taken into account vegeta-
tion changes at LGM. The additional
cooling simulated in our experiments
may therefore be also due to the addi-
tional contribution of vegetation change.
This is partially supported by the CIO
experiment, which does not include veg-
etation changes. This simulated a global
temperature anomaly of 4.3◦C, which
better ﬁts the range of the PMIP1 and
PMIP2 model cooling than the total
LGM cooling of 5.2◦C.
The impacts of the interactions of
two or more factors on global, conti-
nental and oceanic surface temperature
are shown respectively on Fig. 4.5a and
Table 4.2, and on Fig. 4.5b and Ta-
ble 4.3. The contributions of the pure
factors (ice, CO2, vegetation and orogra-
phy anomalies) are also shown for com-
parison. Note that we do not con-
sider Antarctica in the calculation of the
continental mean. Large changes espe-
cially in surface temperature that have
only a weak impact on local climate and
are not indicative of large scale climate
change, can occur there. The interac-
tions should be taken into account in
the climate analysis, since they show ev-
idence of the non linear feature of eﬀects
caused by the diﬀerent factor combina-
tions. For example, the combination of
the ice and vegetation cover changes (ex-
periment IV) produces non linear eﬀects
that result in an increase of surface tem-
perature and precipitation. These ef-
fects act in the opposite direction of the
pure contributions of ice and vegetation.
The total cooling due to ice and vege-
tation cover changes (3.8◦C on global
surface temperature, see Fig. 4.4) is then
weaker than the simple addition of both
pure contributions (2.7◦C for ice plus
1.3◦C for vegetation that is 4◦C), since
the interaction between both forcings
gives a slight warming (of +0.2◦C glob-
ally). Nevertheless, the interaction ef-
fects remain weaker than the pure con-
tributions eﬀects. Only the interactions
between ice and vegetation, and ice and
orography (experiments IV and IO) have
comparable eﬀects to the pure contribu-
tion ones, especially on the continents.
The interaction IO notably warms the
continental surface temperature by 0.4
◦C, while the pure orographic contribu-
tion leads to a continental warming of
0.9◦C (Fig. 4.5). The increase of pre-
cipitation caused by the interaction IV
(+31mm/yr) also compares to the de-
crease of precipitation due to the CO2
contribution (33mm/yr) (Fig. 4.5).
Spatial responses
Surface temperature
Figs. 4.6 and 4.7 illustrate the surface
temperature responses to the prescrip-
tion of the boundary condition forc-
ings. The presence of ice sheets increases
the albedo of ice covered grid-cells by
more than 40% in comparison to the
control state. The pure ice cover ef-
fect (experiment I, Fig. 4.6a) produces
the largest cooling only in the North-
ern Hemisphere, in comparison to the
other pure contributions of the series,
but weakly aﬀects the Southern Hemi-
sphere. The weak impact of the ice cover
eﬀect in the Southern Hemisphere is due
to the lack of ocanic circulation changes
in our model. Only the small ice cap cov-
ering Patagonia leads to a pronounced
local cooling. The largest decreases of
surface temperature are located over the
ice sheets and over the North Atlantic
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Figure 4.5: Comparison of the pure contributions with the eﬀects of the in-
teractions between the factors on the global, oceanic and continental annual
(a) surface temperature and (b) precipitation. The C, I, O, V eﬀects repre-
sent the pure contributions of each factor. The CI to LGM eﬀects represent
the contributions of the interactions among the corresponding factors, not
the actual eﬀects, shown on Fig. 4.4.
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Figure 4.6: Annual surface temperature anomalies (EXPERIMENT-minus-
CTRL) for (a) experiment I; (b) experiment O; (c) experiment V; (d) exper-
iment C.
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and the Arctic Oceans, resulting from
an extension and thickening of sea-ice.
The mid and low northern latitudes are
also aﬀected by some weaker cooling,
but some tropical regions, as Equatorial
Africa and India, are subjected to warm-
ing that is more pronounced during sum-
mer and linked to a decrease of summer
rainfall.
Vegetation cover changes result in
a large cooling on the Northern Hemi-
sphere, mainly over the continents (ex-
periment V, Fig. 4.6c). The vegetation
contribution is comparable in terms of
magnitude to the ice cover eﬀect over
the mid and low latitudes of the North-
ern Hemisphere. As described above,
vegetation cover changes aﬀect surface
albedo and roughness length, but the
albedo impact on surface temperature
is dominant, because of its direct im-
pact on the energy balance. The cool-
ing produced on the continents of the
Northern Hemisphere is directly linked
to the increase of surface albedo by more
than 10%, caused by the replacement of
boreal and temperate forests by tundra
or semi-deserts. Further, the induced
cooling can be reinforced by the snow
albedo feedback, on grid-cells covered by
snow. However, Equatorial Africa and
India also show some warming, related
to a decrease of evaporation and sum-
mer rainfall, as in experiment I. Surface
temperatures also increase in Australia
and South Africa, but are caused instead
by the increase of surface albedo, caused
by the replacement of deserts and grass-
lands by forest biomes. Finally, there
is pronounced but localized cooling over
emerging land grid-cells at LGM, due to
the replacement of their control oceanic
albedos of 7% directly by LGM vegeta-
tion albedo greater than 15%. In ex-
periment IV (Fig. 4.7a), the applica-
tion of vegetation changes together with
the presence of ice sheets reinforces and
expands southward the cooling induced
by the ice cover eﬀect, especially over
the high latitudes and the continents in
the Northern Hemisphere. A stronger
warming occurs in Equatorial Africa and
India. However, the Southern Hemi-
sphere remains weakly aﬀected by both
factors. Only vegetation changes pro-
duce a weak warming, due to a decrease
in albedo.
The CO2 contribution causes
a rather uniform temperature cooling,
of about 2◦C (experiment C, Fig. 4.6d).
The magnitude of the cooling is similar
over continents and oceans, and in both
Northern and Southern Hemispheres,
making it the most important contribu-
tor to sea surface temperature cooling.
Further, the CO2 contribution results
in a stronger cooling around the poles,
especially over the Antarctic ocean,
linked to an expansion and thickening of
sea-ice. This reinforces the cooling trend
in the Northern Hemisphere initiated by
ice sheet and vegetation albedo eﬀects,
when all three forcings are combined
(experiment CIV, Fig. 4.7c), and gives
an additional cooling in the Southern
Hemisphere, notably stronger than the
vegetation warming impact in Australia
and South Africa.
In contrast to the previous contri-
butions, orography changes do not have
a net cooling eﬀect in the Northern
Hemisphere (experiment O, Fig. 4.6b).
The increased elevation produces large
cooling over the ice sheets, especially
over the Laurentide ice sheet, which has
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Figure 4.7: Annual surface temperature anomalies (EXPERIMENT-minus-
CTRL) for (a) experiment IV; (b) experiment IO; (c) experiment CIV; (d)
experiment LGM.
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its surface at 3000ma.s.l. in the LGM
reconstruction. The cooling also aﬀects
the Arctic and North Atlantic oceans.
However, North America, Europe and
also the West Paciﬁc and North Atlantic
experience large warming linked to pre-
cipitation changes, caused by wind track
perturbations at mid and high latitudes,
as discussed below. The combination of
the ice sheet cover and orography forc-
ings, representing the full contribution
of the ice sheets on surface tempera-
ture of the ice sheets at LGM, leads to
an additional cooling over the ice sheets
(Fig. 4.7b). The cooling is weaker over
the southern borders of the ice sheets,
due to the orographic contribution. The
cooling trend induced by the ice cover
remains dominant over the continents of
the Northern Hemisphere, whereas the
orography changes minimize the cooling
at the mid latitudes and slightly warm
some oceanic regions, e.g. North West
Paciﬁc and Southern Ocean, where the
ice albedo has weaker impacts.
The combination of the four factors
(experiment LGM, Fig. 4.7d), keeps
the cooling proﬁle induced by ice cover,
vegetation and CO2 changes, as in the
experiment CIV. However, experiment
LGM is warmer than experiment CIV,
due to the contribution of orography
changes, warming the oceans and some
continental regions of the mid latitudes
in the Northern Hemisphere.
Precipitation
Figs. 4.8 and 4.9 illustrate the signiﬁca-
tive precipitation responses to the pre-
scribed boundary condition forcings. In
experiment I (Fig. 4.8a), the cooling in-
duced by the ice cover eﬀect dries out the
atmosphere, and reduces precipitation.
Large reductions occur in the Northern
Hemisphere, over the ice sheets, Siberia,
Alaska and the North Atlantic Ocean.
Further, the intense cooling of the con-
tinents strengthens the westerlies of the
Northern Hemisphere, giving rise to pre-
cipitation in North America and North
Paciﬁc. Nevertheless, the impact of ice
cover is not limited to the high latitudes
and also strongly inﬂuences the tropi-
cal precipitation system by a southward
shift of the control location of the Inter
Tropical Convergence Zone (ITCZ). The
strong cooling impact of ice cover on the
surface and sea surface temperature in
the Northern Hemisphere causes an in-
crease of the inter-hemispheric tempera-
ture gradient, suﬃcient to lead to a dis-
placement of the ITCZ to the warmer
Southern Hemisphere. This explains
the reduction of precipitation over the
oceans and the continent and the weak-
ening of the monsoon systems (except
over southeastern China) in the north-
ern part of the tropics (ITCZ control lo-
cation), and the increase of precipitation
to the south.
Vegetation changes in experiment V
(Fig. 4.8c) in turn dry out the con-
tinents of the Northern Hemisphere,
mainly due to the cooling eﬀect of the
increase of albedo. The cooling eﬀect
again strengthens the westerlies, increas-
ing precipitation over the centre of North
America, and is similar, but weaker in
magnitude, to the ice cover eﬀect. The
tropics also undergo a strong reduction
of precipitation, as in experiment I. By
the same mechanism, the contribution of
the vegetation changes is then suﬃcient
to shift the ITCZ location southward, re-
ducing oceanic and continental precipi-
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Figure 4.8: Annual precipitation anomalies (EXPERIMENT-minus-CTRL)
for (a) experiment I; (b) experiment O; (c) experiment V; (d) experiment C.
Only anomalies greater than one standard deviation for the long-term annual
mean over the last 20 simulation years are shown.
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tation in the northern part of the tropics.
Nevertheless, the reduction of the rain-
forest in Amazonia, Equatorial Africa
or Indonesia could also be responsible
for the reduction of precipitation over
these regions. The change of vegetation
from rainforest to grasslands or savannas
decreases the roughness length that in
turn decreases the surface evaporation,
thus warming and drying the air. The
change in precipitation could be linked
to the roughness length more than to the
albedo eﬀect. The combination of vege-
tation changes with ice cover (Fig. 4.9a)
reinforces the dryness induced by ice
albedo in the Northern Hemisphere, and
intensiﬁes the ITCZ shift, further de-
creasing rainfall over the ITCZ control
location and increasing them southward.
Orography changes strongly aﬀect
precipitation over the mid and high lat-
itudes of the Northern Hemisphere, by
disrupting the atmospheric circulation
(Fig. 4.8b). The presence of the high
Laurentide ice sheet causes a split ﬂow
of the westerlies into two branches, one
passing northward of the ice sheet and
the other southward, and rejoining over
the North Atlantic. As we can see on
Fig. 4.10, showing the surface winter
winds for the experiments CTRL and
O, the split ﬂow causes at the surface
a deﬂection of the westerlies over Alaska
and the formation of an anticyclonic
circulation over the western portion of
the Laurentide ice sheet. The northern
part of the ice sheet is then crossed by
a strong surface ﬂow that increases pre-
cipitation there, while the southern part
and the rest of North America is crossed
by north to northwest ﬂow originating
from the anticyclone that causes a de-
crease of rainfall in these region. These
conditions prevail during winter, spring
and autumn, but weaken during sum-
mer. Over the North Atlantic, where
both ﬂows merge together, precipitation
generally increases. The deﬂection of the
westerly wind belt over the North Altan-
tic, with south to southwest winds arriv-
ing to the southern part of the Fennon-
scandian ice sheet, increases precipita-
tion on the ocean. However, it decreases
the wind strength over western Europe,
causing a large reduction of precipitation
in the main part of Eurasia, explaining
the net warming of the surface temper-
ature described above. The Fennoscan-
dian ice sheet also blocks the westerlies
that contributes to the decrease of pre-
cipitation over Eurasia. The total ice
sheet contribution, combining ice cover
and orography forcings (experiment IO,
Fig. 4.9b), keeps the precipitation pro-
ﬁle imposed by orography changes in the
Northern Hemisphere, and imposed by
the ice albedo in the tropics. Neverthe-
less, the ice albedo cooling eﬀect tends
to increase the dryness of the continents
of the Northern Hemisphere, except over
North America, where the intensiﬁca-
tion of the westerlies causes more pre-
cipitation. The shift of the ITCZ over
the ocean is more pronounced that can
be linked to the further increase of the
surface temperature gradient, due to
warmer sea surface temperatures in the
south, induced by orography changes.
The CO2 contribution has the
weakest impact on precipitation in the
Northern Hemisphere, and dries out
equally both hemispheres (Fig. 4.8d).
Only the equatorial band is aﬀected
by a more pronounced decrease of
precipitation, still weaker than the
other pure contributions that can be
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Figure 4.9: Annual precipitation anomalies (EXPERIMENT-minus-CTRL)
for (a) experiment IV; (b) experiment IO; (c) experiment CIV; (d) experi-
ment LGM. Only the anomalies greater than one standard deviation for the
long-term annual mean over the last 20 simulation years are shown.
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Figure 4.10: Surface winter winds resulting for (a) experiment CTRL (b)
experiment O
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related to the CO2 induced sea surface
temperature cooling. The combination
of the CO2 eﬀect with the ice cover and
vegetation change eﬀects (Fig. 4.9c),
generates the driest experiment of the
series (experiment CIV), causing strong
reductions of precipitation over the
continents and a pronounced southward
shift of the ITCZ. The addition of
the orography contribution, in the
experiment LGM (Fig. 4.9d), essentially
modiﬁes the precipitation distributions
in the Northern Hemisphere, generating
more precipitation over the north and
north-west of the Laurentide ice sheet,
in comparison to the experiment CIV.
However, the drying over the continents
of the Northern Hemisphere is rein-
forced, as well as the decrease of rainfall
over the ITCZ control location.
Interaction eﬀects
The global eﬀect of the interactions
among factors generally tend to in-
crease temperatures and precipitation.
However, the interactions have much
more contrasted local eﬀects, which may
weaken or reinforce the pure contribu-
tion eﬀects, depending on the region.
We discuss here only the strongest in-
teractions of the series, which are the
interactions between ice cover and veg-
etation change (IV), and between ice
cover and orography changes (IO), re-
spectively. The other interactions of the
series (OV, IOV, etc.) show similar pat-
terns in their eﬀects, but are weaker. We
can also remark that the interactions be-
tween CO2 changes and the other fac-
tors generates the weakest eﬀects of the
series. Fig. 4.11 shows the eﬀects on
surface temperature and precipitation of
the interactions IV and IO.
Both interactions IV and IO warm
the surface temperature over sea-ice in
the Arctic Ocean, with the interaction
IO causing a greater warming, even af-
fecting the northern borders of the conti-
nents. The interactions here weaken the
pure contributions of the three factors
that tend to increase the sea-ice extent
and thickness in the Arctic, reducing the
regional climate cooling. In contrast, in
the Antarctic Ocean, the interactions fa-
vor the sea-ice extent and thickening.
The interaction IV produces strong
continental cooling, comparable in mag-
nitude to the pure contributions, e.g.
in Alaska (Fig. 4.11a). The increase
of surface albedo due to both contri-
butions cools the surface temperature,
allowing snow to persist and the posi-
tive snow albedo feedback to reinforce
the initial cooling induced by both pure
contributions. However, over Equatorial
Africa and India, the interaction leads
to a cooling together with a precipita-
tion increase (Fig. 4.11c). These eﬀects
can be related to a more important sur-
face evaporation, permitted by the de-
crease of the sensible heat ﬂux, due to
the southward extension of the cooling
trend caused by both I and V forcings.
In this case, the interaction acts in the
opposite direction of both pure contribu-
tions, and lowers their regional warming
impacts.
The interaction IO produces strong
cooling over the continents, particularly
over North America, with an increase of
rainfall (Figs. 4.11b and 4.11d). The in-
teraction eﬀect is opposite to the oro-
graphic warming eﬀect in the concerned
region. This regional cooling can be re-
lated to the ice induced cooling, rein-
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Figure 4.11: Eﬀects of (a) interaction IV on surface temperature; (b) inter-
action IO on surface temperature; (c) interaction IV on precipitation; (d)
interaction IO on precipitation.
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forced by the snow albedo feedback, and
possibly to the local topographic cooling
induced by the orography change. How-
ever, precipitation also increases, related
to the combined eﬀects of the strength-
ening of the winds due to the ice con-
tribution and the intensiﬁcation of the
northern branch of the jet stream due
to the orography contribution. However,
the interaction IO mainly aﬀects the pre-
cipitation in the Northern Hemisphere,
while the interaction IV essentially af-
fects the tropics.
Discussion
Eﬀects on surface temperature
The complete series of experiments al-
lows us to analyse and distinguish sev-
eral climatic impacts on the LGM cli-
mate, linked to the development of ice
sheets, the lowering of atmospheric CO2
and vegetation changes. The factor sep-
aration method of Stein and Alpert
(1993) used here allows us to compare
the relative roles of the factors, start-
ing from the same control state. This
procedure was previously adopted in
the LGM climate studies of Berger
et al. (1996) and Jahn et al. (2005).
It diﬀers from the sequential procedure
used in most previous sensitivity stud-
ies on the climate forcings at the LGM
(Broccoli and Manabe, 1987b; He-
witt and Mitchell, 1997; Ganopol-
ski, 2003; Schneider von Deimling
et al., 2006). The results derived from
the sequential additive procedure are
particulary sensitive to threshold ef-
fects, that could trigger large non-linear
changes in the system when crossed. In
consequence, the magnitude of a given
eﬀect would be dependent on the or-
der in which the forcings are applied.
The factor separation method suﬀers
less from this shortcoming. With this
method, non-linear climate response is
included in the interaction terms that
the method allows to isolate from the
pure contributions of the factors. Once
the joint action of two or more processes
makes the system cross a threshold, care
needs to be taken to interpret the phys-
ical meaning of the interaction terms, as
discussed by Jahn et al. (2005). The
major disadvantage of the factor sepa-
ration method is that it requires a large
number of experiments to be carried out
that can be minimized by a rigorous
choice of the forcing studied. It is also
best suited for use with EMICs, which
allow to keep the required computing
time within reasonable bounds.
In the following section, we com-
pare our results to those of Ganopol-
ski (2003) and Jahn et al. (2005),
who performed sensitivity studies with
the CLIMBER-2 model. Ganopol-
ski (2003) used a sequential additive
procedure, Jahn et al. (2005) the fac-
tor separation method. We obtain
a global LGM cooling of 5.2◦C that
compares well with the global cooling of
5.1◦C obtained by Jahn et al. (2005).
The magnitudes of the global contri-
butions show the dominant cooling ef-
fect of the ice sheets (combined albedo-
temperature and altitude-temperature
eﬀects) that is 3◦C in Ganopolski
(2003) and in Jahn et al. (2005) and
2.6◦C in our experiment IO. The re-
duction of atmospheric CO2 is the sec-
ond major factor responsible for cool-
ing the LGM climate globally, as al-
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ready shown by Broccoli and Man-
abe (1987b). Reducing the concentra-
tion to 200 ppm (Ganopolski, 2003)
and to 190 ppm (Jahn et al., 2005) re-
spectively cools the climate by 1.2◦C and
1.5◦C. Here, the lowering of the concen-
tration to 200 ppm (experiment C) cools
the climate by 2◦C, due to the high sen-
sitivity of PLASIM to CO2 (Fraedrich
et al., 2005b).
Locally, the presence of ice sheets
cools mainly the high latitudes of the
Northern Hemisphere in both models.
However, due to the lack of oceanic cir-
culation in our model, we do not re-
produce the strengthening of the north-
ward oceanic heat transfer that weakens
the cooling in the Northern Hemisphere
and reinforces the cooling in the South-
ern Hemisphere (Jahn et al., 2005).
This explains the greater cooling pro-
duced in the Northern Hemisphere and
some warming obtained in the Southern
Ocean in experiment IO, in comparison
to Jahn et al. (2005).
The lowering of atmospheric CO2
mainly contributes to the sea-ice forma-
tion at high latitudes. In experiment C,
it has a homogeneous cooling and dry-
ing eﬀect in both hemispheres. Its lo-
cal contribution, especially on the con-
tinents in the Northern Hemisphere, is
the weakest of the four pure contribu-
tions. In Jahn et al. (2005), the lower
CO2 also impacts on the oceanic cir-
culation, and reinforces once more the
heat transfer to the North, leading to
a stronger cooling in the Southern Hemi-
sphere, if compared to our experiment C.
Further, CO2 induces in our results very
weak non linear interactions with the
other factors and always tends to rein-
force the cooling and the drying induced
by the other factors. Due to the lack
of oceanic circulation, we have possi-
bly missed further oceanic feedbacks and
their interactions. Jahn et al. (2005) ob-
tained a switch from a warm ocean mode
to a cold ocean mode (Ganopolski
and Rahmstorf, 2001), when adding
the ice sheet and CO2 eﬀects together.
Overall, our results fairly agree with re-
sults of Ganopolski (2003) and Jahn
et al. (2005). Some diﬀerences may be
attributed to the lack of oceanic circu-
lation changes in our model, although
diﬀerences in the magnitude of the re-
sults can also come from the diﬀerent
structures of the Planet Simulator and
CLIMBER-2.
Focus on vegetation impact
The vegetation cover change produces
a cooling of 1.3◦C in the experiment V.
Its pure contribution is globally lower
than the ice and CO2 contributions.
However, its local impacts are compara-
ble and even larger than the local im-
pacts of CO2, especially on the con-
tinents and the northern latitudes of
Eurasia, due to the taïga-tundra feed-
back (Ganopolski et al., 2001). The
magnitude of the vegetation eﬀect in our
results, conﬁrms once again the impor-
tance of the vegetation contribution to
the LGM climate. The additional cool-
ing induced by LGM vegetation cover
can be seen in the diﬀerence between
experiments LGM and CIO. This cools
the climate by 0.9◦C, which is in line
with the cooling obtained by Ganopol-
ski (2003) and Jahn et al. (2005)(re-
spectively 0.6◦C and 0.7◦C). It is
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also at the lower end (strongest cool-
ing) of the range of temperature varia-
tions due to vegetation changes reported
by Schneider von Deimling et al.
(2006) (0.5◦C to 1◦C). The larger
cooling in our results can therefore be
attributed to a larger diﬀerence in the
prescribed vegetation cover that never-
theless agrees well with the data. The
additional vegetation impact in our re-
sults is also stronger than the impacts of
prescribed vegetation reconstructions in
previous studies (Crowley and Baum,
1997; Levis et al., 1999; Wyputta
and McAveney, 2001). However, the
weaker eﬀects of vegetation in these
studies could also be due to the use of
ﬁxed sea surface temperatures that leads
to an underestimation of vegetation im-
pacts, as shown by Ganopolski et al.
(2001).
Ice and orography impacts
The separation of the ice cover and orog-
raphy contributions shows that the ice
albedo eﬀect is the main contributor to
the cooling of the Northern Hemisphere,
whereas orography has only a local cool-
ing impact over the ice sheet. Several
studies have already investigated these
two eﬀects, but on the basis of a sequen-
tially additive procedure (Rind, 1987;
Kageyama and Valdes, 2000). The
isolation of both contributions allows us
to attribute the atmospheric circulation
changes in the Northern Hemisphere to
the orography eﬀect, but the strength-
ening of the westerlies of the North-
ern Hemisphere to the ice albedo ef-
fect. Similarly to Manabe and Broc-
coli (1985) and Broccoli and Man-
abe (1987a) we ﬁnd that the presence of
the Laurentide ice sheet has a predomi-
nant impact on the atmospheric circula-
tion, causing a split ﬂow of the wester-
lies into two branches that in turn leads
to a disruption of the precipitation dis-
tributions in the Northern Hemisphere,
and aﬀects the surface temperature. We
can also remark that the orographic con-
tribution alone would have caused some
warming in Europe and in the centre of
North America. This warming is more
than compensated by the cooling eﬀect
of the ice cover. The resulting impact
of the ice sheets (orography plus ice
albedo) in these regions is weaker than
the pure ice albedo eﬀect.
Eﬀects on precipitation
Nevertheless, the ice sheet impact is not
limited to the climate in the Northern
Hemisphere. The ice cover contribution
signiﬁcantly aﬀects the tropical regions
and is even the main contributor to trop-
ical precipitation decrease over the con-
tinents and the oceans. Chiang et al.
(2003), Chiang and Bitz (2005) and
Broccoli et al. (2006) already related
the reduction of convective activity and
precipitation in the tropics and particu-
larly to the southward shift of the ITCZ
(Braconnot et al., 2000) to the pres-
ence of ice in the Northern Hemisphere.
In our case, the pure contribution of the
ice sheet cover is suﬃcient to produce
a reduction of the sea surface tempera-
ture in the Northern Hemisphere as well
as in the northern part of the tropics
(more particularly in the Equatorial At-
lantic and Indian oceans). The merid-
ional gradient across the equator is in-
creased and the ITCZ shifted southward.
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Interestingly, the addition of the oro-
graphic contribution intensiﬁes the dis-
ruption of the tropical precipitation by
warming the sea-surface temperature in
the Southern Hemisphere.
The intense cooling of the conti-
nents in the Northern Hemisphere pro-
duced by the ice cover contribution and
the persistance of snow also weakens
the Asian summer monsoon, as in De-
Menocal and Rind (1993). However,
our results show an increase of precipi-
tation over North East Asia that can be
related to the strengthening of the Asian
winter monsoon, as already obtained by
Yanase and Abe Ouchi (2007) with
simpliﬁed and coupled models of the
PMIP2 simulations. The precipitation
maximum during winter is also displaced
to the Paciﬁc, southward of Southeast
Asia. This can be linked to the south-
ward shift of the westerly jet stream, as
in Yanase and Abe Ouchi (2007).
Ice cover is not the only eﬀect that
leads to a disruption of tropical rain-
fall. The vegetation contribution also
strongly aﬀects the tropics. As noted
by Kubatzki and Claussen (1998),
the vegetation impacts remain essen-
tially local, due partly to the use of ﬁxed
sea surface temperatures. However, the
cooling produced over the continents of
the Northern Hemisphere, mostly due
to the albedo eﬀect, is suﬃcient to re-
duce the convective activity of the ITCZ,
as described in Crucifix and Hewitt
(2005), and to shift the ITCZ south-
ward. Nevertheless the vegetation eﬀect
remains weaker than the ice albedo ef-
fect. Further, the addition of the vegeta-
tion contribution to the ice cover contri-
bution reinforces the cooling and drying
over the Northern Hemisphere, as well as
the precipitation decrease over the ITCZ
control location, even if the interactions
of both factors tend to act in opposite
directions. The vegetation contribution
also warms and dries the tropical regions
of South America and Africa, as men-
tioned by Levis et al. (1999). This eﬀect
is linked to the reduction of the tropi-
cal rainforest, decreasing the roughness
length in the model that in turn reduces
the surface evaporation.
For completeness, we should mention
that neither the eﬀects of lower CH4 and
N2O concentrations in the atmosphere,
nor those of the higher atmospheric dust
content at the LGM have been taken
into account in the present study. As
mentioned in Sect. 4, their variations
could lead to important additional cool-
ing and provide feedbacks for the LGM
climate system. Schneider von Deim-
ling et al. (2006) notably show that the
increase of atmospheric dustiness at the
LGM yields a net global cooling of the
same order of magnitude as the vegeta-
tion induced cooling.
Consistency with palaeo data
In order to estimate the consistency of
the simulated LGM climate and of the
boundary conditions impacts, we evalu-
ated our results over Eurasia and Africa
against the LGM climate reconstructed
byWu et al. (2007). We have restricted
our comparison to the continental ar-
eas in order to limit the oceanic inﬂu-
ence, since our model does not include
an OGCM. The Wu et al. (2007) re-
construction was produced with an im-
proved inverse vegetation model, using
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a recent version of BIOME4 (Kaplan,
2001) and pollen biome scores from the
BIOME6000 project (Prentice et al.,
2000b). Further, the improved inverse
modelling method takes into account the
direct physiological impact of the lower
CO2 concentration at LGM, reducing
the bias in palaeoclimatic reconstrucion
(Ramstein et al., 2007).
We compare our model results to re-
constructions by using zonal averages,
following the approach of Kageyama
et al. (2001). In order to keep the model
averages comparable with the data cov-
erage, we partitioned them into two sec-
tors representing western Europe and
Africa 20◦W20◦ E) on one hand, and
eastern Europe, eastern Africa and west-
ern Siberia (20◦ E60◦ E), on the other.
The diﬀerentiation between two sectors
allows us to clearly display the model re-
sults and the data with error bars, keep-
ing the data points suﬃciently well dis-
tributed in longitude over each one of the
two sectors. It also allows us to highlight
the meridional gradients in the studied
climatic variables. Please notice that
the anomalies are calculated between
a modern climate run (same conditions
as for preindustrial, except for an atmo-
spheric CO2 concentration of 340 ppm)
and the LGM run described above, in
order to be compatible with the recon-
structed anomalies. The averages are
taken over land points only. Figs. 4.12
and 4.13 show the zonal averages of the
model anomalies and the data anoma-
lies between LGM and modern climate
for the mean temperature of the coldest
month (MTCO), the mean temperature
of the warmest month (MTWA), the
mean annual temperature and precipita-
tion (MAT and MAP, respectively). The
data error bars are also shown, repre-
senting the 595% conﬁdence interval for
each reconstruction and the ±2 standard
deviation curves, representing the longi-
tudinal dispersion of the model results.
The simulated MTCO anomalies are
generally colder in Eurasia than in
Africa, and colder over latitudes over
40◦N, suggesting a stronger LGM merid-
ional gradient, compared to present-day.
The model tends to overestimate the
cooling over Siberia in comparison with
the data, but the results remain within
the data error bars, which are quite large
over this region (interval of possible val-
ues of the order of 25◦C). The cooling
over northwestern Europe, linked to the
presence of the Fennoscandian ice sheet,
may also be overestimated, but no pollen
data are available to conﬁrm or contra-
dict our results. The cooling is clearly
underestimated over Africa. The model
even gives a slight warming near the
Equator.
The MTWA anomalies show a gen-
eral cooling trend at the LGM, with
some warming, especially over the east-
ern sector. The model reproduces quite
well the absence of a net meridional gra-
dient, but the variability of the model
results is much stronger than the data
error bars. This is due to the low res-
olution of the model and the average of
the model results over large zones. The
model tends to underestimate the cool-
ing over western Europe, but still pro-
duces a strong cooling over the ice sheet.
The discrepancies are still present over
western Africa.
MAT values show a similar pattern
to MTCO, even if the MAT anomalies
are smaller than the MTCO ones. The
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Figure 4.12: Comparison between model results and data for the LGM-
minus-PRESENT anomalies of the mean temperature of the coldest month
(MTCO) and the mean temperature of the warmest month (MTWA), in the
two sectors (20◦W20◦ E) and (20◦ E60◦ E). For the model, the longitudinal
averages over land points (solid lines) are shown with the ±2 standard devi-
ation curves (dashed lines). Data points are represented by dots and shown
with the 595% conﬁdence intervals.
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Figure 4.13: Comparison between model results and data for the LGM-
minus-PRESENT anomalies in the mean annual temperature (MAT) and
the mean annual precipitation (MAP)  see Fig. 4.12 for more details.
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model also simulates drier conditions
than today, with a decrease of MAP
that agrees with data. The model tends
to overestimate the decrease in precip-
itation over high latitudes, but gives
a slight increase of precipitation over
the ice sheet. A strong decrease is pro-
duced in Equatorial Africa that is not
reproduced in the data. However the
MAP anomalies over Africa are gener-
ally in beter agreement with the data
than the MAT anomalies, especially over
the western sector.
Our results agree fairly well with the
climatic reconstructions of Wu et al.
(2007) over Europe and western Siberia.
They reproduce the south-west to north-
east temperature gradient, with a de-
crease of MTCO cooling from Europe
to Siberia, and the absence of signiﬁcant
MTWA gradient, as in the PMIP1 and
PMIP2 model-pollen data comparisons
carried out by Kageyama et al. (2001,
2006). Our results show a better agree-
ment with the data, in particular over
western Europe, as we include the veg-
etation contribution, not taken into ac-
count in the PMIP1 simulations. Nev-
ertheless, there are still regions where
discrepancies remain signiﬁcant. The
model tends to overestimate the MTCO
cooling and the dryness over Siberia,
similar to several models in the PMIP1
project (Kageyama et al., 2001). As
explained in Kageyama et al. (2001),
it may also be due to the perturbation
of atmospheric circulation produced by
North Atlantic sea surface temperatures
and sea-ice extent, computed by the slab
ocean model. However, the MTCO cool-
ing over northwestern Europe is gener-
ally stronger than the ones produced by
the models with computed sea surface
temperatures used by Kageyama et al.
(2001). Therefore, it is in better agree-
ment with the data over this sector.
On the other hand, the MTWA cool-
ing is underestimated over western Eu-
rope (around 45◦N), due to a decrease
of MAP. These results may be related to
too warm sea surface temperature com-
puted by the slab model in the Mediter-
ranean Sea, inﬂuencing the continental
temperature and precipitation of this re-
gion and giving warmer and drier sum-
mers than in the reconstruction. The
weakening of the westerlies due to orog-
raphy changes (see Sect. 4) can also ex-
plain the warming of the region espe-
cially in summer. We cannot ascribe
these discrepancies to the low resolution
of the model or the poor representation
of orography in this region. Jost et al.
(2005) indeed ﬁnd that these discrepan-
cies persist at higher resolutions.
Over eastern and southern Africa,
the model systematically underestimates
the MTCO and MTWA cooling. This
underestimation of the cooling by the
model can be explained by the higher
elevation of the data points (above
1500m), in comparison to the model el-
evation (not exceeding 500m). The re-
duction of the reconstructed tempera-
ture are then larger at higher elevation,
as suggested by the reconstruction of
temperature changes at the LGM from
the snowline changes in East Africa car-
ried out by Mark et al. (2005).
Conclusions
In this study, we used the Planet Sim-
ulator, an Earth System model of in-
termediate complexity to investigate the
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contributions of the ice sheet expansion
and elevation, the lowering of the atmo-
spheric CO2 and of the vegetation cover
change on the LGM climate. The vege-
tation distributions for the preindustrial
and the LGM were obtained with the dy-
namic vegetation model CARAIB. They
compare fairly well in terms of biomes
with the results of the Palaeovegetation
Mapping Project BIOME6000 (Pren-
tice et al., 2000b).
We applied here the factor sepa-
ration method of Stein and Alpert
(1993), in order to rigorously deter-
mine the diﬀerent contributions of the
boundary condition modiﬁcations. The
method also allowed us to isolate the
pure contributions, as well as the in-
teractions among the factors. This
same method was previously adopted in
studies of Berger et al. (1996) and
Jahn et al. (2005) e.g. who focused on
a smaller set of factors.
Our results highlight once more the
dominant cooling and drying eﬀect of
the ice sheet expansion on the global
scale LGM climate. This ﬁnding con-
ﬁrms the conclusions of Ganopolski
(2003) and Jahn et al. (2005). The
next most important factors are the
lower CO2 concentration in the atmo-
sphere and the vegetation cover change.
Similarly to Broccoli and Manabe
(1987b), we ﬁnd that, locally, the ice
albedo eﬀect is also responsible for the
strongest cooling in the Northern Hemi-
sphere, while the reduction in atmo-
spheric CO2 is the main contributor to
the Southern Hemisphere cooling. How-
ever, due to the lack of oceanic circula-
tion changes in our model, we do not
produce a strengthening of the north-
ward heat transfer, as in Jahn et al.
(2005). Therefore our results show
a generally colder and dryer eﬀect of the
ice sheet in the Northern Hemisphere
and a more homogeneous impact of the
CO2 reduction in comparison to Jahn
et al. (2005).
The separation of the ice cover and
orographic contributions shows that the
ice albedo eﬀect is the main contribu-
tor to the cooling of the Northern Hemi-
sphere, whereas orography has only a lo-
cal cooling impact over the ice sheet, and
gives the weakest global impact on tem-
perature of the series of pure contribu-
tions. Further, the ice cover expansion
in the Northern Hemisphere is identi-
ﬁed for being responsible for the tropical
precipitation disruption and the south-
ward shift of the ITCZ, as already men-
tioned in Chiang et al. (2003). The oro-
graphic changes at high latitudes mainly
contribute to the disruption of the at-
mospheric circulation in the Northern
Hemisphere, but do not have any sig-
niﬁcant impact in the tropics. Accord-
ing to Broccoli andManabe (1987a),
the presence of the Laurentide ice sheet
has a predominant impact on the atmo-
spheric circulation, causing a split ﬂow
of the westerlies into two branches, lead-
ing to a redistribution of the precipita-
tion. This disruption of the precipitation
causes some warming over the continents
of the Northern Hemisphere and over the
oceans. The cooling brought about by
the ice cover, however, overcompensates
for this warming.
In our experiments, the vegetation
contribution induces strong cooling over
the continents of the Northern Hemi-
sphere, mainly caused by the increase of
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albedo, even comparable in magnitude
to the ice cover and CO2 induced cool-
ing in some regions. Further, the veg-
etation eﬀects are also suﬃcient to af-
fect the tropical precipitation on land
and on the oceans, causing a southward
shift of the ITCZ, which is reinforced
when we combine the ice and vegetation
contributions. The additional eﬀect of
vegetation changes under LGM bound-
ary conditions gives a global cooling in
line with the results of Ganopolski
(2003), Jahn et al. (2005) and Schnei-
der von Deimling et al. (2006), but
slightly stronger due to the more con-
trasting vegetation reconstruction pre-
scribed here.
The combinations of the factors gen-
erate many interactions, globally op-
posed to the pure contributions and
weaker. However, locally the interaction
eﬀects are more complex and may either
reinforce or weaken the pure contribu-
tions, depending on the regions of the
globe and on the climatic mechanism in-
volved.
Finally, our LGM climate results
agree fairly well with the climatic recon-
structions of Wu et al. (2007) over Eu-
rope and western Siberia, notably due to
the inclusion of vegetation changes. Our
results reproduce well the south-west to
north-east MTCO gradient from Europe
to Siberia, and the absence of signiﬁcant
MTWA gradient, as in the PMIP1 and
PMIP2 model-pollen data comparisons
carried out by Kageyama et al. (2001,
2006). However, our results do not sup-
port the strong cooling over Africa that
are due to the use of elevated data points
for the paleoclimatic reconstructions.
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4.1 Climate-vegetation iterations for the LGM
In order to complete the analysis of climate-vegetation interactions in our
LGM experiments, we tested here the eﬀect of the LGM climate simulated
with the Planet Simulator on the vegetation distribution produced with
CARAIB. Starting from the climate of the full LGM experiment with the
Planet Simulator (experiment LGM in Henrot et al. (2009)), we carried
out a series of ﬁve iterations with CARAIB and Planet Simulator, applying
the asynchronous coupling procedure described in the previous chapter (see
Section 3.3). For the ﬁrst iteration, CARAIB was forced with an atmospheric
CO2 concentration of 200 ppmv and with the climatic anomalies between the
LGM and the CTRL experiments, added to the New et al. (2002) climatol-
ogy, following the approach described in Section 3.1.2. Then, the Planet
Simulator was forced with the vegetation parameters derived from the ﬁrst
vegetation distribution obtained with CARAIB. This set of vegetation and
climate simulations completed the ﬁrst iteration. It should be noticed that
both models have been run on a T21 grid.
The results of the ﬁrst vegetation iteration (LGM ITER1) yield an open
and desertic vegetation at the LGM, as illustrated by the biome distribu-
tion shown in Figure 4.14. This biome distribution compares fairly well with
the biome distribution obtained from a CARAIB simulation forced with the
LGM climate simulated by ECHAM4 and shown in Figure 4.2. Besides the
diﬀerences in the resolutions (0.5◦ and T21 here), and in the climatic in-
puts, derived from two diﬀerent models (ECHAM4 and Planet Simulator),
both distributions yields polar deserts expansion as south as 40◦N over the
continents. In agreement with the ECHAM4-CARAIB vegetation distribu-
tion, desert and tundra ecosystems are dominant at middle latitudes in the
LGM ITER1 distribution, while the vegetation distribution over the con-
tinents in the tropics and in the Southern Hemisphere is less aﬀected by
vegetation changes relative to the preindustrial state. Nevertheless, in the
biome distribution LGM ITER1, deserts are much more expanded in Asia, in
response to very dry conditions produced in the experiment LGM over that
region (see Section 4). In contrast, the tropical forest biome is more expanded
in East and Equatorial Africa, indicating that despite the strong precipita-
tion decreases that occur in the tropics in experiment LGM, the precipitation
rates are suﬃcient to maintain tropical forests in these regions. This last re-
sult does not aggree with previous LGM vegetation reconstructions, which
suggest a reduction of the tropical rainforest areas at LGM (Crowley and
Baum, 1997; Wyputta and McAveney, 2001).
After the ﬁrst vegetation iteration, no signiﬁcant changes occur in the
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Figure 4.14: CARAIB biome distributions for (a) the ﬁrst vegetation itera-
tion (LGM ITER1) and (b) the second vegetation iteration (LGM ITER2).
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vegetation distributions simulated in the series of iterations. Only a few grid-
cells are concerned by biome changes from the LGM ITER1 distribution to
the LGM ITER2 (see Figure 4.14). After the ﬁrst iteration, the diﬀerences in
biome distributions (calculated as in Section 3.4) diﬀer by less than 12% (see
Figure 4.15). The global NPP only signiﬁcantly varies from the ECHAM4-
CARAIB simulation to the LGM ITER1 one. The NPP decrease that occurrs
at the ﬁrst iteration is mainly due to the expansion of desert and semi-
desert ecosystems in Asia in the LGM ITER1 simulation. Thus, we can
consider that the vegetation distributions do not signiﬁcantly change after the
ﬁrst iteration. As for the series of iterations performed for the preindustrial
period, the diﬀerences in the successive biome distributions can be attributed
to the crossing of the thresholds used to classify the vegetation types, rather
than to signiﬁcant climate changes.
The eﬀect of the simulated CARAIB vegetation LGM ITER1 on climate
in the ﬁrst iteration is shown in Figure 4.17. The vegetation eﬀect slightly
reinforces the continental cooling at middle and high latitudes, particularly
in Asia in response to the increase of surface albedo due to the expansion
of deserts. However, the expansion of tropical forests induces surface albedo
decreases that lead to slight temperature increases in tropical regions. The
precipitation distribution is weakly aﬀected by the vegetation eﬀect, except
over the tropics where the expansion of the tropical forests in Equatorial
Africa leads to increases of surface evaporation and consequently of precipita-
tion, which helps to maintain warm and moist conditions that are favourable
for the subsistence of tropical forests in the region. This eﬀect is notably
opposed to the ﬁrst large scale eﬀect of vegetation on the simulated LGM
climate that tended to decrease precipitation in the tropics (see results of ex-
periment V in Henrot et al. (2009)). However, we did not take into account
ﬁeld capacity changes linked to vegetation changes in the previous experi-
ments (experiments V and LGM). Only surface albedo and roughness length
were modiﬁed in the experiments V and LGM, whereas we modiﬁed the ﬁeld
capacity in the series of climate iterations described here. Thus, the reduc-
tion of tropical forest areas obtained in the ECHAM4-CARAIB vegetation
distribution should have reinforced the decreases of precipitation in the trop-
ics induced by the increase of surface albedo in experiments V and LGM, if
ﬁeld capacity changes were considered. This would be in line with the results
ofWyputta andMcAveney (2001) who simulated precipitation decreases
in the tropics in response to the replacement of tropical forests by savannas.
Nevertheless, the vegetation eﬀects on climate at the ﬁrst iteration remain
relatively weaker than the ﬁrst eﬀects of vegetation on climate studied in ex-
periment V. This may be explained by the fact that vegetation eﬀects were
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(a)
(b)
Figure 4.15: (a) Global Net Primary Productivity (Gt C/yr) for each veg-
etation iteration, and (b) Total area in term of percentage land surface in
which biomes diﬀer from two successive vegetation iterations, including the
ECHAM4-CARAIB vegetation distribution as iteration 0.
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already taken into account in the experiment LGM from which we started
the series of iterations, and that the vegetation produced here diﬀers only
slightly from the ECHAM4-CARAIB vegetation distribution used to force
the experiments V and LGM. After the ﬁrst iteration, no signiﬁcant trend
in the climate variables is observed (see Figure 4.16). The extent of deserts
remains hardly constant in the following vegetation distributions. The trop-
ical forests also remain well installed in Equatorial Africa and in the other
tropical regions. However, tropical forests do not further expand in the next
vegetation iterations. Consequently, no signiﬁcant increase of precipitation
occurrs in the climate experiments. Therefore, we can consider that the
incorporation of the CARAIB derived surface parameters does not induce
a signiﬁcant trend in the LGM climate simulated by the Planet Simulator af-
ter the ﬁrst iteration. The vegetation simulated at the ﬁrst iteration produces
some additional cooling eﬀects over continental regions, which conﬁrms the
cooling eﬀect of vegetation changes on the LGM climate. On the other hand,
the consideration of soil water changes in response to vegetation changes
leads to precipitation increases in the tropics that are opposed to the other
vegetation eﬀects that contribute to decrease the precipitation in the tropics.
The expansion of the tropical forests in Equatorial Africa we obtained here
desagrees with previous vegetation reconstructions (Crowley and Baum,
1997; Prentice et al., 2000b; Wyputta and McAveney, 2001). How-
ever, interestingly, the increase of precipitation simulated here in response
to the expansion of tropical forests in the CARAIB vegetation distribution
LGM ITER1 could help to improve the comparison of the simulated mean
annual precipitation rates (MAP) with the proxy-based reconstructions of
MAP over eastern Equatorial Africa (see Section 4).
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(a)
(b)
Figure 4.16: Continental annual and seasonal (JJA and DJF) (a) mean sur-
face air temperature (◦C) and (b) precipitation (mm/yr) for each iteration.
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Figure 4.17: (a) Surface air temperature and (b) precipitation annual mean




Middle Pliocene climate and
vegetation modelling
In this chapter, we present the results of Middle Pliocene climate and vegeta-
tion modelling with the Planet Simulator and CARAIB. The Middle Pliocene
has become a period of increasing interest for modelling studies since it is
considered as a potential analogue for the near future climate. This pe-
riod is also well documented by proxy-data, thanks to the PRISM project
(Pliocene Research, Interpretations, and Synoptic Mapping). Recently, the
Pliocene Paleoclimate Modelling Intercomparison Project (PlioMIP), which
is a section of the Paleoclimate Modelling Intercomparison Project (PMIP),
has been entirely devoted to the systematic modelling of the Middle Pliocene
climate with GCMs. Here, we have rigorously followed the PlioMIP protocol
in order to allow an evaluation of the ability of the Planet Simulator to sim-
ulate warm climate, such as the Pliocene one. The climate and vegetation
modelling results presented in the following sections are the subject of an
article in preparation. The presentation of the results is thus written in the
style of an article with its own introduction and conclusions.
5.1 Introduction
In the perspective of future climate changes, past warm climates have been
widely studied, as they provide potential guidance to understand future cli-
mate changes and global warming (Haywood et al., 2009b). In this context,
the Pliocene, and more precisely the Middle Pliocene, which is considered as
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a potential analogue for the climate of the twenty-ﬁrst century (Jansen
et al., 2007), has become the subject of increasing interest.
The Pliocene epoch (5.3 to 1.8 Ma B.P.) appears to have been on aver-
age warmer than present-day (Dowsett, 2007), especially during the Mid-
dle Pliocene warm interval or Middle Pliocene Warm Period (MPWP, 3.29-
2.97 Ma), as deﬁned by the United States Geological Survey's PRISM group
(Haywood et al., 2010). The MPWP therefore represents the most recent
known interval exhibiting signiﬁcant warmth over a relatively long period,
and in almost similar to present geographic conﬁguration (Haywood et al.,
2010). The MPWP is well documented by geological proxies, witnessing of
warmer than present-day climate over the oceans (Dowsett et al., 1996;
Barron, 1996), as well as over the continents (Kürschner et al., 1996;
Salzmann et al., 2008). Data-based vegetation reconstructions notably sug-
gest that boreal forests shifted northward, whereas warm-temperate forests
expanded at middle latitudes at the expense of deserts (Thompson and
Fleming, 1996). Moreover, the estimates of atmospheric CO2 levels for the
MPWP, between 360 and 380 ppmv (Kürschner et al., 1996; Raymo et al.,
1996), are comparable to the CO2 levels that have already been reached to-
day.
Many modelling studies have been conducted to investigate the climate
mechanisms that could explain the Middle Pliocene warmth. Several studies
proposed an enhanced meridional ocean heat transport together with higher
than present-day atmospheric CO2 concentrations to account for the Middle
Pliocene warmth (Dowsett et al., 1996; Raymo et al., 1996). Rind and
Chandler (1991) proposed that palaeogeographic changes, such as the re-
duction of the elevations of the major mountain chains, could have played
a signiﬁcant role on the Middle Pliocene climate. Climatic feedbacks, related
to altered vegetation cover, ice-sheet extent, and cloud cover have also been
invoked (Haywood and Valdes, 2004, 2006; Salzmann et al., 2008; Jost
et al., 2009). More recently, Haywood et al. (2007) and Lunt et al. (2008)
suggested that permanent El Niño-like conditions could explain the Middle
Pliocene warmth.
Though numerous modelling studies have been performed on the Middle
Pliocene, most of them did not apply a systematic methodology that would
have made direct comparison possible between the diﬀerent models simula-
tions, such as the use of same boundary conditions. However, the initiation
of the PRISM project by the U. S. Geological Survey (Dowsett et al.,
1994), made the reconstruction of comprehensive global data sets that can
be used as standard boundary conditions for GCM simulations of the MPWP
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(Dowsett et al., 1996, 1999; Haywood et al., 2010).
Various versions of the PRISM data set have been used in several mod-
elling studies. Sloan et al. (1996) simulated the Middle Pliocene climate
using the PRISM1 data set (Dowsett et al., 1996) to prescribe boundary
conditions for the atmospheric NCAR GENESIS GCM. The PRISM2 data
set (Dowsett et al., 1999) has been widely used to force atmospheric GCMs
(Haywood et al., 2000b,a; Jiang et al., 2005; Haywood and Valdes,
2006; Jost et al., 2009; Haywood et al., 2009a), as well as fully coupled
ocean-atmosphere GCMs (Haywood and Valdes, 2004; Haywood et al.,
2007). Haywood et al. (2000b,a) used the PRISM2 data set and the at-
mospheric HadAM3 version of the UKMO model to analyse respectively the
MPWP regional warming over Europe, over the Mediterranean and at the
global scale. Haywood and Valdes (2004) simulated the climate of the
MPWP using the PRISM2 data set and the fully coupled ocean-atmosphere
UKMO GCM. Jiang et al. (2005) examinated the Middle Pliocene climate
with the IAP global grid-point atmospheric GCM (Jiang et al., 2003), and
particularly compared their results to paleoclimatic reconstructions in East
Asia. Furthermore, Haywood and Valdes (2006) and Jost et al. (2009)
investigated the vegetation feedback on Middle Pliocene climate, respectively
using the TRIFFID dynamic vegetation model together with the HadAM3
atmospheric GCM, and the ORCHIDEE dynamic vegetation model with
the LMDZ atmospheric GCM. Recently, Haywood et al. (2009a) initiated
the Pliocene Model Intercomparison Project (PlioMIP) and compared the
Middle Pliocene climate simulated by the atmospheric HadAM3 and GISS
GCMAM3 GCMs, forced with the same set of boundary conditions derived
from the PRISM2 data set.
In this study, we simulated the climate of the Middle Pliocene with the
Planet Simulator and compared it to the preindustrial simulated climate. In
order to enable a direct comparison of the Pliocene results presented here to
other model results, we applied the Pliocene Model Intercomparison Project
(PlioMIP) protocol (experiment 1, preferred conditions), fully described in
Haywood et al. (2010). We therefore used the last version of the PRISM3D
data set (Haywood et al., 2010), to prescribe initial and boundary condi-
tions for the Planet Simulator. In addition to the experiments deﬁned by the
PlioMIP protocol, we called upon the dynamic vegetation model CARAIB
Otto et al. (2002); François et al. (2006); Galy et al. (2008) to recon-
struct the vegetation distribution in response to the warm Middle Pliocene
climate we simulate.
We ﬁrst present the Planet Simulator (Section 5.2) and describe in de-
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tail the initial and boundary conditions we applied to force the control and
Pliocene experiments (Section 5.3). We examine the response of surface
global and local climate (temperature, precipitation, cloud cover and low
level winds) to the diﬀerent boundary condition changes imposed, and par-
ticularly to the vegetation changes (Section 5.4). We compare our results
to the results of previous modelling studies, taking into account the diﬀer-
ences in the set of PRISM boundary conditions used (Section 5.5). Finally,
we discuss the Middle Pliocene vegetation distribution produced by CARAIB
(Section 5.6), compare it to previous model- and data-based vegetation recon-
structions (Section 5.7), and analyse the vegetation feedback on the Middle
Pliocene climate (Section 5.8).
5.2 Model setups
5.2.1 Climate Model
The Planet Simulator (Fraedrich et al., 2005a,b) is an Earth system Model
of Intermediate Complexity (EMIC). It has been used for present-day climate
modelling studies (Fraedrich et al., 2005b; Grosfeld et al., 2007; Junge
et al., 2005) as well as for various paleoclimatic studies focusing on diﬀerent
past periods (Romanova et al., 2006; Micheels et al., 2009a,b; Henrot
et al., 2009, 2010). The model has proved usefulness in the comparison to
proxy data (Henrot et al., 2009; Micheels et al., 2009a). The Planet
Simulator present-day climate compares fairly well to ERA-40 reanalysis al-
though it is aﬀected by two major climatological biases: (1) a cold bias at high
latitudes during winter in each hemisphere and (2) a global overestimation
of the surface evaporation (Haberkorn et al., 2009). The central compo-
nent of the Planet Simulator is PUMA-2, a spectral GCM with triangular
truncation, based upon the Portable University Model of the Atmosphere
PUMA (Fraedrich et al., 1998). PUMA-2 solves the moist primitive equa-
tions, representing the conservation of momentum, mass and energy, on σ
coordinates in the vertical. It also includes boundary layer, precipitation,
interactive clouds and radiation parameterisations. For the present study,
we conﬁgured it to use a T42 truncation and ten vertical equally spaced σ
levels. The model atmosphere is coupled to a 50 m deep mixed-layer ocean,
a thermodynamic sea-ice and a land surface and soil model.
Sea surface temperatures are computed from the net atmospheric heat
ﬂux at the surface. The transport of heat by oceanic surface currents is
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represented by an additional distribution of heat sources and sinks that is
prescribed within the mixed-layer and the sea-ice. That distribution varies
monthly and spatially. It is applied to ocean grid-cells to mimic heat trans-
port by ocean currents that is not an explicitly represented process in the
model. This procedure allows the model to respond with a larger sensitivity
to boundary condition changes than with prescribed sea-surface tempera-
tures.
The land surface and soil models calculate the surface temperatures from
a linearised energy balance equation and predict soil moisture on the ba-
sis of a simple bucket model. The inﬂuence of vegetation is represented by
background albedo, roughness length and rooting depth. Their annual distri-
butions are prescribed, and albedo may only change in grid-cells where snow
is present.
5.2.2 Vegetation Model
In order to produce extra preindustrial and Middle Pliocene vegetation distri-
butions and analyse the impact of vegetation changes on the Middle Pliocene
climate, we used the dynamic vegetation model CARAIB (Otto et al., 2002;
François et al., 2006; Laurent et al., 2008; Galy et al., 2008). CARAIB
calculates the carbon ﬂuxes between the atmosphere and the terrestrial bio-
sphere and deduces the evolution of carbon pools, together with the rela-
tive abundances of a series of plant functional types. Its diﬀerent modules
respectively focus on the hydrological cycle, photosynthesis and stomatal
regulation, carbon allocation and biomass growth, heterotrophic respiration
and litter and soil carbon, and the distribution of the model plant types, as
a function of productivity. Here we used a classiﬁcation with ﬁfteen Plant
Functional Types (PFTs), described in Utescher et al. (2007) and Galy
et al. (2008). Model derived PFT assemblages can be translated into biomes
to produce vegetation maps. The inputs of the model are meteorological vari-
ables, taken from meteorological databases or GCM simulation experiments.
CARAIB has been widely used to reconstruct past vegetation distributions,
notably for the Last Glacial Maximum (François et al., 1999; Otto et al.,
2002; Cheddadi et al., 2006; Galy et al., 2008; Henrot et al., 2009) and
several time slices of the Miocene (François et al., 2006; Favre et al., 2007;
Henrot et al., 2010).
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5.3 Experimental setup
Two numerical experiments were carried out with the Planet Simulator for
this study: (1) a preindustrial experiment, referred to as CTRL experiment,
and (2) a Middle Pliocene one, referred to as PLIO experiment, where we
applied the PRISM3D conditions for experiment 1 (preferred conditions),
following the PlioMIP protocol (Haywood et al., 2010). Table 5.1 lists the
initial and boundary conditions applied for the CTRL and PLIO experiments.
Both experiments have been run for 100 years and the results shown in
Section 5.4 are means over the last 50 years of simulation, allowing 50 years
for the model to equilibrate.
5.3.1 Preindustrial conditions
Orbital conﬁguration and atmospheric CO2
The CTRL simulation is forced with a present-day orbital conﬁguration (ec-
centricity 0.016724, obliquity 23.446◦ and longitude of the perihelion 102.04◦)
and solar constant (1365 W/m2). The atmospheric CO2 concentration is set
to the preindustrial value of 280 ppmv. It should be noticed that neither the
eﬀects of CH4 and N2O concentrations in the atmosphere, nor those of the
atmospheric dust content have been taken into account here. These three
agents are not included in the radiation scheme of the Planet Simulator.
Land-sea distribution, topography and land ice
The preindustrial land-sea distribution used with the model has been derived
from Peltier's ICE-5G 1◦ by 1◦ resolution ice sheet reconstruction (Peltier,
2004), interpolated onto the model grid. The preindustrial continental ice
cover and orography have also been reconstructed from Peltier's ICE-5G for
the preindustrial state, considering that grid-cells covered by an ice fraction
greater than 50% are completely covered by ice. Figures 5.1 and 5.2 respec-
tively show the preindustrial and Pliocene topography and ice-sheet mask on
the corresponding preindustrial and Pliocene land-sea distributions.
Sea surface temperatures and sea-ice
As boundary conditions over ocean grid-points, we prescribed monthly mean
present-day sea-surface temperature and sea-ice distributions derived from
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Figure 5.1: Topography on land and land-sea distribution for (a) the prein-
dustrial and (b) the Pliocene conﬁgurations.
the AMIPII database (AMIP2, 2004). In order to follow the PlioMIP proto-
col, the sea surface temperatures and sea-ice cover have been kept ﬁxed for
the CTRL simulation. However, we have also let the sea surface tempera-
tures and sea-ice cover vary in the experiments performed here in addition to
the standard CTRL and PLIO simulations. This procedure allows the slab
model, and therefore the Planet Simulator, to react with a greater sensitiv-
ity to boundary conditions changes. In the additional runs, the temporal
evolution of the oceanic boundary conditions are given by the heat transfer
calculated by the Planet Simulator for a preindustrial climate, following the
PMIP1 protocol. The preindustrial oceanic heat ﬂux distribution was cal-
culated from the CTRL experiment with ﬁxed sea-surface temperatures and
sea-ice cover. The diﬀerences between the sea surface temperatures calcu-
lated by the model and these prescribed determined the oceanic heat ﬂux
adjustments to apply to ocean grid-cells. The oceanic heat ﬂuxes calculated
for the additional preindustrial and Pliocene experiments are shown in Fig-
ure 5.3.
Vegetation cover
The surface boundary condition parameters controlled by the vegetation
cover (surface albedo, roughness length and rooting depth) for the CTRL
simulation have been derived from the BIOME4-based modern vegetation
(Salzmann et al., 2008). The modern biome distribution was interpolated
onto the model grid. The surface albedo, roughness length and rooting depth

























Figure 5.2: Ice-sheet mask for (a) the preindustrial and (b) the Pliocene
conﬁgurations.
of the land grid-cells were calculated from the speciﬁc values of snow-free
albedo, surface roughness length and rooting depth attributed to each biome
of the BIOME4 classiﬁcation with twenty-eight types (Salzmann et al.,
2008; Haywood et al., 2010).
5.3.2 Middle Pliocene conditions
Orbital conﬁguration and atmospheric CO2
As the Middle Pliocene in this study spans about 320,000 years, and thus
integrates several orbital cycles, a present-day orbital conﬁguration is applied
for the PLIO experiment (Haywood et al., 2010). The concentration of the
atmospheric CO2 is set to 405 ppmv, as suggested by Haywood et al. (2010).
This CO2 concentration is higher than the proxy-based CO2 concentration
estimates for the Middle Pliocene (between 360 and 380 ppmv following the
estimations of Kürschner et al. (1996) and Raymo et al. (1996)), in order
to account for possible additional contributions of other greenhouse gases to
the Pliocene warmth, such as methane, for which no Pliocene proxy record
is available (Haywood et al., 2010).
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Figure 5.3: Oceanic surface heat transfer for (a) the CTRL conﬁguration and
(b) the PLIO conﬁguration. Positive values indicate a net transfer of heat
from the ocean to the atmosphere.
Land-sea distribution, topography and land ice
The Middle Pliocene land-sea distribution has been derived from the frac-
tional PRISM3D 2◦ by 2◦ resolution land-sea mask reconstruction (Hay-
wood et al., 2010), considering that grid-cells covered by a land fraction
greater than 50% are land grid-cells. The Pliocene land-sea distribution
takes into account a 25 m sea-level rise, a closed Central American Seaway,
open Bering Strait, Drake Passage, Tasman Gateway, Gibraltar Strait and
Indonesian Gateway, a ﬁlled Hudson Bay and no West Antarctic ice-sheet
(see Figure 5.1).
We reconstructed the Pliocene topography using the anomaly method
suggested in the PlioMIP protocol (Haywood et al., 2010). We therefore
applied the following algorithm
ZPLIO = ZMOD + (ZPLIO(PRISM3D)− ZMOD(PRISM3D)). (5.1)
In this equation, ZPLIO(PRISM3D) is the PRISM3D Pliocene topography
and ZMOD(PRISM3D) is the modern PRISM3D topography. ZMOD is the
preindustrial topography we used for the CTRL experiment. The PRISM3D
Pliocene topography has been derived from the reconstruction of Sohl et al.
(2009). This reconstruction is based upon a 25 m sea-level rise and a ﬁlled
Hudson Bay. High reliefs, such as the Rocky Mountains and the Andes, are
approximatively at their current elevations. The PRISM3D modern topogra-
phy has been derived from the ETOPO1 Global Relief Model Data (Amante
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and Eakins, 2008). It should be noticed that negative elevation values over
the oceans (bathymetry) have been set equal to zero. Absolute Pliocene to-
pography (ZPLIO(PRISM3D)) has been used in regions where no modern
data was given (see Figure 5.1).
The ice-sheet mask has been interpolated from the PRISM3D ice-sheet
reconstruction based on simulation results of the British Antarctic Survey
Ice Sheet Model (BASISM) for the Middle Pliocene (Hill et al., 2007; Hay-
wood et al., 2010). This ice-sheet reconstruction shows signiﬁcant reduction
of the Greenland and Antarctic ice-sheets. In agreement with the studies of
Naish et al. (2009) andDeConto and Pollard (2003), the West Antarctic
ice-sheet has been removed for the warm Middle Pliocene (see Figure 5.2).
Sea surface temperatures and sea-ice
As boundary conditions over ocean grid-points for the PLIO experiment, we
have prescribed ﬁxed monthly mean Pliocene sea-surface temperature and
sea-ice distributions derived from the PRISM3D dataset (Haywood et al.,
2010). The sea surface temperatures (SSTs) have been calculated by the
anomaly method, using the following algorithm
SSTPLIO = SSTMOD + (SSTPLIO(PRISM3D)−SSTMOD(PRISM3D)).
(5.2)
In this equation, SSTPLIO(PRISM3D) is the PRISM3D Pliocene sea surface
temperature reconstruction, SSTMOD(PRISM3D) the modern PRISM3D
SST distribution, and SSTMOD the SST distribution which was used for
the CTRL experiment. The SSTPLIO(PRISM3D) reconstruction is a se-
ries of monthly SST ﬁelds, which is based on multiple temperature proxies
(Dowsett et al., 2009; Robinson et al., 2008; Dowsett and Robinson,
2009). The SSTPLIO(PRISM3D) reconstruction shows little warming in
low latitudes relative to present-day and increased warming at higher lati-
tudes. The North Atlantic and North Paciﬁc especially show warm anoma-
lies. Compared to present-day, the equator-to-pole gradient is signiﬁcantly
reduced. The modern PRISM3D SSTs are monthly data from the clima-
tology of Reynolds and Smith (1995), modiﬁed to match the PRISM3D
land-sea distribution. The sea-ice extent for the Pliocene is determined by
the PRISM3D SST reconstruction (Haywood et al., 2010), and from avail-
able distribution of key diatom taxa in the Southern Hemisphere (Dowsett
et al., 1996), whereas there is no direct evidence for Middle Pliocene sea-ice
extent in the Northern Hemisphere (Haywood et al., 2010). The diﬀerences
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Figure 5.4: Diﬀerences between the Pliocene and preindustrial (a) sea surface
temperatures and (b) sea-ice cover.
between the Pliocene and preindustrial sea surface temperatures and sea-ice
cover are shown in Figure 5.4.
Using the same procedure as for the CTRL experiment, we prescribed
an oceanic heat ﬂux distribution for the additional PLIO experiments. The
Middle Pliocene oceanic heat ﬂux distribution was calculated from the PLIO
experiment with ﬁxed sea-surface temperatures and sea-ice cover. The Mid-
dle Pliocene oceanic heat ﬂuxes we obtained are shown in Figure 5.3. The
Pliocene distribution shows a strengthening of the surface heat transfer to
the North Atlantic and the Arctic Ocean via the Gulf Stream current, and
of the cold currents in the upwelling zones (see Figure 5.3).
Vegetation cover
The surface boundary condition parameters controlled by the vegetation
cover have been derived from the BIOME4-based Pliocene vegetation re-
construction (Salzmann et al., 2008), using the same procedure as for the
CTRL experiment. The 28-type biome distribution for the Pliocene has been
reconstructed from a biome reconstruction based upon paleobotanical data,
and from predictions of the BIOME4 vegetation model, forced by a standard
mid-Pliocene Hadley Center atmospheric model version 3 (HadAM3) GCM
simulation (Haywood and Valdes, 2006). In response to the warm and
moist Middle Pliocene climate, the Middle Pliocene vegetation reconstruc-
tion shows a northward shift of the boreal forest at the expense of tundra, as
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well as a northward expansion of temperate forests and grasslands. Desert ar-
eas are reduced, especially in Africa where tropical savannas and woodlands
expand (Salzmann et al., 2008; Haywood et al., 2010). The diﬀerences
between the Pliocene and preindustrial surface albedo, roughness length and
rooting depth distributions derived respectively from the Pliocene and mod-
ern BIOME4 biome distributions are shown in Figure 5.5. Surface albedo,
roughness length and rooting depth are aﬀected by vegetation changes, but
the albedo impact on surface temperature is dominant, because of its di-
rect impact on the energy balance (Henrot et al., 2009). The expansion of
temperate grasslands in North America and Siberia in the BIOME4-based
Pliocene vegetation reconstruction induces a surface albedo increase and a de-
crease of roughness length and rooting depth over these regions. However,
surface albedo decreases in some parts of Africa and Asia in response to the
development of forests at the Middle Pliocene, whereas roughness length and
rooting depth increase in North Africa and Arabia due to the replacement
of desert areas by shrublands. Roughness length and rooting depth also in-
crease at high latitudes due to the replacement of tundra by boreal forests.
5.3.3 Alternative vegetation cover: CARAIB setup
The CARAIB model was used to produce two vegetation distributions:
a preindustrial one and a Middle Pliocene one. First, we performed an equi-
librium run of CARAIB, forced with 280 ppmv of CO2 in the atmosphere and
the climatology of New et al. (2002). The New et al. (2002) climatology
includes monthly mean observed climatic ﬁelds over the period 1961-1990,
i.e., air temperature, precipitation, cloud cover, relative humidity and diurnal
temperature amplitude.
The Middle Pliocene vegetation distribution was obtained from an equi-
librium run of CARAIB forced with 405 ppmv of CO2 in the atmosphere
and the climate derived from the PLIO experiment. As climatic inputs for
the Middle Pliocene CARAIB simulation, we used the anomalies of the GCM
climatic ﬁelds between the Middle Pliocene (experiment PLIO) and the prein-
dustrial (experiment CTRL), added to the climatology of New et al. (2002),
following the approach described in Otto et al. (2002).
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Figure 5.5: Diﬀerences between the Pliocene and preindustrial (a) surface
albedo, (b) roughness length and (c) rooting depth distributions.
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Table 5.2: Annual, DJF and JJA global mean, oceanic mean and conti-
nental mean surface air temperature T2m (
◦C) and precipitation (mm/day)
anomalies for the Middle Pliocene simulation experiment. The continental
mean includes the contribution from Antarctica. All results reported here are
means over the last 50 years of 100-year simulations, allowing 50 years for the
model to equilibrate. The absolute CTRL values are shown for comparison.
Variable Global Ocean Continent
CTRL T2m annual (
◦C) 13.86 15.19 10.1
CTRL PRC annual (mm/day) 3.16 3.28 2.80
∆T2m annual (
◦C) +2.24 +1.83 +3.15
∆T2m DJF (
◦C) +2.19 +2.03 +2.56
∆T2m JJA (
◦C) +2.28 +2.33 +2.10
∆PRC annual (mm/day) +0.11 +0.05 +0.22
∆PRC DJF (mm/day) +0.11 +0.05 +0.26
∆PRC JJA (mm/day) +0.12 +0.06 +0.25
5.4 Middle Pliocene simulated climate
5.4.1 Global and zonal average temperature and pre-
cipitation
In the PLIO experiment, the global annual mean two-meter air temperature is
2.24◦C higher and the global annual mean precipitation 0.11 mm/day higher
than in the CTRL experiment (see Table 5.2). Both surface air temperature
(SAT) and precipitation increase on the continents and the oceans, during
both December, January, February (DJF) and June, July, August (JJA)
periods.
The zonal mean surface air temperature (SAT) and precipitation distribu-
tions are shown in Figure 5.6. The global, continental and oceanic zonal mean
temperature and precipitation anomalies (EXPERIMENT minus CTRL) are
also shown in Figure 5.6 to allow a ﬁner comparison. The zonal mean SAT
averages indicate that the largest SAT increases occur at high latitudes, pole-
ward of 60◦ in both hemispheres and particularly over the Antarctic Ocean,
where the temperature increase reaches a maximum of +23◦C. Middle lati-
tudes between 30 and 60◦ warm by less than 5◦C, whereas the low-latitude
regions experience little or no diﬀerence, or even slight cooling by 1 to 2◦C on
the continents. The total precipitation however slightly increases at high and
middle latitudes but decreases in the tropics. The precipitation decreases in
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the tropical regions are mainly due to precipitation decreases over the oceans,
whereas large increases occur over the continents.
5.4.2 Regional climate responses
Surface air temperature
Figures 5.7 and 5.8 show the annual, the December, January, February (DJF)
and the June, July, August (JJA) mean SAT and precipitation anomalies be-
tween experiment PLIO and the control run CTRL. As already pointed out
in the zonal mean analysis, the largest increases of SAT occur at high lati-
tudes in both hemispheres and mainly concern the oceans. The temperature
increases are larger than 10◦C over many areas of the Arctic and Antarctic
oceans. Weaker warming, between 2 and 4◦C, occur at middle latitudes, over
the oceans and the continents, whereas some continental areas in the sub-
tropics, e.g., North Africa, Amazonia, India and North Australia, experience
temperature decreases between 1 and 4◦C. At high latitudes, the largest mag-
nitude of warming is obtained in the winter of the hemisphere over the ocean.
During the JJA period, only Greenland and the region of the Norvegian Sea
experience warming larger than 12◦C, whereas the temperature increases by
2 to 4◦C only over the Arctic Ocean. In JJA, the centre of the East Antarc-
tic ice-sheet even experiences some cooling. In the subtropics, the cooling
extends further north during the JJA period, especially across North Africa,
India and Amazonia. SAT also decreases by 1 to 2◦C in JJA over south- and
western Europe, whereas it increases over central Eurasia.
Precipitation
In the Middle Pliocene experiment precipitation generally increases over the
continents and the oceans (see Figure 5.7). Precipitation increases over the
oceans mainly occur over areas that experience warmer sea surface tempera-
tures in the PLIO experiment. In contrast to the SAT anomaly distribution,
precipitation slightly increases in the high latitudes of both hemispheres,
except over the North Atlantic, where precipitation increases larger than
2 mm/day occur during the whole year. The increase of precipitation over
the North Atlantic induces a strong increase of precipitation over western
Europe, especially during the JJA period. In the subtropics, precipitation
decreases over the oceans, whereas an increase of more than 2 mm/day is
observed across North Africa, Australia and India, explaining the cooling in
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Figure 5.7: Annual mean (a) surface air temperature (◦C) and (b) precipi-
tation (mm/day) anomalies between the PLIO and CTRL experiments.
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these regions. During the DJF period, precipitation mainly increases over the
Arctic Ocean, the North Atlantic and Greenland, in response to the strong
warming occurring in these regions. In JJA, Europe and North Africa expe-
rience wetter conditions, whereas precipitation decreases in central Eurasia
and Arabia. In the subtropics, precipitation increases over some continental
areas during the whole year. However, the maximum precipitation increases
are displaced further north in JJA. The precipitation increases in JJA over
summer monsoon regions (Africa and India) could also suggest an inten-
siﬁcation of the monsoonal activity during the Middle Pliocene. However,
precipitation decreases in southeastern Asia in JJA, which would rather point
to a weakening of the monsoon in this region.
Total cloud cover and surface winds
Figure 5.9 shows the DJF and JJA mean total cloud cover anomalies between
experiment PLIO and the control run CTRL. Total cloud cover increases
over polar regions and particularly over the oceans during both DJF and
JJA periods, but the increase is stronger during winter in each hemisphere,
reaching 20% in some parts of the Arctic and the Antarctic ocean. Total
cloud cover also increases over the subtropical land areas that experience
precipitation increases, e.g. North Africa, India and Australia. However, it
decreases by 5 to 10% over the oceans in the tropics, as well as over mid-
latitude continental regions, e.g. Eurasia and North America, mainly during
JJA.
The DJF and JJA mean surface wind speed for the PLIO and CTRL runs
are shown in Figures 5.10 and 5.11. In general, the wind directions in the
PLIO experiment are broadly similar to the wind directions in the CTRL
experiment. Broad parts of the tropical oceans and also land areas at middle
latitudes show reduced wind speeds for the Middle Pliocene. A decrease
of wind speed, mainly in JJA, and a decrease of the anticyclonic activity
are observed over Greenland. However, as a consequence of the warmer sea
surface temperatures in the North Atlantic, wind speed strongly increases in
this region and a cyclonic activity develops in DJF.
5.4.3 Vegetation eﬀect on the Middle Pliocene climate
In order to isolate the vegetation change eﬀect on the Pliocene climate, we
performed an additional Pliocene experiment (PLIO-VEGP) where we kept
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Figure 5.9: (a) DJF and (b) JJA total cloud cover anomalies (%) for the
PLIO experiment.
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Figure 5.10: (a) DJF and (b) JJA surface winds for the CTRL experiment.
5.4. MIDDLE PLIOCENE SIMULATED CLIMATE 135
(a)



























Figure 5.11: (a) DJF and (b) JJA surface winds for the PLIO experiment.
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the preindustrial vegetation parameters used for the CTRL experiment (Sec-
tion 5.3.1). The PLIO-VEGP experiment is compared to the PLIO experi-
ment, which takes into account the Pliocene vegetation parameters. It should
be noticed that we kept the other Pliocene boundary conditions and notably
the Pliocene ice-sheet cover in the PLIO-VEGP experiment, in order to iso-
late the vegetation cover changes from the other eﬀects.
The annual mean surface air temperature and precipitation diﬀerences
between experiments PLIO and PLIO-VEGP (PLIO minus PLIO-VEGP)
are shown in Figure 5.12. The use of Pliocene vegetation parameters in
the PLIO experiment warms the global climate by 0.16◦C (0.11◦C over the
oceans and 0.30◦C over the continents), and increase the global precipitation
by 0.005 mm/day (0.001 mm/day over the oceans and 0.02 mm/day over
the continents) relative to the PLIO-VEGP experiment. Thus, the vegeta-
tion changes contribute to create slightly warmer and wetter conditions at
the Middle Pliocene, especially over the continents. The relatively weak re-
sponse of the oceans to the vegetation changes in comparison to the continen-
tal one may be partly explained by the direct and local eﬀects of vegetation
parameters on the continental climate (vegetation changes occur over the
continents), but also by the use of ﬁxed sea surface temperatures and sea-
ice cover. Indeed, the prescription of ﬁxed sea surface temperatures forces
the slab model to stick to the imposed sea surface temperature and sea-ice
cover distributions and prevent it to respond strongly to boundary condition
changes. The same experiment repeated with prescribed heat transfer, in-
stead of prescribed sea surface temperatures and sea-ice cover, yields a larger
global warming of 0.39◦C (0.4◦C over the oceans and 0.32◦C over the con-
tinents), and precipitation increase of 0.03 mm/day (0.02 mm/day over the
oceans and 0.03 mm/day over the continents). In this additional experi-
ment, most of the oceanic warming occur at high latitudes, over ice-covered
areas. This warming may therefore be attributed to the melting of sea-ice
in response to the warmer conditions generated by vegetation changes over
continental regions at high latitudes (see below). Thus, the vegetation eﬀect
could reinforce the oceanic warming at high latitudes induced by the other
boundary condition changes (Section 5.4.2).
Over the continents, most of the SAT diﬀerences can be linked to sur-
face albedo changes. At high latitudes, the development of boreal forests
decreases the surface albedo and warms the surface temperatures. This ef-
fect is stronger in winter due to the snow-albedo eﬀect. Eurasia experiences
a warming of about +2◦C that is linked to surface albedo decrease due to the
expansion of warm-mixed and temperate forests in this region. This eﬀect is
stronger in summer, and explains the surface temperature increase obtained
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in the PLIO experiment (see Section 5.4.2). The reduction of desert areas in
North Africa and Central Asia also leads to surface albedo decrease that in
turn increases the SAT. However, the reduction of the roughness length in
these regions reduces the surface heat ﬂuxes. This eﬀect increases the SAT,
and therefore partly counterbalances the albedo eﬀect. The development
of grassland ecosystems in East Asia and north of North America induces
an increase of the surface albedo that cools the SAT. This albedo eﬀect is
ampliﬁed in winter by the snow-albedo feedback.
The rooting depth changes mainly aﬀect the hydrological cycle through
surface evaporation. However, precipitation is weakly aﬀected by the vege-
tation changes (see Figure 5.12). Precipitation increases over the southern
border of the Sahara Desert in response to an increase of rooting depth. Pre-
cipitation also increases in southwestern Greenland due to the development
of boreal forests. Precipitation slightly decreases in Siberia and North Amer-
ica due to the development of grasslands with smaller rooting depth. Larger
precipitation decreases also occur over North Europe. This eﬀect may be
linked to the reduction of the soil water and thus of the surface evapora-
tion, due to the development of warm mixed forests. This leads to a surface
temperature increase in the region.
5.5 Comparison to previous climate modelling
studies
It is of interest to compare the Planet Simulator results with results obtained
with other models in order to examine the common and diﬀerent responses
of the climate models to the imposed Pliocene boundary conditions. Besides
the diﬀerences in the models, we also have to take into account the diﬀerences
in the versions of the PRISM data set used as boundary conditions in the
mentioned studies.
In response to the higher atmospheric CO2 concentration, warmer sea
surface temperatures (in particular at high latitudes) and reduced ice cover
on land and sea, the Middle Pliocene simulation yields a global surface air
temperature increase of 2.24◦C relative to the control simulation in our
experiments. This warming is consistent with the global temperature in-
creases produced in previous Middle Pliocene modelling studies, using at-
mospheric GCMs or coupled atmosphere-ocean GCMs and diﬀerent version
of the PRISM data set (see Table 5.3). The diﬀerences between the results
could therefore be attributed to diﬀerences in the model conﬁgurations as well
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Figure 5.12: Annual mean (a) surface air temperature and (b) precipitation
diﬀerences (mm/day) between the PLIO and PLIO-VEGP experiments.
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Table 5.3: Global warming and precipitation increase produced in Middle
Pliocene modelling experiments.
Study PRISM version ∆T (◦C) ∆PRC
Sloan et al. (1996) PRISM1 +3.6 +5%
Haywood et al. (2000b) PRISM2 +1.9 +6%
Haywood and Valdes (2004) PRISM2 +3.09 +4%
Jiang et al. (2005) PRISM2 +2.6 +4%
this study PRISM3D +2.24 +3.5%
as in the boundary conditions. Notably, as mentioned in Haywood et al.
(2000b), the large warming obtained by Sloan et al. (1996) can partly be
attributed to the strong response of high latitudes to the prescribed PRISM1
Antarctic ice-sheet. Our global warming is closer to the one obtained by
Haywood et al. (2000b) and Jiang et al. (2005). The diﬀerence could be
linked to the reﬁnement of the PRISM3D data set, but also to the diﬀerent
responses of the climate models to boundary condition changes. However,
the global temperature increase produced here is lower than the one obtained
by Haywood and Valdes (2004) with the UKMO AOGCM. This diﬀer-
ence could be partly linked to the use of ﬁxed sea surface temperatures in
our experiments.
Regional SAT anomalies, and notably the reduction of the equator-to-
pole gradient, agree fairly well in terms of distribution and magnitude with
the results of Haywood et al. (2000b) and of Haywood et al. (2009a),
who compared the Middle Pliocene climate simulated by the atmospheric
GCMAM3 and HadAM3 GCMs, using the PRISM2 data set. Three zones
of temperature changes can be clearly identiﬁed: (1) high-latitude regions
poleward of 60◦N and S where warming is largest; (2) mid-latitude regions
between 30◦ and 50◦ in each hemisphere where warming is moderate and
(3) the tropical regions where very little warming occurs over the oceans or
even slight cooling occurs over some land areas.
Our PLIO experiment produces an annual mean global precipitation in-
crease of 3.5 % that is lower than the 6 % increase of precipitation obtained
by Haywood et al. (2000b) and closer to the 4 % increase obtained by
Haywood and Valdes (2004) and Jiang et al. (2005). Patterns of the pre-
cipitation anomaly distribution compare well with the results of Haywood
et al. (2000b,a); Haywood and Valdes (2004) and Jiang et al. (2005).
In most models, precipitation increases over the ocean are associated with
warmer sea-surface temperature (Haywood et al., 2009a).
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As already observed by Haywood et al. (2000b), the large SAT increases
over the Arctic and Antarctic oceans occurring mainly in winter of the hemi-
sphere can be attributed to the reduction of the terrestrial and oceanic ice
cover and the warmer sea surface temperatures of the PRISM2 and PRISM3D
data sets in these regions. These conditions allow a greater evaporation that,
in turn, increases the cloud cover, generally acting to warm the climate at
high latitudes.
The small changes in sea surface temperature, together with precipitation
decreases over the tropical oceans can also partly be explained by the very
small changes or even slight cooling in the tropical PRISM2 and PRISM3D
sea surface temperatures for the Middle Pliocene. However, temperature
decreases over some subtropical land areas are linked to large precipitation
increases. These precipitation increases are due to the broadening of the
Hadley Cell, as a result of the reduced equator-to-pole gradient (Haywood
et al., 2000b). In agreement with Haywood et al. (2000b, 2009a) and Jiang
et al. (2005), our results also indicate an enhancement of the African and
Indian summer monsoon, but a weakening of the Asian summer monsoon,
in response to a slightly colder and drier Tropical Paciﬁc. However, the
reduction of precipitation we obtain over Arabia in summer is not produced
in Haywood et al. (2009a). This reduction of precipitation in our results can
be attributed to the change of direction and magnitude of the surface winds
coming from East Africa in the PLIO experiment instead of the Arabian Sea
in the CTRL experiment, which bring less humidity to the Arabian Peninsula.
We also note that most of the precipitation anomalies we produced here in
subtropical areas disagree with the AOGCM results used in Haywood and
Valdes (2004). This may be linked to the diﬀerences between the sea surface
temperatures simulated by the AOGCM and the the PRISM2/PRISM3D
reconstructions. In Haywood and Valdes (2004), the AOGCM notably
simulated an increase of sea surface temperatures over the tropical oceans,
whereas the PRISM3D reconstruction rather indicate a slight cooling of the
sea-surface temperatures in the tropics (Dowsett et al., 2009).
At middle latitudes, and particularly over the North Atlantic and western
Europe, the model produces warmer and wetter conditions, in response to
warmer sea-surface temperature and enhanced atmospheric heat transfer and
moisture. These results agree fairly well with the model results of Haywood
et al. (2000a) and Jost et al. (2009), who focused on the Middle Pliocene
European and Mediterranean climate. As in Haywood et al. (2000a) and
Jost et al. (2009), warming occurs mainly in winter, whereas no warming or
even cooler conditions prevail in summer in western Europe, as a consequence
of the large increases of precipitation over the region in summer.
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The change in the oceanic heat transport inducing sea surface temper-
atures anomalies and the reduction of the land and sea ice cover strongly
inﬂuence the Middle Pliocene climate, by reducing the equator-to-pole gra-
dient and aﬀecting the precipitation distribution. The higher atmospheric
CO2 concentration is responsible for warming at the global scale and the
increase of precipitation produced in the Middle Pliocene simulation. How-
ever, it is not suﬃcient by itself to explain the regional changes in surface air
temperature and precipitation (Haywood et al., 2009b). In comparison to
the previous versions of the PRISM topography, the PRISM3D topography
is closer to the modern one and the topographic forcing is therefore not a
primary driver of the Middle Pliocene climate in our experiment. Vegetation
cover changes in response to warmer conditions of the Middle Pliocene also
contribute to explain the local Middle Pliocene climate anomalies. Hay-
wood and Valdes (2006) suggest that the principal impact of vegetation
cover changes at the Middle Pliocene is to reduce temperature extremes,
thus reducing the seasonality of temperature over wide regions. Here, sur-
face albedo changes over the continents contribute to signiﬁcantly warm the
Pliocene climate. In agreement with Haywood and Valdes (2006), the
decrease of the surface albedo at high latitudes in response to the develop-
ment of boreal forests, reinforced by the snow-albedo eﬀect in winter, no-
tably contributes to warm the high latitudes, and reduces the seasonality of
temperature in these regions. The decrease of surface albedo linked to the
reduction of the desert areas or to the expansion of warm forests also pro-
duces additional warming in the concerned regions. However, some of the
vegetation change eﬀects are weaker than the CO2 and oceanic eﬀects and
are counterbalanced by these eﬀects.
5.6 Extra Middle Pliocene vegetation simula-
tion with CARAIB
In addition to the experiments deﬁned by the PlioMIP protocol, we called
upon the dynamic vegetation model CARAIB to reconstruct the vegeta-
tion distribution in response to the warm Middle Pliocene climate we sim-
ulated. The CARAIB vegetation distribution is compared to previous Mid-
dle Pliocene vegetation reconstructions, and notably to the BIOME4-based
Pliocene vegetation reconstruction that has been used to force the PLIO ex-
periment (Section 5.7). Furthermore, the eﬀect of the vegetation changes
simulated by CARAIB are compared with the eﬀects of the BIOME4 veg-
etation distribution on the Middle Pliocene climate simulated with Planet
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Simulator (see Section 5.8).
The globally warmer and wetter than present-day Middle Pliocene cli-
mate induces an expansion of forest and grassland ecosystems at the expense
of deserts. The Middle Pliocene biome distribution derived from the PFT
assemblages obtained with CARAIB is shown in Figure 5.13 and compared
to the preindustrial one. It should be noticed that the vegetation maps do
not show Antarctica, because the New et al. (2002) climatology does not
include any data for Antarctica.
In response to the strong warming that occurs at high latitudes in the
Middle Pliocene simulation, signiﬁcant changes occur in the vegetation cover
northward of 50◦. Boreal forests and cold temperate open woodlands expand
at the expense of tundra, which is shifted further north, where it replaces
polar desert. Boreal forests notably develop in the southern and western parts
of Greenland. Furthermore, the needleleaved trees are more productive at
higher latitudes in the Middle Pliocene simulation, as illustrated in Figure
5.14, where the net primary productivity (NPP) of the cold boreal/temperate
trees (PFTs 3 and 11) is shown, in comparison to their preindustrial NPP.
However, boreal forests are replaced by temperate broadleaved deciduous
forests in northern Europe and particularly in Scandinavia, due to the warmer
conditions that prevail in winter in those regions.
At mid to low latitudes, broadleaved temperate deciduous trees develop at
the expense of cool temperate mixed forest and install further north. Grass-
lands and cool temperate coniferous forest prevail along the west coast of
Europe, due to colder conditions in summer over this region. A second ma-
jor change that occurs in the Middle Pliocene vegetation distribution is the
reduction of desert areas at the beneﬁt of grasslands and open woodlands,
e.g., in Central Asia and particularly in North Africa. Tropical grasslands and
warm open woodlands expand into the modern Sahara desert. This vegeta-
tion change is linked to the enhancement of the African monsoon in response
to the migration of the ITCZ further north in the Pliocene experiment.
In the tropics and the subtropics, tropical forests expand from their mod-
ern geographical positions. They are also much more productive at the
Middle Pliocene, as illustrated in Figure 5.15, which shows the NPP of the
broadleaved evergreen tropical trees (PFTs 15) in comparison to preindus-
trial NPP. Tropical forests extend to the west in Equatorial Africa and to the
south in South America, mainly due to increased precipitation rates in these
regions. Subtropical biomes also develop along the east coast of Australia in
comparison to the preindustrial state. However, the subtropical types are re-
stricted to southeastern China in the Pliocene distribution, and replaced by
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warm open woodlands in southeastern China, in response to the weakening
of the East Asian monsoon.
5.7 Comparison to previous Middle Pliocene
vegetation reconstructions
At the global scale, the Middle Pliocene vegetation we produced with
CARAIB compares well with previous vegetation reconstructions (Thomp-
son and Fleming, 1996; Haywood and Valdes, 2006; Salzmann et al.,
2008; Jost et al., 2009). Some diﬀerences in the model-based vegetation re-
constructions can possibly be attributed to the diﬀerent classiﬁcation schemes
used in the various vegetation models. All the mentioned studies support
a reduction of the desert areas at the Middle Pliocene and an expansion
of forests, especially at high latitudes where boreal and cold forests replace
tundra. Needleleaved trees therefore dominated at high latitudes, whereas
broadleaved trees dominated in other regions during the Middle Pliocene
(Haywood and Valdes, 2006).
At high latitudes, the distribution of the boreal forest in the vegetation
distribution simulated by CARAIB agrees well with the vegetation recon-
struction of Thompson and Fleming (1996), based on fossil pollen and
plant megafossil data, which suggests that a boreal vegetation mainly com-
posed of coniferous trees prevailed in Alaska, northeastern Canada and west-
ern Siberia. The northernmost limit of the temperate forest simulated by
CARAIB is consistent with the limit of 60 to 70◦N given by the vegeta-
tion reconstruction of Salzmann et al. (2008), which combines vegetation
reconstruction from paleobotanical data with a BIOME4 vegetation model
simulation. However, CARAIB yields cold temperate forests in northeastern
Russia, where the BIOME4 reconstruction predicted temperate grasslands
(Salzmann et al., 2008). Unfortunately, it is currently not possible to carry
out a meaningful validation of the model results because of the poor data
coverage in that region.
At middle latitudes, e.g., in North America and Europe, our results re-
produce well the expansion of temperate broadleaved forests (Thompson
and Fleming, 1996; Salzmann et al., 2008; Jost et al., 2009). In the
CARAIB biome distribution broadleaved trees also dominate in eastern Eu-
rope, which disagrees with the results of the ORCHIDEE vegetation model,
which suggest a dominance of needleleaved evergreen forests in this region
(Jost et al., 2009). However, coniferous trees are well productive in eastern
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Figure 5.13: CARAIB biome distributions for (a) the Middle Pliocene and
(b) the preindustrial period.
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Figure 5.14: Net Primary Productivity of needleleaved evergreen bo-
real/temperate cold trees for (a) the Middle Pliocene and (b) the prein-
dustrial vegetation distributions. Net Primary Productivity of broadleaved
summergreen boreal/temperate cold trees for (c) the Middle Pliocene and
(d) the preindustrial vegetation distributions.
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Figure 5.15: Net Primary Productivity of broadleaved evergreen tropical
trees for (a) the Middle Pliocene and (b) the preindustrial vegetation distri-
butions.
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Europe, but not enough to show out on the biome distribution, which reﬂects
the most productive plant type of each grid element (see Figure 5.14). In
our results, the productivity of subtropical trees is very weak over Europe,
which disagrees with data-based reconstructions suggesting that assemblages
of thermophilous and temperate taxa prevailed in Europe (Salzmann et al.,
2008). Conversely, CARAIB reproduces well the development of warm mixed
forests (including thermophilous taxa), and of conifer and temperate forests
over the Black Sea region and eastern Mediterranean sector, as suggested by
proxy reconstructions (Thompson and Fleming, 1996; Salzmann et al.,
2008).
All the Pliocene vegetation reconstructions, including ours, indicate that
desert areas were smaller at that time than today. In agreement with
Thompson and Fleming (1996) and Salzmann et al. (2008), our re-
sults indicate that grasslands (C4) were more prevalent that today in North
Africa and particularly in northwestern Africa. However, previous vegetation
modelling suggest that arid vegetation and deserts persisted in North Africa
(Salzmann et al., 2008; Haywood and Valdes, 2006), whereas desert is
almost completely replaced by tropical grasslands and warm open woodlands
in the CARAIB reconstruction. Nevertheless, the productivities of trees and
herbs remain weak in the Sahara and Arabian Peninsula. The presence of
tropical savanna in East Africa in our results agrees well with palaeobotanical
data (Salzmann et al., 2008). Moreover, the presence of tropical forest in
northwestern Africa in the CARAIB distribution is in good agreement with
reconstructions based on marine core from northwestern Africa that indicate
the presence of tropical forests and mangroves at the modern southern limit
of the Sahara at 21◦N (Leroy and Dupont, 1994).
In the CARAIB reconstruction, tropical forests in Africa, South America
and Asia are nearly at the same position as today, which is in good agreement
with the palynological data (Thompson and Fleming, 1996; Salzmann
et al., 2008). Subtropical and tropical forests slightly expand as previously
found by Haywood and Valdes (2006). Subtropical forests also develops
along the east coast of Australia, which is consistent with the results of the
BIOME4 model (Salzmann et al., 2008).
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5.8 CARAIB vegetation feedback on the Mid-
dle Pliocene climate
We performed an additional Pliocene experiment (PLIO-VEGC), where we
prescribed the vegetation parameters derived from the Pliocene vegetation
distribution obtained with the CARAIB model (see Section 5.6). It should
be noticed that the PLIO-VEGC experiment has been forced with the set
of boundary conditions used for the PLIO experiment (see Section 5.3.2),
except for the surface parameters that have been derived from the CARAIB
vegetation distribution. Experiment PLIO-VEGC and PLIO are compared
in order to discuss the vegetation feedback on the Pliocene climate. The
annual mean surface temperature and precipitation diﬀerences between ex-
periments PLIO-VEGC and PLIO (PLIO-VEGC minus PLIO) are shown in
Figure 5.16.
The replacement of the BIOME4 Pliocene vegetation distribution by
the CARAIB one produces a global cooling of 0.25◦C (0.07◦C over the
oceans and 0.73◦C over the continents) and a global precipitation decrease
of 0.03 mm/day (+0.02 mm/day over the oceans and -0.19 mm/day over the
continents). As a consequence of the forest expansion at high and middle lat-
itudes and the reduction of desert areas (see Section 5.6), we rather expected
a global warming eﬀect of the vegetation. However, the global temperature
and precipitation decreases we obtained here mostly reﬂect the diﬀerences in
the vegetation parameters derived from the BIOME4 and CARAIB classi-
ﬁcations, rather than the vegetation feedback to the Middle Pliocene warm
climate, or the diﬀerences in the vegetation distributions simulated by the
BIOME4 and CARAIB models. For comparison, the surface albedo and
rooting depth diﬀerences derived from the CARAIB and BIOME4 vegeta-
tion distributions are shown in Figure 5.17. Indeed, the surface albedo values
attributed to the PFTs used in the CARAIB model are on average greater
than the ones attributed to the biomes of the 28-type biome classiﬁcation
used in the BIOME4 model. Therefore, replacing the BIOME4 Pliocene veg-
etation by the CARAIB one induces surface albedo increases that explain the
surface temperature decreases we obtain here. Deserts and semi-deserts, e.g.,
in Africa, Arabia, Central Asia, and Australia, notably experience tempera-
ture decreases of more than 2◦C, due to the greater albedo values attributed
to grasslands and deserts in the CARAIB model (0.2 for grasslands and above
0.3 for deserts) relative to the values used for the BIOME4 biomes (below
0.2 for the grassland biomes and 0.25 for the desert biome). The decrease of
surface albedo in northeastern Asia and North America is due to the replace-
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Figure 5.16: Annual mean (a) surface air temperature and (b) precipitation
diﬀerences between the PLIO-VEGC and PLIO experiments.
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ment of grasslands in the BIOME4 distribution by forests in the CARAIB
distribution (see Figure 5.17). However, this surface albedo diﬀerence is
not suﬃcient to explain all of the temperature diﬀerences in these regions.
Nevertheless, some of the temperature and precipitation diﬀerences may be
attributed to vegetation changes in response to the Pliocene simulated cli-
mate. The increases of surface temperature in Equatorial and South Africa
and South America may notably be due to the decrease of surface albedo
caused by the expansion of tropical and sub-tropical forests in the CARAIB
vegetation distribution.
The diﬀerences in the vegetation distributions on land also slightly aﬀect
the temperature distributions over the oceans, especially at high latitudes
over ice-covered ocean grid-cells. However, the oceanic response to vegetation
changes is once more limited by the prescription of ﬁxed sea surface tempera-
ture and sea-ice cover distributions. The prescription of oceanic heat transfer
and the calculation by the model of the sea surface temperatures and sea ice
cover in an additional experiment enhances the oceanic response. In this
additional experiment, the replacement of the BIOME4 Pliocene vegetation
distribution by the CARAIB one produces a global cooling of 0.98◦C (0.81◦C
over the oceans and 1.35◦C over the continents) and a global precipitation
decrease of 0.09 mm/day (0.02 mm/day over the oceans and 0.20 mm/day
over the continents). Most of the oceans even cool by about 1◦C (see Fig-
ure 5.18). The response of precipitation over the oceans is also enhanced,
particularly in the tropics (see Figure 5.18).
The vegetation changes strongly weaken the hydrological cycle in the
tropics and disturb the precipitation distribution over the ITCZ (see Fig-
ure 5.16). North Africa and the Indian Peninsula experience strong precipi-
tation decreases, whereas northeastern China experiences a strong increase of
precipitation. These precipitation eﬀects are even stronger than the precip-
itation diﬀerences between experiments PLIO and CTRL over these regions
(see Section 5.4.2). Once more, the diﬀerences in the CARAIB and BIOME4
parameters may be responsible for these diﬀerences. Indeed, the soil water
limit derived from the CARAIB model is the ﬁeld capacity, calculated from
the rooting depth and the soil texture. It is on average lower than the rooting
depth calculated by CARAIB, which diﬀers from the rooting depth derived
from the BIOME4 biomes. This induces lower surface evaporation rates,
and in turn surface temperature increases and precipitation decreases that
could explain the disruption of the precipitation distribution in the tropics.
Despite the expansion of boreal forests, precipitation is also reduced at high
latitudes, in response to the decrease of the soil water capacity derived from
the CARAIB vegetation distribution. However, northern Europe experiences
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Figure 5.17: (a) Surface albedo and (b) rooting depth diﬀerences (CARAIB -
BIOME4) derived from the CARAIB and BIOME4 vegetation distributions.
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Figure 5.18: Annual mean (a) surface air temperature and (b) precipitation
diﬀerences (mm/day) between the PLIO-VEGC and PLIO experiments with
calculated sea surface temperatures and sea-ice cover.
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an increase of precipitation of about 1 mm/day. This may be due to an in-
crease of surface evaporation in response to a slight increase of roughness
length (not shown), but also to the surface cooling induced by the increase
of the surface albedo.
5.9 Conclusions
This study presents the results of a modelling experiment focusing on the
Middle Pliocene climate and vegetation. We used the Planet Simulator,
an Earth System model of intermediate complexity to simulate the Mid-
dle Pliocene climate following the Pliocene Model Intercomparison Project
(PlioMIP) protocol (experiment 1, preferred conditions) (Haywood et al.,
2010), in order to enable a direct model-model comparison of the Pliocene
results presented here. We therefore used the latest version of the PRISM3D
data set (Haywood et al., 2010), to prescribe initial and boundary condi-
tions for the Planet Simulator. In addition to the requirements stated in the
PlioMIP protocol, we furthermore realised a reconstruction of the vegetation
distribution of the Middle Pliocene in response to the simulated climate,
using the CARAIB dynamic vegetation model, and tested its eﬀect on the
Pliocene climate.
At the global scale, we produce a warmer and wetter than present-day
climate for the Middle Pliocene. Most of the warming occurs over the oceans
and the continents at high latitudes, whereas little changes occur at low
latitudes. The equator-to-pole gradient in temperature and precipitation is
thus reduced. These results broadly agree with previous modelling stud-
ies (Haywood et al., 2000b; Haywood and Valdes, 2004; Jiang et al.,
2005; Haywood et al., 2009a; Jost et al., 2009), despite the diﬀerences
in the versions of the PRISM data set that were used as boundary condi-
tions. Consistently with previous modelling studies, the simulated patterns
of climate change at the Middle Pliocene, relative to the preindustrial con-
trol run, are associated with changes in the oceanic heat transport, inducing
sea surface temperatures anomalies, and with the reduction of the land and
sea ice cover. The higher atmospheric CO2 concentration is also responsi-
ble for the global warming and increase of precipitation. However, regional
changes in surface air temperature and precipitation can also be attributed
to topography reduction or vegetation cover changes.
The Middle Pliocene vegetation we produced with CARAIB is consistent
with previous data- and model-based vegetation reconstructions (Thomp-
son and Fleming, 1996; Haywood and Valdes, 2006; Salzmann et al.,
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2008; Jost et al., 2009). Some discrepancies in the model-based vegetation
reconstructions can be attributed to the diﬀerent classiﬁcation scheme used
in the vegetation models. In agreement with previous studies, the CARAIB
vegetation distribution shows a reduction of the desert areas at the Mid-
dle Pliocene, and an expansion of forests, especially at high latitudes where
boreal and cold forests replace tundra. However, besides the relative good
agreement between the CARAIB vegetation distribution and the BIOME4
one, the vegetation changes simulated by CARAIB do not produce the ex-
pected feedback on the Pliocene climate. Indeed, the diﬀerences in the veg-
etation parameter values used in the CARAIB and BIOME4 models induce
climate diﬀerences that do not reﬂect the vegetation change eﬀect in response
to the simulated climate, but the diﬀerences in the parameterisations used
in both models. These results thus illustrate how the climate models may
be inﬂuenced by the parameters derived from the vegetation models. There-
fore, the vegetation eﬀect on the climate simulated by climate models should
be analysed with great care, taking into account the diﬀerences in the pa-
rameterisations of the vegetation models, which must therefore be clearly
documented.
Future work will aim to evaluate the reliability of the Middle Pliocene
climate we simulate here to similar Middle Pliocene experiments with
other atmospheric GCMs or fully coupled ocean-atmosphere GCMs using
of the same PRISM3D boundary conditions. Further work regarding the
vegetation-climate interactions at the Middle Pliocene should better take
into account the vegetation impact on climate, depending on the vegeta-
tion model. A more precise comparison to available proxy-data in terms of
taxa (François et al. (submitted)see Appendix A) could also improve the
comparison of the Middle Pliocene vegetation distributions.
Chapter 6
Middle Miocene climate and
vegetation modelling
This chapter present the results of Middle Miocene climate and vegetation
modelling. The Middle Miocene is one of the last warm periods of the recent
past, before the glacial and interglacial periods of the Pleistocene, that may
provide potential guidance to improve our knowledge on the global warming
in the near future. This period also starts to be well covered by marine and
terrestrial proxy data, notably thanks to the NECLIME project (Neogene
Climate Evolution in Eurasia), which aims to provide quantitative proxy-
based reconstructions of the Neogene climate evolution (Bruch et al., 2007).
However, in contrast to the Last Glacial Maximum and Middle Pliocene
periods, only a few climate model simulations have been performed for the
Middle Miocene. Furthermore, the key mechanisms that may be responsible
for the warm Middle Miocene climate have not been clearly identiﬁed yet.
The role of the atmospheric CO2 is notably debated, as the proxy-based CO2
estimations vary from glacial levels to nearby twice the modern values.
In the ﬁrst section of this chapter, we reproduce the complete text ofHen-
rot et al. (2010). This paper examines the contribution of several boundary
condition changes to the warm Middle Miocene climate and particularly focus
on the contribution of the vegetation feedback.
In the second section, we present and compare to available proxy-based
vegetation reconstructions Middle Miocene vegetation distributions simu-
lated by CARAIB under high (500 ppmv) and low (280 ppmv) CO2 levels.
We also examine the vegetation feedback on the MMCO climate at high and
low CO2 levels, and continue the iterations between Plasim and CARAIB ap-
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plying the equilibrium asynchronous coupling procedure in order to analyse
the vegetation-climate interactions at Middle Miocene.
Eﬀects of CO2, continental distribution, topog-
raphy and vegetation changes on the climate at
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Abstract The Middle Miocene was one of the last warm periods
of the Neogene, culminating with the Middle Miocene Climatic
Optimum (MMCO, approximatively 17-15Ma). Several proxy-
based reconstructions support warmer and more humid climate
during the MMCO. The mechanisms responsible for the warmer
climate at the MMCO and particularly the role of the atmo-
spheric carbon dioxide are still highly debated. Here we carried
out a series of sensitivity experiments with the model of inter-
mediate complexity Planet Simulator, investigating the contribu-
tions of the absence of ice on the continents, the opening of the
Central American and Eastern Tethys Seaways, the lowering of
the topography on land, the eﬀect of various atmospheric CO2
concentrations and the vegetation feedback.
Our results show that a higher than present-day CO2 concen-
tration is necessary to generate a warmer climate at all latitudes
at the Middle Miocene, in agreement with the terrestrial proxy
reconstructions which suggest high atmospheric CO2 concentra-
tions at the MMCO. Nevertheless, the changes in sea-surface con-
ditions, the lowering of the topography on land and the vegetation
feedback also produce signiﬁcant local warming that may, locally,
even be stronger than the CO2 induced temperature increases.
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The lowering of the topography leads to a more zonal atmospheric
circulation and allows the westerly ﬂow to continue over the low-
ered Plateaus at middle latitudes. The reduced height of the
Tibetan Plateau notably prevents the development of a monsoon-
like circulation, whereas the reduction of elevations of the North
American and European reliefs strongly increases precipitation
from northwestern to eastern Europe.
The changes in vegetation cover contribute to maintain and
even to intensify the warm and humid conditions produced by the
other factors, suggesting that the vegetation-climate interactions
could help to improve the model-data comparison.
Introduction
In a long-term climatic cooling trend,
the Middle Miocene represents one of the
last warm periods of the Neogene, cul-
minating with the Middle Miocene Cli-
matic Optimum, MMCO, that occurred
at approximatively 17-15Ma (Zachos
et al., 2001). Various proxy data sup-
port a warmer and more humid cli-
mate during the MMCO (Zachos et al.,
2001;Mosbrugger et al., 2005; Bruch
et al., 2007). Proxy-based studies sug-
gest a warming at middle latitudes of
about +6◦C (Flower and Kennett,
1994) and a weak equator-to-pole lat-
itudinal temperature gradient (Bruch
et al., 2007). However, the climate
mechanisms responsible for the warmer
climate at the MMCO and, in particu-
lar, the role of the atmospheric carbon
dioxide, CO2, are still highly debated.
Frequently, elevated greenhouse gas con-
centrations are cited as primary con-
tributors to past warm climates (Shel-
lito et al., 2003). However, estimates
for the concentration of CO2 in the at-
mosphere at the MMCO range from
levels that are typical for Pleistocene
glaciations to nearly twice the modern
value. Pagani et al. (1999) calculated
CO2 levels of 180 to 290ppmv from ma-
rine δ13C biological isotopic fractiona-
tion. Marine pH reconstructions from
δ11B also point towards a low CO2 level
between 140 and 300ppmv (Pearson
and Palmer, 2000), supporting a de-
coupling between CO2 and temperature
during the Middle Miocene. However,
the reconstructions ofKürschner et al.
(2008) based on leaf stomatal indices in-
dicate much higher MMCO CO2 levels
between 300 and 600ppmv. Reconstruc-
tions based on paleosoil analysis indi-
cate an even higher CO2 concentration
of 850ppmv (Retallack, 2009). How-
ever, CO2 concentrations reconstructed
on the basis of planktonic foraminiferal
δ18O temperature reconstructions are
possibly biased due to estimates of ice
volume or diagenesis (Pagani et al.,
2010, suppl. mat.). Alkenone-based
temperature reconstructions could pos-
sibly lead to higher CO2 concentra-
tion estimates for the Miocene (Pagani
et al., 2010, suppl. mat.).
The reconﬁguration of inter-oceanic
passages which signiﬁcantly inﬂuences
the ocean circulation may also have con-
tributed to the MMCO climate (Bice
et al., 2000; Von der Heydt and Di-
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jkstra, 2008). The Central American
Seaway and Eastern Tethys Seaway were
notably open during the Middle Miocene
(Herold et al., 2008), leading to signif-
icantly diﬀerent ocean circulation pat-
terns (Von der Heydt and Dijkstra,
2006).
Geological processes such as moun-
tain uplift may also aﬀect the at-
mospheric circulation and precipitation
patterns (Gregory-Wodzicki, 2000;
Harris, 2006). Although the positions
of the continents were close to modern,
most of the higher orogens got elevated
during the Miocene, such as the Hi-
malayas and the Tibetan Plateau (Cur-
rie et al., 2005; Harris, 2006), the
Central Andes (Gregory-Wodzicki,
2000) as well as the Alps (Kuhlemann
et al., 2006). Topography was therefore
generally lower at the Middle Miocene
than at present-day (Herold et al.,
2008).
Finally it should also be noticed
that the warm climate prevailing dur-
ing the Middle Miocene led to vegetation
changes. Broadleaved evergreen forests
appear to have extended as far north
as 45◦N in North America and 52◦N in
Europe (Utescher et al., 2000). Such
a change in the vegetation cover may
have led to signiﬁcant impacts on cli-
mate (Dutton and Barron, 1997).
Up to now, only a few climate
model simulations have been performed
for the Middle Miocene. Von der
Heydt and Dijkstra (2006) used an
AOGCM (Community Climate System
Model (CCSM v.1.4)) to study the eﬀect
of ocean gateways on global ocean cir-
culation patterns in the Late Oligocene
to Early Miocene. Their results in-
dicated that the diﬀerent conﬁguration
of the ocean gateways may have sig-
niﬁcantly aﬀected the global thermoha-
line circulation in the Miocene. How-
ever, they did not assess any topographic
nor vegetation eﬀect. They prescribed
a ﬂat land with a constant elevation of
350 m and a zonally constant vegeta-
tion distribution. The ocean model that
they used furthermore had a ﬂat bottom
ocean at 5000 m depth. More recent cli-
mate modelling sensitivity experiments
have particularly focused on the sensi-
tivity of the Miocene climate to vari-
ous atmospheric CO2 concentrations us-
ing atmospheric models (Tong et al.,
2009; You et al., 2009). Tong et al.
(2009) used the NCAR Community At-
mosphere Model (CAM v.3.1) and Com-
munity Land Model (CLM v.3.0) cou-
pled to a slab ocean to examine the sen-
sitivity of the Middle Miocene climate to
successive quasi-doubling of atmospheric
CO2 concentration (180, 355 and 700
ppmv). You et al. (2009) used the same
NCAR models coupled to a slab model
to analyse the sensitivity of the MMCO
climate to varying ocean heat ﬂuxes de-
rived from palaeo sea surface temper-
atures and successive quasi-doubling of
atmospheric CO2 concentrations (180,
355 and 700 ppmv) and compared their
global temperature estimations to avail-
able proxy data. Both studies required
higher than present-day CO2 concen-
trations to produce a warmer climate
at the MMCO. However, Tong et al.
(2009) and You et al. (2009) also found
that the sole increase of CO2 is not suf-
ﬁcient to produce the MMCO warm-
ing inferred from proxy-data. Finally,
Herold et al. (2009) tested the im-
pact of altered Andean and Tibetan
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Plateau elevations on the MMCO cli-
mate again with the same NCAR mod-
els, and ﬁxed sea surface temperatures.
Herold et al. (2009) indicated that the
reduction of the Tibetan Plateau and
Andes elevations signiﬁcantly aﬀects lo-
cal temperatures. However, they also
concluded that topography alone could
not be a signiﬁcant factor in reconciling
the warm MMCO climate and the CO2
concentration estimates.
The objective of the present study
is to examine the contribution of sev-
eral boundary condition changes to the
warm MMCO climate and particularly
to discuss the contribution of the veg-
etation feedback as a potential alterna-
tive mechanism to the large increase of
CO2 required by the models to produce
a warmer climate at the MMCO. There-
fore, we performed a series of simula-
tion experiments with the Planet Simu-
lator, where we have assessed the eﬀects
of the absence of ice on the continents,
the opening of the Central American and
Eastern Tethys Seaways, the lowering
of the topography on land and the ef-
fect of various atmospheric CO2 concen-
trations. We reconstructed the vegeta-
tion distribution for the Middle Miocene
in response to the MMCO boundary
conditions previously cited, using the
CARAIB dynamic vegetation model.
We then forced the Planet Simulator
with the reconstructed Middle Miocene
vegetation distribution to assess the veg-
etation feedback in response to the Mid-
dle Miocene simulated climate. We ﬁrst
describe our model setup and examine
the response of surface climate (temper-
ature, precipitation and low level winds)
to the diﬀerent forcings. Finally, we dis-
cuss the contribution of the factors on
the Middle Miocene climate, focusing in




The Planet Simulator (Fraedrich
et al., 2005a,b) is an Earth systemModel
of Intermediate Complexity (EMIC). It
has been used for present-day climate
modelling studies (Fraedrich et al.,
2005b; Grosfeld et al., 2007; Junge
et al., 2005) as well as for various pa-
leoclimatic studies focusing on diﬀerent
past periods (Romanova et al., 2006;
Henrot et al., 2009), notably the late
Miocene (Micheels et al., 2009b). The
model has proven usefulness in the com-
parison to proxy data (Henrot et al.,
2009; Micheels et al., 2009a). The
Planet Simulator present-day climate
compares fairly well to ERA-40 reanal-
ysis although it is aﬀected by two ma-
jor climatological biases: (1) a cold bias
at high latitudes in winter of the hemi-
sphere and (2) a global overestimation
of the surface evaporation (Haberkorn
et al., 2009). The central component
of the Planet Simulator is PUMA-2,
a spectral GCM with triangular trunca-
tion, based upon the Portable Univer-
sity Model of the Atmosphere, PUMA
(Fraedrich et al., 1998). PUMA-
2 solves the moist primitive equations,
representing the conservation of momen-
tum, mass and energy, on σ coordi-
nates in the vertical. It also includes
boundary layer, precipitation, interac-
tive clouds and radiation parametriza-
tions. For the present study, we con-
ﬁgured it to use a T42 truncation and
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ten vertical equally spaced σ levels. The
model atmosphere is coupled to a 50 m
deep mixed-layer ocean, a thermody-
namic sea-ice and a land surface and soil
model.
Sea surface temperatures are com-
puted from the net atmospheric heat
ﬂux at the surface. The transport of
heat by oceanic surface currents is rep-
resented by an additional distribution
of heat sources and sinks that is pre-
scribed within the mixed-layer and the
sea-ice and that varies monthly and spa-
tially. Their distributions for the prein-
dustrial period and the Middle Miocene
were determined from preindustrial and
Miocene experiments respectively, where
sea surface temperature and sea-ice dis-
tributions were obtained from simula-
tions with an updated version of the
Hamburg LSG circulation model (devel-
oped by Maier-Reimer et al. (1993))
(Butzin et al., submitted). This proce-
dure allows the model to respond with
a larger sensitivity to boundary condi-
tion changes than with prescribed sea-
surface temperatures.
The land surface and soil models
calculate the surface temperatures from
a linearized energy balance equation and
predict soil moisture on the basis of
a simple bucket model. The inﬂuence of
vegetation is represented by background
albedo, roughness length and rooting
depth. Their annual distributions are
prescribed, and albedo may only change
in grid-cells where snow is present. The
distributions of surface albedo, rough-
ness length and rooting depth were ob-
tained from a preindustrial run and
a Middle Miocene run of the dynamic
vegetation model CARAIB (CARbon
Assimilation In the Biosphere) (Otto
et al., 2002; François et al., 2006; Lau-
rent et al., 2008). CARAIB calculates
the carbon ﬂuxes between the atmo-
sphere and the terrestrial biosphere and
deduces the evolution of carbon pools,
together with the relative abundances of
a series of plant functional types. Its
diﬀerent modules respectively focus on
the hydrological cycle, photosynthesis
and stomatal regulation, carbon alloca-
tion and biomass growth, heterotrophic
respiration and litter and soil carbon,
and the distribution of the model plant
types, as a function of productivity.
Here we use a classiﬁcation including
15 Plant Functional Types (PFTs), de-
scribed in Utescher et al. (2007) and
Galy et al. (2008). Model derived
PFT assemblages can be translated into
biomes to produce vegetation maps. The
inputs of the model are meteorologi-
cal variables, taken from meteorologi-
cal databases or GCM simulation exper-
iments.
Experimental setup
In this work we examine the potential
contribution of several boundary condi-
tion forcings to the MMCO. We there-
fore perform a series of ﬁve sensitiv-
ity experiments where we have assessed
the eﬀects of the absence of ice on
the continents, the opening of the Cen-
tral American and Eastern Tethys Sea-
ways, the lowering of the topography on
land, of various atmospheric CO2 con-
centrations and the eﬀect of vegetation
cover changes on climate (through sur-
face albedo, roughness length and root-
ing depth, i. e., bucket size) in response
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Table 6.1: Description of the simulation experiments. P refers to prein-
dustrial conditions and M refers to Miocene conditions. Each one of the ﬁve
columns corresponds to each of the ﬁve modiﬁed boundary conditions: ocean
heat transfer, ice-sheet cover, atmospheric CO2 concentration (in ppmv), to-
pography and vegetation cover
Simulation Ocean Ice CO2 Topo Veg
CTRL P P 280 P P
MM1 M M 280 P P
MM2 M M 280 M P
MM3 M M 200 M P
MM4 M M 500 M P
MM4-veg M M 500 M M
to the Middle Miocene simulated cli-
mate. Table 6.1 lists the boundary con-
dition changes applied for the series of
experiments. The control experiment
(CTRL) does not consider any of the
changes and corresponds to a preindus-
trial state. All experiments have been
run for 50 years and the results shown
in Section 6 are means over the last 20
years of simulation, allowing 30 years for
the model to equilibrate.
Land ice
According to Flower and Kennett
(1994) who place the major growth of
the East Antarctic Ice-Sheet around 14.8
to 12.9 Ma (i. e. later than the MMCO),
and Pekar and DeConto (2006) who
suggest that only a reduced East Antarc-
tic Ice-Sheet was present during the
Middle Miocene (17 to 16 Ma), we re-
moved ice-sheets from Antarctica and
Greenland in the whole series of Miocene
experiments. This mainly aﬀects the
surface albedo on land. In the absence
of ice-sheets in Greenland and Antarc-
tica the surface albedo is set equal to
the bare soil value (20%). The conti-
nental land-ice cover for the (preindus-
trial) control experiment has been de-
rived from Peltier's ICE-5G (Peltier,
2004), considering that grid-cells cov-
ered by an ice fraction greater than 50%
are completely covered by ice.
Ocean and sea-ice
There is currently no global proxy-
based SST reconstruction available for
the MMCO that could be directly used
with GCMs. Furthermore several bi-
ases towards notably colder tempera-
tures have been detected in the oxygen
isotope palaeo SST estimates (Pear-
son et al., 2007). Williams et al.
(2005) also suggested that the Miocene
tropical sea surface temperatures may
be underestimated in the current re-
constructions, due notably to diagene-
sis. We therefore preferred to use as
initial conditions over ocean grid points
sea-surface temperature and sea-ice dis-
tributions derived from simulations of
the updated Hamburg LSG circulation
model, which includes a simple atmo-
spheric energy balance model permitting
that the LSG SSTs freely adjust to ocean
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Figure 6.1: Initial sea-surface temperatures for (a) the CTRL experiment
and (b) the Miocene experiments. Grid elements with a temperature below
−1.5◦C are covered by sea-ice.
circulation changes (Butzin et al., sub-
mitted). Butzin et al. (submitted) per-
formed several simulation experiments
to assess the sensitivity of benthic car-
bon isotope records to various seaway
conﬁgurations and sea-ice scenarii. In
this work, we use as initial oceanic
conditions for all the Miocene simula-
tion experiments the sea-surface tem-
perature and sea-ice distributions from
one LSG simulation featuring open Cen-
tral American and Eastern Tethys Sea-
ways, a ﬁlled Hudson Bay and a closed
Bering Strait, according to Gladenkov
et al. (2002), a ﬁxed atmospheric CO2
concentration of 282ppmv, and sea ice
extent around 90% of the present-day
value. Preindustrial LSG results were
also used to derive the preindustrial sea-
surface temperature and sea-ice distri-
butions for the control run of our se-
ries. The LSG Miocene run's spinup
is 10,000 years long and the LSG sea-
surface temperatures and sea-ice cover
used here as initial conditions are means
over the last 50 years of simulation. The
LSG sea-surface temperature and sea-
ice cover for the preindustrial and the
Miocene are shown in Figure 6.1. In the
Miocene LSG simulation, the opening of
the Central American Seaway freshened
the upper part of North Atlantic while
salinities increased in the other oceans.
The Meridional Overturning Circulation
(MOC) in the Atlantic Ocean weakened.
As a consequence, the upper North At-
lantic got cooler and the South Atlantic
warmer. The Eastern Tethys Seaway
weakly impacted on Indian Ocean heat
transport (Butzin et al., submitted).
The impact of a closed Bering Strait
is more convoluted (the Bering Strait
ﬁrst opened in the Late Miocene at
about 5.4-5.3 Ma (Gladenkov et al.,
2002)). A closed Bering Strait may
reinforce the impact of the open Cen-
tral American Seaway. An open Bering
Strait in a Late Miocene LSG sensitiv-
ity experiment mitigated the eﬀect of
the open Central American Seaway, be-
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cause of a freshwater export from the
Arctic Ocean into the North Paciﬁc via
the Bering Strait (unpublished results).
The water ﬂux through the open Bering
Strait in the Miocene LSG experiment
is opposite to the present-day water ﬂux
from the North Paciﬁc to the Arctic
Ocean, which is in line with results
of fully coupled freshwater perturbation
experiments under present-day condi-
tions (Okumura et al., 2009).
The slab model included in the
Planet Simulator precludes the interac-
tive calculation of circulation changes.
Therefore, we prescribed the oceanic
heat ﬂux distributions for the preindus-
trial (used for the CTRL experiment)
and the Middle Miocene (used for the
Miocene experiments). The preindus-
trial oceanic heat ﬂux distribution was
calculated from a preindustrial exper-
iment forced with the same boundary
conditions as the experiment CTRL, but
ﬁxed sea-surface temperatures and sea-
ice cover derived from the LSG prein-
dustrial experiment. The diﬀerences
between the sea surface temperatures
calculated by the model and the ones
prescribed determined the oceanic heat
ﬂux adjustments to apply to ocean grid-
cells in order to mimic the heat trans-
port by ocean currents at preindustrial.
The same procedure was applied under
Miocene boundary conditions used for
experiment MM1 to obtain the oceanic
heat ﬂux distribution for the Middle
Miocene. The oceanic heat ﬂuxes ob-
tained are shown in Figure 6.2. The dis-
tribution of Miocene oceanic heat ﬂuxes
shows a weakening of the surface heat
transfer to the North Atlantic due to the
opening of the Central American Sea-
way, but an increase of the heat transfer
to the South Atlantic. However, besides
the reorganization of heat transfer in the
Atlantic Ocean, the distribution of the
surface heat ﬂuxes at the Miocene does
not diﬀer much from the preindustrial
distribution.
Land-sea distribution and topogra-
phy
The use of LSG sea-surface tempera-
tures as initial oceanic conditions im-
posed us to stick to the land-sea dis-
tribution and corresponding topogra-
phy prescribed in the LSG experiments
(Butzin et al., submitted). The control
experiment was therefore forced with the
present-day LSG land-sea mask and to-
pography, whereas the Miocene experi-
ments were forced with the Miocene LSG
land-sea mask which takes into account
an open Central American Seaway, an
open Eastern Tethys Seaway, a ﬁlled
Hudson Bay and a closed Bering Strait
as stated above (see Figure 6.3). How-
ever, the Miocene LSG simulations con-
sider a present-day topography on land.
It is thought that elevation on land was
globally lower during the Miocene (Rud-
diman, 1997; Harris, 2006; Gregory-
Wodzicki, 2000). We therefore applied
the algorithm described in Kutzbach
et al. (1989) in order to reconstruct a to-
pography approximatively at half-height
of its modern elevation.
h = 400 m+ (h0 − 400 m) /2
where h0 ≥ 400 m
h0 corresponds to the preindustrial to-
pography and h to the Miocene low-
ered topography. That algorithm halves
the elevation only above a base level of
400 m to approximate a geologic situ-
ation in which some continental relief
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Figure 6.2: Oceanic surface heat transfer for (a) the CTRL conﬁguration and
(b) the Miocene conﬁguration. Positive values indicate a net transfer of heat
from the ocean to the atmosphere.
was present prior to geologically recent
uplift (Kutzbach et al., 1989). The
present-day and Miocene land-sea mask
and topography are shown on Figure 6.3.
A more precise study would have used
the recent Middle Miocene paleotopo-
graphic reconstruction by Herold et al.
(2008), geographically constrained at 15
Ma. Unfortunately, the LSG land-sea
distribution is incompatible with the pa-
leogeography of Herold et al. (2008),
especially regarding ocean gateways,
which are central to the present study.
Nevertheless, our Miocene adapted to-
pography agrees fairly well with the re-
construction of Herold et al. (2008),
given the model resolution. The eleva-
tions of the North American, European
and African reliefs are comparable to the
ones reported in Herold et al. (2008).
However, the maximum elevation of the
Tibetan Plateau is limited to 3500 m
in our reconstruction, whereas Herold
et al. (2008) constrained it to 4700 m.
On the contrary, the Andes are around
500 m higher in our Miocene topogra-
phy. Nevertheless, the diﬀerences be-
tween both topography reconstructions
remain within the paleoelevation data
errors for the Tibetan Plateau (Currie
et al., 2005; Wang et al., 2006) and the
Andes (Gregory-Wodzicki, 2000).
Vegetation cover
Surface boundary condition parameters
controlled by the vegetation cover (sur-
face albedo, roughness length and root-
ing depth) have been derived from equi-
librium runs of the CARAIB model.
The surface albedo, roughness length
and rooting depth of the land grid-cells
are calculated from the PFT abundances
and speciﬁc albedo, roughness length
and rooting depth values attributed to
each PFT. To obtain the preindustrial
vegetation parameters, we performed an
equilibrium run of CARAIB, forced with
280ppmv of CO2 and the climatology of
New et al. (2002). All of the experi-
ments were forced with the preindustrial
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Figure 6.3: Land-sea mask and topography on land for (a) the CTRL con-
ﬁguration and (b) the Miocene conﬁguration.
vegetation parameters except for exper-
iment MM4-veg. In experiment MM4-
veg, the vegetation parameters were re-
placed by their Middle Miocene distri-
butions derived from an equilibrium run
of CARAIB forced with 500ppmv of
CO2 in the atmosphere and the climate
from the experiment MM4, which is the
warmest and most humid of the series
and in best agreement with proxy-based
climate reconstructions (see Section 6).
We used the anomalies of the GCM cli-
matic ﬁelds between the Middle Miocene
(experiment MM4) and the preindustrial
(experiment CTRL), added to the cli-
matology of New et al. (2002), as cli-
matic inputs for the Middle Miocene
CARAIB simulation, following the ap-
proach described in Otto et al. (2002).
The vegetation parameters of the emerg-
ing land-points from the Miocene land-
sea distribution were extrapolated from
the vegetation parameters of the nearby
land-points, using an inverse distance
weighted average procedure.
Atmospheric CO2 concentration
We forced our simulations with var-
ious atmospheric CO2 concentrations.
The control experiment, as well as the
ﬁrst Miocene simulation experiments
MM1 and MM2 used a preindustrial
CO2 level of 280ppmv. In experiment
MM3 the CO2 concentration was set
to 200ppmv. 200ppmv is within the
range given by marine isotopic recon-
structions suggesting low and constant
CO2 levels throughout the Miocene (Pa-
gani et al., 1999; Henderiks and Pa-
gani, 2008; Pearson and Palmer,
2000). For experiment MM4 we adopted
a value of 500ppmv to test the hy-
pothesis of high CO2 levels during the
Miocene suggested by terrestrial proxies
(Kürschner et al., 2008; Retallack,
2009).
Orbital conﬁguration
As we refer for the MMCO to a time
span of about two million years inte-
grated over several orbital cycles, we ap-
plied a present-day orbital conﬁguration
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(eccentricity 0.016724, obliquity 23.446◦
and longitude of perihelion 102.04◦) and
solar constant (1365 W/m2) for the
whole series of experiments. To test
the potential eﬀect of such a warm
orbital conﬁguration on the MMCO
climate we performed an additional
experiment where we applied a cold
LGM orbital conﬁguration (eccentricity
0.018994◦, obliquity 22.949◦, longitude
of perihelion 114.42◦ and present-day so-
lar constant) under MMCO boundary
conditions similar to those in experiment
MM4. The "cold" orbital conﬁguration
induced a global temperature decrease
of -0.1◦C in comparison to the "warm"
present-day one, and essentially aﬀected
the oceanic grid-cells at high latitudes,
due to the response of sea-ice to the re-
duction of insolation in winter. Because
of this low sensitivity of the model to
orbital forcing, we kept the present-day




ocean and ice-sheet boundary
conditions
Experiment MM1 shows a global tem-
perature increase of +0.6◦C (see Ta-
ble 6.2) that is mainly due to oceanic
warming and Antarctic and Greenland
warming in the absence of land-ice,
whereas the temperatures and precipita-
tion on other continents decrease. The
zonal averages of surface air temperature
(SAT) and precipitation are shown in
Figure 6.4. The zonal average tempera-
ture and precipitation anomalies (MM1 -
CTRL) are also shown in Figure 6.5 to
allow a ﬁner comparison. The MM1
zonal temperature averages do not in-
dicate large diﬀerences from the control
experiment at any latitude, except at
high latitudes of both hemispheres. The
warming at high latitudes linked to an
increase of precipitation is due to the ab-
sence of ice on land.
Figure 6.6 shows the annual mean
surface air temperature (SAT) and pre-
cipitation anomalies between experi-
ment MM1 and the control run CTRL.
Large increases of the surface air tem-
perature occur over Greenland and espe-
cially Antarctica. The absence of ice on
Antarctica and Greenland strongly de-
creases the surface albedo that induces
large warming and a decrease of the
snow cover, leading to a positive albedo
feedback during summer in each Hemi-
sphere (not shown). However, in win-
ter the inﬂuence of surrounding colder
oceanic air masses induces a net cool-
ing of about -1◦C over Greenland. Large
precipitation disruptions occur in the
tropics and sub-tropics as well as over
the North Atlantic Ocean.
Signiﬁcant changes in surface air
temperature as well as in precipitation
are obtained especially over the oceans.
These are a consequence of the sea
surface temperature modiﬁcation in re-
sponse to ocean circulation changes in
the Miocene LSG simulation. The re-
duction of the heat transfer to the North
Atlantic leads to large decreases of SAT
in that region. Colder and drier condi-
tions are obtained along the south-west
coast of North America but the strongest
decrease of SAT, of up to −6◦C, occurs
in the North Atlantic, along the south
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Figure 6.4: Zonal average (a) surface air temperature (◦C) and (b) precipi-
tation (mm/yr) for the series of simulation experiments MM1 to MM4.
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Figure 6.5: Zonal average (a) surface air temperature anomalies (◦C) and (b)
precipitation anomalies (mm/yr) for the series of Middle Miocene simulation
experiments MM1 to MM4.
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Figure 6.6: (a) Annual mean surface temperature and (b) precipitation
anomalies (MM1-minus-CTRL) for experiment MM1. Only the precipita-
tion anomalies greater than one standard deviation for the long-term annual
mean over the last 20 simulation years are shown.
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coast of Greenland. This region also
experiences a large decrease of precip-
itation linked to the cooling of the air
masses. The colder conditions over the
North Atlantic induce continental tem-
perature decreases together with pre-
cipitation increases, notably over north-
western Europe and Africa in winter.
However, the decrease of precipitation
of about −400 mm/yr over the north-
ern part of South America and the east
coast of North America, linked to a de-
crease of surface evaporation, leads to
a surface temperature increase of more
than 1◦C.
The opening of the Central Amer-
ican Seaway and the closure of the
Bering Strait, which inhibits the inﬂux
of fresh and cold water from the Arc-
tic Ocean into the Paciﬁc induces warm-
ing in the North Paciﬁc, reaching +4◦C
along the west coast of North America
together with a precipitation increase.
This brings warmer and more humid air
masses from the west to the centre of
North America and warmer air masses
to the east after the passage of the high
North American reliefs.
The opening of the Eastern Tethys
Seaway inﬂuences the SAT in Central
Asia and East Africa. A strong increase
of SAT is obtained over the Tethys Sea-
way and is linked to the decrease of sur-
face albedo and the large reduction of
topography over the region due to the
opening of the seaway. Precipitation
is also strongly increased over the open
seaway. As mentioned before, the open-
ing of the Eastern Tethys Seaway weakly
impacts on Indian Ocean heat transport.
The western part of the Indian Ocean
does not show any signiﬁcant changes in
SAT when compared to the CTRL ex-
periment. The land points surrounding
the open seaway experience colder con-
ditions, except in the Indian peninsula.
The SAT decreases can be attributed
to the more humid conditions that pre-
vails in the presence of an open Tethys
Seaway. However, since precipitation is
strongly decreased in India during sum-
mer, the warming in this region can be
linked to a reduced monsoon activity in
presence of an open Eastern Tethys Sea-
way. Strong decreases of precipitation
also occur in Indonesia and South-East
China, suggesting a reduced monsoon
activity in these regions too. Finally,
the SAT cools by about −2◦C in east-
ern Russia, extending the cooling trend
over Europe to the east.
Experiment MM2: topography
The reduction of the topography in ex-
periment MM2 generates the weakest ef-
fect in magnitude on global tempera-
ture in our series of experiments. It
causes a global mean cooling of −0.3◦C
relative to experiment MM1, if we as-
sume that the topographic and oceanic
boundary conditions eﬀects are indepen-
dant of each other. However, the reduc-
tion of the topography signiﬁcantly in-
creases precipitation, especially on the
continents (see Table 6.2). The lower-
ing of the topography leads to a global
decrease of temperature over the oceans
whereas it leads to an increase of tem-
perature over the continents. These
opposite temperature eﬀects over the
oceans and continents can be explained
by the conservation of the mass of the
atmosphere in our model. The lowering
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Figure 6.7: (a) Annual mean surface temperature and (b) precipitation
anomalies between experiments MM2 and MM1. Only the precipitation
anomalies greater than one standard deviation for the long-term annual mean
over the last 20 simulation years are shown.
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Figure 6.8: Surface air temperature anomalies in (a) Northern Hemisphere
summer (JJA) and (b) Northern Hemisphere winter (DJF) between experi-
ments MM2 and MM1.
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Figure 6.9: Precipitation anomalies in (a) Northern Hemisphere summer
(JJA) and (b) Northern Hemisphere winter (DJF) between experiments MM2
and MM1.
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of the topography induces a surface pres-
sure increase on land that leads to a sur-
face pressure decrease over the oceans
that in turn cools the oceans. Neverthe-
less, local surface pressure changes oc-
cur due to the displacement of high/low
pressure cells in response to topogra-
phy reduction. The lowering of the to-
pography also produces localized warm-
ing, notably over Antarctica and around
30◦N over the lowered reliefs. However,
it decreases the temperatures at lati-
tudes higher than 60◦N (see Figure 6.4).
The lowering also decreases precipita-
tion around 30◦N but strongly increases
precipitation especially in the tropics
around the ITCZ (see Figure 6.5).
As shown in Figure 6.7, strong and
localized warming occurs in the location
of the present-day high reliefs that are
directly aﬀected by the largest topogra-
phy reduction. Altitude reductions of
more than 1000 m in some areas increase
the annual mean SAT by more than
+10◦C, e.g., in some parts of the Ti-
betan Plateau, the Andes, the Rockies,
Greenland and Antarctica. In contrast
to the continental warming, the SAT de-
creases over the oceans. The topography
reduction also strongly disturbs the an-
nual precipitation anomaly distribution
on the continents (see Figure 6.7). The
anomalies show large diﬀerences when
compared to the anomalies in experi-
ment MM1. northern and western Eu-
rope experience a SAT decrease that ex-
tends to the east. The annual anomaly
essentially reﬂects the colder conditions
that aﬀect Eurasia in summer, whereas
warmer conditions prevail in winter (see
Figure 6.8). Precipitation also strongly
increases over northern Europe espe-
cially in summer (see Figure 6.9). As il-
lustrated in Figures 6.10 and 6.11, show-
ing respectively the summer and win-
ter low-level winds (850 hPa) for experi-
ments CTRL and MM2, seasonal eﬀects
can be due to a more zonal atmospheric
surface circulation in the presence of
lower reliefs. Therefore stronger and
more direct winds from the North At-
lantic ﬂow across Europe and penetrate
deeper into the continent, bringing more
humid and colder conditions in summer
and more humid and warmer conditions
in winter, weakening the seasonal con-
trast of temperature and precipitation
over Europe. This strong eﬀect of the
lower reliefs on the precipitation distri-
bution in northern Europe is discussed
in more detail in section 6. Westerly
winds coming from the North American
continent instead of the Labrador Sea
also ﬂow over the North Atlantic, de-
creasing the activity of the Iceland low
pressure cell. However, the southern
part of Europe experiences an increase
of SAT that is linked to the reduction of
topography in the Alps and other reliefs,
inducing local warming that dominates
over the other eﬀects. Furthermore, this
warming can be reinforced in winter by
a decrease of snowfall, resulting from the
positive snow albedo feedback.
North America is aﬀected by warm-
ing of more than +2◦C that persists
throughout the year. A precipitation in-
crease in the North is induced by the
direct contribution of humid air masses
from the North Paciﬁc especially in win-
ter. In the absence of high reliefs, the
winds ﬂow directly to the west coast of
North America and do not supply Alaska
with humid air masses anymore. The
isolation of the Alaska region leads to
colder and drier conditions there in win-
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Figure 6.10: Low-level winds (850 hPa) for the CTRL experiment in (a)
Northern Hemisphere summer and (b) Northern Hemisphere winter.
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Figure 6.11: Low-level winds (850 hPa) for the MM2 experiment in (a)
Northern Hemisphere summer and (b) Northern Hemisphere winter.
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ter. The more zonal atmospheric sur-
face circulation also contributes to iso-
late the Arctic Ocean that experiences
strong winter cooling. In the Centre of
North America, the lower Rockies also
weaken the frontal zone activity in sum-
mer between air masses coming from the
west and the east. This leads to a de-
crease of surface evaporation that de-
creases precipitation in summer and con-
tributes to warm the region.
The decrease of the height of the Ti-
betan Plateau also produces large sea-
sonal impacts. SAT increases for the
whole year over China and eastern Rus-
sia, but decreases over India, Indonesia
and Australia. As expected, a lower Ti-
betan Plateau contributes to weaken the
Asian monsoon activity, which is char-
acterized by a decrease of precipitation
in summer. The summer precipitation
also decreases in Indonesia and the east-
ern Equatorial Paciﬁc, where the sur-
face winds weaken. North-East China
gets drier during the whole year, due to
a strengthening of the continental winds
coming from the north-east in winter,
but a decrease of the south-east winds
in summer, which bring less humidity.
Africa is aﬀected by an increase of
SAT that can be directly attributed to
the topographic reduction in the north
and the south-east. However, SAT de-
creases in West and Central Africa. This
last eﬀect comes together with a strong
increase of precipitation, that can be at-
tributed to the deeper penetration of
westerly winds from the Atlantic to-
gether with a deeper penetration of
north-easterly winds, which come from
the moist region of the open Eastern
Tethys Seaway. The northern part of
South America also experiences a de-
crease of SAT together with a strong in-
crease of precipitation.
Eﬀects of the topography on pre-
cipitation in Europe
The lowering of the high reliefs leads
to a strong increase of precipitation to-
gether with a SAT decrease from north-
western to northeastern Europe. This is
essentially a summer eﬀect and is linked
to a modiﬁcation of the summer surface
wind strength and direction. In order
to determine the single most important
topography change responsible for the
precipitation disruption in Europe, we
carry out several variants of experiment
MM2, lowering separately and together
the North American and European re-
liefs. We run three additional sensitiv-
ity experiments, reducing the topogra-
phy in Europe (between 15◦W and 30◦E
and 25◦N to 75◦Nexperiment MM2-
E), in North America (between 165◦W
and 60◦Wand 15◦N to 75◦Nexperiment
MM2-A) and both together (experiment
MM2-AE). We only lower the North
American and European reliefs for this
series of tests. The other reliefs are
hold at their respective present-day el-
evations.
The disruption of summer precipita-
tion and the summer winds at 850 hPa
in the absence of European reliefs are
shown in Figure 6.12. The lower reliefs
in North Europe allow stronger westerly
winds that come more directly from the
Atlantic Ocean to penetrate deeper into
the continent, bringing more humid and
cold oceanic air masses to northern Eu-
rope. Nevertheless, the lowering of the
North European reliefs alone is not suf-
ﬁcient to form the wet tongue that we
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Figure 6.12: (a) Annual mean precipitation anomalies (MM2-E - MM1) and
(b) Northern Hemisphere summer low-level winds (850 hPa) for experiment
MM2-E that considers a reduced topography only in Europe.
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Figure 6.13: Same as Figure 6.12 for experiment MM2-A that considers a re-
duced topography only in North America.
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Figure 6.14: Same as Figure 6.12 for experiment MM2-AE that considers
a reduced topography only in North America and in Europe.
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obtained in experiment MM2. The low-
ering of the North American reliefs also
produces stronger and more direct sum-
mer westerly winds in northwestern Eu-
rope, generating more precipitation in
the region (see Figure 6.13). However
the presence of the North European re-
liefs stops the wetter air masses com-
ing from the west, and does not allow
the wet tongue obtained in experiment
MM2 to form neither. Precipitation in-
creases in northwestern Europe similar
in terms of magnitude to those found
in experiment MM2 are only obtained
when the eﬀects of European and North
American topography changes are com-
bined (Figure 6.14). We also perform
additional sensitivity experiments test-
ing separately the eﬀects of the lower-
ing of the Tibetan Plateau, African re-
liefs and South American reliefs on the
precipitation distribution in Europe. Ef-
fects on European precipitation and tele-
connections found in these later experi-
ments are rather weak (not shown). We
conclude that the reduction of topogra-
phy in North America and Europe is nec-
essary to produce the colder and wetter
conditions that prevail in North Europe
in experiment MM2. However, the wet
tongue does not extend to the east as far
as it does in experiment MM2. We can
therefore attribute the increase of pre-
cipitation in North West Asia to the re-
duction of the topography in Asia.
Experiment MM3: low CO2
The lowering of the atmospheric CO2
concentration in experiment MM3 pro-
duces a global cooling together with
a precipitation reduction (see Table 6.2).
The reduction of atmospheric CO2 also
reinforces the general cooling trend and
decreases the precipitation at all lati-
tudes as compared to the results of ex-
periment MM2 (see Figure 6.4). How-
ever, it does not disrupt the zonal pro-
ﬁles of SAT and precipitation. The sur-
face air temperature and precipitation
anomalies between experiments MM3
and MM2 are shown in Figure 6.15. The
80ppmv lowering of the CO2 concentra-
tion induces a rather uniform tempera-
ture cooling of about -2◦C. The magni-
tude of the cooling is similar over conti-
nents and oceans, and in both Northern
and Southern Hemispheres. Stronger
cooling occurs at high latitudes, es-
pecially over the Arctic and Antarc-
tic Oceans, due to sea-ice feedback.
The decrease of the CO2 concentration
does not disrupt the precipitation dis-
tribution when compared to experiment
MM2. It slightly decreases the precipi-
tation over the tropical oceans.
Experiment MM4: high CO2
The increase of the atmospheric CO2
concentration to 500 ppmv in experi-
ment MM4 has the strongest eﬀect on
temperature of the series. It warms the
global climate by +2.6◦C. The higher
CO2 level also reinforces the increase
of precipitation caused by the reduc-
tion of the topography, producing the
strongest eﬀects of the four experiments
on precipitation. The increase of atmo-
spheric CO2 reinforces the warming at
high latitudes, reducing again the lati-
tudinal temperature gradient (see Fig-
ure 6.4). This high-latitude warming
can be attributed to the melting of sea-
ice under warmer conditions. The CO2
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Figure 6.15: (a) Annual mean surface temperature and (b) precipitation
anomalies between experiments MM3 and MM2.
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Figure 6.16: (a) Annual mean surface temperature and (b) precipitation
anomalies between experiments MM4 and MM2.
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induced warming also contributes to in-
crease the precipitation rate at all lati-
tudes. The diﬀerence in surface air tem-
perature between experiments MM4 and
MM3, equal to +4.4◦C, corresponds to
the climate sensitivity of the model to a
CO2 increase of 300 ppmv under Middle
Miocene conditions. Thus, the Miocene
sensitivity to a doubling of CO2 must be
of the order of 3.3◦C (using the tempera-
ture increase between experiment MM4
and MM3 as a reference), if we assume
that the global mean temperature varia-
tion is proportional to the radiative forc-
ing (Forster et al., 2007), and radia-
tive forcing is proportional to the log-
arithm of pCO2 ratios (Myhre et al.,
1998). In comparison, we obtained a cli-
mate sensitivity to a doubling of CO2
from a preindustrial level of 280ppmv to
560ppmv of +4.5◦C under a present-day
conﬁguration. The model climate sensi-
tivity is thus signiﬁcantly smaller under
Middle Miocene conditions. That could
be partially explained by the reduction
of the sea-ice extent at Middle Miocene,
which is very sensitive to CO2 changes
in our model.
The surface air temperature and
precipitation anomalies between exper-
iments MM4 and MM2 are shown in
Figure 6.16. The increase of the at-
mospheric CO2 concentration in exper-
iment MM4 leads to uniform tempera-
ture increases on the continents and the
oceans in both hemispheres. The eﬀect
of CO2 is larger than the eﬀect of the
topography in some regions. Northwest-
ern Europe notably experiences signiﬁ-
cant increases of temperature in experi-
ment MM4, whereas the reduced topog-
raphy alone induced a cooling in that re-
gion (see Section 6). The higher CO2
concentration also produces a stronger
warming at high latitudes and especially
over the Arctic and Southern Oceans
due to the melting of sea-ice. However,
the higher CO2 concentration does not
disturb the precipitation distribution in-
duced by the reduction of the topogra-
phy in experiment MM2. The distribu-
tions of the precipitation anomalies are
quite similar in experiments MM2 and
MM4. The CO2 eﬀect reinforces the




The warmer and more humid conditions
prevailing in experiment MM4 could
lead to signiﬁcant vegetation cover mod-
iﬁcations that could in turn aﬀect the
climate. Here, we analyse the results
of experiment MM4-veg, taking into ac-
count the vegetation changes in response
to the MM4 climate, in order to quan-
tify the order of magnitude and the lo-
cal impacts of vegetation changes on the
MMCO climate.
The vegetation distribution obtained
with CARAIB from the climate of ex-
periment MM4 is shown in Figure 6.17
and compared to the preindustrial veg-
etation distribution used in the rest
of the experiments. It should be no-
ticed that the vegetation maps do not
show Antarctica, because the New et al.
(2002) climatology does not include any
data point in Antarctica. Globally, in
response to the warmer and more hu-
mid climate in experiment MM4, the
simulated Miocene vegetation distribu-
tion demonstrates an expansion of for-
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Figure 6.17: Biome distributions from CARAIB preindustrial and MMCO
equilibrium runs.
CHAPTER 6. MMCO CLIMATE AND VEGETATION MODELLING 187












−10.0 −8.0 −6.0 −4.0 −2.0 −1.0 −0.5 −0.2  0.0  0.2  0.5  1.0  2.0  4.0  6.0  8.0  10.0
Surface Temperature (oC)












 −400 −350 −300 −250 −200 −150 −100 −50  0  50  100  150  200  250  300  350  400
Precipitation (mm/yr)
Figure 6.18: (a) Annual mean surface temperature and (b) precipitation
anomalies between experiment MM4-veg and MM4.
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est biomes at the expense of grasslands
and deserts. Tundra and temperate
forests expand at high latitudes mainly
at the expense of polar deserts. Deserts
and semi-deserts are strongly reduced
and replaced by grasslands or warm and
open woodlands, especially in Central
Asia where deserts completely disap-
pear. Thermophilous types included in
the subtropical forest biome expand par-
ticularly in South and Central Europe,
due to the warmer and wetter condi-
tions prevailing in the region. This re-
sult seems to be consistent with the re-
construction of Utescher et al. (2007),
which suggests the presence of warm
mixed and broadleaved evergreen forests
in South and Central Europe. However,
the drier conditions at the east coast
of North America and in southeastern
China lead to the replacement of sub-
tropical forests by warm and open wood-
lands.
The anomalies between experiments
MM4-veg and MM4 are shown in Fig-
ure 6.18 in order to isolate the vegeta-
tion eﬀects from the other forcings ap-
plied in experiment MM4. Globally, ex-
periment MM4-veg shows the strongest
global temperature and precipitation in-
creases of the series of Miocene experi-
ments (see Table 6.2), especially on the
continents due to the vegetation change
impact. In comparison with experiment
MM4 the vegetation changes produce
an additional global warming of +0.5◦C
(+0.4◦C over the oceans and +0.6◦C
over the continents) and an increase of
precipitation of +19 mm/yr (+4 mm/yr
over the oceans and +58 mm/yr over the
continents). Locally, the vegetation con-
tribution is only slightly lower in terms
of magnitude than the contributions of
topography and high atmospheric CO2
level. As described in Section 6, vegeta-
tion cover changes aﬀect surface albedo
and roughness length, but the albedo
impact on surface temperature is domi-
nant, because of its direct impact on the
energy balance (Henrot, 2007). The
changes in rooting depth mainly aﬀect
the water cycle and therefore precipita-
tion. The diﬀerences between the sur-
face albedo and rooting depth derived
from the Miocene and the preindustrial
vegetation distributions are shown in
Figure 6.19.
Locally, the vegetation change ef-
fects on temperature are larger over the
continents, than over the oceans (see
Figure 6.18). Only the Arctic Ocean
experiences a warming of the same or-
der due to the melting of sea-ice induced
by the warming of the surrounding con-
tinental grid points. Strong warming
occurs around the Eastern Tethys Sea-
way. It is due to the decrease of sur-
face albedo (see Figure 6.19) produced
by the replacement of deserts and semi-
deserts by open woodlands, which de-
velop in the more humid conditions pro-
duced by the opening of the seaway.
Central Asia also experiences a decrease
of surface albedo linked to the replace-
ment of deserts by forests. SAT in-
creases in South and Central Europe
due to the development of subtropical
forests with a lower albedo. However,
SAT decreases in the centre and south
of North America as well as in north-
eastern China. This eﬀect is linked to
the increase of surface albedo induced
by the opening of the landscape in re-
sponse to the reduction of precipitation
in these regions obtained in experiment
MM4. Precipitation is essentially af-
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Figure 6.19: (a) Surface albedo diﬀerence and (b) rooting depth diﬀerence
between experiment MM4-veg and CTRL.
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fected by vegetation changes in the trop-
ical regions. The development of forests
around the Eastern Tethys Seaway in-
creases the soil water content (see Fig-
ure 6.19) leading to an increase of evap-
oration and precipitation. The same ef-
fect occurs in central Asia. The pre-
cipitation increase in Equatorial Africa
is due to the expansion of the tropical
forests which enhances the hydrological
cycle. The precipitation decrease along
the west coast of Europe is due to the re-
placement of temperate forests by open
woodlands, which decreases the soil wa-
ter content.
Discussion
In our series, experiment MM1 assesses
the climatic eﬀects of the MMCO sur-
face ocean heat ﬂux distribution, de-
rived from Miocene LSG model simula-
tion (Butzin et al., submitted). These
changes produce contrasted eﬀects on
surface air temperature and precipi-
tation over the oceans that inﬂuence
the climatic conditions on land. The
reduction of the oceanic heat trans-
fer to the North Atlantic due to the
opening of the Central American Sea-
way brings colder conditions over the
North Atlantic and northwestern Eu-
rope. This eﬀect agrees with the ma-
jority of published modelling studies re-
sults indicating that the closure of the
Central American Seaway was respon-
sible for increased oceanic heat trans-
port to the North Atlantic that brought
warmer conditions and ultimately in-
creased precipitation in the Northern
Hemisphere (Lunt et al., 2008; Schnei-
der and Schmittner, 2006). The de-
crease of precipitation in South Asia,
linked to SST changes, indicates a weak-
ening of the Asian monsoon. According
to Tschuck et al. (2004), the weaken-
ing of the Asian monsoon can be linked
to the increase of sea surface temper-
atures in the Equatorial Indian Ocean
and West Paciﬁc Ocean. Therefore, the
warmer conditions induced in the Paciﬁc
by the opening of the Central Ameri-
can Seaway may be contributing to the
reduction of the precipitation in some
parts of Asia.
Experiment MM2 allows us to dis-
cuss the climatic eﬀects of the reduced
topography on land. It also represents
a Middle Miocene state with a prein-
dustrial CO2 concentration of 280ppmv,
since experiment MM2 includes all of
the Middle Miocene boundary condi-
tions considered in this study. As al-
ready demonstrated byKutzbach et al.
(1989), the reduction of the topogra-
phy allows a more zonal atmospheric cir-
culation and the westerly ﬂow to con-
tinue over the lowered Plateaus at mid-
dle latitudes, e.g., the Colorado Plateau,
the Tibetan Plateau and European re-
liefs. Moreover, the reduced height of
the Tibetan Plateau prevents the de-
velopment of a monsoon-like circulation
(Kutzbach et al., 1989; Harris, 2006)
that induces a strong decrease of precip-
itation in East Asia. Recently, Herold
et al. (2009) focused on the eﬀect of
lowered Tibetan Plateau and Andes on
the Middle Miocene climate using the
NCAR model (CAM v.3.1) and Commu-
nity Land Model (CLM v.3.0) coupled to
a slab ocean model with ﬁxed sea-surface
temperatures. Herold et al. (2009) also
obtained strong local warming and a sig-
niﬁcant disruption of the surface winds
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due to the reduction of elevation over
the Tibetan Plateau. However, the pre-
scription of ﬁxed sea-surface tempera-
ture in their experiment precluded a re-
sponse of the ocean and therefore of the
Asian monsoon system. Nevertheless,
they also pointed out that the lowering
of the Tibetan Plateau leads to a cooling
linked to snow depth increase in Cen-
tral Eurasia. In our experiment MM2,
the reduction of the topography leads
to slight warming in Eurasia, and does
not signiﬁcantly alter the snow depth
in the region. Therefore, we can at-
tribute the Eurasian warming in our re-
sults to the local increase of temperature
induced by the reduction of reliefs higher
than 400 m in the region. Unfortunately,
our setup does not allow us to isolate
the inﬂuence on Eurasia of the Tibetan
Plateau elevation change. The lower-
ing of North American and European
reliefs produces wetter and colder con-
ditions over northwestern Europe that
are in disagreement with proxy-based re-
constructions of the European Middle
Miocene climate (Mosbrugger et al.,
2005). However, the reduction of the
seasonal gradient and the warming in
South and Central Europe agree well
with several reconstructions of the Mid-
dle Miocene climate based on pollen
analysis (Jimenez-Moreno and Suc,
2007) and mega- or microﬂoral records
(Mosbrugger et al., 2005; Utescher
et al., 2007). Moreover, the reconstruc-
tion of Utescher et al. (2007) and
other reconstructions based on the anal-
ysis of small mammals (Van Dam, 2006)
showed evidence for the persistence of a
European wet zone during the Miocene,
in agreement with our results. Never-
theless, the maximum increases of pre-
cipitation are located further north in
Europe where no proxy reconstruction
is available.
In the next two experiments (MM3
and MM4) we test the eﬀect of vari-
ous CO2 concentrations on the middle
Miocene climate. The CO2 eﬀect is
rather uniform on the continents and the
oceans of both hemispheres. However,
the combination of the CO2 and topo-
graphic eﬀects in experiment MM4 gen-
erates a stronger warming over the con-
tinents than over the oceans, which is
also seen in the results of Tong et al.
(2009). The results of experiment MM4
over northwestern Europe show a slight
increase of temperature, since the to-
pography induced eﬀect cooled that re-
gion. Both the topography reduction
and increased CO2 concentration con-
tribute to wetter and warmer conditions
in Europe, in better agreement with the
proxies reconstructions (Mosbrugger
et al., 2005; Utescher et al., 2007). As
in Tong et al. (2009), the increase of the
CO2 concentration warms the high lat-
itudes reducing the latitudinal gradient
and also increases the precipitation. The
increase of the CO2 concentration fur-
thermore enhances the hydrological cy-
cle in the tropics, according to Tong
et al. (2009). Nevertheless the activ-
ity of the monsoon system is still re-
duced in experiment MM4. This con-
ﬁrms the dominant eﬀect of topography
on the Asian monsoon system as com-
pared to the CO2 contribution (Tong
et al., 2009).
Experiment MM4-veg ﬁnally allows
us to investigate the vegetation feed-
back on climate in response to a warm
and humid climate for the MMCO. The
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simulated vegetation distribution forced
with the climate of experiment MM4
mainly demonstrates a reduction of the
desert and sub-desert areas in the ben-
eﬁt of grasslands and forests, as well as
an expansion of warm forest types pole-
ward of the subtropical zone. This fairly
agrees with the Middle Miocene data-
based vegetation reconstruction used as
boundary condition in the study of
Tong et al. (2009), despite the diﬀer-
ences in plant type classiﬁcations. Our
vegetation distribution also agrees over
South and Central Europe with the re-
construction of Utescher et al. (2007),
which suggested the presence of warm
mixed and broadleaved evergreen forests
in South and Central Europe. Con-
sistently with the data from Jimenez-
Moreno and Suc (2007), CARAIB
also yields warm and open mixed forest
in southwest Europe, whereas it leads
to thermophilous and mesothermic ele-
ments in Central Europe. Such a change
in the vegetation cover contributes to
maintain and even to increase the warm
and humid conditions that prevailed in
experiment MM4.
In the series of sensitivity tests, sev-
eral experiments result in an increase of
the global surface air temperature. The
increase of the atmospheric CO2 concen-
tration to 500ppmv in experiment MM4
produces the strongest global warming
of the series of four experiments, as
compared to the warming produced by
oceanic heat transport and ocean gate-
way changes (experiment MM1) or re-
duced topography (experiment MM2).
A lower than preindustrial CO2 con-
centration cools the global climate. A
higher CO2 concentration seems there-
fore necessary to generate a warmer cli-
mate in the Middle Miocene. The lower
climate sensitivity of the climate model
under Middle Miocene conditions may
partly explain the requirement of the
model for high CO2 to produce sig-
niﬁcant temperature increases at the
MMCO. However the warming we ob-
tain is much lower than suggested by
proxy data (Mosbrugger et al., 2005;
Zachos et al., 2001), which witness
temperatures at middle latitudes up to
6◦C higher than at present (Flower
and Kennett, 1994). Nevertheless, our
results agree fairly well with the re-
sults of previous modelling studies fo-
cusing on the Middle Miocene climate.
Tong et al. (2009) tested the sensitiv-
ity of the Middle Miocene climate to var-
ious concentrations of atmospheric CO2
using the NCAR model (CAM v.3.1)
and Community Land Model (CLM
v.3.0) coupled to a slab ocean model.
They obtained a global warming of
+0.6◦C for an atmospheric CO2 concen-
tration of 355ppmv and a global warm-
ing of +2.9◦C for an atmospheric CO2
concentration of 700ppmv in compari-
son to a present-day control run with
a reference CO2 concentration equal to
379ppmv. You et al. (2009) used the
same models to test the eﬀect of various
CO2 concentrations together with sev-
eral sea surface temperature gradients.
They obtained temperature increases of
+2.3◦C for an atmospheric CO2 con-
centration of 350ppmv and a high SST
gradient and of +3.5◦C for CO2 at
700ppmv and a medium SST gradi-
ent. Micheels et al. (2009a) used the
Planet Simulator to test the sensitivity
of the Late Miocene climate (Tortonian)
to various CO2 concentrations. They ob-
tained global warming between +2.3◦C
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for 280ppmv and +3.7◦C for 460ppmv
in comparison to a preindustrial con-
trol run with a CO2 concentration of
280ppmv. In comparison to our results,
Micheels et al. (2009a) found a greater
warming under lower CO2 concentration
with the Planet Simulator. This eﬀect
could be due to the diﬀerences in the
boundary conditions they used for the
Late Miocene. They notably adopted
a present-day ocean heat ﬂux distribu-
tion, including a stronger Gulf Stream
than used here and a lower topography
on land in some regions. They also pre-
scribed a vegetation distribution for the
Late Miocene, where all the desert ar-
eas were replaced by forest or grassland
ecosystems and the boreal forests shifted
further North, whereas we did not con-
sider any vegetation change in the MM1
to MM4 simulation experiments.
The model results consistently in-
dicate that a higher than present-day
CO2 concentration is necessary to pro-
duce a warm Middle Miocene climate
(You et al., 2009; Tong et al., 2009).
In that sense, the model results sup-
port the terrestrial proxy reconstruc-
tion suggesting higher atmospheric CO2
concentrations at the MMCO, between
300 and 850 ppmv (Kürschner et al.,
2008; Retallack, 2009). Conversely
modelling results do not support the
low CO2 concentration, between 140
and 300ppmv, derived from marine iso-
topic records, that suggest a decoupling
between CO2 and temperature during
the Middle Miocene (Henderiks and
Pagani, 2008; Pearson and Palmer,
2000). Experiments using lower CO2
concentrations generate colder climate
than at present-day (experiment MM3
in this study, Tong et al. (2009) or You
et al. (2009)). However, as recently dis-
cussed by Pagani et al. (2010, suppl.
mat.) CO2 concentrations during the
Miocene could possibly have been higher
than suggested by previous estimates
based on planktonic foraminiferal δ18O
temperature reconstructions. Correct-
ing for inherent biases could thus help
to reconcile model results to proxy-based
reconstruction. However, as empha-
sised by Diester-Haass et al. (2009),
a high CO2 level at the Middle Miocene
would be diﬃcult to reconcile with the
high δ13C values of benthic foraminifera,
which suggest large deposition rates of
organic carbon tending to reduce atmo-
spheric CO2 levels. Therefore model re-
sults should be interpreted with care.
We indeed do not take into account
all the possible eﬀects that could con-
tribute to the Middle Miocene warm cli-
mate. We notably miss the feedback of
climate on ocean circulation at Middle
Miocene, which could only be simulated
with a fully coupled ocean-atmosphere
model, since we used a slab ocean model
as in previous studies (Tong et al.,
2009; You et al., 2009). The opening
of ocean gateways notably at low lati-
tudes seems to have strongly contributed
to modify the global ocean circulation in
the Cenozoic in comparison to present-
day (Bice et al., 2000;Von der Heydt
and Dijkstra, 2008). We also only
tested the eﬀect of various CO2 con-
centrations on climate given the large
uncertainty in CO2 estimations. We
did not take into account a change in
the concentrations of other atmospheric
greenhouse gases such as methane. The
potential role of such feedbacks is well il-
lustrated by the results of our simulation
experiment MM4-veg, which takes into
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account the feedback on climate from
the changing vegetation cover compared
to the ﬁrst four simulation experiments
of our series.
Conclusions
In this study, we examine the poten-
tial contributions of several boundary
condition changes to the warm climate
of the Middle Miocene and particularly
the Middle Miocene Climatic Optimum
(MMCO). We used the Planet Simula-
tor, an Earth System model of inter-
mediate complexity to investigate the
contributions of the absence of ice on
the continents, the opening of the Cen-
tral American and Eastern Tethys Sea-
ways, the lowering of the topography
on land and the eﬀect of various at-
mospheric CO2 concentrations on the
Middle Miocene climate. We also in-
vestigated the feedback of vegetation
on climate. Therefore, we prescribe
vegetation cover changes derived from
a MMCO vegetation distribution pro-
duced by the dynamic vegetation model
CARAIB, forced with the climate of
the warmest and most humid experi-
ment of the series. The boundary con-
dition changes generally produce global
warming in the Middle Miocene that
are in agreement with previous Middle
Miocene sensitivity experiments (Tong
et al., 2009; You et al., 2009). However,
the increases of temperature that we ob-
tained are lower than those supported by
proxy data (Zachos et al., 2001; Bruch
et al., 2007).
The increase of the atmospheric CO2
concentration to 500ppmv produces the
largest global warming of the series and
contributes to warm the climate at all
latitudes, in agrrement with the results
of previous modelling studies (Tong
et al., 2009; You et al., 2009). There-
fore, a higher than present-day CO2 con-
centration seems necessary to produce
the warm climate of the MMCO infered
from proxy-data. This result supports
the terrestrial proxy reconstruction sug-
gesting higher atmospheric CO2 concen-
trations at the MMCO (Kürschner
et al., 2008; Retallack, 2009), but
it does not support the decoupling be-
tween CO2 and temperature during the
Middle Miocene suggested by the ma-
rine isotopic CO2 reconstructions (Hen-
deriks and Pagani, 2008; Pearson
and Palmer, 2000).
Nevertheless, increasing only the
CO2 concentration is not suﬃcient to
produce the required warming at the
MMCO suggested by proxy-based re-
constructions. The lowered topography
and the changes in oceanic heat transfer
and in ocean gateways conﬁguration also
produce signiﬁcant regional eﬀects that
have to be taken into account. The to-
pographic and oceanic forcings applied
here have a lower impact on the global
temperature than the CO2 forcing, due
to a number of regional eﬀects that par-
tially cancel each other on global aver-
age. However, they signiﬁcantly aﬀect
the temperature and precipitation dis-
tributions and their local eﬀects can ex-
ceed the CO2 eﬀect. The lower topog-
raphy allows a more zonal atmospheric
circulation and the westerly ﬂow to con-
tinue over the lowered Plateaus at mid-
dle latitudes. The reduced height of the
Tibetan Plateau notably prevents the
development of a monsoon-like circula-
tion (Kutzbach et al., 1989; Harris,
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2006). Our results also highlight the
eﬀect of the reduction of elevations of
the North American and European re-
liefs, which strongly increases precipita-
tion but decreases surface air tempera-
ture from northwestern to eastern Eu-
rope. The temperatures obtained over
northern Europe are too cold relative to
proxy-based temperature reconstruction
of the European Middle Miocene climate
(Mosbrugger et al., 2005), but the re-
duction of the seasonal gradient and the
wetter conditions agree well with several
proxy-based reconstructions (Jimenez-
Moreno and Suc, 2007; Utescher
et al., 2007; Mosbrugger et al., 2005).
Unfortunately, we were not able to
take into account all the possible mech-
anisms that could contribute to the Mid-
dle Miocene warm climate. We notably
could not take into account the com-
plete ocean-atmosphere feedback loop
that could be simulated with a fully
coupled ocean-atmosphere model. We
furthermore did not take into account
a change in the concentrations of other
atmospheric greenhouse gases such as
methane.
The vegetation feedback also plays
an important role in the warm MMCO
climate, as demonstrated by the last ex-
periment where we investigated the veg-
etation cover change feedback. In re-
sponse to warm and humid conditions,
forests expand at the expense of deserts
and warm forest types develop poleward
of the subtropical zone. Such a change
in the vegetation cover leads to stronger
warming and increase of precipitation.
Moreover, the vegetation feedback on
climate is of the same order of magni-
tude as the topographic or CO2 eﬀects,
conﬁrming the importance of the vege-
tation contribution to the MMCO cli-
mate. Therefore, vegetation-climate in-
teractions could provide a complemen-
tary, if not an alternative mechanism, to
the large increase of CO2 required by the
model to produce the estimated warm-
ing at the MMCO. This conﬁrms the
contribution of vegetation to the MMCO
warm climate and emphasises the need
for data-model comparison in order to
estimate the reliability of climate model
experiments and vegetation reconstruc-
tions.
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6.1 Middle Miocene climate and vegetation in-
teractions under diﬀerent levels of CO2
In the present section, we describe more fully and compare to available proxy-
based vegetation reconstructions the Middle Miocene vegetation distribution
simulated by CARAIB in response to the warmest and most humid climate
of the series of experiments presented in Henrot et al. (2010). As the mech-
anisms responsible for the warm climate at the MMCO and particulary the
role of the atmospheric CO2 are still highly debated, we discuss the poten-
tial impact of atmospheric carbon dioxide concentration on the vegetation
by comparing the Middle Miocene vegetation distributions produced under
high (500 ppmv) and low (280 ppmv) CO2 level. The vegetation feedback on
the MMCO climate at high and low CO2 levels is then presented in order to
discuss the potential role played by vegetation on the warm MMCO climate.
Finally, we also present here the climatic and vegetation results of a series
of iterations between Plasim and CARAIB (oﬀ-line coupling) to analyse the
vegetation-climate interactions at Middle Miocene and under the two CO2
levels considered here.
6.1.1 MMCO vegetation distribution at high CO2 level
The Middle Miocene vegetation distribution at 500 ppmv (VEG-500) was
obtained from an equilibrium run of CARAIB forced with the warmest and
most humid climate of the series of simulation experiments carried out and
described in the previously reproduced paper of Henrot et al. (2010), i.e.
experiment MM4. The climate of the selected Middle Miocene experiment is
globally warmer (+2.9◦C) and wetter (+73 mm/yr) in comparison to the con-
trol experiment, and in best agreement with proxy-based climatic reconstruc-
tions (Mosbrugger et al., 2005; Utescher et al., 2007). The reduction of
the topography on land and the higher CO2 level contribute to warm the con-
tinents and notably to reduce the seasonal temperature gradient in Europe.
Precipitation strongly increases from northwestern to eastern Europe, in re-
sponse to the lowering of the North American and European reliefs, whereas
the reduction of the Tibetan Plateau height prevents the development of a
monsoon-like circulation. As a reminder, Figures 6.20 and 6.21 show the
annual mean and winter/summer surface air temperature and precipitation
anomalies between experiments MM4 and CTRL. A complete description and
discussion of the experimental setup and climatic results has been presented
in Henrot et al. (2010).
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Figure 6.20: Annual (a) surface air temperature (◦C) and (b) precipitation
(mm/yr) diﬀerences for the MM4 experiment (MM4 - CTRL).
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In response to the warmer and more humid climatic conditions, the sim-
ulated Middle Miocene vegetation distribution demonstrates an expansion of
forest biomes at the expense of grasslands and deserts. The Middle Miocene
and preindustrial biome distributions are shown in Figure 6.22. Poleward of
60◦N, tundra replaces polar desert, and totally covers the ice-free Greenland.
In response to high-latitude warming, especially in winter, boreal forests and
boreal/temperate open woodlands expand further north, notably in Siberia,
and are replaced at lower latitudes by warmer temperate forests. The needle-
leaved trees are more productive at higher latitudes (northward of 50◦N) in
the Middle Miocene simulation as illustrated in Figure 6.24, showing the net
primary productivity (NPP) of the cold boreal/temperate trees (PFTs 3 and
11) in comparison to preindustrial NPP of these PFTs. The development of
boreal and temperate forests in Yukon and northwestern Canada is consis-
tent with the pollen analysis performed by White et al. (1997). However,
the reconstruction of White et al. (1997) suggests the presence of dense
forests in these regions including also warmer taxa at the MMCO, such as
Fagus and Quercus. The productivities of the cold boreal/temperate trees
and temperate cool trees (PFT 12, not shown) we obtained here are too low
to allow a dense boreal/temperate forest to develop, and suggest colder cli-
matic conditions in our results than in the reconstructions of White et al.
(1997).
At mid to low latitudes (between 60 and 30◦N), warmer and more humid
conditions induce a reduction of deserts and semi-deserts at the beneﬁt of
grasslands (C3 steppes) or warm and open woodlands, especially in Central
Asia where deserts completely disappear. This result fairly agree with the
palaeoprecipitation reconstruction of Liu et al. (2009), based on hypsodonty
of large herbivorous mammals, suggesting a general humid and uniform cli-
mate at the MMCO in East Asia, that could have lead to a reduction of desert
areas. Our results are also consistent with the pollen analysis of Sun and
Zhang (2008), which suggest the presence of temperate and thermophilous
broadleaved deciduous trees in northwestern China at the MMCO, support-
ing a warmer and more humid climate in the region.
Warm temperate mixed forests and subtropical biomes, including ther-
mophilous and mesothermic elements, particularly develop in South and Cen-
tral Europe. Figure 6.23 shows the NPPs of needleleaved and broadleaved
evergreen temperate perhumid warm types (PFTs 6 and 10) for the Middle
Miocene and the preindustrial period. In agreement with the pollen anal-
ysis of Jimenez-Moreno (2006), Jimenez-Moreno and Suc (2007) and
Jimenez-Moreno et al. (2008) and the mega- and microﬂoras analysis of
Utescher et al. (2007), which indicates that the vegetation in South and
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Figure 6.22: (a) VEG-500 and (b) preindustrial CARAIB biome distribu-
tions.
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Central Europe was dominated by thermophilous elements rich in evergreen
trees, our results demonstrate highly productive and well expanded warm
evergreen forests in the region. According to Utescher et al. (2007), the
expansion of thermophilous elements in the South of Europe restricts the
deciduous vegetation to more northerly localities. However, evergreen trees
are also highly productive at higher latitudes, which suggests that a very
rich, mixed and dense ﬂora prevailed in Europe at the MMCO (Jimenez-
Moreno, 2006; Jimenez-Moreno et al., 2008). Moreover, despite the low
model resolution and the land-sea distribution we adopted here, the simulated
vegetation distribution well reproduces the vegetation gradient observed in
the pollen assemblages (Jimenez-Moreno and Suc, 2007). Steppic envi-
ronments prevailed in southwestern Europe (Spain), reﬂecting dry climate
with marked seasonality, whereas dense forests of thermophilous elements,
supporting a more humid climate with very weak seasonal temperature and
precipitation gradients, prevailed in Central Europe (Jimenez-Moreno and
Suc, 2007).
However, in response to drier conditions in southwestern North America
and East China, the productivities of broadleaved evergreen trees decrease,
whereas needleleaved evergreen trees subsist (see Figure 6.23). The presence
of thermophilous types in North China agrees well with the reconstruction
of Sun et al. (2002), indicating that the vegetation of the region was typ-
ical from warm and moist subtropical conditions at the MMCO. In North
America, CARAIB yields warm and open woodlands or grasslands, reﬂect-
ing an opening of the landscape due to the drier and warmer climate simu-
lated there. This is consistent with the vegetation reconstructions of Bolick
et al. (2002), Gabel et al. (1998) and Strömberg (2002), suggesting that
savanna and C3 grasslands were widespread in the Northern Great Plains
during the Miocene.
The humid climatic conditions produced in the tropics here are suﬃcient
to sustain the formation of tropical rainforest, notably in South America,
as suggested by the fossil freshwater bivalves analysis by Kaandorp et al.
(2005). The tropical rainforest is also well developed in Equatorial Africa
and along the east coast of Africa. Elsewhere in Africa tropical savanna
and grasslands dominate, in agreement with fossil plant and paleosol data of
Retallack (1992) and the pollen analysis of Bonnefille (1984). Warm
open woodlands and savanna are also prominent in Australia, where tropical
forest is restricted to northerly localities, as suggested by Martin (2006).
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Figure 6.23: Net Primary Productivities of needleleaved evergreen bo-
real/temperate cold trees for (a) the VEG-500 and (b) the preindustrial
vegetation distributions. Net Primary Productivities of broadleaved sum-
mergreen boreal/temperate cold trees for (c) the VEG-500 and (d) the prein-
dustrial vegetation distributions.
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Figure 6.24: Net Primary Productivities of needleleaved evergreen temper-
ate perhumid warm trees for (a) the VEG-500 and (b) the preindustrial veg-
etation distributions. Net Primary Productivities of broadleaved evergreen
temperate perhumid warm trees for (c) the VEG-500 and (d) the preindus-
trial vegetation distributions.
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6.1.2 MMCO vegetation distribution at low CO2 level
We performed here an additional simulation with CARAIB using a prein-
dustrial atmospheric CO2 concentration (280 ppmv). With this experiment,
we wanted to test whether the Middle Miocene surface boundary conditions
are suﬃcient to produce an expansion of the warm forest types at middle
latitudes in good agreement with the proxy-based vegetation reconstructions
or whether atmospheric CO2 is the main driver of vegetation changes. The
vegetation distribution VEG-280 shown in Figure 6.26, in comparison to the
preindustrial one, was obtained from an equilibrium run of CARAIB forced
with 280 ppmv of CO2 and the climate of experiment MM2 (fully described
in Henrot et al. (2010)), which considers Miocene oceanic conditions and
land-sea distribution, a lowered topography and a preindustrial CO2 level
of 280 ppmv. The annual mean temperature and precipitation anomalies
resulting from experiment MM2 are shown in Figure 6.25.
At high latitudes, the warming produced in experiment MM2 is suﬃ-
cient to allow tundra to replace polar desert. However, boreal forest and
boreal/temperate open woodlands do not install as far north as in the vege-
tation distribution produced under a higher CO2 level (see Section 6.1.1). It
is remarkable that the NPPs of the cold boreal/temperate trees are weaker
under a lower CO2 concentration (see Figure 6.27). At middle latitudes,
open woodlands and grasslands replace the desert and semi-desert areas.
Nevertheless, some desert areas subsist in North Asia and North America.
Colder open woodlands also develop in Central Asia, where warm temperate
open woodlands prevailed in the VEG-500 vegetation distribution, indicating
colder climatic conditions in the region under a lower CO2 level.
In Europe the expansion of subtropical biomes is not strongly marked
and only a few grid elements in southern Europe are covered by subtropical
biomes. However, the NPPs of evergreen temperate perhumid warm trees in-
dicate that the thermophilous types are well productive and more extended
in Central Europe than suggested by the biome distribution (see Figure 6.27).
This can be explained by the biome assemblage procedure that reﬂects the
most productive PFTs of the grid element. Nevertheless, the VEG-280 veg-
etation distribution supports the presence of a warm mixed ﬂora in Europe
at the MMCO, including thermophilous types (Jimenez-Moreno, 2006;
Jimenez-Moreno et al., 2008). The vegetation gradient from southwestern
Europe (Spain) to Central Europe suggested by Jimenez-Moreno and Suc
(2007) is also well reproduced here. However, the colder and drier climatic
conditions obtained under a lower CO2 restrict the thermophilous types to
some isolated areas in eastern Asia and southeastern North America. In
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Figure 6.25: Annual (a) surface air temperature (◦C) and (b) precipitation
(mm/yr) diﬀerences for the MM2 experiment (MM2 - CTRL).
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Figure 6.26: (a) VEG-280 and (b) preindustrial CARAIB biome distribu-
tions.
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the tropics and subtropics, the VEG-500 and VEG-280 vegetation distribu-
tions are quite similar. The tropical forests are well developed, except in
Equatorial Africa where subtropical biomes dominate, due to slightly colder
conditions in the region under 280 ppmv of CO2.
The CARAIB results discussed here suggest that the VEG-500 vegeta-
tion distribution produced under a higher CO2 level is in better agreement
with the available proxy-based reconstructions for the MMCO than VEG-
280. Nevertheless, a more precise model-data comparison based on the pres-
ence/absence of taxa as performed by François et al. (submitted) for the
Late Miocene could improve the comparison to data and better highlight
the diﬀerences between both vegetation distributions presented here (see
Appendix A). The vegetation results also support the climatic results dis-
cussed in Henrot et al. (2010), suggesting that higher than preindustrial
concentrations of CO2 are most likely required to reconcile Miocene climate
simulations with appropriate climatic reconstructions. Here the increase of
the atmospheric CO2 concentration to higher than preindustrial concentra-
tion contributes to generate a warmer and more humid climate that allows
the warm forest types to expand poleward and reduces the desert and semi-
desert areas. Moreover, the CO2 concentration increase also impacts on the
biosphere through its fertilization eﬀect and beneﬁts the forest and grassland
ecosystems at the expense of desert. Nevertheless, the VEG-280 vegetation
distribution suggests that the warming and weakening of the seasonal tem-
perature gradient as well as the wetter conditions that prevail in Europe
in response to a lower topography are suﬃcient to allow the thermophilous
trees types to install in Europe at the MMCO. However, due to the lower
productivities of the thermophilous types in Europe, the VEG-280 vegetation
distribution rather suggests the presence in the region of warm mixed forests,
including deciduous temperate and thermophilous trees, in agreement with
Jimenez-Moreno (2006) and Jimenez-Moreno et al. (2008).
CO2 fertilisation eﬀect
The diﬀerences between the VEG-500 and VEG-280 vegetation distributions
may be attributed to the CO2 eﬀects on the biosphere. However, carbon
dioxyde may aﬀect the biosphere indirectly through its impact on climate and
directly through its fertilisation eﬀect. In order to isolate the climatic eﬀect of
CO2 on the vegetation distribution from the fertilisation eﬀect, we performed
a supplementary simulation with CARAIB. We forced the model with the
climate of the experiment MM4 (including a high CO2 concentration) and
lowered the atmospheric CO2 concentration seen by the CARAIB model to
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Figure 6.27: Net Primary Productivities of (a) needleleaved ever-
green boreal/temperate cold trees for, (b) broadleaved summergreen bo-
real/temperate cold trees, (c) needleleaved evergreen temperate perhumid
warm trees and (d) broadleaved evergreen temperate perhumid warm trees
for the VEG-280 vegetation distribution.
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280 ppmv. The biome distribution of this new simulation (VEG-MM4-280)
is compared to the biome distribution VEG-500 in Figure 6.28.
At the global scale, the carbon stocks in vegetation and soils strongly
decrease in response to the lowering of the atmospheric CO2 concentration.
The total biospheric carbon stock varies from 1321 Gt C at 500 ppmv to
800 Gt C at 280ppmv. This high sensitivity of carbon storage to the atmo-
spheric CO2 concentration is notably due to the absence of nutrient cycle in
the model (François et al., 2006). The decrease of the CO2 concentration
also aﬀects the net primary productivity, as a direct consequence of the fer-
tilisation eﬀect. The global NPP varies from 86 Gt C/yr at 500 ppmv to
50 Gt C/yr at 280ppmv. All the PFTs are aﬀected by a decrease of NPP.
Thus, the atmospheric CO2 concentration occurs as an important factor for
considering the existence of a denser vegetation at the MMCO.
At regional scale, the area of deserts and semi-deserts strongly depends
on the CO2 concentration. In response to the lower CO2 concentration, the
desert and semi-desert areas increase in desertic and peri-desertic regions,
e. g. in the Sahara, northeastern China, some parts of Australia and North
America. The extent of tropical seasonal forest is also very sensitive to CO2
eﬀect. At 280 ppmv, the tropical seasonal forests are replaced by tropical
savannas and grasslands, e. g. in Indonesia, India and South America. This
results can be attributed to the increased sensitivity of the tropical seasonal
forest to water stress at lower CO2 levels due to stomatal opening, giving to
forest a disadvantage with respect to grasses in water deﬁcient environments
(François et al., 2006). However, the extent of tropical forest is not signif-
icantly modiﬁed at lower CO2 level, and seems to be mainly governed by the
precipitation distribution in the MM4 climate experiment.
At middle latitudes, the most striking feature is the replacement of tem-
perate and broadleaved deciduous forests by cool and conifer forests at lower
CO2 level. In Europe, northward of 50
◦N, the temperate broadleaved decid-
uous forest biome is notably replaced by cool temperate mixed forest biome.
Both broadleaved and needleleaved NPPs are reduced under lower CO2 level,
but needleleaved trees become dominant due to the weaker productivity of
broadleaved trees at high latitudes. However, the tundra/boreal forest limit
is not modiﬁed by the reduction of the CO2 concentration. Thus, the devel-
opment of boreal forest at high latitudes can be attributed to the response
of the vegetation to the warmer climatic conditions that are induced under
a higher atmospheric CO2 concentration. The sub-tropical forests also remain
well present in southern Europe in the VEG-MM4-280 vegetation distribu-
tion. The presence of warm forest types in Europe seems therefore linked to
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Figure 6.28: (a) VEG-MM4-280 and (b) VEG-500 CARAIB biome distri-
butions.
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climate patterns under high CO2 level and MMCO boundary conditions.
6.1.3 Vegetation feedback on the MMCO climate
The vegetation changes in response to the warmer and wetter MMCO climate
could in turn aﬀect the climate. Here, we discuss the vegetation feedback
on the MMCO climate at a higher (500 ppmv) and lower (280 ppmv) than
present-day atmospheric CO2 concentration. The surface parameters (surface
albedo, roughness length and ﬁeld capacity) used to force the model have
been respectively derived from the two vegetation distributions discussed
above ( VEG-500 in section 6.1.1 and VEG-280 in section 6.1.2).
The impact of the VEG-500 vegetation distribution on the climate of the
MMCO at 500 ppmv of CO2 has already been discussed in Henrot et al.
(2010) (experiment MM4-veg). Here we will only brieﬂy sum up the main
vegetation change eﬀects obtained in this experiment. Figure 6.29 shows the
annual vegetation feedback on temperature and precipitation of the VEG-
500 distribution (diﬀerences between experiments MM4-veg and MM4) and
of the VEG-280 distribution (diﬀerences between experiment MM2-veg and
MM2).
Globally, the vegetation cover changes produce an additional warming
of +0.5◦C and increase the global precipitation by 19 mm/yr in compari-
son to the MMCO experiment forced with a preindustrial vegetation cover
(experiment MM4). The development of denser forests and the replacement
of desert and semi-desert by grassland and forest ecosystems decrease the
surface albedo on land, which leads to a warming in some regions, notably
around the open Tethys Seaway and in Central Asia. However, the opening
of the landscape in North America and East Asia increases the surface albedo
which induces some cooling in these regions. The expansion of forests, and
notably of tropical forest in Africa, increases the rooting depth, which leads
to a stronger evaporation and more precipitation over the concerned regions.
The vegetation changes obtained in the VEG-280 vegetation distribution
produce a global warming of +0.4◦C (+0.3◦C on the oceans and +0.6◦C on
the continents) and an increase of precipitation of +16 mm/yr (+3 mm/yr
on the oceans and +43 mm/yr on the continents) compared with experiment
MM2. Interestingly, the vegetation feedback at 280 ppmv is of the same sign
and magnitude than the vegetation eﬀect at 500 ppmv (see Figure 6.29). Lo-
cally, the vegetation change eﬀects in experiment MM2-veg are comparable
in distribution and magnitude to the vegetation eﬀects in experiment MM4-
veg. The development of forests induces albedo decreases, leading to regional






























































































































































































































































































































































6.1. MMCO CLIMATE AND VEGETATION INTERACTIONS 213
warming, e.g., around the Eastern Tethys Seaway and in Central Asia. The
expansion of forest types also increases the soil water content, which causes
greater evaporation and precipitation increases, notably in Equatorial and
East Africa. However, the vegetation change impacts on land in MM4-veg
are slightly stronger than in MM2-veg, due to the more marked expansion
of forests in the VEG-500 vegetation distribution, in response to the warmer
climate and to the fertilization eﬀect under a high CO2 concentration. How-
ever, the Arctic Ocean experiences a stronger warming in the MM2-veg ex-
periment in comparison to the MM4-veg experiment. This can be explained
by the presence of a larger sea-ice cover under colder climatic conditions that
responses to vegetation changes at high latitudes with a larger sensitivity.
6.1.4 Climate-vegetation iterations at Middle Miocene
In order to check whether the vegetation feedback on climate could lead to
vegetation changes and in turn climate changes, we carried out a series of
iterations with Plasim and CARAIB, following the equilibrium asynchronous
coupling procedure (see Section 3.3). We performed two series of three iter-
ations starting respectively from experiment MM4-veg and MM2-veg as the
initial vegetation states. Then, the Planet Simulator was forced with the
vegetation parameters derived from respectively the MM4-veg and MM2-veg
vegetation distribution to complete the initial state. The results of the initial
vegetation and climate states have been discussed in the previous sections
(Sections 6.1.1, 6.1.2 and 6.1.3). They are referred here as ITER 0.
The vegetation distributions VEG-500-iter1 and VEG-280-iter1, obtained
at the ﬁrst vegetation iteration, using respectively the climates of exper-
iments MM4-veg and MM2-veg are shown in Figure 6.30. Both VEG-500-
iter1 and VEG-280-iter1 vegetation distributions diﬀer only slightly from the
initial vegetation distributions produced before, i.e. VEG-500 and VEG-280.
In the VEG-500-iter1 distribution, boreal forests and cold temperate open
woodlands continue to expand to the north at high latitudes, in response
to the vegetation-induced warming in climate experiment MM4-veg (see sec-
tion 6.1.3). In the VEG-280-iter1 distribution, the tundra still dominates the
high latitudes vegetation and also expand further north in response to high
latitudes warming in climate experiment MM2-veg. At middle latitudes, in
both VEG-500-iter1 and VEG-280-iter1 distributions, temperate broadleaved
forests develop at the expense of colder conifer forests, and extend to higher
latitudes. In Europe, subtropical biomes remain well productive and warm
temperate mixed forest extend to the north. The thermophilous elements
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Figure 6.30: (a) VEG-500-iter1 and (b) VEG-280-iter1 CARAIB biome
distributions.
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Figure 6.31: (a) VEG-500-iter2, (b) VEG-500-iter3, (c) VEG-280-iter2 and
(d) VEG-280-iter3 CARAIB biome distributions.
also reappear in East and Central Asia. Tropical forest also expand in East
Africa. However, in the VEG-280-iter1 distribution, desert areas develop
in North America in response to the cooling in the experiment MM2-veg,
induced by an increase of the surface albedo in response to the opening of
the landscape in the VEG-280 vegetation distribution (response to positive
vegetation feedback).
The vegetation distributions produced at the next two iterations (respec-
tively VEG-500-iter2, VEG-280-iter2 and VEG-500-iter3, VEG-280-iter3)
show very little changes in comparison to the vegetation distributions pro-
duced at the ﬁrst iteration (see Figure 6.31). Boreal forests or tundra con-
tinue to expand at high latitudes, and temperate forest to extend at mid-
dle latitudes. The desert areas formed in North America in VEG-280-iter1
slightly extend in the following vegetation distributions. In the vegetation
distributions produced at the third iteration the biome diﬀerences in compar-
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ison to the biome distributions produced at the second iteration concern only
a few isolated grid elements and most of the diﬀerences can be attributed to
the biome classiﬁcation procedure, using thresholds to determine the biomes
that can be easily crossed especially at the relatively low resolution of the
experiments.
The successive temperature and precipitation anomalies in response to
the respective vegetation changes are shown in Figure 6.32, for the ﬁrst cli-
mate iteration and both 500 and 280 ppmv CO2 levels, and in Figure 6.33,
for the second iteration and both CO2 levels. The anomalies of the third
iteration are not shown since they are very weak and non signiﬁcant. Due
to the small changes occurring in the vegetation cover at both CO2 levels,
the climate anomalies are very weak and only concern a few regions. East
Africa notably experiences a slight warming linked to the expansion of trop-
ical forest. In North China the development of temperate forest also leads
to a slight temperature increase. However, the opening of the landscape
and development of desert in North America induces slight decreases of the
temperature.
Considering the slight changes obtained in the series of vegetation distri-
butions and climate anomalies, we stopped the iteration procedure after 3
iterations and considered that the vegetation and climate we simulated here
have both reached an equilibrium state. The equilibrium vegetation and cli-
mate state obtained here only slightly diﬀer from the initial ones. However,
in the series of iterations, the forest biomes continue to expand at middle
and high latitudes, especially under a high CO2 level, which in turn slightly
ampliﬁes the warm and humid conditions over the continents. Thus, this
conﬁrms that the consideration of climate and vegetation interactions at the
MMCO helps to improve the climate and vegetation modelling results.
6.1.5 Conclusions
First, the CARAIB results discussed here suggest that the VEG-500 vegeta-
tion distribution produced under a higher CO2 level is in better agreement
with the available proxy-based reconstructions for the MMCO than VEG-
280. The vegetation results also support the climatic results discussed in
Henrot et al. (2010), suggesting that higher than preindustrial concentra-
tions of CO2 are most likely required to reconcile Miocene climate simu-
lations with appropriate climatic reconstructions. Here the increase of the
atmospheric CO2 concentration to higher than preindustrial concentration
contributes to generate a warmer and more humid climate that allows the







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6.1. MMCO CLIMATE AND VEGETATION INTERACTIONS 219
warm forest types to expand poleward and reduces the desert and semi-
desert areas. Moreover, the CO2 concentration increase also impacts on the
biosphere through its fertilization eﬀect and beneﬁts the forest and grassland
ecosystems at the expense of desert. Nevertheless, the VEG-280 vegetation
distribution suggests that the warming and weakening of the seasonal tem-
perature gradient as well as the wetter conditions that prevail in Europe
in response to a lower topography are suﬃcient to allow the thermophilous
trees types to install in Europe at the MMCO. However, due to the lower
productivities of the thermophilous types in Europe, the VEG-280 vegetation
distribution rather suggests the presence in the region of warm mixed forests,
including deciduous temperate and thermophilous trees, in agreement with
Jimenez-Moreno (2006) and Jimenez-Moreno et al. (2008).
Furthermore, the vegetation changes produced under a lower or a higher
CO2 concentration than the present-day one contribute to increase the tem-
perature and precipitation especially on the continents. Therefore, the vege-
tation feedback ampliﬁes the warmer and wetter climatic conditions produced
by Middle Miocene boundary conditions, particularly the lowering of the to-
pography, even in the case of a low CO2 concentration (see MM2-veg results).
Moreover, the vegetation feedbacks at 500 ppmv and 280 ppmv are compara-
ble in terms of magnitude, which suggests that a high CO2 concentration is
not entirely necessary to produce vegetation changes that signiﬁcantly impact
on climate.
In conclusion, the results presented here suggest that vegetation changes
could have played a signiﬁcant role on the MMCO climate, since the veg-
etation feedbacks discussed here contribute to maintain and even amplify
the warm and humid conditions produced in the Miocene climate experi-
ments, even under a low preindustrial atmospheric CO2 concentration. The
vegetation-climate interactions could also provide a complementary, if not
an alternative mechanism, to the large increase of CO2 required by the mod-
els to produce the estimated warming at the MMCO (You et al., 2009;
Tong et al., 2009; Henrot et al., 2010). They could help to reconcile
the proxy-based MMCO climate reconstructions suggesting large warming
at the MMCO (Flower and Kennett, 1994; Zachos et al., 2001; Mos-
brugger et al., 2005; Utescher et al., 2007) and model-based climate
reconstructions.
The climate and vegetation produced at high CO2 concentration
(500 ppmv) are in best agreement with proxy-based climate and vegeta-
tion reconstructions (Mosbrugger et al., 2005; Utescher et al., 2007;
Jimenez-Moreno et al., 2008). Nevertheless, a more precise comparison
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to proxy-data in terms of taxa could improve the comparison of the vegeta-
tion distributions at diﬀerent CO2 concentrations (François et al. (submit-
ted)see Appendix A). The vegetation results presented here are also highly
dependent on the vegetation classiﬁcation used in CARAIB. Recent results
using an extended classiﬁcation including 26 PFTs show that some extended
thermophilous types can be well productive notably in Europe under a prein-
dustrial CO2 level, which better agrees with the pollen analysis (Jimenez-
Moreno, 2006; Jimenez-Moreno et al., 2008), and that tropical types
can also install in southern Europe at atmospheric CO2 concentrations be-
low 500 ppmv (Favre et al., 2010).
Conclusions
In the framework of this study, we have examined climate-vegetation inter-
actions with (1) the dynamic global vegetation model CARAIB, and (2) the
Earth system model of intermediate complexity Planet Simulator. Both
models have been made to interact through an equilibrium asynchronous
coupling procedure. This procedure consists of a series of iterations where
the climate resulting from an equilibrium run of the climate model is used
to drive changes in the equilibrium distribution of vegetation types, which in
turn are fed back into the land surface scheme of the climate model through
surface albedo, roughness length and ﬁeld capacity. The coupled system has
been applied to study the joint evolutions of climate and vegetation during
three relatively well documented geological periods that have experienced
large scale climate and vegetation changes: the Last Glacial Maximum, the
Middle Pliocene and the Middle Miocene.
At a ﬁrst stage, we used the Planet Simulator to investigate the impli-
cations of land surface cover change on the Last Glacial Maximum climate.
We carried out a series of sensitivity experiments, investigating the contri-
butions of the ice sheet expansion and elevation, the lowering of the atmo-
spheric CO2 and of the vegetation cover change on the LGM climate. We
applied the factor separation method of Stein and Alpert (1993), in order
to rigorously determine the diﬀerent contributions of the boundary condition
modiﬁcations, and to isolate the pure contribution of the vegetation cover
change. Our results highlight the dominant cooling and drying eﬀect of the
ice sheet expansion on the global LGM climate. The expansion of ice sheet
contributes to cool the global temperature by 2.6◦C. The next most impor-
tant factors are the lower CO2 concentration in the atmosphere, which cools
the global climate by 2◦C, and the vegetation cover change. Our results sug-
gest that the isolated vegetation contribution may have played a signiﬁcant
role in maintaining cold and dry climatic conditions at the LGM, which is in
good agreement with the results of previous modelling studies (Ganopol-
ski, 2003; Jahn et al., 2005; Schneider von Deimling et al., 2006). The
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expansion of desert and grassland ecosystems, in response to cold and dry
climatic conditions, leads to surface albedo increases that induce an addi-
tional global cooling by 0.9◦C and an additional precipitation decrease of
10 mm/yr, when the vegetation changes are combined with the other bound-
ary conditions changes at LGM. Vegetation changes at the LGM notably
induce strong cooling over the continents of the Northern Hemisphere that
further aﬀect the tropical precipitation and reinforce the southward shift of
the ITCZ, when combined with the ice forcing. Furthermore, the inclusion
of the vegetation feedback in the climate model improves the comparison be-
tween the LGM simulated climate and climatic reconstructions over Eurasia
(Wu et al., 2007).
In a second stage, we used the climate and vegetation models to study the
warm climate and corresponding vegetation changes at the Middle Pliocene.
We simulated the Middle Pliocene climate by following the protocol set up
for the Pliocene Model Intercomparison Project (Haywood et al., 2010) and
using the latest version of the PRISM3D data set (Haywood et al., 2010)
to prescribe initial and boundary conditions for the Planet Simulator. In
addition to the simulation experiments required by that protocol, we also
reconstructed the vegetation distribution of the Middle Pliocene in response
to the simulated climate, using CARAIB, to assess the eﬀect of vegetation
cover changes on the Pliocene climate. Our Middle Pliocene climate sim-
ulation results in a globally warmer (+2.2◦C) and wetter (+3.5%) climate
relative to present-day climate, with a reduced equator-to-pole gradient in
temperature and precipitation. As a consequence, the CARAIB vegetation
distribution shows a reduction of the desert areas at the Middle Pliocene,
and an expansion of forests, especially at high latitudes where boreal and
cold forests replace tundra. These results are in good agreement with previ-
ous climate and vegetation modelling results (Haywood et al., 2009a; Jost
et al., 2009; Salzmann et al., 2008). However, the comparison of the vege-
tation feedbacks on the Middle Pliocene climate, derived from the BIOME4
and CARAIB vegetation models, highlights again the inﬂuence on climatic
results of the vegetation parameterisations used in vegetation models. The
diﬀerences in the vegetation feedbacks calculated from the two vegetation
models mainly reﬂect the diﬀerences in the vegetation parameter values used
in the CARAIB and BIOME4 models rather than vegetation change eﬀects
in response to the simulated climate.
Finally, we also applied the climate and vegetation models to study the
Middle Miocene climate and vegetation. We ﬁrst performed several sensitiv-
ity experiments in order to evaluate the vegetation feedback on the Middle
Miocene climate against the eﬀects of land-sea conﬁguration, oceanic heat
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transfer, topography and atmospheric CO2 concentration changes. Further-
more, we compared the Middle Miocene vegetation distributions simulated
by CARAIB under various CO2 levels with available proxy-based vegetation
reconstructions, and also compared their potential feedback on climate at
diﬀerent CO2 levels. Our results show that a higher than present-day CO2
concentration is necessary to generate a warmer climate at all latitudes at the
Middle Miocene. The increase of the atmospheric CO2 concentration from
280 to 500 ppmv warms the global surface temperature by 2.6◦C. Neverthe-
less, the changes in sea-surface conditions, the lowering of the topography
on land and the vegetation feedback also produce temperature increases that
may, locally, even be stronger than the CO2 induced temperature increases.
The expansion of forest ecosystems, in response to warm and humid climatic
conditions, leads to an additional warming of the global climate by 0.5◦C
and an additional precipitation increase of 19 mm/yr. Our results show that
the vegetation feedback on climate may have contributed to maintain and
even to intensify the warm and humid conditions produced by the other fac-
tors, suggesting that vegetation-climate interactions could help to improve
the model-data comparison for this period. The expansion of warm forest
types poleward and the reduction of the desert and semi-desert areas that
we simulates are in good agreement with proxy-based reconstructions (Mos-
brugger et al., 2005; Utescher et al., 2007). It is, however, the climate
and vegetation produced at high CO2 concentration (500 ppmv) that are
in best agreement with the proxy-based climate and vegetation reconstruc-
tions, suggesting that signiﬁcantly higher than preindustrial concentrations
of CO2 are most likely required to reconcile Miocene climate simulations with
appropriate climatic reconstructions.
In a general way, the results of this thesis highlight the importance of
taking into account the interactions between climate and vegetation in pale-
oclimate modelling. The changes in the surface parameters (surface albedo,
roughness length and rooting depth) in response to the vegetation changes
that occurred during the past periods studied here are suﬃcient to aﬀect the
biophysical processes included in the climate model parameterisation, and
thus to signiﬁcantly impact on climate. Moreover, our results also illustrate
that considering the vegetation feedback on climate helps to improve the
comparison of climate modelling results to proxy-based reconstructions for
the studied periods.
Thus, it would be interesting to apply the vegetation and climate mod-
els to other periods of the more recent or ancient geological past for which
climate models so far failed to reproduce the climatic patterns inferred from
proxy data analysis, such as high-latitude warming inducing the develop-
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ment of dense forests at high latitudes, weakening of the equator-to-pole
temperature gradient, or large scale precipitation changes. For example, the
CARAIB and Planet Simulator models could be used to study the warm
climate of the Paleocene-Eocene Thermal Maximum (PETM, around 55 Ma
BP) that is characterised by an abrupt increase of global temperature coinci-
dent with a massive release of carbon to the oceans and the atmosphere, and
the development of dense and warm (even tropical) forests over the continents
(Bowen et al., 2006; Sluijs et al., 2007). On the other hand, the models
could also be applied to the study of more recent climatic events, such as the
case of the green Sahara during the Holocene climatic optimum some 9000
to 6000 years ago, for which previous modelling studies demonstrated the
important role of climate and vegetation interactions (Ganopolski et al.,
1998; Brovkin et al., 2002).
Nevertheless, the coupling technique that we applied here does not en-
able a complete representation of the climate-vegetation interactions, no-
tably of the biogeochemical processes that are important to understand long
term climate changes. The equilibrium asynchronous procedure has also
shown several limitations in its application. As notably mentioned by Fo-
ley et al. (1998, 2000), this procedure is unable to simulate transient changes
in vegetation and climate and to address the time-dependent nature of the
atmosphere-biosphere response to climate variability. Moreover, the sur-
face energy and water balances are calculated diﬀerently in the climate and
vegetation models. In consequence, the behaviour of the coupled climate-
vegetation model does not guarantee that water and energy are properly
conserved.
Thus, the ﬁrst important topic to be envisaged for future research would
be the improvement of the coupling between the Planet Simulator and the
CARAIB models. To provide a more direct linkage between the atmospheric
and ecological processes, the CARAIB model should be fully incorporated
within the Planet Simulator, replacing the terrestrial component of this lat-
ter. The climate and vegetation could therefore interact through an on-line
coupling. Such a completely coupled climate-vegetation model could no-
tably be used to study the transient evolution of climate and vegetation in
response to boundary conditions changes during the Holocene (11.8 kyr B.P.
to present-day), for which abundant and well-dated pollen records exist. Ad-
ditional developments to produce a fully-coupled PlanetSimulator-CARAIB
model have been done in parallel to the work presented in this study, and
will be the subject of a technical report.
The simulation of realistic transient climate-vegetation evolutions in the
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past, or in the near-future in the framework of global warming scenarii, would
beneﬁt of several improvements in the CARAIB model. The introduction of
a dispersal module into CARAIB should allow to study more accurately the
potential shift and survival of plant species under climate changes. It would
also be interesting to apply CARAIB at the species level to analyse the
response of a selected set of plant species to climate change, since individual
species are probably more vulnerable to climate change than PFTs (Dury
et al., submitted). The introduction of a ﬁre module, in order to take into
account the impact of wild- and human-induced ﬁres on the plant distribution
and mortality, may improve the simulation of future vegetation distribution
(Dury et al., submitted).
Furthermore, a good representation of the climate system mechanisms is
also crucial to model realistic vegetation distributions for past, present and
future periods. The Planet Simulator notably shows some limitations, re-
garding for example the representation of the oceanic circulation and oceanic
processes, and the atmospheric trace gases which may also signiﬁcantly aﬀect
climate and vegetation (e. g., methane (CH4), nitrous oxide (N2O), aerosols).
Ongoing eﬀorts are made at the Hamburg University to couple the Planet
Simulator to the LSG oceanic general circulation model (Maier-Reimer
et al., 1993), thus opening long-term perspectives, not only from a climatic
point of view but also from a biogeochemical point of view (carbon cycle).
Switching to a more complex climate model, such as the atmospheric GCM
ECHAM5 (Roeckner et al., 2003), which is coupled to the oceanic gen-
eral circulation model MPI-OM in the COSMOS framework (Jungclaus
et al., 2006; Wetzel et al., 2006), could also be a possibility to improve
the representation of climate mechanisms, and thus the representation of
climate-vegetation interactions.
Finally, the comparison of climate and vegetation modelling results over
past periods against proxy-based reconstructions are also important to val-
idate the models results, and in the case of mismatch to better understand
the behaviour of the models. Here, the vegetation results have notably been
compared to terrestrial proxy-based reconstructions on the basis of biomes or
plant functional types. It will be interesting to pursue this comparison in ap-
plying a rigorous and more systematic methodology based on precise criteria,




vegetation in Europe: results of
the CARAIB model and
comparison with palaeovegetation
data
In this appendix chapter the complete text of François et al. (submitted) is
reproduced. This paper presents the results of the Late Miocene (Tortonian)
vegetation simulation with CARAIB and describes a new methodology for
comparing vegetation results to palaeo-vegetation and pollen data on the
basis of presence/absence of plant functional types.
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Abstract
The CARAIB (CARbon Assimilation  In  the  Biosphere)  model  is  used  to  study the  vegetation 
distribution  during  the  Late  Miocene  (Tortonian).  In  this  version,  the  plant  classification  is 
specifically  adapted  to  best  represent  Miocene  European  vegetation.  Compared  to  other  plant 
classifications  used in  global  models,  this  adapted classification is  finer,  since it  is  specifically 
developed for European vegetation and it  involves various thermophylous tree types, which were 
present in Europe during the Miocene. The corresponding climatic tolerance parameters are based 
on the study of Laurent et  al.  (2004) for the tree types currently present in Europe and on the 
distribution  of  analogue  species  in  southeastern  Asia  and  North/Central  America  for  the 
thermophylous (sub-tropical) trees. The same classification is used to characterize the palaeoflora at 
the available Late Miocene localities, allowing a model-data comparison at the plant functional type 
*  Corresponding author: Tel. +32-4-3669776 ; Fax +32-4-3669711 ;  e-mail: louis.francois@ulg.ac.be
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level,  rather  than  at  the  biome  level.  The  climatic  inputs  to  CARAIB  are  obtained  from the 
COSMOS atmosphere-ocean general circulation model. The climatic anomalies (Tortonian minus 
Present) derived from COSMOS are interpolated to a higher spatial resolution before being used in 
the  vegetation  model.  These  anomalies  are  combined  with  a  modern  climatology  to  produce 
climatic fields with high spatial resolution (10’x10’). This procedure has the advantage of making 
apparent relief features smaller than the grid cells of the climate model and, hence, makes easier the 
comparison  with  local  vegetation  data,  although  it  does  not  really  improve  the  quality  of  the 
Tortonian climate reconstruction. The new version of CARAIB was run over Europe at this higher 
spatial resolution. It calculates the potential distribution of 13 different classes of trees (including 
cold/cool/warm-temperate, sub-tropical and tropical types), together with their cover fractions, net 
primary productivities and biomasses. The resulting model vegetation distribution reconstructed for 
the Tortonian is compared to available palaeo-vegetation and pollen data. Before performing this 
comparison, the tree taxa present at the various data sites are assigned to one or several model 
classes, depending on the identification level of the taxa. If several classes are possible for a taxon, 
only those that  can co-exist  with the  other  tree  classes  identified  at  the site  are  retained.  This 
methodology is similar to the co-existence approach used in palaeoclimatic reconstructions based 
on vegetation data. It narrows the range of tree types present at the various sites, by suppressing in 
the data the extreme types, such as the cold boreal/temperate and tropical trees. The method allows 
a comparison with the model simulation on a presence/absence basis. This comparison provides an 
overall  agreement  of  53% between  the  model  and  the  data,  when  all  sites  and  tree  types  are 
considered. The agreement is high (> 85 %) for needle-leaved summergreen boreal/temperate cold 
trees (Larix sp.) and for tropical trees, intermediate (> 40 %) for other boreal/temperate cold trees 
and for needle-leaved evergreen temperate cool trees,  broadleaved summergreen temperate cool 
trees  and broadleaved evergreen warm-temperate  trees,  and  poor  (< 40 %) for  most  temperate 
perhumid warm trees. In many cases, the model is shown to be better at predicting the absence than 
the presence, as observed for tropical trees. The modelled distributions of cold boreal/temperate 
trees tend to extend too much towards the south compared to the data. By contrast, model sub-
tropical  trees  (temperate  perhumid warm  and needle-leaf  summergreen  temperate  warm trees) 
appear to be restricted to some limited areas in southern Europe, while they are present in the data 
from central Europe up to at least 50°N.  Consequently, modelled Late Miocene climate appears to 
remain too cold to produce assemblages of trees consistent with the data. The predicted modelled 
trends from the past to the present are in the good direction, but the amplitude remains too small. 
For the simulations to be in a better agreement with the data, higher CO2 levels may be necessary in 
the climate simulations, or possibly other  oceanic  boundary conditions may be required, such as 
different bathymetry in the Panama seaway.
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1. Introduction
The CARAIB model is used to study the vegetation in Europe simulated for the Tortonian (11.61 - 
7.25 Ma). Although the time-span studied coincides with the Late Miocene cooling (Zachos et al., 
2001) and the first presence of sea ice in the Northern High Latitudes (e.g., Darby, 2008) there is 
evidence from various proxy data that climate still was all over warmer and more humid than today, 
especially in the mid- and the higher latitudes. Also latitudinal and longitudinal climate gradients 
were shallower than at present (e.g., Bruch et al, 2007; Fauquette et al., 2007). In the continental 
realm various  proxy data,  such  as  the  plant  and  mammal  fossil  records  and systematics-based 
climate reconstructions allow to quantify continental climates and provide an insight into spatial 
patterns and amplitudes of change in time series all over Europe (e.g., Akkiraz et al., this volume; 
Boehme et al., this volume; Bruch et al. 2007; this volume; Utescher et al., 2009; this volume). 
Using proxy data it is inferred that in Central Europe mean annual temperatures were higher by ca. 
5°C than today (e.g., Mosbrugger et al., 2005), the study of Utescher et al. (this volume) shows 
strong positive temperature anomalies for both, the cold and the warm season for the mid-latitudes 
of Central and Eastern Europe in the 5 °C at a minimum. According to palaeobotanical proxies 
temperature were only slightly raised in the lower latitudes of Europe when compared to present 
(e.g., Utescher et al., this volume) but conditions were all over more humid, a Mediterranean type 
climate did not yet exist (e.g., Bertini, 2003). 
Consistently  Tortonian  phytocoenoses  should  display  a  distinctly  warmer  and/or  more  humid 
aspect, in dependence of its geographical position, when compared to modern potential vegetation.
There exist  numerous qualitative descriptions of the vegetation types recorded in the European 
Tortonian (e.g., Mai, 1995; Eder-Kovar et al., 1996). In more recent times, semi-quantitative and 
quantitative  studies  were  carried  out  on  well  dated  late  Miocene  floras  focussing  on  diversity 
patterns of plant functional types (Utescher et al., 2007a; Eder-Kovar et al., 2008). According to 
these studies deciduous forest  was the dominant zonal vegetation type all  over Central  Europe, 
extending over the former Western Paratethys (Molasse Basin, Styrian Basin, and Vienna Basin) 
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along the north coast of Lake Pannon to the Transcarpathian realm and Ukraine. Depending on the 
region this vegetation may contain a minor proportion of broadleaved evergreen elements (e.g., 
Erdei et al., 2007; Utescher et al., 2007a; Ivanov et al., this volume). Towards the lower latitudes, all 
over Spain,  in the southern Pannonian realm, and in the Eastern Paratethys,  Mixed Mesophytic 
Forests existed. This forest type is characterized by a higher account of broadleaved evergreen trees, 
partly thermophilous conifers are important as well.
 In the Southwest of the study area and along the south coast of the Eastern Paratethys the presence 
of  sclerophyllous  broadleaved  trees  points  to  the  presence  of  a  drier  season  (Utescher  et  al., 
2007a,b). In the East and the Southeast partly open woodlands existed in the earlier part of the time-
span studied (e.g., Ivanov et al., this volume)
The Tortonian was characterized by all over warmer climate conditions with respect to the present 
and is thus an example of a warmer world that may help understand future climate, although it 
cannot  be  considered  as  direct  analogue  for  the  future.  Indeed,  atmospheric  CO2 contents  and 
palaeogeography differ from the present-day situation and prognosticated evolution, as well as the 
rate  of  warming.  In  the  Tortonian  mainly  the  southern  part  of  the  study  area  did  undergo 
considerable palaeogeographic shifts, such as orogenic uplift (e.g., Carpathians), subsidence (e.g., 
Pannonian basin), and volcanism. A large brackish water body, the Lake Pannon, formed as a result 
of plate reorganisation in the Central Paratethys and was filled in by sediment discharge of huge 
river delta systems (e.g., Magyar et al., 1999). In the Tethyan realm the Western Mediterranean 
Basin was opened, except for the Tyrrhenian Sea. Our palaeogeographic maps consider the classical 
connection  between  the  Mediterranean  and  the  Eastern  Paratethys  through the  Bosphorus  area 
(Popov  et  al.,  2004,  2006),  a  concept  which  has  been  recently  severely  questioned  (Melinte-
Dobrinescu et  al.,  2009)  in  favour  of a long and narrow marine gateway through the Balkans, 
particularly through the areas of Skopje and Niš where the connection between the Pannonian and 
Dacic basins took also place (Popescu et al., 2009). It is clear that these specific settings had an 
impact on regional climate and vegetation hampering a direct  comparison with modern or near 
future condition. There is, however, no doubt that on a continent-wide scale, the Tortonian example 
is useful to assess future scenarios.
Also,  palaeoclimatic  and  palaeovegetation  simulations  have  been  performed  for  this  period 
(Steppuhn et al., 2006, 2007; François et al., 2006; Micheels et al., 2007; Gladstone et al., 2007; 
Micheels  et  al.,  2009).  New climatic  simulations  have  been  performed  for  the  Tortonian  with 
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COSMOS (Eronen et al., 2009; Micheels et al., this volume), i.e., the coupled atmosphere-ocean 
general  circulation  model  (AOGCM)  ECHAM5-MPIOM  which  allows  to  better  integrate  the 
oceanic contributions (e.g., opening of oceanic pathways) in the climatic simulation and to produce 
the inputs for the CARAIB dynamic vegetation model. 
The aim of this study is to develop a methodology to validate climate and vegetation model runs for 
some Neogene time slices on the basis of available palaeoflora. We will apply this method to the 
validation of the CARAIB dynamic vegetation model forced with ECHAM5-MPIOM Tortonian 
climatology in Europe. The simulation results will be compared to available palaeo-vegetation data 
of several localities in Europe. This is the reason why the classification of the CARAIB vegetation 
model is specially adapted to the vegetation which was present in Europe during the Miocene, with 
many warm-temperate taxa recorded in the available palaeobotanical records. For the vegetation 
simulation,  15  plant  functional  types  (PFTs)  are  defined  and  13  among  them are  allocated  to 
different classes of trees from arctic to tropical conditions. More precisely, the tree types used in the 
classification can be subdivided into three groups with broadleaved or needle-leaved characteristic: 
temperate cold/cool, temperate warm and tropical PFTs. 
2. The CARAIB model
General description
The CARAIB model (Warnant, 1999; Otto et al., 2002; Laurent et al., 2008) is a global vegetation 
model,  originally designed to study the role of vegetation in the global carbon cycle at present 
(Warnant et al., 1994; Nemry et al., 1996; Gérard et al., 1999) or in the past (François et al., 1998, 
1999, 2006;  Galy et  al.,  2008).  It  is  composed of  five modules  describing respectively (1)  the 
hydrological budget, (2) canopy photosynthesis and stomatal regulation, (3) carbon allocation and 
plant growth, (4) heterotrophic respiration and litter/soil carbon dynamics, and (5) plant competition 
and biogeography. The model contains a given set of herbaceous and tree plant functional types 
(PFTs),  which  can  share  the  same grid  cell.  For  each  of  these  PFTs,  the  model  calculates  the 
temporal evolution of 2 carbon reservoirs in the plant (metabolic and structural carbon) and 3 in the 
soil (metabolic and structural litter, soil organic carbon). By contrast, the evolution of the soil water 
content  in  the  root  zone  is  calculated  for  all  PFTs  together  by  the  soil  hydrological  module, 
assuming that all  PFTs share the same soil  water reserve. The same module also evaluates any 
possible amount of snow present on the grid cell. The model time step is 1 day for updating all 
water and carbon reservoirs, but photosynthesis and plant respiration are calculated every two hours 
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and,  hence,  take  into  account  non-linear  effects  associated  with  the  variation  of 
photosynthetic/respiration fluxes over the day. Vegetation cover is updated once a month for herbs 
and  once  a  year  for  trees.  Herbs  are  assumed  to  grow  below  trees,  except  if  environmental 
conditions are such that no tree can survive on the grid cell. Consequently, herb photosynthesis is 
limited by the amount of light transmitted through the tree canopy. The input climatic fields which 
are necessary to run the model are: (1) the diurnal mean air temperature (Td  = 0.5(Tmax+Tmin)), (2) 
the  diurnal  amplitude  of  air  temperature  change  between  day  and  night  (∆T =  Tmax-Tmin),  (3) 
precipitation (P), (4) air relative humidity (RH), (5) percentage of sunshine hours (SH) and (6) wind 
speed (v). Daily values of all these variables are needed. They are derived from monthly mean 
values by using a stochastic generator (Hubert et al., 1998).
The hydrological module (Hubert et al., 1998; François et al., 2006) evaluates the average soil water 
content in the root zone, the snow cover and all related water fluxes. Daily precipitation P is the 
only prescribed water flux. It is separated into its rain and snow components according to the value 
of minimun Tmin and maximum Tmax temperature over the day. Snow is stored in a single reservoir 
assumed to cover indifferently the soil and the vegetation. The fraction of the grid cell covered by 
snow is parameterized as a square root function of the content of this reservoir (snow depth). Over 
this fraction, snow evaporates at the potential evapotranspiration rate (PET). Snowmelt occurs if 
Tmax exceeds 0°C, at  a rate proportional to the value of this temperature in °C. The fraction of 
precipitation intercepted by the foliage and re-evaporated is  parameterized as a function of the 
canopy leaf area index (LAI) and of the ratio P/PET. This parameterization was developed on the 
basis  of  a  reservoir  model  for  leaf  surface  water  using  a  1-minute  time  step  and  assuming  a 
statistical  distribution  of  the  precipitations  during  the  day.  Potential  evapotranspiration  PET is 
calculated according to Penman's equation (e.g., Mintz and Walker, 1993). Surface soil evaporation 
and vegetation transpiration are represented as a single flux in the model, evaluated as the minimum 
between a supply and a demand function. The supply function depends on the soil water content, 
while the demand function is equal to PET - Esnow - Eint, where Esnow and Eint are the evaporation of 
snow  and  intercepted  water  respectively.  Vertical  drainage  at  the  bottom  of  the  soil  layer  is 
calculated as a free drainage flux corresponding to the current soil conductivity, which is evaluated 
as a function of soil water content and soil texture (Saxton et al., 1986). When the soil layer reaches 
saturation, the excess water is evacuated as surface runoff, but this is relatively rare in the model. 
Soil  water  stress  impacts  the  photosynthesis  of  each  PFT through  a  decrease  of  the  stomatal 
conductance,  a  reduction  of  the  leaf  area  index  and,  under  most  severe  stress  conditions,  an 
enhanced plant mortality rate.
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The  canopy photosynthesis and stomatal regulation module is based on Farquhar et al.’s (1980) 
model  for  C3 and  Collatz  et  al.  (1992)  for  C4  plants.  Stomatal  conductance  is  related  to  net 
assimilation using the parameterization developed by Ball et al. (1987) and modified to take into 
account the effect of soil water in a similar way to Van Wijk et al. (2000). The canopy is divided 
into 16 layers of equal thickness (∆LAI=0.5) in terms of leaf area. The top layers are filled with the 
tree leaves, while the bottom layers are filled with the herb leaves. Transfer in the canopy of solar 
direct and diffuse radiation follows the model of Goudriaan and van Laar (1994). Photosynthesis is 
first evaluated for the trees present on the grid cell, filling from the top the model layers separately 
for each tree PFT. The number of filled layers is such that the LAI of each tree PFT corresponds to 
its amount Cleaf of leaf carbon calculated in the plant growth module, through the relationship LAI = 
SLA ⋅ Cleaf, where SLA is the specific leaf area (i.e., leaf area per gram of leaf carbon) of the PFT. 
Then, the average LAI of the tree canopy is calculated weighting each individual LAI by the cover 
fraction of each tree. The photosynthesis of the herbs is calculated by filling towards the bottom the 
remaining canopy layers, starting at the level corresponding to this average tree LAI (i.e., a level 
where solar radiation has been attenuated by the average tree canopy). Again, the number of filled 
layers corresponds to the current amount of leaf carbon calculated for each herb PFT. Note that 
herbs are assumed to have slightly higher SLA values compared to trees,  consistently with our 
assumption that herbs grow under trees and that acclimation of species to shade conditions tends to 
increase SLA (Chabot et al., 1979; Meziane and Shipley, 2001; Simioni et al., 2004).  This canopy 
model provides an implicit scheme of competition for light between trees and herbs.
The carbon allocation and plant growth module allocates photosynthetic products to the metabolic 
(leaves and fine roots) and structural (wood and coarse roots) carbon reservoirs.  This module also 
evaluates the autotrophic respiration and litter production fluxes. Autotrophic respiration is divided 
into maintenance and growth respiration. The former is proportional to the carbon content of the 
pool  and varies  exponentially with temperature,  while  the  latter  is  proportional  to  the biomass 
increase. Only part of the structural pool (sapwood) is subject to respiration. Litter is produced by 
the  mortality  of  metabolic  and  structural  tissues,  through:  (1)  seasonal  leaf  fall  and  fine  root 
turnover of deciduous species, (2) plant death due to natural regeneration of the canopy, and (3) 
plant death due to unfavourable climatic conditions (Otto et al., 2002). The growth rate of each 
plant carbon reservoir (metabolic or structural) is obtained as the difference between the carbon 
allocated to the reservoir and the respiration and litter production fluxes.
The  heterotrophic  respiration  and  litter/soil  carbon module  calculates  heterotrophic  respiration 
rates, as well as the time evolution of metabolic litter, structural litter and soil carbon reservoirs. 
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Heterotrophic respiration is a function of temperature, soil moisture and depends linearly on the 
reservoir content (Nemry et al., 1996). This module is not directly useful in the present study.
The plant competition and biogeography module evaluates the cover fractions of all tree and herb 
PFTs on each grid cell of the studied geographical area. Seed production, as well as their dispersal 
and germination is not explicitly described in the current version of CARAIB. As a result, a priori 
PFT-dependent climatic requirements must be fulfilled prior to the installation of PFTs on a grid 
cell. The first requirement is that the yearly sum of daily temperatures above 5°C (growing degree-
days GDD5) exceeds a given threshold GDD5ming. The second requirement is the necessity of some 
cold  period  during  the  winter  for  non-tropical  PFTs,  i.e.,  that  the  coldest  monthly mean  night 
temperature (Tcm) is lower than a given threshold Tmaxg. Similarly dry PFTs are assumed to require at 
least one dry month for germination to be possible, i.e., the minimum monthly soil water content 
(SW) calculated by the hydrological model must be below a threshold SWmaxg. Other parameters 
having a strong impact on the geographical distribution of PFTs are the air temperature threshold 
(Tmins) below which temperature stress occurs, and similarly the soil water threshold (SWmins) below 
which water stress occurs. When such extreme temperature or soil water conditions are reached, 
plant mortality is enhanced which is translated through a strong increase of the litter production rate 
with respect to the baseline rate. The values of these parameters controlling PFT germination and 
stress conditions are derived from a statistical analysis of the modern distribution of the PFTs (see 
below). In each vegetation storey (trees or herbs), the cover fraction of each PFT is assumed to be 
proportional  to  its  net  primary  productivity  (NPP)  multiplied  by  a  factor  ξ representing  the 
germination probability of the PFT. In the current version of the model, this weighting factor is set 
to 0 if climatic requirements for germination are not met, and to 0.4 for coniferous trees and 1 for 
other  PFTs  if  the  climatic  conditions  are  favourable  to  germination.  The  lower  germination 
probability of coniferous trees is assumed to reflect the more primitive mode of reproduction of 
gymnosperms  compared  to  angiosperms,  with  less  efficient  pollination  and  probably  less 
competitive  growth  of  seedlings  under  favourable  climatic  conditions.  The  cover  fractions  are 
updated annually in the over-storey and monthly in the under-storey. 
PFT classification and assignment of PFT-dependent parameters
In the current version of the model, we have adapted the original PFT classification (Otto et al., 
2002)  to  the  study  of  the  European  vegetation  in  the  Miocene.  This  new  classification,  first 
proposed by Utescher et  al.  (2007a),  is  presented in  table 1.  It  has been obtained by grouping 
several plant types (“bioclimatic affinity groups”, BAGs) of the classification developed by Laurent 
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et al. (2004) for modern European trees (PFTs 3, 4, 5, 7, 9, 11, 12 and 13), by adding some new 
classes corresponding to warm-temperate trees (PFTs 6, 8 and 10) and by keeping the classes of the 
original CARAIB classification (Otto et al., 2002) for tropical trees (PFTs 14, 15) and herbs (PFTs 1 
and 2). 
Laurent  et  al.  (2004)  have  defined  a  new classification  of  modern  European  vegetation.  They 
compared the observed geographical ranges of 320 taxa to the climate distribution in Europe using a 
discriminant analysis. From this analysis, they calculated the potential geographical ranges of all 
these taxa  and then applied a  hierarchical  clustering using  these  potential  ranges  to  define  the 
bioclimatic affinity groups of European plants. Thirteen BAGs were defined for the trees. For each 
of these, the above-mentioned parameters controlling plant stress and germination in CARAIB were 
derived  by  selecting  5% or  95%  thresholds  in  the  climatic  potential  distribution  of  the  BAG 
(Laurent et al., 2008). More precisely, a one-year series of daily temperature series was produced 
over  Europe using CARAIB weather  stochastic  generator  (Hubert  et  al.,  1998).  This  stochastic 
series is renormalized in such a way that the monthly mean temperature is equal to the monthly 
climatological value in New et al.’s (2002) database (average climate for 1961-1990 period). From 
this series, a map of the distribution of GDD5 was produced over Europe and put in correspondence 
with the potential geographical range of each BAG. The parameter GDD5ming was then set to the 5% 
quantile in the GDD5 distribution of the BAG. Similarly, Tmins was obtained as the 5% quantile in 
the  BAG’s  distribution  of  the  temperature  of  the  coldest  day in  the  simulated  year.  The  other 
parameters  were  obtained  from  monthly  values.  Tmaxg was  taken  as  the  95%  quantile  in  the 
distribution of the coldest monthly mean night temperature Tcm. In the current study, temperate tree 
PFTs were obtained by merging together several BAGs: PFT 3 corresponds to BAGs 4, 5 and 6 of 
Laurent et al. (2004), PFT 4 to BAG 2, PFT 5 to BAG 1, PFT 7 to BAG 7, PFT 9 to BAG 8, PFT 11 
to BAGs 12 and 13, PFT 12 to BAGs 10 and 11, and PFT 13 to BAG 9. The parameters controlling 
germination and stress for the PFT were obtained by retaining the most extreme value among those 
of all BAGs belonging to the same PFT. They are listed in table 2.
PFTs 6, 8 and 10 correspond to warm-temperate trees that are at present distributed in the Southeast 
of Northern America and Southeastern China where they grow under Cfa (warm-temperate, fully 
humid with hot summers) climate conditions (Kottek et al., 2006). These PFTs are almost absent 
from  the  natural  vegetation  of  Europe  today.  These  PFTs  were  present  in  Europe  during  the 
Miocene. They disappeared from the region with the development of the Pleistocene glaciations but 
are good analogues for the European Miocene warm-temperate tree flora. Digitized maps of these 
species have been used to produce present gridded distribution maps of PFTs 6, 8 and 10 in these 
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regions. These distribution maps have been put in correspondence with the gridded climatology of 
New et al. (2002) to derive the values of CARAIB germination and stress parameters for each of 
these PFTs (table 2), using the same method as for the BAGs. 
The PFT classes corresponding to herbaceous species (PFTs 1 and 2) and to tropical trees (PFTs 14 
and 15) are taken from the earlier version of CARAIB (Otto et al., 2002). Because of the absence of 
precise distribution maps for these PFTs, the germination and stress parameters were adjusted to 
roughly reproduce their large scale distribution in global vegetation maps. 
Other PFT-dependent parameters apart from those controlling germination and stress are used in 
CARAIB, such as those related to photosynthesis, stomatal regulation, phenology, etc. In general, 
these parameters were set to their corresponding value in the earlier version of CARAIB, depending 
on the different characteristics of the PFT: vegetation storey (tree or herb), photosynthetic scheme 
(C3 or C4), leaf type (broadleaved or needle-leaved) and phenology (evergreen, summergreen or 
raingreen) (Warnant, 1999). 
Biome assignment scheme
CARAIB produces as outputs  the cover  fractions of all  PFTs on every grid cell  of  the studied 
region. However, it is useful to transform this information on the abundance of plant type into a 
biome type characterizing each grid cell. Such a biome assignment scheme is useful essentially for 
the visualizing the model results, but should not be used for comparing these results with the data. 
Indeed, the biome limits are rather imprecise and the biome classification generally varies from one 
author to the other. For this paper, we have adapted the biome assignment scheme of CARAIB. This 
biome  assignment  scheme  is  presented  in  table  3.  It  will  be  used  to  provide  synthetic  maps 
illustrating the overall vegetation distribution in the model. Comparison with the data (section 5) 
will be performed at the PFT level. The scheme contains a set of threshold conditions on GDD5, 
total NPP (NPPtot) and LAI (LAItot) of the grid cell, the ratio R of herbaceous NPP to tree NPP, the 
LAI of trees (LAItree), the fraction of C4 herbs (fC4) in the under-storey, the fraction of different 
types of trees and the dominant tree NPP. Most important thresholds are: permanent ice or polar 
desert is assumed to occur for GDD5 < 50, (extreme) desert for NPPtot = 0, tundra for 50 ≤ GDD5 ≤ 
500 and LAItree < 0.8, semi-desert for NPPtot ≠ 0 and LAItot < 0.3; grasslands occur for R > 0.8 and 
LAItree < 0.8, open woodlands for R > 0.8 and LAItree ≥ 0.8; forests occur for R ≤ 0.8, their types 
being determined by the relative abundances of the different tree PFTs present in the over-storey. 
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3. Design of the simulations
The climatic inputs for the CARAIB vegetation model are derived from the COSMOS atmosphere-
ocean general circulation model (AOGCM)  (e.g.,  Jungclaus et al.,  2006; Roeckner et  al.,  2003, 
2006). The atmospheric component of the model is ECHAM5 (Roeckner et al., 2003) at a resolution 
of T31 (i.e., a resolution of 3.75°×3.75° in longitude-latitude). The oceanic component is MPIOM 
(Marsland et  al.,  2003).  This fully coupled AOGCM allows taking into account  the impacts  of 
palaeogeographical  changes  on  ocean  circulation  and  climate,  considering  possible  ocean-
atmosphere dynamical feedbacks. We use the ECHAM5-MPIOM simulation performed by Eronen 
et al. (2009) and Micheels et al. (this volume) for the Tortonian. Most important palaeogeographic 
changes in this Tortonian climate simulation with respect to the present-day control include the 
opening of the Panama seaway, a southward shift of Australia and the inclusion of the Paratethys 
and the Pannonian Lake in Europe. Orography was also changed with generally lower mountain 
elevations in the Tortonian, including a reduction by 70 % of the mean elevation of the Tibetan 
Plateau and the Alps and the removal of the Greenland ice sheet. Finally, another important change 
is  the  use  of  a  proxy-based  Tortonian  palaeovegetation map  as  boundary  conditions  in  the 
ECHAM5 atmospheric model, with more forests and less desert areas than today. More detail on the 
COSMOS model  and  the  design  of  the  Tortonian  climate  simulation  can  be  found in the two 
publications mentioned above. 
We interpolated to 10’x10’ resolution over Europe the anomalies between this Tortonian simulation 
and the present control simulation and then combined these interpolated fields with the present-day 
climatology of New et al. (2002), using a method similar to François et al. (2006). All necessary 
monthly input fields for the CARAIB model,  mean temperature,  diurnal temperature amplitude, 
precipitation, percentage of sunshine hours (derived from cloudiness), relative humidity and wind 
speed were prepared in that way. Note that the model climatic anomalies between the Tortonian and 
Present implicitly contain climate changes associated with the elevation reduction in the Alps and 
other mountain  ranges,  which  was considered  in  the  climate  simulation.  Consequently,  the 
interpolated fields take these orographic changes into account, at least at coarse resolution. In view 
of the very poor knowledge of palaeorography, no attempt was made to integrate the elevation 
reduction at  finer resolution in  the  interpolation method. Daily mean fields of climate variables 
were then obtained from the weather generator implemented in CARAIB (Hubert et al., 1998) for 
mean and diurnal amplitude of air temperature, as well as for precipitation, using renormalization to 
ensure  that  the  monthly  value  is  not  altered.  For  the  percentage  of  sunshine  and  air  relative 
humidity, stochastic generation was not used, but two different values are defined for wet and dry 
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days in each month, again chosen so that the monthly value is matched. For wind speed, the daily 
value is just linearly interpolated between months.
For  this  study,  a  palaeogeographic  map  for  the  late  Miocene  is  used  (Popov  et  al.,  2004) 
representing  the  time  span  from  8.5  to  7.0  Ma.  As  discussed  in  the  Introduction,  this 
palaeogeographic reconstruction is based on the classical connection  between the Mediterranean 
and the Eastern Paratethys through the Bosphorus area (Popov et al., 2004, 2006). No attempt was 
made to incorporate in our high resolution maps at 10’x10’ the new concept of a long and narrow 
marine gateway through the Balkans, as proposed by Melinte-Dobrinescu et al. (2009). Indeed, the 
palaeogeography of the Paratethys in the climate model simulations was based on the reconstruction 
of Popov et al. (2004) and, moreover, the Balkan gateway is a rather small-scale feature that cannot 
be captured at the coarse resolution of the climate model, preventing any meaningful sensitivity test. 
In  order  to  have  a  plane  projection,  the  palaeogeographic  map  in  polar  projection  has  been 
deformed. This transformation explains the curved boundary in the northern part of Scandinavia 
(figure 1). This boundary is actually the northern border of the map in the conic projection used by 
Popov et al. (2004).  Similarly, the straight line cutting the western part of North Africa between 
approximately  28°N  and  34°N  is  not  a  shoreline,  but  the  western  limit  of  the  original 
palaeogeographic map. Moreover,  compared to the maps for the present day,  the Tortonian one 
extends further to the East and less to the North. The palaeocontinents are digitized at the 10’x10’ 
resolution used in the CARAIB model.
Some  continental  grid  cells  of  the  Tortonian  correspond  to  marine  cells  in  the  present-day 
distribution. In the anomaly method explained above, the modern climatology for these points is 
needed. These climatic data are not available in New et al. (2002)’s (continental) dataset. Present-
day marine climatological data could be used, but this may generate artificial discontinuities in the 
palaeoclimatic reconstruction, due to the present-day climatic gradient existing between marine and 
continental areas, but also to possible inconsistencies (e.g., different resolutions) between available 
marine data and New et al. (2002)’s climatology. In order to avoid such discontinuities, New et al. 
(2002)’s climatology has been extrapolated on all palaeocontinental grid cells that  are currently 
marine  grid  cells,  using  an  inverse  distance  weighted  mean  on  most  proximal  present-day 
continental  cells  (i.e.,  in a circle  of prescribed radius that  can be progressively increased if  no 
continental grid cell is found).  
Finally, no change in CO2 is assumed between the present and the Tortonian in the vegetation model 
(thus, the model assumes no change in CO2 fertilisation). A pre-industrial value of 280 ppmv is 
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adopted  in  both  simulations,  because  the  present-day  distribution  of  potential  vegetation 
(unperturbed vegetation) in the CARAIB model has been calibrated with a pre-industrial CO2 level, 
despite the fact that the 1961-1990 climate fields of New et al. (2002) were used. This CO2  level 
“seen by the vegetation” is slightly lower than the value of 360 ppmv (Micheels et al., this volume) 
used in the COSMOS climatic simulation (also not changed between present and Tortonian). In any 
case both values fall in the range of proxy-based CO2 levels reconstructed for the Late Miocene 
(e.g., Pagani et al., 2005; Demicco et al., 2003). Moreover the fertilisation effect which would result 
from increasing CO2 from 280 to 360 ppmv (to be consistent with the value used in the climate 
model)  would  non  negligibly  impact  the  absolute  values  of  net  primary  productivities  and 
biomasses  of  the  PFTs,  but  not  their  relative  values,  implying  only small  changes  on the  PFT 
distribution. This is particularly true of the tree distribution, which is analysed here and compared to 
palaeovegetation data. This comparison, which mainly focuses on the presence and absence of the 
tree PFTs and not on their absolute productivity, is probably not very sensitive to atmospheric CO2, 
as far as only the fertilisation effect is concerned (i.e., without any effect of CO2 on the climate 
system).
4. Simulation results
    
Figure 1 shows the distribution of modelled air temperature and precipitation anomalies (Tortonian 
minus Present) interpolated over Europe and northern Africa palaeogeographic maps, for average 
winter and summer climatic conditions. In general, the Tortonian appears warmer than the present 
in southern Europe and the Mediterranean region,  with a  reduced seasonal  amplitude,  while in 
western and northern Europe, modelled Tortonian climate tends to be cooler than today. In winter, 
the air temperature anomaly is up to +4°C in North Africa and around the Paratethys. In summer, a 
similar warming trend is observed in northern Africa, as well as over the western Paratethys and 
Turkey, but with a slightly reduced magnitude. Over the rest of Europe a cooling is observed. This 
cooling is particularly strong around the eastern Paratethys (-4°C) and over the British Iles (-2 to 
-3°C). 
As discussed by Micheels et al. (this volume), the Miocene simulation is globally warmer than the 
present-day control, mostly as a result of land cover (albedo) change: removal of ice sheets in the 
high latitudes and  expansion of forests at the expense of deserts and steppes in lower latitudes. 
Moreover,  in  mountainous  areas,  the  reduction  of  elevation  also  contributes  to  warming.  In 
Northern Africa, the warming is particularly strong, as a result of the replacement of the Sahara 
desert by grassland and savannah vegetation. The warming in Southern Europe is also presumably 
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the result of this regional change in climate, with some possible effect of elevation reduction in the 
Alps and neighbouring mountain ranges. In high latitudes, warming is generally observed as a result 
of the ice albedo feedback, except in Northern Atlantic and Northern Europe where a cooling is 
observed. This cooling results from the opening of the Central American Isthmus, which results in a 
weaker northward heat transport in the Atlantic Ocean.  
Concerning  precipitations,  the  conditions  are  generally  more  humid  except  around  the 
Mediterranean Sea during winter and in the western part of the Paratethys and on the Atlantic side 
in  summer.  The  strong  precipitation  increase  in  mid-latitude  Europe  between  50°N and  60°N, 
especially marked in the winter season, is linked to an increased moisture flux with the westerlies in 
the Tortonian simulation (Micheels et al., this volume).
The monthly minimum soil water calculated by the CARAIB vegetation model is shown in figure 2. 
This parameter is an indication of water stress undergone by plants in the model. This minimum can 
be expected to occur in the summer months, but the exact month may vary from one grid cell to the 
other. Thus, the Tortonian field results directly from the combination of the summer temperature 
and precipitation changes discussed above. In a general way, the water stress in the Tortonian is 
more  severe  in  the  southern  part  of  the  study area  and  less  pronounced  in  the  northern  part, 
consistently with the summer warming and/or reduced precipitation observed in the south and the 
summer cooling with increased precipitation in the north. The most significant drying occurs in 
Anatolia, northern Africa, central Spain, western France and on the northern shoreline of western 
Paratethys. No significant change occurs in Greece and the Balkans, as well as in Italy. Wettening 
occurs around the eastern Paratethys, especially on the northern and eastern shorelines, in central 
Russia and over the British Isles.
In term of biomes illustrated in figure 3, even if most of Europe is covered by cool-temperate mixed 
and temperate broadleaved deciduous forests as for the present day, the results for the Tortonian 
simulation shows the presence of warmer vegetation types like the warm-temperate mixed forest 
growing under fully humid Cfa climate conditions  around the  Adriatic  Sea and in  the north of 
Turkey.  Warm-temperate  mixed forests  (which  include  Mediterranean-type  trees,  PFT 5 and 9) 
colonize the area surrounding the western part of the Paratethys and an extension of the tropical 
grassland around the Mediterranean Sea can be observed. In the high latitudes, the boreal/mountain 
forest type seems more widespread compared to the present, but this is partly an artefact due to the 
deformation of the geographic projection.  On the other hand,  some tundra type appears on the 
Lesser Caucasus and on the Greater Caucasus in the Eastern part of the Paratethys area. This can be 
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explained by the air temperature anomaly mentioned about -4°C in summer for this area. 
5. Comparison with palaeovegetation data
Data
Palaeovegetation data for the Late Miocene of Europe are derived from published palaeobotanical 
records from a total of 58 floras. References, geographical coordinates, and available stratigraphical 
information are summarized in Appendix A. The time interval represented by the floras (earlier part 
of  the  Tortonian,  11.61–7.25  Ma)  is  about  contemporaneous  with  the  EEDEN high  resolution 
interval HR2 and also has been intensely studied in the NECLIME program (cf. Bruch et al.., 2007). 
As criteria for selecting the floras, high diversity of the record, and exactness of stratigraphical 
dating are crucial. The floras cover a region extending from Spain in the West to  Armenia in the 
East and Morocco in the South. The spatial distribution of the data points is shown in figure 4. For 
many of the Miocene localities, palaeotemperature and precipitation data are available (Mosbrugger 
and Utescher, 1997; Utescher et al., 2000; Ivanov et al., 2002; Bruch et al., 2004; Mosbrugger et al., 
2005; Bruch et al., 2006; Fauquette et al., 2006; Utescher et al., 2007a). 
Methodology 
The resulting model vegetation distribution reconstructed for the Tortonian is compared to palaeo-
vegetation data as derived from diversities of plant functional types in micro- and megafloras. This 
comparison is allowed by the assignment of tree taxa  present at the various data sites to  one or 
several model  classes,  depending  on  the  identification  level  of  the  taxa.  Since  mega-  and 
microfloras  with  a  variety  of  different  taphonomic  conditions  are  analysed  in  an  integrative 
approach  diversity  of  fossil  taxa  is  regarded,  not  their  frequency.  Thus,  the  bias  caused  by 
taphonomic effects is reduced. The method allows a comparison with the model simulation on the 
basis of presence/absence (Fig. 5).
All  arboreal taxa present in the floral  record are classified according to the model PFT classes 
(Table 1).  The allocation of a fossil taxon to one single, or to several model classes is based on the 
interpretation of the Nearest Living Relative(s) (NLRs). The accuracy of identification thus depends 
on the taxonomic level of identification on NLRs. Consequently, a fossil taxon may contribute to 
several  classes  especially  when  analysing  microfloras  where  NLRs  in  many  cases  are  only 
identified  on  the  family  level.  To  allocate  taxa  to  single  PFTs  that  are  defined  by  climatic 
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thresholds, i.e. to separate between boreal, cool- and warm-temperate PFTs (e.g. PFTs 11 to 13) 
temperature  ranges  for  the  Northern  Hemisphere  vegetation  as  proposed  by  Wolfe  (1979)  are 
employed.  The  corresponding  climate  ranges  for  extant  tree  species  are  available  in  the 
PALAEOFLORA database (Utescher and Mosbrugger, 1990–2010).
If several classes are possible for a taxon, only those that can co-exist with the other tree classes 
identified at the site are retained. This methodology is similar to the coexistence approach used in 
palaeoclimate reconstructions from the palaeobotanical record. It narrows the range of tree types 
present at the various sites by suppressing in the data the extreme end members, such as the cold 
boreal/temperate  and  tropical  PFTs.  These  can  be  indicated  by  taxa  representing  a  variety  of 
different PFTs but can be in conflict with a taxon representing one single, incompatible PFT. 
To eliminate PFTs in conflict with such taxa, a PFT co-existence table was constructed (table 4). 
This co-existence table was not obtained directly from data, but from the overlapping between PFTs 
in a CARAIB simulation over Europe and Southeastern Asia. The use of the model was necessary, 
because an excessively large amount of data on species distribution would be required to evaluate 
geographic overlapping of PFTs. With the already significant number of data that we assembled in 
this study, it is likely that the overlapping would have been less reliable when estimated directly 
from the data without using the model, than when derived from a model simulation over a relatively 
large domain. Moreover, the overlapping is probably significantly modified by present-day land use 
(crops, forest plantations, etc), meaning that potential rather than actual PFT distribution should be 
used. The model somehow transforms the geographical distribution of PFTs into a corresponding 
distribution in the climatic space, so that the model distribution is actually a potential distribution, 
which is exactly what is needed to assess PFT affinity. The accuracy of the method to establish 
overlapping of PFTs thus depends mostly on the amount and accuracy of the species distribution 
data that have been used to estimate the parameters controlling PFT distribution in the model (i.e., 
mainly the parameters listed in table 2).
The co-existence table is used to evaluate the likelihood for the presence of each PFT at each site, 
according to the six following categories: absent, inconsistent, unlikely, likely, very likely, present. A 
programme was written  for  this  purpose.  First,  all  PFTs to  which  at  least  one  taxon has  been 
unequivocally assigned are considered as present. Similarly, all PFTs that have not been allocated 
any taxa are considered as absent. Then, all remaining PFTs are tested for consistency with all other 
present or potentially present PFTs, using the co-existence table, as illustrated in table 5 for PFT 11 
at  Vilella site in Spain.  This procedure results  in the tested PFT to be classified in one of the 
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remaining categories, inconsistent, unlikely, likely or very likely. For PFT 11 at Vilella, for instance, 
the  resulting  category is  unlikely.  The  same procedure  repeated  for  all  tree  PFTs provides  the 
following results for Vilella: 
Absent: 7, 8, 14
Inconsistent: 15
Unlikely: 3, 11, 12
Likely: 4
Very likely: 5, 6, 10, 13
Present: 9
The presence/absence status  of the PFTs can then be decided from these likelyhood levels,  by 
setting for instance the threshold for the presence between unlikely and likely, i.e., by retaining the 
last three categories for the presence and the first three for the absence (table 6). By setting the 
threshold at this level, we eliminate PFTs 15, 3, 11 and 12. Consequently, the method has eliminated 
the  most  extreme  PFTs  among  those  that  were  identified  as  potentially  present,  i.e.,  the  cold 
boreal/temperate  tree  PFTs  (3,  11),  a  cool-temperate  one  (12)  and  the  tropical  one  (15)  were 
eliminated. Setting a stricter threshold for the presence between likely and very likely would have 
also eliminated the other cool-temperate PFT (4). In that case, only warm-temperate types would 
have been kept. Conversely, a softer threshold placed between inconsistent and unlikely would only 
eliminate the tropical PFT. So, it looks quite probable that tropical trees were absent from this site, 
but it is less certain that cold boreal/temperate trees were also absent. This hierarchy in the level of 
certainty may be taken into account when comparing the model results with the data in terms of 
presence or absence.
In order to compare model results with data not only on a presence/absence basis, but also on an 
abundance basis (fig. 5), we calculate a biodiversity fraction for each PFT at each data locality. This 
biodiversity fraction (fbio) is reported in table 6 for the Vilella site as an example.  It is evaluated by 
calculating the proportion of the taxa, which were assigned to the relevant PFT. In this calculation, 
when more than one PFT is attributed to a given taxon, a double weight is given to the most likely 
PFT. Table 7 illustrates this calculation in the case of Vilella. This biodiversity fraction is a measure 
of the diversity of the PFT in the palaeoflora. It is likely, however, that the biodiversity fraction will 
be higher when the PFT abundance is higher. Under this hypothesis, it is possible to compare model 
and data on the abundance level. The hypothesis may not be true, but the biodiversity fraction is 
probably the most reliable indicator of abundance, in the case of macrofloras. Indeed, the relative 
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abundance of macroremains in the flora is probably a poor indicator of the actual abundance of the 
taxa  or  PFTs.  In  the  case  of  pollen  sites,  the  PFT abundances  may be  estimated  from pollen 
abundances, which is a more reliable indicator. This would not change the model-data comparison 
methodology presented here. However, the use of the biodiversity fraction allows to use the same 
methodology for macro- and micro-floras and thus to combine both types of localities in the same 
study.  
Results
The PFT distribution maps including the agreement level with the data are shown in figure 6 for 
cold/cool-temperate PFTs, in figure 7 for warm-temperate PFTs and in figure 8 for tropical PFTs. 
For  each  PFT,  the  cover  fraction  in  the  over-storey  is  plotted  and  the  comparison  with 
palaeovegetation is indicated at the different sites by a circle in case of agreement between data and 
model for the presence/absence status of the PFT, and by a diamond in case of discrepancy. In the 
model, the agreement is tested over the 10’x10’ grid cell containing the site. The color inside the 
circle or the diamond at each site indicates the biodiversity fraction of the PFT derived from the 
analysis of the data (tables 6 and 7). 
Among the temperate cold/cool PFTs (Fig. 6), except for the needle-leaved evergreen temperate 
cool trees, most agreements result from the absence of the PFTs in the simulations, in particular for 
the needle-leaved summergreen boreal/temperate cold trees. However, the number of agreements is 
quite small for cold/cool PFTs. For many sites, these PFTs are simulated in the vegetation model, 
but they are absent from the palaeovegetation data. Moreover, when the PFT is both present in the 
simulation and in the data, as is often the case for needle-leaved evergreen temperate cool trees 
(PFT 4), the biodiversity fraction of the PFT in the data is usually lower than the cover fraction in 
the model, suggesting that the PFT is less well-represented in the palaeoflora than in the model. In 
term of palaeoclimate, these results clearly indicate that the model appears significantly colder than 
what the data suggest. 
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Concerning the warm-temperate PFTs (Fig. 7), when the classes are simulated in the localities, this 
often leads to an agreement. It is the opposite than for the temperate cold/cool PFTs: disagreements 
arise from the too small number of simulated presence in the vegetation model. This conclusion is 
particularly  obvious  for  the  needle-leaved  evergreen  temperate  perhumid  warm,  needle-leaved 
summergreen temperate warm and the broadleaved evergreen temperate perhumid warm PFTs. 
For tropical PFTs (Fig. 8), model and data agree at most sites, because these PFTs are generally not 
present in the data, while the model does not simulate them. This conclusion must be taken with 
caution,  because  at  many sites  as  illustrated  for  Villella  in  Spain,  the  tropical  PFTs have  been 
eliminated from the list of present PFTs, since they resulted from multiple allocation of taxa and 
they were not considered as most likely PFT for any of these taxa. 
6. Discussion and conclusion
As stated above the Tortonian is characterized by warmer conditions than today, especially in the 
mid- and higher latitudes. This is quite obvious when regarding the available palaeovegegation data, 
where the presence of warm-temperate PFTs in the arboreal vegetation is indicated for most sites 
over Europe, even up to 55° northern latitude (fig. 7). As shown by the biome distribution in the 
control run (fig. 3) cold boreal/temperate and cool-temperate vegetation types and corresponding 
PFTs today are present in the latitudinal range between 45° and 55° N, except for coastal areas of 
Western  France  and  the  northern  coast  of  the  Black  Sea  where  a  warm-temperate  biome  is 
modelled. Using PFT coexistence table and likelihood analysis tropical PFTs (PFTs 14;15) in the 
primary data obtained from the flora lists (cf. Utescher et al., 2007a) are now excluded for most of 
the sites being considered as incompatible or unlikely (fig. 8). The presence of PFT 14 in two sites 
of  the  Eastern  Paratethys  (Emetovka,  Valea  Neagra)  refers  to  the  record  of  legume-type  taxa 
(Acacia sp.).  In Central  and Northeastern Spain representatives of the Bombacaceae,  Olacaceae 
families and the Cassia genus point to a very warm climatic aspect of the vegetation.
According to this study broadleaved summergreen cold- to cool-temperate arboreal PFTs (PFTs 11, 
12) are absent from almost all fossil sites located in the study area (fig. 6). All boreal cold and most 
cool-temperate PFTs are excluded by likelihood analysis (see above) while the primary data of the 
fossil  record  do  not  provide  an  unequivocal  solution  because  many  conifer  and  broadleaved 
summergreen arboreal genera cover the climatic range from cool- to warm-temperate (Utescher et 
al., 2007a). However, implications on a complete absence of cold- and cool-temperate PFTs has to 
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be treated with caution because not all of floral remains have been embedded near their habitat. In 
many cases a provenance of such components from higher altitudes is probable (e.g., pollen grains 
belonging to the Abies, Picea, Tsuga genera; cf. e.g., Jiménez-Moreno 2005; Syabryaj et al., 2007; 
Ivanov et al., this volume) or cannot be excluded (pollen grains of many deciduous trees presently 
common in the mid-altitudes of mountain areas). In these cases PFTs would have been present that 
are excluded using the present methodological approach. Consequently, tests using softer thresholds 
have do be performed to study this problem.
The taxonomic composition of the assemblages recorded at the different localities and the PFT table 
obtained from likelihood considerations can also be directly translated in  terms of large biome 
classes, using a classification scheme similar to, but simpler than the one used in the model (table 
3). As shown in Figure 4 warm-temperate forest types result for the parts of the study area were 
palaeobotanical data are available. A mainly deciduous forest with PFT 13 as dominant component 
is mainly distributed over the Central Paratethys and in the Northwest (Juteland). Most of the sites 
south of 45° N and in the Eastern Paratethys indicate a “mesophytic” forest vegetation characterized 
by a high proportion of trees requiring humid and warm conditions (PFTs 6; 10) in the over-storey 
cover fraction (Fig. 5). Even up to latitudes higher than 50°N sites are allocated to this vegetation 
type. However, both sites in this region (Klettwitz, Zukunft fruit and seed floras) both dating from 
the earliest part of the time slice grew under specific edaphic conditions (peat bog) and do not 
represent zonal vegetation. It is known that edaphic conditions may lead to erroneous results when 
the attempt is made to reconstruct zonal vegetation (e.g.,  Eder-Kovar et  al.,  2008). In peat bog 
communities evergreen and in many cases also thermophilous elements tend to be overrepresented 
(e.g. Utescher et al., 2000) while alluvial wetland vegetation has a “deciduous bias” (e.g., Eder-
Kovar and Kvaček, 2003). It is known that most of the localities of the Central Paratethys presently 
studied represent the latter type (Erdei et al., 2007). As is the case for stratigraphical uncertainties 
the present approach does not allow access to  this  problem because most  plants  are  present  in 
azonal communities and zonal as well (e.g., Utescher et al., 2007a) 
Unlike the direct reconstruction from proxy data modelling provides area-wide data. 
Figure 9 illustrates the model-data comparison in term of warm tree PFTs fractions (“warm” = 
warm-temperate + tropical types). The interpretation of the results is clear, the abundance of warm 
PFTs is significantly higher in the data than in the model. This has to be expected when regarding 
temperature anomalies obtained for the Tortonian model run with respect to the control run (fig. 1) 
where especially the western part of Central Europe, in addition summer temperatures in the East 
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show no change or even cooling with respect to present-day conditions. Correspondingly, cooler 
vegetation types such as cool-temperate mixed forest and temperate deciduous forest result from the 
CARAIB run for those areas. Warm-temperate,  “mesophytic” forest,  so common in proxy data-
based reconstructions are suggested by the model only for the coastline of Adriatic Sea, and along 
the south coast of the Black Sea (Fig. 3) where the simulation of the atmosphere shows a strong 
positive anomaly (fig. 1). Other regions in the lower latitudes are too dry (cf. Negative anomalies in 
fig. 1) in the model for the existence of a fully humid vegetation type. Consequently the biome 
model shows open woodlands.
The quality of the model-based reconstruction can also be tested by kappa statistics (table 8). For 
each tree PFT, number and proportion of localities are listed where presence (p) or absence (a) of 
the group is compared between the data (first index) and the model simulation (second index), the 
“kappa” for absence and for presence and the percentages of agreement. It appears that several PFTs 
show a better agreement due to the absence in the simulation than on the basis of the presence. This 
is especially true for the tropical PFTs 14 and 15. These tropical types are present in a total of 4 
localities, but never are simulated by the CARAIB vegetation model. 
The overall  percentage of  localities  where there is  agreement  between model  and data  (%Agr) 
remains very small (< 30 %) in the case of the warm-temperate PFTs 6, 8 and 10. These PFTs are 
present in the data at most localities, while they are absent in the model at all localities, except at 
one of them where PFT 6 is simulated. Other warm-temperate PFTs (5, 9 and 13) have intermediate 
percentage of agreement, ranging between 43 and 52 %. Cold- and cool-temperate PFTs 3, 4, 11 
and 12 have also intermediate levels of agreement, since these PFTs are usually absent from the 
data and present in the model. The agreement is, however, slightly larger for cool PFTs than for cold 
ones. An exception is PFT 7 (corresponding to  Larix species), for which the agreement is high, 
since the data indicate its presence at only one locality and the model simulates this PFT only in 
northern and north-eastern Europe where there are no localities. The tropical PFTs also show high 
percentages of agreement for essentially the same reason (absence in the model and also in the data 
after  the  likelihood  test),  as  already discussed  above.  These  results  may be  dependent  on  the 
threshold in likelihood levels used to separate absence and presence in the data. The sensitivity of 
the  model-data  comparison  to  this  threshold  is  explored  in  table  9.  Lowering  the  threshold 
significantly increases the agreement for cold boreal/temperate PFTs 3 and 11. Rising the threshold 
increases the agreement for needle-leaved cool-temperate PFT 4 and for warm-temperate PFTs 6, 8 
and 10. This result indicates that the presence of PFTs 6, 8 and 10 in the data is not certain at some 
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localities. Overall, the percentages of agreement are on average larger for the higher threshold.
Summarizing up the discussion it can be stated that the 
temperatures presently used as forcing for the CARAIB model run as obtained from the coupled 
ocean-atmoshere modelling study of a Tortonian time slice (Micheels et al., this volume) are higher 
for Europe than in previous published simulations. However, comparing the vegetation modelled on 
the basis of these climatic fields using the new method developed here, the warm PFTs are still 
much less abundant in the model reconstruction than in the data. The reason might be linked to a 
too strong reduction of the northward Atlantic ocean heat flux in the Tortonian climate simulation, 
in response to the  opening of the Central American Isthmus. The intensity of this reduction, and 
hence the reconstructed climate for Europe, may depend on the bathymetry and the exact land-sea 
configuration within and around the Isthmus,  which are  not  known precisely and/or  cannot  be 
represented accurately in the model due to the limited resolution. Another possible reason of the 
model-data  mismatch  may be  related  to  the  atmospheric  CO2 level  used  in  the  model.  Large 
uncertainties remain on Neogene atmospheric CO2 and higher values than those used here cannot be 
excluded.  Finally, another important limitation of the simulations is that the vegetation model is not 
coupled to the climate model, so that climate cannot respond to the modelled vegetation changes. 
For  the  Middle  Miocene,  Henrot  et  al.  (submitted)  have  shown that  the  impact  of  vegetation 
changes is to warm many parts of the continents, including Europe. Thus, the absence of vegetation 
feedbacks  may  also  be  at  the  origin  of  the  too  cold  European  climate  simulated  here  by  the 
COSMOS model for the Tortonian. However, the effect is probably limited, since the COSMOS 
model  was  forced  with  a  vegetation  reconstructed  specifically  for  the  Tortonian  and  not  with 
present-day vegetation.  
The new approach that we have developed in this paper looks to be a powerful tool to check the 
reliability of palaeoclimate modelling by independent data. It allows a comparison of the modelled 
vegetation with the flora recorded at the various localities, at the plant functional type level in a way 
fully consistent between model and data. Contrary to most previous model-data comparisons, this 
new approach does not rest on the biome concept, which is not a directly observable feature of 
vegetation and whose classification may vary from one author to the other and involves the use of 
many ecosystem parameters that are not accessible in the palaeoflora. This is especially important 
for Miocene floras for which the information is sparser and less precise than for Pleistocene and 
Holocene plant  assemblages.  Biomes are  reconstructed only to  provide a  synthetic  view of  the 
model  results  and the data,  but  they are  not  used in  the comparison.  Moreover,  the method is 
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applicable both to macro-flora and pollen data. It allows for a locality-wise adjustment of proxy 
data-based vegetation reconstruction and quality of modelled data. 
In  the  moment  work  is  in  progress  to  refine  the  approach.  Additional,  non-arboreal  PFTs  are 
included to better represent Neogene vegetation. Further efforts are made to improve the climatic 
definition  of  the  PFTs  and  the  classification  of  the  Neogene  floral  record.  This  last  point  is 
particularly important, since the modelled PFT distribution in the vegetation model is quite sensitive 
to the values of the thresholds (table 2) chosen for cold/drought stress and germination parameters. 
The climatic definition of the PFTs and the Neogene floral record depends on: (1) an appropriate 
choice  of  NLR species  for  each fossil  taxa,  (2)  the  availability  of  precise  (high  resolution) 
distribution ranges of these NLR species for present-day, and (3) the way these NLRs species are 
assembled into PFT classes. 
None  of  these  steps  is  obvious  and  each  of  them  can  add  significant  uncertainties  to  the 
palaeovegetation reconstruction  and  the  model-data  comparison.  Future  work  should  focus  on 
improving these steps and reducing the associated uncertainties, in order to achieve a strong and 
reliable method to test climate/vegetation model simulations for Neogene time slices.  
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Table 1. Classification of the model PFTs used in this paper: correspondence between main species 
or families and PFTs.
PFT name Main species or families belonging to the PFT
1 C3 herbs all C3 herbaceous plants
2 C4 herbs all C4 herbaceous plants
3 Needle-leaved evergreen boreal/temperate cold trees Cupressaceae, Juniperus, Juniperus communis, Abies,  
Picea abies, Pinus, Pinus sylvestris
4 Needle-leaved evergreen temperate cool trees Abies alba, Taxus, Chamaecyparis, Picea omorika,  
Pseudotsuga menziesi, Sequoia sempervirens, Thuja 
orientalis, Tsuga diversifolia
5 Needle-leaved evergreen temperate dry warm trees Cedrus, Pinus halepensis, Pinus pinaster, Cupressus,  
Tetraclinis
6 Needle-leaved evergreen temperate perhumid warm trees Sciadopitys, Cathaya, Keteleeria, Taiwania, Torreya,  
Athrotaxis
7 Needle-leaved summergreen boreal/temperate cold trees Larix decidua
8 Needle-leaved summergreen temperate warm trees Taxodium, Glyptostrobus
9 Broadleaved evergreen temperate dry warm trees Olea europaea, Pistacia, Phillyrea, Quercus ilex,  
Quercus suber, Arbutus, Dalbergia, Ocotea, Quercus 
troyana
10 Broadleaved evergreen temperate perhumid warm trees Alangium,  Castanopsis,  Fatsia  japonica,  Gordonia,  
Lindera,  Magnolia  virginiana,  Neolitsea,  Reevesia,  
Symplocos yunnanensis, Persea indica
11 Broadleaved summergreen boreal/temperate cold trees Alnus, Alnus glutinosa, Corylus avellana, Quercus, ,  
Populus, Tilia, Betula, Salix
12 Broadleaved summergreen temperate cool trees Acer campestre, Carpinus betulus, Fagus sylvatica,  
Tilia platyphyllos, Acer, Fraxinus excelsior, Tilia  
cordata, Ulmus, Aesculus rubicunda, Populus  
cathayana, Quercus castaneaefolia, Quercus lobata,  
Tilia japonica, Ulmus davidiana, Quercus robur
13 Broadleaved summergreen temperate warm trees Castanea, Juglans, Ostrya, Quercus pubescens,  
Craigia, Diospyros lotus, Halesia, Liquidambar 
formosana, Quercus benthamii, Sassafras,
14 Broadleaved raingreen tropical trees Acacia, Bursera, Dendropanax, Gironniera




Table 2. PFT-dependent parameters controlling plant stress and germination (see text). Soil water 
thresholds SWmins and SWmaxg refer to available soil water in relative units,  i.e.,  in terms of the 
variable (W-WP)/(FC-WC) where W, WP and FC are respectively the amount of soil water, the 








1 C3 herbs -60.0 0.01 - - 50 1
2 C4 herbs 0.0 0.01 - - 3500 1
3 Needle-leaved evergreen boreal/temperate cold trees -43.0 0.16 3.2 - 532 0.4
4 Needle-leaved evergreen temperate cool trees -14.7 0.18 3.1 - 1186 0.4
5 Needle-leaved evergreen temperate dry warm trees -7.4 0.09 6.1 0.38 2398 0.4
6 Needle-leaved evergreen temperate perhumid warm trees -3.8 0.28 14.1 - 3383 0.4
7 Needle-leaved summergreen boreal/temperate cold trees -60.0 0.25 -2.7 - 350 0.4
8 Needle-leaved summergreen temperate warm trees -14.9 0.17 12.1 - 3671 0.4
9 Broadleaved evergreen temperate dry warm trees -7.4 0.07 6.8 0.43 2442 1
10 Broadleaved evergreen temperate perhumid warm trees -3.4 0.27 13.6 - 3546 1
11 Broadleaved summergreen boreal/temperate cold trees -34.0 0.18 3.3 - 542 1
12 Broadleaved summergreen temperate cool trees -23.9 0.16 2.9 - 1086 1
13 Broadleaved summergreen temperate warm trees -12.6 0.15 4.1 - 1771 1
14 Broadleaved raingreen tropical trees 11.8 0.02 - 0.30 6250 1
15 Broadleaved evergreen tropical trees 11.8 0.18 - - 6250 1
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Table 3. Biome classification used in the model. 
PFT name GDD5
(°C day)
NPPtot LAItot R LAItree fC4 Other conditions D
1 Ice/Polar Desert < 50
2 Desert ≥ 50 0
3 Semi-desert > 500 ≠ 0 < 0.3
4 Tundra [50-500] ≠ 0 < 0.8
5 Tropical grassland > 500 ≠ 0 ≥ 0.3 > 0.8 < 0.8 > 0.5
6 Temperate grassland > 500 ≠ 0 ≥ 0.3 > 0.8 < 0.8 ≤ 0.5
7 Tropical savannah ≠ 0 ≥ 0.3 > 0.8 ≥ 0.8 > 0.5
8 Warm-temperate open woodland ≠ 0 ≥ 0.3 > 0.8 ≥ 0.8 ≤ 0.5 fmed+fstrop > 0.05
9 Cold temperate/boreal open woodland ≠ 0 ≥ 0.3 > 0.8 ≥ 0.8 ≤ 0.5 fmed+fstrop ≤ 0.05
10 Tropical rainforest ≠ 0 ≥ 0.3 ≤ 0.8 ftrop > 0.67 15
11 Tropical seasonal forest ≠ 0 ≥ 0.3 ≤ 0.8 ftrop > 0.67 14
12 Warm-temperate mixed evergreen forest, fully 
humid
≠ 0 ≥ 0.3 ≤ 0.8 fstrop+ftrop > 0.67 6,8,10
13 Warm-temperate broadleaved evergreen forest / 
dry season
≠ 0 ≥ 0.3 ≤ 0.8 f9 > 0.67
14 Warm-temperate conifer forest ≠ 0 ≥ 0.3 ≤ 0.8 fndl > 0.67 5






16 Temperate broadleaved deciduous forest ≠ 0 ≥ 0.3 ≤ 0.8 fbdec > 0.67
17 Cool-temperate conifer forest ≠ 0 ≥ 0.3 ≤ 0.8 fndl > 0.67 3,4,7








19 Boreal/montane forest ≠ 0 ≥ 0.3 ≤ 0.8 fcold > 0.8
GDD5 = growing-degree-days above 5°C cumulated over one year
NPPtot = total NPP of the grid cell
LAItot = total leaf area index of the grid cell (herbs + trees)
LAItree = leaf area index of the over-storey (trees)
R = NPP(herbs)/NPP(trees) = ratio of herb NPP (PFTs 1-2) to tree NPP (PFTs 3-15)
fC4 = cover fraction of C4 herbs in the under-storey
fi = cover fraction of tree PFT i in the over-storey
fcold = f3 + f7 + f11 = cover fraction of boreal/temperate cold trees in the over-storey
fbdec = f11 + f12 + f13 = cover fraction of broadleaved summergreen boreal/temperate trees in the over-storey
fndl = f3 + f4 + f5 + f7 = cover fraction of temperate needle-leaved trees in the over-storey
fmed = f5 + f9 = cover fraction of temperate dry warm trees (Mediterranean) in the over-storey
fstrop = f6 + f8 + f10 = cover fraction of humid warm trees (from Cfa climates) in the over-storey
ftrop = f14 + f15 = cover fraction of tropical trees in the over-storey
D = dominant tree PFT
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Table  4.  Co-existence  probability  levels  (or  “affinity”  levels)  between  tree  PFTs  under  the 
classification defined in table 2. H = high affinity of PFTs, M = moderate affinity of PFTs, L = low 
affinity of PFTs, I = improbable co-existence of PFTs. These affinity levels have been determined 
from the overlapping of PFTs in a simulation of CARAIB over Europe and southeastern Asia. Let 
Ni (reported below) be the number of 10’x10’ grid cells covered by PFT i in this simulation, and Nij 
the number of grid cells covered both by PFT i and PFT j (i.e., intersection between i and j).  The 
probability to find PFT j in the distribution area of PFT i is p = N ij/Ni, while the probability to find 
PFT  j  at  random  over  the  studied  area  (Europe  +  southeastern  Asia)  is  p0 =  Nj/Ngrid,  where 
Ngrid=114777 is the total number of grid cells in the simulation. Affinity levels have been scaled 
according to r = (p/p0)-1, a parameter (analogous to kappa statistics) that varies between -1 (no 
overlap between PFTs i and j) and +1 (perfect match between the areas of PFT i and j).  r = 0 
corresponds to random overlapping.  In the current study,  the affinity levels are defined here as 
follows: H (r > 0.40), M (0.10 < r < 0.40), L (-0.60 < r < 0.10), I (r < -0.60).
PFT 3 4 5 6 7 8 9 10 11 12 13 14 15 Ni
3 H H L L H L L L H H H I I 62876
4 H H H M H M H M H H H I I 31080
5 L H H H L H H H L M H I I 11271
6 L M H H I H H H L L H H H 13907
7 H H L I H I L I H H M I I 40643
8 L M H H I H H H L L H H H 15000
9 L H H H L H H H L M H L I 14902
10 L M H H I H H H L L H H H 14384
11 H H L L H L L L H H H I I 58239
12 H H M L H L M L H H H I I 46712
13 H H H H M H H H H H H I I 30028
14 I I I H I H L H I I I H H 3995
15 I I I H I H I H I I I H H 4029
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Table  5.  Determination  of  the  likelihood  level  that  a  specified  PFT  was  present  at  a  given 
palaeovegetation data site. The case of PFT 11 (Broadleaved summergreen boreal/temperate cold 
trees) at Vilella site in northern Spain (EU_VILELLA, 42.3°N, 2.9°E) is illustrated. Each taxon 
observed in the database for this site is allocated to one or several PFTs. Then, the affinity level of 
all allocated PFTs with PFT 11 is derived from table 4 (H = high affinity, M = moderate affinity, L = 
low affinity, I = improbable co-existence).  For each taxon, the highest affinity level is selected to 
provide the taxon affinity score with PFT 11. Finally, the smallest affinity score is selected among 
all taxa to get the global affinity score of PFT 11 at the site. A global affinity score of L is obtained, 
meaning that one or several taxa having at the best “low affinity” with PFT 11 are present at the 
site. Consequently, the presence of PFT 11 is considered as unlikely. Indeed, global affinity scores 
of L and I are considered to yield respectively likelihood levels of unlikely and inconsistent. Global 
affinity scores of H and M are normally considered to yield a likelihood level of likely, except if the 
PFT has been ranked as most likely PFTs for at least one taxon (in which case the PFT is assigned a 
likelihood level of very likely). The most likely PFT for each taxon is the one, among all possible 
PFTs for this taxon, that reaches the highest global affinity score expressed in term of the parameter 
r = (p/p0)-1 (see legend of table 4). 
Observed fossil taxa
(EU_VILELLA) 







Abies sp. 3, 4, 6 H, H, L H 6
Acer intergerrimum 12, 13 H, H H 13
Acer pyrenaicum 11, 12, 13 H, H, H H 13
Acer sp. 11, 12, 13 H, H, H H 13
Alnus occidentalis 11, 12, 13 H, H, H H 13
Cedrela sp. 9, 10, 15 L, L, I L 9
Cryptomeria rhenana 4, 6 H, L H 6
Fagus pristina 12, 13 H, H H 13
Juglandaceae sp. 11, 12, 13 H, H, H H 13
Lauraceae 9, 10, 13, 15 L, L, H, I H 9
Ostrya sp. 11, 12, 13 H, H, H H 13
Persea princeps 9, 10, 15 L, L, I L 9
Pinus sp. 4, 5, 6 H, L, L H 5
Quercus drymea 10, 15 L, I L 10
Quercus hispanica 9, 10, 11, 12, 13 L, L, H, H, H H 9
Quercus mediterranea 9 L L 9
Tsuga moenana 4, 6 H, L H 6
Zelkova zelkovaefolia 12, 13 H, H H 13
Fagus gussonii 12, 13 H, H H 13
Betula insignis 11, 12, 13 H, H, H H 13
Populus tremulaefolia 11, 12, 13 H, H, H H 13
Fraxinus numana 11, 12, 13 H, H, H H 13
                         
Global affinity score of PFT 11 at EU_VILELLA L
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Table 6. Global affinity scores, likelihood levels, presence/absence status and biodiversity ratios of 
tree PFTs in the palaeoflora observed at  Vilella site in northern Spain (EU_VILELLA, 42.3°N, 
2.9°E). Global affinity scores of a PFT with the other PFTs observed at  the site are defined as 
follows: H = high affinity, M = moderate affinity, L = low affinity, I = improbable co-existence. A 
negative sign indicates that no taxa have been allocated to the PFT, a positive sign indicates that at 
least  one taxon has been unequivocally allocated to the PFT. Likelihood levels  are obtained as 
explained in the legend of table 5. The threshold between absence (A) and presence (P) status is 
placed  between  unlikely and  likely.  For  all  PFTs  that  are  considered  as  present  (P status),  a 
biodiversity fraction is evaluated, by calculating the proportion of taxa in the palaeoflora that were 
allocated to that PFT, using weighting factors that are doubled when the PFT is the most likely one 
(see table 7).










3 Needle-leaved evergreen boreal/temperate cold trees L unlikely A 0.000
4 Needle-leaved evergreen temperate cool trees M likely P 0.057
5 Needle-leaved evergreen temperate dry warm trees H very likely P 0.023
6 Needle-leaved evergreen temperate perhumid warm trees H very likely P 0.102
7 Needle-leaved summergreen boreal/temperate cold trees - absent A 0.000
8 Needle-leaved summergreen temperate warm trees - absent A 0.000
9 Broadleaved evergreen temperate dry warm trees + present P 0.152
10 Broadleaved evergreen temperate perhumid warm trees H very likely P 0.098
11 Broadleaved summergreen boreal/temperate cold trees L unlikely A 0.000
12 Broadleaved summergreen temperate cool trees L unlikely A 0.000
13 Broadleaved summergreen temperate warm trees H very likely P 0.568
14 Broadleaved raingreen tropical trees - absent A 0.000
15 Broadleaved evergreen tropical trees I inconsistent A 0.000
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Table 7. Calculation of the biodiversity fraction of PFTs. The case of the flora from Vilella site in 
northern Spain (EU_VILELLA, 42.3°N, 2.9°E) is illustrated. Allocated tree PFTs are listed for each 
taxon recorded in the flora, after elimination of the PFTs for which the status is absent (see table 6). 
The most likely PFT occurs first. The cumulated occurrence of each PFT is evaluated by counting 
the number of taxa to which the PFT has been allocated. In the calculation, a fractional amount 
(occurrence level) is assigned when several PFTs have been allocated to the same taxon, the most 
likely PFT being attributed a double weight. The cumulated occurrence is then divided by the total 




(from most to 
less likely)
PFT occurrence level
3 4 5 6 7 8 9 10 11 12 13 14 15
Abies sp. 6, 4 0.33 0.67
Acer intergerrimum 13 1
Acer pyrenaicum 13 1
Acer sp. 13 1
Alnus occidentalis 13 1
Cedrela sp. 9, 10 0.67 0.33
Cryptomeria rhenana 6, 4 0.33 0.67
Fagus pristina 13 1
Juglandaceae sp. 13 1
Lauraceae 9, 13, 10 0.50 0.25 0.25
Ostrya sp. 13 1
Persea princeps 9, 10 0.67 0.33
Pinus sp. 5, 6, 4 0.25 0.50 0.25
Quercus drymea 10 1
Quercus hispanica 9, 13, 10 0.50 0.25 0.25
Quercus mediterranea 9 1
Tsuga moenana 6, 4 0.33 0.67
Zelkova zelkovaefolia 13 1
Fagus gussonii 13 1
Betula insignis 13 1
Populus tremulaefolia 13 1
Fraxinus numana 13 1
Cumulated occurrence
0 1.25 0.50 2.25 0 0 3.33 2.16 0 0 12.5 0 0
Biodiversity fraction 0 0.057 0.023 0.102 0 0 0.152 0.098 0 0 0.568 0 0
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Table 8. Agreement percentages for the comparison between data and model for each PFTs. The 
first index is for the data and the second for the model simulation (n=number of sites, q=proportion 
of sites, a=absence and p=presence). K_a and K_p are the “kappa” parameters for absence and 
presence respectively: 
€ 
K _ a= 2 n _ a a
n _ a a+ n _ a p






K _ p= 2 n _ p p
n _ p a+ n _ p p





%Agr is the percentage of agreement in term of presence/absence:
€ 
% A g r= n _ p p+ n _ a a
n _ t o t
 
PFT n_tot n_aa n_ap n_pa n_pp q_aa q_ap q_pa q_pp K_a K_p % Agr
3 58 24 32 0 2 0.414 0.552 0 0.034 -0.143 1 44.8
4 58 7 6 19 26 0.121 0.103 0.328 0.448 0.077 0.156 56.9
5 58 8 9 24 17 0.138 0.155 0.414 0.293 -0.059 -0.171 43.1
6 58 15 0 42 1 0.259 0 0.724 0.017 1 -0.953 27.6
7 58 52 5 1 0 0.897 0.086 0.017 0 0.825 -1 89.7
8 58 13 0 45 0 0.224 0 0.776 0 1 -1 22.4
9 58 9 7 21 21 0.155 0.121 0.362 0.362 0.125 0 51.7
10 58 11 0 47 0 0.19 0 0.81 0 1 -1 19.0
11 58 26 30 0 2 0.448 0.517 0 0.034 -0.071 1 48.3
12 58 24 24 2 8 0.414 0.414 0.034 0.138 0 0.6 55.2
13 58 0 0 30 28 0 0 0.517 0.483 0 -0.034 48.3
14 58 53 0 5 0 0.914 0 0.086 0 1 -1 91.4
15 58 54 0 4 0 0.931 0 0.069 0 1 -1 93.1
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Table 9. Sensitivity of the percentage of agreement (%Agr; see table 7) between model and data to 
the choice of the threshold in likelihood levels used to separate presence and absence in the data. 
%Agr_low corresponds to a threshold placed between  absent and  unlikely, %Agr to the standard 
threshold between unlikely and likely (as in table 7), and %Agr_high to a threshold between likely 
and very likely.
PFT %Agr_low %Agr %Agr_high
3 56.9 44.8 44.8
4 56.9 56.9 65.5
5 43.1 43.1 43.1
6 20.7 27.6 37.9
7 89.7 89.7 89.7
8 22.4 22.4 48.3
9 53.4 51.7 50.0
10 17.2 19.0 29.3
11 56.9 48.3 46.6
12 56.9 55.2 55.2
13 48.3 48.3 46.6
14 91.4 91.4 91.4
15 93.1 93.1 93.1
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FIGURE AND CAPTIONS
Fig. 1. Maps of air temperature and precipitation anomaly (Tortonian minus Present) over Europe 
for winter (DJF) and summer (JJA)
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Fig. 2. Maps of the monthly minimum soil water for the Present and for the Tortonian
Fig.  3.  Simulations  of  the  potential  vegetation biomes calculated with  the CARAIB vegetation 
model for the Present and for the Tortonian. Biome classification is defined in Table 3.
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Fig. 4. Geographic distribution of the palaeovegetation data. The names of the localities and the 
coordinates are given in Appendix A. A biome type has been assigned to each locality on the basis 
of the observed palaeoflora, using a similar but simplified scheme with respect to the model.
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Fig. 5. Methodology of the comparison with the available data
Fig. 6. Model-Data comparison in term of PFT presence and abundance for temperate cold/cool 
PFTs. The shape of the symbol at each locality refers to the agreement status between model and 
data:  a  circle  corresponds  to  agreement  in  terms  of  presence/absence  and  a  diamond  to  a 
discrepancy. The colour code corresponds to PFT cover fractions for the model results  (overall 
distribution) and to PFT biodiversity fractions for the data (within each symbol).  
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Fig. 7. Model-Data comparison in term of PFT presence and abundance for temperate warm PFTs. 
See legend of figure 6 for the definition of the symbols and colours.
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Fig. 8. Model-Data comparison in term of PFT presence and abundance for tropical PFTs. See 
legend of figure 6 for the definition of the symbols and colours.
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Fig. 9. Model-data comparison for the fraction of warm tree PFTs (“warm” means the sum of all 
warm-temperate and tropical types) at all available sites. Data biodiversity fractions are reported on 
the x-axis, while the model predicted cover fraction of these “warm” PFTs in the over-storey are 
reported on the y-axis. The straight line is a line with 1:1 slope on which the  points would fall if 
there were a perfect agreement. 
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Appendix A
Diversities of plant functional types in the Late Miocene floras analysed. B: Leaf floras; F: Fruit 
and seed floras; M: Macrofloras; P: Palynofloras. N: Number of taxa; N PFT: Number of taxa 
contributing data (a single fossil taxon may contribute to several PFTs). Numbers 3 to 15 refer to 
PFT numbers in Table 1.
Miocene floras analyzed; diversity of trees
Locality name Type Lon Lat N Npft 3 4 5 6 7 8 9 10 11 12 13 14 15
Euras_Hoktemberya P 44.09 40.11 60 27 2 7 3 4 0 2 2 2 7 14 16 2 2
NEUSIEDL B 15.83 47.92 17 17 0 3 0 2 0 1 0 0 3 12 12 1 0
SCHNEEGATTERN B 13.32 48.04 12 12 0 1 1 1 0 1 0 0 3 10 10 0 0
WÖRTH B 15.75 47.02 14 8 0 0 0 0 0 1 0 0 2 7 7 0 0
NEUHAUS B 16.08 46.93 23 21 0 0 1 0 0 1 0 0 6 18 19 1 0
GROSSENREITH B 13.36 48.16 16 14 0 1 1 1 0 1 0 0 2 12 12 0 0
LOHNSBURG B 13.42 48.15 26 23 0 2 1 1 0 1 0 0 6 20 20 0 0
LAAERBERG B 16.27 48.17 35 33 0 2 1 2 0 2 1 2 9 25 25 0 2
VÖSENDORF B 16.33 48.17 44 35 1 3 1 3 0 1 1 1 7 30 30 0 1
MORAVIAN_BASIN B 17.05 48.70 31 26 0 1 0 0 0 1 2 4 5 20 20 0 2
KLETTWITZ_FDP 12 F 13.90 51.55 53 15 3 8 2 7 0 1 0 0 2 4 4 0 0
ZUKUNFT 7A F 6.17 50.82 48 21 0 2 1 1 0 2 0 8 1 9 10 0 6
EUR_Samos P 26.70 37.70 29 17 1 4 1 4 0 2 1 2 6 11 11 0 1
BALATONSZENTGYÖRGY B 18.45 46.70 20 12 0 1 1 1 0 1 2 2 5 9 10 0 1
BÜKKABRANY B 20.75 47.92 22 13 0 0 0 0 0 2 0 0 5 11 11 0 0
ROZSASZENTMARTON B 19.75 47.75 27 22 1 2 0 0 0 2 1 2 5 15 16 1 2
RUDABANYA B 20.63 48.71 40 29 0 2 1 1 0 3 0 2 9 20 21 1 1
SÉ B 16.36 47.15 16 16 0 0 0 0 0 0 0 0 8 16 14 0 0
VISONTA B 20.02 47.75 27 18 0 2 1 1 1 2 2 1 9 12 13 0 0
EURAS_POVOA_3 M -8.90 39.20 16 14 0 0 0 0 0 0 3 2 5 10 11 0 3
DELURENI B 22.58 46.97 22 22 3 6 3 5 0 1 4 3 2 6 9 2 4
OAS_BASIN B 23.25 47.50 20 16 0 0 0 0 0 1 0 1 4 14 15 1 0
VALEA_NEAGRA B 22.80 46.40 86 56 4 8 3 8 0 1 8 9 5 26 29 1 7
DUBONA_II B 20.45 44.31 25 20 0 0 0 0 0 0 2 6 5 14 15 0 5
DURINCI B 20.75 44.52 26 22 0 1 1 1 0 1 3 5 4 13 14 0 5
SREMSKA B 19.45 45.10 11 9 0 2 2 3 0 0 1 2 1 4 4 0 1
EU_VILELLA B 2.90 42.30 22 22 1 4 1 4 0 0 5 5 9 13 14 0 4
EUR_Abezames P -5.80 41.60 82 33 1 3 1 3 0 1 6 5 12 22 23 1 5
EUR_Burgos P -3.70 41.60 59 24 0 2 2 3 0 1 3 4 8 16 17 1 2
EUR_Penafiel P -4.20 41.40 52 21 0 2 2 2 0 1 2 3 8 13 12 0 4
EUR_Torrem 2 P -4.50 42.00 38 14 0 2 1 2 0 1 3 3 8 9 10 1 2
EUR_Arjuzanx P -0.60 44.80 50 24 0 2 1 3 0 0 4 3 11 15 16 1 1
EURAS_SEO_DE_URGELL M 0.30 41.90 64 52 0 1 1 1 0 0 11 9 19 35 38 2 12
EUR_Tarragona_E2 P 1.15 40.84 67 30 3 6 2 7 0 1 5 3 9 16 17 1 2
TERRASSA B 2.16 41.58 26 25 0 0 0 0 0 0 7 11 13 18 20 0 4
EURAS_EMETOVKA P 30.52 46.75 59 27 3 8 4 8 0 0 2 2 10 16 16 1 2
EURAS_W_Ukraina P 31.91 48.86 108 36 4 8 2 7 0 3 0 1 12 23 21 0 1
Ain Mediouna P -4.40 34.40 59 20 0 1 1 2 0 0 5 4 9 11 12 1 4
Alboran A1 P -5.00 36.20 42 15 1 4 1 5 0 2 4 4 4 5 6 1 2
Amberieu P 5.21 45.57 33 21 2 4 2 4 0 1 2 2 8 14 15 1 0
Andalucia A1 P -4.75 36.38 64 21 1 3 1 4 0 0 4 6 5 10 11 1 6
Andalucia G1 P -4.75 36.40 43 16 0 2 1 3 0 1 4 4 5 7 8 1 3
Andance P 4.78 45.23 33 32 2 5 2 6 0 1 3 2 11 18 19 1 0
Duero Basin P -4.00 41.70 80 30 0 3 2 3 0 2 4 5 14 20 21 0 4
Hennersdorf P 16.36 48.11 46 44 3 6 2 7 0 2 1 2 8 16 17 1 1
Mirabel P 4.23 44.37 63 31 3 6 2 7 0 1 2 1 11 21 22 1 0
Montredon P 3.03 43.33 18 18 2 3 1 4 0 0 1 2 3 5 6 1 1
MSD 1 P -3.08 34.35 49 16 0 1 1 2 0 0 6 3 5 7 8 1 3
Nebelberg P 7.61 47.40 66 61 3 6 2 7 0 1 2 3 10 20 21 1 1
Oldenswort 9 P 9.75 54.10 36 27 3 5 0 6 0 1 1 2 12 20 20 0 1
Oued Msoun P -3.60 34.40 57 17 0 2 1 3 0 1 5 3 7 7 8 1 2
Sampsor P 2.00 42.50 70 38 2 4 1 5 0 2 7 4 13 23 24 1 3
Sanavastre P 2.00 42.50 72 33 2 5 1 6 0 3 3 4 12 21 22 1 3
Soblay P 5.37 46.06 37 35 0 1 1 1 0 1 5 3 7 8 9 1 2
Strass 2 P 13.53 48.14 45 24 2 5 1 6 0 2 1 2 8 15 16 1 1
Taza mine P -4.20 34.30 40 12 0 1 1 2 0 0 3 3 6 6 7 1 1
Vaugines P 5.42 43.78 30 29 3 5 1 6 0 1 2 2 4 8 9 1 2
Virgen Vittoria P -2.40 36.90 29 13 1 3 1 3 0 1 3 1 3 8 8 0 1
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Miocene floras analyzed; references
locality name reference
Euras_Hoktemberya Manukyan, L.K., 1977. 
NEUSIEDL Knobloch, E., 1978. 
SCHNEEGATTERN Eder-Kovar, J., 1988.
WÖRTH Eder-Kovar, J., Krainer, B., 1990. 
NEUHAUS Eder-Kovar, J., Hably, L., Derek, T., 1995. 
GROSSENREITH Eder-Kovar, J., 1988. 
LOHNSBURG Eder-Kovar, J., 1988. 
LAAERBERG Berger, W., 1955.
VÖSENDORF Berger, W., 1952. 
MORAVIAN_BASIN Knobloch, E., 1973. 
KLETTWITZ_FDP 12 Mai, D.H., 2001. 
EUR_Samos Chryssanthi, I., Solouniasd, N., 1985. 
BALATONSZENTGYÖRGY Pálfalvy, I., 1977. 
BÜKKABRANY Lászlo, J., 1992. 
ROZSASZENTMARTON Palfalvy, I., 1952. 
RUDABANYA Kretzoi, M., Krolopp, E., Lörincz, H., Pálfalvy, I., 1976. 
SÉ Horváth, E., 1972. 
VISONTA Palfalvy, I., Rakosi, L., 1979. 
ZUKUNFT 7A van der Burgh, J., 1988. 
EURAS_POVOA_3 Pais, J., 1986. 
DELURENI Givulescu, R., 1975. 
OAS_BASIN Givulescu, R., 1994. 
VALEA_NEAGRA Givulescu, R., 1962. 
DUBONA_II Pantic, N., Mihajlovic, D., 1980. 
DURINCI Pantic, N., and Mihajlovic, D., 1980. 
SREMSKA Pantic, N., and Mihajlovic, D., 1980. 
EU_VILELLA Barron, E., 1999. 
EUR_Abezames Valle Hernández, M.F., Salvador de Luna, J.V., 1985a. 
EUR_Burgos Valle Hernández, M.F., Salvador de Luna, J.V., 1985b. 
EUR_Penafiel Rivas Carballo, and Valle Hernández, M.F. 1987
EUR_Torrem 2 Rivas Carballo, M.R., 1986
EUR_Arjuzanx Suc J.-P., Legigan P., Diniz F., 1986. 
EURAS_SEO_DE_URGELL Sanz de Siria, A., 1985
EUR_Tarragona_E2 Bessais, E., Cravatte, J., 1988
TERRASSA Agusti, J., Sanz de Siria, A., Garces, M., 2003. 
EURAS_EMETOVKA Syabryaj et al., 2007., 
EURAS_W_Ukraina Syabryaj et al., 2007.,
AIN MEDIOUNA Bachiri Taoufiq, N., 2000.
ALBORAN A1 Jiménez-Moreno G., 2005.
AMBERIEU Farjanel G., 1985. 
ANDALUCIA A1 Jiménez-Moreno G., 2005. 
ANDALUCIA G1 Jiménez-Moreno G., 2005. 
ANDANCE Bessedik M., 1985. 
DUERO BASIN Rivas-Carballo M.R., 1991. 
HENNERSDORF Jiménez-Moreno G., 2005. 
MIRABEL Naud G., Suc J.-P., 1975. 
MONTREDON Bessedik M., 1985. 
MSD 1 Bachiri Taoufiq, N., 2000. 
NEBELBERG Jiménez-Moreno G., 2005. 
OLDENSWORT 9 Menke B., 1975. 
OUED MSOUN Bachiri Taoufiq, N., 2000. 
SAMPSOR Bessedik M., 1985. 
SANAVASTRE Bessedik M., 1985. 
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SOBLAY Jiménez-Moreno G., 2005.
STRASS 2 Jiménez-Moreno G., 2005. 
TAZA MINE Bachiri Taoufiq, N., 2000. 
VAUGINES Bessedik M., 1985.
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