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Abstract
This paper sets out to study the spectral minimum for operator
belonging to the family of random Schro¨dinger operators of the form
Hλ,ω = −∆+Wper + λVω, where we suppose that Vω is of Anderson
type and the single site is assumed to be with an indefinite sign. Under
some assumptions we prove that there exists λ0 > 0 such that for any
λ ∈ [0, λ0], the minimum of the spectrum of Hλ,ω is obtained by a
given realization of the random variables.
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1 Introduction
Among the most investigated and dealt with operators in the field of math-
ematical physics problems are random Schro¨dinger operators of the form
Hω = −∆+Wper + Vω = H0 + Vω, (1.1)
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where Wper is a Z
d-periodic function and Vω is a random potential having
the Anderson form, i.e Vω(·) =
∑
n∈Zd ωγf(·−γ). See [2, 12], for the physical
motivations.
The study of the spectral theory of operators of the form (1.5) have drawn
the attention of many researchers for the importance of the related results.
In fact, it is linked to the systems evolutions for which the Hamiltonian is
described by (1.5). The goal of this paper is to discuss one of the problems
that remain unsolved: the spectrum location of Hω, precisely the spectrum
infimum. This will be carried out in the case when the single site f does not
have a definite sign.
As the main object is to study the location of the spectrum, let us recall the
following basic results already known on this subject and stated by Kirsch
and Martinelli [2, 3]:
Theorem 1.1
Σ(H,ω) =
⋃
ωγ∈P
Σ
(
−∆+Wper +
∑
γ∈Zd
ωγf(x− γ)
)
. (1.2)
Here P is the set of all periodic sequences {ωn}n∈Zd, with an arbitrary period
such that ωn is in the support of µ for all n and Σ(H) is the spectrum of H.
As has been said above the proof of Theorem 1.1 exists in [2, 3] and is based
on Weyl sequences and probabilistic arguments. Notice that this theorem
reduces the determination of the spectra of random Schro¨dinger operators
for the case of periodic Schro¨dinger operators. As it is well known [9] that
the spectrum of periodic operators have a band structure, this will be the
case for Σ(Hω) with the possibility to close gaps.
Under additional assumptions on f more is known:
Theorem 1.2 If f has a fixed sign, i.e f ≤ 0 or f ≥ 0 and if µ is supported
[ω−, ω+], then
Σ(H,ω) =
⋃
ω∈[ω−,ω+]
Σ
(
−∆+Wper + ω
∑
γ∈Zd
f(x− γ)
)
. (1.3)
In particular,
inf Σ(H,ω) =


inf Σ
(
−∆+Wper + ω
+
∑
γ∈Zd f(x− γ)
)
if f ≤ 0,
inf Σ
(
−∆+Wper + ω
−
∑
γ∈Zd f(x− γ)
)
if f ≥ 0.
(1.4)
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Theorem 1.2 is a simple consequence of Theorem 1.1. Indeed, using (1.2)
and the fact that constant sequences {ωγ = ω ∈ supp µ} ∈ P, we get
that the r.h.s of (1.3) is naturally contained in Σ(H,ω). For the inverse in-
clusion, let (ωγ)γ∈Zd ∈ P be k-periodic and let [a, b] be the n-th band of the
k periodic operator Hω,k = −∆ + Wper +
∑
γ∈Zd
ωγf(x − γ). Let [a1, b2] and
[a2, b2] be the n-th bands of respectively −∆ + Wper + ω
−
∑
γ∈Zd f(x − γ)
and −∆+Wper+ω
+
∑
γ∈Zd f(x− γ) (both seen as k-periodic operators). By
the min-max principle we have a1 ≤ a ≤ a2 and b1 ≤ b ≤ b2. As the bands
of −∆ +Wper + ω
∑
γ∈Zd
f(x − γ) depend continuously on ω, we deduce that
Σ
(
− ∆ +Wper +
∑
γ∈Zd ωf(x − γ)
)
is contained in the r.h.s of (1.3). The
proof of (1.3) is ended by taking into account the fact that these sets are
closed.
For (1.4) it is a simple consequence of monotonicity of the model, it is increas-
ing when f ≥ 0 and decreasing when f ≤ 0. indeed if f ≤ 0, and ω˜γ ≤ ωˆγ
for any γ ∈ Zd then in the sense form we have
−∆+Wper +
∑
γ∈Zd
ωˆγf(x− γ) ≤ −∆+Wper +
∑
γ∈Zd
ω˜γf(x− γ).
The situation is more complicated and different when the single site f changes
the sign, as the monotonicity property is not true in this case. We notice
that recently Lott and Stolz have conjectured [11] that in dimension one, the
spectral minimum of random displacement models is realized through the
pair formation of the single site.
1.1 The Model
Our basic object of study is the so-called Anderson model, a random Schro¨dinger
operator of the form
Hλ,ω = −
d∑
i=1
∂2
∂x2i
+Wper + λ
∑
γ∈Zd
ωγf(x− γ), (1.5)
where,
• Wper is a Z
d-periodic and bounded function.
3
• λ is a positive parameter
• (ωγ)γ∈Zd is a family of independent, identically-distributed random vari-
ables taking values in [ω−, ω+]. We denote by µ the probability distri-
bution.
• For C0 = [−
1
2
, 1
2
], the single site potential f ∈ C∞0 (C0) such that f ∈
l1(Lp(Rd)), with p = 2 if d ≤ 3, p > 2 if d = 4 and p = d/2 if d ≥ 5
and f = f+ + f−, with f+ ≥ 0, f− ≤ 0 and f+ · f− = 0.
By [2, 8], we know that Hλ,ω is an essentially self-adjoint operator on L
2(Rd)
with the domain C∞0 (R
d), we denote by Hλ,ω its self adjoint extension.
It is an ergodic operator so, according to [2, 8], we know that there exist
Σλ,Σλ,pp,Σλ,ac and Σλ,sc closed and non-random sets of R such that Σλ is the
spectrum of Hλ,ω with probability one and such that if σpp (respectively σac
and σsc) design the pure point spectrum (respectively the absolutely continu-
ous and singular continuous spectrum) of Hλ,ω, then Σpp = σpp,Σλ,ac = σλ,ac
and Σλ,sc = σλ,sc with probability one.
1.2 The result
As we will see (subsection2.1) Hλ,ω can be considered as a perturbation of
some periodic operator Hλ,ω−. Let ϕλ,1(x, θ(λ)) be the Floquet eigenfunction
associated to the first Floquet eigenvalue E1(λ, θ) of Hλ,ω−. Let (θk(λ))1≤k≤m
be the points where E1(λ, θ) attains its minimum. We set
A(0) =
(
〈fϕ0,1(·, θk(0)), ϕ0,1(·, θk′(0))〉L2(C0)
)
1≤k,k′≤m
.
We prove that
Theorem 1.3 Let Hλ,ω be the operator defined by (1.5).
If the matrix A(0) is positive-definite. Then there exists λ0 > 0 such that for
any λ ∈ [0, λ0] we have:
inf(Σλ) = inf(Σλ,ω−).
If the matrix A(0) is negative-definite. Then there exists λ0 > 0 such that for
any λ ∈ [0, λ0] we have:
inf(Σλ) = inf(Σλ,ω+).
4
Remark 1.4 Theorem 1.3 is stated for the infimum of the spectrum. Un-
der some additional assumptions the same result is still true for the internal
edges of the spectrum.
The analogous problem for the random magnetic Schro¨dinger operator is con-
sidered and studied in [1].
Theorem 1.3 can be considered as a first step toward the physically-motivated
applications. One of them is the study of the so-called Lifshitz tails of the
integrated density of states. This could be done under some additional as-
sumptions on the behavior of the random variables in the vicinity of ω− or
ω+, [4, 6, 7]. Another one is the spectral localization [12].
The proof of Theorem 1.3, is given in section 3. It is based on the reduction
procedure. This powerful technique was predicted by Klopp [4] and used in
several works, [1, 6, 7].
As stated the proof of Theorem 1.3 can be divided naturally divides into two
parts, we shall discuss them separately.
Indeed, if A(0) is positive-definite we will conjugateHω with Πλ,0, the spectral
projection for Hλ,ω− on the first band. Then we prove that
Πλ,0Hλ,ωΠλ,0 ≥ Eλ,ω−Πλ,0.
Here Eλ,ω− is the bottom of the spectrum of the periodic operator Hλ,ω−.
If A(0) is negative-definite we will conjugate Hω with Πλ,0, the spectral pro-
jection for Hλ,ω+ on the first band. Then we prove
Πλ,0Hλ,ωΠλ,0 ≥ Eλ,ω+Πλ,0.
Here Eλ,ω+ is the bottom of the spectrum of the periodic operator Hλ,ω+ .
2 Preliminary
Let us consider the following periodic operator
Hλ,ω− = −∆+Wper + λ
∑
γ∈Zd
ω−f(· − γ). (2.6)
For this, it is convenient to consider Hλ,ω as a perturbation of Hλ,ω−. Indeed,
we have:
Hλ,ω = Hλ,ω− + λ
∑
γ∈Zd
(ωγ − ω
−)f(· − γ).
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For this for γ ∈ Zd, we set ω˜γ = ωγ − ω
− and Vω˜(·) =
∑
γ∈Zd ω˜γf(· − γ). We
notice that according to the definition of (ωγ)γ∈Zd we get that, (ω˜γ)γ∈Zd is a
family of random positive and bounded variables.
2.1 Some Floquet Theory
For γ ∈ Zd, we denote by τγ the translation by γ operator i.e (τγϕ)(x) =
ϕ(x− γ). We have, for any γ ∈ Zd
τγHλ,ω−τ
∗
γ = τ
∗
γHλ,ω−τγ = Hλ,ω−.
Then the so called, Floquet Theory, can be used to study Hλ,ω−. For this, we
review some standard facts from the Floquet theory for periodic operators.
Basic references for this material are [5, 9, 10]. Let T∗ = Rd/(2piZd). We
define H by
H = {u(x, θ) ∈ L2loc(R
d)⊗L2(T∗); ∀(x, θ, γ) ∈ Rd×T∗×Zd; u(x+γ, θ) = eiγθu(x, θ)}.
H is equipped with the norm
1
vol(T∗)
∫
T∗
‖u(x, θ)‖2L2(C0)dθ.
For θ ∈ Rd and u ∈ S(Rd); the Schwartz space of rapidly decreasing functions
we define
(Uu)(x, θ) =
∑
γ∈Zd
eiγ·θu(x− γ).
U can be extended as a unitary isometry from L2(Rd) to H. Its inverse is
given by the formula,
for u ∈ H, (U∗u)(x) =
1
vol(T∗)
∫
T∗
u(x, θ)dθ.
U is a unitary isometry from L2(Rd) to H and Hλ,ω admits the Floquet
decomposition [5, 10]
UHλ,ω−U
∗ =
1
vol(T∗)
∫ ⊕
T∗
Hλ,ω−(θ)dθ.
Here Hλ,ω−(θ) is the operator Hλ,ω− acting on Hθ, defined by
Hθ = {u ∈ L
2
loc(R
d); ∀γ ∈ Zd, u(x+ γ) = eiγθu(x)}.
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AsHλ,ω− is elliptic, we know that,Hλ,ω−(θ) has a compact resolvent; hence its
spectrum is discrete [9]. We denote its eigenvalues, called Floquet eigenvalues
of Hλ,ω−, by
E1(λ, θ) ≤ E2(λ, θ) ≤ · · · ≤ En(λ, θ) ≤ · · ·.
The corresponding Floquet eigenfunctions are denoted by (ϕλ,j(x, ·))j∈N∗ .
The functions (θ → En(λ, θ))n∈N∗ are Lipshitz-continuous, and we have
En(λ, θ)→ +∞ as n→ +∞ uniformly in θ.
The spectrum Σλ,ω− of Hλ,ω− is made of bands (i.e Σλ,ω− = ∪n∈N∗En(λ,T
∗).)
Let us note by Eλ,ω− the bottom of the spectrum of Σλ,ω− , i.e Eλ,ω− =
infθ∈Td E1(λ, θ).
It is a well-known fact that, in any dimension the bottom (the first band)
of the spectrum of a periodic Schro¨dinger operators is given by a simple
Floquet eigenvalue and that the minimum of this Floquet eigenvalue is non-
degenerate and quadratic. More precisely let θ(λ) be an element of
Zλ = {θ ∈ T
∗; E1(λ, θ) = Eλ,ω−}.
Then there exist C > 0 and δ > 0 such that
∀ |θ − θ(λ)| ≤ δ,
1
C
|θ − θ(λ)|2 ≤ E1(λ, θ)− Eλ,ω− ≤ C|θ − θ(λ)|
2.
Hence, the points where E1(λ, θ) reaches Eλ,ω− are isolated and as T
∗ is
compact, one concludes that Zλ contains only finitely many of elements. Let
m be the cardinal of Zλ and let us denote them by (θk(λ))1≤k≤m. One can
check that θk(λ) depends continuously on λ. For the sake of brevity, we use
the notation θk = θk(λ).
For 1 ≤ k ≤ m and θ ∈ T∗, we set
ζk,λ(θ) =
∑
1≤i≤d
(θi − θk,i)
2. (2.7)
We notice that for any 1 ≤ k ≤ m,
θ 7→ ϕλ,1(x, θ),
is analytic in a neighborhood of θk.
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2.2 Wannier basis
We recall concepts used in [4]. Let E ⊂ L2(Rd) be a closed subspace invariant
by the Zd-translations, i.e. such that ΠE , the orthogonal projection on E ,
satisfies
∀γ ∈ Zd, ΠE = τ−γΠ
Eτγ.
Following the computations done in section 1.2 of [4], we see that there exists
an orthonormal system of vectors (ϕ˜j,0)j∈N such that for ϕ˜j,γ = τγ(ϕ˜j,0);
(ϕ˜j,γ)(j∈N ;γ∈Zd) is an orthonormal basis of E . Such system is called Wannier
basis of E . The vectors (ϕ˜n,0)n∈N are called Wannier generators of E .
Let E ⊂ L2(Rd) be a space which is translation-invariant. E is said to be of
finite energy for Hλ,ω if Π
EHλ,ωΠ
E is a bounded operator. In this case, E
admits a finite set of Wannier generators.
Let Πλ,0(θ) (respectively Πλ,+(θ)) be the orthogonal projection in Hθ on the
vector space generated by ϕλ,1(·, θ) (respectively by (ϕλ,j(·, θ))j≥2 ). These
projections are two-by-two orthogonal and their sum is the identity for all
θ ∈ T∗. One defines
Πλ,α = U
−1
(∫
T∗
Πλ,α(θ)dθ
)
U : L2(Rd)→ L2(Rd),
where α ∈ {0,+}. Πλ,α is an orthogonal projection on L
2(Rd) and for all
γ ∈ Zd, we have τ ∗γΠλ,ατγ = Πλ,α.
For α ∈ {0,+}, we set Eλ,α = Πλ,α(L
2(Rd)). These spaces are translation-
invariant. Moreover Eλ,0 is of finished energies for Hλ,ω−. The reduction
procedure consists in decomposing the operator Hλ,ω− according to various
translation-invariants subspaces. The random operators thus obtained are
reference operators.
3 The proof of Theorem 1.3
As we have indicated, our aim in this section is to prove Theorem 1.3, but
first, let us introduce some notations and useful lemma.
For u ∈ L2(T∗), let
Tϕλ,1(u) = U
∗(uϕλ,1(x, θ)) =
∫
T∗
u(θ)ϕλ,1(x, θ)dθ. (3.8)
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So, Tϕλ,1 define a unitary transformation from L
2(T∗) to Eλ,0 and for v ∈ Eλ,0
we have
T ∗ϕλ,1(v) = 〈(Uv)(·, θ), ϕλ,1(·, θ)〉.
For 1 ≤ k ≤ m and (x, θ) ∈ Rd × T∗, let
ϕ˜λ,1,k(x, θ) = ϕλ,1(θk(λ), x)e
(θ−θk)·x.
We set,
δϕλ,1,k(x, θ) =
1√
ζk,λ(θ)
(
ϕλ,1 − ϕλ,1,k(x, θ)
)
.
By this, for any u ∈  L2(T∗), we have
Tϕλ,1(u) = Tϕ˜λ,1,k(u) + Tδϕλ,1,k(
√
ζk,λu). (3.9)
For v ∈ H2θ = {v ∈ H
2
loc(R
d); v(· − γ) = e−iγ·θu(·)} one defines the following
norms:
sup
θ∈T∗
{‖v(·, θ)‖2L2(C0)} = ‖v‖
2
1,∞.
and
sup
θ∈ T∗
(
‖Hλ,ω−(θ)u(·, θ)‖
2
L2(C0)
+ ||v(·, θ)||2L2(C0)
)
= ||v||H
λ,ω−
,∞.
Remark 3.1 The functions ϕ˜λ,1,k and δϕλ,1,k are well defined and
‖ϕ˜λ,1,k‖1,∞, ‖ϕ˜λ,1,k‖H
λ,ω−
,∞ ‖δϕ˜λ,1,k‖1,∞, and ‖δϕ˜λ,1,k‖H
λ,ω−
,∞;
are finished (See [4]).
The following Lemma is of use. It will be proven at the end of this section.
Lemma 3.2 For θk, θk′ ∈ T
∗ and ϕ ∈ L2(T∗,H2) let ϕk = e
i(θ−θk)xϕ(x, θk),
ϕk′ = e
i(θ−θk′)xϕ(x, θk′) and aϕ,k,k′(x) = f(x)ϕ(x, θk)ϕ(x, θk′). If ‖ϕ‖1,∞ <
∞ (resp. ‖ϕ‖H
λ,ω−
,∞ < ∞ ) then Tϕ ∈ L(L
2(T∗), L2(Rd)) (resp. Vω˜ · Tϕ ∈
L(L2(T∗), L2(Rd))) and there exist C, β > 0 such that for all u, v ∈ L2(T∗),
we have∣∣∣〈Vω˜Tϕk(u), Tϕk′ (v)〉 − (
∫
C0
aϕ,k,k′(x)dx
)
·
∑
γ∈Zd
ω˜γuˆ(γ)vˆ(γ)
∣∣∣
≤ Cβ
∑
γ∈Zd
ω˜γ(|uˆ(γ)|
2+|vˆ(γ)|2)+C(1+1/β)(〈ζk,λu, u〉L2(T∗)+〈ζk′,λv, v〉L2(T∗)).
(3.10)
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‖Vω˜Tϕk(u)‖
2
L2(Rd) ≤ C
(∑
γ∈Zd
ω˜γ |uˆ(γ)|
2 + 〈ζk,λu, u〉L2(T∗)
)
. (3.11)
3.1 If A(0) is positive-definite
We set
H0λ,ω = Πλ,0Hλ,ω˜Πλ,0 = Πλ,0Hλ,ω−Πλ,0 +Πλ,0Vω˜Πλ,0.
Theorem 3.3 Assume that the matrix A(0) is positive-definite. Then there
exists λ0 > 0 such that for any λ ∈ [0, λ0] we have:
Πλ,0
(
Hλ,ω − Eλ,ω−
)
Πλ,0 is a positive operator.
The proof of Theorem 3.3 is the object of the following section.
3.1.1 The proof of Theorem 3.3
Using (3.8), we get that H0λ,ω is unitarly equivalent to the operator
h0λ,ω = T
∗
ϕλ,1
H0λ,ωTϕλ,1 ,
acting on L2(T∗) and written as
h0λ,ω = h
0
λ,ω− + λV
0
λ,ω˜.
With h0
λ,ω−
is the multiplication operator by E1(λ, θ) and V
0
λ,ω˜ is an integral
operator with the kernel
Vλ,ω˜(θ, θ
′) = 〈Vω˜ϕλ,1(·, θ), ϕλ,1(·, θ
′)〉.
Let Vk be a neighborhood of θk, such that if θk′ ∈ Z and k 6= k
′ then θ /∈ Vk
and Vk ∩ Vk′ = ∅. As T
∗ is compact, one can cover it by (Vk)1≤k≤m (i.e
∪1≤k≤mVk = T
∗). For 1 ≤ k ≤ m let χk be the characteristic function of Vk.
For simplicity for u ∈ L2(T∗), we will denote χku as uk in the following.
We consider u as a system of m columns denoted by (uk)1≤k≤m. We endow
L2(T∗)⊗Cm with the scalar product generating the following Euclidean norm:
‖u‖2L2(T∗)⊗Cm =
∑
k=1
‖uk‖
2
L2(T∗).
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3.1.2 The lower bound of h0λ,ω−
Proposition 3.4 There exists C > 0 such that for any u ∈ L2(T∗), we have
〈h0λ,ω−u, u〉 ≥
∑
1≤k≤m
E1(λ, θk(λ))‖uk‖
2
L2(T∗) +
1
C
∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗).
(3.12)
Proof: For u ∈ L2(T∗), one computes
〈h0λ,ω−u, u〉 =
∫
T∗
E1(λ, θ)|u(θ)|
2dθ =
∑
1≤k≤m
∫
T∗
E1(λ, θ)χk(θ)|u(θ)|
2dθ,
As for any θ in Vk the support of χk, there exists C > 0 such that we have
E1(λ, θk(λ)) +
1
C
ζk,λ(θ) ≤ E1(λ, θ),
we get the result. 
3.1.3 The lower bound of V 0λ,ω˜
Proposition 3.5 There exists C1, C2 > 0 and λ0 such that for all λ ∈ [0, λ0]
and u ∈ L2(T∗) we have
〈V 0λ,ω˜u, u〉 ≥ C1
∑
1≤k≤m,γ∈Zd
ω˜γ |(uˆk)(γ)|
2 − C2
∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗). (3.13)
The proof of Theorem 3.3
Let us notice that, by combining the results of Proposition 3.4 and 3.5, one
gets that there exists λ0 > 0 such that for any λ ∈ [0, λ0] and for any
u ∈ L2(T∗ we have,
〈h0λ,ωu, u〉 ≥
∑
1≤k≤m
E1(λ, θk(λ))‖uk‖
2
L2(T∗) +
1
C
( ∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗) +
λ
∑
1≤k≤m
∑
γ∈Zd
ω˜γ|uˆk(γ)|
2
)
≥ Eλ,ω−‖u‖
2
L2(T∗) +
1
C
( ∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗) +
λ
∑
1≤k≤m
∑
γ∈Zd
ω˜γ|uˆk(γ)|
2
)
.
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This gives that,
〈(h0λ,ω˜ − Eλ,ω−)u, u〉 ≥
1
C
( ∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗) + λ
∑
1≤k≤m
∑
γ∈Zd
ω˜γ|uˆk(γ)|
2
)
. (3.14)
This ends the proof of Theorem 3.3. 
Remark 3.6 We notice that even if we know that the bottom of the spectrum
of Hω coincides with the bottom of the spectrum of Hλ,ω− we cannot consider
Πλ,0
(
Hλ,ω −Hλ,ω−
)
Πλ,0 as a positive operator.
The proof of proposition 3.5:
Let us start by expanding 〈V 0λ,ω˜u, u〉,
〈V 0λ,ω˜u, u〉 =
∑
1≤k,k′≤m
〈V 0λ,ω˜Tϕ˜λ,1,k(uk), Tϕ˜λ,1,k′ (uk′)〉L2(Rd)
+
∑
1≤k,k′≤m
〈V 0λ,ω˜Tδϕ˜λ,1,k(
√
ζk,λuk), Tδϕ˜λ,1,k′ (
√
ζk′,λuk′)〉L2(Rd)
+ 2
∑
1≤k,k′≤m
ℜ
(
〈V 0λ,ω˜Tϕ˜λ,1,k(uk), Tδϕ˜λ,1,k′ (
√
ζk′,λuk′)〉L2(Rd)
)
.
We start by estimating the three sums of the last equation.
For the second sum, using Cauchy Schwartz inequality and Lemma 3.2, we
get that for any 1 ≤ k, k′ ≤ m, there exists C > 0 such that we have,∣∣∣〈V 0λ,ω˜Tδϕ˜λ,1,k(√ζk,λuk), Tδϕ˜λ,1,k′ (√ζk′,λuk′)〉L2(Rd)
∣∣∣
≤
1
2
(
‖V 0λ,ω˜Tδϕ˜λ,1,k(
√
ζk,λuk)‖
2
L2(Rd) + ‖Tδϕ˜λ,1,k′ (
√
ζk′,λuk′)‖
2
L2(Rd)
)
≤ C ·
(
〈ζk,λuk, uk〉L2(T∗) + 〈ζk′,λuk′, uk′〉L2(T∗)
)
.
So there exists C > 0 such that we have∑
1≤k,k′≤m
∣∣∣〈V 0λ,ω˜Tδϕ˜λ,1,k(√ζk,λuk), Tδϕ˜λ,1,k′ (√ζk′,λuk′)〉L2(Rd)
∣∣∣
≤ C
∑
1≤k≤m
〈ζk,λuk, uk〉. (3.15)
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For the third sum, using the Cauchy-Schwartz inequality once more, we get
that for 1 ≤ k ≤ m, there exists β > 0 such that we have∣∣∣〈V 0λ,ω˜Tϕ˜λ,1,k(uk), Tδϕ˜λ,1,k′ (√ζk′,λuk′)〉L2(Rd)
∣∣∣
≤ β‖V 0ω˜Tϕ˜λ,1,k(uk)‖
2
L2(Rd) + 1/(4β)‖Tδϕ˜λ,1,k′ (
√
ζk,λuk′)‖
2
L2(Rd). (3.16)
Using equation (3.11), one gets that there exist C˜1, C˜2 > 0 such that∑
1≤k,k′≤m
∣∣∣〈V 0λ,ω˜Tϕ˜λ,1,k(uk), Tδϕ˜λ,1,k′ (√ζk′,λuk′)〉L2(Rd)
∣∣∣
≤ C˜1β
∑
1≤k≤m
∑
γ∈Zd
ω˜γ|uˆk(γ)|
2 + C˜2(β + 1/β)
∑
1≤k≤m
〈ζλ,kuk, uk〉L2(T∗). (3.17)
For the first sum, using (3.10), we get that there exist C ′1, C
′
2 > 0 such that∣∣∣ ∑
1≤k,k′≤m
〈V 0ω˜ Tϕ˜λ,1,k(uk), Tϕ˜λ,1,k′ (uk′)〉L2(Rd)
−
∑
1≤k,k′≤m
∑
γ∈Zd
ω˜γ
( ∫
C0
aϕλ,1,k,k′(x)dx
)
(uˆk)(γ)(uˆk′)(γ)
∣∣∣
≤ C ′1β
∑
1≤k≤m
∑
γ∈Zd
ω˜γ|uˆk(γ)|
2 + C ′2(1 + 1/β)
∑
1≤k≤m
〈ζλ,kuk, uk〉L2(T∗). (3.18)
Now equations (3.15), (3.17) and (3.18) give that there exist K1, K2 > 0 such
that∣∣∣〈V 0λ,ω˜u, u〉 − ∑
1≤k,k′≤m
∑
γ∈Zd
ω˜γ
(∫
C0
aϕλ,1,k,k′(x)dx
)
(uˆk)(γ)(uˆk′)(γ)
∣∣∣ ≤
K1β
∑
1≤k≤m
∑
γ∈Zd
ω˜γ|(uˆk)(γ)|
2 +K2(1 + 1/β)
∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗). (3.19)
Now, if the matrix
A(0) =
(∫
C0
aϕ0,1,k,k′(x)dx
)
1≤k,k′≤m
,
is positive-definite, one gets that inf σ(A(0)) = C > 0 satisfies
CIm ≤ A.
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Let A(λ) be the matrix,
(∫
C0
aϕλ,1,k,k′(x)dx
)
1≤k,k′≤m
.
Notice that for any 1 ≤ k, k′ ≤ m, the functions
fk,k′ : λ→
∫
C0
aϕλ,1,θk(λ),θk′ (λ)(x)dx,
are continuous in λ. So there exists λ0 > 0 such that for any λ ∈ [0, λ0]
C
2
Im ≤ A(λ).
This gives that for any u ∈ L2(T∗)
C
2
∑
1≤k≤m
∑
γ∈Zd
ω˜γ|(uˆk)(γ)|
2
≤
∑
1≤k,k′≤m
∑
γ∈Zd
ω˜γ
(∫
C0
aϕλ,1,k,k′(x)dx
)
(uˆk)(γ)(uˆk′)(γ). (3.20)
Now using the expanation of 〈V 0λ,ω˜u, u〉 and equation (3.19), we get that there
exist K1, K2 > 0 and β > 0 such that
〈V 0λ,ω˜u, u〉 ≥
(
C ′1
2
−K1β)
∑
1≤k≤m;γ∈Zd
ω˜γ |(uˆk)(γ)|
2 −K2(1 + 1/β)
∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗).
(3.21)
So, for β > 0, well chosen we get that there exist constants C1, C2 > 0 such
that
〈V 0λ,ω˜u, u〉 ≥
C1
3
∑
1≤k≤m;γ∈Zd
ω˜γ |(uˆk)(γ)|
2 − C2
∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗). (3.22)
This ends the proof of Proposition 3.5. 
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3.2 If A(0) is negative-definite
Let Hλ,ω+ be the following operator,
Hλ,ω+ = −∆+Wper + λ
∑
γ∈Zd
ω+f(· − γ).
As Hλ,ω+ is a Z
d-periodic operator, the analysis given in subsection 2.1 for
Hλ,ω+ is still true in the present case. For (Ej(λ, θ))j∈N∗, the Floquet eigen-
value of Hλ,ω+ let us set Eλ,ω+ = infθ∈T∗ E1(λ, θ).
Theorem 3.7 Assume that the matrix A(0) is negative-definite. Then there
exists λ0 > 0 such that for any λ ∈ [0, λ0] we have:
Πλ,0
(
Hλ,ω −Eλ,ω+
)
Πλ,0 is a positive operator.
The result of Theorem 3.7 can be proved in the same way as we did for Theo-
rem 1.3 in the previous subsection. Indeed, Hλ,ω can be seen as a perturbation
of Hλ,ω+ as follow,
Hλ,ω = Hλ,ω+ + Vω.
With Vω(·) =
∑
γ∈Zd
ωγf(· − γ) and for any γ ∈ Z
d ωγ = ωγ − ω
+. Notice that
in this case (ωγ)γ∈Zd is a family of bounded and negative random variables.
using the analogous unitary transformation, one gets that H0λ,ω is unitarly
equivalent to
h0λ,ω = h
0
λ,ω+ + V
0
λ,ω.
The lower bound of hλ,ω+ can be derived easily. As all arguments used to lower
bound V 0ω˜ remain valid; we lower bound V
0
λ,ω using the same computation
done in subsection 3.1.
So we get that there exist K1, K2 > 0 such that
∣∣∣〈V 0λ,ωu, u〉 − ∑
1≤k,k′≤m
∑
γ∈Zd
ωγ
(∫
C0
aϕλ,1,k,k′(x)dx
)
(uˆk)(γ)(uˆk′)(γ)
∣∣∣ ≤
K1β(ω
+ − ω−)
∑
1≤k≤m
∑
γ∈Zd
|(uˆk)(γ)|
2 +K2(1 + 1/β)
∑
1≤k≤m
〈ζk,λuk, uk〉L2(T∗).
(3.23)
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When A(0) is negative-definite, there exists C < 0 and λ0 > 0 such that for
any λ ∈ [0, λ0], we have
A(λ) ≤ CIm.
As the random variables (ωγ)γ∈Zd are negative, we get that
C
∑
1≤k≤m
∑
γ∈Zd
ωγ|(uˆk)(γ)|
2
≤
∑
1≤k,k′≤m
∑
γ∈Zd
ωγ
(∫
C0
aϕλ,1,k,k′(x)dx
)
(uˆk)(γ)(uˆk′)(γ). (3.24)
This and equation (3.23) give the sought result on the lower bound of Vω.
This ends the proof of Theorem 3.7. 
The proof of Lemma 3.2:
As Vω˜ is Hλ,ω−-relatively bound uniformly on ω˜γ , there exists c > 0 such that
for any u ∈ L2(T∗) we have
‖Vω˜Tϕ(u)‖ ≤ c
(
‖Hλ,ω−Tϕ(u)‖
2 + ‖Tϕ(u)‖
2
)
≤ c
∫
T∗
(
‖Hλ,ω−(θ)ϕ(·, θ)‖
2
L2(C0)
+ ‖ϕ(·, θ)‖2L2(C0)
)
|u(θ)|2dθ.
≤ c ‖ϕ‖2H
λ,ω−
,∞ · ‖u‖
2
L2(T∗).
One computes
〈V 0ω˜ Tϕk(u), Tϕk′ (v)〉L2(Rd)∫
Rd
Vω˜(x)ϕk(x, θk)ϕk′(x, θk′) ·
(∫
T∗
e(θ−θk)xvθ)dθ ·
∫
T∗
e(θ−θk′ )xu(θ)dθ
)
dx
∑
γ∈Zd
ω˜γ
∫
C0
f(x)ϕk(x, θk)ϕk′(x, θk′) ·
(∫
T∗
e(θ−θk)xeiγ·θu(θ)dθ·
∫
T∗
e(θ−θk′ )xeiγ·θu(θ)dθ
)
dx.
Let
uˆ(γ) =
∫
T∗
eiγ·θu(θ)dθ.
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For any (x, θ) ∈ Rd × T∗ and 1 ≤ k ≤ m, we set
gk(x, θ) =
ei(θ−θk)·x − 1√
ζk,λ(θ)
. (3.25)
As θk(λ) is the only zero of ζk,λ and as it is nondegenerate, there exist C > 0
such that, for (x, θ) ∈ R× Rd, and 1 ≤ k ≤ m, we have
|gk(x, θ)| ≤ C(1 + |x|). (3.26)
We have ei(θ−θk)x =
√
ζk,λgk(x, θ)+1. So using this and expanding 〈Vω˜Tϕk(u), Tϕk′ (v)〉L2(Rd),
we get
〈Vω˜Tϕk(u), Tϕk′ (v)〉L2(Rd) −
∑
γ∈Zd
ω˜γ
(∫
C0
aϕ,k,k′(x)dx
)
· |u(γ)|2
=
∑
γ∈Zd
ω˜γ
∫
C0
aϕ,k,k′(x) ·
(∫
T∗
eiγ·θgk(x, θ)
√
ζk,λ(θ)u(θ)dθ·
∫
T∗
eiγ·θgk′(x, θ)
√
ζk′,λ(θ)v(θ)dθ
)
dx
+
∑
γ∈Zd
ω˜γuˆ(γ)
∫
C0
aϕ,k,k′(x) ·
∫
T∗
eiγ·θgk′(x, θ)
√
ζk′,λ(θ)v(θ)dθdx
+
∑
γ∈Zd
ω˜γ vˆ(γ)
∫
C0
aϕ,k,k′(x) ·
∫
T∗
eiγ·θgk(x, θ)
√
ζk,λ(θ)u(θ)dθdx. (3.27)
Now using the fact that the family (ω˜γ)γ∈Zd is bounded, Cauchy-Schwartz
inequality and Perseval identity and equation (3.26), we get that there exists
C > 0 such that
∑
γ∈Zd
ω˜γ
∫
C0
aϕ,k,k′(x) ·
(∫
T∗
eiγ·θgk(x, θ)
√
ζk,λ(θ)u(θ)dθ·
∫
T∗
eiγ·θgk′(x, θ)
√
ζk′,λ(θ)v(θ)dθ
)
dx
≤ C〈ζk,λu, u〉L2(T∗) + 〈ζk′+λv, v〉L2(T∗). (3.28)
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And β > 0,
∑
γ∈Zd
ω˜γuˆ(γ)
∫
C0
aϕ,k,k′(x) ·
∫
T∗
eiγ·θgk′(x, θ)
√
ζk′,λ(θ)v(θ)dθdx ≤
β
∑
γ∈Zd
|uˆ(γ)|2 +
1
4β
〈ζk′,λv, v〉L2(T∗). (3.29)
The same argument gives
∑
γ∈Zd
ω˜γ vˆ(γ)
∫
C0
aϕ,k,k′(x) ·
∫
T∗
eiγ·θgk(x, θ)
√
ζk,λ(θ)u(θ)dθdx.
≤ β
∑
γ∈Zd
|vˆ(γ)|2 +
1
4β
〈ζk,λu, u〉L2(T∗). (3.30)
So from (3.27), (3.28), (3.29) and (3.30) we get (3.10).
The proof of (3.11); follows by changing Tϕλ,1(u) using (3.9) and following
the same steps as (3.10).
This ends the proof of Lemme 3.2 
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