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Abstract
In recent years, numerous studies have employed machine learning (ML) techniques
to enable orders of magnitude faster high-throughput materials discovery by augmen-
tation of existing methods or as standalone tools. In this paper, we introduce a new
neural network-based tool for the prediction of formation energies based on elemental
and structural features of Voronoi-tessellated materials. We provide a self-contained
overview of the ML techniques used. Of particular importance is the connection be-
tween the ML and the true material-property relationship, how to improve the gener-
alization accuracy by reducing overfitting, and how new data can be incorporated into
the model to tune it to a specific material system.
In the course of this work, over 30 novel neural network architectures were designed
and tested. This lead to three final models optimized for (1) highest test accuracy on
the Open Quantum Materials Database (OQMD), (2) performance in the discovery
of new materials, and (3) performance at a low computational cost. On a test set of
21,800 compounds randomly selected from OQMD, they achieve mean average error
(MAE) of 28, 40, and 42 meV/atom respectively. The second model provides better
predictions on materials far from ones reported in OQMD, while the third reduces the
computational cost by a factor of 8.
We collect our results in a new open-source tool called SIPFENN (Structure-Informed
Prediction of Formation Energy using Neural Networks). SIPFENN not only improves
the accuracy beyond existing models but also ships in a ready-to-use form with pre-
trained neural networks and a user interface.
1
ar
X
iv
:2
00
8.
13
65
4v
1 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 31
 A
ug
 20
20
Contents
1 Introduction 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Methodology 6
2.1 Descriptor Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Machine Learning Techniques Overview . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Regression Problem Formulation . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Overfitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 Overfitting Mitigation . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.5 Transfer Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Software Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Data Acquisition and Curation . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Neural Network Design Process and Intermediate Results . . . . . . . . . . . 16
3 Results 20
3.1 Final Predictive Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 OQMD Data Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Non-OQMD Data Performance . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Transfer Learning Capability . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 End-User Implementation - SIPFENN . . . . . . . . . . . . . . . . . . . . . 26
4 Conclusions 28
4.1 Summary of Results and Significance . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Software Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5 References 30
2
1 Introduction
1.1 Motivation
In recent years the field of material data informatics has been growing in importance thanks
to the growing number of open-access databases [1–7] and new methods being implemented
to predict a wide variety of material properties [?, 8–16]. Within these methods, machine
learning (ML) and, more broadly artificial intelligence (AI) is becoming dominant, as noted
in two excellent reviews conducted in 2019 [17,18], which listed a total of around 100 recent
studies that attempted to solve tens of different material science problems using ML and AI
techniques. These studies report benefits such as a 30-fold increase in material discovery rate
when guided by an ML-model [14], or the ability to create new state-of-the-art materials in
highly complex design spaces like 6-component alloys [15]. These studies also dive into new
paradigms of materials science by handling previously unthinkable amounts of data, allowing
the creation and analysis of an energy convex-hull calculated for all elements [19, 20], or a
concurrent analysis of all available literature texts to find paths for material synthesis [21].
In addition, some studies promise to solve significant industrial challenges such as detection
of additive manufacturing flaws with relatively simple and accessible data, but above-human
pattern recognition quality and speed [16].
Within these studies, the majority focus on the discovery of candidate materials promising
a new state-of-the-art performance. It is essential, however, to recognize that many of
these studies propose hypothetical materials by defining an allowed design search space and
then looking for local or global maxima in a utility function, which describes arbitrarily
defined desirability. This can simply be the target property or a more robust representation
accounting for factors such as model confidence or approximated manufacturing cost. Once
prediction results are obtained, they are later passed to experimental groups that attempt
to confirm or refute them. This overall process is, however, prone to finding that predictions
did not meet expectations due to two main issues. The first stems from the fact that the
newly designed materials are usually an extrapolation from already known materials. If the
design space is large relative to available data or high dimensional, it is very likely that the
model will sharply diverge from the truth in some regions or dimensions. This, combined
with preferential treatment of regions with extraordinary predictions, often leads researchers
to select such high-divergence regions that produce excellent results in the model. This
problem is due to overfitting, and we explicitly address methods for mitigating it in our
work.
However, even if the model could always predict true properties, there would be a second,
more fundamental issue, namely that the predicted materials often cannot be physically
made and experimentally tested. An increasing number of studies attempt to solve this
challenge by focusing not only on predicting how the material will perform, but also whether
it can be manufactured and then maintain performance [22]. Generally, such studies include
predicting materials’ stability [20,23,24] and synthesizability [19,21,25]. Out of these two, the
stability is the more constraining one, as it determines whether the material could be stable or
metastable in the use-conditions, and therefore whether it can be synthesizable. Furthermore,
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unlike synthesizability, which is a function of approach (i.e. some pathways allow synthesis
and some don’t), stability is based on fundamental thermodynamic properties. One of these
properties is the formation energy, which relates the energy of the studied phase (arrangement
of atoms) to the energy of the most stable phases of elements within the structure at zero
temperature.
In this paper, a new ML tool is developed to improve the quality of formation energy
predictions and streamline their incorporation into future materials discovery frameworks
that aim to screen billions rather than hundreds of candidates available with cost-intensive
calculations like first-principles calculations based on the density functional theory (DFT).
1.2 Approach
In simple terms, every ML model predicts some property and is composed of three essential
elements: a database, a descriptor, and an ML technique (also known as ML algorithm).
The first element, databases, contain prior knowledge and are becoming increasingly shared
between many studies, thanks to being open-access and often containing orders of magnitude
more experimental or computational data than could be feasibly collected for a single study
[1–7]. Databases used within this paper are detailed in Section 2.4.
The second element of an ML model is the descriptor (i.e. vector describing the material)
which determines a representation of knowledge (from the database) in a way relevant to
the problem. It is typically built from many features, also known as attributes or vector
components (in more mathematical terms), which usually are determined through domain-
knowledge to be relevant. All combined, these features are representation of some state,
which meaning will be problem-specific. For a material, this state will be the material itself,
that can be defined as a point in a multidimensional property space that contains all possible
properties. In abstract terms, the material descriptor is a projection of a point in this space
onto a subspace of selected properties, which is a subset of known properties, itself is a subset
of defined properties, as depicted in Figure 1.1.
When treating materials on the atomic level, descriptors can be generally divided into
composition-based (also known as stoichiometric, structure-invariant, or elemental) [9,26–28]
and structure-informed [29–31]. The first type usually provides a more compact represen-
tation at a much lower computational cost, as calculating a composition-based descriptor is
often limited to a simple matrix multiplication (linear map) that weights known elemental
properties by the materials stoichiometry. However, such a representation is inherently un-
usable for prediction of most material properties that depend on the atomic structure. This
characteristic makes them, however, notably useful in case of amorphous materials and other
cases where structure is not known. In contrast, the structure-informed descriptors tend to
be more robust and more physics-relevant, as they can include much more information related
to interatomic interactions. They also, implicitly or explicitly, include symmetries present
in the material, which can be used to predict certain properties, such as zero piezoelec-
tric response, with high confidence. Furthermore, such descriptors often include extensive
composition-based arguments within them, making it possible to both recognize patterns
in the property coming from different chemical species occupying the same structure and
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Figure 1.1: Conceptual depiction of how descriptor of a state (e.g. material) is created on a
fundamental level. Property is defined when there is a name strictly associated with it (e.g.
Young’s Modulus or coordination number). Property is known when its value is known (e.g.
200MPa or 12) or can be derived from known values of other properties. Final selection
typically limits such derivations to simple conceptual or computational operations.
structural effects in case of single composition. This advantage comes at the expense of
increased computational cost, however it usually has little impact on the net speed of the
model, as the computation time increases from the nanosecond- to millisecond-scale, which
is still below execution time of many ML algorithms. This is representative of a the general
trade-off between the effectiveness of a descriptor and the computational cost required to
compute it.
The current state-of-the-art structure-informed models have been developed by Ward et al.
based on information from the Voronoi tesselation of a crystal structure [29]. Ward’s de-
scriptor contains 271 features that combine information from elemental properties of atoms,
such as shell occurrences, with information about the their local environments, such as
coordination number or bond lengths to neighbours. This approach was demonstrated to
work excellently when comprehensively compared to two previous approaches based on the
Coulomb matrix (CM) [31] and on the partial radial distribution function (PRDF) [30],
when trained on the same (OQMD) data with the same machine learning algorithm. A
more detailed overview is given in 2.1, with all features listed in Table 1.
Ward et al. have achieved an excellent prediction quality thanks to good data and an
excellent descriptor. However, their approach used a poor ML algorithm, which is one of the
essential parts of an ML model. [29] In that work, a random forest algorithm, where output
is a superposition of classifying decision trees, is set to an automatic parameter selection.
While such an approach is very common in the recent literature, a careful examination
of configuration files within the provided supplemental materials reveals that the model is
automatically set to unlimited depth (number of decisions in series) and unlimited node
count (total number of decisions). These settings, combined with single-datapoint leafs (end
values for decision trees), leads to a model composed of 100 trees with approximately 700,000
nodes each (approx. N+ 1
2
N+ 1
4
N+ 1
8
N+..., i.e. twice the size N of training set). This model
requires over 27 GB of RAM memory to run, making it unusable on a typical personal or lab
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computer. Such size also results in a relatively large computational cost to make predictions,
requiring over 100 ms to run on a high-performance lab computer. [29] Furthermore, since
the model can fit data exactly in every tree, this approach is prone to resulting in 100 nearly
identical decision trees.
In the present work, all of the aforementioned issues are addressed with a careful manual
design of the ML algorithm, which unleashes the full potential knowledge in the data and
its representation. This is done by first considering implications of the problem formulation
(see 2.2.1) and proposed solution using a deep neural network technique (see 2.2.2). Once
the problem is well stated, the solution is found in iterative fashion described in 2.5, by
designing and benchmarking the performance of over 50 neural networks belonging to around
30 architectures designed within this study. This approach yields superior results shown in
3.2.
In addition to better performance in relation to the same metrics, there are two other major
improvements, obtained by redesigning the ML algorithm as conducted in the present work.
The first one is the much improved transfer learning ability, described in 2.2.5. This will
allow other researchers, at a relatively small cost, to substantially improve the quality of the
model predictions in the design of novel materials that are not similar to what was studied in
the past. In a general model this task would lead to significant extrapolations, that in turn
tend to reduce both performance and confidence. In the implementation presented here, this
is mitigated by the procedure of re-training the model on a small batch of new data with
manually modified training behaviour so that the model becomes fine-tuned to the specific
material system. At the same time, it retains general knowledge learnt from the large data
set, which allows, for example, calculations in which a new element is introduced to the
material system. An example of transfer learning and its results, where as little as a few new
DFT-calculation datapoints can provide a significant performance increase, is presented in
3.4.
The second major improvement is the end-user usability. While most of the materials-
related studies using ML techniques provide excellent descriptions of the designed model
and evaluations of its performance, only a small fraction put in an effort beyond making the
results reproducible. In contrast, this work has been focused on creating an accessible tool
from the beginning, which is described in more detail in 2.3. The result of this is an open-
source end-user tool, described in 3.5, that is ready to use without any costly computation
and can be run on any modern computer or even a smartphone.
2 Methodology
2.1 Descriptor Used
As explained in 1.2, a descriptor of a material is a point in a well-defined multidimensional
property space that can be used to represent knowledge associated with entries in a database.
Within the present work, the property space has 271 dimensions (corresponding to 271
features) related to elemental properties and atomic structure of an arbitrary crystalline
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material, which were designed by Ward et al. [27, 29].
The key step in the calculation of a material descriptor, allowing high performance predic-
tions of formation energy, is the inclusion of substantial structural information. This is done
through the generation of the Voronoi tessellation of the crystal lattice, which was first used
in this context by Ward et al. Their approach utilizes the voro++ code [32] that partitions
the space based upon the closest site in the crystal basis and then analyzes attributes of
that space region such as volume, numbers and size of faces, and distance from the origin
(atom position) to each face. The features used in this work can be divided into the following
general categories.
• Elemental Attributes (145 total): Attributes which only depend upon the elements
present and their stoichiometry.
– Stoichiometric Attributes (6): Describe the elements present and their relative
fractions.
– Elemental Properties Attributes (132): Contain statistics taken over the
various elemental properties, weighted by the stoichiometry of the structure.
– Attributes based on Valence Orbital Occupation (4): Depend upon the
distribution of valence electrons across different orbitals, i.e. on the total number
of valence electrons in each orbital across the structure.
– Ionic Character Attributes (3): Attributes which encode whether the material
is ionically bonded.
• Structural Attributes (126 total): Attributes which depend on the precise structural
configuration, i.e. exactly how the atoms are arranged in space.
– Geometry Attributes (16): Attributes which depend upon the spatial config-
uration only.
– Physical Property Differences Attributes (110): Contain statistics taken
over the differences between elemental properties of neighboring sites in the struc-
ture, weighted by the size of the Voronoi cell between the neighbors.
A complete table listing the features is given in table 1. Further details can be found
in [27,29].
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Site
Statistics
Difference
Statistics
Name Description
1-4 - Effective Coordination Number mean, variance, min, max
5-7 - Mean Bond Length variance, min, max
8-11 - Bond Length Variation mean, variance, min, max
12 - Cell Volume Volume of fundamental cell,
no statistics
13-15 - Mean WC Magnitude shells 1-3, no statistics
16 - Packing Efficiency no statistics
133-138 17-21 Atomic Number
139-144 22-26 Mendeleev Number
145-150 27-31 Atomic Weight
151-156 32-36 Melting Temperature
157-162 37-41 Column Group in Periodic Table
163-168 42-46 Row Period in Periodic Table
169-174 47-51 Covalent Radius
175-180 52-56 Electronegativity
181-210 57-81 Valence Electron Count Listed for s,p,d,f orbitals and total
211-240 82-106 Unfilled Count Number of unfilled orbitals
Listed for s,p,d,f orbitals and total
241-246 107-111 Ground State Volume
247-252 112-116 Ground State Band Gap
253-258 117-121 Ground State Magnetic Moment
259-264 122-126 Space Group Number Index of Space group
127 - Number of Components no statistics
128-132 - `p-norms of Component Fractions p ∈ {2, 3, 5, 7, 10}
265-268 - Fraction of Valence Electrons
in s,p,d,f orbitals no statistics
269 - Can Form Ionic Compound boolean, no statistics
270-271 - Ionic Character max, mean over pairs of species
Table 1: List of Features with Descriptions. Site Statistics refers the mean, range, stan-
dard deviation, maximum, minimum, and mode unless otherwise stated in the description.
Difference Statistics refers to the mean, variance, minimum, maximum and range of the
differences between neighboring sites in a structure, weighted by the size of the face between
them in the Voronoi tessellation.
2.2 Machine Learning Techniques Overview
The class of deep learning methods have been remarkably successful in recent years in ap-
plications ranging from computer vision to natural language processing and simulations of
quantum systems [33–36]. Although deep neural networks have existed for a long time [37],
and had been successfully applied to computer vision tasks [38–40], a major breakthrough
was the AlexNet network [41], which dramatically improved the accuracy achievable on
large-scale image classification. Following this success, deep neural networks have been very
intensively studied and applied to a variety of problems [33–35]. Deep neural networks are
particularly effective when applied to regression problems, where one is learning a functional
relationship between a feature and a prediction. For many problems, deep neural networks
are able to achieve significantly better performance than competing machine learning meth-
8
ods, due to their ability to learn more complex relationships. With materials science being
a field where many complex dependencies are intertwined, it is to be expected that this
superior pattern recognition can carry over to the improvement in prediction of material
properties.
2.2.1 Regression Problem Formulation
The general formulation of a regression problem in statistical machine learning is to find a
function f : X → Y which minimizes the risk [42], also known as loss or expected error.
R(f) = Ex,y∼P l(y, f(x)). (1)
Here X denotes a space of input features, Y denotes an output space, the expectation above
is taken over an unknown distribution P on X×Y (representing the true relationship between
inputs and outputs), and l is a given loss function. The goal is to find a function f which
accurately predicts the (potentially random) output y given an input x.
In this work, x ∈ X represents the input features (descriptor) characteristic of the material,
and y ∈ Y represents the formation energy. The distribution P represents the true material-
property relationship between given descriptor x and corresponding formation energy. This
relation may not be as simple as mapping a given structure to an energy since different
DFT methodologies may give different results, based on many variables, such as employed
functionals. [43, 44] Consequently it is useful to describe this relationship via a probability
distribution. Furthermore, the loss function considered in this paper is the commonly used
`1 or absolute error (AE) loss function l(y1, y2) = |y1 − y2|.
In practice, the distribution P is not known. Indeed it is this relationship that one is trying
to learn in the first place. Instead, what is available is data {(yi, xi)}ni=1, which is sampled
from P . From this one forms the empirical risk [45,46]
L(f) =
1
n
n∑
i=1
l(yi, f(xi)), (2)
and seeks a function f which minimizes the empirical risk, also known as the training error.
In addition, one must specify the type of relationship that is expected to be found between
the inputs xi ∈ X and the predictions yi ∈ Y . This is done by restricting the function f
to a specific class. For instance, by restricting f to be linear, which corresponds to looking
for a linear relationship between xi and yi, one obtains a linear regression. On the other
hand, choosing F to be a reproducing kernel Hilbert space of functions on X with the same
loss l one obtains the kernel ridge regression method. Thus in order to fit the model, the
training error is minimized over a specific class of function F , i.e. one solves the optimization
problem
f ∗ = arg min
f∈F
L(f) = arg min
f∈F
1
n
n∑
i=1
l(yi, f(xi)). (3)
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hFigure 2.1: Simplified artificial neural network schematic
2.2.2 Artificial Neural Networks
In this the class of functions F is chosen as the set of functions defined by a neural network
architecture (schematic in Figure 2.1), which leads to a deep learning method. A neural
network architecture consists of a sequence of alternating linear functions and point-wise
non-linear functions [47]. In the figure 2.1 the nodes, or neurons, represent applications of
a point-wise non-linear function, called an activation function, and the connections between
nodes represent linear functions from the output of the nodes in one layer to the input of
the next layer.
The class of functions represented by the neural network consists of the functions obtained
by substituting different linear maps between each layer. Specifically, given weight matrices
W1, ...,Wn and biases b1, ..., bn, which are parameters of the network, the corresponding
neural network function is given by the composition
fW1,...,Wn,b1,...,bn(x) = Wn · · · σ(W3σ(W2σ(W1x+ b1) + b2) + b3) · · ·+ bn (4)
where σ, called the activation function, is applied pointwise to each entry of the vector
input (previous layer output). The neural network architecture is determined by the type,
dimensionality, activation function σ, and arrangement of intermediate layers. This can
potentially introduce some additional restrictions on the linear maps Wi, see for instance
convolutional neural networks, where the linear maps Wi are restricted to be convolutions
with small kernels [38,40,41]. The activation functions which we tested in this work include
the softsign [48], logistic sigmoid, rectified linear unit [49], and exponential linear unit [50].
Plots of these activation functions can be found in figure 2.2.
Once the neural network architecture has been set, one must fit the values of the parameters
W1, ...,Wn and b1, ..., bn by optimizing the training loss L,
arg min
W1,...,Wn,b1,...,bn
L(fW1,...,Wn,b1,...,bn). (5)
This optimization problem is typically solved using stochastic gradient descent [40], or a
more robust method such as ADAM [51], which was used in the present work. To solve
10
Figure 2.2: Activation functions, from left to right: Soft-sign, logistic sigmoid, exponential
linear unit (ELU), and rectified linear unit (ReLU).
the problem faster and to mitigate overfitting, which is discussed in the next sections, these
methods form an estimate of the loss function gradient by considering a small subset of the
data, called a batch. The batch B is used to adjust the parameters θ = W1, ...,Wn, b1, ..., bn
as follows
θnew = θold − s∇θ
 ∑
(x,y)∈B
l(y, fθ(x))
 , (6)
where s is the learning rate (the decay rate of the loss function) which can be changed
throughout the training, to avoid issues such as gradient explosion, or being stuck in local
minima for substantial time. Importantly, the above sum is over all of the data in the batch,
so parameters (w and b) are updated based on many datapoints, rather than a single one.
Most of models created in the present work used a batch size of 2,048 datapoints.
This methodology has been successfully applied to a variety of practical machine learning
problems [41,52,53]. Specifically relevant to this work, neural networks have been applied to
problems in computational materials science [54, 55]. For example, in [54] neural networks
are used to classify the phases of high-entropy alloys. For this application, their neural
network models compare favorably to other machine learning algorithms such as k-nearest
neighbor (KNN) and support vector machines (SVM).
Furthermore, in [55] it is shown that even when training on small datasets which are typical
of certain materials science problems, specifically in the prediction of solidification defects
from optical microscopy data, deep neural networks can achieve better performance than
other machine learning models. This is enabled by using a stacked auto-encoder (shallow
neural network) to pre-train the deep neural network, whose weights are then fine-tuned on
the small dataset. This work complements these studies by applying deep neural networks
to the prediction of thermodynamic quantities from atomic structure descriptors.
2.2.3 Overfitting
A major problem in statistical learning is avoiding overfitting [45], which, in simple terms,
signifies that the model memorizes the training data instead of learning the true relationship
11
Figure 2.3: A schematic of overfitting. The overfit model is too complex and memorizes the
training data. This results in very low training error, but also very poor performance when
predicting new data (test error).
between descriptors x and predictions y. This occurs when the class of functions F is too
large, and at the optimal function f ∗ in (3) the empirical (2) and true risk (1) diverge sharply.
This results in very low training error, but poor performance on data that was not presented
to the network.
Overfitting is typically detected by separating the training data into two sets, the data used
in (3) to learn the function f ∗, called the training data, and a separate set of data used to
evaluate the performance of f ∗, called the validation set. Consequently, in addition to the
training loss in (3), the validation error
Lval =
1
m
m∑
i=1
l(y˜i, f(x˜i)), (7)
where (y˜i, x˜i) for i = 1, ...,m is the validation set, which was not presented to the network
when adjusting its parameters, is used to detect overfitting. The fraction of the data set
aside for validation set should be large enough to be representative of the whole dataset to
provide statistically significant conclusions, yet small enough so that knowledge loss in the
process is minimized. In this work, a randomly selected 15% of every dataset has been used
as validation sets for all training. This corresponded to 65,300 datapoints in the case of the
OQDM dataset described in 2.4.
Typically, the validation loss will be greater than the training loss, as the validation set
is not available for training. This is illustrated in Figure 2.4, where the ratio between the
validation error (7) and the test error (3) during the course of two trainings of similar NN
architectures on the same data with the same learning rate schedule has been plotted. This
figure indicates that as the training proceeds, the gap between the training and validation
errors widens and then increases. The size of this gap is an estimate measure of how much
the model has overfit to the data. In one of the models in this figure extensive techniques to
mitigate overfitting have been used (see 2.2.4), and for this model the figure shows that the
rate at which the model overfitts to the data is much lower. At the same time both model
exhibit similar performance on the test set.
12
hFigure 2.4: Training Loss to Validation Loss in a model that does without (NN9) and with
overfitting mitigation (NN20), plotted versus training progress.
2.2.4 Overfitting Mitigation
There are numerous techniques used to prevent the issue of overfitting [45, 56]. These in-
clude utilization of a regularization term λR(θ) added to the training error (3) to give the
regularized empirical loss function
f ∗ = arg min
f∈F
Remp(f) + λR(θ). (8)
A standard regularizer typically added to the linear regression is the `2-norm R(θ) = ‖θ‖22,
which is often called Tikhonov regularization [57] or ridge regression [58]. The `2-norm is also
a popular regularizer in deep learning problems, where it is referred to as weight decay [47].
In the context of this work, it is implemented as a part of the training process, rather than
network architecture, and causes rejection of some features in the descriptor that are not
contributing to pattern recognition. Results of its implementation are shown throughout
Section 2.5.
Another important method used to prevent overfitting in machine learning is the Dropout
technique [59]. The concept behind Dropout is to prevent neurons in the network from
becoming overly dependent on the output from specific neuron in the previous layer, often
referred to as hard-wiring neuron paths. A Dropout layer, placed within a neural network,
is implemented as a function operating during the training process and randomly discarding
a specified fraction p of previous layer outputs and multiplying the remaining values by
1/(1 − p). This forces the pattern recognition ability to be dispersed across the network,
as during evaluation of every training step, a random part of the network is acting as if it
was not gone. Once the training is completed, all Dropout layers are deactivated and simply
pass all information forward, so that the model returns to its deterministic character.
In the experiments performed in this work, as later discussed in 2.5, both Dropout and
13
hFigure 2.5: A conceptual drawing depicting how overfitting mitigation effort can improve
performance beyond regions with high known data density.
weight decay were used to mitigate overfitting, with good effects shown in in particular in
Figure 2.4.
Methods for avoiding overfitting typically come with one or more ”hyperparameters” (i.e.
parameters which control the training process) that can represent how much confidence is
given to the training data versus prior knowledge. For instance, if a regularizer is used,
the strength of the regularizer, λ, would be a hyperparameter. In the terms of this work,
it generally corresponds to how many features in the material descriptor can be considered
non-essential to making predictions and therefore discarded systematically throughout the
training. Furthermore, when using Dropout, the probability p is also a hyperparameter.
One typically trains the model on the training dataset using a number of different hyperpa-
rameters and then subsequently chooses the best set of them using the validation error. This
allows the determination of hyperparameter values which are appropriate to the problem at
hand. However, in order to ensure that the determined hyperparameter values are not overly
specific to the validation set, the final accuracy of the model is evaluated on a test set which
was not used at all during training [45].
Additional advantage of mitigating overfitting to known data can be increased performance
during extrapolation, as depicted conceptually in Figure 2.5. This is thanks to reduced model
complexity, that forces recognition of stronger and more broadly exhibited patterns rather
than small deviations present in the training data, whether real or due to noise, that can
significantly degrade extrapolation capability of the ML model. It is important to recognize
that cost of such such model simplification is often reduced performance on previously unseen
data that lays withing the known region.
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2.2.5 Transfer Learning
Finally, one should consider the technique of transfer learning, which has been observed
among deep learning models across a variety of domains [60–63]. Transfer learning refers the
to ability of properly trained deep learning models to ‘transfer’ their knowledge to related
tasks. In the least complex approach, one does this by simply ‘fine-tuning’ the parameters
of the model using new training data (from the new task). This has to be done using a small
learning rate and a small number of iterations on a loss function defined by the new training
data. It has been observed that this often produces accurate results on the new task for a
relatively small amount of additional data.
As an illustrative example, in [61], a network is first trained to recognize lower case hand-
written characters. It is then shown that with minimal ‘fine-tuning,’ such a network can be
made accurately recognize upper case characters. The same phenomenon was also observed
with a network which was first trained to recognize Chinese characters. Considering that
this behavior has been widely observed [60,62,63], this shows that deep neural networks are
often able to transfer knowledge between different but related tasks.
This work adds to this evidence by showing that a network trained on the knowledge
from OQMD database covering a broad yet limited spectrum of material, can be easily
adjusted to materials outside this spectrum with very little cost relative to the initial training.
Specifically, the set of all (243) Fe-Ni-Cr σ-phase endmembers, described in 2.4, is shown in
3.4 to require transfer of only a few examples from that set to dramatically improve model
performance on the rest.
2.3 Software Used
The choice of software for the machine learning portion of this project was Apache MXNet.
[64] Adopting this framework allowed great scalability, as the same code could be used to
perform neural network training on a laptop with low-power CPU/GPU and a supercomputer
(ORNL Summit) with hundreds of powerful GPU’s. It also allowed portability, since trained
nets can be converted and used with other popular frameworks like Google Tensorflow,
Pythorch, or even Apple Core ML.
MXNet was accessed through the Wolfram and Python languages. Wolfram Language
was used primarily for the network architecture design, training, and testing, as it provides
an excellent front-end with detailed training results shown in real-time during the training
process. It also provides superior out-of-the-box performance due to its well optimized
memory handling when training on a single GPU setup.
Python, on the other hand, was used when writing the end-user tool for running previously
trained networks. This choice was made so that the software is completely open-source
and can be easily modified for specific purposes or incorporated within other packages.
Furthermore, Python allowed quick implementation of a Graphical User Interface (GUI)
through the wxpython package.
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2.4 Data Acquisition and Curation
Four sets of data were used within this work. The largest by volume and significance was
the Open Quantum Materials Database (OQMD) [1,2], which contains the results of Density
Functional Theory (DFT) calculations performed by the Vienna Ab Initio Simulation Pack-
age (VASP) [65] for a broad spectrum of materials. The snapshot used here was extracted
from the database by Ward et al. in 2017 and contained 435,792 unique compounds [29].
The second database was a part of the Inorganic Crystal Structure Database (ICSD), a sub-
set of the OQMD with only experimentally-tested structures containing over 30,000 entries.
It was extracted at the same time as the OQMD. These two databases were used for both
training of the predictive models and later for testing them. ICSD was primarily used for
simple neural network architectures at the beginning, and OQMD used for more complex
models designed later.
Two smaller data sets were used, in addition to these large databases. The first small
dataset contained DFT-calculated formation energies of Fe-Cr-Ni ternary σ-phase endmem-
bers in the 5-sublattice model [66]. As this model contains 5 chemically distinct positions
(Wyckoff positions), populated by one of 3 elements, in total it included 243 (35) structures
with 30-atom bases each. This data served as an example of a relatively complex structure
that was not included in the OQMD and was not similar to any existing entry. Furthermore,
it was a test case of a material that is highly industry-relevant, as it causes steel embrit-
telment [67] and is costly to investigate using traditional methods due to compositional
and configurational complexity. The second small dataset included 13 Special Quasirandom
Structures (SQS), which are best periodic supercell approximations to the true disordered
state of metal alloys. [68–70] SQS structures in this set were binary alloys containing Fe,
Ni, Co, and V, laying on deformed FCC (A1), BCC (A2), or HCP (A3) lattices. They are
listed in the supplement to this article. The main purpose of this dataset was to test the
performance of the model on a disordered structure that, like Fe-Cr-Ni σ-phase, was not a
part of the training set.
Throughout the network design process described in 2.5, it was found that a small fraction
of the OQMD dataset (under 0.03%) contains values of formation energy above 10 eV/atom.
In the extreme case of CuO2 (OQMD ID: 647358) this value was 1123 eV/atom or 108350
kJ/mole. Since the source database contains hundreds of thousands of datapoints reported
by many scientists, it can be expected that a small fraction of the data may contain some
sort of errors and in the present work they were removed from the all datasets used for
training and evaluation.
2.5 Neural Network Design Process and Intermediate Results
The neural network design process was conducted in incremental fashion, starting from a
perceptron, which is the simplest type of neural network proposed by Frank Rosenblatt in
1957 [71]. It effectively operates as a linear function f(~d) = A(w1d1 + w2d2 + ... + wndn)
where di is i-th element of the descriptor ~d, wi is the weight associated with it, and A is
an activation function that can introduce non-linearity or turn it into a classifier. Here, the
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popular Sigmoid activation function was used.
Figure 2.6: Test of perceptron
trained on the data from the first
5000 entries in the ICSD dataset and
evaluated on the test set of 230 ran-
domly selected entries (≈ 5%)
The perceptron was first trained on the data from
the first 5000 entries in the ICSD, to check whether
the training was set up correctly. It achieved a MAE
of 195 meV/atom on the test set of 230 randomly
selected entries (≈ 5% from 5000). Results are shown
in Figure 2.6.
When trained on the data from all entries in the
ICSD, it achieved a MAE of 364 meV/atom on the
test set (≈ 5% from 32116). This error is comparable
to the performance of a random-forest model based
on PRDF (370 meV/atom), is slightly worse than a
CM (250 meV/atom), and is significantly worse than
a random-forest model trained on the same descrip-
tor (90 meV/atom), as reported by Ward et al. [29].
Part of the significance of these results is the evident
quality of the descriptor, as the model achieved per-
formance that would be considered excellent just a few years prior to the present work, while
being much less complex and computationally costly. Furthermore, it is important to note
the time- and space-complexity of the perceptron model. Training the final network took less
than 8 seconds compared to around 10,000 seconds reported for the aforementioned random-
forest methods, and the resulting model occupied less than 1kb of memory. Following the
testing of a perceptron, which allowed rough estimation of the a good size of the network
(i.e. number of weights), the design of the actual architecture began. All of these steps are
schematically depicted in Figure 2.7.
Next, in a few steps, the size of the network was incrementally increased. First, a layer
of 1000 neurons was introduced. This reduced the performance on the first 5000 entries in
the ICSD, likely due to overfitting issues, as the data was very limited. Performance on
the ICSD was improved, reducing the test MAE to 305 meV/atom on the test set, however.
Introduction of next two 1000-width layers further reduced the MAE to 215 meV/atom.
Based on these results, it was estimated that introducing 4 hidden layers with Sigmoid
activation function and widths of 10000, 10000, 1000, and 100 would provide good results
when trained on the much larger OQMD.
After switching to OQMD, the network exhibited issues with convergence, often predicting
a single value for all of the entries. To mitigate this, the descriptor (i.e. network input)
was normalized by dividing every element by its maximum value across the whole dataset.
This solved the issue. Next, to improve the training behaviour, the activation functions
were changed from only the Sigmoid function to a mix of Soft Sign, Exponential Linear
Unit, and Sigmoid, which was found to work well. These steps improved both the predictive
performance and reduced the time required to converge. The network architecture resulting
from these steps was internally designated NN8, and was the first to improve performance
compared to the Ward et. al approach [29], achieving an MAE of 42 meV/atom on the test
set of random subset 5% of OQMD dataset. When testing this network, a small fraction of
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around 0.03% of likely incorrect entries in the OQMD were found, as described in 2.4, and
were removed from the dataset used later in the design process.
Figure 2.7: The network design process schematic
leading to the two final models.
Once a network with desired perfor-
mance was obtained, the network size
was increased until it either exceeded
1GB or showed signs of overfitting. At
the first step of this process, two layers
of width 10,000 were added, resulting
in a network size of 1.2GB and reduced
overfitting, as indicated by the ratio
of validation-to-training error lowered
from 2.2 to 1.6, relative to NN8. The
resulting network, internally designated
NN9, achieved a MAE of 28 meV/atom
on the test set of random subset 5%
of OQMD, which was the best perfor-
mance on OQMD out of all the net-
works created in this project. Further
analysis of the performance is given in
3.2.
Once the main objective of the design
process was obtained, i.e. the perfor-
mance on the OQMD was improved ap-
preciably beyond existing methods, the
design process was focused on creat-
ing a tool for modeling materials that
were not reported in the OQMD. There-
fore, the objective changed from achiev-
ing the lowest MAE on a random sub-
set 5% of OQMD to: (1) reducing
the mismatch between training and val-
idation sets during the training pro-
cess, (2) keeping the test MAE on the
OQMD below 50 meV/atom, and (3)
improving performance on two material
groups significantly different from the
OQMD data, namely Special Quasiran-
dom Structures (SQS) and Fe-Cr-Ni σ-
phase (see 2.4).
With these new objectives, two Dropout layers in the middle part of the network were
introduced to promote the distribution of pattern recognition abilities across the network. [72]
This introduced a problem with convergence as the network became more likely to fall into
local minima at the initial stages of the training, which was solved by introducing custom
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learning schedules. Specifically, the learning rate was initially set to a value which was
orders of magnitude lower than during the default initial training, and then ramped up to
the previous (default setting) learning rate of 0.001 (or above) after around 2 rounds of
training. This type of learning rate schedule is known as warm-up in the deep learning
literature [73]. The schedule found to perform the best is presented in Figure 2.8.
Figure 2.8: The learning rate schedule used for training of networks in the later stage of the
design process (NN18). Both left and right plots present the same function, plotted against
linear and logarithmic axes respectively.
The next step was the introduction of `2 regularization, which is a technique that favors
simplification of the descriptor and effectively rejects elements of the descriptor that do not
contribute to predictions [74]. An overview on it is given in 2.2. In the models reported in
this work `2 value of 10−6 was used. Higher values were found to stop the training at early
stages, impairing the pattern recognition, or in extreme cases (above 10−3) force network to
discard the input completely, resulting in constant or near-constant output (i.e. mean value
from the training dataset predicted for any structure).
The final step was small curation of the training data based on the OQMD-reported struc-
ture stability, i.e. the energy difference between the formation energy and the energy convex
hull. Motivation for that was the notion that DFT results are inherently less accurate for
unstable phases. In this step, all entries with energies of more than 2000 meV/atom above
the convex hull were removed from the training set. Importantly, the validation and testing
sets were not modified.
All of these changes resulted in a neural network that has been optimized for predicting new
materials. In the code and Supplementary materials it is designated as NN20. Compared to
the OQMD-optimized network it was derived from, the test MAE on the OQMD increased
from 28 to 49 meV/atom. However, at the same time the mismatch between the training
and validation set was reduced from 1.57 to 1.38. Or, as presented earlier in Section 2.2.4 in
Figure 2.4, reduced to about 1.15 for the same training duration. Furthermore, a relatively
large portion of this error can be attributed to some unstable structures that were removed
from the training set, but not from test set. Once entries with formation energies of more
than 1000 meV/atom above the convex hull were removed, the test MAE decreased to only
38 meV/atom. Restricting the test set further to only somewhat stable structures (stability
below 250 meV/atom) resulted in MAE of 30 meV/atom.
While the new-material-optimized network presented an increased MAE across a random
subset of the OQMD, performance has significantly improved on the Fe-Cr-Ni σ−phase
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described in 2.4. The MAE has decreased from 55 to 41 meV/atom, indicating that the
model based on this neural network is more capable of making predictions for new materials.
3 Results
3.1 Final Predictive Models
Throughout the extensive architecture design process detailed in 2.5 and depicted in Figure
2.7, new network architectures were designed and tested in various ways, leading to about 50
predictive models (trained neural networks) with varying training parameters and training
data. The majority of the intermediate networks were recorded and stored for the record,
and are described in the Supplementary Materials.
Figure 3.1: Three selected architectures designed within this work. Optimized for: (Left)
OQMD performance, (Middle) predicting new materials, (Right) small size at good perfor-
mance. Internally in the code, they are designated as NN9, NN20, and NN24.
Out of all trained neural networks, three were selected and can be considered final outcomes
of the design process, optimized for different objectives. Their architectures are presented
in Figure 3.1.
The first one, denoted NN9, was created specifically for the OQMD performance. This was
the same objective as in the study by Ward et al. [29], which was a direct inspiration of this
work. The performance of this network serves as a direct comparison to the Random Forest
method employed in that paper.
The smallest network, denoted NN24, was created for memory constrained applications
with a balance between OQMD performance and memory-intensity and processing power
required. Model parameters contained in this architecture occupy only 145MB, over 8 times
less than two other models and around 200 times less than model reported by Ward et
al. [29].
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The third network was optimized for improved pattern recognition on OQMD and im-
proved performance on non-OQMD datasets used in the present work (i.e. SQS/σ-phase
datasets). This was achieved primarily through extensive overfitting mitigation and lead
to a network with improved materials-discovery capability. Furthermore, these overfitting
mitigation methods, in particular the regularization described in 2.2.4, have allowed identi-
fication of descriptor attributes that contribute the most to the pattern recognition ability,
and the ones that were almost completely discarded once penalty for considering them was
assigned. Figure 3.2 presents the distribution of sums of squared weights between each neu-
ron in the input (each of the 273 features in the descriptor) and all 10,000 neurons in the
first hidden layer (Figure 2.1 offers visual aid to the concept).
Figure 3.2: The distribution of sums of squared input weights. High values correspond
to attributes that were not lowered due to their contribution to pattern recognition of the
model. 15 attributes with highest values are labeled.
Details regarding hyper-parameters and training routines used to obtain three resulting
models can be found in the Supplementary Materials.
3.2 OQMD Data Performance
As described in 2.5, all three final networks were evaluated on a randomly selected subset
of the OQMD to give a comparison between the state-of-the-art model presented by Ward
et al. [29] and the redesigned machine learning method presented here. This random subset
consisted of 21,800 OQMD entries, constituting approximately 5%, which were not presented
to the network, nor used for evaluation at any stage of the training process. This sample size
was considered to be representative of the whole dataset once the small fraction (0.026%)
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of likely incorrect entries were removed from the dataset as described in 2.4. The random
selection itself was initially performed separately for each training process and recorded after
completion. Later, when networks were modified to mitigate overfitting, a single random
subset was used for all of them to allow more careful design and more accurate comparative
analysis of results. Figure 3.3 gives (1) prediction vs OQMD values of formation energy
plot, (2) statistics related to error in predictions relative to the OQMD values, and (3) a
histogram of absolute error in in predictions relative to the OQMD values.
Figure 3.3: Performance of 3 selected neural networks on a random subset of 21,800 entries
from OQMD. (Left) OQMD performance, (Middle) predicting new materials, (Right) small
size at good performance. Internally in the code, they are designated as NN9, NN20, and
NN24.
3.3 Non-OQMD Data Performance
Figure 3.4: Predictions of for-
mation energy using the new-
materials=optimized network
(NN20) evaluated on (red) Fe-Cr-Ni
σ-phase, and (blue) SQS structures.
Compare to Figure 3.3 with the
same axis for OQMD data.
Models created in this , specifically the ones optimized
for predicting formation energy of new materials, were
designed and implemented to serve as tools for mate-
rials discovery. Evaluating their performance on data
from the same source as the training set done in 3.2 is
inherently biased towards favoring models that pro-
vide the best fit to the prior (training) knowledge.
This is amplified by the fact that many entries in the
database are reported in groups that come from a sin-
gle study and span similar materials, what effectively
makes this evaluation more akin to interpolation than
extrapolation of knowledge.
To partially mitigate the described issue, the perfor-
mance of the models was also evaluated on two smaller
non-OQMD databases that were not presented to the
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network in any capacity during the training process, nor were similar entries shown. In all
cases, models created in this paper were able to achieve approximately the same performance
as on a random selection from the OQMD. To give a perspective, Figure 3.4 shows predicted
and database values of formation energy against the same axis as the top row in Figure 3.3.
As shown, the model was able to give rather accurate predictions relative to the random
subset of the OQMD. To give a more in-depth analysis of the results, Figure 3.5 shows a
magnified view of the predictions and basic statistics on the agreement between predictions
and database for the three models developed in this work.
Figure 3.5: Performance of 3 selected neural networks on non-OQMD data described in
2.4. Evaluated on (red) Fe-Cr-Ni σ-phase and (blue) SQS dataset. Networks organized by
columns; optimized for (left) OQMD performance, (middle) predicting new materials, (right)
size-constrained applications. Internally in the code, they are designated as NN9, NN20, and
NN24 respectively.
While all three models performed at around the same MAE level as for the OQMD, it is
clear that the network optimized for new materials performed the best on both test cases. It
provided major increases in the Spearman Rho and Kendall Tau correlations. The Pearson
correlation slightly decreased in the first case and slightly increased in the second case.
In both cases, the mean average error decreased by about 20% compared to the OQMD-
optimized model.
3.4 Transfer Learning Capability
As mentioned earlier in this, ML models such as the ones used by SIPFENN can be used to
transfer knowledge from one problem to a related one. While there are numerous possible
applications, within this paper one most commonly used implementation of transfer learning
was implemented. Namely, that the model can be easily adopted to a new material system
it wasn’t trained on through the transfer learning from OQMD and very sparse information
from a new system. Such a problem is analogous to many others in materials science, where
general knowledge is used to make meaningful statements without statistically significant
patterns in locally available data.
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In a test implementation of such a process done here, the ML model was first trained on
a broad and general material dataset (OQMD) and then further trained (re-trained) for a
given number of rounds on the new data (Fe-Ni-Cr σ-phase dataset), at a much smaller
learning rate. This allowed the model to adapt to the new system, while still conserving
its broad knowledge, and can be thought as fine tuning a model to improve extrapolation
outside of a prior knowledge space.
In order to achieve good performance, both number of rounds and learning rate have to
be optimized. This can be accomplished by investigating dependence of error on fraction of
available data while one of these parameters is fixed. Figure 3.6 presents the dependence of
transfer learning from new data for different learning rates expressed as fractions of default
ADAM learning rate (0.001 shared across a vast majority of software).
Figure 3.6: MAE evolution of NN20 model re-trained for 25 additional rounds (times each
example is evaluated) on an increasing fraction of data from Fe-Cr-Ni σ−dataset. Presents
the dependence of transfer learning from new data for different learning rates expressed as
fractions of default ADAM learning rate.
As shown, in this case, the default learning rate cannot be used for the transfer learning
as it will adjust network parameters in both unreliable and detrimental fashion. The same
behaviour would be observed if process were conducted using an automated model design
available in software such as Mathematica and MATLAB. The 10% learning rate provided
reliable enough outcomes and allowed a better performance improvement given little data,
relative to using 1% learning rate. The second parameter to be optimized was the number
of re-training rounds, as presented in Figure 3.7.
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Figure 3.7: MAE and Person correlation (R) evolution of NN20 model re-trained at 10%
learning rate on an increasing fraction of data from Fe-Cr-Ni σ−dataset. Presents the
dependence of transfer learning from new data for different re-training rounds numbers.
Figure 3.7 shows that too few retraining rounds causes unreliable outcomes, while too many
causes overfitting for low amounts of new data. In the case of Fe-Cr-Ni σ−dataset, retraining
for 10 or 25 rounds provides balanced results across the whole dataset. With parameters
for the process set to 10% learning rate and 25 additional rounds, the performance can be
evaluated graphically, as presented in Figure 3.8.
Figure 3.8: Performance of a new-materials-optimized network on σ-phase data. Left-to-
right: as trained on the OQMD, with additional training on 10%, 40%, and 100% of the
Fe-Cr-Ni σ−phase end-member data. The points on the figure correspond to all end-members
(both training and testing data).
As depicted, adding just 10% of DFT-calculated data (24/243 endmembers) provided a
significant improvement in the prediction quality over the other 90% that was never shown
to the model. This result indicates that the models in this paper can be combined with
partial data obtained through DFT calculations to create accurate predictive tools for a
specific material system and potentially limit number of calculations required within the
study. This can then provide the ability to investigate broader material search spaces at
given computational cost.
25
Furthermore, SIPFENN’s transfer learning capability could be used for a more broad mate-
rials exploration without a well defined finite search space like the ternary Fe-Cr-Ni σ−phase.
In such case, it is better to evaluate and report the performance of the model on a test set
that wasn’t presented during the training and report, as a function of number of added data-
points (new DFT calculations). With such problem statement, the transfer learning process
has been repeated 1180 for the statistical significance of the outcomes, which are presented
in Figure 3.9.
Figure 3.9: MAE of predictions evaluated on test set data vs number of newly available
training datapoints. 1180 blue points correspond to single transfer learning processes. Red
plot gives mean MAE and standard deviation. Both plots contain the same data.
As presented in Figure 3.9, adding just a small number of new datapoints allows to nearly
half the MAE with around 20 datapoints. Furthermore, evident from the right plot, this
performance increase is highly predictable following a straight line very well (R2 = 0.98).
3.5 End-User Implementation - SIPFENN
One of the objectives of this paper was to create a tool that is transparent, easy to use by the
research community, and easily modifiable. This lead to the creation of SIPFENN software.
Its name is an acronym for Structure-Informed Prediction of Formation Energy Using Neural
Networks. SIPFENN provides the user with near-instant access to the models presented in
3.1. In the future this selection will likely be further expanded. On the user side, the use of
the software is as easy as selecting one of the models, specifying a folder containing structure
information files like POSCAR [75] or CIF [76], running the predictions, and saving results.
SIPFENN was written entirely in Python to allow other researchers to easily modify it and
adjust it to specific needs. Its schematic of operation is presented in Figure 3.10. In broad
scope, it first performs the structure analysis and modifications using the Python Materials
Genomics library (Pymatgen) [77]. In the current implementation, it imports all structure
files, analyzes the stoichiometry, creates unique names based on that, and exports them as
POSCAR files. This is a rather simple task, however pymatgen is a powerful tool with a
suit of more complex analytical tools that can be quickly implemented into SIPFENN by
the user with even basic Python skills. Following the analysis, SIPFENN runs java-based
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HFigure 3.10: SIPFENN schematic description of operation.
Magpie [27] which calculates a descriptor for every imported structure and exports the result
as a CSV file. This file is a descriptor table, where each row corresponds to a single material,
and which can be stored and re-used later to run multiple predictive models at a fraction of
the original computation time. It can also be used to create datasets for training procedures
by replacing the last column with calculated or experimental values of formation energy.
Finally, the descriptor table is imported into the MXNet library framework, allocated into
the CPU or GPU memory based on user selection, and evaluated using the selected predictive
model. Once results are obtained, they are exported in CSV format and can be analyzed by
any spreadsheet software such as Microsoft Excel.
SIPFENN was planned as a command line tool, however it was recognized that some users,
especially those with little computational background, may find that difficult. Therefore, a
simple graphical user interface (GUI) was created using wxPython library. It incorporates
all the capabilities of the command line version. Furthermore, it lets the user download the
predictive models from a repository in a single click. A sample snapshot of the GUI before
performing calculations is presented in Figure 3.11.
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HFigure 3.11: A snapshot of the graphical user interface of SIPFENN.
4 Conclusions
4.1 Summary of Results and Significance
In this paper, based on work done by Ward et al. [29], specifically its dataset and descriptor
design, new machine learning models were created, significantly improving both performance
and accessibility, through implementation of more robust and much more optimized machine
learning techniques. In total, over 50 neural networks were trained on the dataset of around
400,000 DFT calculation results contained within the OQMD database. This process lead to
three final neural networks specialized in defined objectives, yet still all having better perfor-
mance than existing state-of-the-art models on the original objective of achieving the lowest
test error. The first network provides state-of-the-art performance on the random subset of
OQMD, with mean absolute error (MAE) of 28 meV/atom. The second network provides
MAE of 42 meV/atom, which still constitutes a significant improvement over previous tools,
but has reduced size, allowing the network to run on low power devices such as smartphones.
The third and most advanced neural network was optimized for predicting new materials,
and consequently its usability in new materials discovery. In addition to testing models’
performance on the OQMD to allow comparison with the current literature data, the three
new models were evaluated on two datasets not contained within the OQMD. Performance
on these datasets was found to be equivalent to the one on OQMD, with the model optimized
for new materials performing significantly better, even though it was not trained on that
new data.
In addition to the neural network design process, it was shown that models created within
28
this paper can be used for transfer learning, where vast knowledge of a broad spectrum
of materials is combined with a very limited knowledge of a specific materials system to
provide excellent results within that specific system. Such a process mitigates the issue
of low data availability, present in numerous materials science problems, and consequently
allows users to investigate a broader scope of materials at the same computational cost.
In example presented here, providing as little as a few datapoints can provide a significant
improvement, decreasing the error by about a factor of two.
Finally, the three neural network models designed within this paper were used, in con-
junction with additional software, to create an end-user tool called SIPFENN. SIPFENN’s
capabilities extend far beyond allowing validation of the presented results. It is implemented
to work without any intensive computations on the user side, to be very fast thanks to using
one of the industry’s leading ML frameworks capable of well-optimized computations on
GPUs rather than CPUs. Furthermore, it is an open source tool which can be modified to
specific needs without an extensive computer science background.
4.2 Software Access
The most recent version of SIPFENN code is available through Penn State’s Phases Research
Lab website at www.phaseslab.com/sipfenn in (1) a minimal version that can be run on pre-
computed descriptors in CSV format as well as (2) ready-to use version with pre-compiled
Magpie [27]. SIPFENN contains hard coded links to neural networks stored in cloud that can
be downloaded at a single-click (see Figure 3.11) or diredtly from psu.box.com/v/SIPFENN-
NeuralNets. All neural networks are stored both in (1) open-source MXNet format main-
tained by Apache Foundation and used within SIPFENN, and in (2) closed-source WLNet
format maintained by Wolfram Research and having advantage of even easier deployment,
as well as guaranteed forward compatibility with future versions of Wolfram Language. For
further ensured longevity of results, SIPFENN neural networks are also stored at the CERN’s
Data Centre through the courtesy of Zenodo.org service under doi:10.5281/zenodo.4006803.
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