Abstract. We study the lattice of closed ideals in the algebra of continuous linear operators acting on pth Tandori and p ′ th Cesàro sequence spaces, 1 p < ∞, which we show are isomorphic to the classical sequence spaces (⊕
Introduction
We study the lattice of closed ideals in L(X), the algebra of continuous linear operators acting on a Banach space X, where X is chosen from among some sequence spaces defined below. In doing so, we obtain a partial description of the lattice when X is chosen from the pth Tandori sequence space tand(p) or p ′ th Cesáro sequence space ces(p ′ ), 1 p < ∞. In particular, the lattice of closed ideals for L(tand(p)) consists, at least in part, of the chain
where any further closed ideals must occur between J ℓp and the unique maximal ideals identified in [Le15, KL16] . Due to the fact that ces(p ′ ) ≈ tand(p) * , dual results for L(ces(p ′ )) also obtain. These descriptions are corollaries of the first main result of the present paper, which states that tand(p) ≈ (⊕ Let us also discuss the following spaces.
1.1. Definition. Let 1 p, q ∞. We set Several recent papers have studied the closed ideals in L(W p,q ) for various choices of p and q. Complete descriptions of the lattice of closed ideals in these algebras, strikingly analogous to (1), have been given for W 0,2 ( [LLR04] ) and its dual W 1,2 ( [LSZ06] ). Indeed, {0} K J c 0 L describes the lattice for W 0,2 , and (1) describes the lattice for W 1,2 . Of course, it has been known for decades ([Ca41] for the ℓ 2 case and [GFM60] for the remaining cases) that the algebras of operators acting on W p,p (= ℓ p ), 1 p < ∞, and also W 0,0 (= c 0 ), each admit precisely three closed ideals: {0} K L.
Partial results have been obtained for other choices of p and q. As observed in [LL05, §2] , when 1 < q < ∞, due to the fact that the spaces ℓ n 2 are all uniformly complemented in ℓ 2 n q , n ∈ N, we have W 0,2 and W p,2 complemented in W 0,2 and W p,q , respectively. It follows from the classifications above that L(W 0,q ) and L(W p,q ), p = q, each admit at least four distinct closed ideals. Unique maximal ideals have been identified in the algebras L(W p ), in [Le15] for the nonreflexive case p = 1 and in [KL16] for the reflexive cases 1 < p < ∞. It is also known from [LLR04, Example 3.9] that the closed ideal structure of L(W p ) satisfies (1), and that any further closed ideals lie between J p and the unique maximal ideals from [Le15, KL16] .
When p = ∞, the algebras of operators on W ∞,q are surprisingly little understood. In case 1 q < ∞, the space W ∞,q is isomorphic to ℓ ∞ (ℓ q ) (cf., e.g., [CM11, Remark 3.4]), and hence admits uncountably many closed ideals by the main result in [SW15] . As for the case
, only a few distinct ideal in its algebra of operators have been identified; most of what we know about it is summarized in [LL05, §3] . We do know, however, that L(W ∞,∞ ) = L(ℓ ∞ ) has a unique maximal ideal M ∞ , which can be described a number of different ways, for instance as E-strictly-singular operators, i.e. the set of operators failing to fix a copy of E. Thus,
The remainder of this paper is organized into sections 2 through 4. In section 2, we define Lorentz and Garling sequence spaces, and summarize what is known about the closed ideal structure of their operator algebras. In section 3 we extend the result [ALM18, Corollary 3] to isomorphically identify the pth Tandori sequence space tand(p) with W p , and the p ′ th Cesáro sequence space ces(p ′ ) with W * p , for all 1 p < ∞. Finally, in section 4, show that W p is complemented in d(w, p) and g(w, p) for 1 p < ∞ and for certain choices of weight w, and use these facts to study the closed ideal structures of L(tand(p)) and L(ces(p ′ )).
Closed ideals in
In [KPSTT12] was introduced the first serious study of the closed ideal structure for the Lorentz sequence space operator algebra
In that excellent paper, the authors gave the following partial description.
Here, j : ℓ p → d(w, p) denotes the formal identity (the natural map between canonical bases). We are suppressing the "(d(w, p))" in notation like "L(d(w, p))." A single arrow (−→) means ⊆, but that we do not know whether the inclusion is strict. A double arrow (=⇒) means a unique immediate successor. In contrast, a dotted double arrow ( + 3 ) indicates an immediate successor which may or may not be unique.
Some additional information about the ideal structure of L(d(w, p)) is not represented in the above diagram. For instance, the authors proved in [KPSTT12, Theorem 3.5] that F SS(d(w, p)) = SS(d(w, p)) and in [KPSTT12, Theorem 3.6] that in the special case p = 1 these ideals also coincide with the weakly compact operators. Also they showed ([KPSTT12, Theorem 4.7]) that whenever w ∈ W satisfies condition (2SB) in Definition 4.1 below, the set J j (d(w, p)) is the unique immediate successor of K(d(w, p)). (We do not currently know whether this is the case for other choices of weights.)
Let us now explicitly define the Lorentz and Garling sequence spaces. A sequence of positive real numbers is a weight. We are especially interested in nonincreasing null weights which are not summable, i.e. the weights in the family W defined above. Let Π denote the set of permutations on N. Then for any 1 p < ∞ and any w ∈ W, we define a function
(Here, we are using K ∈ {R, C}, depending on whether we are working in the real or complex field.) Usually, context allows us to abbreviate the notation
We can now define the Lorentz sequence space via 
As expected, we write · g = · g(w,p) when context permits. Define the Garling sequence space via
. It is known that g(w, p) is a Banach space under the norm · g whose unit vectors (g n ) ∞ n=1 form a 1-subsymmetric basis. As the definition of g(w, p) is so similar to that of d(w, p), it should not surprise us that many of the methods for finding closed ideals in the operator algebra L(d(w, p)) carry over for L(g(w, p)). Let us give a list of facts analogous to those in [KPSTT12] for g(w, p) instead of d(w, p).
2.1. Theorem. Let 1 p < ∞ and w ∈ W. Let j g : ℓ p → g(w, p) denote the formal identity, i.e. the natural map between canonical bases.
is the unique immediate successor of SS(g(w, p)), and J ℓp (g(w, p)) is an immediate successor of J ℓp ∩ SS(g(w, p)). We can now give the following partial description of the closed ideal structure of L(g(w, p)), for all choices of w ∈ W and all 1 p < ∞.
Let us give a few final remarks relevant to the closed ideal lattice for L(d(w, p)) and L(g(w, p)). In [SZ15] , the authors showed that L(ℓ p ⊕ ℓ q ) admits continuum many closed ideals when 1 < p < q < ∞. In [Wa16] it was observed that their proof is valid for L(X) whenever X contains a complemented copy of ℓ p , p ∈ (1, 2), and a copy (not necessarily complemented) of ℓ q , q ∈ (p, ∞). It turns out that a closer reading of their proof permits even weaker hypotheses still. Indeed, we have the following.
Theorem ([SZ15]
). Fix any 1 < p < 2 and p < q < ∞. Let X be a real Banach space containing a complemented copy of ℓ p and a seminormalized basic sequence dominated by the canonical basis for the space W q,2 . Let X C denote the complexification of X. Then L(X) and L(X C ) each admit a chain of closed subideals with cardinality of the continuum, which are all contained in the class J ℓp ∩ F SS.
Although not every Lorentz or Garling sequence space of the form d(w, p) or g(w, p), p ∈ (1, 2), contains a seminormalized basic sequence dominated by the W q,2 basis, q ∈ (p, ∞), we can construct certain weights so that it does.
Proof. Note that q/p and q/(q − p) are conjugate, i.e. , p) ) admits a chain of closed ideals, with cardinality of the continuum, which are all class J ℓp ∩ F SS. The same is true of L(g(w, p)).
Proof. By Proposition 2.3, the canonical basis for d(w, p), and hence also for g(w, p), are each dominated by the ℓ 2 = W 2,2 basis. Let's note two more things: First, the complex versions of d(w, p) and g(w, p) coincide with the respective complexifications of the real versions; second, d(w, p) and g(w, p) each contain complemented copies of ℓ p (cf. [LT72, Proposition 4] for the Lorentz case and [AAW18, Theorem 3.1(v)] for the Garling case). Now apply Theorem 2.2.
3. tand(p) is isomorphic to W p , 1 p < ∞ For 1 < p ∞, we define the pth Cesáro sequence space ces(p) as the Banach space of all scalar sequences (a i )
If 1 p < ∞ then we define the pth Tandori sequence space tand(p) as the Banach space of all scalar sequences (a i )
Note that if we tried to extend these definitions in the natural way to all 1 p ∞ then we would have ces(1) = {0} and tand(∞) = ℓ ∞ . Thus, we limit ces(p) to 1 < p ∞ and tand(p) to 1 p < ∞.
Denote by (e k ) ∞ k=1 the unit vectors in c 00 . These vectors are not normalized in either tand(p) or ces(p), and so instead we consider vectors
It is known that (f k ) ∞ k=1 forms a normalized 1-unconditional basis for tand(p) with respective seminormalized (but not normalized) coordinate functionals (g k ) Be96] ) has shown that ces(p ′ ) ≈ (tand(p)) * (isomorphic but not isometric), and that when 1 < p < ∞ both spaces are reflexive so that the functionals (g k ) ∞ k=1 form a seminormalized basis for ces(p ′ ). However, the space ces(∞) is nonseparable, so we shall instead write ces
where S is the compact metric space of sequences s = (s n ) N n=1 of signs s n ∈ {±1}, and each M s ∈ L(X), s ∈ S, is defined by M s N n=1 a n x n = N n=1 s n a n x n . It is well-known that, in this case, K < ∞.
3.1. Proposition. Let C, K, M ∈ (0, ∞) and N ∈ N. Suppose (x n ) N n=1 be a Kunconditional and C-seminormalized basis for an N-dimensional Banach space X which satisfies
Proof. Fix (a n ) N n=1 ∈ K N , and select j ∈ {1, · · · , N} satisfying |a j | = (a n ) N n=1 ∞ . Then, using well-known inequalities (cf., e.g., [AA02, Lemma 1.49 and subsequent remarks]), (a n )
3.2. Remark. In the above inequalities, the appearance of constant 2 is only required in the complex setting. In case X is a real Banach space, it can be ignored to obtain (K √ CM )-equivalence to the ℓ N ∞ basis. In case X is a complex Banach space and (x n ) N n=1 is normalized, as long as N n=1 a n x n X = N n=1 ǫ n a n x n for all (ǫ n ) N n=1 ∈ T N , where T is the complex unit circle, the basis (
In particular, the canonical normalized basis (f n ) anyway. Thus, if t ∈ N we can set m = 2 t−1 and n = 2 t − 1 to obtain
It follows by Proposition 3.1 and Remark 3.2 that, for each n ∈ N, (f k )
basis, where
, where (f
is the normalized canonical basis for tand(1). Hence, in this case,
.
It follows that the canonical basis for ℓ p is 72 1/p -dominated by (f 2 n −1 ) ∞ n=1 . To finish the proof, we once more fix (a k ) ∞ k=1 ∈ c 00 . For each n ∈ N, let k n ∈ {2 n−1 , · · · , 2 n − 1} be such that
and, finally,
|a kn |f 2 n −1
3.4. Proposition. Let 1 p < ∞, and let (f k ) ∞ k=1 be the canonical normalized basis for tand(p). Then tand(p) is isometric to a subspace of ℓ p (c 0 ) via the mapping
is the canonical basis for ℓ p (c 0 ). Proof. Observe that the map
is a linear isometry. Hence, so is the map
However, this is just the linear map defined by
3.5. Corollary. Let 1 p < ∞, and let ((e 
, although not in the natural ways.
W p is complemented in d(w, p) and g(w, p) for certain w
In this section we show that W p is complemented in d(w, p) and g(w, p) for 1 p < ∞ and for certain choices of w. As an application, we given a new, slightly different proof of a result already known from [LLR04] regarding the closed ideal structure of L(W p ).
We say that w is (NUC) whenever
We say that w is (2SB) whenever
Condition (NUC) was originally studied in [Al75] for the cases 1 < p < ∞ to characterize reflexive but non-uniformly convex Lorentz sequence spaces. Condition (2SB) was studied in [ACL73] to characterize those Lorentz sequence spaces admitting precisely two symmetric basic sequences.
4.2.
Remark. There are many such weights simultaneously satisfying both (NUC) and (2SB); perhaps the "nicest" example is formed by setting
Let us begin with the main result of this section, before proceeding to some of its applications.
4.3. Theorem. Let 1 p < ∞ and suppose w ∈ W is (NUC). Then g(w, p) admits a 2-complemented copy of W p and d(w, p) admits a 1-complemented copy of W p . 
with coefficients tending to zero, and their proof is valid also for g(w, p). More specifically, we have
for successive finite subsets of N which we label
By [ACL73, Lemma 1] for the Lorentz case and its counterpart [AAW18, Theorem 3.4] for the Garling case, we can find a (uniform) constant C ∈ (1, ∞) such that for all k ∈ N we have (v
By 1-subsymmetry we now have
∈ c 00 and for each k ∈ N we choose i k ∈ {1, · · · , k} so that
As a matter of notation, if σ is a permutation of N, let the triples (k, i, j)'s be such that
Then there exists such a permutation σ of N such that
On the other hand, by 1-unconditionality, and adjusting C if necessary, we have
It follows that the constant-coefficient block basic sequence ((u
is Cequivalent to the standard W p basis. Since the blocks are formed by constant coefficients with respect to a 1-subsymmetric basis, it follows by [LT77, 3.a.4 ] that W p is complemented in both g(w, p) and d(w, p), with respective constants 2 and 1. 4.4. Remark. Even though the copy of W p , 1 p < ∞, from Theorem 4.3 above is 1-complemented in d(w, p) when w ∈ W is (NUC), the copy is not itself isometric. That is, we can find C ∈ (1, ∞) such that there exists a norm-1 projection P ∈ L (d(w, p) ) such that the range of P is C-isomorphic (not isometric) to W p .
Let us take a moment to prove that the converse is not true, and indeed that neither d(w, p) nor g(w, p) are ever subspaces of W p , for any 1 p < ∞ or w ∈ W.
is a C-seminormalized FDD-block sequence then it is C-equivalent to ℓ p .
Proof. Write
4.6. Corollary. Let 1 p < ∞ and w ∈ W. Then d(w, p) is not a subspace of E := (⊕ ∞ n=1 E n ) p for any ℓ p -sum of finite-dimensional spaces. Neither is g(w, p). Proof. If d(w, p) or g(w, p) is a subspace, we can find (z i ) ∞ i=1 a seminormalized basic sequence in E which is equivalent to the d(w, p) or g(w, p) canonical basis. As the latter is weakly null (cf., e.g., [KPSTT12, Remark 1.7] ) and subsymmetric, we may assume (z i ) ∞ i=1 is block basic, and that its blocks do not overlap in any space E n . However, such blocks are equivalent to the ℓ p basis by Lemma 4.5. This is a contradiction.
4.7. Corollary. Let w ∈ W be (NUC) and 1 p < ∞, and let P ∈ L(d(w, p)) be a projection whose range is isomorphic to W p . Then P fails to fix a copy of d(w, p), and hence, for any Banach space X,
The same goes for g(w, p).
As a final aside, we note an interesting fact about the duals of Lorentz and Garling sequence spaces for the case when w is (NUC) and p = 1. 4.9. Remark. We still don't know whether L(d(w, 1)) or L(g(w, 1)) themselves admit infinitely many closed ideals.
In the remainder of this section, we will give slightly different proofs than are already known to partially characterize the lattice of closed ideals for L(W p ).
4.10. Proposition. Fix 1 p < ∞, and set
is any sequence of finite-dimensional spaces. Then we have the following two facts.
(i) Every seminormalized weakly null sequence in E admits a subsequence equivalent to the ℓ p basis. (ii) Every seminormalized basic sequence in E admits a subsequence equivalent to the ℓ p basis.
be a seminormalized weakly null sequence in E. By BessagaPe lczyński, (y n ) ∞ n=1 admits a basic subsequence equivalent to a block basic sequence
By the Principle of Small Perturbations we may assume the z i 's are all normalized. Let us write
where (e (n) j ) n j=1 is a normalized basis for E n for each n ∈ N. Without loss of generality we may assume that no pair of z i 's both have support in the same E n . In other words, we may assume s i < r i+1 for each i ∈ N. Thus, relabeling if necessary, we may write
, and hence also a subsequence of (y n ) ∞ n=1 , is equivalent to the ℓ p basis. (ii) It is well-known that every seminormalized basic sequence in a reflexive space is weakly null. Hence, by (i) we may assume p = 1. Let (x n ) ∞ n=1 be a seminormalized basic sequence in E. Consider first the case where p = 1. We claim (x n ) ∞ n=1 has no weak Cauchy subsequence. Otherwise, we could find a subsequence (x n k ) ∞ k=1 so that the difference sequence (x n 2k+1 − x n 2k ) ∞ k=1 is weakly null. Thus, by (i), (x n 2k+1 − x n 2k ) ∞ k=1 admits a subsequence equivalent to the ℓ 1 basis. As the latter is not weakly null, this is impossible. It follows that (x n ) ∞ n=1 has no weak Cauchy subsequence, and so by Rosenthal's ℓ 1 Theorem it admits a subsequence equivalent to the ℓ 1 basis.
4.11. Theorem. Fix 1 p < ∞, and let E be an ℓ p -sum of finite-dimensional spaces, as in Proposition 4.10. Then for any Banach space X we have K(X, E) = SS(X, E).
Proof. Let T ∈ L(X, E) be noncompact. As compactness coincides with sequential compactness in metric spaces, we can find (x n ) ∞ n=1 seminormalized in X such that (T x n ) ∞ n=1 has no norm-convergent subsequence. If (T x n ) ∞ n=1 admits a subsequence equivalent to the ℓ 1 basis, then, passing to it if necessary,
, which means T / ∈ SS(X, E) so that we are done in that case. Now assume T is compact. Passing to a difference subsequence (x 2n+1 − x 2n ) ∞ n=1 if necessary, by successive applications of Rosenthal's ℓ 1 Theorem together with [AK16, Proposition 1.5.4], we may assume (x n ) ∞ n=1 and (T x n ) ∞ n=1 are both seminormalized and either basic and weakly null. By Proposition 4.10, we pass to subsequences so that they're both equivalent to the ℓ p basis. 4.12. Corollary. We have K(W p ) = SS(W p ) for all 1 p < ∞.
Proof. Simply combine Theorems 4.3 and 4.11. Now let us recall a result already known from [LLR04] . We include a new, slightly different proof for completeness, which can be seen as an application of Theorem 4.3. 4.13. Lemma. Let 1 p < ∞. If T ∈ L(W p ) \ SS(W p ), then Id ℓp factors through T .
Proof. Let w ∈ W be (NUC) so that, by Theorem 4.3, there exist an embedding Q : W p → d(w, p) and a projection P : d(w, p) → W p satisfying P Q = Id Wp . Then QT P ∈ L(d(w, p)) \ SS(d(w, p)). Although not stated explicitly, in the proof of [KPSTT12, Theorem 3.1] it was shown that for every non-strictly-singular operator S acting on d(w, p), there exists a projection R : d(w, p) → ℓ p such that R factors through S; in this case, Id ℓp factors through S. Taking S = QT P , we find that Id ℓp factors through T . 4.14. Theorem ([LLR04, Example 3.9]). Let 1 p < ∞. Then
