Abstract: This paper proposes a remote congestion controller with the butterfly-shaped perfect delay compensator (PDC) for time-delay compensation in active queue management (AQM) supporting transmission control protocol (TCP) flows. The butterfly-shaped PDC does not need any time-delay model of TCP/AQM network. Simulations show that the proposed controller with the butterfly-shaped PDC effectively stabilizes the TCP/AQM network even if the system includes time-varying delays.
Introduction
The Internet is essential in the modern world, and many modern electronic devices use the Internet to communicate with people and devices around the world. Currently, the most commonly used communication protocol is the transmission control protocol (TCP). In communication via loss-based TCPs, the receiver host detects packet loss as a sign of network congestion and notifies the sender host of the presence of congestion. Upon receiving this notification, the sender host scales down the sending window size, resulting in reduced communication speed in order to control congestion. This procedure is applied to each and every sender host. Due to this mechanism, a large quantity of packets would be dropped if serious network congestion occurs, which leads to the situation that many TCP flows sharing the same network reduce their window size, thus sharing the network with low throughput. This phenomenon is called global synchronization, and this greatly reduces communication efficiency. Since the number of network-connected devices is continuing to increase, congestion of network flows has been a serious problem.
A control system called active queue management (AQM) is utilized in order to avoid serious network congestion that leads to global synchronization in TCP flows. The AQM discards packets in the buffer of routers before congestion occurs. Many AQM controllers have been proposed. Floyd et al. [1] proposed the random early detection (RED) to randomly discard packets with a drop linear TCP/AQM network model was designed by linearizing a nonlinear TCP/AQM network model proposed by Misra et al. [21] . The derivation of the linear TCP/AQM model is shown in this section.
Nonlinear TCP/AQM network model
The nonlinear TCP/AQM network model is shown in Eqs. (1) and (2) W (t) = 1
R(t) − W (t)W (t − R(t)) 2R(t − R(t)) p(t − R(t)),

q(t) = −C(t) + N (t) R(t) W (t).
The variables in Eqs. (1) and (2) are defined as follows:
W (t) . = TCP window size, q(t) . = queue length,
R(t) . = round-trip time (RTT) q(t) C(t) + T p , C(t) .
= bottleneck link capacity,
= the number of TCP sessions,
Linear TCP/AQM network model
In order to linearize Eqs. (1) and (2), it was assumed that the TCP session number N (t) and link capacity C(t) are constant, i.e., N (t) ≡ N and C(t) ≡ C. In addition, the operating point wherė W = 0 andq = 0 is defined as (W 0 , p 0 , q 0 , R 0 ). From these assumptions, the following equations are derived:
To proceed with linearization, the dependence of the time delay argument t − R(t) on queue length q(t) is ignored and assumed to be fixed to t − R 0 . On the other hand, the dependence of RTT R(t) on queue length q(t) in the dynamic parameters is retained. As a result, the simplified dynamics are obtained as follows:Ẇ (t) = 1
Next, the right-hand sides of Eqs. (6) and (7) are defined as Eqs. (8) and (9) f (W (t), W R (t), q(t), q R (t), p R (t)) = 1
where
. The partial derivatives of f and g at this operating point (W 0 , p 0 , q 0 , R 0 ) can be derived by recalling the operating point relationships shown in Eqs. (3) and (4) . From those partial derivatives, Eqs. (6) and (7) can be linearized as follows: 
where δW = W − W 0 , δq = q − q 0 , and δp = p − p 0 . A block diagram of the linearized dynamics is shown in Fig. 1 . Hollot et al. continued to simplify these dynamics by dividing the dynamics into a nominal model and modeling error. A simplified block diagram is shown in Fig. 2 . The modeling error Δ(s) is defined as Eq. (12) Δ(s) .
Finally, from the fact that the modeling error Δ(s) has extremely small gain, by excluding Δ(s) from Fig. 2 , the TCP/AQM network model for the controller design can be derived as shown in Fig. 3 . The transfer function C(s) denotes the AQM controller for the TCP/AQM network. The AQM controller uses the queue length information in order to calculate the packet drop probability. The transfer function P (s) is a combination of the nominal window dynamics, queue dynamics, the block element in between these two ( N R 0 ), and the minus sign before the window dynamics, as shown in Fig. 2 . The transfer function P (s) can be written as Eq. (13) 
AQM using PID controller
The TCP/AQM control system using a conventional PID controller is presented in this section.
Nominal TCP/AQM network model
In order to simplify the design of the AQM controller, we utilize a nominal TCP/AQM network model [10] . The nominal TCP/AQM network model P n (s) is defined as Eq. (14)
where N n denotes the nominal number of TCP sessions. In addition, the inertia model in TCP/AQM network dynamics M n is defined as Eq. (15)
From Eqs. (14) and (15), the following relationship between P n (s) and M n can be derived:
The linear TCP/AQM network model shown in Fig. 3 can be converted to Fig. 4 by using this inertia model. In Fig. 4 , d dp denotes the modeling error of the TCP/AQM network in the dimension of packet drop probability. The output of the controller is redefined as δp ref in the TCP/AQM control system with the inertia model.
Controller design
The controller C(s) includes the PID controller and inertia model. The PID controller is implemented in order to converge the queue length output q to the target queue length q cmd . In other words, q 0 defined in Section 2 is redefined as q 0 = q cmd . The acceleration reference value of the queue length δq ref can be derived as Eq. (17) 
where 
Time-delay compensation using butterfly-shaped PDC
A butterfly-shaped PDC is utilized to compensate time delays in the TCP/AQM network. The butterfly-shaped PDC is a model-free delay compensator, and we have implemented it as a network delay compensator in a proposed remote AQM control system. In this section, the general characteristics of a control system including network delay are explained, and the operating mechanism of the butterfly-shaped PDC is presented.
NCS
The NCS is a control system that has a feedback loop going through the network. The implementation cost of the control system would be greatly reduced if a commercial network is integrated in order to construct the NCS. The proposed remote AQM control system is an NCS. Network-induced delay is unavoidable since the NCS sends the control signal through the network. In addition, when considering the usage of a commercial network, network delay would not be constant and may fluctuate randomly. This unpredictable network delay is known to greatly affect the performance of the NCS. Figure 5 shows the block diagram of the general NCS, which is only constructed from the controller G c (s), the plant G p (s), forward network delay t 1 , and feedback network delay t 2 . R(s) and Y (s) denote the input and output signals, respectively. If the network has no delay, i.e., t 1 = t 2 = 0, the transfer function for the entire block diagram is denoted as Eq. (19)
The transfer function G woN ET is an ideal transfer function for an NCS. The NCS transfer function that includes network delay, i.e., t 1 = 0 and t 2 = 0, is defined as Eq. (20)
The transfer function of G wN ET shown in Eq. (20) is clearly more complicated compared to that of G woN ET shown in Eq. (19) . In addition, G wN ET includes a time-delay element in the denominator. It is known that if the denominator of the transfer function includes time-delay elements, the design of a robust controller would become difficult, and the robustness of the entire control system degrades. Due to this fact, many recent studies have focused on the time-delay compensation method.
Butterfly-shaped PDC
The butterfly-shaped PDC is a model-free time-delay compensator. The term model-free means that this compensator does not require any information regarding the time delays. Figure 6 is the block diagram of the butterfly-shaped PDC originally proposed by Lai et al. [20] . Figure 7 shows the block diagram equivalent to Fig. 6 with the controller G c (s) placed on the remote controller side. As shown in Fig. 7 , in the PDC-based networked control systems, the controller G c (s) has to be implemented on both the remote controller and plant sides. The system shown in Fig. 7 was proposed for networked motion control. The controllers on the remote controller and plant sides are defined as an original controller and a controller model, respectively. In the motion control systems, the nominal plant model is generally time-invariant as long as the plant system is not changed dynamically in operation. On the other hand, the nominal plant model of the TCP/AQM network used in controller design should be frequently changed because the plant system, i.e., the amount of network traffic through routers, may fluctuate in operation. However, the controller model on the plant side cannot be updated so frequently in operation because the controller model is implemented to the router's firmware, whereas the software-based original controller is implemented to a remote server. Figure 8 shows the proposed butterfly-shaped PDC scheme. The controller model G c (s) on the plant side shown in Fig. 7 is replaced by G m (s) . In our proposed PDC-based system shown in Fig. 8 , the original controller on the remote controller side G c (s) and the controller model on the plant side G m (s) are defined as different transfer functions to discuss their model mismatch, which would not have occurred in motion control, as assumed in [20] .
In this section, we confirm that the block diagram shown in Fig. 8 compensates network delay. First, the input and output sides of the plant butterfly element, each denotes as U p (s) and Y r (s), respectively, can be rewritten as follows:
Since the transfer function from U p (s) to Y p (s) can be written as Eq. (23), the transfer function from U r (s) to Y r (s) can be derived as Eq. (24): 
The forward and feedback signals right after the network, each denotes as U r (s) and Y l (s), can be written as shown in Eqs. (25) and (26), respectively. 
The forward and feedback output signals at the left hand side butterfly element, each denotes as U l (s) and Y c (s), can be written as Eqs. (28) and (29), respectively.
By combining these equations, Eqs. (30) and (31) can be obtained.
From these equations and Eq. (27), the transfer function from U c (s) to Y c (s) can be derived as Eq. (32)
The forward input signal at the left hand side butterfly element U c (s) can be expressed as Eq. (33)
By combining Eqs. (32) and (33), the transfer function from the input of the control system R(s) to Y c (s) can be derived as Eq. (34) 
Using Eq. (37), the transfer function from R(s) to Y p (s) can be derived as Eq. (38)
It is clear that Y p (s) = Y (s), thus the transfer function for the total networked control system using PDC G P DC (s) can be expressed as Eq. (39)
The final transfer function shown in Eq. 
As Eq. (40) shows, the control system using a butterfly-shaped PDC successfully compensates the effect of the network delay.
Total control system and model mismatch
As mentioned in Section 4, the proposed control system includes an original controller and controller model, and their mismatch may occur. This section presents the block diagram of the proposed remote AQM control system with a butterfly-shaped PDC, and discuss the model mismatch. Figure 9 shows the proposed remote AQM control system using a butterfly-shaped PDC. The specific equations describing the transfer function of the original controller G c (s) and the controller model G m (s) are as shown in Eqs. (41) and (42), respectively.
Proposed remote AQM control system using butterfly-shaped PDC
In Eqs. (41) and (42), M n c and M n m denote the inertia models used for designing the original controller and the controller model, respectively. Fig. 9 . Proposed remote AQM control system using butterfly-shaped PDC.
Model mismatch
As shown in Eq. (40), if the original controller and controller model are identical, the transfer function of the total control system can be constructed only from the ideal transfer function and pure forward delay. However, it is possible that the original controller and the controller plant may differ in reality. We suppose that the controller model is implemented in the bottleneck router's firmware in actual implementation of this system. Thus, the implemented controller model may be updated periodically, but not in real time.
As shown in Eq. (15), the inertia model M n is defined by the bottleneck link capacity C and the nominal number of TCP sessions N n . In addition, both the original controller and controller model include their own individual inertia models. Therefore, the equations defining M n c and M n m can be rewritten as Eqs. (43) and (44), respectively.
In Eqs. (43) and (44), N n c and N n m denote the nominal number of TCP sessions used to design original controller and controller model, respectively. The original controller and controller model both utilize the same PID controller gain parameters, and it is not likely that the bottleneck link capacity changes over time. Therefore, the mismatch between the original controller and controller model may occur when the values of N n c and N n m are not equal. As shown in Eq. (39), the model mismatch ratio directly affects the transfer function of the whole system proportionally. Therefore, the design of the original controller must be adjusted to lower the proportional effect due to model mismatch while still maintaining the overall performance of the TCP/AQM congestion control system.
Simulation
This section shows simulation results that confirm the validity of the proposed butterfly-shaped PDC and the effect of model mismatch.
Simulation setup
Simulations were performed using the network simulator ns-2 in order to validate the proposed congestion controller. The dumbbell shaped network topology shown in Fig. 10 was utilized in the simulations. The value of the number of TCP sessions N varies depending on the simulation purpose, which was set to 100 if not specified. The parameters used in the simulations are shown in Table I . The parameters used to design the PID controller are shown in Table II . Control parameters were set by reference to [22] . The values of nominal number of TCP sessions used to design the original controller N n c and the controller model N n m vary depending on the simulation purpose, which were set to N if not specified. 
Compensation of identical forward and feedback time delays
Simulation results using the matching controller model with forward network delay t 1 equal to feedback network delay t 2 are shown in this subsection. Figure 11 shows the simulation results when t 1 = t 2 = 50 ms. The figure shows the results of the system without the butterfly-shaped PDC, referred as woPDC, and with the butterfly-shaped PDC, referred as wPDC. From the simulation results, we can see that the oscillation in the woPDC is larger than that in the wPDC. This indicates that the network delay directly affects the stability of the system, and the PDC effectively compensates this network delay. Figure 12 shows the standard deviation (SD) of the queue length for various forward and feedback delays. The SD values were calculated using all simulation results after 5 s out of the total simulation duration of 200 s, in order to avoid the effect of overshoot occurring at the start of the simulations. A larger SD value generates a larger queue length oscillation. We can see from Fig. 12 that the SD is larger when network delay is larger without the PDC. However, this effect can be compensated and the SD values can be kept at a relatively lower value by implementing PDC to the system, even with a large network delay. The effectiveness of the PDC in compensating the identical forward and feedback network delays can be verified from these simulation results.
Compensation of different forward and feedback time delays
This subsection shows the simulation results using the matching controller model when t 1 and t 2 are different. Figure 13 (a) shows the simulation results when t 1 = 20 ms and t 2 = 60 ms. Figure 13(b) shows the simulation results when t 1 = 60 ms and t 2 = 20 ms. Figure 14 shows the SD value for various t 2 values when t 1 = 20 ms and t 1 = 60 ms. From these simulation results, we can see that the proposed control system utilizing the PDC can compensate network delays, even if the forward and feedback delays are not identical. The relationship between forward and feedback delays also did not affect the PDC efficiency.
Compensation of fluctuating time delays
This subsection shows the simulation results using the matching controller model while t 1 and t 2 are simultaneously fluctuating. Figure 15 shows two types of delay fluctuations used in the simulation. Figure 16 shows the simulation results while t 1 and t 2 are fluctuating, as shown in Fig. 15 . From these simulation results, we can see that the PDC successfully compensates for network delays, even if the network delays fluctuate. 
Discussion about model mismatch
In this subsection, all simulations were performed when t 1 and t 2 were set to 50 ms. First, we set the value of N n m to 100, as was done in the previous simulations. Then, by assuming a situation where the actual number of TCP sessions N was changed from the original number of TCP sessions 100, we changed the value of N and repeated the simulation. Assuming that the original controller can detect a change in the actual number of TCP sessions, the value of N n c was kept equal to N . Figure 17 (a) shows the simulation results when N n m = 100 and N = N n c = 60, 80, 100, 120, and 140. Since the target queue length q cmd was set to 100 packets, the ideal response of the system had its average queue length close to 100 packets. However, as Fig. 17(a) shows, the average queue length differed from the ideal response when mismatch error between N n m and N n c = N occured. The stability of the system, i.e., the queue length oscillation, remained nearly constant, even if mismatch occurred. Thus, the effect of model mismatch can be discussed by focusing on the average queue length.
Figure 17(b) shows the results of average queue lengths when N n m = 100, and N and N n c were set to 60, 80, 100, 120, or 140. The average queue lengths were calculated using all simulation results after 5 s out of the total simulation duration of 200 s in order to avoid overshoot occurring at the beginning of the simulations. As Fig. 17(b) shows, the average queue length would be nearly equal to 100 packets when N n c = 100, which was equal to N n m . Therefore, it can be assumed that when N n c = N n m , the system will return the ideal average queue length.
The same simulations with N n m = 80 and 120 were performed in order to confirm this assumption. Figures 18(a) and 18(b) show the results of average queue lengths when N n m = 80 and 120, respectively. In Fig. 18(a) , the average queue length is nearly equal to 100 packets when N n c = 80, which is equal to N n m . In Fig. 18(b) , the average queue length is nearly equal to 100 packets when N n c = 120, which is equal to N n m . The value of N in both figures does not clearly affect the average queue length. These simulation results confirm that N n c = N n m is suitable, regardless of the value of N .
Conclusion
This paper proposed a remote congestion controller with the butterfly-shaped PDC for time-delay compensation in the TCP/AQM network. The simulation results showed that the proposed controller with the butterfly-shaped PDC effectively stabilized the TCP/AQM network even if the system in-cluded time-varying delays. The proposed congestion control system with PDC may have a model mismatch between the actual system and the controller model, and the ratio of controller model and original controller proportionally affects the output of the system. It was verified that by matching the parameters of the original controller to that of the controller model, the effect of model mismatch can be excluded even if the parameters do not match that of the actual system. Our future works include considering the situation that multiple routers are controlled simultaneously with different controller models.
