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Introdução 
O objetivo principal desta dissertação é clastiiJicar as imersões isométricas paral~las 
em formas espaciais, isto é, caracterizar as imersões isométricas cujas segundas l•Jtl!las 
fundamentais são covariantemente constantes. 
Começaremos esta dissertação enunciando os conceitos e resultados básicos a serem 
utilizados, destacando os teoremas Fundamental das Subvariedades e de Redução da Co-
dimensão de Erbacher. Daqui, encerraremos o primeiro capítulo com um resultado de 
Moore sobre fatorização de imersões. 
No segundo capítulo definiremos as imersões paralelas, daí daremos uma caracte-
rização geométrica destas imersões devido a Ferus-Strübing. A seguir, definiremos e clas-
sificaremos as imersões umbílicas e seus produtos extrínsecos, e logo os mergulhos padrão 
de R-espaços simétricos, e mostraremos que estas formam duas classes de exemplos de 
imersões paralelas. 
No terceiro capítulo demonstraremos basicamente que as duas classes dadas acima 
serão os blocos básicos que permitirão construir todas as imersões paralelas. Para isto, 
iniciaremos o capítulo enunciando um Teorema de Unicidade de Reickzigel, com o qual 
reduziremos o problema de classificação das imersões paralelas ao estudo de quando as 
segundas formas fundamentais são induzidas por estas imersões. A partir daí trataremos 
o problema usando Sistemas Triplos de Jordan (S.T.J.). De acordo com isso, obteremos 
primeiro a classificação das imersões paralelas mínimas em relação dos S.T.J., e a seguir 
obteremos um teorema classificatório que essencialmente diz: 
Toda imersão pamlela f : llfn -+ Qn+m (c) de urna variedade Ri-
emanniana n-dimensional M conexa em Qn+m(c) é a composição de 
um produto de imersões mínimas pamlela.<~ rnm um produto extrínseco 
de subvariedades umbílicas. Em particular, se M é irredutível entâo f 
é umbílica quando c ~ O ou é um meryulho padrão de um R-espaço 
simétrico quando c> O. 
Com este teorema atingiremos nosso objetivo de classificação das imersões parale-
las. Os pré-requisitos à leitura desta dissertação estão essencialmente contidos nos três 
primeiros capítulos da referência [CJ. 
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O objetivo deste capítulo é fixar a nomenclatura a ser utilizada ao longo desta dis-
sertação. Portanto, na seção 1 deste capítulo começaremos introduzindo os conceitos e 
noções básicos da teoria das subvariedades, que são necessários para obtermos as fórmulas 
de Gauss e Weingarten, e baseadas nelas derivaremos as equações fundamentais de uma 
imersão isométrica, isto é, as equações de Gauss, Codazzi e Ricci. Já que, nesta dissertação 
estamos interessados em classificar certa classe de imersões isométricas em formas espaci-
ais, daremos na seção 2 uma pequena atenção nos modelos clássicos de formas espaciais, 
além disso, veremos algumas importantes subvariedades destes modelos. 
Finalizaremos este capítulo apresentando nas seções 3, 4 e 5os teoremas Fundamen-
tal das Subvariedades, de Redução da Codimensão e um devido a Moore sobre fatorização 
de imersões, respectivamente. 
1. Notações e Definições Básicas 
1.1 Definição. Sejam Mn e ifn+m duas variedades diferenciáveis de dimensão n e n + m, 
respectivamente. Seja f : Mn --+ ifn+m uma imersão. Suponhamos que M possua uma 
métrica Riemanniana (,} M· Então f induz de maneira natural uma métrica Riemanniana 
(, }M sobre M, chamada métrica induzida por f e dada como segue: Para cada p E M, 
definimos um produto interno sobre TPM dado por 
(1) {x,y}p := (f.(x),f.(y)}J(p), V x,y E TpM 
onde f. é a diferencial de f em p. 
Daqui, a imersão f será chamada uma imersão isométrica, ou seja, f é uma imersão 
entre variedades Riemannianas a qual verifica (1) para todo ponto de M. 
Denotaremos por V(M) ao anel de todas as funções diferenciáveis a valores reais da 
variedade Riemanniana Me por ~(M) ao V(M)~módulo de todos os campos diferenciáveis 
1 
de vetores tangentes a 111. 
De agora em diante f : 111n ---+ i!n+m ser;Í , 1111a imersão i~ométrica. 
1.2 Definição. Um campo de vetores X ao longo ele f é uma aplicação X : 111 ---+ T 111, 
de M no fi brado tangente de 111 tal que 1r o X = f, onde 7i' : T111 ---+ AI é a projeção. 
Assim, X associa a cada p E 11.f um vetor X(p) tangente a 11f em f(p), e X é diferenciável 
se para cada g E V(i1), X(g) E V(A1), onde X(g)(p) = X(p)g. 
Denotaremos por X (f) o conjunto de todos os campos diferenciáveis de vetores ao 
longo de f. Observa-se claramente que para cada Y E X:(M), a restriçã.o YLu := Y o f 
está em X:(J). 
Por outro lado, como f é uma imersã.o, segue-se que para cada p E M, existe uma 
vizinhança U de p tal que f(U) é uma subvariedade mergulhada de A1. Daqui, podemos 
identificar U com f(U) e cada v E TgU = TgM, q E U, com f*(v) E Tf(q)if. Assim, TPM 
será um subespaço de TP111. Daí, o produto interno em 1~111 dado pela. métrica de 111 
decompõe TpÃ1 na soma direta. 
(2) 
onde TPAfl. (também denotado por /Jp(f)) é o complemento ortogonal de Tp.f\,1 em TP111. 
1.3 Definição. Os vetores de Tp111 J. são chamados vetores normais a f (ou 111) em p. 
Claramente, para cada p E 111, clim TpA.f J. = 1n, onde este número é chamado a codimensão 
de f. 
De (2) segue-se que todo vetor z E TPM,p E 111, pode ser expresso ele maneira única 
como segue: 
z = (zf + (z)J., 
onde ( z f E Tv111 e ( z )J. E 1~111 J., resultando daí projeções ortogonais 
as quais são obviamente Dl-lineares. 
1.4 Definição. Diremos que um campo ele vetores X E X:(f) é tangente ao longo de f 
(ou A1) se para cada p E 111, X(p) E TP111. Além disso, diremos que um campo ele vetores 
'f/ E X: (f) é normal ao longo ele f (ou 111) se para cada p E llf, 1J(p) E TP11f J.. 
Denotaremos por X(.ff o colljtl!do de lodos os campos diferenciáveis de vetores 
tangentes ao longo de f e por X:(f) 1 o conjtttlfo de todos os rampos dije1·en('/tÍI'eis de 
veto1·es no1·mais ao longo de f. Claramente X:(ff,X:(J)l. e X:(!) são V{J\J)-IItódulos e 
X:(Jf,X:(J)l. são submódulos de X:(!). 
Agora aplicaremos a cada X E X:(!) as projeções ortogonais (·f e (·)1. em cada 
ponto de Af, assim, obtemos campos de vetores (Xf E X:(!f e (X)l. E X:(f)l., (a 
diferenciabilidade destes campos verifica-se usando sistemas de coordenadas adaptados). 
Resultam daí as projeções o1'togonais 
as quais são V(M)-lineares e a identidade X= (Xf + (X)l., é uma conseqüência dada 
da soma direita de módulos 
X: (f) = X: Uf EB X: (f)l.. (3) 
Observemos que no caso de f ser um mergulho .\é(i\1) é isomorfo a .\é(Jf. De agora 
em diante, no caso geral de f ser uma imersão isométrica usaremos X:(M) em vez de 
X: (!f e denotaremos X: (f)l. por X: ( Jll)l.. 
1.5 Definição. Seja i\1 uma variedade diferenciável. Um k-fibrado vetorial sobre M é 
um par (E, 1r), onde E é uma variedade diferenciável e 1r é uma aplicação diferenciável de 
E sobre 111 tal que, para cada p E Jlvf, estão satisfeitas as seguintes condições: 
(i) 1r- 1 (p) = { x E E : 1r( x) = p} é um espaço vetorial k-dimensional; e 
(ii) existe uma vizinhança U de p em 111 e um difeomorfismo 4Y : U x JRk --t 1r- 1(U) 
tal que, para cada q E U, a aplicação v ~---+ 4Y( q, v) é um isomorfismo linear de JRk 
sobre 1r-1 ( q). 
Na literatura usa-se a seguinte terminologia para os objetos envolvidos na definição 
( 1.5): 111 é a variedade base, E é a variedade total, 1r é a projeção, 1r-1 (p) é a fibm sobre 
p, JRk é a fibra pad1·ão, e 4Y é a cm·ta jibrada. 
Já que a decomposição em (2) varia diferencialmente com p E i\1, obtemos um 
fi brado vetorial T 1111. := U Tvi\11. sobre i\1 chamado o jibrado nonnal de f. (que ás 
pEM 
vezes será denotado por v(!)). 
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Verifiquemos que (TA1.l., 1r) é de maneira natural um m-flhrado vetorial sobre !11, 
onde 1r é a projeção que leva cada ~,M.l. em ]J. Com efeito. para cada p E !11, existe 
um referencial de campos normais 'lt, ... , 17m definidos em alguma vizinhança U de p 
em !11, isto é, campos tais que, para cada q E U, 171 ( q), ... , 17m ( q) formam uma base 
m 
ortonormal de Tvllf.l.. A fórmula </>(q, a 1, ... , am) = LaiEi(q) define uma aplicação 
i=l 
</> : u X mm ---+ 7r-1 ( U) que é claramente injetora. Como conseqüência disto obtemos uma 
família de aplicações injetoras </>'s. Daqui, tornamos TM.l. numa variedade diferenciável 
com sistema de coordenadas locais em (p, V) dado por ( 1/J X id) o</> - 1 : 7r-l ( U) ---+ JRn X JRm, 
onde 1/; : U ç M ---+ IRn é um sistema de coordenadas locais de M em p e id : JRm ---+ IRm 
é a aplicação identidade. Segue-se facilmente que as aplicações </>'s são as cartas fibradas 
que tornam T!lf.l. num fibrado vetorial sobreM. • 
1.6 Definição. A soma de Whitney dos fi brados vetoriais ( E 1, 1r1) e ( E2, 1r2) so-
bre uma variedade diferenciá.vel !11 é dada pelo par ( E 1 EBw E 2 , 1r1 EBw 1r2 ), onde 
E 1 EBw E 2 := {(e1,e2) E E 1 x E 2 : 7rt(et) = 1r2(e2)} e 7rt EBw 1r2: E 1 EBw E 2 ---+ A1 é a 
projeção dada por 
7rt EBw 1r2(et.e2) = 7rt(et) = 1r2(e2). 
Claramente a soma de Whitney é um fibrado vetorial sobre A1. 
Já que, para cada imersão isométrica f : 111n ---+ i{n+m, temos os fibrados vetoriais 
TM e T A1.l. sobre !11, pela definição (1.6), podemos considerar a soma ele Whitney 
(4) 
1. 7 Observação. Seja f : 111n ---+ i{n+m uma. imersão isométrica. Então o seguinte 
conjunto 
{ (p, v) E Af x T !lf : f (p) = ?r( v)}, (.5) 
onde 1r é a projeção de T i1 sobre AI, é um fi brado vetorial sobre Ai o qual é isomorfo ao 
fi brado vetorial dado em ( 4). 
Na literatura o fi brado vetorial dado em ( 5) é chamado o pull back de T Af pela de 
f, e é denotado por J*(TAJ). 
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1.8 Definição. A menos de isomorfismos o ninado vetorial em ( 4) será chamado o 
fibrado vetorial induzido por f. 
A seguir fixaremos as notações dos objetos mais importantes obtidos a partir de 
uma dada imersão isométrica f : Afn -+ lfrn+m, as quais serão utilizadas ao longo desta 
dissertação. 
Denotaremos com V e \7 as conexões Riemannianas de AI e Af, respectivamente. 
Seja p E .M fixo e dado X E X(Af) e Y E X(!), seja c:]- E, c[-+ M uma curva tal que 
c'(O) = X(p). Então definimos 
(\7 x Y)(p) := { diJ Y} 
t t=O 
onde ~ Y é a derivada cova.ria.nte em Af de Y pensada. como um campo ao longo da 
curva f o c. Se nos restringirmos a. uma vizinhança U de p tal que flu é um mergulho, 
identificando U com f( U) Ç Af, }-'" se ex tende a um campo em uma vizinhança [; de p 
em Af e, módulo as óbvias identificações, temos que 
Por isso usamos de agora em diante a mesma notaçã.o \7 
chamada a conexão induzida por f. 
1.9 Observação. Se X E X(Af) e Y, Z E X (f), então 
a) VxY é'D(Af)-linear em X. 
b) V x Y é IR-linear em Y. 
\7. Por outro lado, V é 
c) V x(gY) = X(g)Y + gVx Y , V g E 'D(A1), onde g extensão local de g. 
d) [X, Y] = VxY- VyX. 
e) X(Y,Z) = (VxY,Z) + (Y, VxZ). 
Do anterior podemos observar que quando X, Y E X(A1), V x Y não será, necessa-
riamente, um campo de vetores tangentes a !11, mas está sempre em ,X:(J). Portanto, 
é natural a pergunta: que são (V x Y)T e (Vx Y).L ? A resposta a isso está nas duas 
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seguintes proposições. 
1.10 Proposição. Seja f : .l\171 --+ 111n+m uma imersfio isométrica. Se X, Y E X(M) 
então 
(6) 
onde V é a conexão de Levi-Civita de 111. 
Demonstração: Já que, a conexão de Levi-Civita V de M está completamente caracte-
rizada pela fórmula de Koszul dada por 
2(VxY,Z) = X(Y,Z) + Y(Z,X)- Z(X,Y) 
- (X, [Y, Z]) + (1'·, [Z, X])+ (Z, [X, Y]), 
onde X, Y, Z E X(Af). Portanto, para provar (6) é suficiente provar a seguinte igual-
dade (VxY,Z) = ((VxYf,Z) para todo X,Y,Z E X(111). Com efeito, extendamos 
localmente os campos X,Y,Z E X(111), a campos X,Y,Z E X(11f), respectivamente. 
Então a parte direita da fórmula de Koszul a denotaremos por F(X, Y, Z). Assim, a 
fórmula de Koszul nas extensões fica: (V.xl?,z) = F(X,Y,Z). Daqui, a restrição a Af 
de (VgY,Z) será (VxY,Z). Logo podemos mostrar que F(X,Y,Z)Lu = F(X,Y,Z). 
Assim, (VxY,Z) = (VxY,Z). Mas VxY = (VxYf + (VxY)l. e ((VxY)l.,Z) =O. 
Portanto, (V x Y, Z) = ((V x Yf, Z). Daqui, podemos concluir que (V f define a conexão 
Riemanniana de 111 relativa à. métrica induzida por f. 
• 
1.11 Proposição. A função a: X(NI) X X(111)--+ X(Af)l. definida por 
a( X, Y) := ("9x Y)l., (7) 
é V(111)-bilinem· simétrica e será chamada o tensor segunda forma fundamental de f (ou 
simplesmente segunda forma fundamental de f). 
Demonstração: Já que, VxY é V(Af)-linear em X e R-linear em Y, portanto a 
também. Para g E V(111), 
Vx(gY) = X(g)Y + gVx Y. 
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Como Y é tangente a M, e a projeção normal é V(M)-linear, temos que 
a(X,gY) =(V x(gY)).L = g(V x Y).L = ga(X, Y). 
Assim, a é V(M)-bilinear. Finalmente, a é simétrica, pois 
a(X, Y)- a(Y,X) = (VxY- VyX).L =([X, Y])l. =O. • 
A seguir, daremos algumas definições e lemas que nos permitirão visualizar melhor 
os objetos definidos anteriormente. 
1.12 Definic.;ão. Um campo de tensores A de tipo (r,s) (r,s inteiros não negativos) em 
uma variedade M é um tensor sobre X(M), isto é, uma função A: X*(MY x X(M)"--+ 
V(M) que é V(M)-multilinear, onde X*(M) é o módulo dual de X(M) e X*(MY (resp. 
X(M)") denota o produto cartesiano de X*(M) r-vezes (resp. X(M) s-vezes). 
Denotaremos por ~:(M) ao conjunto de todos os campos tensoriais em M do tipo 
(r,s). Claramente ~:(M) é um V(M)-módulo. Para r= s =O, ~(M) := V(M). 
Veremos agora que um campo tensorial A de tipo (r, s) em M pode ser visto como 
um campo em M associando um valor AP em cada ponto p E M. O fato essencial é 
quando A é avaliada sobre l-formas Oi's, e campos de vetores Xj's, nós obtemos uma 
função de M a valores reais 
A(O\ ... ,er, X 17 ••• ,Xs) E V(M). 
O valor desta função num ponto p E M não depende inteiramente de cada l-forma e 
campo de vetores - ou ainda de seus valores sobre uma vizinhança de p - mas somente 
de seus valores no proprio p. Formalmente, isto é traduzido nos seguintes Lemas: 
1.13 Lema. Se qualquer uma das l-formas 01 , •.. , er ou qualquer um dos campos de 
vetores Xt, ... , X, é zero em p E M, então A(01 , •.• , er, X 1 , ... , X,)(p) =O. 
Demonstrac.;ão. Sem perda de generalidade podemos supor por exemplo que X,(p) =O. 
Assim, dado um sistema de coordenadas locais ( x1, ••• , xn) numa vizinhança U de p em 
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n 
ltf, temos que Xs = L)ia~; sobre U, onde ai= Xs(xi) E V(U) para cada i. Portanto, 
i=l 
dada uma funçã.o g E V(111), definida como segue: O :::; g(:r) :::; 1 para todo x E 111, 
e g = 1 em alguma vizinhança de p com suporte (g) Ç U, temos que para cada. i, a 
função gai E V(A1) e similarmente a. funçã.o g 8~; E X(11f), onde para. cada. q E M, 
(gai)(q) = g(q)ai(q) E IR e (g 8~. )(q) = g(q) 8~. (q) E 1~111. Daí: 
Portanto, avaliando a fórmula. acima. em p, obtemos que A( 01 , •.• , Xs)(p) = O, pois, pela. 
escolha. de g, g(p) = 1 e cada ai(P) =O, devido a. que Xs(P) =O. • 
1.14 Lema. Sejam p E 111 e A E 8':(111). Sejam 01 , ... ,o'· e w1 , ... ,wr em X*(M) tais 
que Oi(p) = wi(p), para cada i= 1, ... ,1·, e sejam. X 1 , ... ,Xs e } .... 1 , ... , Ys em X(111) tais 
que Xj(p) = lj(p), para cada j = 1, ... ,s. Então 
Demonstração: Por simplicidade suponhamos que r = 1 c s = 2, e consideremos a. 
seguinte identidade: 
A(01 - w\ X1 , X2) + A(01 , Xt- Yt, X2) 
+ A(O\Xt,X2- Y2). 
Já que, por hipótese 01 -w1 , X 1 - lí, X 2 - Y2 anulam-se no ponto p E 111, aplicando 
o Lema. (1.14) podemos concluir q~e A(Ol, X 1 , X 2 )(p) = i\(wl, }í, l2)(z>). 
Para. obter a. prova. geral do Lema (1.14) deve-se extender de maneira natural a iden-
tidade dada acima. para o caso em que r e s são arbitrários. • 
Segue-se imediatamente do Lema. (1.14), que um campo tensorial A E 8':(J1.1) possue 
um valor Ap em cada. ponto ]> E 111, a. saber, a. funçào IR-multilinear Ap : (TpA1*Y X 
(Tp111) 8 - IR definida. como segue: Se a 1, ... ,ar E T71 111* e :r1, ... ,X8 E T71111, entã.o: 
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onde ()i é l-forma qualquer em !11 tal que ()i(p) = ai,l::; i::; 7', e Xj é um campo de 
vetores qualquer em A! tal que Xi(P) = J.'j, 1 ::; j ::; s. 
Pela definição a seguir poderemos considerar um campo tensorial A E <;.1:(111) como 
um campo que associa diferencialmente a cada p E !11 um tensor Av. 
1.15 Definição. Para 7' ?': O, s ?': O, uma função K-multilinear A : (li*Y x vs ---+ K é 
chamada um tens01· de tipo (1·, s) sobre V, K-módulo, onde K é um anel. 
Agora generalizaremos a definição {1.12), trocando somente o codomínio V(M) da 
função A pelo conjunto f 00 (E) elas seções diferenciáveis elo fibraclo vetorial (E, rr) sobre 
M, o qual é um 'D(Af)-módulo. A maioria dos resultados acima se adaptam bem a este 
caso, em particular o Lema (1.14). Portanto, o tensor segunda forma fundamental ela 
imersão isométrica f: 111n---+ Altn+m, a: X(A1) X X(J\1)---+ X(M)..L, é um campo ele tenso-
res mais geral, uma vez que, f 00 (TA1..L) = X(J.f)..L e a fibra ele TJ.1..l em pé TPM..L. Então 
o Lema ( 1.14) generalizado dá como valor de a em p uma função IR- bilinear simétrica 
ap : TvA1 x TvA1 ---+ TvA1..L que é chamada o tensor segunda forma fundamental ele f em 
p e é dada por av(x, y) := a(X, Y)(p), onde X, Y são qualquer par ele campos vetoriais 
tangentes a 111 tais que X(p) = x e Y(p) = y. 
No caso de !11 ser uma subvariedade isométrica de i1, isto é, a imersão f é um mer-
gulho isométrico de !11 em Af, podemos dizer que a geometria usual de !11 é chamada de 
geometria inh·ínseca para dar ênfase que é independente elo fato que M se realiza em i1. 
Por outro lado, euri~-d icamente falando, a geometria extdnseca de !11 é aquela que é vista 
por observadores em i1. Formalmente: Sejam !11 e N duas subvariedades isométricas de 
M e N, respectivamente. Então, uma isometria </> : it ---+ N tal que </>IM é uma isometria 
de !11 sobre N é chamada uma isometria de pares (quando Af = N, </> é chamada uma 
congruência de 111 sobre N). Portanto, as características de !11 que são preservadas por 
tais isometrias de pares - e não pertencem a sua geometria intrínseca - constituem a 
geometria extrínseca de !11. 
1.16 Exemplo. O tensor segunda forma fundamental de uma subvariedacle isométrica 
111n de i{n+m é um invariante extrínseco. Em particular, para n = 3, se considerarmos 
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um pedaço de folha ele papel como subvariedacle isométrica de JR3 , então a = O quando 
a folha é plana mas não é nula quando é curva. De acordo com isso, temos a seguinte 
proposição. 
1.17 Proposição. Uma isometria de pares </> : (1\1, .1\J) -+ (N, N) preserva o tensor 
segunda forma fundamental da subvariedade isométrica Af de Af, isto é, 
Demonstração: Sejam X, Y E X(.l\1). Então devido a que a restrição </>IM: .1\fn-+ Nn 
- -é um difeomorfismo, temos que </>*(X), </>*(Y) E X(N). Já que, </> : M -+ N pre-
serva conexões, segue-se que </>*(~xY) = ~t/>.(X)(</>*(Y)). Por outro lado, para cada 
ponto p E .1\1, a isometria linear </>* : Tpl\f -+ T<t>(P )N leva Tp.l\1 em TPN, e daqui, 
TPAf .L em TPN .L. Assim, </>* preserva componentes tangentes e normais. Portanto, 
</>*(a(X,Y)) = </>*(~xY).L = (<l>*(~xY)).L = (~<t>.un(</>*(Y))).L = o:(</>*(X),</>*(Y)). • 
Seguindo agora com o objetivo desta seção, seja f : l\1n -+ .1\{n+m uma imersão 
isométrica. Das proposições (1.10) e (1.11), obtemos a fórmula de Gauss 
Vx1,. = 
onde X, Y E X(.l\1). 
VxY 
~
tangente a M 
+ a(X,Y) , 
"--v--' 
normal a 111 
(8) 
A seguir, obteremos a fórmula de Weingarten. Para isto, sejam X E X(.l\J) e 1J E 
X(.l\1).l. Já que, ~ x1J E X (f), segue-se ele (3), que 
(9) 
Daqui, denotamos a componente tangencia.l de (9) por - A,1X, ou seja, 
( 10) 
Assim, obtemos uma função A: X(M) x X(l\J).l-+ X(M) dada por (10), a qual é 'D(A1)-
linear na primeira variável e IR-linear na outra. Esta função será. chamada o opemdor de 
Weingm·ten de f. 
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A importância deste operador padrão de f está na seguinte proposição. 
1.18 Proposição. O tensor segunda forma fundamental e o operador de Weingarten de 
f verificam a seguinte equação 
(o:( X, Y), TJ) = (AI)( X), Y), ( 11) 
onde X, Y E X(l\1) e TJ E X(l\1).1. 
Demonstração: Sejam X, Y E X(l\1) e TJ E X(Af).l. Já que, (TJ, Y") =O, então 
(~xTJ,Y) + (TJ, ~xY) =O. 
Daqui, pela fórmula de Gauss, temos que 
(~ X7], Y) + (TJ, \7 X y +o:( X, Y")) = o. 
Assim, usando a bilinealidacle e a simetria elo tensor métrico, e o fato que \7 x Y E X ( 1\1), 
podemos concluir que 
(~ X7], Y) + (o:( X, Y), 7]) = o. • 
O operador padrão de f, para. cada. TJ E X(l\1).1 induz um campo ele tenso-
res A1J : X(l\1) -t X(A1), o qual é auto-adjunto (isto é, (A,7(X), Y) = (X, A11(Y)) 
para todo X, 1'" E X(l\1)), e da. generalização do Lema (1.14), segue-se que para cada 
p E M, A 11(p) : Tpl\1 -t Tp( 1\1) é um operador 1 inear dado por A11(p) ( x) = - (~ xTJ ).i, para 
todo x E TpM. 
1.19 Definição. De acordo com o anterior cada campo ele tensores A11 será chamada. 
uma aplicação de J1Veinga1'ien segundo o campo normal TJ· 
A seguir denotaremos a parte normal ele (9) por \7~7], isto é, 
_l ~ _l 
\7 x7J := (\7 xTJ) . (12) 
Assim, obtemos uma função V'.l: X(l\1) x X(l\1).1 -t X(l\f).l dada por {12), a qual é uma 
conexão métrica sobre o fibraclo normal T 1\f.l, de acordo com a seguinte definição: 
1l 
1.20 Definição. Uma métrica Riemanniana {,) num fibrado vetorial (E, 1r) sobre uma 
variedade diferenciável .1\1 é uma função (,) : f 00 (E) X roo(E) -+ D(.M), que é 'D(.l\1)-
bilinea.r, simétrica e positiva. definida. Um fibrado vetorial (E, 1r) sobre M com uma 
métrica Riemanniana. fixa é chamado um fibrado vetorial Riemanniano. 
1.21 Definição. Seja (E, 1r) um fibrado vetorial riemanniano sobre M. Então uma 
conexão métrica sobre E é uma função \7 : X: (.1\1) X f 00 (E) -+ roo(E), que verifica as 
seguintes propriedades: 
(i) \7 x'l] é 'D(M)-linear em X e IR-linear em 7], 
(ii) \7 x(f7J) = f\7x77 + X(.f)17, f E D(l\1), 
(iii) X(7J,O = (Vx7J,O + (7J, VxÇ), V 17,Ç E f'X'(E). 
As propriedades (i) e (ii) nos dizem que \7 é uma cone:J:ão sobre E, e a. propriedade 
(iii) nos diz que \7 é métrica. 
As propriedades (i)-(iii) para \7.1 seguem facilmente das propriedades da. conexão V 
e da projeção (·).L. Chamaremos de conexão normal de f à conexão métrica \7.1 sobre 
T l\1.L dada acima, e diremos que \7}7] é a de1·ivada covariante normal de 7] com respeito 
a. X. 
Agora, juntando as definições do operador padrão e da conexão normal de f na. 
fórmula (9). Assim, obtemos a fórmula de Weinga1'len 
-A11 (X) + \7~11 (13) 
....______._. ........_.., 
tangente a M nmmal a Af 
onde X E X:(.l\1) e 17 E X:(.l\1). 
Para chegar nas equações fundamentais de uma imersão isométrica necessitamos 
introduzir duas noções de curvatura. 
Em primeiro lugar, introduzimos a. curvatura de uma. variedade Riema.nniana 
Mn, n 2: 2, como sendo um campo de tensores R: X:(.l\1) 3 -+ X:(M) em 1\1 dado por 
(14) 
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onde \7 é a. conexã.o Riemanniana. de 111 e){, Y, Z E X(J\1). 
Pelo Lema. ( 1.14) generalizado, podemos considerar R como uma. funçã.o JR-
multilinea.r sobre vetores tangentes individuais. Se :c, y E 1~111, p E Af, o operador li-
near R(x, y) : TvA1 ~ TP111 dado por R(:r, y)z := R( X, Y)Z(p), onde X, Y, Z E X(M) e 
X(p) = x, Y(p) = y e Z(p) = z, é chamado de opemdo1· CU7'vatum em p. 
Dado um ponto p E Af e um subespaço bi-dimensiona.l a de TPA1, escolhemos x, y E a 
I. . d d E - '. I r.(( ) (R(x,y)y,x) mearmente m epen entes. ntao e s1mp es ver que, 1' x,y = ( )( ) ( )2 nao x,x y,y - x,y 
depende de x e y mas somente do plano a por eles gerado. Portanto, definimos K(a) a 
curvatura seccional do plano a por 
K(a) := K(x,y). 
Podemos entã.o dizer que a curvatura seccional]( de Jl.f é uma função a valores reais 
do conjunto de todos os planos a que sã.o tangentes a. J\1. 
Introduziremos agora. um tensor no fibrado normal de uma imersão isométrica f : 
Afn ~ A{n+m em termos da. conexã.o normal \?..L de f, o qna.l chamaremos tensor curvatura 
normal de f e será dado pela função R..L : .\(J\1) x \(J\1) x .\(Af)..L ~ X(Af)..L definida 
por 
(15) 
onde X, Y E X(A1) e TJ E X(A1)..L. Claramente, R..L é uma aplicação V(Af)-multilinear e 
portanto um campo de tensores. 
A geometria local da. imersão isométrica f : Afn ~ Jl{n+m, se decompõe em duas geo-
metrias, uma do fi brado tangente (intrínseca.) e uma outra do fi brado normal (extrínseca). 
Estas geometrias se relacionam através elo tensor segunda forma. fundamental ele f e pelas 
três equações que passamos a. derivar a. partir das fórmulas ele Gauss e Weinga.rten: 
Primeiro acharemos a. equação de Gauss de f. Sejam X, Y, Z E X( A!). Então 
Vx(\?yZ + a(Y,Z)) = Vx\?yZ + Vx(a(Y,Z)) 




V[X,l'JZ = Vrx,Y]Z + a([X, Y], Z). 
Portanto, para o tensor curvatura Riemanniana R de Af, temos que 
R(X,Y)Z - VxVyZ- VyVxZ- Vrx,YJZ 
Vx\7yZ- \7y\7xZ- Vrx,Y]Z + a(X, \7yZ) 
- a(Y, Vx Z)- a([X, Y], Z)- Aa(Y,z)(X) 
+ Aa(X,z)(Y) + Vi(a(Y, Z))- V~(a(X, Z)). 
Tomando agora o produto interno de R(X, Y)Z, com lV E X(.M), obtemos que 
(il(X, Y)Z, lV) = (R(X, V)Z, lV)- (Aa(Y,z)(X), Hl) 
+ (Aa(X,ZJ(Y), W) 
Daí, tiramos a equação de Gauss de f 
(R( X, Y)Z, lV) = (R( X, Y)Z, lV) - (a( X, };V), a(Y, Z)) 
+ (a( X, Z), a(Y, lV)). o 
(16) 
Em particular as curvaturas seccionais [( e J( de Af e Af, respectivamente, estão relacio-
nadas por (16) como segue: 
k(x,y) = I((x,y)- (a(x,x),a(y,y)) + lla(x,y)W, 
onde x, y E TP!I;f são ortonormais e p E !11. 
A seguir acharemos a equação de Codazzi de f. Para isto, tomamos a componente 
normal de R(X, Y)Z onde X, Y, Z E X(/11): 
(R(X, Y)Z).L = a(X, \7yZ)- a(Y, \7xZ)- a([X, Y], Z) + Vi(n(Y, Z)) 
- Vf.(a(X, Z)), 
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ou seJa, 
(R( X, Y)Z)j_ Vf;(a(Y, Z))- a(\7 x Y, Z)- a(Y, \7 xZ) (17) 
- \7~(a(X, Z)) + a(VvX, Z) + a(X, \7yZ). 
1.22 Definição. Seja jJf uma variedade Riemanniana. Sejam X E X(l\1) e f3: X(Af) x 
X ( Af) ---. X ( A1), uma aplicação V( 1\1 )-bilinear simétrica. A de1·ivada covariante do tensor 
f3 na direção X é a função 'D(l\1)-bilinear simétrica \7xf3: X(l\1) x X(l\1)---. X(M)j_ dada 
por 
(V x f3)(Y, Z) := v:t (f3(Y, Z)) - f3(V x Y, Z) - f3(Y, v x Z) ( 18) 
para todo X, Y E X(l\1). 
De acordo com a definição ( 1.21) podemos derivar covariantemente o tensor segunda 
forma fundamental ele f. Assim, obtemos ele ( 17) a equação de Codaz::i ele f 
(R(X, Y)Z)j_ = (\7 xa)(Y, Z)- (\7ya)(X, Z). o ( 19) 
Acharemos agora a equação de Ricci de f. Para isto, consideremos o tensor curvatura 
R de Jl.f, X, Y E X(.l\1) e 1] E X(l\1)_!_. Calculemos R( X, Y)17 como segue: 
R(X,Y)17 = -\7xA,1(Y)- a(X,Ary(Y))- AV'~,J\") + Vf;V~17 
+ \7yA,1(.Y) + a(Y,A,1(X)) + Av-~,,(Y)- V~Vf;17 
+ A,1([X, Y])- vt\',YJ1J. 
Tomando agora o produto interno ele R(X, Y)17 com f, E X(l\1)_!_, obtemos a equação de 
Ricci ele f 
(R( X, Y)17, f,) = (Rj_(X, Y)17, f,) - ([Ary, AdX, Y), 
onde [A 11 , Aç]X = A,1(Aç(X))- Aç(A,1(X)). • 
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(20) 
2. Espaços de curvatura constante 
2.1 Definição. Diremos que uma variedade Riemanniana 111 possue cu1·vatura constante 
c se a curvatura seccional f( ele 111 é a função constante c. 
Vejamos como ficam as equações de Gauss, Codazzi e Ricci dadas na seção 1 deste 
capítulo, no caso em que M é uma variedade Riemanniana de curvatura constante c. Já 
que, o tensor curvatura Riemanniana R de 111 é dado por 
(1) 
para todo, X,J7 ,z E X(11f). Então, para X, Y, Z, lV E X(111) e 1J,f. E X(111).1, temos que 
a equação de Gauss fica: 
(R(X, Y)Z, vV} c{ (X, Z){Y, lV} - (X, lV)(Y, Z)} (2) 
- (a(X, Z), a(Y, W)) +(a( X, vV), a(Y, Z)), 
a equação de Codazzi fica: 
(\7xa)(Y, Z) = (\7ya)(X, Z), (3) 
pois, (R(X, Y")Z).l =O, e por último, a equação de Ricci de f fica: 
(4) 
pois, R(X, Y)17 = O. O 
Nesta dissertação estamos interessados em classificar em detalhes uma classe espe-
cial de subvariedades imersas em uma variedade lliemanniana N-dimcnsional completa 
simplesmente conexa com curvatura seccional constante c, a qual denotaremos por QN(c). 
Na literatura QN(c) é chamada de forma espacial. 
A seguir, daremos uma pequena atenção á geometria de QN (c). 
Começaremos dizendo que a geometria de QN (c) é Euclideana se c = O e nao-
Euclideana se c =J O. No caso c > O, é chamada Esfé7·ica e para c < O é chamada 
Hipe1·bólica. 
É importante destacar que QN(c) é determinada unicamente a menos de isometrias 
(ver [C] pá.g. 163). De acordo com isso, construiremos os modelos clássicos da geometria 
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esférica e hiperbólica. que usaremos ao longo desta. dissertação. Além disso, em cada caso 
daremos a métrica., suas isometrias e algumas subvarieda.des completas de curvatura sec-
cional constante. 
Caso c> O, QN(c) será essencialmente o seguinte modelo: 
2.2 Modelo da N-esfera. Este modelo é obtido considerando a esfera N-dimensional 
de JRN+t com centro na origem e raio 1/Jc, ou seja, SN(c) := {p E JRN+t: (p,p) = 1/c}, 
e a métrica de SN (c) é induzida pela aplicação inclusão. 
As isometrias de sN (c) são as restrições das transformações lineares ortogonais de 
JRN+l a sN (c). As subvar'iedades totalmente geodésicas, isto é, com segunda forma funda-
mental nula em SN (c) são a.s esferas máximas obtidas interseptando SN (c) com qualquer 
n-plano de JRN+I que passe pela origem. Elas tem dimensão n- 1 e são completas. 
Caso c< O, QN (c) será essencialmente um dos três modelos clássicos que passamos 
a descrever. 
2.3 Modelo do semi-espaço de Poincaré. Este modelo é obtido considerando no 
semi-espaço JRN-I x IR+ de IRN, a seguinte métrica 
V i,j = 1, ... , N. 
Com esta métrica 9ij que é conforme à métrica usual de JRN, JJN (c) := (JRN-t x IR+,9ij) 
torna-se uma forma espacial, onde c é a curvatura seccional constante e N é a dimensão 
de HN(c). (Ver [C] pá.g. 160). 
As isometrias de HN (c) são a.s restrições das transformações conformes de JRN a 
JJN(c) que levam JJN(c) sobre si mesmo. No caso N = 2, estas transformações são as 
funções holomorfas ou a.ntiholomorfas com derivada não nula, e para. N 2: 3, o Teorema 
de Lioville nos diz quais são. (Ver [C] pág. 168). As subvariedades tota.lmente geodésicas 
de HN(c) são a.s interseções dos n-pla.nos de JRN ort.ogona.is à. fronteira. de HN(c), que 
denotaremos por fJHN(c), com 1JN(c), ou são as interseções das n-esferas de DlN, com 
centro em fJHN, com HN(c). 
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2.4 Modelo do espaço hiperbólico da bola. Este modelo é obtido considerando 
N 
c= -1, a bola BN := {(x1, ... , ;rN) E JRN: 2::)~ < 4}, e a métrica 
i::l 
Vi,j=1, ... ,N. 
Este modelo é isométrico a HN(-1); basta considerar a isometria f: BN-+ HN(-1) 
dada por f(p) = ~~;P_-p:,,; - (0, ... , O, 1 ), para todo p E BN, onde p0 = (0, ... , O, -2). 
(Ver [C] pág. 177). 
2.5 Modelo Lorentziano. Seja JLN+l := (JRN+I, (,} ), onde (,} é a forma bilinear não 
degenerada dada por 
(x, y} = -XoYo + X1Y1 + ... + XNYN , \/ x, y E JRN+t. 
Esta forma é chamada de métrica Lm·entziana. O modelo lorentziano é dado pela seguinte 
hipersuperfície de JLN+l 
H~:= {p = (a:0 , ... ,xN) E ILN+t: (p,p} = 1/c, :ro > 0}, 
junto com a métrica Lorentziana restrita. a. H!;', observamos que é positiva definida e 
portanto define uma métrica Riemannia.na sobre H~ com a qual torna-se uma forma 
espacial. 
Este modelo no caso H!!l é isométrico ao disco aberto DN = { ( Uo, ... '1lN) E mN+l : 
N 
u0 =O, Lu% < 1 }. Já que, basta considerar a seguinte isometria f: H!!1 -+ DN definida 
k::l 
como segue: Cada p E H!!1 é ligado a p0 = ( -1, O, ... , O) por uma reta T, então f(p) é a 
interseção de r com DN. (Ver figura (1)). 
N 4~ A função inversa de f induz em D uma métrica dada por t;1 = (1 - Ef:'=1 u%)2' 




Finalizaremos esta seção definindo três importantes hipersuperfícies do espaço hi-
perbólico HN ( -1) que não são totalmente geodésicas, mas possuem curvatura seccional 
constante e serão utilizadas no Capítulo Il. 
2.6 Definição. Uma esfera geodésica em HN(-1) é uma hipersuperfície de HN(-1) 
formada pelos pontos a distância fixa de um ponto p E HN(-1). 
2. 7 Observação. Uma esfera geodésica é de fato uma esfera em mN contida em 
mN -I x m+ e centrada em um ponto p (i: p). A curvatura seccional de tais esferas 
com a métrica induzida por HN ( -1) é constante positiva. 
2.8 Definição. Sejas uma (N- 1)-esfera de mN tangente a aHN(-1) em p tal 
que S\{p} ç HN(-1) e seja p um hiperplano de IRN paralelo a aHN(-1) tal que 
P Ç HN ( -1 ). Então S\ {p} e P são chamadas horosferas de HN ( -1 ). 
A curvatura seccional de qualquer horosfera é identicamente nula. 
2.9 Definição. Sejam Se P uma (N- 1)-esfera e um hiperplano respectivamente de 
mN tais que cortam aHN(-1) não ortogonalmente. Então s n HN{-1) e p n HN(-1) 
são chamadas de hipersuperfícies equidistantes de HN( -1). Elas estão a uma distância 
fixa de uma hipersuperfície totalmente geodésica de HN ( -1 ). 
Toda hipersuperfície equidistante de HN ( -1) tem curvatura seccional constante ne-
gativa. 
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3. Teorema Fundamental das Subvariedades 
Começaremos esta seção dando a.lgumas definições e notações, as quais usaremos 
para enunciar e provar o Teorema Fundamental das Subvarieda.des. 
3.1 Definição. Sejam 1r : E ~ M e ir : E ~ i1 dois fibrados vetoriais, e seJa 
~ : M ~ M um difeomorfismo entre as variedades M e M. Então diremos que J : E ~ E 
é um isomorfismo de fibmdos vetoriais ao longo de ~se para cada p E A1, acontece 
(i) ir o J =~o 1r, e~ leva a fibra 1r-1(p) na fibra ir- 1 (~(p)), e 
(ii) a restriçã.o Jl1r-I(p): 1r-1 (p) ~ ir- 1 (~(p)) de J a. 1r-1(p) é um isomorfismo de espaços 
vetoriais. 
Observamos da definição acima que J: E~ E é um difeomorfismo. Além disso, se 
X E f 00 (E), então usando os difeomorfismos ~ e J, obteremos uma seção de E a qual 
denotaremos por J(X) e definiremos como segue: 
V q E if. 
3.2 Definição. Seja (E, tr) um fibrado vetorial sobre a variedade diferenciável Af. Então 
diremos que uma seção local sobre um aberto U de Jl1 é uma. aplicaçã.o diferenciável 
e : U ~ E tal que 1r o f. = idu, onde idu é a aplicaçã.o identidade de U. 
Na seçã.o 1 vimos que as equações de Gauss, Corl<~?.Zi e Ricci são satisfeitas por 
qualquer imersão isométrica f : Ar ~ A{n+m. O Teorema Fundamental das Sub varie-
dades que apresentaremos a seguir, estabelecerá uma recíproca loca.! para o fato anterior 
quando 1\{n+m = Qn+m(c). Além disso, se 111 for simplesmente conexo a recíproca será 
global. Com respeito ao enunciado do teorema, ele está dividido em duas partes, uma de 
existência e outra de 1·igidez. 
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3.3 Teorema. (Fundamental das Subvariedades) 
Existência: Sejam A1n uma vm·iedade Riemanniana n-dimensional sim7Jlesmente co-
nexa, (E, 1r) um ?n-fibmdo vetorial Riemanniano sob1·e A1 com cone:ráo mét1·ica "V' e 
a : X ( M) X X ( .i\1) -+ E uma aplicação V( A1) -bilinear e simét1·ica. Definimos, para cada 
seção local 11 de E, uma aplicação V(M)-linear A 11 : X(A1)-+ X(A1) dada por 
(A17 (X), Y} = (a(X, Y), 'fl}, V X, Y E X(A1). 
Se a e "V' satisfazem as equações de Gauss, Codazzi e Ricci para o caso de curvatura 
seccional constante igual a c, então existe uma imersão isomét?'ica f : Afn -+ Qn+m (c), 
e um isomorfismo de fibrados vetoriais .f : E -+ T Afl. ao longo de f, tal que para cada 
X, Y E X(M) e cada seção local Ç, 77 de E acontece 
(.i(Ç),](q)} = 
](a(X, Y)) 




onde af e '\ll. são o tensor segunda forma fundamental e a conexão nonnal de f, respec-
tivamente. 
Rigidez: Sejam f e g imersões isométricas de uma variedade conexa A1n em Qn+m(c). 
Denotemos por v(!), af e f'\Jl. o fibrado normal, o tensor segunda forma fundamental e 
a conexão normal de f, 1·espectivamente, e por v(g), a9 e 9'\ll. os co1·respondentes objetos 
para g. Se existe um isom01jismo de fibrados vetoriais J: v(.f) -+ v(g) tal que, para cada 
X, Y E X(A1) e cada seção Ç, 11 em v(!) acontece 
(J(O, J(17 )} 
~(af(X, Y)) = 
~(f'\l~q) 
(Ç' 11} 
a 9 (X, Y) 
l. -9
'\l X <f>( 'f/), 
então existe uma isomeb·ia T: Qn+m(c)-+ Qn+m(c) tal que g =To f e T*lv(f) = ~-
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De1nonstração. Daremos a prova deste teorema 110 caso c= O somente. 
Existência. Primeiro consideraremos a soma de Whitney elos fi brados vetoriais T M e 
E. Denotemos por E esta soma, isto é, 
E := T 111 ffiw E. (1) 
A seguir, dotaremos o (n + m)-fibrado vetorial E sobre 111 de uma métrica Riemanniana 
(,)E e de uma conexão métrica \1". Para fazer isso, vejamos antes que 
(2) 
como soma direta de módulos. Com efeito, a igualdade em (2) segue-se usando as projeções 
naturais (·)™: E-+ T111 e (·)E: E-+ E. Portanto, para cada v, w E r=(E), podemos 
definir 
(3) 
onde V = l~ + l/2 e TV = TV1 + W2 com V1 , W1 E X ( l\1) e W1 , TV2 E r=( E) únicos dados por 
(2). Além disso, (,)Me(, )E são as métricas Riemannianas em T 111 e E, respectivamente. 
Assim, (3) define uma aplicação (,)E : r=(E) X r=(.E) -+ V(M) a qual é claramente 
'D(M)-bilinear simétrica e positiva definida, portanto uma métrica Riemanniana em E. 




onde \1 é a conexão Riemanniana sobre TN!. Assim, (4) e (.5), definem uma aplicação 
\1": X(111) X f 00 (E) -+ roo(Jl') dada por 
(6) 
onde V = Vt + V2 com Vt E X ( 111) e V2 E r= (.E). A aplicaçã.o \1" é uma conexão métrica 
sobre E, pois, facilmente pode-se verificar o seguinte: 
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i) V.X V é V(A1)-Iinear em X, 
ii) \7_X V é IR-linear em V, 
iii) \7_XaV=a\7_XV+X(a)V,e 
iv) X(V, W)E = (\7_XV, W)E +(V, \7_XlV)E, 
para todo a, b E V(M) e X, Y E X(A1) e V, l;J! E roo(E) e d, e E IR. 
a e \7' verificam as equações de Gauss, Coda.zzi e Ricci no caso de curvatura seccional 
constante c = O, isto é, 
(R( X, Y)Z, T) - (a( X, T), a(Y, Z))- (a( X, Z), a(Y, T)) 
(\7xa)(Y, Z) (\7ya)(X, Z) 




onde X, Y, Z, T E X(A1) e 77 E f 00 (E) com R e R' os tensores curvatura Riemanniana 
sobre TA1 e E, respectivamente, e (\7 xa)(Y, Z) = \7~y(a(Y, Z))-a(\7 x Y, Z)-a(Y, \7 xZ). 
Usaremos (7), (8) e (9) para verificar que o tensor curvatura Riemanniano R sobre E, é 
identicamente nulo. Com efeito, sabemos que R : X(A1) X X(M) X f 00 (E) ~ f 00 (E) é 
um tensor dado por R(X,Y)V = \7_X\7~V- \7~~\l.XV- V[~Y.Y]V onde X,Y E X(Af) e 
V= ltí + V2 E f 00 (E) com V1 E X(A1) e lf:! E roo(E). Então das seguintes igualdades: 
\7~ \7~ V = \7x \7y l"Í_ +a( X, \7y l"Í_)- Aaw.vtl(X) + \7~(a(Y, Vt)) 
- \7xAv2(Y)- a(X, AF2(Y))- Av-;.~'2(X) + \7~ v;, v2 
"'""'"V vyv X - \7y\7xl"Í_ + a(Y, \7xlfí)- Aa!X.VJ)(Y) + v;,(a(X, l"Í_)) 
- \7yAv2(X)- a(Y, Av2 (X))- Av:xv2(Y) + \7~ \7~ \"2 
e das equações (8) e (9), teremos que 
R(X, Y)V = R(X, Y)ltí- Aa(Y,V1 )(X) + Aa(X,Vt)(Y)- Av~v2 (X) 
+ Avxv2(Y)- \7x(Av2 (Y)) + \7y{Av2 (X)) + Av2 ([X, Y]). 
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Daqui, tomamos o produto interno de R(X, Y)V com lV = w1 + l·V2 E roo(E), onde 
l-1'1 E X(Af) e H'2 E roo(E), e usamos a equação (7), para obtermos que 
(R(X, Y)V, l-V) = (R(X, Y)Ví, l-V1)- (a(X, W1 ),a(Y, Ví)) + (a(Y, 1--VI),a(X, Ví)) 
- (Vx(Av2 (Y))- A-~,~v2 (Y)- Av2 (VxY), l-Vt) + (Vv(Av2(X)) 
- Av;,v2(X)- Av(VvX), llf!t)((VvAv2 )(X), llf!t)- ((VxAv2 )(Y), Wt) =O. 
Já que, l-Vem f 00 (Ê) pode ser escolhido arbitrá.rio, temos que R(X, Y)V =O, para todo 
X, y E X(Af) e toda v E roo(E). Assim, concluimos que R= o. 
Escolhemos agora um ponto p EM e um referencial E1(p), . .. ,En+m(P) de 7r-1(p), 
onde 1r : Ê --t M é a projeção de Ê. Como !11 é simplesmente conexo e o tensor curvatura 
R sobre Ê é nulo, existem únicas extensões E 1 , .•. , En+m E f 00 (E), todas paralelas com 
respeito a V" (isto é, V'l;Ek =O, V X E X(M) e k = 1, ... , (n + m)). 
Veremos agora que os campos E 1 , .•. , En+m obtidos acima formam um campo refe-
rencial sobre Af. Com efeito, seja X E X(A1) qualquer. Como V" é compatível com a 
métrica (,)E e os Ek's são paralelos com respeito a V", temos que 
Sendo, X E X(J\1) arbitrário, segue-se que para cada, k e f, (Ek, Ee) = constante, e como 
(Ek, Ee)(p) = bke, segue-se que para cada q E J\1, (Ek, Ee)( q) = bke· Daqui, podemos 
concluir que Et, ... , En+m é um campo referencial sobre JM. 
Assim, escolhemos um sistema de coordenadas locais ( :r 1 , ••. , :rn) definido em uma 
vizinhança simplesmente conexa u ele p em !11. Como aa ' ... ' aa E f 00 (Eiu), onde 
xl xn 
Elu = U 7r- 1(p), teremos que existem funções aik E V(U), tais que 
pEU 
a n+m 
-. = 2::: aikEk 
8x' k=I 
1 :::; i :::; n. (10) 
Assim, as expressões da métrica Riemanniana no sistema de coordenadas locais escolhido 




9ii = L aikajk 
k=l 
Já que os Ek's são paralelos, temos que 
ou seJa, 
a n+m a 
'r?" -- = L ajk E voa· a· k 
a;t xJ k=l x' 
1 :::; i,j :::; n. (11) 
1:::; i,j:::; n + m. (12) 
Agora, usaremos o fato de a ser simétrica., \7 ser a. conexão Riema.nnia.na. sobre T M 
e [8:;, ô~i] = 0, 1 :::; i, j :::; n, para. mostrar que as 1-formas Wt, ... , Wn+m definidas por 
n 
wk := Laikdxi , 1 :::; k :::; n + m, 
i=l 
são fechadas sobre U. Com efeito, usando (4) temos facilmente que 
'r? II _!2_ - 'r? II ...!!_ - [ ...!!_ _!2_] 
v 8 . v 8 . - ., . ' 
a;t axJ ihi ax' ax' axJ 
mas [~, 8~1 ] = O, portanto 
V"o ~- V"o ~=O. 
8;t axJ -;;;1 ax• 
Logo, substituindo (12) em (13), temos que 
n+m(a a- ) L aik _ aik E.= O a . a . k , X 1 xJ k=l 
e como E 1 , •.• , En+m é um campo referencial e U Ç Af, obtemos que 
1 :::; i,j :::; n e 1 :::; k :::; n + m. 
Assim, temos provado que w~, ... , Wn+m são l-formas fechados sobre U. 
(13) 
(14) 
Já que U é simplesmente conexo e as l-formas wk's sao fechadas em U, temos 
que são exatas e portanto existem funções f 1 , ... , fn+m em 'D( U) tais que dfk = wk. 
M drf ~ a d i ~ d . d d ajk 1 . as, :1 k = L_.;&;;í X e Wk = L_.;ajk xJ, on e axi = aik, para. :::; Z :::; n 
i=l j=l 
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e 1 :::; k :::; n + 111. Logo, estas funções .h 's definem uma função diferenciável 
f: U Ç Afn--+ JRn+m dada por f(q) := (.ft(q), ... , fn+m(q)), V q EU. 
Veremos agora que f é uma imersão isométrica. Com efeito, para cada q E U, 
f* : Tq111 --+ mn+m leva 8~, ( q) em ( ~( q), ... , 8~~~m ( q)). Como ~ = a;k, temos que 
J*( 8~.(q)) = (a;I(q), ... ,ai(n+m)(q)). Portanto, segue-se que 
f* (a~i) = (a;t, ... , ai(n+m)), 1 ::; i ::; n, (15) 
daqui, usando (11) e (15), teremos que 
(f* (a~;) ,J* (a~j)) = El a;kajk = g;j , 1 :::; i,j ::; n, 
ou equivalentemente 
( .(a) ·(a)) (a a) .f* a:ci 'i* â.r.i = (h: i' i:h·.i ' I ::; i,j ::; n . ( 16) 
Portanto, de (16 ), obteremos que f é uma imersão isométrica e em particular f é 
uma isometria local. 
Agora, consideraremos os fi brados vetoriais TU EBw Elu e j*(T JRn+m )IJ(Ul := 
T J(U) EBw T J(U)l.. sobre U e f(U), respectivamente, e definiremos entre eles um iso-
morfismo J ao longo de flu, como segue: Primeiro consideramos o campo referencial 
E1 , ••• , En+m de E restrito a U (construído anteriormente), e logo o campo referencial 
canônico et, ... ,en+m de TJRn+m restrito a J(U), daqui, para cada. k = 1, ... ,n + m, 
n+m 
definiremos J(Ek) = ek. Portanto, se \/ E roo(TU EBw E) com \/ = L vkEkl então 
k=1 
n+m 
J(\l) = L Vkek. Assim, claramente J é um isomorfismo de fi brados ao longo de f. 
k=1 
a n+m 
Por outro lado, para cada ~ = L a;kEk E X-( U), temos que 
ú:r' k=l 
1 ::; i ::; n. 
Daqui, J(TU) = T J(U), é dizer, J leva TU isomorficamente sobre T f(U). Mas, como J 
é um isomorfismo entre as fibras, teremos que J leva E isomorfica.mente sobre T J(U)l... 
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Além disso, como ~ leva o campo referencial paralelo E 1 , ••• , En+m no campo referencial 
paralelo e1 , ••• , en+m, temos que para cada X, Y E X ( U) e 17 E roo (E), ~ satisfaz 
onde V é a conexã.o Riemanniana de JRn+m. 
n+m n+m 
Com efeito, se Y = L: YkEk e 17 = L 7]kEkl entã.o temos que 
k=l k=l 
n+m n+m 
~(V7~Y) = ~(V7:~( L YkEk)) =~(L (Yk 'l~Ek + X(yk)Ek)) 
k=l k=l 
n+m n+m L: ~(X(yk)Ek) = L ~(X)(yk)ek 
k=l 
n+m n+rn 




~('l'X17) =~(L (17k 'l~~Ek + X(7Jk)Ek)) = L ~(X}(7Jk)ek =V J.(X)~(7J). 
k=l k=l 
Agora tomamos as componentes normais de ~( 'lx Y) e ~( 'l'X 17) como segue: 
~('l~Y) = ~(Y1xY) + ~(a(X, Y)) e ~('1';;77) = -~(A~1 (X)) + ~('l'x77) . 
.____...... .._____,_, ._____, 
tangente normal tangente normal 
Por outro lado, pelas fórmulas de Gauss e Weingarten, temos que 
onde af é o tensor segunda forma fundamental e 'l..L é a conexã.o normal de f. 
Logo, a parte normal elas igualdades em ( 17) sã.o dadas por 
J(a(X, Y)) = a1(f*(X),J*(Y)) e J(V'xrJ) = VJ.(x)~(rJ), 
daqui fazendo as identificações ./~(X)= X, f.(}~")= V e .f= ~!E, temos que 
( 17) 
](a(X, Y)) = of(X, Y) e ](V:x7J) = '1J.(x).f(77)· (18) 
Agora, veremos que se 17, ~ E I'00 (E), entã.o (.{(r7 ), ](O} = (17, Ç). Com efeito, se 
n+rn n+m 
17 = L 77kEk e é,= L é,eEe, então 
k=l 1'.=1 
n+m 
(j(7J),](Ç)) = L 17ké,k(J(Ek),~(Ek)) = (77,Ç}. 
k= I --.,_...; --.,_...; 
ek ek 
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Até aqui temos provado a existência local ela imersão isométrica f e a existência do 
isomorfismo j de fibraclos vetoriais ao longo de f que verifica as propriedades requeridas 
do Teorema (3.4). 
Por último, se tivéssemos escolhido um sistema de coordenadas locais diferente de 
( t n) . • 1 ( t n) . I t .' I d - ofk- . J' x , ... , x , p01 exemp o y , ... , y , ame a euamos c 1ega o nas equaçoes ~ . - a,k. a 
uyJ 
que, estas equações determinam f a menos de uma constante, a imersão f é determinada 
a menos de uma translação. Por outro lado, se tivéssemos escolhido um referencial em 
p E M diferente do inicial, a isometria local f teria somente diferido por uma rotação. 
Portanto, podemos concluir que f é determinada a menos de um movimento rígido. O 
fato, que 111 é simplesmente conexo permite-nos colar todas estas isometrias locais. o 
(Rigidez). Sejam f, g : Mn ~ JRn+m imersões isométricas, consideramos os seguintes 
fibrados vetoriais, J*(TJRn+m) = Tf(!11)ffiwTf(J11).L eg*(TJRn+m) = Tg(.M)ffiwTg(Af).L 
ambos sobre AJ, pelas identificações usuais Tf(!IJ) = TJIJ = Tg(!IJ), temos que TM está 
contido em ambos fibra.dos. l\1as por hipótese, existe isomorfismo~: v(f) ~ v(g), o qual 
podemos extendê-lo a um isomorfismo ~ : J*(TJRn+m) ~ g*(T JRn+m) de fi brados, tal que 
preserve a métrica, a conexão e a restrição ~ln1 seja a identidade. Se consideramos f como 
na primeira parte elo Teorema (3.4), observamos que sobre uma vizinhança adequada, f 
somente difere por um movimento rígido ele IRn+m, e isto prova imediatamente a Rigidez 
do Teorema (3.4). • 
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4. Teorema de Redução da Codimensão 
O objetivo desta seção é dizer quando é possível reduzir a codimensão de uma imersão 
isométrica de uma variedade Riema.nnia.na. conexa. em uma. forma. espacial. Isto é, dada. 
uma. imersão isométrica f: Mn--+ Qn+m(c) a. questão é quando existe uma subvariedade 
totalmente geodésica Qn+k(c) de Qn+m(c) tal que k <me f(.Mn) Ç Qn+k(c). A resposta 
desta questão está no seguinte teorema. devido a. Joseph Erbacher, publicado em 1971. 
4.1 Teorema. Seja f : Atn ~ Qn+m(c) uma imersão isométrica, e suponhamos que 
existe um k-subfibrado paralelo N = U NP do fibrado normal de f, com k < m, satisfa-
pEM 
zendo a condição de que o zn·imeim espaço normal de f em p está contido em NP, V p E 111. 
Então a codimensão de f pode ser 1·eduzida a 1..~. 
Antes de dar uma demonstração do Teorema ( 4.1) enunciaremos as seguintes de-
finições e observações que nos permitiram entender o enunciado deste teorema e facilitar 
sua prova. 
Seja. f : l\1n --+ 111n+m uma. imersão isométrica.. 
4.2 Definição. O primeim espaço normal de f em p E 111 é o subespaço N1 (p) de TP111.1 
gerado pelo tensor segunda. forma. fundamenta.! a de .f em p. Isto é, 
Nt(P) = ger{a(:r,y): :r,y E 7;)11}. (1) 
4.3 N1 (p) também pode ser definido por 
(2) 
onde AIJ é o operadm· padrão de f na direção 1J· 
Veremos que ambas definições de N 1(p) coincidem. Para isto, verificaremos que 
ambos conjuntos são iguais. Com efeito, seja. 17 E Tp111l. não nulo, tal que AIJ =O. Entào, 
para cada x, y E Tp111, temos que 
O = (AIJ(x ), y) = (a(x, y ), 17) 
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Daí, 171_ E {a(x,y): .'r,y E 1~Af}. Portanto, (2)1_ Ç (1)1_ donde (1) Ç (2). 
Se 77 E ger{o(x,y) : x,y E TpAI}l_, entã.o A71 =O. Daí, 77 E (2)j_. Então podemos 
concluir que (1)j_ Ç (2)j_ e portanto (2) Ç (1). • 
4.4 Se para cada p E A1, a dimensão de Nt(p) não depende de p e é constante ao longo 
de M, então N1 = U N 1 (p) é um subfibrado de TA1j_. 
pEM 
4.5 Definição. Diremos que uma imersão isométrica f : A1n ---+ Qn+m(c) admite uma 
redução da codimensão a k < m se existe uma subvariedade totalmente geodésica Qn+k(c) 
de Qn+m(c) tal que f(Mn) Ç Qn+k(c). 
4.6 Definição. Sejam A/'1 variedade diferenciável c E um fibrado vetorial sobre A1 com 
conexão linear \7. Diremos que um subfibrado vct.orial N de E, é paralelo se para cada 
77 E roo(N), temos que \7xr7 E f=(N), para todo X E X(M). 
4. 7 Observação. Sejam g : A/ ---+ Af' e f : Af' ---+ AI" duas imersões isométricas. 
Então, para cada p E A1 e x,y E TpAI, ter·enws as igualdades seguintes: 
a) vP(Jog)=f.(r;p(g))tfJvp(f) e 
b) afog(x,y) = f.(o9 (:z:,y)) + of(g.(l:),g.(y)). 
Agora estamos em condições de dar a demonstra.çã.o do Teorema ( 4.1). 
Demonstração. Caso c = O. Dado p0 E AI fixo c arbitrário, queremos mostrar que 
Com efeito, já que, Tp0 Afj_ = NPo EB N1~, onde N1~ é o complemento ortogonal de NPo 
em Tp0 A11-, podemos considerar um vetor 17 E N1~ arbitrário e o transporte para.lelo 
V(t) de 77 ao longo de uma curva qualquer 1 : I ---+ A1, que começa em p0 . Visto 
que N é um subfibrado normal paralelo, temos que Nl_ = U N:}- também o é. (Pois 
pEM 
para qualquer X E X(AI), Ç E f 00 (N) e () E f 00 (Nj_ ), os fatos seguintes: (Ç, O) = O e 
X(Ç,O} = (\7~Ç,O) + (Ç, \7~0) = (Ç, \7~0) =O mostram que Nl_ é paralelo). 
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Assim, ll(t) E N~t)' V tE/. Logo, pela fórmula de vVeinga.rten, temos que 
Mas por hipótese, para cada. p E 111, N1 (p) Ç NP. Daqui, N:}- Ç {17 E Tv111l. : A'7 = 0}. 
Logo, Av(t) = O, e pelo paralelismo de li, temos que v_:;'(t) li = O. Portanto, V 'Y'(t) li = 
O, V tE /. Isto nos diz que ll(t) é constante, V t E /. Mas como li(O) = 1], segue-se daí 
que ll(t) = 1], V t E /. Por outro lado, temos que 
ddt (f(l(t))- f(po), 17) = (f.(l'(t)), 17 ) + (f(!(t),- f(Po), v;'(t)1J) =O . ._,_, ...__.., ___...... 
tangente normal o 
Logo, (f(l(t))- f(p0 ), 17) = constante, em I. l'vlas .f(/(0)) - .f(po) = O. Portanto, 
(f(l(t))- f(po),1J) =O, V tE/. 
Já que a. curva 1 e o vetor 17 foram escolhidos arbitrariamente, obtemos o resultado 
desejado, isto é, f(111) Ç Tv0 111 EB NP0 , que é uma subvariedade totalmente geodésica 
( n + k )-dimensional de mn+m o o 
Caso c > O. Consideremos a imersão isométrica j : 111n --+ JRn+m+t dada por j = i o J, 
onde i : sn+m (c) --+ JRn+m+t é a inclusão canônica da esfera no espaço Euclideano. 
(Obserque que f é composição de duas imersões isométricas). Denotemos o fibrado normal 
de j por T 1111. = U Tv111l., e o primeiro espaço normal de f em p E 111 por N1 (p) = 
pEllf 
ger{cJ(x,y): x,y E TPM}, onde cJ é o tensor segunda forma. fundamental de j em p e 
Tv111 = Tpl\1. Claramente pela observação (4.7) segue-se que, para cada p E 111, 
(3) 
Nt(p) C Nt(P)EBger{f(p)}. (4) 
Assim, de (3) e ( 4), obtemos que 
Nt(p) Ç NP EB gcr{.f(p)}. (5) 
Denotaremos por NP := NP EB ger{.f(p)} o subespaço (k + 1)-dimensiona.l de 
Tv11fl., V p E 111. Assim N = U NP é um subfibrado de T 1111.. 
pEM 
31 
Por outro lado, temos que o complemento ortogonal de N em T 11f.L é igual ao com-
plemento ortogonal de N em T M.L, o qual é para.lelo com respeito à conexão normal 
\l.L = j\l.LIX(M)xX(.M).L de f, onde iv.L é a conexão normal de]. Já que f, considerado 
como um campo de vetores normais, é paralelo na conexão i v .L, concluímos que N é pa-
ralelo com respeito a j\l.L. Assim, podemos aplicar o caso anterior à imersão isométrica 
]. Portanto, j admite uma redução da codimensão a (k + 1). Isto é, para algum p0 EM, 
temos que 
}(111) Ç Tp0 111 EB NPo = Tp0 111 EB NPo EB ger{f(po)} 
Como Tp0 A1EBNPo EBger{f(po)} = JRn+k+t(O) e /(111) = l(M) Ç sn+m(c), segue-se que 
J(Af) Ç sn+m(c) n JRn+k+t = sn+k(c), o qual prova o caso c> O. o 
Caso c < O. Este caso é análogo ao caso c > O, já que basta considerar a imersão 
isométrica j : A.fn -+ JLn+m+t dada por j = i o f, onde i : IJn+m(c) -+ JLn+m+l é a 
inclusão canônica do modelo hiperbólico do semi-espaço superior no espaço Lorentziano 
JLn+m+t, e seguir mais ou menos os mesmos passos do caso c > O. Portanto, temos pro-
vado o Teorema ( 4.1 ). • 
4.8 Corolário. Seja f : A1n -+ qn+m( c) uma imersão isométrica tal que, pam cada 
ponto p E Af, N1 (p) possui dimensão constante k < m ao longo de 111. Se o subfibmdo 
N 1 é pamlelo, então a codimensão de f reduz-se a k. 
4.9 Observações. 
a) A condição de paralelismo é essencial na demonstração do Teorema (4.1). 
b) No corolário (4.8), a condição de que pam cada p E llf,N1(p) possua dimensão 
constante ao longo de 111 é necessária como moslm o seguinte exemplo: 
4.10 Exemplo. Seja 1 :IR-+ JR3 uma curva dada por 
7(t) = { 
(t,e-t/t 2 ,0) se 
(0,0,0) 
(t,o,e-tft 2 ) se 
t >o 
se t =O 
t < o 
O pnmetro espaço normal tem dimensão 1 para todo t f:. O e é paralelo, mas a 
codimensão 2 não pode ser reduzida. 
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5. Fatorização de Imersões Isométricas 
O objetivo desta seçã.o é provar um teorema sobre fatorizaçào de imersões isométricas 
publicado em 1971, por J. D. Moore [Mo] que essencialmente diz: 
Toda imer·são isométrica de um produto Riemanniano no espaço 
Euclideano que verifica certa condição é um produto de imersões 
isométricas. 
De agora em diante Mn denotará uma variedade Riemanniana conexa n-dimensional 
a qual se decompõe como produto Riemanniano das variedades .M1n 1 , ••• , M~m. Isto é, 
m 
M = A11 x ... x A1m, onde n = ,L,:ni e nj = dimMj, 1 ~ j ~ m. 
i=l 
Seja f : Afn -4 QN (c) uma imersão isométrica. 
5.1 Definição. Diremos que f é um prodtdo extrínseco, se para todo X tangente a A1; e 
Y tangente a A1j com i =j; j, acontece que a( X, Y) =O, onde a é o tensor segunda forma 
fundamental de f. 
Segue-se da definição ( 5.1) que, para cada p = (Jh, . .. , Pm) em A1, o tensor segunda 
m 
forma fundamental de f em p verifica a. igualdade seguinte: a( X, l' .. ) =Lo;( X;, li), onde 
i=l 
m m m 
X = L X;, 1,.. = L li E Tpl\1 = ffiTp, A1; e a; é o tensor segunda forma fundamental de 
i=l i=l i=l 
fiM; em p;, com fiM; :=f o i, onde i : A1; -4 Af é a inclusã.o canônica. 
5.2 Observações. Sejam A11 , A12 variedades Riemannianas. 
a) Sejam X; E .~(A1i), i = 1, 2. Definimos um campo de vetores X sobr·e M1 x M2 
por 
Por abuso de linguagem escreveremos X= X 1 +X2 • Se Y é outro campo de vetor·es 
do tipo J~ + Y2 , onde l'i E X(M;), i= 1, 2, então a fór·mula de [{ozsul mostra que 
(2) 
onde \7,\71 e \72 denotam as cone:rõcs Riemannianas de 1111 x A12 , A11 e A12 
respectivamente. 
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b) Para cada (p1 , p2 ) E A/1 x 11!2 , claramente {p1 } x M2 e M 1 x {p2 } são subvariedades 
totalmente geodésicas de 11!1 x A12 isométricas a A12 e A11, respectivamente. 
c) Sejam X, 1' tangentes a A11 x Afz em (Pt,Zlz) = p, com X E Tp1 A1t e Y E Tp2 A1z. 
Então a curvatura seccional do plano gerado por X e Y em p é nula. Isto é, 
Kp(X, Y) = O . o 
Agora, estamos em condições de apresentar formalmente o teorema dado no começo 
desta seção. 
5.3 Teorema (Moore). Suponhamos que A11 , ••• , A1m são variedades Riernannianas 
conexas e seja f : M 1 x ... x A1m -+ JRN urna imersão isornét1·ica do produto Riernan-
niano A1n = M 1 X ... X A1m no espaço euclideano. Se f é um produto extrínseco então 
existe uma decomposição ortogonal de JRN = /RN1 x ... x JRNm e irne1·sões isométricas 
fi: AJti -+ JRN;, 1 :::; i:::; m, tais que f= ft X ... X fm· 
Demonstração. Provaremos o teorema para. o caso em que Afn e produto de duas 
variedades Riema.nnia.na.s. 
Sejam A/1 e A12 variedades Riemannianas conexas de dimensão n 1 e n 2 , respecti-
vamente. Mostraremos explicitamente a decomposição ortogonal de IRN e, para isto, 
utilizaremos o seguinte fato que provaremos enseguida: 
' (3) Dados X vetor tangente a A11 X {Jlz} em (Jlt, 712 ) E A f c Y vetor tangente a {p~} x A12 
em (p;,p~) E AI, então X c Y são ortogonais em JHN. 
Com efeito, seja /I uma geodésica minimizante em {Jh} x A/2 ligando (PI, p2 ) a (p1 , p~) e 
seja /2 outra geodésica minimizante, agora em AI1 x {p~}, ligando (p;, p~) a (p1, p~). Então 
é possível construir um campo referencial E 1 , ••• , EN definido em um conjunto aberto U 
de m_N, que contenha as imagens de /I e 12 , e verifique as seguintes duas condições para 
cada q = (q~, q2 ) E AI nU. 
(a.) EI ( q), ... , En1 ( q) são tangentes a. A!I X { q2} e En1 +t ( q ), ... , En( q) são tangentes a 
{ qt} X AI2 , (isto é, o referencial é adaptado), e 
(b) ('<JxEa,Eb) =O, V X tangente a Un({qt} x A12 ) e (VvEs,Er) =O, VY tangente 
a U n (Jl;ft X { qz} ), onde '\7 é a conexão Riemannia.na de JRN e os índices a, b, r, s 
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variam ela seguinte maneira: 
(isto é, o referencial é compatível com a estndum Riemanniana pmduto de 1\I). 
Segue-se daí que E1, ... , En1 são constantes ao longo de /1 e En1 + 1, ... , En são constantes 
ao longo de 12 , pois, pela fórmula de Gauss, temos que 
V z E a = \7 z E a + a( Z, E a) , para todo Z tangeu te a 1\1 
Assim, considerando z tangente a u n ( {Pt} X .1112 ), obtemos que v zEa = o (já 
que, pela observaçã.o (.5.2)(a), VzEa =O, e por hipótese o(z,Ea) = 0). Daí, segue-se 
. I -n E w I ' dEa ) I) E ' em parttcu ar que v ,.;(tl a = O, v t. ( sto e, - 1- = O . ortanto, 'a e constante ao d 
longo de 11 para todo a = 1, ... , n 1 . Da mesma forma prova-se que E,. é constante ao 
longo de /2 para todo 1· = n1 + 1, ... , n. Por outro lado, como X E T(p1,p2 )(1\11 x {pt}) e 
Y E T(v; ,p;) ( {PD X 1\12) existem constantes reais x1, ... , Xn 1 e Yn 1 +1, ... , Yn tais que 
nt n 
(4) X= LXaEa(P1,]J2) e y = L Yr E,.(p~,p~). 
a=l 
Usando o fato que os Ea 's e E,.'s são constantes ao longo de 11 e 12 , respectivamente, 
temos que Ea(PhP2) = Ea(Pt,]J~) e Er(P1,P2) = E,.(pt,JJ~). 
Substituindo em (3), obtemos 
nt n 
(5) X= LXaEa(P1,]J2) e Y = L Yr Er(JJt, P~). 
a=1 
Portanto, de (5), segue-se que (X, Y) =O. Assim, temos provado a afirmaçã.o feita em 
(3). o 
Agora, consideremos JRN com a estrutura dP espaço vetorial usual e definamos os 
seguintes subespaços de IRN 
IE1 ger{X E IRN: X é tangente a 1\11 x {p2}, V P2 E 1\12} 
IE2 ger{Y E IRN : Y é tangente a {pt} x Af2, V Pt E 1\ft} 
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De (3), segue-se que JE1 e IE2 são ortogonais, conscqi"tentemente podemos escolher um 
subespaço IE0 de JRN tal que D?N = IE0 EB JE1 EB JE2 • Assim, D"lN é decomposto em 
uma soma direta ortogonal dos espaços E1s. Agora, se consideramos IE0 , IE1, IE2 como 
variedades Riemannianas, então JRN é produto Riemanniano de três variedades, cada uma 
com dimensão Ni, i= O, 1, 2. 
Agora., como segundo passo clefiuiremos explicitamcut.e as imersões isométricas fi· 
Com efeito, sejam 1r0 , 1r1 e 1r2 as projeções naturais de DlN sobre IE0 , IE1 e IE2 , respectiva-
mente. Claramente, para cada P2 E .M2, a imersão isométrica f: 1111 X M2 ---+ mN define 
uma imersão isométrica fr 2 : 11ft ---+ RN dada por fr 2 (pt) = f(p1 , p2 ) para todo Pt E .Mt. 
Afirmamos que 
(6) A função f 1 : 11ft ---+ lEt dada po1· ft = ?rt o fr2 é uma imersão isométrica. 
De fato, .ft é bem definida, isto é, .f1 indcpende da escolha de p2 E 1112 • Para 
verificarmos isto, consideremos os pontos p1 E 1111 , e ]J2,]J~ em llf2 todos arbitrários e 
também consideremos uma curva 1 : [0, 1 J ---+ {pt} x 1112 ligando (Pt, ]J2) = 1( O) a (Pt, p~) = 
1(1). Então os vetores tangentes de 1 sempre pertencem a IE2 , pois 1'(t) E 7~(t)( {p.} X 
M2) Ç IE2. Logo, 7rt(I(O)) = 7rt{!(1)) =O. (Observe-se que IE2 = ger( U {X E RN: X 
tangente a {pt} x 1112 })). 
Daí, obtemos que 1(0) e 1( 1 ), possuem a. mesma. projeção em IE1 • Com a identificação 
de (pt,P2) e (p.,p~) com f(p 1,p2 ) e .f'(p 1 ,p~), respectivamente, temos que 
(1r2 O fr2)(p!) = 1rt{.f(pt,]J2)) = 1rt(f(]Jt,]J;)) = (7rt O /p;)(pt). 
Isto mostra que ft é bem definida.. 
Finalmente, como .f1 é composta de duas imersões isométricas, temos que f 1 é uma 
imersão isométrica. Isto prova a afirmação feita em (6). 0 
De maneira análoga à definição de ft, define-se a imersão isométrica .f2 : .M2 ---+ JE2 • 
Por outra parte, como a. função 1r0 o f : Jl.f ---+ JE0 é obviamente constante, temos que, 
para. cada. (Pt,P2) E A1, f(pt,P2) =(constante, ft(pt),f2 (p2 )). Portanto, f é produto de 
imersões isométricas. 
Observemos que a prova dada. acima segue valendo se consideramos JE0 como o 
subespaço nulo. Assim, concluímos que 
f= .ft X h e Ni = dim lEi , i= 1, 2. 
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Portanto, temos provado o Teorema (.5.3) no caso em quem,= 2. Logo, por uma indução 
direta sobre o número de variedades consideradas li{ mostra-se em geral. • 
Para terminar esta seção e portanto o Capítulo I, faremos a seguinte observação: 
5.5 Observação. Um resultado análogo ao Te01·ema (5.4) pam o caso c > O é uma 
conseqüência deste mesmo Te01·ema (5.4). Para o caso c< O existe um 1·esultado análogo 





O objetivo deste capítulo é estudar em detalhes as imersões paralelas. Para isto, na 
seção 1 definiremos e classificaremos geometricamente estas imersões em formas espaciais 
mediante um teorema devido a Ferus-Strübing. A seguir nas seções 2 e 3 mostraremos 
a classificação de duas grandes classes de imersões paralelas, a saber, as Subvariedades 
Umbílicas e seus Produtos Extrínsecos, e os Mergulhos Padrões ele R-espaços Simétricos. 
A importância destas classes reside no fato que elas são os blocos básicos ela classificação 
das imersões paralelas em formas espaciais. Este fato será visto no capítulo seguinte. 
1. Caracterização geométrica das imersões paralelas. 
Sejam f : A1n -+ i{n+m uma imersão isométrica. Usando as notações elo capítulo 
anterior podemos dar a seguinte definição: 
1.1 Definição. Diremos que f é uma imersão paralela se 
Vxa =O para todo X E X(A1). (1) 
A definiçã.o ( 1.1) nos diz que o tensor segunda forma fundamental de f verifica a 
seguinte equação: 
v:t(a(Y, Z)) = a(\7 X)~", Z) + a(Y, \7.\ 7) (2) 
para todo X, Y, Z E X(A1), onde \7 e v.t denotam a conexã.o de Levi-Civita de M e a 
conexão normal ele f, respectivamente. 
A palavra paralela. na. definição ( 1.1) vem do fato que a pode ser vista como uma 
seção paralela de um certo fibra.do vetorial sobre A1 com respeito a. uma. conexão métrica 
deste fibrado. 
38 
1.2 Observação. Se f : Jl[n -+ i{n+m é uma ime1·são paralela, então para cada p E llf 
o primeiro espaço normal de f em p, N 1 (p), tem dimensão constante. 
Como nesta dissertação estamos interessados em classificar as imersões paralelas 
quando ifn+m é uma forma espacial. Portanto, nós daremos o seguinte teorema devido a 
Ferus-Strübing que caracterizam estas imersões mediante uma propriedade geométrica. 
1.3 Teorema (Ferus-Strübing). Seja f: llfn-+ Qn+m(c) um meryulho isométrico de 
uma vm·iedade Riemanniana completa cone.ra n-dimensional ll1 em uma forma espacial 
Qn+m(c). Então f é pamlela se e somente se, para todo p E ll1, a única isometria global 
</> do espaço ambiente Qn+m(c) determinada pelas condições seguintes: 
<P(J(p)) = f(p) 
leva f(ll1) sobre f(ll1). 
e 
-v se v E Tpll1 
v se v E vp(J), 
Para provar que a condição do Teorema ( 1.3) é necessária, repetiremos o que foi feito 
por Strübing utilizando a Teoria de Frenet para curvas imersas em variedade Riemanniana 
e também certas propriedades simétricas ele tais curvas. Para a prova da suficiência 
seguiremos o que foi feito por Ferus utilizando a.s propriedades dos espaços simétricos. 
Portanto, antes de provar o Teorema (1.3), começaremos dando uma rápida introdução 
ela Teoria de Frenet para curvas em variedades Riemannianas. 
No que resta desta seçã.o ft denotará uma variedade Riemanniana (n + m)-
dimensional com métrica (,} e derivada covaria.nte de Lcvi-Civita D; e I denotará. um 
intervalo aberto não vazio da reta real IR, a menos que digamos o contrário. 
1.4 Definição. Diremos que c : I -+ i1 é uma curva de Frenet em Jlf com osculador de 
posto r (r ;:::: 1) se c é uma curva diferenciável parametrizada com respeito ao comprimento 
de arco tal que para todos E I, suas derivadas de ordem superior 
(i) De' fJ(r-I)c' c'(s), ds (s), ... ' ds (s) 
são linearmente independentes e 
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(ii) 
são linearmente dependentes em Tc(s)l\f. 
1.5 Observação. Na definição (1.4), se 1\1 = JRn+m, temos simplesmente que 
- (i) I ~ = c(i+l), onde c(i+l) é a (i + 1 )-ésima derivada de c com respeito ao comprimento 
ds 
de arco. 
No volume IV da referência [S), é provado que as condições (i) e (ii) da definição (1.4) 
são equivalentes a dizer que o r-r·eferencial de Frenet 1'1 , ... , lfr da curva c é definido no 
intervalo aberto I, e que as funções curvaturas de 01·dem 8uperior k1 , ••• , kr : I -+ IR 
satisfazem a seguinte condiçã.o: 
/..~i ( s) > O , 1 :::; i :::; 7' - 1 e k,. ( 8) = O (3) 
para todo s E I. Neste caso, temos para a curva c as conhecidas fónnulas de Frenet: 
(4) 
Daqui por diante usaremos a seguinte convenção: 
ko(s) := llc'(s)ll e l'o(s) := l'r+l(s) :=O E Tc(s)i1, Vs E I. (5) 
A seguir uma propriedade de simetria da.s curvas de Frenet: 
1.6 Lema. Seja c : I -+ M uma cu1·va de Frenet em M com osculado1· de posto r. 
Suponhamos que s E I{:::} -s E I, e além disso que todas as funções cu1·vatums de c são 
funções pares. Então pam qualquer isometria if> : if -+ i1 que cumpra com 
(6) 
a equação 
if>( c( s)) = c( -s) é satisfeita por todo s E I. 
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Demonstração. Nós daremos somente o esqueleto da prova. Com efeito, deve-se con-
siderar a curva c : I ---+ i! dada por c( s) := çb( c( -s) ), Vs E I, e mostrar que c é uma 
curva de Frenet em 111 com osculador de posto r, e que satisfaz o mesmo sistema de 
equações ordinárias com uma condição inicial que coincide com a ele c. Para isto, se usa 
a equivalência citada em (3). Daí se segue facilmente a equaçã.o requerida do Lema (1.5). 
(Para maiores detalhes ver [St]). • 
1.7 Observação. Para o caso de M = Qn+m(c) no Lema {1.6), existe pelo menos uma 
isomet7·ia </>: M---+ M satisfazendo (6). 0 
Daremos agora outro lema que diz a grosso modo que as curvas imagem de geodésicas 
por imersões paralelas são curvas ele Frenet. Formalmente: 
1.8 Lema. Seja f : 111n ---+ Ji1n+m uma ime1·são isoméh·ica. Denotamos por 1 : I ---+ M 
uma geodésica normal de 111, e po1· c := f o 1 : I ---+ 111 sua cu1·va imagem em M. 
Suponhamos que f é paralela, e po1· causa da observação ( 1.2) denotemos por 
f:= a dimensão constante de N1 ( 1( s)) , V s E I. (7) 
Então existe r E IN+ com 
1' :::; min{2n, 2€ + 1} (:::; n + m) (8) 
e existem campos de veto1·es dije1·enciáveis paralelos E 0 , •.. , Er em 111 ao longo de 1 tal 
que c é uma curva de H·enet em 111 com osculador de posto 1·, e cujas funções curvaturas 
ko, ... , kr e respectivamente o r-1·efe1·encial de H·enet lfí, ... , 1~ de c ve1·ijicam para todo 
i E IN, as seguintes condições: 
a) se i :::; r : 
k;_ 1 : I ---+ IR é constante e positiva; 
h) se 2i + 1 :::; 1· : 
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c) se 2i ~r : 
em pm·ticula1·, lf2i é uma seção pamlela em v(f) ao longo de I· 
Demonstração. Descobriremos r e provaremos que (9;), (102i+t), e (11 2k) são válidas 
para todo i, 2j + 1, 2k ~ p por indução sobre p = 1, 2, .... 
Para p := 1. Temos três casos i= 1, j =O, k =O. 
Caso i = 1: c é parametrizada pelo comprimento de arco, então (c', c') 
ko(s) := llc'(s)ll , V sE I. Portanto, (9t) é válido. 
Caso j = 0: Vi = c' = (f o 1)' = !.(!'), se fazemos E1 .- 1', então 1f1 
Portanto, (10t) é válido. 
1, mas 
Caso k = 0: l'o = O = a( 1', 0), se fazemos Eo := O, então Wo := a( 1', E0 ). Portanto, 
(llo) é válido. 
Agora, suponhamos quepE {1, ... , n + m} e que (9i), (102i+t) e (11 2k) são válidos 
para i, 2j + 1, 2k ~ p. 
bv. 
Se ds P + kp-l Vp-l = O, então a tese do teorema é válida com r := p. De outro modo 
DWp k ,, .../.. 
-;I;" + ·p-1 p-t -r O. (12) 
(Isto é, o lado esquerdo de (12) não se anula pelo menos para algum s E I). Daqui, 
distingüimos dois casos: p ímpar ou par. 
Caso 1. Fazemos p := 2h + 1. Então temos que verificar (92h+ 2 ) e (11 2h+2 ). 
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Neste caso (102h+t) fornece-nos: 
e portanto, já que, E2h+I é paralelo por suposição, teremos 
(13) bv2h+1 1 ds = a("y , E2h+1 ) . 
Já que, / 1, E2h+1 são paralelos ao longo de 1 e f é paralela, então de (13), (92h+I) e (11 2h), 
obteremos que 
D"V:!h+t k IH" 
ds + 2h w2h é paralelo em v(!) ao longo de I· 
Portanto, k2h+I = li bish+I + k2h V2hll é constante e positiva. Isto prova (92h+2 ), e além 
disso, 
1 (fllfíh+I ) 1 1 
V2h+2 = -k- d + k2hV2h = a(1, -k-(E2h+I + k2hE2h)), 
2h+l S 2h+I 
portanto, v2h+2 satisfaz (1 hh+2) com o campo de vetores paralelo 
ao longo de 1. 
1 
E2h+2 := -k -(E2h+I + k2hE2h), 
2h+2 
Caso 2. Fazemos p := 2h. Então teremos que verificar (9 2h+I) e (102h+1 ). 
Com efeito: 
D::h = (~a(I1,E2h))T + (~a(I1,E2h)).L = -j.(Ao("Y',E2h)(/1))+Vf.a(I',E2h), 
mas, f é paralela, portanto: 
(14) 
Por outro lado, se Y é qualquer campo de vetores paralelo em M ao longo de 1, temos 
que 
(V t;Ao(-r',E2h)(l'), Y) ~ (Ao(y,E2h)(l'), Y) = :s (a(l', E2h), a(l', Y)) 
- (Vi a(l', E2h), a(l', Y)) + (a(l', E2h), V~ a(/1 , Y)), 
~ ~ 
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daqui, Aa("Y',E2h)(J') é paralelo em 1\f ao longo de I· Portanto, de (102h-d e (14), temos 
que 
iJ ll2h k '1 f ') k E ~ + '2h-l l2h-l = .. ( -Ao("Y',E21o)(/ + :2h-l '2h-d 
e -Aa(-y',E2h)(J') + k2h-1E2h-I é paralelo em 111 ao longo de I· Isto implica que 
k2h = li iJ~2h + k2h-l v2h-lll é constante e positiva, 
o qual prova (92h+I), e v2h+l satisfaz (102h+I) com o campo vetorial paralelo 
E2h+I := k
1 ( -Ao("Y',E2h)(J') + k2h-1E2h-d 
'2h 
ao longo de 1. 
Finalmente a desigualdade (8) é uma conseqüência trivial ele (10) e (11). Assim, 
temos provado completamente o Lema (1.8). • 
O seguinte teorema que apresentaremos implican\. finalmente em nossa condição ne-
cessária do começo desta seçã.o. 
1.9 Teorema. Seja f : 1\1" ~ 1\Jn+m uma imersâo isométrica. Sejam p E 1\1 e 
E E]O,+oo]. Suponhamos que f é paralela e que U = cxpP(B€(0)) e [J = expf(p)(B€(0)) 
sejam duas vizinhanças de p em 111 e .f(p) em 1\J, 1'espectivamenfe, onde B€(0) e B€(0) 
denotam as bolas abertas de mio E em TP111 e Tf(p)ff, 1'espectivam.ente ambas centradas 
no O ( 01'Ígem 1'espectiva). Além disso, seja 4> : (; ~ (; uma isomel1·ia de (; tal que 
(1.5) 4>(.f(p)) = f(p) 
(16) </> .. (v) = -v para todo v E TPJ\1, 
(17) </> .. (v)= v para todo v E 1/p(.f). 
Então: 
4> o f o expp(v) =f o expP( -v) pam todo v E B€(0). 
Em particular, a isometria 4> de [J leva f( U) sobre .<;i mesmo. 
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Den1onstração. Tomemos um vetor unitário v0 E Tp111 e T E [0, é[, e considere-
mos a geodésica 1 : ] -é, é[~ 111 definida por 1(t) := expp(tvo), Vt E] - é,é[. Já 
que, f é uma imersão isométrica, temos que f(U) Ç U, portanto a curva imagem de 
1 por f, c:= f o 1, leva]- é, é[ no domínio de~' isto é, c(]- é, é[) Ç U. Daqui segue-se 
que 
~(c(O)) = ~(f(i(O))) = ~(f(p)) = f(p) = c(O). 
De acordo com o Lema (1.8), os vetores de Frenct Uf1(0), ... , lfr(O) de c, satisfazem 




Portanto, devido a (16) e (17), para todo i=, ... , n temos que 
Além disso, o Lema (1.8), implica que as funções curvatura de c são constantes e positivas, 
logo, são funções pares. Substituindo i1 por (; segue-se do Lema ( 1.6) que 
~o f o expp(rv) =~(c( r))= c( -r)= f o expp( -rv). 
Isto prova o Teorema (1.9). • 
1 lo Observara-o. Se li~J· = c.·)n+m(c) 1' ( 1 O) t- · t . ::. . c no corrma .ü , en ao semp1·e e:ns em mzz-
nhanças U de ]J em 111 e {! de f(p) em Qn+m(c) do tipo mencionadas no te01·ema e 
também existe uma isometria~:(;~(; que satisfaz (15)-(17). 
Agora podemos provar a condição necessária do Teorema ( 1.3). 
Demonstração. ( =}) A condição necessária do Teorema (1.3) fica um simples corolário 
do Teorema (1.9), já que, no caso ele curvatura constante existe sempre uma isometria 
que verifica as condições elo Teorema. (1.9). A qual vem do fato que o grupo de iso-
tropia de um ponto x em Qn+m (c) é transitivo no conjunto das bases ortonormais de 
TxQn+m(c). o 
4.5 
Notemos que na prova da condição necessária do Teorema (1.3), nã.o usamos o fato que f 
é um mergulho somente, usamos que é uma imersão. Antes de provar o recíproco do Teo-
rema ( 1.3), necessitaremos definir o conceito de espaço simétrico e algumas propriedades 
destes espaços. 
1.11 Definição. Um espaço simét1·ico é uma variedade Riemanniana Af tal que, para 
cada ponto p E M, existe uma. isometria Tp : Af ---+ 111 que deixa fixo o ponto p e inverte 
todas as geodésicas que passam por esse ponto. (Isto é, se 1 : I ---+ M é uma geodésica 
tal que O E I e /(O)= p, então rp(!(t)) = 1(-t), V t). 
1.12 Lema. Seja 1 : I ---+ 111 uma geodésica em l\1 espaço simétrico e sejam p =!(O) 
e q =!(to), onde O,t0 E I. Então TqTp(/(t)) = 1(t + 2i 0 ), (aqui estamos assumindo que 
1(t) e !(t+2t0 ) estão definidos). Além disso, TqTp preserva campos vefo1·iais paralelos em 
M ao longo de I· 
Demonstração. Seja j3(t) = 1(t + t0 ). Então j3 é uma geodésica e j3(0) = 1(t0 ) = q. 
Portanto, r9rp(!(t)) = rg(/( -t)) = Tq(!( -(t + t0 ) + t 0))) = r9 (j3( -(t + t0 ))) = j3(t + t0 ) = 
!(t+2to). 
Agora, se V é um campo vetorial paralelo ao longo de 1 então ( r1,) .. V é paralelo (já 
que, Tp é uma isometria), além disso, (rp) .. li(O) = -V(O). Daqui, (rp) .. ll(t) = -ll(-t). 
Portanto, (r9 ),.(rp) .. (V(t)) = ll(t + 2t0 ). • 
1.13 Corolário. Todo espaço simétrico é completo. 
Demonstração. O Lema (1.10), mostra que todas as geodésicas podem ser extendida.s 
indefinidamente. 
• 
1.14 Corolário. Seja llf um espaço simét?·ico. Entiio, para cada p E 111, a isomet1·ia Tp 
é única. 
De1nonstração. Se duas isometrias coincidem em um pont.o e também as diferenciais 
coincidem naquele ponto, então as duas isometrias coincidem . 
• 
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Agora estamos em condições de provar a. suficiência do Teorema. ( 1.3). 
Demonstração. ( Ç:) Daremos somente a. prova para. o caso c = O. Para. isto, primeiro 
provaremos que Af é um espaço simétrico e logo usando as fórmulas de Gauss e Weinga.rten 
e a. equação de Codazzi para concluir que f é paralela. Com efeito, os fatos de f: Mn ~ 
mn+m ser um mergulho isométrico de uma. variedade Riema.nniana completa conexa em 
JRn+m, e que para cada p E 1\1, existe única isometria. </J : JRn+m ~ mn+m que fixa 
f(p), e sua diferencial em f(p) fixa vp(J) e reflete f*(TvA1) em torno de f(p), e tal que 
<P(J(M)) Ç f(A1), nos dizem que existe uma única isometria rP : Af ~ M que fixa o 
ponto p e é definida pela seguinte igualdade f o Tp = <P o f. 
Daqui, segue-se claramente que Af é um espaço simétrico. 
Sejam dados p E Af e v E TvAf a.rbitrá.rios, e seja. dada uma geodésica 1 em A1 com 
1(0) = p e 1'(0) =v. Denotando por)':= f o 1 a curva imagem de 1 por f, temos, pelas 
identificações usuais e pelas fórmulas de Gauss e \Veingarten, que 
)"(O) 
i'"'( O) 
}~(v), f'(O) = ~'i·'f = o(v,v) 
- f*(Aa(v,v)(v)) + \7~o(l/, V), 
onde V é um campo de vetores de M ao longo de 1 tal que V(O) =v. 
Por outro lado, o fato de 1 ser uma geodésica. implicam que \l~a(V, V) = 
(\lva)(V, V). Portanto, 1'"'(0) = -.f~(Aa(v,v)(v)) + (\lva)(V, V). Daí, usando a sime-
tria. de Af, temos que (1'(-t)).l = ()'(t)).l, onde (·).l é a. projeção normal sobre vp(f), 
(pois 1'(-t) = f(!(-t)) = f(rp(!(t))) = <P(f(!(t)) = <P()'(t)) e <P fixa 11p(J)). Logo 
(i'"'(O)).l =O, isto é, 
(18) 
Mas como v E TpA1 é arbitrário, segue-se de (18), que para qualquer x,y E 
TvAf (\lx+ya)(X + Y,X + Y) =O, onde X, Y sã.o campos de vetores em !11 ao longo de 1 




Daí, se Z é outro campo de vetores em A1 ao longo de 1 com Z(O) 
segue-se de (19) que 
O= (V x+y+za)(X + Y + Z, X+ Y + Z) = 2(V xa )(Y, Z). 
z E 1~A1, 
Portanto, (V xa )(Y, Z) = O. Já quepE A1 foi escolhido arbitrariamente, podemos concluir 
que f é paralela. 
Isto termina com a prova do Teorema (1.3). • 
1.15 Observação. Sejam A1 ~ A1' ~A1" imersões isométricas. Se f é paralela e 
ve1·ijica: 
af(g.(x),1J)=0 paratodo pEM,xETpA1 e 17Evp(g), (20) 
então temos a eqüivalência: 
g é paralela {::} f o g é pamlela. 
A prova da observação ( 1.1.5) segue diretamente da observação ( 4. 7) do Capítulo I 
e da definiçã.o (1.1) deste capítulo. Mais adiante veremos que a condição (20) é essencial 
(para isto, daremos um contra exemplo). Portanto, em geral a composição de imersões 
paralelas nã.o é paralela. 
2. Subvariedades umbílicas e seus produtos 
extrínsecos. 
Nesta seção definiremos e classificaremos a primeira classe básica de imersões para-
lelas em formas espaciais. 
2.1 Definição. Seja i/n+m uma variedade Riema.nnia.na. Diremos que uma imersão 
isométrica f: A1n -+ A{n+m é umbz?ica em p E A1 se o tensor segunda forma fundamental 
de f em p satisfaz 
(a( X, Y), 17}(p) = .\(p)(X, Y}(p) , .\(p) E IR, (1) 
para todo X, Y E X {A1) e todo 17 E X(A1)j_; aqui usamos (,} para indicar a métrica em M 
e a métrica induzida por f em A1. Diremos que f é uma. imersão umbílica se é umbílica. 
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em todo ponto de 111. 
2.2 Definição. Dada f : 111 71 ---t 11f71+m imersão isométrica, definimos o vetor curvatura 
média H de f por 
(2) 
onde o: é o tensor segunda forma fumclamental ele f, e Xt, ... , X 71 E X(.M) formam um 
campo referencial local ortonormal. Como o: é um tensor, para. cada p E M, temos que 
H(p) é bem definido. 
Das definições dadas acima. claramente a.s seguintes afirmações são equivalentes: 
(2.1.1) f é umbílica em p E 111; 
(2.1.2) 
(2.1.3) o:( X, Y) = (X, Y}H(p) , X, Y E TP111; 
aqui H é o vetor curvatura. média de f; A11 é o operador padrão ele f com respeito a. TJ; e 
I é a. aplicação identidade de Tp111. 
A seguir veremos que para n ~ 2, toda imersão umbílica f : J\.1 71 ---t Q 71+m(c) com 
111 conexo é uma imersão paralela. Para isto, utilizaremos as seguintes observações com 
respeito a estas imersões umbílicas. 
2.3 Observações. a) Para cada 17 E X ( 111)1. unitário, ..\ definida por ( 1) torna-se uma 
aplicação dife1·enciável de 111 em IR a qual é constante. 
b) O vetor curvatura média Il de f é paralelo com t·cspeilo à conc:z:ào nonnal de f. Isto 
é, V:iii =O, VX E X(111). 
c) Uma conseqüência óbvia de ( b) é que li H 11 é constante ao longo de 111. 
Demonstração. (a) O fa.to que..\ é diferenciável é claro. Portanto, somente falta verificar 
que ..\ é constante. Para isto, tomemos um ponto ]Jo E 111 fixo e uma. vizinhança aberta U 
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de p0 em 1\1. Já que a restrição de f a U segue sendo umbílica, temos que 
(a( X, Y), 17} =.\(X, Y} e (a(Z, 1~"), 17} = .\(Z, Y}, (3) 
para todo X, Y, Z E ~(U). Mas como (a( X, Y), 17) = (AIJX, Y) = -(~x1J, Y}, então de 
(3), segue-se claramente que 
- (~ x1J, Y) = .\(X, Y) e - (~ z1J, Y) = .\(Z, Y) (4) 
para todo X, Y, Z E ~(U). Assim, derivando em (4) a primeira equação em relação a Z, 
e a segunda em relação a X, obtemos para todo Y E ~(U) as seguintes equações: 
{ 
-(~ z~x17, Y) = (Z(,\)X, Y) + .\(~ zX, Y) 
-(~x~z1J, Y} = (X(.\)Z, Y} + .\(~xZ, Y}. 
(5) 
Logo, restando ambas equações em (5), e usando o fato que [X, Z] = ~ xZ- ~zX, temos 
que 
(~ x~ z1J- ~ z~x17, Y) = (Z(.\)X- .\-(,\)Z, Y)- .\([X, Z], Y) (6) 
mas por (4), -.\([X, Z], Y} = (~[X,Y]1J, Y), portanto, substituindo esta. igualdade em (6), 
obtemos que 
(R(X, Y)17, Y} = (Z(,\)X - X(,\)Z, Y). (7) 
Mas, devido à fórmula. (1) dada na seção 2 do Capítulo I, temos que R(X, Y)1J = O. 
Assim, Z(.\)X - X(.\)Z = O, VX, Z E ~(U). Daqui, escolhendo X e Z linearmente 
independentes, temos que X(.\)= O, VX E ~(U), donde À constante sobre U. 
Até agora, temos provado que {p E !11 : À(p) = À(p0 )} é aberto. Claramente é 
também fechado e pela conexão de l\1 coincide com !11. o 
(b) Usando (2.1.3), temos que 
(V' xa)(Y, Z) \li( a(Y, Z)) - a(Vx Y, Z) - a(Y, V x Z) 
Vi( (X, Z)JJ)- (Vx Y, Z}lf- (Y, Vx Z}JJ 
(Y, Z) Vi li, 
(8) 
para todo X, Y, Z E .~(!11). Daqui, pela equação de Codazzi para o caso de curvatura. 
seccional constante, obtemos que 
(Y, Z)V'iH = (X, Z}V~Jf para todo X, Y, Z E ~(A!). 
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Assim, escolhendo Y = Z =J. O e ortogonal a X concluímos que H é paralelo. • 
2.4 Proposição. Para n 2: 2. Toda ime1·são umb11ica f : 111n --. Qn+m(c) com M 
conexa é uma ime1·são paralela. 
Demonstração. De (8), temos que (\lxo)(Y, Z) = (Y, Z)ViH, V X, Y, Z E X(M). 
Portanto, concluímos pela observação (2.3)(b), que f é paralela. • 
Da proposição (2.4) e da observação (1.14), segue-se claramente que a composição 
de uma imersão paralela e uma imersão umbílica é ainda uma. imersão paralela. 
Para visualizar melhor as imersões umbílicas de formas espaciais daremos sua. clas-
sificação. Para isto, utilizaremos as seguintes observações: 
2.5 Observações. a) Seja Afn uma va1·iedade dije1·enciável. Sejam (, )t e (,h duas 
mét1·icas Riemannianas conformes em A1. (Isto é, existe uma função dije1·enciável Jl : 
A1 --. IR, positiva, tal que (X, Y) 2 = tt(X, Y)t, 'V X, Y E X(A1)}. Sejam \71 e \72 as 
conexões Riemannianas de (111, (, )t) e (111, (, )2), 1'espectivamente. Então a conexão \72 é 
dada por 
\l~Y = \?~yl'" + S'(X, 1··), 
onde X,Y E X(A1), S(X,Y) L{X(tt)Y + }'.(p).X 
g1·ad1 (JL) é calculado por .X(JL) := (X,g1·ad1(p))t. 
(9) 
(X, Y)tgradi(p)}, e 
b) Seja (,h uma métrica Riemanniana de A1n+m tal que f : 111n --. Jl1n+m é uma imersão 
umbz1ica. Se mudarmos a métrica (,h para uma métrica (,h confonnc com (, )1 , então 
a imersão f: Afn --. (AJn+m, (, )2) pcnnanece umb11ica. 
Demonstração. (a) Como \72 é simétrica obviamente, basta mostrar que \72 dada por 
(9) é compatível com (, )2, ou seja, que 
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Com efeito, o primeiro membro da igualdade acima. é 
e o segundo 
Portanto, basta mostrar que 
Jt{ (S(X, 1··), Z)t + (Y, S(X, Z))t} + 
+ p(V'\ Y, Z)t + Jt(Y, V'~Z)t. 
X(p)(Y, Z)t = p{ (S(X, Y), Z)t + (Y, S(X, Z))t}, 
o que decorre de um cálculo direto. 0 
(b) Usaremos a.s notações dadas na. observação (2.5 )(a), para esta prova. Sabemos que, 
f: _Mn--+ (1\{n+m,(,)t) é umbílica se -(V'~y1J,Y) = À(X,Y)t, para todo 1] E X(Af).l e 
todos X, Y E X(J\1). Entã.o basta provar que 
(10) 
Com efeito, o primeiro membro de (10) diz 
Substituindo em (11), as seguintes igualdades: 
V'i(~) = ~V'i17+x(~)11 e s(x, ~) = 2~Jx(,t)~+ 11~x} 
obtemos que 
- (\7~ ( 7~), 1') =- 1~(V'k1J, Y)t- <> 1r,;1J{Jt)(X, Y)t. (12) 
v Jl 2 v Jt ~v ft 
Portanto, substituindo (V'_\.7], Y)t = -À(X, Y)t em (12), obteremos (lO) 
( 2:w-?J(JL)) 2JL.,fii • • 
com ~ = 
2.6 Lema. Seja f: 111n --+ Q"+m(c) umbz?ica, n 2': 2. Então as seguintes aji1·mações são 
válidas: 
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a) 111" possui curvatura seccional constante k =c+ IIHII 2 . 
b) Se f não é totalmente geodésica, então sua codimensão pode 1·eduzú·-se a 1. Clam-
mente neste caso IIHII =f. O. 
Demonstração. (a) Sejam p E !11, e x, y E TpA1 ortonormais. Então pela equação de 
Gauss: 
Kp(x,y) =c+ (a(x,:r),a(y,y)) -llo:(x,y)W 
e pela observação (2.3)(c), segue-se que Kp(:r, y) =c+ IIHW é constante e nã.o depende 
de x, y e p. o 
(b) A prova segue diretamente elo corolário do Teorema ele redução da coclimensã.o, pois, 
para cada p E !11, o primeiro espaço normal ele f em p, N1 (p), é gerado pelo vetor nã.o 
nulo H(p). Assim, a climN1 (p) = 1, Vp E 111, e pela observação (2.3)(b), concluímos que 
N1 é para.lelo . 
• 
2. 7 Observação. Sejam f : !11 ---+ Afk e g : i!k ---+ QN (c) duas imersões umbz7icas, onde 
]Çh é uma vm·iedade Riemanniana conexa de cw·vatura seccional constante k. Então 9 o f 
é umbz1ica. 
Demonstração. Sejam H f, H 9 e H 9of os vetores curvatura média de f, 9 e 9 o f, res-
pectivamente. Então, para cada X, Y E X(!l;f) e li, lV E X(ifk), temos que 
(13) 
Mas pela observação (4.7) do Capítulo I, sabemos que 
(14) 
Assim, de (13) e (14), segue-se que 
(15) 
Por outro lado, se X 1 , ... , Xn é um campo referencial local sobre 111", entào 
( 16) 
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Logo, de (15) e (16), segue-se que 
Daqui, concluímos que g o f é umbílica. • 
Agora apresentaremos a classificação das subva.riedades umbílicas imersas em espaços 
euclideanos com codimensão arbitrá.ria. 
2.8 Teorema. Pam n 2: 2. Seja f : 111n ----+ mn+m uma imersão umbz1ica da variedade 
diferenciável .111n conexa no espaço euclideano. Então .f(l\1n) é um subconjunto aberto de 
um n-plano ou de uma n es.fem de algum (n + 1)-plano de JRn+m. 
Demonstração. Seja f: 111n ----+ IRn+m umbílica. Temos dois casos: 
Caso 1. Se f é totalmente geodésica então para todo p E 111, Nt(p) é nulo. Assim, 
pelo corolário do Teorema. de redução da. codimensão existe uma subvariedade totalmente 
geodésica .mn(o) de mn+m tal que f(ll1 11 ) ç .mn(o). o fato que f(.l\1) é aberto segue do 
Teorema. da função inversa. 
Caso 2. Se f não é totalmente geodésica, então pelo Lema (2.6)(b ), existe uma subva-
riedade totalmente geodésica mn+I(O) de mn+m tal que f(l\1n) ç JRn+1(0). Daqui, pela 
observação (2.7) f: 111n----+ mn+I(O), segue sendo umbílica. Portanto podemos considerar 
>. := IIHW =f. O, onde H e o vetor curvatura média de f. Assim, escolhemos um ponto 
Po E .111 a.rbitrá.rio e um campo 17 E X. ( U)l. unitário, onde U é alguma vizinhança de p0 
em llf. Então, podemos definir uma função diferenciávd h : U ----+ mn+t (O) dada por 
17(p) . . h(p) = f(p) + T' Vp E U. Ass1m, cons)(lcrando h como um campo de vetores deU, 
temos que 
- - - 11 1 
\1 X h = \1 X f + \1 X ( ~) = f. (X) - ~ A1} (X) = X - X = o 
para todo X E X.(U); aqui V denota a conexão Riemanniana de JRn+ 1 (0). 
Logo, h é constante em U. Isto é, existe Xo E mn+I (O) tal que 
1](p) f(p) + T = Xo para todo p E U. 
Daqui, f(U) ç sn(ro, ,~,) := {:r E J/l"+1(0): llx- :roW = ,,:,2 }· 
( 1 ) 1 5n Xo, IIi é a n-esfera de J/l"+1 (0) com centro x 0 e raio !Ii' 
Até aqui, temos provado que o conjunto de pontos de 111 cuja imagem via f pertencem 
a uma n-esfera é aberto. Mas também é fechado por argumentos de topologia básica. 
Segue-se, portanto da conexidade de 111 que f(A1) ç sn(xo, ~~~)· 
Isto prova o Teorema (2.8). • 
Agora, daremos a classificaçã.o das imersões umbílicas no caso c > O. 
2.9 Teorema. Para n 2 2. Seja f : 1Un ~ S"+"'(c) uma imersão umbaica com A1n 
conexa. Então f(M) está contida em uma n-esfera de S"+"'(c). 
Demonstração. Consideremos a imersão isométrica f : 111n ~ mn+m+t dada por 
j = i o f, onde i : sn+m(c) ~ IR"+m+t é a aplicação inclusão, a qual é umbílica pelo 
Teorema (2.8). Assim, pela observação (2.7), segue-se que j é umbílica. Logo, aplicando 
o Teorema (2.8) a/, temos que /(111)(= f(111)) é um subconjunto aberto ele um n-plano 
P ou ele uma n-esfera S de mn+ 1(0), onde mn+1 (0) é um (n + 1)-plano de JJr+m+t. Por-
tanto, f(111) está contida na n-esfera I::t := p n sn+l ou na n-esfera I::z := s n sn+m(c). 
Isto prova o Teorema (2.9). • 
Em geral uma n-esfera 2:: Ç sn+m (c) é uma su bvaricda.de totalmente geodésica 
quando o raio de 2:: é igual ao raio de sn+m(c) ou é uma n-csfera de alguma subvariedade 
totalmente geodésica sn+1 (c) de sn+m(c). Assim, no Teorema (2.9) temos uma analogia 
com respeito ao Teorema (2.8). 
Por último, daremos a classificação das subvaricdades umbílicas no caso c < O. 
2.10 Teorema. Para n 2 2, seja f: 111 11 ~ Jfn+m(c) uma imersão wnbz1ica da variedade 
111n conexa no modelo do semi-espaço superior. Então f( 111) está contida na inte1·seção 
de Jr+m (c) com algum n-plano 01t n-esfera do espaço euclideano Hln+m. 
5.5 
Demonstração. Sabemos que o modelo hiperbólico do semi espaço superior Hn+m(c) 
está composto por mn+m-1 X IR+ e pela métrica dada por g;j = ó~t . Esta métrica 
-cxn+m 
é conforme com a métrica euclideana. Portanto, como f: A1n ---+ (JRn+m- 1 X IR+,gij) é 
umbílica, temos pela observação (2 .. 5)(b) que f: A1n---+ (JRn+m- 1 x 1R+,óij) é também 
umbílica. Assim, podemos aplicar o Teorema. (2.8), à imersã.o umbílica. j: Mn ---+ mn+m 
dada por j = Í O f, onde Í: (JRn+m- 1 X ffl+,óij)---+ (ffln+m,óij) é a aplicação 
inclusão a qual é uma imersão umbílica., pelo Teorema. (2.8). Portanto, temos que 
](M) C P ou ](A1) Ç S, onde P e S sã.o algum n-plano e alguma. n-esfera., respec-
tivamente, em JRn+ 1(0). l'via.s, ](A1) = f(AI) Ç Hn+m(c). Isto prova, o Teorema (2.10) 
completamente. • 
Resumiremos os três teoremas anteriores, como segue: As subvariedades umbílicas 
completas de uma. forma. espacial QN (c) são as subvariedades totalmente geodésicas, e 
além delas, se c 2: O temos as esferas; e se c < O temos as esferas geodésicas ( k > O) ou 
temos as horosferas (k = O) ou temos as hiperesferas eqüiclista.ntes (k < 0). Aqui Ã.: é a 
curvatura seccional da. subva.riedade umbílica. 
2.11 Observação. No caso padicular de HN(-1), podemos usar a fórmula (13), para 
calcular a curvatura média de I::= SnHN(-1), onde Sé uma (N -1)-esfem euclideana 
de raio 1 e centro em HN ( -1). Assim, temos que a cu1·vatura média de I: (na métrica 
de HN ( -1 )) é igual a 1 se 2:: é uma homsfera, e é igual a cosO se 2:: é uma hiperesfem 
eqüídistante a qual faz um angulo O com fJJ!N ( -1), e é igual à 'àltum" do centro eucli-
deano de S relativa à f)J-J N ( -1) se I: é uma e4em geodésica. o 
A seguir daremos uma. proposição que garante a. existência e unicidade ele uma sub-
variedade umbílica. numa forma espacial dada. três condições iniciais. 
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2.12 Proposição. Dados um ponto p E QN (c), um subespaço linem· n-dimensional IE 
de TpQN (c), e um vetor H de TpQN (c) ortogonal a 1E, então existe uma e somente uma 
subvariedade umbz1ica completa S de QN(c) tal que p E S, 1E = TpS e H é o veto1· 
curvatura média de S em p. 
Em pm·ticulat·, Sé isométrico a Qn(J.:) onde k =c+ (H,JJ). 
Demonstração. Temos três casos a considerar segundo c = O, c > O e c < O. 
Caso c = O Sejam p E JRN (0), 1E um subespaço de TpJRN (O) n-dimensional, e H E 
TpJRN (O) tal que (H, JE) = O. Então temos duas possibilidades: 
i) Se H = O, então S := IE é claramente a única subvariedade totalmente geodésica 
( umbílica) que verifica o pedido. 
1.1.) S lf --1- O · t- c ·- Ci" ( H 1 ) ' I I I I 'I e -;- , en ao •J .- ,_ ]J + IIJJII 2 , IIHII e a Ulllca su )Varie< ace utn)t ica 
n-dimensiona.l de JRN (O) que verifica. o pedido. (Ver Teorema (2.8) ). 
Caso c> O. Sejam p E SN(c), lE subespaço de TPSN(c) n-dimensional, e H E TPSN(c) 
tal que (H, JE) = O. Então temos duas possibilidades: 
i) 
i i) 
Se H = o, então s := sn (o, ~) que é obtida ela. intersecção ele sN (c) com um 
(n + 1)-plano de JRN+I que passa por p e contém IE, verifica o pedido. 
Se H =f O, então S := sn (q, ~ I ) é a. úuica subvariedade umbílica que 
c+ IIHW 
verifica o pedido, aqui o centro da n-esfera q depende de H essencialmente para a 
unicidade. 
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Caso c< O. Sejam p E HN(c), E subespaço de T'PHN(c) n-dimensional, e H E T'PHN(c) 
tal que (H, E) =O. Então temos duas possibilidades: 
i) Se H = O, então temos mais duas possibilidades, a saber, quando E intersepta 
perpendicularmente ôHN(c) ou quando não. Assim, se E intersepta perpendicu-
larmente ôHN(c), então s :=E n HN(c) verifica o pedido. Se E não intersepta 
perpendicularmente ôHN, então S := EnHN(c) onde E é a esfera n-dimensional 
um centro em ôHN(c) e passa por p e é tangente a E, verifica o pedido. 
ii) Se H =f O, então teremos três possibilidades para determinar S, a saber, k > O, k = 
O ou k < O, onde k =c+ IIHW. 
Para k > O, teremos que S é a esfera geodésica que passa por p, e é tangente 
a JE, e tem centro Euclideano em p + IIHHII' e raio J 1 , verifica o pedido. 
c+IIHW 
Para k = O, teremos duas possibilidades segundo 1E seja paralelo ou não a 
ôHN(c). Assim, se 1E é paralelo a f)HN(c), então S := JE, e se 1E não é paralelo a 
ôHN(c), então Sé a horosfera que é obtida da intersecção de HN(c) com uma es-
fera n-dimensional C de JRN que intersepta f)HN(c) em um só ponto e é tangente a 
1E em p. Em ambos casos S é a única subvariedade umbílica que verifica o pedido. 
Para k < O, teremos duas possibilidades, segundo 1E faz-se um ângulo entre O 
e 45 graus ou entre 45 e 90 graus com f)HN (c). Para concluir ver Teorema (2.10) 
e referência [S] volume IV. • 
A seguir definiremos e classificaremos os produtos extrínsecos das subvariedades 
umbílicas em formas espaciais e mostraremos que elas serão imersões paralelas. 
2.13 Definição. SejaM= M1 x ... X Mm um produto Riemanniano. Se f: M -t QN(c) 
é um produto extrínseco em QN(c) tal que fiM, é uma imersão umbílica para cada 
i = 1, ... , n, então diremos que f e sua imagem f(M) são um produto extrínseco de 
subvariedades umbz1icas de QN (c). 
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2.14 Observação. Toda imersão umb{/ica f M 11 --+ qn+m(c) pode ser considerada 
como um produto extrinseco com um só fator. 
2.15 Lema. Sejam Af = A11 x .. . xA1m e N = N 1 x ... xNm dois produtos Riemannianos, 
e seja g = g1 x ... X gm : Af --+ N a ime1·são isomét1·ica produto das ime1·sões isométricas 
g; : Af; --+ N;. Então para cada p E Af a segunda forma fundamental a 9 de g em p está 
relacionada com a segunda forma fundamental a 9 i de g; em 1r;(p), pela seguinte equação: 
onde 1ri : M --+ Afi e Ti : N --+ N; denotam as i-ésimas projeções canônicas de M e N, 
respectivamente. Além disso, temos a seguinte implicação: 
(V i : g; é paralela) ::::} g é paralela . o 
2.16 Proposição. Todo produto e:rfrínseco de subvaricdarlcs umbílicas de QN (c) e pa-
mlelo. 
Demonstração. Seja f: A11 x ... Afm--+ QN(c) um produto extrínseco de subvarieclades 
umbílicas. Então segue-se que f é paralela, usando o Lema (2.15) e o fato que cada fiM; 
é uma imersã.o paralela (pela proposiçã.o ( 2.4)). • 
2.17 Proposição. Seja f: QN1 (ct) x ... x QN"'(cm)--+ QN(c) um produto extrínseco 
de subvariedades umbílicas em QN (c), e seja fi : i1i --+ qN; ( ci) um produto extrínseco 
1ni 
da variedade Af; := I1 lvf;k em qn; (c;) pam i = 1, ... , m. Então são válidas as seguintes 
k=l 
afirmações: 
a) j :=f o {ft x ... x fm) é um produto extrínseco em QN(c). 
b) Se ft, ... , fm são paralelas, então / é para/da. 
c) Em particular, de (a) e (h), temos que a composição de uma imersão paralela com 
um produto extrínseco de subvaricdadcs umbílicas é paralela. 
m 
Demonstração. (a) Seja. p = (p11 ••. ,pm) em Af := ITCJm;(c;). Então podemos iden-
i=l 
m m 
tificar TvAf com EfjTp;qn;(ci). Assim, para cada v E TpA1, temos que v= LV;, onde 
i=l i=l 
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v; E Tp,Qn•(c;). Denotaremos por H; o vetor curvatura média de !Lu, em p, para cada i. 
Assim, pelo Lema (2.15), temos que 
m 
oJ (X, Y) = 2]X;, li} H;, V X, Y E TvAf. ( 18) 
i=l 
m; 
Como para cada i, J;: Af; := ITAI;k--+ Qn•(c;) é um produto extrínseco em Qn•(c;) 
k=l 
m 
dado. Assim, para todo q = ( q1, ••• , qm) E i1 : = IT Af; e todo par de vetores X, Y E T9 Af, 
i=l 
derivaremos para a segunda forma fundamental de f a seguinte fórmula: 
- m 
a 1 (X' Y) = L(X;, }';i}H; + j.( Qft (_i(l' }~ ), ... 'a1m (_i(m, Yrn)) (19) 
i=l 
de (18) e da observação (4.7) do Capítulo I sempre e quando p := Ut(qi), ... ,fm(qm)). 
Portanto, segue-se imediatamente de (19), que f é um produto extrínseco em QN(c). o 
m 
(h) Da identificação na prova de (a), TvA1 ffi1~, Qn• ( ci), segue-se que para cada 
i=l 
m 
q = (qt, ... , qm) E IT M;, temos que: 
i=l 
m 
11q(f1 X .•. X fm) = II Vq 1{!i). 
i=l 
(20) 
Assim, de (1), obtemos que of((.f1 x ... x fm).X,Z) O para todo X E T9 (ftA1;) 
t=l 
e Z E v9{!1 x ... x fm)· Portanto, pela observação (1.14) e pelo Lema (2.15) segue-se 
imediatamente que f = f O {fl X ... X f m) é paralela. 
• 
A seguir apresentaremos um teorema que caracteriza completamente os produtos 
extrínsecos de su h variedades umbílicas. 
2.18 Teorema. Sejam dados p E QN(c), 1E1 , ••• , IEm subespaços lineares de TpQN(c), or-
m 
togonais dois a dois, e H 1 , • •• , H m E TPQN (c) cada um odogonal a lE = ffi1E;. Suponha-
i= I 
mos que c;:= c+ (H;, H;} e que c1 ::; c2 ::; ••• ::; c111 • Além disso, seja I{: /E X 1E--+ fEl. 
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aplicação bilinear simétrica definida por 
m 
(21) h(X, Y) = L{Xi, li)Hi, 
i=l 
onde Xi e li são as componentes de X e Y em lEi, respectivamente. Então as seguintes 
afirmações são equivalentes: 
b) Os números reais c2, ••• , Cm são estritamente positivos, e existe um produto 
extrínseco de subvariedades umbz1icas 
f: QN1 (ct) X SN2 (c2) X ... X SNm(cm)-+ QN(c) 
tal quepE f(QN1 (c1 ) X SN2 (c2) X ... X SNm(cm)) = S, lE = TpS, o:t =h; mais 
exatamente, se q = (ql! ... ,qm) E f- 1 (p), então f.(T9,QN'(ci)) =lEi e Hi é o vetor 
curvatura média de fiQN•(c;) em q. 
Demonstração. ((b) ==?- (a)). Sejam X tangente a QN'(ci) e Y tangente a QNJ(cj), i =f j, 
tais que I lXII = IIYII = 1. Então pela observação (5.2)(c) dada no Capítulo I e da equação 
de Gauss, teremos que 
O= K(X, Y) =c+ (o:(X, X), o:(Y, Y))- lla:(X, Y)W. 
Mas, f é produto extrínseco, portanto, segue-se que (a:( X, X), o:(Y, Y)) 
tomando traços, concluimos que (Hi, Hj) =-c. 0 
-c. Daqui, 
((a) ==?- (b)). O caso m = 1 foi tratado na proposição (2.12). Portanto, poderemos supor 
m 2: 2. Então, já que, H2 =f H1 e Ci =c+ IIHiW, teremos que 
daqui: 
(22) para todo i= 2, ... ,m. 
A seguir nós trataremos de obter algumas relações entre algum dos objetos dados no 
enunciado do Teorema (2.18), as quais garantam a existência de produtos extrínsecos de 
subvariedades umbílicas. Para isto, definimos: 
(23) 
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para x0 , x1 , ••• , Xm E R. Daqui, segue-se facilmente por indução que (23) é igual a 
(24) 
m 
Dm(Xo, ... ,xm) = LITXj. 
i=O#i 





- Dm-t(Ct, ... 'Cm) =L rr Cj 
G 
i=l #i 
det( {Hi, Hj} )i,j=l, ... ,m = det( -c+ hijCi)i,j=l, ... ,m 
m 
Dm( -Ct, ... ,em)= LCi- cG'. 
i=1 
Corno conseqüência dos cálculos acima, obtemos que G' > O. Com efeito, G' = O sig-
nifica a dependência linear de H2 - H1 , ... , Hm - H1 , que por sua vez implica na de-
pendência linear de H11 ••• , Hm, daqui, G =O; usando (22) e (26), obtemos c1 = O, daqui, 
G' = c2 .•• Cm > O, absurdo. o 
De G' > O, obtemos imediatamente que 
(27) dirn (ge r {H i : i = 1, ... , m}) ~ m - 1. 
Se definimos 
(28) c:= nt.{l/~)r :: 
então derivamos de (25) e (26) que 
m 
Ct = 0 
c1 =/:.O, 
(29) ê = I!(c;JG') =c+ GjG'. 
i=l 
Portanto, (por causa de G/G' ~ 0), temos que 
(30) ê ~c. 
Além disso, vemos que 
(31) c= c {:::} H1 , ••• , Hm são linearmente dependentes 
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e 
(32) c< o => c< o. 
m 
Se denotamos por Ni := dim.IEi e N := m- 1 + LNi, então por uma combinação de 
i=l (27), (30) e (31 ), obteremos as seguintes relações: 
(33) (c = c e N :5 N) ou (c > c e N + 1 :5 N) . 
para G =O para G >O 
Agora nós utilizaremos estas relações para provar a existência de um produto extrínseco 
de subvariedades umbílicas 
com as seguintes propriedades: 
(34) 
e 
(35) c+ (TJi, 'T/i} = Ci para todo z, 
onde 'T/i denota o vetor curvatura média de JIQNi(C;)· 
Com efeito, de acordo com a proposição (2.12) e (33) existe um mergulho umbílico 
de QN(c) em QN(c) (para c= c o mergulho é totalmente geodésico). Daqui, é suficiente 
pela proposição (2.17) provar a existência de f para o caso N = N e c = c. Portanto, 
temos três casos a considerar: 
Caso Ct = o. o mergulho canônico JRNl X SN2 (c2) X ... X sNm(cm) -+ JRN possui as 
propriedades desejadas pelo Teorema de Moore. 0 
Caso Ct >o. o mergulho canônico SN1 (ct) X SN2 (c2) X ••• X SNm(cm)-+ JRN+l é um 
produto extrínseco de subvarieda.des umbílica.s de JRN+l cuja imagem está em sN (c). De 
fato, este mergulho é também um produto extrínseco em SN (c) pela observação ( 5.5) do 
Capítulo I. o 
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Caso c1 < O. De acordo com a proposição (2.17) e (31) é suficiente tratar o caso m = 2. 
Portanto, se escolhemos o modelo do semi-espaço para o espaço hiperbólico, então f : 
RN1 - 1 X R+ X SN3 (c2)-+ RN1 - 1 X R_N'l+l X R+ dada por 
f(x,y,z) = <M · x,~ · yz,y) 
descreve um produto extrínseco HN1 (ct) X SN2 (c2) -+ HN(c) com a propriedade 
requerida. c 
Vejamos agora que se f é um produto extrínseco de subvariedades umbílicas dos 
casos acima, então f verifica (34) e (35). 
Com efeito, como o tensor curvatura R de QN1 (ct) X SN2 (c2) X ... X SNm(Cm) é dado 
por 
m 
R(x,y)z = 'LCi((y;,z;)x;- (x;,z;)y;), 
i=l 
onde x;, Yi e z; são as componentes de x, y e z, com respeito à estrutura produto. Então 
segue-se da equação de Gauss e de (18) que f verifica (34). Analogamente é válido para 
(35) se N; :2: 2. No caso N; = 1, c; > O, um cálculo elemental prova (18). Somente o 
caso m; = 1, c; :::; O pode ser verificado para os exemplos especiais dados acima nos casos 
c= O e c< O. 
Até agora nós temos provado que c2, .•. , Cm são estritamente positivos e que existe 
um produto extrínseco de subvariedades umbílicas 
tal que verifica (34) e (35). Já que, p E QN (c) é dado por hipótese, nós podemos considerar 
q = ( q1, ... , qm) E f- 1 (p). Então como QN; (c;) é totalmente geodésico em QN1 ( c1) X 
QN2 (c2 ) x ... X QNm(Cm), teremos que a curvatura normal média 7J;(q) de fiQNi(c,) é 
ortogonal a f. ( Tq ( p QN, ( Cj))) = ~f.(Tqj( QN, ( Cj)) ), V i. Além disso, (TJ;( q ), T}j( q)) = 
;=1 ;=1 
-c= (H;, Hj}, V i, j. Daqui, existe uma isometria linear~: Tf(q) ( QN(c)) -+ TPQN(c) 
tal que ~(f.(Tqi( QN;(c;)))) = JE; e ~(TJ;(q)) =H;, V i. 
Portanto, já que existe uma isometria F de QN(c) tal que F(q) = p e F. = ~~ 
podemos concluir daqui que F o f é o produto extrínseco de subvariedades umbílicas 
requerido em (h). 
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Com isto temos provado completamente o Teorema (2.18). • 
Terminaremos esta seção dando um contra exemplo prometido no final da seção 1 
deste capítulo com respeito à composição de imersões paralelas. 
2.19 Exemplo. De acordo com o Teorema (2.18) a inclusão canônica IR x 5 1(1) ~ D13 
é um produto extrínseco de subvariedacles umbílicas e portanto paralela.. Ma.s não é 
umbílica pelo Teorema (2.18). Por outro lado, seja f : IR -+ IR x 5 1(1) uma função 
dada por f(t) = (t,cost,sent). Então f é uma imersã.o totalmente geodésica e portanto 
paralela. Observemos que a composição j := i o f não é paralela pelo Teorema (2.3), 
apesar da função f ser totalmente geodésica. Isto mostra. que, em geral, a composição ele 
imersões paralelas não é paralela.. Daí, a condição (20) ela seção 1 é essenciaL • 
6.5 
3. Mergulhos padrões de R-espaços simétricos. 
Nesta seção primeiro definiremos e logo provaremos que os mergulhos padrões de R-
espaços simétricos são imersões paralelas. A seguir, descreveremos explicitamente alguns 
exemplos clássicos destes mergulhos e finalizaremos esta seção falando a respeito da sua 
classificação. 
Para definir esta classe de mergulhos padrões necessitamos dar alguma nomenclatura 
relativa aos grupos de Lie e álgebras de Lie. Portanto, ao longo desta seção G denotará 
um grupo de Lie real com Ç sua álgebra de Lie. Aut(Ç) denotará o grupo de Lie de 
todos os automorfismos de Ç e End(Ç) será sua álgebra de Lie que consiste de todos os 
endomorfismos de Ç. 
3.1 Definição. A representação adjunta de G é um homomorfismo Ad: G -+ Aut{Ç) 
de grupos de Lie dado por 
(1) Ad(g)X = (L9 o Ry-1 ).(X), V X E Q, e g E G, 
onde L9 e R9 -1 denotam as translações à esquerda por g e à direita por g-1 inverso de 
g, respectivamente, e (L9 o R9 -1 ). denota a diferencial da composição de L9 e Rg-1 no 
elemento neutro de G. 
3.2 Definição. A representação adjunta de Ç é um homomorfismo ad: Ç -+ End(Ç) de 
álgebras de Lie dado por 
(2) ad(X)Y := [X, Y], V X,Y E Q, 
onde [,) denota o produto de Lie de Ç. 
3.3 Observação. Com as mesmas notações dadas acima valem as seguintes igualdades: 
(3) d Ad(g )X = dt {g exp( tX)g-1 }t=o 
e 
(4) d ad(X)Y = dt {Ad(exp(tY))X}t=0 , 
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para todo g E G e X, Y E Q. o 
Ao longo desta seção, K denotará o conjunto de números reais R, complexos (C ou 
quartênios H, a menos que digamos o contrário. De maneira natural, lR Ç (C C H. 
Assim, para cada x em K definimos os elementos x e x como segue: Se 
então 
x = x 0 - x 1i- x 2j - x3k, e x = x 0 + x 1i- x2j + x3k. 
Se x E (C, então x coincide com o conjugado complexo comum de x ex coincide com x. 
Se x E R, então x = x = x. 
Agora daremos as notações dos espaços de matrizes a serem utilizados ao longo desta 
dissertação. 
3.4 Espaços de Matrizes. 
M(p, q; li<) {Todas as matrizes de ordem p x q sobre li<} 
H(n; li<) - {A E M(n, n; li<) :A= At} 
Sym(n; li<) - {A E M(n, n; li<): A= Ãt} 
Skew(n; li<) {A E M(n, n; li<) :A= -At}; 
aqui At indica a matriz transposta de A. 
3.5 Observação. Seja GL(n, li<) o grupo de Lie das matrizes de ordem n x n que são 
inversíveis sobre H< e tem por álgebra de Lie gf(n; H<) := M(n, n; H<). Então usando a 
observação (3.3), obteremos que 
(5) Ad(g)X = gXg- 1 
para todo g E GL(n, ][{) e X E gf(n, H<), onde g-1 indica a matriz inversa de g. 0 
3.6 Definição. A forma de Killing de uma álgebra de Lie Ç sobre IR é a forma bilinear 
simétrica Bç : Ç x Ç --+ IR dada por 
(6) Bç(X, Y) := Traço(ad(X)ad(Y)), V X, Y E Ç. 
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3. 7 Observação. Se Bo é a forma de Killing de uma álgebra de Lie Q, então 
a) B0 ([X, Y], Z) = B0 (X, [Y, Z]), 'V X, Y, Z E {i. 
h) A restrição de Bo a um ideal H. de Q é a forma de Killing da álgebra de Lie H.. 
Demonstração. (a) Sejam X, Y, Z E Q. Então 
Traço(ad[X, Y]ad(Z)) - Traço(ad(X)ad(Y)ad(Z)- ad(Y)ad(X)ad(Z)) 
- Traço(ad(X)ad(Y)ad(Z)- ad(X)ad(Z)ad(Y) 
- Traço(ad(Z)ad([Y, Z])). o 
(b) Se ad'H denota a representação adjunta de ?í., então a forma de Killing de 1í. será 
dada por 
(7) B'H(X, Y) := Traço(ad'H(X)ad'H(Y)), 'V X, Y E ?í.. 
Daqui, se completamos uma base de 1í. para uma base de Ç, então teremos que 
ad(X)ad(Y) = ( ~ ~ ) ( ~ ~ ) = ( A0C A~ ) , 
onde X, Y E ?í.. Portanto, podemos concluir que 
Bç(X, Y) = Traço(AC) = Traço(ad'H(X)ad'H(Y)) = B'H(X, Y). • 
3.8 Exemplo. Seja li<:= IR ou«. Então a forma de Killing da álgebra de Lie gi(n, li<) 
é dada por 
(8) B9t(n,K)(X, Y) := 2nTraço(XY)- 2Traço(X)Traço(Y) 
para todo X, Y E gi(n, JK). 
3.9 Definição. Diremos que uma álgebra de Lie Ç é semisimples se a forma de Killing 
Bç é não-degenerada. Por outro lado, diremos que um grupo de Lie G é semisimples se 
sua álgebra de Lie o é. 
3.10 Exemplos. A seguir In denotará a matriz identidade de ordem n x n, e 






Então os seguintes conjuntos de matrizes são grupos de Lie semisimples: 
SL(n; IR) 
- {g E GL(n, IR): det(g) = 1}, 
SL(n;«) - {g E GL(n,(C): det(g) = 1}, 
SU*(2n) 
- {g E SL(2n,(C) : gJn = Jng }, 
Sp(n; IR) 
- {g E GL(2n, IR) : l lng = ln}, 
Sp(n;(C) 
- {g E GL(2n,(C) : l Jng = ln}, 
SO(n,n) - {g E SL(2n, IR): lln,n9 = ln,n}, 
SO(n;«) - {g E SL(n,«) : lg =In}, 
S0*(2n) 
- {g E S0(2n,(C) : l Jng = Jn}, 
SU(n, n) = {g E SL(2n,(C) : gt ln,n9 = ln,n}, 
Sp(n, n) - {g E Sp(2n,(C): lKn,n9 = I<n,n}· 
Em particular, 
SO(n) := SO(n,O) = SO(O,n), 
SU(n) := SU(n,O) = SU(O,n), 
Sp(n) := Sp(n,O) = Sp(O,n). 
Demonstração. De acordo com o seguinte isomorfismo c.p entre as álgebras de Lie 
gf(n; JH) sobre gf(2n;(f) dado por 
(9) 
podemos definir as seguintes álgebras de Lie: 
sf(n; IR) - {X E gf(n; IR): Traço(X) = 0}, 
sf(n;(C) - {Z E gf(n;(C): Traço(Z) = 0}, 









- { ( :~: -:~~ ) : X 1 E gC(n; IR) e X 2, X 3 E Sym.(n; IR) } , 
{ ( ~: -~f ) : Zt E gC(n; IR) e Z2 , Z3 E Sym(n;(t) } , 
{ ( :~~ :~: ) : Xt, X2 E Skew(n; lR) e X3 E gf(n; Dl) } , 
Skew(n;(t), 
Zn,Z22 E .su(n), } 
Z13, Z24 E .su(n;(]:) . 
c 
Z12, ZH E gC(n;(]:) 
Em particular, 
.so(n) := so(n,O) = so(O,n), 
su(n) := .su(n, O)= su(O, n), 
sp(n) := .sp(n, O)= sp(O, n). 
Estas álgebras de Lie correspondem aos respectivos grupos de Lie dados no exemplo 
(3.10). Daí, se ][{ := 1R ou a:, então pelo exemplo (3.8), temos claramente que a forma 
de Killing de sf(n; li{) é dado por 
B - (v· '·') ·- ') 1'· ( '''/) sf(n,JJ\) .'\' 1 . ~n r aço .'\ 1 l V X, Y E sC(n; IK). (10) 
Segue-se daí que B .• C(n,U() é não-degenerada. c portanto 8f(n; /f{) é scmisimplcs. A semi-
simplicidade das outras á.lgebras de Lie dadas acima segue-se de maueira aná.loga. Isto 
prova portanto, que os grupos de Lie dados no exemplo (:3.1 O) são semisimples. 0 
3.11 Observação. Sejam p, q e n númems inteiros positivos. Então os seguintes 
grupos de Lie semisimples SL(p+q; IR), SL(p+q;(]:), SU*(2p+2q), SO(n, n), SU(n, n), 
Sp(n, n), S0(2n;(t), S0*(4n), Sp(n; IR), e Sp(n;(]:), são não-compactos. 
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3.12 Definição. Diremos que um automorfismo involutivo O de uma álgebra de Lie 
semisimples Ç é uma involução de Cartan quando, se 
M :={X E g: O(X) =-X} e P ={X E 9: O(X) =X}, (11) 
então BçiMxM e BçiPxP são negativa definida e positiva definida, respectivamente. 
Na definição (3.12) a existência de urna involução de Cartan para Ç está garantida 
pela hipótese de semisimpliciclade. 
3.13 Definição. A decomposição em soma direta de Ç = M EB P dada na definição 
(3.11) é chamada uma decomposição de Cartan de 9 relativa a O. Além disso, diremos 
que f{ é um subgrupo compacto maximal associado à decomposição ele Cartan de Ç se f( 
é um grupo de Lie compacto tal que sua álgebra de Lie é M. (Se a forma. de Killing de 
uma álgebra de Li e é negativa definida, então o grupo de Li e associado a. ela é compacto). 
3.14 Exemplo. Seja. g qualquer uma. das á.lgebras de Lie semisimples não-compactas 
da.da.s na. observação (3.11 ). Então o automorfismo O : Ç -t Ç dado por 
O(X) = Xt, VXEQ ( 12) 
é de Carta.n e portanto determina uma. decomposição de Carta.n de Ç e um subgrupo 
compacto maximal associado a esta decomposição. Isto é dado na seguinte tabela, na 
qual temos feito as identificações adequadas segundo [H] e [K]: 
g Jvt p dim (P) ]{ 
sf(p + q; Dl) so(p + q) Ilo(P + q; lll) ~(p + q)(p + q + 1)- 1 SO(p + q) 
sC(p + q;(t) su(p + q) Ho(P + q;(t) (p + q)2 - 1 SU(p + q) 
su*(2p + 2q) sp(p+q) <p(Ho(P + q; DI)) 2(p+ q) 2 - (p+ q) -1 Sp(p + q) 
so(n,n) so(n) x so(n) gC(n; Di) n2 SO(n) x SO(n) 
su(n,n) s(u(n) x u(n)) gC(n;(t) 2n2 S(U(n) x U(n)) 
sp(n,n) sp(n) x sp(n) <p(gC( n; D/)) 4n2 Sp(n) x Sp(n) 
so(2n;cr) so(2n) s l.:ew(2n; m) n(2n- 1) S'0(2n) 
so*(4n) so( 4n) n sp(2n) S l.:etv(2n;(t) 2n(2n- 1) U(2n) 
sp(n, m) so(2n) n sp( n) Syn~,(n;cr) n(n + 1) U(n) 





so(n) X so(n) 
s(u(n) x tt(n)) 
sp(n) x sp(n) 
SO(n) x SO(n) 
S(U(n) x U(n)) 
Sp(n) X Sp(n) 
Ho(P + q; IR) 
Ho(P + q;(f) 






{Z E gC(n;(f): zt + Z =O e Traço(Z) = 0}, 
{g E GL(n;(f) : gg1 =In}, 
{ ( ~1 1
2
) E sf(2n; IR): A1,A2 E so(n) } , 
{ ( ~1 1
2 
) E sC(2n;(f) : A 1, A2 E u(n) } , 
{ ( ~1 ~2 ) E su*(2n) : A1, A2 E sp(n) } , 
{ ( g~ ~2 ) E SL(2n; IR) : g1 ,g2 E SO(n) } , 
{ ( g~ ~2 ) E SL(2n;a:): g1 ,g2 E U(n) } , 
{ ( g~ ~2 ) E SU*(2n): 91,92 E Sp(n) } , 
{A E H(p + q; lfl) : Traço(A) = 0}, 
{A E H(p + q;(f): Traço( A)= 0}, 
{A E H(p + q; IH) : Traço(A) = 0}. 
Para verificar que o automorfismo involutivo O definido por (12) é de Cartan para 
cada uma das álgebras de Lie Ç dadas na tabela acima, basta somente mostrar que é de 
Cartan quando g = se(N; IK), oude N e If( são escolhidos adequadamente. Com efeito, 
seja A E M e B E P. Então temos que 
(13) 
e as igualdades em (1:3) acontecem se e somente se A = O c B = O, respectivamente. 
Daqui, e do fato que (ad(A)) 2 E Me (ad(B)) 2 E P, podemos concluir que BçiMxM é 
negativa definida e Bç iPxP é positiva definida. Portanto () é de Cartan. 0 
3.15 Proposição. Seja G um grupo de Lie não-compacto semisimples com álgebra 
de Lie 9 e seja f( o subgrupo ma;rimal compacto associado à decomposição de Cm·tan 
9 = M EB P. Sejam dados ij E P não nulo e ]{0 = {k E ]{: Ad(k)17 = 11} o subgrupo de 
isotropia da 1·epresentação adjunta de G. Então valem as seguintes afirmações: 
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a) A aplicação f : 1\1 := I\/ K 0 -+ P dada por 
.f([k]) := Ad(/.:)1] E P, V/.: E]( (14) 
é um me1yulho da variedade quociente A1 em P. 
b) f([e]) = 1}. 
c) Já que P torna-se um espaço euclideano com o produto interno dado pela forma 
de Killing Bç, ternos que se 
(ad(ij))3 = ad(ij), ( 15) 
então a métrica induzida por f em A1 é Riemanniana siméll·ica, ou seja, M 
com esta métrica torna-se um espaço simétrico. Daí, as seguintes afinnações são 
válidas: 
d) A métrica induzida po1· f é dada por 
(X, Y}[eJ = -Bç(X, Y), V X, Y E 1[eJA1. (16) 
e) O tensor curvatura R do espaço simétrico Af é dado por 
R(X, Y)Z :=-[[X, Y], Z], V X, Y, Z E 1(eJAf. ( 17) 
f) f é um mergulho isométrico mínimo numa hiperesfera de P cujo raio é $, onde 
n = dim(A1). 
g) Os autovalores da aplicação ad( 11) são -1, O e 1 somente, e a decomposição em 
soma direta 
(18) 
nos autoespaços correspondentes induzem à8 seguintes identificações: 
Além disso, se Mo é a álgebra de Lie gerada por ](0 , então podemos identijicm· f com 
T[e]M, onde f é o complemento ortogonal de Mo em M com respeito a Bç. 
A prova desta proposição (:3.15) encontra-se na referência [TK]. 0 
Com as notações e as hipóteses da proposição (3.15 ), podemos dar a seguinte de-
finição: 
3.16 Definição. Diremos que a variedade quociente 111 := ](f [{ 0 é um R-espaço 
simétrico e que f é um mergulho pad1·ão do R-espaço A1 se ij verifica a condição ( 15). 
Se f é seguida de uma aplicação conforme em algum espaço euclideano, esta composição 
será também chamada de meryulho padrão do R-espaço simétrico 111. 
O conceito de R-espaço simétrico quer dizer duas coisas: a primeira é que 111 é um R-
espaço (isto é, 111 é um quociente entre um grupo de Lie G não-compacto semisimples e um 
subgrupo parabólico de G (ver referência [TK] para a definição ele subgrupo parabólico)), e 
a segunda é que A1 é um espaço simétrico. Os R-espaços simétricos são classificados [KN] 
e [N]. Esta classificação inclui os espaços simétricos Riemannianos clássicos mais alguns 
dos excepcionais. 
Com as mesmas notações dadas acima, temos o seguinte Lema: 
3.17 Lema. Seja f : 111 = J;.;; [{0 ~ P um mergulho padnio do R-espaço 8Únétrico 111 
no espaço euclideano P, e denotemos por 7r a aplicaçrio dada pm· 1.~ E [( ~--+ Adpe(l.~) E 
SO(P), onde Adp( ·) indica a restrição da 1'C}JI'C8CIIfaçáo O(~junia de C: a P, e SO(P) := 
{ todas as aplicações ortogonais de P em P } . Entiio para todo X, y·, Z E e := T[eJM 
valem as seguintes afirmações: 
a) f,.(X) = 7r,.(X)ij. 
b) o:(X, Y) = 7r,.(X)7r,.(Y)r/. 
c) (\7xo:)(1 ... ,Z) = (7r .. (X)7r,.(Y)7r,.(Z)77).t. 
d) 7r .. (f)(7r .. (f)ij).L Ç 7r*(f)r;. 
Demonstração. (a) Trivial. 
(b) Sejam X, Y E f. Então segue-se da referência [II] pág. 208, que a aplicação }r : t 1--+ 
(exp[eJ(tX)) .. Y é um campo de vetores paralelo ao longo da gcodcSsica 1: t 1--+ (cxp[e)(tX)) 
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em A!. Com isto, temos que 
o( X, Y) 
(c) Sejam Y : t ~---+ (exp(eJ(tX)).Y e Z : t ~---+ (exp[eJ(tX)).Z dois campos de vetores 
paralelos ao longo da geodésica 1: t ~---+ (exp(eJ(tX)) em !11. Então por (b), temos que 
(\7 xo )(Y, Z) = { ~~ ( 7r * ( Ad( exp(e]( tX)) Y) 7r * ( Ad( exp(e]( tX)) Z) 7r ( exp(e]( tX)) 1])} ~=O 
e 
Daqui, segue-se que 
(Vxo)(Y, Z) 
7r ( exp(e] ( tX)) 1r( 1,. )1j 
7r ( exp(e]( tX)) 1r(Y)1r ( exp(e]( -tX)) 1r( exp(e]( tX)) i) 
7r. (Ad( eXP[eJ( tX)) y) 7r ( exp[eJ( tX)) r-,. 
{ c/l7r(exp1t 1(t.'())7r.(X)7r.(}'.)7)}.L_ cl t-O 
{ 1r.(X)1r.(Y)1r,.(Z)1)} .t. o 
( d) SejaM = Mo+ f a decomposição canônica de M dada na proposição (3.1.5). Então 
segundo [TK] a aplicação ( adp( 7]) )2 é um endomorfismo simétrico de P com autovalores 
O, 1. Assim, denotamos por P0 e P1 os correspondentes a.utoespa.ços os quais são mu-
tuamente ortogonais com respeito à. forma de Killing B9 • Daí, segue-se segundo [TK] 
que: 
Portanto, para provar a afirmação (d) do Lema. (3.17) basta somente verificar que 
[f, Po] Ç Pt. (20) 
7.5 
Com efeito, as hipóteses sobre ad(17) implicam que Po Ç Núcleo (ad(1i)). Dai, usando 
a identidade de Jacobi e o fato que .M é uma subá.lgebra de Lie de Ç, temos que 
[P0 , P0] Ç Núcleo(ad(17)) n M. (21) 
Por outro lado, se X E Núcleo(ad(iJ)), então para todo tE IR e n >O, temos que 
(ad(tX)til =O. 
Daqui: 
Ad ( exp(e) ( tX) }1 = exp(e) ( ad( tX) }1 = 1]. 
Assim, segundo [H] pág. 228, 
Núcleo(od(1})) n M ç Pu. (22) 
Portanto, de (21) e (22) e da proposiçào.(:3.1.5), temos que 
Bç([f, Po], Po) = Bç(€, [Po, Po]) Ç Bç(€, Po) = {0}. (23) 
Logo, de (23) segue-se (20). Isto termina a prova do Lema (3.15 ). o 
3.18 Teorema. Todo mc1yulho padrão de um R-espaço simétrico é um nW1'!)Ullw para-
lelo. 
Demonstração. Com as mesmas notações anteriores seja f : 111 := J( / Ko -t P um 
mergulho padrão de um R-espaço simétrico 111 em P. Então usando o Lema (3.17) 
diretamente temos que 
(\7xo)(Y, Z) = ([X, [Y, [Z, 1)]]])_1_ =([X, o( X, Y)])j_ =O, 
para todo X, Y, Z E e := TleJM. o 
A seguir utilizaremos a proposição (3.15) e os grupos de Lie semisimples nao-
compactos dados na observação (3.11), para descrever explicitamente a.lguns mergulhos 
padrões de R-espaços simétricos. Com efeito, primeiro juntaremos os grupos de Lie dados 
em (3.11) na seguinte tabela: 
76 
G1 S L(p + q; IR) SL(p + q;a:) 
G2 SO(n, n) SU(n, n) 
S0*(4n) 
G4 Sp(n; IR) Sp(n;(J:) 
SU*(2p + 2q) 
Sp(n, n) 
- - -.. 
- - -.. 
De acordo com a referência [K] existe um elemento ij não-nulo que verifica a condição 
(13) dada na proposição (3.15) para cada um destes grupos de Lie semisimples não-
compactos, a saber, 
ilt := ( aiP O ) o bl , q 
1]3 ·-
1]4 := J,. 
onde q a=---, 
p+q 
b = _P_. 
p+q 
Logo para cada i = 1, 2, 3, 4, podemos dar na seguinte tabela explicitamente o subgrupo 
de isotropia Kb := { k E [(i : Ad( k)1li = iji} da representação adjunta do grupo de Lie 
semisimples não-compacto G;, onde J(i denota o subgrupo maximal compacto associado 
à decomposição de Carta.n de cada uma das á.lgebra.s de Lie Q; := M; EB P; relativa a cada 
G; 
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SO(p) x SO(q) S(U(p) X U(q)) Sp(p) X Sp(q) 
/{5 dia.g(SO(n) x SO(n)) dia.g(S(U(n) x U(n))) dia.g(Sp(n) x Sp(n)) 
U(n) Sp(n) 
SO(n) U(n) - - -.. 
Nesta tabela, diag( ·) indica. a. diagonal dos respectivos conjuntos. 
De acordo com os dados acima., para cada. i = 1, 2, :3, 4, obteremos os seguintes R-
espaços simétricos 1\fi := J(i f/{~, que descreveremos na. seguinte tabela juntamente com 
suas dimensões respectivas 
M1 SO(p + q)/(SO(p) x SO(q)) SU(p + q)/S(U(p) x U(q)) Sp(p + q)/(Sp(p) X Sp(q)) 
dim(Ml) pq 2pq 4pq 
M2 SO(n) SU(n) Sp(n) 
dim(M2) !n(n- 1) ., n(2n + 1) n~ 
M3 S0(2n)/U(n) U(2u)/S71(n) .. 
dim(M3) n(n- 1) n(2n + I) .. 
}.,[4 U(n)/SO(n) Sp(n)/U(n) .. 
dim(M4) !n(n+1) n(n + 1) .. 
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Finalmente, para cada i = 1, 2, 3, 4, podemos descrever explicitamente os seguintes mer-
gulhos padrões /i : Mi -+ 'Pi prometidos inicialmente: 
fi ([( ~ ~ )]) .- ( AAt ACt ) bl,+q- CAt CCt para todo ( ~ ~)E K1. 
12([(! t )]) .- ( ~ XYt) YXt O para todo (! t) E K2. 
/J([k]) .- k~3kt para todo k E K 3 • 
f 4 ([k]) := kkt para todo k E K 4 • 
Pela proposição (3.15), cada um dos mergulhos padrões h é mínimo numa hiperes-
fera de raio )2 dim(Mi) = Bç,(~i, ~i) contida no espaço euclideano Pi respectivo. Além 
disso, é possível determinar explicitamente os autoespaços Ç~ 1 , 9b e Çf correspondente 
aos autovalores -1, O e 1 da aplicação ad( iji) respectivamente. (Ver referência [KN]). 
Pode-se observar da classe de mergulhos padrões definidos por fi que as variedades 
Grasmannianas dadas por M 1 estão naturalmente mergulhadas em Af(p + q, p + q; IK). 
Seja 
{ 
1 se Jl{ =IR 
d = dim(.U<) = 2 se Jl( = (l 
4 se Jl{ =IH. 
Então em particular, se p = 1 e q = n, teremos que M1 é o espaço projetivo sobre ff{, 
que é considerado aqui como sendo o espaço quociente da ( ( n + 1 )d - 1 )-esfera unitária, 
sn := {k E M(n + 1, 1; JI<): ktk = 1}, pela relação de equivalência em sn dada por: 
X "' y {::} :n E .U< : XX = 1 e X = )..y 
Denotaremos por J[{ pn := sn I "'· Portanto, a menos de translações podemos considerar 
o mergulho padrão / 1 de Jl( pn em M(n + 1, n + 1; li<) e dado por 
kt 
( klkl ktk2 klkn+I l k2 
!t ([k]) := kkt = k2kl k2k2 k2kn+I Vk= E Sn. 
kn+lkn+l ' kn+Ikl kn+1k2 
kn+l 
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Neste caso esta classe de mergulhos padrões são chamados de mergulhos de Veronese do 
espaço projetivo. 
Por outro lado, a classe de mergulhos padrões dados por h nos dizem que os grupos 
clássicos compactos ele matrizes são naturalmente mergulhados nos respectivos espaços 
ele matrizes. 
Mais exemplos de mergulhos padrões ele R-espaços simétricos são dados em [T], [K]. 
A seguir falaremos a. respeito ela. classificação elos mergulhos padrões de R-espaços 
simétricos em espaços euclideanos: 
No Teorema (3.18) provamos que todos os mergulhos padrões de R-espaços simétricos 
em espaços euclideanos são paralelos. Historicamente foi Dirk Ferus quem provou em 1974, 
o Teorema (3.18), daí no mesmo ano, provou também a seguinte recíproca de (3.18): 
Toda imersci.o isométrica f : llfn --+ Hln+m de uma variedade Ri-
emanniana conexa n-dimensional }.1 com segunda forma fundamental 
covm·iantemente constante tal que leva .Af minimamente em alguma hi-
peresfem de mn+m tem que ser uma imersci.o isométrica de um R-espaço 
simétrico mer·gulhado em IJln+m de modo padrcio. 
Com este resultado provado em [F3], encerramos o Capítulo 11. 
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CAPÍTULO 111 
Classificação das imersões paralelas mediante S. T .J. 
Historicamente o ponto de partida à classificação das imersões paralelas deve-se a 
Helmut Rieckziegel, o qual em 1980 publicou o seguinte Teorema de Unicidade com res-
peito a estas imersões. 
Teorema (Rieckziegel). Sejam f : Af --+ QN(c) e g : S --+ QN(c) duas ime1·sões 
paralelas. Suponhamos que existem pontos p0 E Af e q0 E S tais que verificam as seguintes 
condições: 
a) f(po) = g(qo), 
c) af(v,w) = a 9 (v',w'), V v,w E Tp0 A1 e v',w' E Tq0 S com (f.(v),J.(w)) 
(g.( v'), g.( w') ). 
Então, existem uma vizinhança aberta U de p0 em 111 e um.a isometria local 1> : U --+ S 
tal que 1>(Po) = qo ego 1> = !lu- o 
Na demonstração deste Teorema, Rieckziegel usou essencialmente uma modificação 
de uma propriedade de levantamento de caminhos, dada por seu orientador Dombrowski 
para curvas, e também o processo inverso de Cm·tan de levantamenfn rlr uma curva. Por 
razões de espaço, não daremos a prova. Mas, nós aceitaremos este L<'urcma. que em pala-
vras basicamente diz: 
A condição suficiente para que duas imersões paralelas coinci-
dam (localmente) é que elas coincidam em algum ponto junto com seus 
espaços tangente e com as segundas formas fundamentais. 
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Assim, Rieckziegel reduz nosso objetivo de classificação das imersões paralelas ao 
estudo de quando as segundas formas fundamentais são induzidas por estas imersões. 
Dai, Ferus no mesmo ano dá uma. resposta. completa para. o caso c > O, usando Sistemas 
Triplos de Jordan. Logo, três anos depois, Ba.ckes-Rieckziegel resolvem completamente 
a. classificação para. c :=:; O, também usando S.T.J .. Baseados neles Mercuri em 1991 dá 
um resumo da. classificação das imersões paralelas em termos das duas classes de imersões 
paralelas dadas no Capítulo 11. Portanto, nós neste capítulo seguiremos essencialmente o 
feito pelas pessoas mencionadas acima.. Para. isto, na seção 1 introduziremos os S.T.J., 
e a seguir veremos como se relacionam estes S.T.J. com as imersões paralelas. Na. seção 
2 definiremos e classificaremos os S.T.J. mínimos. Por último encerraremos este capítulo 
com a. seção 3, onde apresentaremos o teorema que classifica completamente as imersões 
paralelas. 
1. Sistemas Triplos de Jordan. 
Iniciaremos esta seção introduzindo o conceito abstrato de sistema triplo, e a. seguir 
daremos um exemplo que nos permitirá relacionar as imersões isométricas com este con-
ceito. 
1.1 Definição. Seja lE um espaço vetorial real com produto interno. Então um sistema 
triplo para lE é uma aplicação .m-bilinear L : lE x IE --+ End( JE) tal que verifica as 
seguintes equações: 
L(X, Y)* = L(Y, X), e (1) 
L(X, Y)Z = L(Z, l,.)X (2) 
para todo X, Y, Z E JE; aqui * indica a adjunta com respeito ao produto interno. 
A motivação da definição (1.1), é dada. no seguinte exemplo: 
1.2 Exemplo. Seja .f 1\fn --+ Qn+m(c) uma imersão isométrica. Então, para cada 
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p E M, definimos uma aplicação L : T,M x T,M -+ End(T,M) dada por: 
(3) L(X, Y) := c(X, Y)I + Acr(X,Y) + R(X, Y), 
onde I é a aplicação identidade de T,M, a é o tensor segunda forma fundamental de f em 
p, A é o operador padrão de f, R é o tensor curvatura de Me{-,·) é a métrica induzida 
por f em M. Então L dado por (3), define um sistema triplo para T,M. Com efeito, 
vemos claramente que L verifica a equação (1) e para ver (2) devemos usar a equação de 
Gauss dada no Capítulo I. 
1.3 Definição. Nas hipóteses do exemplo (1.2), para cada p EM, L será dito o sistema 
triplo associado a f em p. 
1.4 Observação. O sistema triplo associado a f em p decompõe-se como soma 
de duas aplicações IR-bilineares, S e R, onde S é a parte simétrica de L dada por 
S(X, Y) := c{X, Y)I + Acr(X,Y), e R é a parte antisimétrica de L dada por R( X, Y). Além 
disso, S descreve a geometria extrínseca e R depende somente da geometria intrínseca de 
M. o 
De acordo com o exemplo (1.2), podemos dar a seguinte definição que nos permitirá 
estudar as imersões isométricas em formas espaciais de maneira mais algébrica. 
1.5 Definição. Sejam V um espaço vetorial real com produto interno (-, ·), IE um 
subespaço de V, a : IE x IE -+ JEl. ( = o complemento ortogonal de IE em V) uma 
aplicação IR-bilinear simétrica, e c E IR arbitrário. Então diremos que um sistema triplo 
de (V, c) com dado inicial (JE, a) é um sistema triplo L:= S +R para IE, onde Se R são 
a parte simétrica e parte antisimétrica de L respectivamente, e são dados pelas seguintes 
equaçoes: 
(4) (S(X, Y)V, W) c(X,Y)(V, W) + (a(X,Y),a(V, W)) e 
(5) (R(X, Y)V, W) (S(Y, V)X, W) - (S(X, V)Y, W), 
onde X, Y, V, W E JE. 
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Vejamos que L= S +R é efetivamente um sistema triplo para JE. 
Com efeito, a bilinearidade de L segue-se da bilinearidade de S e R, e a destes 
últimos, segue-se da bilinearidade do produto interno (-, ·) e de o. O fato, que L verifica 
a equação {1), segue-se diretamente da seguinte equivalência: 
(6) L(X, Y)* = L(Y,X) ~ S(X, Y)* = S(X, Y) e R(X, Y)* = -R(X, Y), 
a qual verifica-se, já que, S e R são aplicações simétrica e antisimétrica, respectiva-
mente. A verificação da equação (2) para L segue-se diretamente da definição de L e de 
(4) e (5). 
• 
1.6 Observações. a) Das equações (4) e (5), temos trivialmente a seguinte equação 
(7) (R(X, Y)V, W} = c{ (X, W}(Y, V}- (X, V}(Y, W}} + 
+ (o(X, W), a(Y, V)}- (o(X, V), a(Y, W)}, 
chamada equação algébrica de Gauss. 
b) O sistema triplo associado a uma imersão isométrica f: Mn-+ Qn+m(c) em p EM é 
claramente um sistema triplo de (TpQn+m(c),c) com dado inicial (TpM,a). 0 
A partir da definição (1.5) podemos definir agora uma classe de sistemas triplos que 
estão intimamente relacionadas com as imersões paralelas. 
1. 7 Definição. Um sistema triplo L de (V, c) com dado inicial ( 1E, o) é um sistema 
triplo Jordan (S.T.J.), se verifica a seguinte condição: 
(8) [L( X, Y), L(V, W)] =L( L( X, Y)V, W) - L(V, L(Y, X)W) 
para todo X, Y, V, W E E, onde [,] denota o comutador de endomorfismos. 
A relação dos S.T.J., com as imersões paralelas será dada mais tarde. No entanto, 
daremos a seguir alguma nomenclatura para podermos apresentar um teorema que carac-
teriza os S.T.J., mediante uma simples equação. 
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Portanto, de agora em diante L será um sistema triplo de (V, c) com dado inicial 
(E,o) a menos que digamos o contrário. 
1.8 Definição. Para cada '7 E EJ.., definimos uma aplicação linear A 71 : E -+ E dada 
por 
{A77X, Y} = (o(X, Y), '7} para todo X, Y E E. 
1.9 Observações. De acordo com a definição (1.8) temos claramente que: 
a) Cada A 71 é autoadjunto. 
b) Para cada a, b E R e f], Ç E EJ.. as aplicações aA71 , bA71 e Aa71+b~ verificam a 
seguinte igualdade: 
c) As fórmulas (4) e (5), podem ser reescritas da seguinte maneira: 
S(X, Y) = c(X, Y}IE + Aa(X,Y) e 
R(X, Y)V = c{ (Y, V}X- (X, V}Y} + Aa(Y.V)X- Aa(X,v)Y 
para todo X, Y, V E /E 1 onde lE é a aplicação identidade de /E. o 
1.10 Definição. Diremos que a curvatura normal do sistema triplo L, é uma aplicação 
linear RJ.. (X, Y) : fEl. -+ EJ.. dada por 
onde X,Y E E. 
Agora, denotaremos os seguintes subespaços de EJ.. por 
Et := ger{o(X, Y) E EJ..: X, Y E ./E} 
e 
IEt := {7J E /EJ..: (7J,Ç} =O, \fÇ E Ef}, 
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aqui Et é o complemento ortogonal de Ef em E.l, ou seja, E.l = Ef EB Et. 
1.11 Observações. Claramente dos subespaços dados acima teremos que 
a) Et = {'7 E JE.l : A71 =O} 
b) R.l(X, Y)IEJ. =O para todo X, Y E JE. 
2 
c) IEt Ç Núcleo (R.l(X, Y)) para todo X, Y E JE. o 
1.12 Definição. Um sistema triplo L de (V, c) com dado inicial (JE, a) é dito full (ou 
completo) se IEt = O. 
1.13 Exemplo. O sistema triplo associado a f em p, onde f : Mn --+ Qn+1(c) é uma 
imersão umbílica não totalmente geodésica, é trivialmente um sistema triplo full. o 
1.14 Observações. a) Para cada X, Y E lE e 7], f. E JE.l teremos a seguinte igualdade 
com respeito ao produto interno de 1E 
b) As seguintes equivalências são válidas: 
Rl.(X, Y) =O, V X, Y ElE {::? todos os A 71 comutam 
{::? os A 71 são simultaneamente diagonalízáveis,. 
Demonstração. (a) Sejam X, Y ElE e 7], f. E JE.l. Então 
(Rl.(X, Y)7J, f.) - (a( X, A 71Y), f.) - (a(Y, A{ X), 77) 
(A( X, ATIY) - (A'lY, AçX) 
(A 71 AçX,Y)-(AçA 71 X,Y) 
([A11 , Aç]X, Y). o 
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(b} A primeira equivalência segue-se claramente de (a), e a segunda é por um fato bem 
conhecido de álgebra linear. • 
1.15 Lema. As fórmulas (1), (2) e (8) que determinam um S.T.J., L := S +R, são 
equivalentes às seguintes: 
(9) S(X, Y)* = S(X, Y) e R(X, Y)* = -R(X, Y) 
(10) R( X, Y)Z = S(Y, Z)X- S(X, Z)Y 
(11) [S(X, Y), S(V, W)] = R(S(X, Y)V, W)- R(V, S(Y, X)W) 
(12) [S(X, Y), R(V, W)] = S(S(X, Y)V, W)- S(V, S(Y, X)W) 
(13) [R( X, Y), S(V, W)] = S(R(X, Y)V, W)- S(V, R(Y, X)W) 
(14) [R( X, Y), R( V, W)] =R( R( X, Y)V, W)- R(V, R(Y, X)W) 
para todo V, W,X, Y, Z E JE. 
Demonstração. A prova deste Lema (1.15) segue trivialmente dos fatos que, para cada 
X, Y E E, acontece 
S(X, Y) = L(X, Y) + L(Y,X) 
2 
R(x Y) _ L( X, Y)- L(Y, X) e ' - 2 . • 
Daremos agora, uma caracterização para os S.T.J., em termos de uma equação que 
relaciona os objetos definidos anteriormente. 
1.16 Teorema (Ferus). Com as notações e definições anteriores. Um sistema triplo 
L de (V, c) com dado inicial (JE, a) é um S.T.J. se e somente se verifica-se a seguinte 
equação 
(15) Rl.(X, Y)[a(Z, W)] =a( R( X, Y)Z, W) + a(Z, R( X, Y)W) 
para todo X, Y, Z, W E E. 
Demonstração. (=?)Suponhamos que L= S +R é um S.T.J .. Sejam X, Y,Z, W em 
87 
E arbitrários. Então de {1.14){a), teremos que 
{16) (Rl.(X, Y)[o(Z, W)], '7) = -([A11 , Aa(Z,w)]X, Y) para todo '7 E E. 
Por outro lado, de {1.9)(c), obteremos que 
(17) [S(U, V), S(Z, W)] = [Aa(U,V), Aa(Z,W)], para todo U, V E E, 
pois, IE comuta com Aa(U,V) e Aa(Z,W)· 
Assim, usando o Lema {1.15) em {17), obteremos que 
[Aa(u,v), Aa(Z,w)] = R(S(U, V)Z, W)- R(Z, S(U, V)W). 
Mas, de (1.9)(c), segue-se que 
R(S(U, V)Z, W)- R(Z, S(U, V)W) = R(Aa(U,v)Z, W)- R(Z, Aa(U,v) W) 
Daqui: 
[Ao(U,V), Ao(Z,W)] = R(Ao(U,V)Z, W)- R(Z, Ao(U,V) W). 
Logo, em (16) se TJ = a(U, V), então usando (7), teremos que 
(18) 
(Rl.(X, Y)[a(Z, W)], TJ) - (R(Af)Z, W)X, Y) - (R(Z, Af)w)X, Y. 
= (R(X, Y)Z, A 11W)- (R(X, Y)lV, AfiZ) 
= (o(R(X, Y)Z, W)- a(R(X, Y)W, Z), TJ). 
Agora, se TJ = TJ1 + '72 é qualquer em JEl., onde T/i E IEf, então A11 = Af11 • Portanto, 
vale (18) para este TJ· Daqui, segue-se claramente (15). 0 
(-~) Seja L um sistema triplo de (V, c) com dado inicial ( IE, o) tal que verifica 
(15). Para mostrar que L é um S.T.J., só falta verificar (8). Mas, pelo Lema (1.15) isto 
equivale a verificar (11), (12), (13) e (14). Com efeito, veremos primeiro que verificam-se 
as seguintes fórmulas: 
(19) (S(X, Y), S(V, W)] = [Ao(X,Y), Aa(V,w)] 
(20) [S(X, Y), R(V, W)] = Aa(X,Y), R(V, W)- R(V, W)Aa(X,Y) 
(21) [R(X, Y), S(V, W)] = R(X, Y)Aa(V,W)- Aa(V,w)R(X, Y) 
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(22) [R(X, Y),R(V, W)] = R(X, Y)R(V, W)- R(V, W)R(X, Y) 
(23) R(S(X, Y)V, W)- R(V,S(Y,X)W = R(Aa(X,Y)V, W)- R(V, Aa(X,Y)W) 
(24) S(S(X, Y)V, W)- S(V, S(Y, X)W) = -AR.L(V,W)[a(X,Y)J 
(25) S(R(X, Y)V, W)- S(V, R(Y, X)W) = AR.L(X,Y)(a(V.W)J 
(26) R( R( X, Y)V, W)- R(V, R(Y, X)W) =R( R( X, Y)V, W) + R(V, R(X, Y)W) 
para todo X, Y, V, W E E. 
As fórmulas (19), ... , (23), seguem-se claramente da observação (1.9)(c). Por outro 
lado, para (24), (25) usam-se a observação (1.9)(c) e a equação (15). Por último, para 
(26) usa-se a equação de Gauss dada em (7). 
Agora veremos (11 ), ... , (14). Portanto, seja 7J =a( X, Y). Então: 
Para (11): Temos que provar (19)=(23). Com efeito 
([A11 , A11(V,w)]U, Z} - -(Rl.(U, Z)[a(V, W)], ry} 
- -(A11 R(U, Z)V, W} - (A11 V, R(U, Z)W} 
- -(R(U,Z)V,A11W}- (R(W,A11V)U,Z} 
- (R(ATI V, W)U- R(V, ATIW)U, Z}. o 
Para (12): Temos que provar (20)=(24). Com efeito 
{-AR.l.(V,W)TIU,Z} = (-[ATI,Aa(U,Z)]V, W} 
- (R(U, ATIZ)V- R(ATIU, Z)V, W} 
- (R( V, W)U, ATIZ} - (R( V, W)ATI v, Z} 
- ([A 11 , R(V, W)]V, Z} o 
Para (13): Temos que provar (21)=(25). Com efeito 
AR.l.(X,Y)[a(V,W)] = -[Aa(V,W), R( X, Y)] = [R( X, Y), Aa(V,W)]· O 
Para (14): Temos que provar (22)=(26). Mas isto, segue-se claramente usando a ob-
servação (1.9), a equação (15), e o fato que (20)=(24). o 
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Isto termina completamente com a prova do Teorema (1.16). • 
De acordo com as notações e definições da seção (1) do Capítulo I podemos dar a 
seguinte definição. 
1.17 Definição. Seja f: Mn--+ Qn+m(c) uma imersão isométrica. Então chamaremos 
sistema triplo associado a f ao sistema triplo de (X {f), c) com dado inicial (X(M), o) 
definido por 
(27) L(X, Y)Z := c(X, Y)Z + Aa(x,Y)Z + R(X, Y)Z, 
onde X, Y, Z E X(M). 
1.18 Observação. O sistema triplo associado a f é um tensor (pois, L é soma de ten-
sores). Além disso, pontualmente, para cada p E M, L induz o sistema triplo associado a 
f em p. o 
Agora, podemos dar o seguinte corolário do Teorema (1.16) o qual relaciona imersões 
paralelas com S.T.J .. 
1.19 Corolário. O sistema triplo associado a uma imersão paralela é um S.T.J .. 
Demonstração. Seja f: Mn--+ Qn+m(c) uma imersão paralela. Pelo Teorema (1.16) só 
teremos que verificar (15), isto é, 
Rl.(X, Y)[o(V, W)] = o(R(X, Y)V, W) + o(V, R(X, Y)W) 
para todo X, Y, V, W E X(M). 
Aqui Rl., R, Vl., V e o denotam os objetos de f definidos no Capítulo I. Então para 
7J = o(V, W) sabemos que 
(28) 
Como f é paralela, teremos as seguintes igualdades 
(29) ViV~7J = o(VxVvV, W) + o(VvV, VxW) + o(VxV, VvW) + 
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+ o( V, Y'x Vl·lV) 
o:(V'l'V'x\l, H')+ o:(V'xV, \i'ylV) + o:(\i'y\l, VxlV) + 
+ o:(lf, \i'y V' x lV) 
(30) 
(31) 
Portanto, reemplazando (29), (30) e (31) em (28) e, usando a definição do tensor de cur-
vatura de Mn obteremos (15). • 
Agora, definiremos uma forma bilinear em termos de um S.T.J .. Esta forma ajudará 
a provar um teorema algébrico que, usaremos na classificação dos S.T . .J. mínimos que 
daremos na seguinte seção. 
1.20 Definição. Seja L = S +R um S.T .. J. de (IV, r) com dado inicial (/E, o). A forma 
bilinear simétrica >. : !E x IE -+ IR definida por 
>.(X, Y) = Traço (L(X, Y) + L(Y,X)) = 2 Traço (S'(X, Y)) (32) 
é chamada a forma traço do S.T.J .. 
Denotaremos por C := ger{L(X, Y) :X, Y E /E} o subespaço de End(JE) que por 
(8) é uma subálgebra de Lic da álgebra End( /E), e a chamaremos a álgebra de Lie do 
S.T.J .. 
1.21 Propriedades da forma traço >. de L. 
a) >.(L(X, Y)lf, lV) = /\(l', L(1',X)W) = >.(L(l', W)X, Y), V X, Y, l', W E /E. 
b) >.(TX, Y) = >.(X, T*Y), \IX, Y E !E e TE L. 
c) Existe para >. uma e;r/ensào bilinear simétrica sob1·c C. a saber, ~ : C x C -+ IR 
dada por 
>.(T, L(X, Y)) := >.(TX, Y), V TE C e X, Y E /E (33) 
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d) À e a forma de Killing Bc de[, estão relacionadas pela seguinte fórmula: 
(34) À(T, T') = Bc(T, T') + 2 Traço (To T') , V T, T' E C. 
Demonstração. (a) Segue diretamente de (2) e (8). c 
(b) Segue da bilinearidade de À e de (1.21)(a). c 
(c) O fato que À dado por (33) é urna extensão de À, segue-se da seguinte igualdade: 
À(/ E, L(X, Y)) = ,\(X, Y), VX, Y E E. 
A bilinearidade À é trivial e a simetria segue-se do seguinte cálculo: 
À( L( X, Y), L(V, W)) =.\(L( X, Y)V, W) = .\(L(V, W)X, Y) = À(L(V, W), L( X, Y)). c 
Para a prova de (d), necessitamos do seguinte Lema: 
1.22 Lema. Seja Q uma álgebra de Lie. Suponhamos que A e B são subespaços vetoriais 
de g tais que 
g =A+ B, [A,A] ç A, [A,B] ç B e [B,B] ç A 
Então valem as seguintes condições: 
i) A soma Q = A+ B é ortogonal com respeito à forma de J(illing Bç de Ç 1 e 
ii) Para cada X E Q 1 temos que 
Bç(X, X)= B.A(A, A)+ Traço (ad(A))~ + 2 Traço (ad(B))~ 
onde X= A+ B, A E A e B E 8 1 e (ad(A))~ := (adB(A)) 2• 
Demonstração. (i) Sejam A E A e B E 8. Então 
ad(A)ad(B)A = [A, [B, A]] ç [A, B] Ç B, e ad(A)ad(B)B = [A, [B, B]] Ç [A, A] c A. 
Daqui, em alguma base adequada de Q, teremos que Traço(ad(A)ad(B)) =O. D 
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(ii) Seja X E Q arbitrário. Então definimos as seguintes aplicações lineares de Q 
ad (X)Y := { ad(X)Y se Y E A 
+ O seYEB {
O se YEA 
e ad_(X)Y := ad(X)Y se Y E B 
Claramente, estas aplicações verificam 
(35) ad(X) = ad+(X) + ad_(X) e ad+(X)B = ad_(X)A =O. 
Daqui e pela hipótese do Lema (1.22), para cada A E A e B E B, obteremos que 
(36) (ad(A))2 = (ad+(A))2 + (ad_(B))
2 e 
(ad(B))2 = ad+(B)ad_(B) + ad_(B)ad+(B) · 
Assim, de (35) e (36), teremos as seguintes igualdades 
(ad+(A))~ = (ad(A))~, (ad+(A))~ =O, 
(ad_(A)) 2A =O, (ad_(A))~ = (ad(A))~, 
ad+(B)ad_(B)A =O e (ad+(B)ad_(B))B = (ad(B))~. 
Daqui, obteremos as seguintes igualdades: 
Traço(ad+(A)? = BA(A, A), Traço(ad_(A)? = Traço(ad(A))~, e 
Traço(ad+(B)ad_(B)) = Traço(ad(B))~. 
Logo, reemplazando (36) nas três igualdades acima, obteremos que 
Bç(A, A)= BA(A, A)+ Traço(ad(A))~ e Bç(B, B) = 2Traço(ad(B))~. 
Portanto, destas últimas igualdades e da condição (i) do Lema (1.22), para cada X = 
A+ B E Q, onde A E A e B E B, teremos que 
Bç(X,X) Bç(A, A)+ Bç(B, B) 
BA(A, A)+ Traço(ad(A))~ + 2 Traço(ad(B))~. • 
Agora estamos em condições de provar ( d). 
(d) Em primeiro lugar, consideremos o seguinte espaço vetorial 
(37) A := lE EB C EB lE 
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o qual é uma álgebra de Lie com o seguinte produto de Lie 
[(X, T, Y), (.X, i', f)] := (T.X- TX, [T, i']- ~ { L(X, f·) 
-L(.X, Y)}, i'*Y- T*f·), 
(38) 
onde (X, T, Y), (X, T, }~~)E A; aqui [7', i'] :=To i'- i' o T c* iuclica. a adjunta, respeito 
do produto interno de IE. (A verificaçã.o de que A é uma á.lgebra de Lie com esse produto 
é direta). 
Em segundo lugar, definiremos uma forma bilinear simétrica em A como sendo a 
aplicação X : A x A --+ IR dada por 
~((X, T, Y), (.X, t, f~)):= ~(T, i')- ~{-\(X, f~)+ -\(.X, Y)}, (39) 
~nde (X, T, Y), (.Y, T, }-:;.)E A. Observamos claramente que~ é uma extensão de~. Pois 
X((O, T, 0), (0, t, O))= ~(T, T). 
Em terceiro lugar, teremos que verificar a.s hipóteses do Lema (1.22) para A. Com 
efeito, basta tomar 
A= {O} EB .C EB {O} e B = IE EB {O} EB lE := lE EB JE. ( 40) 
Portanto, podemos aplicar o Lema ( 1.22) a A. Assim obteremos a st>guint.e equação: 
BA(Z, Z) = B.c(T, T) + Traço(ad(O, T, O))hf\ 1~ + 2Traço(ad(X, O, Y))hDE• (41) 
para cada Z = (X, T, Y) E A. .!VIas, usando a definição dada em (38) de [, J sobre A, 
obteremos que 
Traço( ad(O, T, O) )i.:EilE (42) 
Traço(ad(X,O, Y))i;;EilE = -~-\(X, Y). (43) 
Em quarto lugar, substituímos ( 42) e ( 43) em ( 41 ), assim obteremos que 
BA(Z, Z) = B.c(T, T) + 2Traço(T2)- -\(X, Y). (44) 
_ Em quinto lugar, a forma de Killing BA de A é exatamente a forma bilinear simétrica 
X dada por (39). Pois, não é difícil verificar que a forma bilinear simétrica nA-~ é nula. 
Finalmente, de (39), (44) e do fato que BA =~'podemos concluir que 
(45) BA(Z, Z) = ~(T, T)- .\(X, Y). o 
Portanto, temos provado todas as propriedades dadas em (1.21) para a forma traço 
de L. • 
1.23 Observação. Com as notações anteriores temos que Bc é não-degenerada se ~ é 
não degenerada. o 
Fecharemos a seção com um lema algébrico prometido anteriormente o qual foi dado 
por Backes em 1983. 
1.24 Lema (Backes). Seja L:= S +R um S.T.J., de (V, c) com dado inicial (IE,a). 
Então, para todo X, Y E 1E as seguintes afirmações são verdadeiras: 
(46) 
(47) 
Traço(S, (S(X, Y)X, Y)) 2: O, 
Traço(S, (R(X, Y)X, Y)) ~O, 
e teremos as igualdades em (46) e (47), se e somente se S(X, Y) = O e R(X, Y) = O, 
respectivamente. 
Demonstração. Consideremos a álgebra de Lie .C do S.T.J., L, e a decomposição 
canônica em soma direta de .C = A EB S dada por A := {T E .C : T* = -T} e 
S := {T E .C : T* = T}. Como a forma de Killing Bc é negativa semi-definida so-
bre A x A e positiva semi-definida sobre S x S, e R(X, Y) E A e S(X, Y) E S, então 
usando ( 34), teremos que 
O 2: Bc(R(X, Y), R(X, Y)) = ~(R(X, Y), R(X, Y))- 2 Traço(R(X, Y))2 , e 
O:::; Bc(S(X, Y), S(X, Y)) = ~(S(X, Y), S(X, Y))- 2 Traço(S(X, Y)) 2• 
Mas, Traço(R(X, Y))2 ~O e Traço(S(X, Y)) 2 2: O. Portanto: 
O 2: ~(R( X, Y), R(X, Y)) = .\(R(X, Y)X, Y) = 2 Traço(S(R(X, Y)X, Y)) e 
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O ~ ~(S(X, Y), S(X, Y)) = ~(S(X, Y), S(X, Y)) = 2 Traço(S(S(X, Y)X, Y)). 
Isto prova (46) e (47), respectivamente. c 
Como ~(T, T) = Br.(T, T) + 2Traço(T2), 'V T E C, teremos o seguinte 
se T E S e T -::/:- O, então Traço(T2 ) > O e Br.(T, T) ~ O; e 
se T E A e T -::/:- O, então Traço(T2 ) < O e B.c(T, T) ~ O. 
Daqui, concluimos que 
Traço(S(S(X, Y)X, Y)) =O<=? S(X, Y) =O; e 
Traço(S(R(X, Y)X, Y)) =O<=? R(X, Y) =O. 
Isto prova completamente o Lema (1.24). • 
2. Classificação dos S. T .J. mínimos. 
Seja L um S.T.J. de (V, c) com dado inicial (JE, o). 
2.1 Definição. Dizemos que L é mínimo se H= O, onde H:= ..!_Traço(o) e n = dimJE. 
n 
2.2 Definição. Dizemos que L é totalmente geodésico se a = O. 
O Lema (1.24) dado na seção 1, proporciona uma resposta simples à classificação 
dos S.T.J., núnimos para o caso c :S O. Isto é dado no seguinte teorema: 
2.3 Teorema. Seja L um S.T.J. de (V, c) com dado inicial (E, a), onde c :S O. Então 
L é mínimo <=? L é totalmente geodésico 
Demonstração. (:::::}) Para n = 1 é trivial. Agora suponhamos n ~ 2. Então como 
L= S +R, para cada X, Y E E por observação (1.9)(c), calculamos que 
( 1) Traço(S(X, Y)) = cn(X, Y} + Traço(Ao(X,Y))· 
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Por outro lado, se X 1 , ••• , X 11 é um referencial ortonormal de IE, então 
n 
Traço(Acr(X,Y)) = 2]Aa(x,nX;, )C) 
Portanto, de (1 ), temos que 
i=l 
n 
2:Ja(X, Y), a( X;, X;)} 
i=l 
n 
(a( X, Y), L a( X;, X;)} 
i=l 
(a( X, Y), nTraço(n)} =O. 
~
11=0 
Traço(S(X, Y)) = cn()(, Y). 
Daqui, usando a observação ( 1.9)( c), obtemos que 
Traço(S'(S(X, Y)X, Y)) nc(S'(X, Y)X, V} 
nc(c(X, Y} 2 +lia( X, Y)W). 
Logo, para c = O em (2), temos que 
Traço(S(S'(X, Y)X, Y")) =O. 
Assim, pelo Lema (1.24), obtemos que S'(X, Y) =O. 1\fa.s, 
(2) 
S'(X, V)= O=} An(x,n =O=} lin(.Y, V)W =O=} a(X, Y) =O. (3) 
Já que, X, Y são arbitrários, concluímos de (3) que n =O. 
Finalmente, para c< O em (2), segue-se do Lema (1.24), que 
nc(c(X, Y) 2 + lla(X, Y)ll 2 ) 2 O. 
Daqui, obtemos que 
lla(X, Y)W :::; -c(X, Y) 2 , 
onde X, Y E lE qualquer. Assim, para o caso de (X, Y) = O (ortogonais), obtemos que 
a(X, Y) =O. 
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Em particular, se X, Y E E são ortonormais, então como (X+ Y, X - Y} = O, 
teremos que o(X + Y, X- Y) =O. Daqui, o(X,X) = a(Y, Y). 
Portanto: 
(4) o(X,X) = a(Y, Y) para todo X, Y E E, ortonormais. 
Assim, tomando X1 , ••• , Xn um referencial ortonormal de E e usando a minimalidade e 
(4), teremos que para todo j = 1, ... , n 
1 n 1 
o(X;,X;) =- L:o(Xi,Xi) = -Traço(o) =H= O. 
n i=t n 
Daqui, concluímos que o= O. Portanto, L é totalmente geodésico se c~ O. 
Isto prova o Teorema (2.3) pois o recíproco é óbvio. • 
2.4 Observação. Pelo Teorema (2.3) um S.T.J. mínimo para c~ O é um sistema triplo 
associado a uma imersão paralela em QN (c). o 
Agora, veremos que a classificação dos S.T.J. mínimos para c> O está estreitamente 
relacionada com os mergulhos padrões de R-espaços simétricos. 
Com efeito, consideremos um S.T.J. mínimo e full L de (V, c) com dado inicial 
(IE, o). Daqui: 
L(X, Y) = c(X, Y)IE + Aa(X,Y) + R(X, Y) , VX,YEIE 
A partir deste S.T.J., definimos um novo S.T.J., L de (V, O) com dado inicial (JE,ó.), onde 
V:= V EB IR, ó.(X, Y) := o(X, Y) +(X, Y}H, V X, Y E 1E 
e 
fi= (0, Vc) E V EB IR. 
Daqui: 
(5) L(X, Y) := Aã(X,Y) + R(X, Y) ' V X,YE E. 
Aqui V possui o produto interno natural dado por 
((X, a), (Y, b)}-v := (X, Y}v + ab, V X, Y E V e a, b E IR. 
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Para simplificar a notação daqui em diante denotaremos o produto interno de V por(·,·). 
Então, em particular, teremos que 
{H, H)= c. 
Por outro lado, segue-se claramente da definição de L em (5), que L é full mas não é 
mínimo. Pois, o vetor curvatura média de i é dado por 
aqui n = dim lE e X b ... , Xn é uma base ortonormal de lE. 
Observa-se claramente que: 
{L(X, Y)Z, W) = (L(X, Y)Z, W) , V X,Y,Z, W E JE. 
As conseqüências mais importantes de ter definido o S.T.J. L estão nos seguintes 
lemas: 
2.5 Lema. A forma traço~ do S.T.J., L, é positiva definida. 
Demonstração. Sejam X E lE e Xll ... , Xn uma base ortonormal de JE. Então o 
seguinte cálculo mostrará claramente que À é positiva definida: 
À(X,X) Traço(2L(X, X))= 2Traço(A&(X,x)) 
n n 
2L(A&(X,x)Xi,Xi) = 2(õ(X, X), Lõ(Xi, Xi)) 
i= I i=l 
2(a(X, X)+ (X, X)H, nH) = 2nc(X, X). • 
2.6 Lema. Seja C:= ger{L(X, Y): X, Y E JE}. Então a álgebra de Lie A= E ffi C ffi 
lE junto com o produto de Lie dado na seção 1 pela fórmula ( 40), verifica as seguintes 
propriedades: 
a) A é semisimples, e tem uma decomposição de Cartan A = M ffi 'P dada por 
M := ger{(X, R(U, V), X) :X, U, V E JE} e 
'P := ger{(X, Aa(U,v)l-X) :X, U, V E JE}. 
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b) Existe um elemento~:= (O,AJi;c,O) = (0,-JE,O) E 'P tal que (ad(~))3 = ad~. 
c) Os autovalores de ad(~) são -1,0, 1 e os autoespaços associados são 
Q_1 := E EB {O} EB {O} , Qo = {O} EB .C EB {O} e Qt := {O} EB {O} EB JE, 
respectivamente. 
Demonstração. (a) Vejamos primeiro que A é soma direta dos espaços vetoriais M 
e 'P. Já que, claramente M + 'P Ç A e M n 'P = {0}. Então somente falta ver que 
A ÇM +'P. 
Com efeito, para cada X, Y, U, V E E 
( X+ Y X+ Y) (X- Y Y- X) (X, L(U, V), Y) = 2 , R(U, V), 2 + 2 , Aa(u,v), 2 
EM E1' 
Isto prova que A Ç M + 'P. Portanto, podemos concluir que A= M EB 'P. 0 
Por outro lado, o fato que BA!MxM é negativo definido e BA!Px1' é positivo definido, 
segue diretamente usando a fórmula {46) da seção 1, e aplicando o Lema (2.5) e o Teorema 
(1.15). Daqui, segue-se que BA é não-degenerada e portanto A será semisimples. Como 
conseqüência disto a decomposição em soma direta A = M EB 'P é de Cartan. 0 
(b) Seja Xt, ... ,Xn base ortonormal de JE. Então pela minimalidade do S.T.J., L, segue-
se que 
Por outro lado, sejam X, Y E lE arbitrários. Então do seguinte cálculo: 
(A_Ji;cX,Y) = (õ(X,Y),-H/c} = ((X,Y},H,-H/c) = (-X,X), 
podemos concluir que (0, A_Ji/c' O) = (0, -]E, 0). o 
Veremos agora que (ad(~))3 = ad(~). Para isto, basta verificar que a igualdade é 
válida sobre os elementos do tipo (X,R(U, V),X) EM e (X,Ao(U,V),-X) E 'P, onde 
X,U, V E JE. 
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Com efeito: 
(ad(~))3(X, R(U, V), X)= (-X, O, X)= ad(~)(X, R(U, V), X) 
(ad(~))3 (X, A&(u,v), -X)= (-X, O, -X)= ad(~)(X, Aa(U,v), -X). 
Isto termina com a prova de (h). c 
(c) Trivial. Portanto, o Lema (2.6) está provado. • 
2. 7 Lema. De acordo com a seção 3 do Capítulo li, ~ dado no Lema (2.6), determina 
um R-espaço simétrico M := K f K0 , onde K é o subgrupo de Lie compacto maximal 
associado à decomposição de Cartan de A= M EB P, e K 0 = {k E K : Ad(k)~ = ~} é o 
subgrupo de isotropia da representação adjunta do grupo de Lie real conexo semisimples 
não compacto G associado a A. 
Além disso, teremos um mergulho padrão 
f: M -+ P dado por f([k]) := Ad(k)~ , V [k) E K, 
o qual verifica as seguintes propriedades: 
a) f([e]) = ~; aqui [e) é a classe de elementos neutro de I<. 
h) T(eJM = {(X,O,X): X E JE} e f.(T[eJM) ={(X, O, -X): X E JE}. 
c) A segunda forma fundamental de f em [e) é dada por 
o:f ((X, O, -X), (Y, O, -Y)) = (0, Aa(X,Y), 0), 
onde X, Y E JE. 
d) Para cada (X, Ae, -X), (Y, A'l, -Y) em A a forma de Killing de BA de A é dada 
por 
BA((X, Ae, -X), (Y, A'l, -Y)) = 2nc{ (X, Y} + (Ç, 77} }. 
e) f é mínima na esfera de raio 11~11 = $n e centro na origem de P. 
f) f é paralela. 
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Demonstração. O fato que ~ determina o mergulho padrão f dado acima segue direta-
mente da definição (3.16) do Capítulo 11. Portanto, verificaremos as propriedades (a)-(f) 
deste lema. Com efeito: 
(a), (e) e (f) seguem da proposição (3.15) do Capítulo 11. c 
(h) Segue do fato que 
(c) Seja X E IE e consideremos a geodésica 1 : R -+ P dada por 1( t) = 
Ad(expt(X,O,X))7j, V tE IR. Então, claramente 1(0) =~e 1 =f o ::Y onde 
::Y: IR-+ M := K/K0 é dada por ::Y(t) = [expt(X,O,X)], V tE IR. 
Assim, pelo produto de Li e de A dado na fórmula ( 40) da seção 1, teremos que 
1'(0) ad(X,O,X)7j = [(X,O,X),(O,-JE,O)] = (X,O,-X) = f.(X,O,X) 
1"(0) - (ad(X, O, X)) 27j = [(X, O, X), (X, O, -X)] = (0, Aõ(X,X)l 0). 
Mas por outro lado 
I"( O)= o:f (!.(X, O, X), j.(X, O, X))= o:f ((X, O, -X), (X, O, -X)). 
Portanto, temos que 
o:f((X,O,-X),(X,O,-X)) = (O,Aa(X,x),O). 
Daqui pela bilinealidade de o: f podemos concluir (c). c 
(d) Vejamos os seguintes cálculos nos quais utilizamos a fórmula (47): 
BA ((X, O, -X), (Y, O,-Y)) 1 - -- - 2{.\(X,-Y)+.\(-X,Y)} 
- ~(X, Y) = 2nc(X, Y}, 
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e se!= õ(X, Y), então usando propriedades da forma de Killing, teremos que 
BA ((O, Ae, O), (O, Ae, O)) - BA (l(X, o, -X), (Y, o, -Y)), (O, Ae, o)) 
- -BA ((Y,O, -Y), ((X, O, -X), (0, Ae,O)J) 
- -BA((Y,O,-Y),(AeX,O,-AeX)) 
- 2nc(Y, AeX) = 2nc(e, e). 
Destes dois cálculos, e pela bilinealidade de BA segue-se claramente a prova de (d). • 
Daremos agora um Teorema que classifica os S.T.J. mínimos para c> O. 
2.8 Teorema. Um S.T.J. mínimo para c > O é um sistema triplo associado a um 
mergulho padrão de um R-espaço simétrico. 
Reciprocamente o sistema triplo associado a um mergulho padrão de um R-espaço 
simétrico é um S.T.J. mínimo numa esfera. 
Demonstração. Seja L um S.T.J. mínimo de (V, c) com dado inicial (JE, a). Então 
sem perda de generalidade podemos tomar L como sendo full. Daqui, nós usaremos as 
mesmas notações dadas anteriormente. Assim, considerando o S.T.J., L de (V, O) com 
dado inicial (JE,õ) definido a partir do S.T.J. dado acima, teremos pelo Lema (2.7) que 
existe um mergulho padrão f: M :=I< f I< o--+ P de um R-espaço simétrico M no espaço 
vetorial P com produto interno dado pela forma de Killing BA (a qual transforma P num 
espaço Euclideano). Segundo as propriedades de f dadas no Lema (2.7), sabemos que f é 
um mergulho mínimo e paralelo na esfera de raio 11~11 = ~ cujo centro está na origem 
de P. 
Daqui, identificamos P e V pelo seguinte isomorfismo de espaços vetoriais: 
c.p : P --+ V dado por c.p(X, Ae, -X) = (X, O· 
Este isomorfismo verifica as seguintes propriedades que seguem facilmente usando o 
Lema (2.7): 
i) c.p é uma homotetia. Isto é, 
llc.p(X, Ae, -X)W = 2~c BA ((X, Ae, -X), (X, Ae, -X)) 
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ii) ~.;>(~) = -H /c e ll~.p(7J)W = ~ 
iii) ~.p(f.(T[eJM)) = lE 
iv) ~.p(R'((X,O,-X),(Y,O,-Y))) = ã(X,Y), V X,Y ElE 
v) ~.p(o'((X,O,-X),(Y,O,-Y))) =(Z,O,-Z)=R(X,Y)Z, VX,Y,ZEE 
aqui of e RI denotam a segunda forma fundamental e o operador curvatura Riemanianna 
de f em [e], respectivamente. 
Destas propriedades podemos concluir que 
f := 'P o f : M -t V 
é um mergulho padrão o qual é mínimo na esfera de raio ~ e centro na origem de V. 
Se N = dim v então denotaremos por sN-l(c) esta esfera. 
Daqui, o sistema triplo associado a f em [e] é o S.T.J., Li, de (V, O) com dado inicial 
(JE, oi). Ou seja, para cada X, Y E E, teremos que: 
onde Ai, oi e Ri são o tensor padrão, o tensor segunda forma fundamental e o tensor 
curvatura Riemanniana de f em [e], respectivamente. 
Pelo Lema (2.7) e as propriedades (i)-(v) dadas acima, teremos as seguintes igual-
dades, para cada X, Y E JE: 
Daqui, segue-se que Li(X, Y) = L(X, Y), mas como L(X, Y) = L(X, Y). Então teremos 
que 
Li(X,Y) = L(X, Y), V X, Y E E. 
Assim, podemos concluir que o S.T.J. mínimo e full L é um sistema triplo as-
sociado ao mergulho padrão f : M -t sN-1(c). Isto prova a primeira parte do 
Teorema (2.8). c 
A recíproca do Teorema é trivial. • 
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3. Teorema de Classificação das Imersões Paralelas. 
Nesta seção provaremos que um S.T.J. se decompõe em fato1'es Ú'redutíveis e cada 
fator irredutível é a composição de um S.T.J. mínimo e um S.T.J. umbílico. Além disso, 
provaremos o Teorema de Classificação das imersões paralelas dado na introdução, com 
este resultado concluiremos a. dissertação. 
3.1 Definição. Um S.T.J. de (lf, c) com dado inicial (JE, a) é dito umbz1ico se 
a( X, Y) = (X, Y)H, onde H=.!_ Traço (a) e n = dim !E. 
n 
3.2 Definição. Sejam L 1 um S.T.J. de (ÍÉ, c) com dado inicial (JE, a) e L2 um S.T.J. 
de (V, c) com dado inicial (ÍÉ, õ). A composição de L 1 e L2 é um S.T.J. de (V, c) com 
dado inicial (JE, a) onde a= õ +a. 
3.3 Observação. A compos1çao de S.T .. J., é o análogo algébrico da compo.s1çao de 
imersões isométricas. o 
3.4 Definição. Seja. L= S +R um S.T .. J. de ( 1r, c) com dado inicial (/E, a). O operador 
linear T : IE -+ IE definido por 
(T(X), Y) = Tra.ço(S'(X, Y)) para todo X, Y E !E, 
é chamado o operador traço. 
3.5 Observações. Da definição (3.4) segue-se que: 
a) T é um opemdo1· simét.rico. 
b) T dete7'mina uma decomposição odogonal de IE em autoespa.ços lEi. Isto é, 
s 
IE = ffiiEi; aqui s é o número de autoespaç:os dishntos. 
i=l 
c) Os lEi 's são os a1tfoespaços do operador /1 11 • onde 11 é o vdor cu1·valum mhlia. 
Demonstração. (a) Segue-se da simetria de S'. o 
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(h) Segue trivialmente de (a). 0 
(c) Por (h), seja f3i o autovalor associado ao autoespaço /E; de T. Então dados X E lEi 
e Y E /E e dada uma base ortonormal X 1 , •.• , Xn de IE, teremos que 
(T(X), 1') = Traço (S(X, Y)) = Traço (c(X, Y)IE + Ao(x.n) 
n 
nc(X, Y) + L(Ao(X,Y)Xk,Xk) = nc(X, Y) + (o(X, Y),nli) 
k=l 
nc(X, Y) + n(AuX, Y). 
/3·- nc 
Daqui, segue-se que AHX = À;X, onde À;= ' . 
n 
Portanto, lEi é autoespaço de AH. • 
De acordo com as observações em (:3.5), temos o seguinte lema: 
3.6 Lema. Seja L um S.T.J. de (V',c) com dado inicial (IE,o). Então para cada 
i= 1, ... , s, te1·emos que 
L(X, Y)(IE;) Ç /E; para todo X, Y E JE. 
Em particula1·, L induz um S.T.J. de (lf,c) com dado inicial (lEi, o;), onde oi= o!E;xE,· 
Demonstração. Vejamos primeiro que T comuta com L(X, Y). Com efeito: 
([T, L(X, Y)]V, lV) (T(L(X, Y)V), lV)- (L(X, Y)(T(V)), lV) 
Traço (S(L(X, Y)V, H')- (T(V), L(Y, X)lV) 
Traço (S'(L(X, Y)\1, lV)- S(V, L(Y, X) H!)) 
Traço (L( L( X, Y)V, lV)- L( \1, L(Y, X)lV)) 
Traço ([L(X, Y), L( V, lV)]) = O. 
Portanto, T comuta com L( X, Y). Assim, pelas observações em (:3.5 ), temos que os 
autoespaços E;'s de T são deixados invariantes por L(X, Y). Daqui, podemos concluir 
claramente que L; : /E; x lEi ---+ End(JE;) dado por L; = LlE;xJE; é um S.T.J. de (V', c) 
com dado inicial (/E;, o;), onde o;= olE;xJE; para. todo i= l, ... , 8. 
• 
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3.7 Observações. De acordo com as notações dadas em (3.5) e no Lema (3.6), denota-
remos 
Portanto, se X E Ei, Y E Ej e i =f: j, então verificam-se as seguintes propriedades: 
a) o( X, Y) =O, 
• 
b) nH = ~nkHk, (o(X,X),o(Y, Y)) = -ciiXWIIHiW, 
k=l 
c) (o(X,X),Hi) = -ciiXW, 
d) (Hi,Hj) =-c, e 
11 
Demonstração. (a) Sejam X E Ei, Y E Ej e i =f: j. Seja Z em JE = Ef71Ek qualquer. 
k=l 
11 
Daqui, Z = l:Zk, onde Zk E IEk. Então, pelo Lema (3.6) e como L(X, Y)Z = L(Z, Y)X, 
k=l 
teremos que 
L(X, Y)Zt + ... + L(X, Y)Zs = L(Zt, Y)X + ... + L(Zs, Y)X E Ei . 
.....____., _________., .......____._.. _________., 
e E1 e E, e Ei e Ei 
Daqui, segue-se que L(X, Y)Zk =O, V k =f: i. Assim, L(X, Y)lffi =O. 
wEk 
kf:.i 
Portanto, podemos concluir que 
(1) S(X, Y)lffi =O. wE~~: 
kf:.i 
Do mesmo modo, podemos concluir que 
(2) S(Y, X)lffi = O. 
wEk 
kf:.j 
Como i =f: j, de (1) e (2), segue-se que S(X, Y) = c(X, Y)IE + Ao(X,Y) =O. 
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Já que, {X, Y) =O, então, teremos que Aa(X,Y) =O. Portanto, o(X, Y) =O. 0 
(h) A primeira igualdade é trivial. Portanto, vejamos a segunda. 
Com efeito. Sejam X E Ei e z = ZI + ... + z. E E com zk E Ek. Então 
L(X,X)Z = L(X,X)Z1 + ... + L(X,X)Z. = L(Z1,X)X + ... + L(Z.,X)X E Ej . 
.____. ---..-- .____. .....__....... 
E E1 E E1 E E; E E; 
Daqui, segue-se que L( X, X)Zk E Ek n Ei, \1 k. Logo, L( X, X)Zk = O, \1 k :f i. 
Já que, L( X, X) S(X, X) - ciiXW + Aa(X,X), então teremos que 
S(X, X)lffi = O. Em particular, se Y E E; com j :f i, teremos que S(X, X)Y = O. 
Q]Ek 
/-.Fi 
Daqui, segue-se que (c!IXWY + Aa(X,x)Y, Y) = O. Portanto, podemos concluir que 
(o(X,X),a(Y, Y)) = -ci!XWIIYW· o 
(c) Sejam X E lEi e X 1 , ... ,Xn] uma base ortonormal de IE; 
(d) Seja X1 , ••. , Xn; uma base ortonormal de lEi, i=/:- j. Então 
(e) Para a primeira igualdade, seja X1 , ••• , Xn; uma base ortonormal de lEi. Então 
Para a segunda igualdade, seja X E lEi. Então teremos que 
Assim, usando (b) e (c), teremos as seguintes igualdades: 




Portanto, do anterior concluímos que (o:( X, X), Hi} = IIXWI1Hdl2 • • 
3.8 Observação. Vejamos que em particular das observações (a)-(d) dadas em (3.5), 
teremos que 
i) os Hi 's são todos distintos, 
ii) os ÍÉi 's são ortogonais entre si, e 
, 
iii) os Hi 's são ortogonais a E91Ek. 
k=1 
Demonstração. (i) Suponhamos que Hi = Hi, quando i =f:. j. Então, Ài = (Hi, H) = 
{Hj, H) = Àj, absurdo. Pois, Ài =f:. Àj, quando i =f:. j. Portanto, Hi =f:. Hj, V i =f:. j. o 
(ii) Sejam X E lEi e Y E IEj, com i =f:. j. Então pela linealidade de (,) basta tomar 
X:= U+o:(V, V)-l!VWHi e Y := W +o:(Z, Z)-IIZWHi, onde U, V E lEi e W,Z E lEi, 
e provar que (X, Y) =O. 
Com efeito: 
(X, Y) - (U, W} + (U, o(Z, Z)- IIZW HJ) + (o(V, V) -IIVW Hi, W) 
+ (o(V, V), o(Z, Z))- IIZW(o(V, V), Hj) 
- IIVW(Hi, o(Z, Z)) + IIVWIIZW(Hi, HJ-). 
Mas, (U, W) =O (pois, lEi é ortogonal a IEj)· Então 
(U, o(Z, Z)- IIZW HJ) =O= (o(V, V) -IIVW Hi, W); 
(o:(V, V), o(Z, Z)} = -ci!VWIIZW por (b); 
-IIZW(o:(V, V), Hi) = cl!ZWIIVW por (c); 
IIVWIIZW(Hi, Hj} = -ci!VWIIZW por (d). 
Daqui, obtemos que (X, Y) = O. Portanto, podemos concluir que Êi é ortogonal a 
ÍÉj, v i =F j o 
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, , 
(iii) Seja Z E $E;. Então Z = LZ;, onde Z; E É;, V j. Portanto, pela linealidade 
j=l j=l 
de {,} basta tomar Z; = Z;1 + o(Z;2, Z;2) -IIZ;2II2 H;, onde Z;t, Z;2 E IE; e mostrar que 
{Hi I Z} = o, v i :f: j. 
Com efeito: 
, 
{Hi, Z) = L { {Hi, Z;t) + {Hi, o(Z;2, Z;2)) - IIZ;2W{Hi, H;)}. 
j=l 
3 
teremos que (Hi, Z} =O. Portanto, podemos concluir que Hi é ortogonal a Ef1.íEj. • 
j=l 
Agora juntando as observações (3.5) e (3.7), teremos a seguinte observação: 
3.9 Observação. Cada .íEi é um espaço vetorial com produto interno dado pelo produto 
interno de V restrito a .íEi. Então ÍÉi junto com a aplicação bilinear simétrica õ:i : 
JEi X JEi -+ JEf n ÍÉi dada por 
onde oi 
(lEi, Õ:j). 
oiE,xEi, determinam um S.T.J. mínimo Li de (ÍÉi,ci) com dado inicial 
Demonstração. Vejamos que Li é um S.T.J .. Com efeito, Li : lEi x lEi -+ End(JEi) é 
dado por 
Li(X, Y) Cj(X, Y}/Ei + Aãi(X,Y) + R(X, Y) 
- (c+ IIHiW)(X, Y}JEi + Aai(X,Y)- (X, Y}AHi + R(X, Y) 
c(X, Y}/Ei + Aai(X,Y) + R(X, Y) +(X, Y}(IIHdl 2 /Ei- AHJ· 
Mas por (3.5)(e), AHi = IIHiW IE;· Assim, teremos que 
Li(X, Y) = c(X, Y}IE; + Aa;(X,Y) + R(X, Y). 
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Portanto, Li é um S.T.J .. o 
Vejamos agora que Li é mínimo. Com efeito: 
Seja fli := _..!:.._ Traço ( õ:;) o vetor curvatura média de Li e seja X 1 , ... , Xn; uma base 
H i 
ortonormal de lEi· Então 
nt ni 
Traço (õi) = L ãi(Xk, Xk) = L(ai(Xk, Xk) -l1Xkll 2Hi) =O. 
k=l k=l 
Assim, fii = O. Portanto, Li é mínimo. o 
Isto mostra completamente a observação (3.9). • 
3.10 Observação. De (:3.9), claram.ente temos um S.T .. J. umln1ico Li de (lf, c) 
com dado inicial (lEi, O:d, onde O:;(X, Y) := (X.}·") /li para todo X, Y E Ei:_ Por-
tanto, o S.T.J., Li de (V, c) com dado inicial (/E;. ni) f: a composiçào de Li e L;; aqui 
ai(X, Y) = õi(.X, Y) +(X, Y}Ili para todo X, Y E IE;. o 
De (3.9) e (3.10), podemos concluir que um S.T.J., L de (lY,c) com dado inicial 
(IE, a) se decompõe em fatores irreduzíveis Li 's como queríamos no início desta seção. 
Já. que toda a álgebra necessá.ria está dada enunciaremos e provaremos o Teorema 
de classificação das imersões paralelas em formas espaciais. 
3.11 Teorema. Seja .f: AJn --t QN(c) uma imersão paralela de uma variedade conexa. 
Então, existe um pmduto e:t:irínseco de variedades umbílicas 
e existe uma decomposir;âo Rirmanniana dr 
e imersões minimas paralelas 
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tais que 
f= g O (ft X •.. X fs)· 
Demonstração. Sejam q E 1\1, p = f(q) E QN(c), IE = f.(Tql\1) Ç 1f := TpQN(c), e 
a a segunda forma fundamental de f em q. Então o sistema triplo associado a f em q 
é pelo corolário (1.19) o S.T.J. de (V, c) com dado inicial (IE,a). Mantendo as notações 
11 
das observações anteriores, temos que IE se decompõe ortogonalmente, isto é, lE = EfJIEi. 
i=l 
Ora, suponhamos que os subespaços IEi's estão ordenados de modo que Ct ~ c2 
~ ... ~ c8 • Então já que, os Hi são todos distintos, teremos que 
Ct -C- 2( -c)+ Ci- C 
quando i > 1. Portanto, podemos concluir que O < Ci se 1 < i ~ s. 
s 
Além disso, os iÉi's são ortogonais entre sem e os Hi's são ortogonais a EfjiÉj e 
j=l 
verificam-se as fórmulas (a)-(e) em (:3.5). Logo, pelo Teorema (2.18) do Capítulo 11, tere-
mos que existe um produto extrínseco ele imersões umbílicas g: QN1 (ct) x ... X QN•(cs)--+ 
QN(c) tal que se (qt. ... , q8 ) E g- 1(p) Ç QN1 (ct) X ... X QN•(cs) e QN1 (ct), ... ,Q(cs) deno-
tam as folheações canônicas elo produto QN1 (ct) x ... x QN•(c8 ), então gi_(1~;QN;(ci)) =lEi 
e Hi é o vetor curvatura. média. de 9i := YIQNi(c;) em q;. 
Assim, obtemos um S.T.J. para. (ÍÉi,ci) com dado inicial (/Ei,Cri) o qual é mínimo. Como 
Ci > O para. i > 1, pelo Teorema. (2.8), temos que existe .fi : 1\{ --+ QN; ( ci) imersão 
paralela., onde 1\fi é um R-espaço simétrico e ji é um mergulho padrão. Também, para. 
c1 >O ou c1 ~ O pelo Teorema. (2.8) ou Teorema. (2~:3), respectivamente, temos que existe 
!1 : 1\11 --+ QN1 ( c1 ) imersão paralela.. (Observa-se que os S. T . .J. mínimos são os sistemas 
triplos associados às ]i's). 
Logo a imersão J = g o {]1 X .•• X ls) : 1\11 X •.. X Afs --+ QN (c) é uma. imersão paralela 
cujo sistema triplo associado é o S.T.J. de .f. Portanto, pelo Teorema. de Unicidade de 
Rieckziegel, teremos que f = J, e pela conexidade teremos que 1\1 = 1\11 x ... X 1\18 • • 
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3.12 Corolário. Seja f: 111n ~ QN(c) ime1·são paralela. Se 111 é irreduUvel (isto é, 
não é produto Riemanniano de variedades), então 
f ou é umbz1ica (c ~ O) ou é um mergulho pad1·ão de um R-espaço simét1·ico. o 
O recíproco do Teorema (3.11) já foi provado. Analogamente a recíproca do corolário 
(3.12). Assim, fechamos esta dissertação. 
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