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THE PARAMETRIC FROBENIUS PROBLEM AND PARAMETRIC
EXCLUSION
Bobby Shen1
Abstract. The Frobenius number of relatively prime positive integers a1, . . . , an is the largest
integer that is not a nononegative integer combination of the ai. Given positive integers a1, . . . , an
with n ≥ 2, the set of multiples of gcd(a1, . . . , an) which have less than m distinct representations
as a nonnegative integer combination of the ai is bounded above, so we define fm,ℓ(a1, . . . , an)
to be the ℓth largest multiple of gcd(a1, . . . , an) with less than m distinct representations (which
generalizes the Frobenius number) and gm(a1, . . . , an) to be the number of positive multiples of
gcd(a1, . . . , an) with less than m distinct representations. In the parametric Frobenius problem,
the arguments are polynomials. Let P1, . . . , Pn be integer valued polynomials of one variable which
are eventually positive. We prove that fm,ℓ(P1(t), . . . , Pn(t)) and gm(P1(t), . . . , Pn(t)), as functions
of t, are eventually quasi-polynomial. A function h is eventually quasi-polynomial if there exist
d and polynomials R0, . . . , Rd−1 such that for such that for sufficiently large integers t, h(t) =
Rt (mod d)(t).We do so by formulating a type of parametric problem that generalizes the parametric
Frobenius Problem, which we call a parametric exclusion problem. We prove that the ℓth largest
value of some polynomial objective function, with multiplicity, for a parametric exclusion problem
and the size of its feasible set are eventually quasi-polynomial functions of t.
1. Introduction
1.1. The Parametric Frobenius Problem. Let a1, . . . , an be positive integers with greatest
common divisor 1. The Frobenius number F (a1, . . . , an) is the largest integer that is not of the
form
∑n
i=1 biai for nonnegative integers b1, . . . , bn. A related quantity is the number of positive
integers which are not of this form, which we denote by G(a1, . . . , an). Determining F (a1, . . . , an).
is known as the Frobenius Problem, which has been well studied. In 1884, Sylvester proved that
F (a, b) = ab − a − b [7]. It is known that G(a, b) = 12(a − 1)(b − 1). Ramı´rez Alfons´ın’s book is a
broad survey of known results [3].
We also define these quantities for general positive integers a1, . . . , an. Define F (a1, . . . , an) to
be the largest multiple of gcd(a1, . . . , an) which is not a Z≥0 linear combination of a1, . . . , an, and
define G(a1, . . . , an) to be the number of positive multiples of gcd(a1, . . . , an) which are not Z≥0
linear combinations. It is easy to check that for positive integers c, a1, . . . , an, F (ca1, . . . , can) =
cF (a1, . . . , an), and G(ca1, . . . , can) = G(a1, . . . , an).
The parametric Frobenius problem, as defined by Roune and Woods [5], is to determine, given
functions P1, . . . , Pn : Z → Z, F (P1(t), . . . , Pn(t)) as a function of the integer parameter t. In this
paper, t is always a positive integer. For example, using Sylvester’s result, for all integers t > 2,
F (t, t− 2) =
{
t(t− 2)− t− (t− 2) t ≡ 1 (mod 2)
2
(
t
2
t−2
2 −
t
2 −
t−2
2
)
t ≡ 0 (mod 2.)
The two pieces are not the same polynomial. Rather, F (t, t+ 2) is eventually quasi-polynomial.
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Definition 1.1. f is eventually quasi-polynomial (EQP) if its domain is a subset of Z that contains
sufficiently large integers and there exists a positive integer d and polynomials R0, . . . , Rd−1 in R[u]
such that for sufficiently large t, f(t) = Rt (mod d)(t).
We say that d is a period of f if polynomials R0, . . . , Rd−1 exist as above, and we call R0, . . . , Rd−1
the components. Similarly, one can show that G(P1(t), . . . , Pn(t)) is eventually quasi-polynomial
in this example. We define functions which generalize the Frobenius problem using the following
proposition.
Proposition 1.2. Let n be a positive integer at least 2 and a1, . . . , an be relatively prime positive
integers. For integers k, define h(k) to be the number of nonnegative integer n-tuples (b1, . . . , bn)
such that k =
∑n
i=1 biai. Then limk→∞ h(k) =∞.
Proof. Let N be a positive integer. For all integers k greater than Na1a2 + F (a1, . . . , an),
k−Na1a2 > F (a1, . . . , an), so there exist c1, . . . , cn in Z≥0 such that k−Na1a2 =
∑n
i=1 ciai. Since
n ≥ 2, for all integers q with 0 ≤ q ≤ N,
k =
(
n∑
i=3
ciai
)
+ (c1 + qa2)a1 + (c2 + (N − q)a1)a2.
All coefficients for all values of ℓ are nonnegative integers, which gives us N + 1 distinct represen-
tations, which shows that h(k) goes to infinity. 
Definition 1.3. Let n,m, ℓ, a1, . . . , an be positive integers, where n ≥ 2.
Fm,ℓ(a1, . . . , an) is the ℓ
th largest integer in the set {k ∈ Z gcd(a− 1, . . . , an) | h(k) < m}, where
h(k) is as above.
Gm(a1, . . . , an) is the number of positive multiples of gcd(a1, . . . , an) k such that h(k) < m.
These numbers exist by above Proposition 1.2. These new functions are more general than the
usual functions for the Frobenius problem:
F1,1(a1, . . . , an) = F (a1, . . . , an). G1(a1, . . . , an) = G(a1, . . . , an).
As before, for positive integers c, a1, . . . , an, we have Fm,ℓ(ca1, . . . , can) = cFm,ℓ(a1, . . . , an) and
Gm(ca1, . . . , can) = Gm(a1, . . . , an).
Again, one can consider the case when the argumentss are polynomials of t. In order for the
functions to be defined for sufficiently large t, we should have polynomials P1, . . . , Pn that map Z
to Z and have positive leading coefficient. In 2015, Roune and Woods conjectured the following for
such polynomials [5].
Conjecture 1.4. P1, . . . , Pn be in R[u] which map Z to Z and have positive leading coefficient. For
all t such that Pi(t) > 0 for all i, let D(t) = F (P1(t), . . . , Pn(t)). Then D is EQP.
Roune and Woods conjectured that for such polynomials, F (P1(t), . . . , Pn(t)) is EQP. They
actually conjectured this result when P1, . . . , Pn are EQP, map Z to Z and are eventually positive.
Since n is finite, it’s easy to see that this broader case reduces to the case of polynomials. They
proved the conjecture for the case n ≤ 3 and the case when all polynomials have degree at most 1
and proved certain results about the period of the resulting EQP and its degree (or the maximum
degree of the components). In this paper, we do not address the degree or period of the EQPs.
Otherwise, we prove a far more general result about the parametric Frobenius problem.
Theorem 1.5. Let n,m, and ℓ be positive integers with n ≥ 2 and P1, . . . , Pn be polynomials that
map Z to Z and have positive leading coefficient.
Let D(t) = Fm,ℓ(P1(t), . . . , Pn(t)) and E(t) = Gm(P1(t), . . . , Pn(t)) for all integers t such that
P1(t), . . . , Pn(t) are positive; this holds for sufficiently large t. Then D and E are EQP.
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As noted by Roune and Woods, when P1, . . . , Pn are polynomials of two integer parameters,
F (P1, . . . , Pn) is a function of two parameters which is generally not considered eventually quasi-
polynomial. For example, F (s, t) = lcm(s, t)− s − t is not considered quasi-polynomial; it lacks a
periodic structure as (s, t) ranges over the integer lattice.
1.2. Parametric Integer Linear Programming. The parametric Frobenius problem has a par-
ticular parametric structure that motivates us to examine a more general parametric problem. In
this section, we introduce parametric integer linear programs and another type of parametric prob-
lem. The latter type is a generalization of the parametric Frobenius problem, and we show that
related functions are eventually quasi-polynomial.
An integer program is the optimization of a certain objective function over the integers subject
to certain constraints. Often in integer programming, the constraints and objective functions are
linear functions of the indeterminates. This is known as integer linear programming.
Suppose that the indeterminates are x = (x1, . . . , xn). A program is in canonical form if the
objective function is c⊺x for c ∈ Zn, we are trying to maximize the objective, and the constraints
are xi ∈ Z≥0 for all i and Ax ≤ b for A ∈ Z
m×n and b ∈ Zm. (In this paper, relations between
vectors are coordinate-wise.)
Parametric Integer Linear Programming refers to considering a family of linear integer programs
parametrized by a variable t i.e. the coefficients of the objective and/or constraints are functions
of t. The optimum value of the objective function is a function of t, (which we call the optimum
value function) which leads us to questions about this function. Examples for the domain of t are
the interval [0, 1] or the positive integers. There are many algorithmic results on parametric integer
linear programs (PILP) but few theoretical results the properties of the optimum value function or
other properties of a PILP.
A type of PILP relevant to the parametric Frobenius problem is the case when all coefficients
are integer polynomials of t and t is an integer parameter.
We use two known results about such PILPs. The following is Theorem 2.1 of [1] by Chen, Li,
and Sam.
Theorem 1.6. Let n and m be positive integers. Let c be in Z[u]n, A be in Z[u]m×n, and b be in
Z[u]m
For all t, let
R(t) := {x ∈ Rn | A(t)x ≤ b(t)},
the set of real vectors that satisfy a certain conjunction of inequalities. Let L(t) be the set of
lattice points in R(t). Assume that R(t) is bounded for all t. Let g(t) = |L(t)|. Then g is eventually
quasi-polynomial.
A critical tool used in the proof of this theorem is base t representations, which reduces the
theorem to the case of A in Zm×n. Shen used the same idea to prove the following result, which
concerns the optimization of an objective function rather than counting points.
Theorem 1.7 (Corollary 3.2.2 in [6]). Let n and m be positive integers. Let c be in Z[u]n, A be in
Z[u]m×n, and b be in Z[u]m
For all t, let
R(t) := {x ∈ Rn | A(t)x ≤ b(t)},
the set of real vectors that satisfy a certain conjunction of inequalities. Let L(t) be the set of
lattice points in R(t). Assume that R(t) is bounded for all t. For all positive integers ℓ, Let fℓ(t) be
the ℓth largest value of c⊺(t)x with multiplicity for x in L(t) or −∞ if |L(t)| < ℓ. Then for all ℓ, fℓ
is eventually quasi-polynomial.
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The constant function at −∞ is to be interpreted as a polynomial. By ℓth largest value with
multiplicity, we mean the ℓth largest value in the multiset formed by evaluating the objective
function on the set L(t).
An derivative of PILPs that is the focus of this paper involves excluding the projection of one
parametric linearly defined set of integers from another parametric linearly defined set. We call
this a parametric exclusion problem
Theorem 1.8 (Main Theorem). Let m,n1, n2, p1, p2 be positive integers. Let c be in Z[u]
n2 , A1 be
in Z[u]p1×(n1+n2), A2 be in Z[u]
p2×n2 , b1 be in Z[u]
p1 , and b2 be in Z[u]
p2 . Let the indeterminates
be x1, . . . , xn1+n2 . Let x1 = (x1, . . . , xn1+n2),x2 = (x1, . . . , xn2), and x3 = (xn2+1, . . . , xn1+n2).
For all t, let
R1(t) := {x1 ∈ R
n1+n2 | x1 ≥ 0 ∧A1(t)x1 = b1(t)}
and
R2(t) := {x2 ∈ R
n2 | x2 ≥ 0 ∧A2(t)x2 ≤ b2(t)}.
Assume that R1(t) and R2(t) are bounded for all t. Let L1(t) := R1(t) ∩ Z
n1+n2 , L2(t) :=
R2(t) ∩ Z
n2 , the set of lattice points in R1(t) and R2(t), respectively.
Let
L3(t) :=
{
x2 ∈ L2(t) | #
{
x3 ∈ Z
n1 | (x2 ⊕ x3) ∈ L
′
1(t)
}
< m
}
,
or the set of x2 in L2(t) which is the image of less than m points when projecting L1(t) onto R
n2
(using the last n2 coordinates).
For all (positive integers) t and ℓ, let fℓ(t) be −∞ if |L3(t)| < ℓ or the ℓ
th largest value with
multiplicity of c⊺(t)x2 for x2 in L3(t) otherwise, and let g(t) be |L3(t)|. Then for all ℓ, fℓ and g
are eventually quasi-polynomial.
In this paper, v1 ⊕ v2 means the vector which has the coordinates of v1 first then those of v2.
As is the case for PILPs, one could formulate different versions of Theorem 1.8 by switching to
A1(t)x1 ≤ b1(t) and/or A2(t)x2 = b2(t), but we do not do so here. The inequality conventions
here are chosen to resemble the Frobenius problem. We say that the parametric exclusion problem
shown in 1.8 is given by positive integers m,n1, n2, etc. We call c
⊺(t)x2 the objective function,
{fℓ}ℓ or {fℓ} the family of optimum value functions and g the size function.
Later, we show that Theorem 1.5 follows easily from the above theorem.
1.3. Notation and Terminology. Relations between vectors are coordinate-wise. The variables
t, ℓ, and m are always positive integers. The phrase t ≫ 0 means “for sufficiently large t.” The
constant function at −∞ is to be interpreted as a polynomial. PILP means “parametric integer
linear program.” EQP means “eventually quasi-polynomial” or “eventual quasi-polynomial.” See
Definition 1.1 for the meaning of the period and components of an EQP. By the ℓth largest value, we
mean the ℓth largest value with multiplicity. The symbol ∨ denotes logical disjunction, ∧ denotes
logical conjunction, and either may be used as a binary operator or with an indexing set. The
cardinality of a set S is denoted by #S.
When we refer to elements of Rm or an expression like (v1, . . . , vm), we mean a (column) vector, es-
pecially in matrix operations. In general, x1 denotes the vector (x1, . . . , xn1+n2),x2 = (x1, . . . , xn2),
and x3 = (xn2+1, . . . , xn1+n2), and the same is true for other letters. The symbol ⊕ as in v1 ⊕ v2
means concatenation of vectors.
A parametric inequality specifically has the form a⊺(t)z ≤ b(t), where a is a Z[u]-vector of
the correct dimension, b is in Z[u], and z refers to a vector of integer indeterminates e.g. x1. A
parametric equation is the same with equality instead of “≤.”
We say that the parametric exclusion problem shown in Theorem 1.8 is given by positive integers
m,n1, n2, etc. We call c
⊺(t)x2 the objective function, {fℓ}ℓ or {fℓ} the family of optimum value
functions and g the size function.
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2. Some Examples of Parametric Exclusion
In this section, we discuss concrete examples of parametric exclusion and ideas which are used
to simplify these examples. These ideas are applicable to the main problem.
Example 1. We consider a continuous (real) version of the parametric exclusion problem in
which the parameter t is still a positive integer. Let
R1(t) := {(x1, x2) | t/2 ≤ x1 + x2 ≤ t ∧ t/2 ≤ x1 − x2 ≤ t/2},
R2(t) := {x2 | 0 ≤ x2 ≤ t},
R3(t) := {x2 ∈ R2(t) | {x1 ∈ R | (x1, x2) ∈ R1(t)} = ∅}.
For fixed t, we are projecting a two-dimensional region onto a one-dimensional region. The image
of the two-dimensional region is the same as the image of its boundary. The boundary is the union
of finitely many one-dimensional regions, which are simpler to understand. Moreover, these edges
change in a “polynomial way” with respect to t. To be specific, the edges of R2(t) are
(0, t/2) − (t/2, 0), (t/2, 0) − (3t/4, t/4), (3t/4, t/4) − (t/4, 3t/4), (t/4, 3t/4) − (0, t/2).
Their projections onto the c2 coordinate are [0, t/2], [0, t/4], [t/4, 3t/4], [t/2, 3t/4], respectively.
The set R3(t) = (3t/4, t] for all t.Maximizing an objective function over this region of the parametric
type in Theorem 1.8 is straightforward.
Example 2. We consider a higher-dimensional version of the previous problem. Let
R1(t) := {(x1, x2, x3) | (x+ y + z ≥ 0) ∧ (2x+ y − z ≥ t) ∧ (x− y + 2z ≥ t) ∧ (−x+ 2y + z ≥ t)},
R2(t) := {(x2, x3) | 0 ≤ x2, x3 ≤ t},
R3(t) := {(x2, x3) ∈ R2(t) | {x1 ∈ R | (x1, x2, x3) ∈ R1(t)} = ∅}.
One can check that R1(t) is a tetrahedron with vertices (t/2, t/2, t/2), (5t/7,−4t/7,−t/7),
(−4t/7,−t/7, 5t/7), and (−t/7, 5t/7,−4t/7).
We follow the same pattern as the previous example. The projection of a 3-dimensional polyhe-
dron onto two dimensions equals the projection of its boundary. The boundary equals four triangles.
The projection of each triangle is also a triangle. We are interested in the region R3(t), or points
in R2(t) that lie outside of the projections of four triangles.
One way to determine if a point (x2, x3) in a plane lies in the closed triangle with vertices v1, v2, v3
is to write (x2, x3) as an affine linear combination of the vertices i.e.
(x2, x3) = a1v1 + a2v2 + a3v3, a1 + a2 + a3 = 1.
Then (x2, x3) lies in the triangle iff 0 ≤ a1, a2, a3 ≤ 1. The constants a1, a2, a3 can be written in
terms of x2, x3, v1, v2, and v3.
We are dealing with a parametric version of the problem, so we want to know when a point
(x2, x3) lies in a triangle as t changes. It turns out that this condition can be written as a finite
logical combination of linear inequalities in terms of x2, x3, and t. Similarly, the set R3(t) can be
written as a finite logical combination of linear inequalities of x2, x3, and t.
Example 3. We consider another continuous parametric exclusion problem in which R1(t) is as
in Example 2 and
R2(t) := {(x3) | 0 ≤ x3 ≤ t},
R3(t) := {(x3) ∈ R2(t) | {(x1, x2) ∈ R
2 | (x1, x2, x3) ∈ R1(t)} = ∅}.
We are now projecting a 3-D space onto a 1-Dl space. The projection of a 3-D polyhedron equals
the projection of its boundary, but each face is 2-D. As an example 1, when we are projecting a 2-D
region onto a 1-D space, it is simpler to think of just projecting the boundaries of the 2-D region
(even if the 2-D region lies in a 3-dimensional ambient space). The projection of a 1-dimensional
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region onto a 1-D space is simple. The polyhedron has finitely many faces, and each face has finitely
many edges, so we can reduce the description of R3(t) into a finite logical combination of linear
inequalities in terms of x3 and t.
Example 4. Consider a continuous parametric exclusion problem in which n1, n2 > 1, R1(t)
lies in n1 + n2 dimensions, R2(t) lies in n2 dimensions, and
R3(t) := {x2 ∈ R
n2 | {x3 ∈ R
n1 | (x2 ⊕ x3) ∈ R1(t)} = ∅}.
We are projecting an n1 + n2-D polytope onto an n2-D space. Ideally, we want to reduce this
projection problem to the projection of n2-dimensional simplices. This is because the projection
of a simplex is usually a simplex. We can determine when a point x2 is in an n2-D simplex in n2
dimensions by expressing x2 as an affine linear combination of the vertices and checking if all of the
coefficients lie in [0, 1]. It turns out that we can ignore simplices whose projections are degenerate
(i.e. not simplices).
This reduction is possible because of the following facts. The projection of an m-D polytope
onto an n2-D space where m > n2 equals the projection of the boundary of that polytope onto that
n2-D space. A polytope has finitely many polytopes as faces (meaning codimension 1), iteratively
taking boundaries leads to a finite number of n2-dimensional polytopes. A polytope P is the union
of all simplices whose vertices are a subset of P.
Thus R3(t) can be written as a finite logical comination of linear inequalities in x2 and t.
There is a caveat when the projection of R1(t) onto the coordinates x2 does not affinely span
the whole space. In this case, we should identify the affine subspace spanned by the projection of
R1(t). This subspace depends on t in a “polynomial” way. All points outside of this affine subspace
but in R2(t) are definitely in R3(t). For points in this subspace, we can proceed similarly as in this
example.
Here is a more concrete argument about why we should distinguish the affine subspace. Suppose
that we have four non-coplanar points vi in R
6, and we want to know when another point v is in
the simplex defined by these four points. One way to figure this out is to first figure out if v is in
the affine span of the vi. If not, then the answer is obviously no. If so, then we can write v as an
affine linear combination of the vi uniquely. Then the answer is yes iff all coefficients are in [0, 1].
Strictly speaking, one doesn’t need to separate these steps. One can find a 3-D subspace such
that the vi project to non-coplanar points. The projection of v can be written as an affine linear
combination of the projections of the vi uniquely. The answer is yes iff all coefficients are in [0, 1]
and v equals this linear combinatino of the vi. However, we are emphasizing the first method
because that is the pattern used in the general proof.
The set J(α, t) described in Section 5 is equal to the affine subspace spanned by the projection of
L1(t) (for t≫ 0.) In the most interesting cases, J(α, t) is usually the whole space, but we introduce
this affine subspace for completeness.
Henceforth, we will not discuss the continuous parametric exclusion problem in detail.
Example 5. Consider a parametric exclusion problem given by
L1(t) := {(x1, x2) ∈ Z
2 | (x2 ≤ t) ∧ (3/5x2 ≤ x1 ≤ 5/8x2)},
L2(t) := {x2 ∈ Z | 0 ≤ x2 ≤ t},
L3(t) := {x2 ∈ L2(t) | #{x1 ∈ Z | (x1, x2) ∈ L1(t)} < m}.
where m = 1. We define R1(t) in the obvious way. R1(t) is a triangle. The projection of its
boundary equals [0, t]. However, the projection of L1(t) does not equal 0, . . . , t. In particular, there
is no integer x1 such that (x1, 1) ∈ L1(t) because there is no integer x1 such that 3/5 ≤ x1 ≤ 5/8.
One of the edges of R1(t) is from (0, 0) to (t, 3t/5). Its projection is [0, t], but the projection of
the lattice points on this edge is the set of multiples of 5. This does not give us information about
when non-multiples of 5 are in L3(t). To study non-multiples of 5, we denote the line containing
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these edge by p, and for i = 1, 2, 3, 4, we denote the translation of p by i/5 in the x1 direction by
pi.
All integers a in [0, t] are the x2-coordinate of exactly one lattice point on these five lines. This
lattice point also turns out to be the lattice point in L1(t) with x2 = a and minimal x1 coordinate
whenever a is not in L3(t). In other words, a is in L3(t) iff the unique lattice point on p, p1, p2, p3, p4
with x2 = a lies in L1(t). It remains to see if this lattice point lies in L1(t).
A full resolution of this example is too long for this section.
Example 6. Consider the same problem as in Example 5 except m = 2. We define the line p
as before and p5, . . . , p9 similarly to p1, . . . , p4. Then for a = 0, . . . , t, there exist exactly two total
lattice points with x2 = a on these ten lines. These also turn out to be the two lattice points in
L1(t) with minimal x2 = a and minimal x1 coordinate, whenever z is not in L3(t). It remains to
check if both of these points lie in L1(t).
General Problem. Consider a parametric exclusion problem in which the matrix A1 does
not have constant entries. (Note that in all of the previous examples, A1 and A2 had constant
entries.) Now, the region R3(t) may be a polytope whose faces have “slopes” that change as a
function of t. Therefore, we probably cannot extend the argument relating to p, p1, p2, p3, p4 in
example 5 to the general problem directly. This is because we would need a polynomial number
of parallel hyperplanes, and we can say much less about PILPs with a polynomial number of
constraints. Therefore, our argument first reduces the parametric exclusion problem to an exclusion-
type problem in which the matrix has constant entries.
3. Outline of Proof Method for an Example of the Parametric Frobenius Problem
In this section, we discuss a concrete example of the parametric Frobenius problem. The argu-
ment in this section follows a different order than the general proof, but it should offer some insight
into the proof that the parametric exclusion problem is EQP. In this section, we are taking t to be
“sufficiently large.”
Let P1(t) = t, P2(t) = t
2+1, P3(t) = t
2+2t−1. Let D(t) = F (P1(t), P2(t), P3(t)). One can prove
that 0 ≤ D(t) < t3 (for t≫ 0). Therefore, D(t) can be written as a 3-digit number in base t (with
possible leading zeroes). Also, for all t and integers x less than t3, the only possible nonnegative
linear combinations
x = a1P1(t) + a2P2(t) + a3P3(t)
have 0 ≤ a1 < t
2 and 0 ≤ a2, a3 < t. Therefore, we can rephrase this instance of the parametric
Frobenius problem as follows:
For all t, D(t) is the maximum value of c2t
2 + c1t + c0 subject to the constraints c0, c1, c2 ∈
{0, . . . , t− 1} and there do not exist b11, b10, b2, b3 in {0, . . . , t− 1} such that
(b11t+ b10)P1(t) + b2P2(t) + b3P3(t) = c2t
2 + c1t+ c0.(1)
A priori, it is not obvious why we want to consider the digits separately. The reason is roughly
explained after equation (4).
Let c = (c0, c1, c2) and P(c, t) be the logical proposition that for all b11, b10, b2, b3 in {0, . . . , t−1},
(b11t+ b10)P1(t) + b2P2(t) + b3P3(t) 6= c2t
2 + c1t+ c0. We want to find a simpler description of the
logical proposition P(c, t).
Our general strategy is to try to solve for the bi on the left hand side of equation (1) in terms
of c and t. We can interpret the left hand side as having three powers of t, namely 1, t, t2, with
coefficients in {0, . . . , t−1}. Roughly speaking, the equation (1) is slightly weaker than having three
linear equations in four unknowns bi, and we want to eliminate one of the unknowns.
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Since there are only three powers of t on the left hand side and four variables, there is a Q-
linear dependency i.e. a nonzero integer vector (d11, d10, d2, d3) such that adding this vector to
(b11, b10, b2, b3) leaves the left hand side unchanged. In this case, one such vector is (−2,−2, 1, 1)
because (−2t− 2)P0(t) + (1)P1(t) + (1)P2(t) = 0.
If P(c, t) is false, then this invariant translation shows that there exist b11, b10, b2, b3 in {0, . . . , t−
1} satisfying the equation (1) such that b11 < 2, b10 < 2, b2 > t−2, or b3 > t−2. (This is because we
can repeatedly translate to get another quadruple that satisfies the equation; the last translation
before leaving {0, . . . , t− 1}4 satisfies one of these four inequalities.)
Let Pb11=0(c, t) be the logical proposition that there exist b11, b10, b2, b3 in {0, . . . , t−1} such that
b11 = 0 and (b11t+b10)P1(t)+b2P2(t)+b3P3(t) = c2t
2+c1t+c0. Define Pb11=1,Pb10=0,Pb10=1,Pb2=t−1,
Pb3=t−1 similarly. Then the previous paragraph implies the following logical equivalence:
P(c, t)⇔ ¬ (Pb11=0 ∨ Pb11=1 ∨ Pb10=0 ∨ Pb10=1 ∨ Pb2=t−1 ∨ Pb3=t−1) .(2)
Consider just the case b11 = 1. We want to find a simpler description of the logical proposition
Pb11=1(c, t). When we fix b11 = 1, equation (1) is
t2 + b10t+ b2(t
2 + 1) + b3(t
2 + 2t− 1) = c2t
2 + c1t+ c0.(3)
There are 3 bi remaining on the left hand side of the equation, so we can almost solve for the bi
in terms of c and t. To understand the situation, let us write the addition equation (1) vertically
in base t.
(d2) (d1)
1 0 0
0 b10 0
b2 0 b2
+ b3 2b3 −b3
c2 c1 c0
In this addition problem, d2 and d1 are carries, which are possibly negative. To be precise,
b2 − b3 = c0 + d1t,
d1 + b10 + 2b3 = c1 + d2t,
d2 + 1 + b2 + b3 = c2.
(4)
Since the variables b10, b2, b3, c2, c1, c0 are constrained to lie in [0, t), we see that −2 < d1 < 1
and −1 ≤ d2 ≤ 3. In particular, there are at most 10 different possible values of (d1, d2) no matter
how large t is. Conceptually, we have shown that single equation (3) in three unknowns is slightly
weaker than having three linear equations in those three unknowns. This fact is the main reason
why we consider the base t representations of the ai introduced near the beginning of this section.
By constraining the digits to the range [0, t), we can constrain the carries to a finite set which is
independent of t. If we did not have a finite set of carries (independent of t), then conceptually, the
single equation (3) would be much weaker than having three linear equations in three unknowns.
Let Pb11=0,d1=−1,d2=−1(c, t) be the logical proposition that there exist b11, b10, b2, b3 in {0, . . . , t−
1} such that b11 = 0 and the equations (4) hold. The previous argument implies the following
logical equivalence:
Pb11=1(c, t)⇔
∨
e1,e2∈S
Pb11=0,d1=e1,d2=e2(c, t),(5)
where S is a finite set.
Now consider just the case b11 = 1, d1 = 0, d2 = 1. We want to find a simpler description of the
logical proposition Pb11=1,d1=0,d2=1(c, t). Since we have three independent linear equations in three
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unknowns, we can solve for the bi in terms of c and t. The result is
b10 = c0 + d1t+ c1 + d2t− c2 − d1 + d2 + 1,
b2 = (c0 + d1t+ c2 − d2 − 1)/2,
b3 = (−c0 − d1t+ c2 − d2 − 1)/2,
(6)
where d1 = 0 and d2 = 1.
In particular, these are rational linear combinations of c and t. Because there is only one solution
for b10, b2, b3 over real numbers, we know that the proposition Pb11=1,d1=0,d2=1(c, t) is equivalent
to the proposition that this unique solution lies in {0, . . . , t − 1}3. In other words, we have the
following logical equivalence:
Pb11=1,d1=0,d2=1(c, t)⇔

 b10 ≥ 0 ∧ b10 ≤ t− 1 ∧ b10 ∈ Zb2 ≥ 0 ∧ b2 ≤ t− 1 ∧ b2 ∈ Z
b3 ≥ 0 ∧ b3 ≤ t− 1 ∧ b3 ∈ Z

 .(7)
Here, b10, b2, b3 are shorthand for the equations (6). For example, all instances of b10 in equation
(7) should be replaced by c0+ c1+ t− c2+2. It is easy to see that the first two columns on the right
hand side can be written as parametric inequalities of the integer indetermintates c. Unfortunately,
the last column cannot. This issue requires introducing new integer indeterminates that act as the
remainder term and imposing the constraints that the remainder equals 0.
If we ignore the integrality issue, then we have shown that the proposition Pb11=1,d1=0,d2=1(c, t)
is equivalent to a finite logical combination of parametric inequalities in c. If we do not ignore
this issue, then we have shown that Pb11=1,d1=0,d2=1(c, t) is equivalent to the proposition that c is
in the projection of a PILP given by a finite logical combination of parametric inequalities. This
projection is injective, so it is really very straightforward to understand. We do not describe it in
detail here.
Together, the equivalences (2) and (5) with (7) prove that the proposition P(c, t) is equivalent
to a finite logical combination of parametric inequalities in c (if we ignore the integrality issue).
This logical combination involves negations, disjunctions, and conjunctions. One can show that the
negation of a parametric inequality is a parametric inequality. Using De Morgan’s laws and logical
distribution, one can expand this logical expression into a finite disjunction of finite conjunctions
of parametric inequalities.
This expansion tells us that the set of integer vectors c that satisfy the constraints 0 ≤ ci ≤ t−1
and P(c, t) is a union of finitely many sets K(α, t) of the form in Theorem 1.7. Here, α is indexed
by a finite set which is independent of t.
Recall that we want to describe the function D(t), and we showed that for t > 1, D(t) is the
maximum of the objective function c2t
2+ c1t+ c0 over this feasible set. For all t, this feasible set is
a union of finitely many sets of the form K(α, t). For all t, the maximum of an objective function
over this union equals the maximum of the maxima of the objective function over the components.
By Theorem 1.7, the maximum of the objective function over K(α, t) is an EQP function of t. One
can show that the maximum of finitely many EQP functions is EQP. Therefore, D(t) is EQP. This
completes the outline of the proof for this example.
3.1. Remarks on the general proof. In general, eliminating just one linear dependency is not
enough. We must iteratively eliminate linear dependencies. We keep track of the order in which we
eliminate dependencies, so this leads us to a concept of a large rooted tree whose paths from the
root to leaves encode information about the order in which we eliminate dependencies. When we
finish eliminating linear dependencies, we find that the unknowns on the left hand side are uniquely
determined by the analog of c and t.
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Because we are counting preimages in the general problem, not just figuring out when there is at
least 1 preimage, it is helpful to set up the cases so that they are mutually exclusive. In contrast,
in equivalence (2) above, the clauses on the right hand side are not mutually exclusive.
4. Base t Representations
In this section, we formulate a theorem that resembles Theorem 1.8 and show that it implies
Theorem 1.8. We prove this new theorem in the next two sections. This theorem is based on the
idea of expressing the indeterminates in base t. Despite its appearance, it is much more tractable
than Theorem 1.8.
Theorem 4.1. Let m,n1, n2, p, q be positive integers. Let c be in Z[u]
n2 , A1 be in Z
q×(n1+n2) (not
Z[u]q×(n1+n2)), A2 be in Z[u]
p×n2 , b2 be in Z[u]
p, S be a finite set, and b(α) be in Z[u]q for all α
in S.
Let the indeterminates be y1, . . . , yn1+n2 . Let y1 = (y1, . . . , yn1+n2),y2 = (y1, . . . , yn2), and y3 =
(yn2+1, . . . , yn1+n2).
For all t, let
R2(t) := {y2 ∈ R
n2 | A2(t)y2 ≤ b2(t)}.
For all t and α in S, let
K(α, t) := {y1 ∈ {0, . . . , t− 1}
n1+n2 | A1y1 = b(α)(t)}.
Assume, for all t, that R2(t) is a subset of [0, t−1]
n2 and the sets K(α, t) for α in S are disjoint.
Let L2(t) be the set of lattice points in R2(t).
Let
L3(t) := {y2 ∈ L2(t) | # {y3 ∈ {0, . . . , t− 1}
n1 | (y2 ⊕ y3) ∈ ⊔α∈SK(α, t)} < m} ,
For all t and ℓ, let fℓ(t) be −∞ if |L3(t)| < ℓ or the ℓ
th largest value of c⊺(t)y2 for y2 in L3(t)
otherwise, and let g(t) be |L3(t)|. Then for all ℓ, fℓ and g are eventually quasi-polynomial.
The idea is that excluding the projection of sets like K(α, t) is much simpler to understand when
the matrix has constant entries, even if we must accept having to deal with more than one of these
sets.
Proposition 4.2. Theorem 4.1 implies Theorem 1.8
To prove this proposition, we use Proposition 3.2 by Shen [6].
Proposition 4.3. Consider a PILP given by a conjunction of parametric inequalities whose real
vector set is bounded. Let its lattice point set be L(t). Then there exists a positive integer r such
that for t≫ 0, x in L(t) and all i, 0 ≤ xi < t
r.
Before we prove Proposition 4.2, we construct several correspondences between certain lattice
point sets and prove that they are bijections. We are essentially thinking of the xi as r-digit integers
in base t, treating the digits as indeterminates, and proving that nothing unexpected happens.
Consider a parametric exclusion problem given, as in Theorem 1.8, by positive integers m,n1, n2,
p1, p2, c in Z[u]
n2 , A1 in Z[u]
p1×(n1+n2), A2 in Z[u]
p2×n2 , b1 in Z[u]
p1 , and b2 in Z[u]
p2 . Let its
optimum value functions be {fl} and its size function be g.
Proposition 4.3 applies to L1(t) and L2(t). It tells us that there exists an integer r such that for
t≫ 0, x1 in L1(t) or x2 in L2(t) and all appropriate i, 0 ≤ xi < t
r.
We now construct another parametric exclusion problem, Q′. Let m′ = m,n′1 = rn1, n
′
2 =
rn2. Let the indeterminates be y1,1, x1,2, . . . , yn1+n2,r. We use the following as shorthand for vec-
tors of these indeterminates: y1 = (y1,1, y1,2, . . . , yn1+n2,r), y2 = (y1,1, y1,2, . . . , yn2,r), and y3 =
(yn2+1,1, yn2+1,2, . . . , xn1+n2,r).
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Let the objective function be
∑n2
i=1 ci(t)
∑r
j=1 yi,jt
j−1, which can be written as a polynomial
covector times y2.
For all t, let
R′1(t) :=

y1 ∈ Rr(n1+n2) | 0 ≤ yi,j ≤ t− 1 ∧A1(t)

 r∑
j=1
y1,jt
j−1, . . . ,
r∑
j=1
yn1+n2,jt
j−1

 ≤ b1(t)

 ,
R′2(t) :=

y2 ∈ Rrn2 | 0 ≤ yi,j ≤ t− 1 ∧A2(t)

 r∑
j=1
y1,jt
j−1, . . . ,
r∑
j=1
yn2,jt
j−1

 = b2(t)

 .
Observe that both sets of constraints can be written in terms of parametric inequalities in y1
and y2, respectively, which can then be written in matrix form: A
′
1(t)y2 ≤ b
′
1
(t). However, it is
convenient to not do so explicitly. Let L′1(t) and L
′
2(t) be the set of lattice points in R
′
1(t) and
R′2(t), respectively.
Let
L′3(t) :=
{
y2 ∈ L
′
2(t) | #
{
y3 ∈ Z
rn1 | (y2 ⊕ y3) ∈ L
′
1(t)
}
< m
}
.
Let {f ′ℓ} be the optimum value functions and g
′ be the size function.
Let ϕ1,t be the map from Z
r(n1+n2) to Zn1+n2 given by
ϕ1,t(y1) =

 r∑
j=1
y1,jt
j−1, . . . ,
r∑
j=1
yn1+n2,jt
j−1

 .
Define ϕ2,t from Z
rn2 to Zn2 and ϕ3,t from Z
rn1 to Zn1 similarly.
Proposition 4.4. For t > N, ϕ1,t is a bijection from L
′
1(t) to L1(t).
Proof. By construction, ϕ1,t maps L
′
1(t) into L1(t). It is injective because L
′
1(t) is a subset of
{0, . . . , t− 1}r(n1+n2) for all t. By the definition of r, for t > N, x1 in L1(t), and 0 ≤ x1, . . . ,
xn1+n2 < t
r. Therefore, for 1 ≤ i ≤ n1 + n2, there exist unique yi,1, . . . , yi,r in {0, . . . , t − 1} such
that xi =
∑r
j=1 yi,jt
j−1. Then y1 = (y1,1, y1,2, . . . , yn1+n2,r) lies in L
′
1(t). This shows that ϕ1,t maps
L′1(t) onto L1(t), as desired. 
Proposition 4.5. For t > N, ϕ2,t is a bijection from L
′
2(t) to L2(t).
The proof is similar.
Proposition 4.6. For t > N and y2 in {0, . . . , t− 1}
rn2 , ϕ3,t is a bijection from
{y3 ∈ Z
rn1 | y2 ⊕ y3 ∈ L
′
1(t)} to {x3 ∈ Z
n1 | ϕ2,t(y2)⊕ x3 ∈ L1(t)}.
Proof. Fix t > N. Since L′1(t) is a subset of {0, . . . , t− 1}
rn2 , the former set is also a subset of
{0, . . . , t− 1}rn1 , and ϕ3,t maps the former set to its image injectively.
If y3 is in the former set, then y2⊕y3 is in L
′
1(t), ϕ1,t(y2⊕y3) = ϕ2,t(y2)⊕ϕ3,t(y3) is in L1(t)
(by Proposition 4.4), and ϕ3,t(y3) is in the latter set.
If x3 is in the latter set, then ϕ2,t(y2)⊕ x3 is in L1(t). By the definition of r, 0 ≤ xn2+1, . . . ,
xn1+n2 < t
r. Therefore, there exists y3 in {0, . . . , t−1}
rn1 such that ϕ3,t(y3) = x3. Then ϕ2,y(y2)⊕
ϕ3,t(y3) = ϕ1,t(y2⊕y3) is in L1(t), y2⊕y3 is in L
′
1(t) (by Proposition 4.4), and y3 is in the former
set, as desired. 
Proposition 4.7. For t > N, ϕ2,t is a bijection from L
′
3(t) to L3(t) which commutes with evaluating
the respective objective function.
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Proof. Fix t > N. L′3(t) is a subset of L
′
2(t), which is a subset of {0, . . . , t − 1}
rn2 , so ϕ2,t maps
injectively from L′3(t).
If y2 is in L
′
3(t), then y2 is in L
′
2(t) and #{y3 ∈ Z
rn1 | y2 ⊕ y3 ∈ L
′
1(t)} < m. By Propositions
4.5 and 4.6, ϕ2,t(y2) is in L2(t), and #{x3 ∈ Z
n1 | ϕ2,t(y2) ⊕ x3 ∈ L1(t)} < m, so ϕ2,t(y2) is in
L3(t).
If x2 is in L3(t), then it is in L2(t) too, and 0 ≤ x1, . . . , xn2 < t
r. Therefore, there exists y2 in
{0, . . . , t−1}rn2 such that ϕ2,t(y2) = x2. By Proposition 4.5, y2 is in L
′
2(t). Also from the definition
of L3(t), #{x3 ∈ Z
n1 | ϕ2,t(y2)⊕ x3 ∈ L1(t)} < m, so by Proposition 4.6,
#{y3 ∈ Z
rn1 | y2 ⊕ y3 ∈ L
′
1(t)} < m, so y2 is in L
′
3(t), as desired.
The bijection commutes with evaluating the respective objective function by construction. 
As first shown by Chen, Li, and Sam in [1], there exist a finite number of much simpler lattice
point sets whose union is L′1(t) for t ≫ 0. Proposition 3.3 of [6] slightly modifies their argument
and shows the following, which we also use to prove Proposition 4.2.
Proposition 4.8 (Proposition 3.3 of [6]). For all t, let
L1(t) := {x1 ∈ Z
n1+n2 | x1 ≥ 0 ∧A1(t)x1 = b1(t)}.
Let r be an integer such that for t≫ 0, x1 in L1(t), and all i, 0 ≤ xi < t
r. Let
L′1(t) :=

y1 ∈ {0, . . . , t− 1}r(n1+n2) | A1(t)

 r∑
j=1
y1,jt
j−1, . . . ,
r∑
j=1
yn1+n2,jt
j−1

 ≤ b1(t)

 .
In other words, L′1(t) is the set of r(n1+n2)-dimensional integer vectors which give the digits of
an (n1 + n2)-dimensional integer vector in base t which is in the set L1(t).
Then there exists a finite set S, a positive integer q, A in Zq×r(n1+n2), and b(α) in Z[u]q for all
α in S with the following properties.
For all t, let
K(α, t) :=
{
y1 ∈ {0, . . . , t− 1}
r(n1+n2) | Ay1 = b(α)(t)
}
.
For t≫ 0, the sets K(α, t) for α in S are disjoint, and their union is L′1(t).
In simpler terms, Proposition 4.8 is saying the following. Given a PILP in standard form whose
lattice point set is a subset of [0, tr)n1+n2 , we can write all coordinates as r-digit integers in base
t. In fact, we can form another PILP with lattice point set L′1(t) such that L
′
1(t) is a subset of
[0, t)r(n1+n2) and y1 is in L
′
1(t) iff the corresponding vector x1 ∈ [0, t
r)n1+n2 lies in L1(t).
There exists a finite indexing set S (in particular, this indexing set is independent of t) such
that L1(t) is the disjoint union of K(α, t) for α in S. Each set K(α, t) has a simpler structure.
Specifically, it is the lattice point set of a PILP in canonical form whose matrix has constant entries.
Proof of Proposition 4.2. Assume Theorem 4.1. Consider the parametric exclusion problem given
by m,n1, n2, p1, p2, c, A1, A2,b1, and b2 with optimum value functions {fℓ} and size function g.
Let r,N be integers, and construct another parametric exclusion problem, Q′, as before. By
construction, for all t, R′2(t) is a subset of [0, t − 1]
n2 . By Proposition 4.8, for t ≫ 0, L′1(t) is
the disjoint union of K(α, t) for α in S. Therefore, Theorem 4.1 applies to the new parametric
exclusion problem for t ≫ 0. Being EQP only depends on large arguments, so for all ℓ, f ′ℓ and g
′
are EQP.
By Proposition 4.7, for t > N, ϕ2,t is a bijection from L
′
3(t) to L3(t), so g
′(t) = g(t) (for t > N.)
By construction, this bijection commutes with evaluating the respective objective function, so for
all ℓ, f ′ℓ(t) = fℓ(t). Therefore, for all ℓ, fℓ and g are EQP, as desired. 
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5. Excluding Projections
In this section, we make the bulk of the argument to prove Theorem 4.1. We show that L3(t) is
closely related to the lattice point set of a PILP whose constraints are a finite disjuction of finite
conjunctions of parametric inequalities. This is in contrast to the hypotheses of Theorem 1.7, which
stipulate a finite conjunction of parametric inequalities. Section 6 extends Theorem 1.7 to finite
disjunctions of finite conjunctions of parametric inequalities.
We use the notation in Theorem 4.1, some of which we repeat here. Let y1 = (y1, . . . , yn1+n2),y2 =
(y1, . . . , yn2), and y3 = (yn2+1, . . . , yn1+n2). In general, we use the same conventions for vectors such
as z3. Let A = A1, a q × (n1 + n2) matrix. Recall that
K(α, t) := {y1 ∈ {0, . . . , t− 1}
n1+n2 | A1y1 = b(α)(t)}.
Let
V (α, t,y2) := {y3 ∈ {0, . . . , t− 1}
n1 | y2 ⊕ y3 ∈ K(α, t)} .
The number of elements of K(α, t) which project to y2 equals #V (α, t,y2) because K(α, t) is a
subset of {0, . . . , t− 1}n1+n2 .
The main idea for this section is that for all t and y2 in L2(t), we try to express the propo-
sition #V (α, t,y2) < m as a finite logical combination of parametric inequalities in y2. (It
turns out that we require extra indeterminates. Later, we skip right to expressing the proposi-
tion
∑
α#V (α, t,y2) < m as a finite logical combination of parametric inequalities.)
The first step is to distinguish vectors y2 are not the projection of any real vector in the set{
y1 ∈ R
n1+n2 | Ay1 = b(α)(t)
}
.(8)
The reason we want to distinguish these vectors is roughly explained in Example 4 in Section 2
(specifically, the second half of Example 4). Later, we express this property in terms of parametric
inequalities.
For the second step, we observe that V (α, t,y2) resembles the solution set of a system of linear
equations in n1 variables. The number of linear equations is q, but the number of independent
linear equations is q − q1, where q1 is defined below. We want to count the number of solutions,
although counts above m don’t matter to us.
For a few reasons, it is easier to count the number of solutions of q − q1 independent linear
equations over a q − q1 dimensional parametric hyperrectangle of lattice points L, rather than the
n1-dimensional parametric hyperrectangle we’re starting with. (Parametric means that this set
depends on t in a “polynomial” way.)
• “Usually,” the number of solutions is always 0 or 1. It suffices to check non-degeneracy
condition.
• “Usually,” there is a unique real vector in the affine span of L which satisfies the linear
equations. This unique real vector behaves “polynomially” as a function of t.
• The number of solutions equals 1 iff this unique real vector lies in L.
• Given a real vector in the affine span of L, it is easy to determine of the vector is in L. To
do so, we just check that the vector lies in the bounds of the hyperrectangle and that the
real vector is a lattice point.
Our argument involves constructing a finite set of q− q1 dimensional parametric hyperrectangles
of lattice points which are disjoint subsets of {0, . . . , t− 1}n1 . We want to make sure that we don’t
lose information about #V (α, t,y2) when this count is less than m. We prove that for all m
′ < m,
there are exactly m′ points in V (α, t,y2) iff there are exactly m
′ solutions in the q− q1 dimensional
sets.
The third step is to try to construct a finite logical combination of parametric inequalities that
is true if a certain q− q1 dimensional set has exactly 1 solution and false if that set has 0 solutions.
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It turns out that we need extra indeterminates. The reason for this is roughly explained in the
discussion after equation (7).
The fourth step is to construct an auxiliary PILP Q∗ with many extra indeterminates. We prove
that the size function and optimum value functions of Q∗are equal to the size function and optimum
value functions of the parametric exclusion-type problem in Theorem 4.1 for t ≫ 0. This PILP is
not in the form specified by Theorems 1.6 and 1.7, but it is in almost the correct form.
The final step is to extend Theorems 1.6 and 1.7 by weakening the hypotheses to include Q∗.
This last step occurs in the next section.
5.1. Step 1. For all t, let
J(α, t) := {y2 ∈ R
n2 | (∃y3 ∈ R
n1 | A(y2 ⊕ y3) = b(α)(t))}.
If y2 is not in J(α, t), then V (α, t,y2) is empty. To determine J(α, t), we perform a type of
elimination in the variables y3 = (yn2+1, . . . , yn1+n2) of the matrix A, whose entries are integers.
There exists an invertible integer matrix D such that DA has the block form(
B1 0
B2 B3
)
,
where B1 has n2 columns and q1 rows (q1 depends on A) and the rows of B3 are independent.
Since D is invertible, for all t, K(α, t) equals
{y1 ∈ {0, . . . , t− 1}
n1+n2 | DAy1 = Db(α)(t)}.(9)
The notation A, b(α), V (α, t,y2), J(α, t),D,B1 , B2, B3, q, q1 will be used throughout this section.
Proposition 5.1. For all t, let P(α, t,y2) be the logical proposition
q1∧
h=1
(((−B1y2)h ≤ −(Db(α))h(t)) ∧ ((B1y2)h ≤ (Db(α))h(t))) .
Then y2 is in J(α, t) if and only if P(α, t,y2).
Proof. If P(α, t,y2), then B1y2 = ((Db(α))1(t), . . . , (Db(α))q1(t)).
Since D is invertible, A(y2 ⊕ y3) = b(α)(t) if and only if DA(y2 ⊕ y3) = Db(α)(t), and this
holds if and only if
B2y2 +B3y3 = ((Db(α))q1+1(t), . . . , (Db(α))q(t)).
The rows of B3 are independent, so there exists a real vector y3 such that the above equation is
true, and y2 is in J(α, t).
If ¬P(α, t,y2), then B1y2 6= ((Db(α))1(t), . . . , (Db(α))q1(t))
⊺. For any y3,
DA(y2 + y3) =
(
B1 0
B2 B3
)
(y2 + y3) = (B1y2)⊕ (B2y2 +B3y3) 6= Db(α)(t),
so y2 is not in J(α, t). 
Observe that P(α, t,y2) is a finite logical combination of parametric inequalities in y2. It is
possible that q1 = 0 in which case P(α, t,y2) is the empty conjunction, which is always true.
Proposition 5.2. The negation of a parametric inequality (by definition in integer indeterminates)
is a parametric inequality.
Proof. The negation of a⊺(t)z ≤ b(t), where z ranges over integer vectors, b is an integer polynomial,
and a is an integer polynomial vector is the parametric inequality −a⊺(t)z ≤ −b(t)− 1. 
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5.2. Step 2. We recursively define a rooted tree. The construction of this tree is motivated by the
equivalence (2), although in this section, we meticulously define the nodes so that the cases are
distinct. Each node is associated to a parametric subset, or just “subset”, of {0, . . . , t− 1}n1 . The
tree is the same for each α. Each node in the tree is labelled with a function
H : {n2 + 1 . . . , n1 + n2} → Z ∪ (Z≥0 × Z−).
We use S(H) to denote the node labelled with the function H, and we use S(H)(t) to denote
the parametric subset associated with the node S(H). For all H, we define
U(H) := H−1(Z≥0 × Z−), U
′(H) := H−1(Z).
Let d(H) := #U ′(H), the number of elements mapped to integers (rather than ordered pairs). As
we will see, d(H) this equals with the depth of S(H) in the tree. We also say that the depth of the
subset S(H)(t) equals d(H). The maximum depth is n1 − q + q1.
We now define S(H)(t) for all nodes S(H). For all integers k, let I(k) be the polynomial k if
k ≥ 0 and u+ k otherwise. For all t, we define
S(H)(t) :=
{
y3 ∈ {0, . . . , t− 1}
n1
∣∣∣∣
(
∀u ∈ H−1(Z), yu = I(H(u))(t)
)
∧(
∀u 6∈ H−1(Z),H(u)1 ≤ yu ≤ t+H(u)2
) } .(10)
The set S(H)(t) may be empty for some H and t. Basically, S(H)(t) is a parametric hyperrect-
angle of lattice points in {0, . . . , t− 1}n1 . In each of the n1 dimensions, the projection of S(H)(t)
is either one point or an interval of integers [H(u)1, t+H(u)2]. When the projection is one point,
then either this point stays a fixed distance from the lower end of [0, t − 1] as t changes or this
point stays a fixed distance from the upper end of the interval [0, t − 1]. (This dichotomy is why
we introduce the somewhat cumbersome notation I(k)(t).) When the projection is an interval, the
lower end of the projection stays a fixed distance from the lower end of [0, t − 1], and the upper
end of the projection stays a fixed distance from the upper end of [0, t− 1].
The root is labeled with the function H0 such that H0(u) = (0,−1) for all ordered pairs u i.e.
S(H)(t) is all of {0, . . . , t− 1}n1 .
We now define the children of the node S(H), where d(H) < n1 − q + q1. (Nodes S(H) where
d(H) = n1 − q + q1 are leaves.)
Since d(H) < n1 − q + q1, #U(H) ≥ q − q1 + 1. B3 is an integer matrix with q − q1 rows and
columns corresponding to n2 +1, . . . , n1 + n2. Consider the columns corresponding to U(H). They
are linearly dependent, so there exists a nonzero integer combination of them which is zero, say∑
u∈U(H) wH,u(B3)i,u = 0 for all i. Set wH,u = 0 for u in U
′(H). Define wH to be the vector given by
the wH,u for u = n2+1, . . . , n1+n2. (The vector wH is an arbitrary choice; to make it determinate,
one can take the lexicographically first dependent set and the smallest integer combination whose
first nonzero coefficient is positive.) We use wH later to refer to this vector. The vector wH is
indexed similarly to y3; indeed, our argument uses linear combinations of y3 and wH.
The node S(H) has exactly one child for each choice of v in U(H) and an integer k such that
wH,v 6= 0 and 0 ≤ k(wH,v)
−1 < m, and no other children. The function Hv,k is specified by the
following conditions. (For each u in {n2+1, . . . , n1+n2}, Hv,k(u) is specified by exactly one of the
following cases.)
(a) Hv,k(v) = H(v)1 + k if wH,v > 0 and Hv,k(v) = H(v)2 + k if wH,v < 0.
(b) For all u in U(H) such that u < v and wH,u 6= 0, Hv,k(u) = H(u) + (mwH,u, 0) if wH,u > 0
and Hv,k(u) = H(u) + (0,mwH,u) if wH,u < 0.
(c) Hv,k(u) = H(u) for all u in {n2 + 1, . . . , n1 + n2} not covered by (b) and which are not
equal to v.
15
Observe that Hv,k still has the correct form and has 1 higher depth than H (since H(v) is an
ordered pair and Hv,k(v) is not, and all other types are preserved). Each vertex has finitely many
children, and the maximum depth is finite, so this tree is finite.
The notation H(u), d(H), S(H), S(H)(t), I(k), U(H), U ′(H), wH,u,wH,Hv,k and the rooted tree
will be used in the rest of this section.
The following two propositions and corollaries prove that the q− q1 dimensional subsets S(H)(t)
as S(H) ranges over nodes of maximal depth do not lose any information about #V (α, t,y2) when
this count is less than m
Proposition 5.3. Fix t. Given S(H) not of maximal depth, the children of S(H) at t partition the
set of y3 in S(H)(t) such that y3 −mwH is not in S(H)(t), where we refer to the coordinates of
y3 and wH as yn2+1, . . . , yn1+n2 .
The proof of this proposition is generally an exercise in manipulating the constraints (10) and
conditions (a), (b), and (c). One way to understand this proposition, (10), (a), (b), and (c) is as
follows. If y3 is in S(H)(t) but y3−mwH is not, then y3 is close to the boundary of a (parametric)
hyperrectangle of lattice points. We can specify finitely many (parametric) sub-hyperrectangles of
codimension 1 whose union contains y3; moreover, the union exactly equals the possible vectors y3
such that y3 −mwH is not in S(H)(t). If one explicitly writes out these sub-hyperrectangles, one
should arrive at (a) and (c).
However, we insist on having disjoint children so that we can exactly count solutions later.
Therefore, we look for the smallest index such that y3 − mwH is out of range in the coordinate
with that index. Condition (b) is imposed so that the children of a given node are disjoint. If
we removed condition (b) and just set Hv,k(u) = H(u) for all u 6= v, then a modified version of
Proposition 5.3 below would still be true with “partition” replaced by “have a union which equals.”
Many details are painstakingly written out in this proof. The ideas in this proof are not necessary
for the rest of this paper. If one finds this proposition obvious, then this proof can safely be skipped.
Proof of Proposition 5.3. It’s easy to see that the children of S(H) at t are subsets of S(H)(t).
First suppose that y3 and y3−mwH are in S(H)(t).We check, for all v and k such that wH,v 6= 0
and 0 ≤ k(wH,v)
−1 < m, that y3 is not in S(Hv,k)(t). If so, then y3 is not in any child of S(H) at
t because these are all the possible children by definition.
Case 1: wH,v > 0. By definition, wH,u = 0 for all u in U
′(H), so v is in U(H). When u = v in
(10), the second line applies. It tells us that all points in S(H)(t) have v-coordinate at least H(v)1,
so yv, yv −mwH,u ≥ H(v)1, so yv ≥ mwH,v +H(v)1. Therefore, y3 is not in Hv,k for any k with
0 ≤ k < mwH,v. (Here are more details. Suppose that y3 is in Hv,k. Then by the first line of (10)
setting u = v, yv = I(Hv,k(v))(t). By condition (a), Hv,k(v) = H(v)1 + k, which is nonnegative,
so I(Hv,k(v))(t) = Hv,k(v) = H(v)1 + k, so H(v)1 + k = yv ≥ mwH,v + H(v)1, so k ≥ mwH,v, a
contradiction.)
Case 2: wH,v < 0. Then yv −mwv ≤ t +H(v)2, so yv ≤ t +H(v)2 +mwH,v, and y3 is not in
Hv,k for any k with 0 ≥ k > mwH,v.
Conversely, suppose that y3 is in S(H)(t) such that y3 −mwH is not in S(H)(t). We want to
find (v, k) such that y3 is in S(Hv,k)(t). The set S(H)(t) is defined by one clause for each v in
n2 + 1, . . . , n1 + n2. Therefore, there exists at least one v with n2 + 1 ≤ v ≤ n1 + n2 such that
y3−mwH does not satisfy the constraints (10) corresponding to u = v. Let v be the minimal such
v.
Observe that for all r such that wH,r = 0, (y3 − mwH)r = yr = (y3)r. Recall that y3 is in
S(H)(t), so y3 satisfies the constraint in (10) for u = r, so y3 −mwH does too, hence v 6= r and
wH,v 6= 0.
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Case 1: wH,v > 0. By definition, y3 −mwH does not satisfy the constraint for u = v, so either
yv−mwH,v < H(u)1 or yv−mwH,v > t+H(u)2. On the other hand, y3 does satisfy the constraint
for u = v i.e. H(u)1 ≤ yv ≤ t+H(u)2. Since wH,v > 0, we have yv−mwH,v < H(u)1. Alternatively,
we can write H(v)1 ≤ yv < mwv + H(v)1. This motivates us to prove that y3 lies in S(Hv,k)(t)
where 0 ≤ k := yv −H(v)1 < mwH,v.
To show that y3 lies in S(Hv,k)(t), we need to show that y3 satisfies the constraints in (10) for
Hv,k and u = n2+1, . . . , n1 +n2. To check such constraints, we need to know Hv,k(u). Such values
are specified by the conditions (a), (b), or (c). Each u in this range is described by exactly one of
these conditions. (In these conditions, H and v coincide with the H and v in this proof.)
Case 1.(a). The only u in this case is u = v. Since Hv,k(u) is an integer, we need to check
yv = I(Hv,k(v))(t). This is true by construction.
Case 1.(b). In this case, u is in U(H), wH,u 6= 0, and u < v. By the minimality of v, y3−mwH
satisfies the constraint for H corresponding to u. The vector y3 satisfies this constraint as well, so
H(u)1 ≤ yu, yu −mwH,u ≤ t+H(u)2.
If wH,u > 0, then by condition (b), Hv,k(u) = H(u)+(mwH,u, 0).We need to check the constraint
for Hv,k for u, which is H(u)1+mwH,uHv,k(u)1 ≤ yu ≤ t+Hv,k(u)2 = t+H(u)2, which is immediate
from the previous paragraph.
Similarly, if wH,u < 0, then by condition (b), Hv,k(u) = H(u) + (0,mwH,u). We need to check
the constraint for Hv,k for u, which is H(u)1 = Hv,k(u)1 ≤ yu ≤ t+Hv,k(u)2 = t+H(u)2+mwH,u,
which is again immediate.
Case 1.(c). In this case, Hv,k(u) = H(u). The constraint for Hv,k for u is exactly the same as
the constraint for H for u. This constraint is satisfied because y3 is in S(H)(t).
Case 2: wH,v < 0. This case is similar to Case 1, and we omit the details.
To complete the proof, we show that y3 as above does not lie in S(Hu,k′) for any other valid
choice of u and k′. We consider three cases based on which of conditions (a), (b), or (c) applies
to u.
Case (a). In this case, u = v, and k′ 6= k. Using (a) twice, Hv,k(v) = H(v)1+ k 6= H(v)1+ k
′ =
Hv,k′(v). Since y3 is in S(Hv,k(t)), yv = Hv,k(v) 6= Hv,k′(v), so y3 does not satisfy the constraint
for Hv,k′ for u = v.
Case (b). In this case, u < v, wH,u 6= 0, and 0 ≤ k
′(wH,u)
−1 < m.
Case (b).1: wH,u > 0. By condition (b), Hv,k(u) = H(u)+(mwH,u, 0). Since y3 is in S(Hv,k)(t),
the constraint for u gives us H(u)1 + mwH,u ≤ yu ≤ t + H(u)2. By condition (a), Hu,k′(u) =
H(u)1 + k
′ < H(u)1 +mwH,u. Therefore, y3 does not satisfy the constraint for S(Hu,k′) for u.
Case (b).2: wH,u < 0. By condition (b),Hv,k(u) = H(u)+(0,mwH,u). Since y3 is in S(Hv,k)(t),
the constraint for u gives us H(u)1 ≤ yu ≤ t + H(u)2 + mwH,u. By condition (a), Hu,k(u) =
H(u)2 + k
′ > H(u)2 +mwH,u. Therefore, y3 does not satisfy the constraint for Hu,k′ for u.
Case (c). Recall that S(Hu,k′) is a node only if wH,u 6= 0, so it remains to check u with wH,u 6= 0
and u > v. Also recall that 0 ≤ k(wH,v)
−1 < m.
Case (c).1: wH,v > 0. Since y3 is in S(Hv,k(t)), the constraint for v gives us yv = I(Hv,k(v) +
k) = I(H(v)1 + k) = H(v)1 + k. By condition (b), Hu,k′(v) = H(v) + (mwH,v, 0). The constraint
for z3 to be in S(Hu,k′)(t) for v is Hu,k′(v)1 ≤ zv ≤ y+Hu,k′(v)2, which y3 does not satisfy because
yv = H(v)1 + k < H(v)1 +mwH,v = Hu,k′(v)1.
Case (c).2: wH,v < 0. Since y3 is in S(Hv,k(t)), the constraint for v gives us yv = I(Hv,k(v) +
k) = I(H(v)2 + k) = H(v)2 + k. By condition (b), Hu,k′(v) = H(v) + (0,mwH,v). The constraint
for z3 to be in S(Hu,k)(t) for v is Hu,k(v)1 ≤ zv ≤ y +Hu,k(v)2, which y3 does not satisfy because
yv = H(v)2 + k > H(v)2 +mwH,v = Hu,k′(v)2.

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Corollary 5.3.1. For all t, the subsets of maximal depth (at t) are disjoint. In other words, the
sets S(H)(t) as S(H) ranges over nodes of maximal depth are disjoint.
Remark. One can also check that for any function H of the correct form, there exists NH such that
for all t > N, S(H)(t) is nonempty. Then for all t greater than NH for all H in the tree, of which
there are finitely many, all subsets S(H)(t) of maximal depth are nonempty. This shows that the
function labels of all of the leaves of the tree are distinct. This allows us to uniquely refer to each
node of maximal depth by its function label.
Proposition 5.4. Fix t and y2 in Z
n2 . Assume that less than m elements of V (α, t,y2) lie in a
subset of maximal depth. Then an element of V (α, t,y2) which lies in any subset S(H)(t) of the
tree lies in a subset of maximal depth.
Proof. We proceed by induction on the depth d of S(H) backwards, from the maximal depth to 0.
The base case, d = n1 − q + q1, is trivial.
Now suppose that 0 ≤ d < n1−q+q1 and that the proposition is true for deeper nodes. Assume,
for the sake of contradiction, that z3 := (zn2+1, . . . , zn1+n2) lies in V (α, t,y2) and S(H)(t) where
d(H) = d but not in any subset of maximal depth. The root contains only lattice points, so z3
is a lattice point. If z3 lies in a child of S(H)(t), then we get a contradiction using the induction
hypothesis.
Therefore, z3 does not lie in a child of S(H)(t). let U(H), U
′(H) and wH be as above. By
Proposition 5.3, z3 +mwH lies in S(H)(t). It is easy to see that in fact z3 +m
′wH lies in S(H)(t)
for integers m′ with 0 ≤ m′ ≤ m. Consider the sequence of vectors {z3 +m
′wH}
∞
m′=0. This is a
sequence of distinct integer vectors in which the first m + 1 terms lie in S(H)(t). The sequence
eventually leaves S(H)(t) because wH is nonzero. Therefore, there exists a positive integer m0 such
that the terms m0,m0 + 1, . . . ,m0 +m− 1 all lie in S(H)(t) but m0 +m does not. Since S(H)(t)
is a convex set among lattice points, none of the terms after m0 + m lie in S(H)(t) either. By
Proposition 5.3, the vectors z3 +m
′wH for m
′ = m0, . . . ,m0 +m− 1 all lie in a child of S(H)(t),
and they are all distinct. Since a child of S(H)(t) has greater depth, the induction hypothesis
implies that all of these vectors lie in a subset of maximal depth.
On the other hand, z3 lies in V (α, t,y2), so y2 ⊕ z3 lies in K(α, t). By (9),(
B1 0
B2 B3
)
(y2 ⊕ z3) = Db(α)(t).
Here, y2 coincides with the first columns of blocks, and z3 coincides with the second. By the
construction of wH, B3wH = 0, so for all m
′,(
B1 0
B2 B3
)
(y2 ⊕ (z3 +m
′wH)) = Db(α)(t).
For m′ = m0, . . . ,m0 +m− 1, z3 +m
′wH is in S(H)(t), which is a subset of {0, . . . , t− 1}
n1 , so
y2⊕(z3+m
′wH) is in {0, . . . , t−1}
n1+n2 . By (9), z3+m
′wH is in V (α, t,y2). This is a contradiction
because we assumed that less than m different vectors are in V (α, t,y2) lie in a subset of maximal
depth. Therefore, an element of V (α, t,y2) which lies in a subset of the tree lies in a subset of
maximal depth. 
Corollary 5.4.1. Fix t. For all y2 and integers m
∗ with 0 ≤ m∗ < m, #V (α, t,y2) = m
∗ if and
only if exactly m∗ distinct elements of V (α, t,y2) lie in a subset of maximal depth.
Proof. Since the root of the tree is {0, . . . , t − 1}n1 , the backwards direction is simply the above
proposition. For the forwards direction, at most m∗ < m elements of V (α, t,y2) lie in a subset of
maximal depth, so the above proposition shows that all elements of V (α, t,y2) lie in a subset of
maximal depth. 
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5.3. Step 3. The following two propositions show that for all t ≫ 0, α in S, y2 in J(α, t), and
S(H) of maximal depth, there exists a unique real vector that lies in the affine span of S(H)(t) and
V2(α, t,y2). Moreover, this unique real vector behaves polynomially as a function of t (keeping the
other data fixed). The vector of rational polynomials that generates this vector is also constructed.
Proposition 5.5. For any node S(H), the columns of B3 corresponding to U(H) = H
−1(Z≥0×Z−)
form a rank q − q1 (full rank) matrix.
Proof. We use induction based on the depth, increasing. The induction hypothesis is that for an
integer d with 0 ≤ d < n1 − q + q1, the proposition is true for all nodes of depth d. Since the rows
of B3 are independent, this is true for depth 0 (the base case).
Suppose that S(Hu,k) is a child of S(H) and that the proposition is true for H. Let BH be the
matrix of columns of B3 which correspond to U(H) in order and no other columns. Then BH has
full rank. By construction, U(Hu,k) = U(H)\{u}. The u
th column of B3 is dependent on the other
columns corresponding to U(H), and all of these columns appear in BH , and so the removing the
corresponding column in BH leaves a full rank matrix, as desired. 
For α in S and S(H) of maximal depth, we construct a vector of rational polynomials
Y3(α,H)(y2, t). in other words, all components of Y3(α,H) is a polynomial of the variables y2
and t. Our convention is that Y3(α,H) has components (Yn2+1, . . . Yn1+n2). We now construct the
vector Y3(α,H).
Let Z3 = (Zn2+1, . . . , Zn1+n2) be an auxiliary polynomial vector. For all u in U
′(H), let Yu and
Zu be the polynomial I(H(t)). For u in U(H) (all other u in {n2 + 1, . . . , n1 + n2}), let Zu be 0.
Let U(H), sorted ascending, be {v1, . . . , v|U(H)|}, where |U(H)| = q − q1. Define BH as in
Proposition 5.5; it is an invertible matrix of integers. With our notation v1, . . . , v|U(H)|, we can also
write BH as
{(B3)q1+i,vj}
q−q1,q−q1
i=1,j=1 .
For h from 1 to q − q1, let Yvh be the polynomial(
B−1H
((
(Db(α))q1+1 , . . . , (Db(α))q
)
−B2y2 −B3Z3
))
h
.
It is easy to see that Y3(α,H) is a vector, each coordinate of which is a rational polynomial in
y2 and t.
Remark. The above construction of Y3(α,H) may appear very dense, but it is really not surprising.
Conceptually, when we fix y2 and n1−q+q1 coordinates of y3, we have q−q1 unknowns and q−q1
linear equations given by (
B2 B3
)
(y2 ⊕ y3) = Db(α)(t).
The columns of B3 that are acting on the unknowns are exactly those corresponding to U(H).
By Proposition 5.5, these columns are independent. Therefore, there is a unique rational solution,
which changes predictably as a function of t.
Proposition 5.6. For all t, α in S, y2 in J(α, t), and S(H) of maximal depth, the unique real
vector y3 such that A(y2 ⊕ y3) = b(α)(t), and for all u in U
′(H), yu = I(H(u))(t), is given by
y3 = Y3(α,H)(y2, t).
Proof. We first check that y3 := Y3(α,H)(y2, t) satisfies the equation. Since D is invertible, it
suffices to check (
B1 0
B2 B3
)
(y2 ⊕Y3(α,H)(y2, t)) = Db(α)(t).
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By Proposition 5.1, the first q1 coordinates match. It’s easy to see that the equation in the other
q − q1 coordinates is given by
B2y2 +B3Z3(t) +BH
(
Yv1(y), . . . , Yv|U(h)|(t)
)
=
(
(Db(α))q1+1 (t), . . . , (Db(α))q (t)
)
,
and this is true by construction.
We now check that this is unique. If not, we see, by subtraction, that there exists a nonzero
vector y′
3
∈ Rn1 such that for all u in U ′(H), y′u = 0, and(
B1 0
B2 B3
)
(0⊕ y′3) = 0.
This contradicts the fact that BH is invertible, so indeedY3(α,H)(y2, t) is the unique vector. 
Proposition 5.7. Given t, α in S, y2 in J(α, t), and H of maximal depth, define Y3(α,H) as
above. Let
P(α, t,y2,H) :=
(
n1+n2∧
u=n2+1
0 ≤ Yu ≤ t− 1
)
∧

 ∧
u∈U(H)
(H(u)1 ≤ Yu(t) ≤ t+H(u)2 ∧ Yu(t) ∈ Z)

 .
Then S(H)(t) contains exactly one point of V (α, t,y2) if P(α, t,y2,H) and zero points otherwise.
Proof. By definition, for all y3 in S(H)(t) and u in U
′(H), yu = I(H(u))(t). Proposition 5.6 tells
us the unique real vector y3 with these coordinates which satisfies A(y2 ⊕ y3) = b(α)(t), so if
this vector lies in S(H)(t) (which is a subset of {0, . . . , t − 1}n1), then S(H)(t) contains exactly
one point of V (α, t,y2) and zero otherwise. We automatically have, for u in U
′(H), that yu ∈ Z.
Therefore, P(α, t,y2,H) is equivalent to the proposition that Y3(α,H)(y2, t) is in S(H)(t). 
This proposition is not a finite logical combination of parametric inequalities because the clauses
Yu(t) ∈ Z are not parametric inequalities in general. Fortunately, we can form an auxiliary PILP
in which an equivalent proposition is a finite logical combination of parametric inequalities. This
auxiliary PILP will have many more indeterminates. These indeterminates act as remainders.
When a remainder is 0, a certain expression is an integer.
For convenience, we find a common denominator. Each coordinate of the vector Y3(α,H)(y2, t)
can be written as a Q[t]-covector times y2 plus an element of Q[t]. Therefore, the whole vector has a
common denominator. Since there are finitely many α and H, there exists a common denominator
to all vectors Y3(α,H)(y2, t) say T, which we take to be positive.
5.4. Step 4. In this subection, we define a PILP Q∗ which is not in form shown in Theorems 1.6
or 1.7. Instead, its feasible set is defined by a disjunction of conjunctions of parametric inequalities
rather than a conjunction.
We refer to the data described in Theorem 4.1. (Recall that this section is the bulk of the
argument to prove this theorem.) The indeterminates are y2 = (y1, . . . , yn2) and Yα,H,u,i for all α in
S, H of maximal depth, u in U(H), and i = 1 or 2 (so there are finitely many indeterminates). The
indeterminates are constrained to be integers, as usual. Let y be a vector of all of the indeterminates;
the order is not important. The objective function is c⊺(t)y2, which can be written as a polynomial
covector times y.
Some of the constraints of Q∗ are A2(t)y2 ≤ b2(t) (which are the constraints of L2(t)) and
0 ≤ Yα,H,u,2 ≤ T −1. For all α in S, H of maximal depth, and u in U(H), we impose the constraint
TY3(α,H)(y2, t)u = Yα,H,u,1T + Yα,H,u,2,
where T is the common denominator from the end of the previous subsection. These can be written
as parametric inequalities. Note that by assumption, these constraints imply 0 ≤ y1, . . . , yn2 ≤ t−1.
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Let its lattice point set be L∗(t). It is easy to see that for all t, no two points in L∗(t) have the
same value of y2.
Define P(α, t,y2) as in Proposition 5.1; it is a finite logical combination of parametric inequalities
in y2. Define P
′(α, t,y2,H) (similarly to P(α, t,y2,H) in Proposition 5.7) to be(
n1+n2∧
u=n2+1
0 ≤ Yu ≤ t− 1
)
∧
(
q−q1∧
i=1
(H(vi)1 ≤ Yvi(t) ≤ t+H(vi)2 ∧ Yα,H,u,2 = 0)
)
,
whereY3(α,H)(y2, t) = (Yn2+1, . . . , Yn1+n2). LetH be the set of all H such that S(H) has maximal
depth. The last constraint of Q∗ is
∨
W1⊂S



 ∧
α∈S\W1
¬P(α, t,y2)

 ∧

 ∨
W2⊂W1×H
|W1||H|−|W2|<m
∧
(α,H)∈W2
¬P′(α, t,y2,H)



 .(11)
Observe that this last constraint is a finite combination of parametric inequalities in y. Let Q∗
have optimum value functions {f∗ℓ } and size function g
∗.
The following lemma is an quick check that we need to apply Theorems 1.6 and 1.7.
Lemma 5.8. Let R∗(t) be the real vector set. Then for all t, R∗(t) is bounded.
Proof. Fix t. Then R2(t) is bounded, so R
∗(t) is bounded in the coordinates y2 = (y1, . . . , yn2), say
by N in each coordinate. R∗(t) is bounded in the coordinates Yα,H,u,2. For y in R
∗(t),
|Yα,H,u,1| ≤ |Y (α,y2,H)u(t)| + 1. We have |yi| < N, and Y (α,y2,H)u(t) equals a real covector
times y2, so R
∗(t) is bounded in the coordinates Yα,H,u,1, as desired. 
Proposition 5.9. Fix t. A vector y2 is the projection of exactly one element of L
∗(t) if it lies in
L3(t), and y2 is the projection of zero elements of L
∗(t) otherwise.
Proof. Suppose that y2 is the projection of one element of L
∗(t). Then y2 lies in L2(t). because
the PILP Q∗ contains the constraints on y2 that define L2(t) (along with other constraints). From
(11), there exists a subset W1 of S and a subset W2 of W1×H that excludes less than m elements
such that

 ∧
α∈S\W1
¬P(α, t,y2)

 ∧

 ∧
(α,H)∈W2
¬P′(α, t,y2,H)

 .
By Proposition 5.1, for all α in S \W1, y2 is not in J(α, t), and #V (α, t,y2) = 0.
There exists a unique integer vector y that projects onto y2 such that the constraints
0 ≤ Yα,H,u,2 ≤ T − 1 and TY3(α,H)(y2, t)u = Yα,H,u,1T + Yα,H,u,2
are satisfied. We have assumed that y2 is the projection of one element of L
∗(t), so y satisfies the
other constraints of Q∗.
It’s easy to check that the proposition Yα,H,u,1 = 0, which is implicitly a proposition of y2, is
equivalent to the proposition Y (α,y2,H)u(t) ∈ Z. Then P
′(α, t,y2,H) is equivalent to P(α, t,y2,H).
By Proposition 5.7, ¬P(α, t,y2,H) implies that S(H)(t) contains zero points of V (α, t,y2). For all
(α,H) in W1 ×H except at most m− 1, S(H)(t) contains zero points of V (α, t,y2).
Therefore, for all α in W1, the number of distinct elements of V (α, t,y2) that lie in a subset
of maximal depth is less than m. By Corollary 5.4.1, this number equals #V (α, t,y2). The sets
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K(α, t) for α ∈ S are disjoint, so
=#{y3 ∈ {0, . . . , t− 1} | (y2 ⊕ y3) ∈ ⊔α∈SK(α, t)}
=
∑
α∈S
#{y3 ∈ {0, . . . , t− 1} | (y2 ⊕ y3) ∈ K(α, t)}
=
∑
α∈S,H∈H
#V (α, t,y2) ∩ S(H)(t) ≤ m− 1,
so y2 lies in L3(t).
Conversely, suppose that y2 lies in L3(t). There is a unique integer vector y that projects onto
y2 such that the constraints 0 ≤ Yα,H,u,2 ≤ T − 1 and
TY3(α,H)(y2, t)u = Yα,H,u,1T + Yα,H,u,2
are satisfied. y2 is the projection of one element of L
∗(t) if y satisfies the other constraints of Q∗.
The set L3(t) is a subset of L2(t), so y satisfies the constraints A2(t)y2 ≤ b2(t). By definition,
m > #{y3 ∈ {0, . . . , t− 1} | (y2 ⊕ y3) ∈ ⊔α∈SK(α, t)}
=
∑
α∈S
#{y3 ∈ {0, . . . , t− 1} | (y2 ⊕ y3) ∈ K(α, t)}
≥
∑
α∈S,H∈H
#V (α, t,y2) ∩ S(H)(t).
Let
W1 := {α ∈ S | P(α, t,y2)},
W2 := {(α,H) ∈W1 ×H | V (α, t,y2) ∩ S(H)(t) = ∅}.
Since the sets V (α, t,y2) ∩ S(H)(t) have size at most 1, |W1||H| − |W2| < m. By Proposition
5.7, for (α,H) ∈W2, ¬P(α, t,y2,H) holds. As before, P(α, t,y2,H) is equivalent to P
′(α, t,y2,H).
Altogether, we have 
 ∧
α∈S\W1
¬P(α, t,y2)

 ∧

 ∧
(α,H)∈W2
¬P′(α, t,y2,H)

 ,
which implies (11) and that y lies in L∗(t). 
Corollary 5.9.1. For all t and ℓ, g(t) = g∗(t) and fℓ(t) = f
∗
ℓ (t).
Proof. By Proposition 5.9, the map ϕt that takes a vector y to y2 by ignoring the other coordinates
is a bijection from L∗(t) to L3(t). By construction, this bijection commutes with evaluating the
respective objective function, so we’re done. 
6. Untangling Disjunctions and Conjunctions
Theorems 1.6 and 1.7 only apply to PILPs given by a finite conjunctions of parametric inequal-
ities; they do not trivially apply to Q∗. In this section, we extend these theorems to PILPs such as
Q∗. Recall that the full constraints of Q∗ are
A2(t)y2 ≤ b2(t)∧
(∧
0 ≤ Yα,H,u,2 ≤ T − 1
)
∧
(∧
TY3(α,H)(y2, t)u = Yα,H,u,1T + Yα,H,u,2
)
∧(11).
The negation of a parametric inequality over integer indeterminates is another parametric in-
equality. Using this fact, De Morgan’s laws and the logical distributive laws, one finds that the
constraints of Q∗ are a finite disjunction of finite conjunctions of parametric inequalities of y.
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It remains to extend theorems 1.6 and 1.7 to PILPs given by a finite disjunction of finite con-
junctions of parametric inequalities whose real vector set is bounded for all t.
Proposition 6.1. For a PILP whose lattice point set is given by a finite disjunction of finite
conjunctions of parametric inequalities whose real vector set is bounded for all t, all optimum value
functions and the size value function are EQP.
Proof. First, we rewrite a finite disjunction of finite conjunctions of parametric inequalities as a
finite “disjoint disjunction” of finite conjunctions of parametric inequalities; that is, the component
conjunctional clauses define parametric regions which are disjoint for any fixed t. We generalize the
following identity:
(A ∧B) ∨ (C ∧D) = (A ∧B)⊕ (A ∧ ¬B ∧ C ∧D)⊕ (¬A ∧ C ∧D).
Here, ⊕ denotes disjunction and simultaneously states that no two of the following propositions
can be true at the same time. This is not exclusive disjunction; it is analogous to a disjoint union of
sets. Let T be a finite set of finite sets of propositions and suppose that all sets are totally ordered
by < .
∨
S∈T
∧
a∈S
a =
⊕
S∈T


(∧
a∈S
a
)
∧
∧
R∈T,R<S
¬
(∧
a∈R
a
)

=
⊕
S∈T

(∧
a∈S
a
)
∧
∧
R∈T,R<S
⊕
a∈R

a ∧ ∧
b∈R,b<a
¬b




=
⊕
S∈T


(∧
a∈S
a
)
∧
⊕
(aR∈R)∀R∈T,R<S
∧
R∈T,R<S

aR ∧ ∧
b∈R,b<aR
¬b




=
⊕
S∈T
(aR∈R)∀R∈T,R<S

(∧
a∈S
a
)
∧
∧
R∈T,R<S

aR ∧ ∧
b∈R,b<aR
¬b



 .
Observe that the last line is a finite disjoint disjunction of finite conjunctions of propositions.
Now consider a PILP whose constraints are equivalent to a finite disjunction of finite conjunctions of
parametric inequalities. Let T be the set that represents these constraints. By the above equations,
the lattice point set (or real vector set) equals the disjoint union of the lattice point sets (or real
vector sets) for the PILPs determined by the component conjunctions. If the real vector set defined
by ∨S∈T ∧a∈S a is bounded for all t, the same must be true for the component conjunctional clauses
in the last line. Therefore, Theorems 1.6 and 1.7 apply directly to each component.
Now, we extend Theorems 1.6 and 1.7 to finite disjoint disjunctions. It is easy to see that
Theorem 1.6 extends to finite disjoint disjunctions because the size functions add, and a finite sum
of EQPs is EQP.
To extend Theorem 1.7, observe that for all t and ℓ, the ℓth largest value of the objective function
in the disjoint union equals the ℓth largest value in the union of the multisets of the ℓ largest values
from each component (at t). If a component’s lattice point set has size less than ℓ, our convention
is that the multiset of the ℓ largest values contains −∞ at least once. There are finitely many
components. By Proposition 3.4 of [6], which is copied below, the ℓth optimum value function is
EQP.
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Proposition 6.2 (Proposition 3.4 in [6]). Letm and ℓ be positive integers and f1, . . . , fm be eventual
quasi-polynomials with codomain {−∞} ∪ Z. For all t, let f(t) be the ℓth largest value among the
multiset {f1(t), . . . , fm(t)}. Then f is eventually quasi-polynomial.

This proposition applies directly to Q∗ and completes the proof of Theorem 4.1.
7. Proof of Theorem 1.5
Roune and Woods showed that, to prove their conjecture, it sufficed to consider certain n-tuples
of polynomials. We present the same results for our more general theorem.
Proposition 7.1. To prove Theorem 1.5, it suffices to consider polynomials Q1, . . . , Qn that map
Z to Z and have positive leading coefficients such that for t≫ 0, gcd(Q1(t), . . . , Qn(t)) = 1.
Proof. Let P1, . . . , Pn be as in Theorem 1.5. Lemma 3.4 of [5] by Roune and Woods shows that
h(t) := gcd(P1(t), . . . , Pn(t)) is EQP. Each Pi is eventually positive, so in fact h is eventually
positive. By Lemma 3.3 of their paper, for i = 1, . . . , n, Pi(t)
h(t) is EQP. It is also integer valued and
positive. Suppose that d is a common period of h and all polynomials Pi/h, and let a be an integer.
For i = 1, . . . , n, let Pi,a(s) :=
Pi(a+sd)
h(a+sd) .
For all i, d is a period of Pi/h, so Pi,a eventually agrees with a polynomial. Furthermore, Pi,a is
eventually positive and maps Z to Z, and for s≫ 0, gcd(P1,a(s), . . . , Pn,a(s)) = 1.
Suppose that Theorem 1.5 is true for polynomials Q1, . . . , Qn such that for sufficiently large t,
gcd(Q1(t), . . . , Qn(t)) = 1. Since we only care about large s, this theorem applies to P1,a, . . . , Pn,a,
so Fm,ℓ(P1,a(s), . . . , Pn,a(s)) as a function of s is EQP. When t ≡ a (mod d),
t−a
d
is an integer, and
Fm,ℓ(P1(t), . . . , Pn(t)) = h(t)Fm,ℓ
(
P1(t)
h(t)
, . . . ,
Pn(t)
h(t)
)
= h(t)Fm,ℓ
(
P1,a
(
t− a
d
)
, . . . , Pn,a
(
t− a
d
))
.
Since h and Fm,ℓ(P1,a(s), . . . , Pn,a(s)) are EQP, Fm,ℓ(P1(t), . . . , Pn(t)) with t restricted to a
(mod d) is EQP. It easily follows that Fm,ℓ(P1(t), . . . , Pn(t)) is EQP. A similar argument proves the
proposition for Gm.

Proposition 7.2. To prove Theorem 1.5, it suffices to consider P1, . . . , Pn in Z[u] such that for
t≫ 0, gcd(P1(t), . . . , Pn(t)) = 1.
Proof. Given Proposition 7.1, this proposition is merely Lemma 3.1 and Remark 3.2 of Roune and
Woods [5]. 
We require a simple bound on the Frobenius number, which corresponds to the second region of
a parametric exclusion problem.
Theorem 7.3 (Erdo˝s and Graham[2]). Let x1, . . . , xn be positive integers such that x1 < x2 · · · < xn
and gcd(x1, . . . , xn) = 1. Then F (x1, . . . , xn) ≤ 2xn
⌊
x1
n
⌋
− x1.
It is simpler to prove the weaker result F (x1, . . . , xn) < x
2
n. The bound that we really need is
the following.
Corollary 7.3.1. Let n,m, and ℓ be positive integers with n ≥ 2 and P1, . . . , Pn be in Z[u] and
eventually positive. Then for some integer r all t≫ 0, ℓ+ Fm,ℓ(P1(t), . . . , Pn(t)) < t
r.
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Proof. This follows easily from Theorem 7.3 and the proof of Proposition 1.2, which shows that
h(k) > m for k > ma1a2 + F (a1, . . . , an). 
Proof of Theorem 1.5. By Propositions 7.1 and 7.2, it suffices to consider the following type of para-
metric Frobenius problem. Let n,m, and ℓ be positive integers such that n ≥ 2. Let P1, . . . , Pn be
polynomials in Z[u] with positive leading coefficient such that for sufficiently large t, gcd(P1(t), . . . ,
Pn(t)) = 1. Then there exists r as in the above corollary.
We now formulate a parametric exclusion problem as in theorem 1.8. Let n1 = n, n2 = 1,m = m,
and the indeterminates be k, b1, . . . , bn. Let
R1(t) =
{
(k, b1, . . . , bn) ∈ [0, t
r − 1]n+1 | k −
n∑
i=1
ibiPi(t) = ℓ
}
, R2(t) = [0, t
r − 1].
It is easy to see how to form A1, A2,b1,b2 such that R1 and R2 match the hypotheses in Theorem
1.5. We are specifying ℓ on the right hand side because of a rather minor technicality: when there
are less than ℓ nonnegative integers which are the sum of P1(t), . . . , Pn(t) in less than m ways,
then we have defined Fm,ℓ(P1(t), . . . , Pn(t)) to be a negative integer which is necessarily at least
−ℓ. Therefore, it is helpful to translate the parametric Frobenius problem by +ℓ so that Fm,ℓ is
guaranteed to be nonnegative.
The sets R1(t) and R2(t) are bounded for all t. Let L1(t), L2(t), and L3(t) be as in the hypotheses.
Let c = (1). Let {fℓ} be the optimum value functions and g be the size function. By Theorem 1.8,
fℓ and g are EQP for all ℓ.
For t≫ 0, ℓ+Fm,ℓ(P1(t), . . . , Pn(t)) < t
r and P1(t), . . . , Pn(t) > 1. Since gcd(P1(t), . . . , Pn(t)) =
1, we also have ℓ+Fm,ℓ(P1(t), . . . , Pn(t)) ≥ 0. For t≫ 0, L3(t) is the set of all nonnegative integers
k such that k− ℓ is a nonnegative integer combination of P1(t), . . . , Pn(t) in less than m ways, since
such k must be less than tr, and a coefficient in any nonnegative integer combination cannot exceed
k. Therefore,
Fm,ℓ(P1(t), . . . , Pn(t)) = −ℓ+ fℓ(t).
Since the EQP property only depends on large arguments, Fm,ℓ(P1(t), . . . , Pn(t)) is an EQP func-
tion of t. For t≫ 0, g(t) counts all integers at least −ℓ which are nonnegative integer combinations
in less than m ways, and all of the integers −ℓ, . . . ,−1 are counted. However, Gm(P1(t), . . . , Pn(t))
counts only the positive integers. Therefore,
Gm(P1(t), . . . , Pn(t)) = −ℓ+ g(t),
from which it follows that Gm(P1(t), . . . , Pn(t)) is an EQP function of t, as before. 
Remark. Theorems 1.5 and 1.8 are not true if constants m and ℓ are replaced by polynomials of
t such as t itself. For example, F1,t(t, t − 1), Ft,1(6, 10, 15), and Gt(6, 10, 15) are not eventually
quasi-polynomial. We omit the proofs of these statements.
8. Future directions
Our work does not address how the components of the resulting eventual quasi-polynomials
are related. For example, the components of Fm,ℓ(P1(t), . . . , Pn(t)) are likely to have the same
degree fairly often, but from our argument, it is very hard to tell when. Our methods do not offer
reasonable bounds on the period of the eventual quasi-polynomials or an algorithmically feasible
way of computing them. For these reasons, it may be of interest to refine our argument.
A parametric problem closely related to the parametric Frobenius problem is the identification of
a reduced Gro¨bner basis of an associated ideal. See [4]. The reduced Gro¨bner basis is not unique,
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so we define a particular one here and also rewrite the ideas without referring to commutative
algebra. For positive integers a1, . . . , an, let
S := {v ∈ Zn | v · (a1, . . . , an) = 0}.
For real n-dimensional vectors, write ≺ for lexicographically less than, etc. and < for less than
in all coordinates, etc. For v (in Rn,) such that v ≺ 0, we define the positive part of v, v+, such
that v+i = max(vi, 0), and we define v
− to be v+ − v. Let
G(S) := {v ∈ S | v ≺ 0 ∧ ∀u ∈ S, (u ≺ 0 ∧ u+ ≤ v+) =⇒ (u+ = v+ ∧ v−  u−)}.
In other words, G(S) is the set of the elements of S which are lexicographically less than 0 whose
positive parts do not strictly dominate (≥ in all coordinates and > in at least one) the positive part
of any other such element of S and whose negative part is the lexicographically minimum possible
for that positive part. It is not hard to show that G(S) is finite for each finite set of positive
integers. As before, we let P1, . . . , Pn be in R[u] which take Z to Z and are eventually positive. For
sufficiently large t, let S(t) be
{v ∈ Zn | v · (P1(t), . . . , Pn(t)) = 0},
and let G(S(t)) be as above.
Conjecture 8.1. There exists a PILP given by a finite disjunction of finite conjunction of para-
metric inequalities whose lattice point set equals G(S(t)) for t≫ 0. The same is true for {v+ | v ∈
G(S(t))}.
Remark. G(S)(t) may not be of bounded size. One can show that when n = 4, P1(t) =
2t2 + 4t, P2(t) = 2t
2 − t+ 1, P3(t) = 4t
2 + 2t− 1, P4(t) = 4t
2 − 3t, for t≫ 0,
G(S(t)) = {(−1, 1, 1,−1), (−2t + 2,−1, t − 1, 2), . . . 〈+1,−1,−1,+1〉 . . . , (−t+ 1,−t, 0, t + 1),
(0,−2t, t,−1), (−2t+1, 2t, 0, 2) . . . 〈+1,−1,−1,+1〉 . . . (−t−1, t+2,−t+2, t), (−1, 2t+1,−t+1, 0)}.
The original motivation for formulating this conjecture was propositions 4 and 5 of Roune’s [4],
which showed that the Frobenius number, as a function of t, is the maximum of a fixed polynomial
covector times v for v in some set related to G(S(t)). If G(S(t)) can be understood, then Theorem
1.7 can be applied. We ended up using a more direct approach to decompose the parametric
Frobenius problem.
Our work shows that the parametric Frobenius problem can be well understood by transforming
it into a parametric integer linear program. This idea may be useful in studying other parametric
combinatorics problems such as those in [8] whose answers are suspected to be eventually polyno-
mial.
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