The purpose of this guideline is to discuss the objectives and approaches of regional (subnational) development programs in order to provide guidance on issues related to evaluating the impact of these programs. Regional development programs are designed to improve the income-generating capacity of, and reduce poverty in, a focus region within a country. The primary and unique characteristics of these programs lie in promoting a broad range of productive activities in a predefined region. To do this, regional development programs often need to address the institutional structure under which decisions are made as well as how economic resources should flow from the center to the local level. As such, the programs involve both productive and institutional transformation. Evaluating the impact of regional development programs is complicated by the need to assess both the impact of productive investment as well as the institutional transformation. As with all impact evaluations, evaluating regional development programs is thus much more likely to be successful if planned along with the design of the program. This guideline provides a summary of the options for setting up evaluations of regional development programs, while carefully considering the need to go beyond evaluating the impact on beneficiaries alone.
Introduction
As part of a general strategy to reduce poverty, economic development programs often focus on a particular geographic region within a country with either high levels of poverty or a set of industries with potential for being engines of economic and social development, or both. The geographic region may be defined in different ways including rural areas, a region within the country, or a geopolitical unit such as a state, province or municipality. Regional development programs that focus on rural areas are generally designed to move beyond agriculture and are distinct from agricultural projects in that they recognize that rural households tend to be involved in multiple income-generating activities including nonagricultural wage employment and selfemployment (FAO, 1998; Reardon, Berdegue and Escobar, 2001 ). In fact, recent evidence from a cross-country study suggests that about half of income generated by rural households is earned in the nonagricultural economy (Davis et al. 2010) . Development programs that focus on a particular region or geopolitical unit usually include both rural and urban areas. This approach recognizes that the links between rural and urban development are often quite strong, particularly for intermediate-size towns and especially in the case of resource-based industries such as agriculture, resource extraction and tourism.
The objectives of regional development programs are to improve income-generating capacity and reduce poverty in the focus region. The primary and defining characteristics of these programs are therefore promoting productive activities, although programs often include investments in nonproductive activities that provide necessary infrastructure for economic activity and provision of services. Much of the challenge in designing regional development programs is that regional economies include multiple industries, and households living in those regions generate income from various activities. For a program based solely on a single industry, such as agriculture or tourism, it is possible to focus the components of the program on promoting that sector, although this in itself can be challenging. A truly regional program, on the other hand, needs to be sufficiently flexible to ensure that funds can be allocated to sectors with the potential to spur economic growth and raise the incomes of poor households. If it is sufficiently clear that a region has potential in a certain industrial area, a development program can be designed to promote that industry. Promoting a certain industry may be particularly appropriate if this develops an industrial cluster that takes advantage of agglomeration economies. Of course, when there are multiple options for developing a region or where picking a clear winning industry in the program-design stage is difficult, it is necessary to consider carefully the institutional design of the program so that it allows identification of potential investment opportunities that promote development.
Identification of high-potential economic activities usually requires local information.
Furthermore, promoting such high-potential activities requires a degree of local participation. As such, the expectation is that programs promoting regional development will include an institutional mechanism that incorporates local input in one form or another. When regional development programs involve substantial institutional transformation, they are often referred to as territorial development programs, and much of the focus of this guideline is on these particular types of projects. For a given program, the manner in which institutional change occurs depends largely on what current institutional arrangements exist and the degree of regional decentralization. In some cases, there may be an institutional vacuum if there is no clear government entity that should manage the program (Zezza et al. 2009 ). For example, programs focusing broadly on the rural economy may find that multiple line ministries (e.g. agriculture,
commerce, tourism, etc.) and/or subnational governments should play a role in the program, but there is no single entity in a position to manage the program and no mechanism by which these agencies can coordinate activities. For a province or municipality, while such mechanisms may exist on paper, they may have limited political or fiscal authority. In such cases, developing the institutional structure to manage the regional development program becomes necessary. At the other extreme, the region in which a program is to be implemented may have complete political and fiscal authority and may be the logical counterpart for managing these programs. Depending on the current situation, a regional development program may need to address the institutional structure under which decisions are made as well as how economic resources should flow from the center to the local level.
In some ways, a regional development program might be a step in creating a decentralized structure for managing regional economic development. That is, the institutional structures set up for the program may eventually be provided with the political and fiscal authority to manage regional economic development. Alternatively, these structures may actually hinder decentralization by creating a parallel institutional structure. The debate over the role regional development programs play in the process of decentralization is similar to the debate over social investment funds which provide funding to localities for social services through a demand-driven process that is managed by the national government. Social funds may be viewed as either a step toward full decentralization of social service provision or as a mechanism for centralized management of local investment (Faguet and Wietzke, 2006) .
The purpose of this guideline is to discuss the objectives and approaches of regional (subnational) development programs in order to provide guidance on issues related to evaluating the impact of these programs. In doing so, the guideline proposes possible methods for assessing the logic model and identifying the impact of these programs. At present, the Inter-American Development Bank (IDB) has a variety of programs that promote regional development through differing mechanisms. In particular, this guideline focuses on those that can be defined as taking a territorial approach, which includes productive and institutional transformation, although much of the discussion is relevant for a broader range of projects. Given the importance of these programs and the continuing trend toward decentralization, assessing the impact of these programs is critical for identifying their success rate, for determining what models have been most successful, and for establishing how these programs link to the decentralization of economic development.
Towards this end, Section 2 of the guideline provides the theoretical underpinnings of regional development programs and the issues and trade-offs to consider in promoting these types of programs. The section concludes with a series of hypotheses to be tested with respect to regional development programs. Section 3 gives an overview and categorization of the types of programs that fit the mold of regional development programs. Using IDB-financed program examples from Panama, it discusses the expected impact of these programs and highlights the evaluation challenges. Section 4 discusses the methodological issues in identifying impact and proposes specific steps for evaluating programs and collecting the necessary information. The final section provides conclusions and key messages.
The Logic of Regional Development Programs and Expected Impact
The overall objective of regional development programs is to improve the capacity of inhabitants in certain geographic regions of a country to generate income. A regional, rather than sectoral, focus is based on evidence that households receive income from multiple sources, including from agricultural and nonagricultural activities, from wage and self-employment, and from public and private transfers (Davis et al. 2010) . Focusing on a single sector, such as agriculture, may limit opportunities for some households or push households towards the promoted activity even when alternative options may be better. By recognizing that households employ different strategies to improve their livelihoods and that many households diversify their range of economic activities, regional development programs aim to facilitate the use of different pathways towards improved well-being.
In addition to acknowledging that households vary in their livelihood strategies, regional development programs also recognize that certain localities may have a comparative advantage in a particular economic activity. Further, it may be difficult for the national government to identify these activities or to have sufficient understanding of local conditions to know how to best invest public resources. Regional development programs seek means to provide public investment that facilitates the development of industries in localities according to their comparative advantages, with the vision of spurring growth poles in other areas. Of course, the expectation is that the private sector will also invest in these activities and that the role of public investment is to help promote investment through public-private sector partnerships. While certain social objectives-such as poverty reduction-may be achieved through such public investment, it is also motivated by the desire to create clusters of economic activities when possible.
The basic premise of the literature on clusters, industrial districts and agglomeration economies is that location matters since the geographic concentration of economic activities assists in making those activities competitive. Clusters promote competition through (1) increasing the productivity of firms through better access to specialized inputs and employees, information, customers, marketing channels and institutions and public goods; (2) a greater ability to innovate through better contact with suppliers and customers; and (3) lower barriers to entry due to better information and opportunities in existing clusters (Porter, 1998) . Firms within an industrial district (cluster) can benefit from agglomeration economies-that is, the increasing returns generated by the positive externalities of the activities of one firm on other firmsthrough exchanging specialized labor, specialized intermediate inputs and knowledge (Krugman, 1991) .
These arguments suggest that the synergies created by the geographic concentration of economic activities enhance the competitiveness of a region. Government investment in developing clusters is justified since there are positive externalities in private investment, yet the private sector will likely invest less than the social optimum. There is on-going debate regarding the role of the public sector in the creation of existing clusters and in the formation of new clusters, with some arguing they develop organically without government intervention.
Nevertheless, Porter (1998) maintains that governments, in addition to providing a sound macroeconomic environment for economic activity, may need to take specific actions to upgrade existing clusters or foster the development of new clusters, particularly those emerging from established ones. This provides a justification for development programs that use public-private sector partnerships to develop clusters.
The basic logic of regional development programs is therefore to improve income generation in the specified region through public investment that recognizes that households and localities may specialize in different activities and that seeks to facilitate, when possible, the development of clusters of related economic activities. Of course, industrial cluster formation is not promoted solely through regional development programs and there are other programs, often referred to as competitiveness programs, which are designed specifically to promote such clusters, usually on a broader scale than regional development programs. Furthermore, as discussed below, regional development programs involve more than just cluster promotion and involve institutional transformation for purposes other than cluster development.
The challenge in proceeding with supporting this type of investment is that local information and participation are critical both in identifying the best opportunities for investment and in providing complementary private-sector investment. In fact, a key to regional cluster formation is noting the uniqueness of regions not only in terms of resources available but also in terms of political institutions and cultural factors such as the level of social capital (Hospers and Beugelsdijk, 2002) . Furthermore, the supported activities may range across a number of line ministries and thus require coordination with those ministries as well as between national, regional and local governments. The ability of regional programs to do this depends largely on existing institutional structures. It may be that there is an institutional vacuum where no government entity is responsible for the development of a region, making public investment unlikely to occur unless that vacuum is filled (Zezza et al. 2009 ). Regional development programs, therefore, require a carefully constructed institutional structure to identify and manage investment in regional economic activities. Part of the logic of these programs, then, is productive investment combined with institutional transformation. This institutional transformation is based on the theory of decentralization in the provision of goods and services.
Previously focused mostly on fiscal considerations, decentralization is now regarded as a process with multiple vectors. It incorporates issues of political and fiscal decision making, with a planned devolution of responsibilities and deconcentration of economic activity from a strong pole of growth at the center to regional poles to develop clusters of activity.
The decision of how, when and what to decentralize when looking to promote regional economic development is one of maximizing efficiency while addressing the indirect effects of these decisions. In the Decentralization Theorem (Oates, 1972, p. 35) , the efficiency argument for decentralizing the provision of certain goods and services is formalized:
"For a public good the consumption of which is defined over geographical subsets of the total population, and for which the costs of providing each level of output of the good in each jurisdiction are the same for the central or for the respective local government it will always be more efficient (or at least as efficient) for local governments to provide the Pareto-efficient levels of output for their respective jurisdictions than for the central government to provide any specified and uniform level of output across all jurisdictions."
For regional economic development, the assumptions behind the theorem are that: (1) the local population exercises choice in demanding public investment; (2) local populations know their preferences and priorities better than regional or national levels of government; (3) the funding of investments follows the "Benefits Principle of Public Finance", that is that user fees should fund investments as much as possible, and basic community investments are funded through local taxes; and (4) investments mandated by higher levels of government are funded through intergovernmental transfers (grants).
The theorem above ignores three issues: spillover effects (externalities), population mobility, and the fact that the local government would provide the same level of services as the central government, and provide those services uniformly across jurisdictions (Oates, 2007) .
Since residents of one jurisdiction can benefit from the public sector activities of another, spillovers can take place across jurisdictions leading to underspending as jurisdictions fail to recognize these externalities or attempt to "free ride" on other jurisdictions. Population mobility occurs when there are different levels of investment in different areas motivating individuals to move to a jurisdiction that provides their preferred level of services. 1 The uniform provision of services assumption fails to recognize that local governments know local preferences better than central governments and are not likely to provide a uniform level of service. While central provision internalizes spillovers, decentralized provision creates other sets of variables to consider when determining the Pareto-efficient level of public expenditure on any given public good (Koethenbuerger, 2008) .
Along with these three limitations, a decentralization model must recognize the political system under which it is taking place, the fiscal constraints within a region or country, the institutional capacity of local governments to manage new responsibilities, and the regional disparities both in needs, resources and capacity that can make decentralization actually lead to greater, not less, inequality. A decentralized model does not necessarily provide for redistribution in a way that leads to better outcomes for the general population. In fact, in a decentralization process that implies autonomy at the local level for managing revenues and expenditures, there is a conflict between local autonomy and national redistribution (Bird, 2003) .
In this respect, a regional economic development program needs to be viewed from a national perspective of deconcentrating economic activity in ways that spur growth but do not exacerbate inequities between regions.
Because of these issues, decentralization inevitably involves trade-offs and there is thus no perfect model to implement it. However, there may be an optimum equilibrium somewhere between pure centralized control and total local autonomy; what this optimal level of decentralization is will depend on current conditions in a country or region. Further, the expectation is that this may change over time and, in pursuing a decentralization policy, countries may take piecemeal steps to reach that optimum level. successful under a decentralized system, the decentralization must be at a level that takes into account the trade-off between local information and participation and the regional scale of economic activities.
In general, the institutional transformations that are promoted within the structure of regional development programs take into account the need to identify local preferences and develop local capacity to manage resources, but do not usually include any mechanism for local entities to generate their own resources. As such, the institutional structure tends to be a partial step to decentralization as defined by the above theorem. This may mean that regional development programs are a step towards a more complete decentralization program, but are temporary in nature. The institutional approach used in these programs may also be an attempt to balance the benefits of decentralization (better information) with the possible costs in terms of efficiency (spillover effects, redistribution, etc). Regional development also tends to encompass larger administrative units than municipalities, based primarily on the argument that these units are in most cases too small to manage regional economic development and a larger unit of intervention is required.
Expected Impacts
Given the logic of the regional development programs, a few clear hypotheses on their potential impact can be identified although the approach to evaluating these programs is complicated by the need to consider not just whether they had an impact on beneficiaries in a target region, but whether they promoted the development of clusters and whether the institutional approach used was appropriate given the country context. For some of these hypotheses, standard impact evaluation approaches can be used while others require a more specific approach. Generally, the hypotheses that can be tested are as follows:
1. H 0 : The regional development program identified productive activities for investment from different sectors including both agricultural and nonagricultural activities.
The expectation is that the portfolio of investments funded through regional development programs represents a range of economic activities that are appropriate for local conditions. While similar activities may be found in certain areas, if the diversity of activities is minimal, there seems to have been limited benefit in using local information to determine the best investment. Assuming the welfare in recipient localities is improved, the question is whether the cost of achieving those benefits is worthwhile (a positive rate of return). Could these benefits be achieved in an alternative way at a lower cost (was this the most cost-effective alternative)?
4. H 0 : The particular institutional structure used in the program was the best manner in which to deliver funds for productive investment.
Even if the rate of return is positive and sufficiently high to justify investment, there remains a question of whether the institutional structure used is the best mechanism by which to choose and make those investments-meaning the relative return exceeds that of an alternative institutional structure for identifying investment opportunities. Given the different challenges in testing these hypotheses, the approaches to evaluating each hypothesis are discussed in Section 4. Prior to that discussion, in order to put the evaluation discussion in context, Section 3 considers regional development programs supported by the IDB.
Evaluating Regional Development Programs
Over the last decade, the IDB has had a number of programs that can be classified as taking a regional development approach in that they involve a predefined geographic space within a country, include a focus on multiple productive activities, and incorporate institutional transformation. The regional development programs span all types of countries that borrow from the Bank, from large federal states such as Brazil, to low income, small countries like Honduras.
In some cases, the IDB has developed these programs in multiple regions within a country to spur growth in distinct areas of that country. There are also cases of regional, multicountry structured programs, such as the Sustainable Management of the Lempa River Basin in Central
America (2001), which incorporated within a single program loans to three countries (El Salvador, Guatemala, and Honduras) and had local, municipal and regional activities.
Panama case study
In order to evaluate the impact of any program, it is critical that the evaluator have a clear understanding of how the program was designed and implemented. To highlight the issues in evaluating regional development programs, we have chosen to use the regional development programs supported in Panama. The IDB has provided loans covering all of the regions of the country over the last decade. The first of these programs was the Darien Phase I, followed by Bocas del Toro Phase I, Chiriquí, Darien Phase II, Bocas del Toro Phase II, Colon Phase I, and Central Provinces. Five of the seven programs were chosen as they were assessed recently by CONADES, a public organization created by the National Government to enhance development objectives in the country. These five programs, implemented in three regions, include Darien
Phase I and II, Bocas del Toro Phase I and II, and Chiriquí. The basic design of these programs is noted here to provide insight into the challenges of conducting an evaluation of a regional development program.
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The Panama case is an interesting one because regional governments were not elected at the time the programs were designed, but appointed by the national government, and therefore an extension of the national government. Nevertheless, they recognized the benefits of knowing local preferences, and therefore had institutional structures that accounted for this factor. The programs aimed to strengthen the institutional structure at the regional and local levels to promote decentralization; to improve productivity and economic diversification; to enhance the development of industrial clusters in the region while emphasizing sustainability and resource management; and to improve basic services and revamp the transportation infrastructure. Though each program had unique subcomponents, the institutional mechanisms for program conception and development are similar across the board, and probably a reflection of Panama's political system. The ability of these programs to promote an optimal decentralization mechanism was limited by the political-administrative structure of the Panamanian government. Furthermore, management of resources remained at the national level, therefore diminishing the impact of decentralization. Nevertheless, a national strategy to develop new development poles through the programs was likely to lead to reducing the effects of spillovers, migration and uneven service provision.
To understand how productive activities were chosen within the programs, a brief description of how the programs were designed is necessary. In general, the regional development programs took the following steps to indentify productive investments.
Diagnostic and baseline collection:
The first stage of the preparation of the regional development programs consists of the government, with IDB support, preparing a regional development strategy based on the largest economic sectors for each region and taking an inventory of all the potential natural resources that could be used towards income generation. The most prominent local development agents, public and civil leaders, and vulnerable groups participate in this process. This baseline information is then incorporated in the initial diagnostic of the development potential of the region.
Analysis of development scenarios:
The second stage focuses on the creation of various development scenarios for the region. With the assistance of consultants, a series of development scenarios are presented that take into account provincial, regional, national and international perspectives (depending on the location of the borders). Ideally, an economic analysis is conducted as an input into this process. In the case of the Panama programs, these were not included in the program documentation, or in the subsequent evaluations, therefore the degree to which this analysis was done is uncertain.
Formulation of sustainable development strategy:
The next step is to formulate the principle strategic guidelines of a regional development strategy in coordination with civil society, the private sector and regional and local governments, while also specifically including vulnerable groups (indigenous and others). In parallel, Provincial
Territorial Plans that subdivide the province, depending on composition, resource differentials, and political alignments, are created. The strategic needs within the region are then prioritized.
Action plan to implement strategy:
The Strategic Provincial Action Plan for Investments is then created based on 5, 10 and 15 year time horizons. It includes investments in infrastructure and basic service projects, institutional strengthening, natural resource management, rural development programs, and conservation of protected areas as well as other regional-specific projects.
Formulation of bank-loan program that will finance part of proposed Action Plan:
The last step is the formalization of the Bank Loan Program that considers all the planning instruments and defines the elements of the Action Plan to be financed with funding via the national and local governments.
These steps were taken prior to the implementation of the loan in order to create the regional framework for program implementation. This was done through a consultative process with both national and local actors, both with existing formal institutional structures as well as informal channels. Out of this process came an institutional mechanism for decision making and for the selection of specific investment projects once the overall programs were implemented in each region. This is discussed next. With these institutional structures in place, the following step-by-step process was how projects were selected:
1. Communities and local municipalities prioritized their needs and interests with regard to productive and infrastructure activities and projects, preparing the respective profiles or complete projects, based on the criteria set in the operating regulations.
2. Local beneficiaries submitted their proposed projects to their respective municipality.
3. Municipalities turned this information in to the Provincial Technical Board, which was responsible for evaluating the feasibility of the projects.
4. If the evaluation was positive, technical experts helped the beneficiaries ensure the project complied with sector regulations and specifications.
5. Feasible projects were sent to the Program Executing Unit for approval.
6. Once approved, the projects were funded.
As part of this process, the institutional mechanism encouraged community members to form activity associations in order to select a project that would assist them in promoting their activity throughout the region. This assumed that each region had specialized economic activities that could benefit from additional capital to enhance efficiency and productivity through technological and other inputs. In Darien, for example, funds were used for technology transfers to associations engaged in the agriculture, agroforestry and the fishery sector. The regional programs in Chiriqui and Bocas del Toro were aimed at helping banana producers reach exportable status. Tourism activities in Darien and Bocas del Toro were also included in promoting economic opportunities that benefit regional development. Overall, the process therefore led to investments in a range of agricultural and nonagricultural activities as well as infrastructure projects to strengthen these activities.
As seen through this model, projects were identified based on local demands and prioritized at the municipal level. In this manner, each program had an element of decentralization, at least for economic and small infrastructure projects. Nevertheless, these projects only account for a small fraction of the budget. The major projects continued to be implemented using a top-down hierarchical framework. These projects included provision of major infrastructure works and institutional-strengthening services. On the one hand, the rigid institutional mechanism seemed to go against the need for regional programs to be flexible in order to ensure that funds were allocated towards sectors, specific to individual regions, which would promote desired economic growth. However, it appeared that local committees provided the necessary input to national heads so as to allocate budgets according to prioritized local needs. As municipalities were still strengthening their governance to support a decentralized model for provision of public services, the need for national support through decentralized national agencies and government oversight appeared to be both intended and logical. The model that combined national decision making with voiced local demands is potentially a preliminary step towards a decentralization approach for regional development programs, particularly when decentralization implies a new governance model.
Challenges in evaluating regional development programs
The However, as the Panama programs highlight, much of the innovation in regional development programs is reflected in the institutional structure that is designed to deliver public investment. The programs can be viewed as an attempt towards regional decentralization that improve the capacity of inhabitants of the geographic region to generate income and that assist regional institutions in improving their ability to service the needs of their constituents. The interesting question to address is thus not just whether the programs had an impact on beneficiary populations, but whether that impact would have been the same under an alternative institutional structure. These programs then have the added challenge of needing to carefully consider and assess the programs' institutional structure.
Approaches to Evaluating Regional Development Programs
In this section, possible approaches to testing the hypotheses at the end of Section 2 are noted.
The hypotheses are laid out in order; that is, the first hypothesis requires understanding what projects were funded, which is necessary for evaluating the impact on beneficiaries (the second hypothesis). The second hypothesis identified the direct impact of the program, which plays a part in assessing the returns to the program (the third hypothesis). And so on. Each of the hypotheses is then discussed in order.
As a general rule, designing and setting up an impact evaluation ex ante-prior to the implementation of the program-facilitates conducting an evaluation and in particular determining impact (testing the second hypothesis). While it is possible to set up an evaluation ex post-after the program is in execution-creating a proper counterfactual is much more challenging. Although it would be too late to design an evaluation for the Panama programs since they are in execution, future regional development programs could be designed to facilitate an evaluation. As such both ex ante and ex post evaluation designs are considered.
The first hypothesis: Identification of productive activities
The expectation is that the portfolio of investments funded through regional development programs represents a range of economic activities that are appropriate for local conditions.
While similar activities may be found in certain areas, if there is limited diversity, there seems to have been little to gain from using local information to determine the best investment. For example, in the case of Panama the expectation is that within each province there would be some diversity of activities funded both within each province as well as across provinces. If the same types of projects are being funded everywhere, it suggests that using a decentralized approach did not help in selecting projects. Further, a limited number of activities may reduce the likelihood of achieving gains through agglomeration economies. Up to a degree, the more diversified the portfolio, the more likely that synergies are developed. Of course, excessive diversification is also unlikely to bring about any synergies in activities so the expectation is that activities will be related in some way. Precisely defining the optimal level of project diversification is challenging, but a key consideration is whether the projects are related and whether they are likely to create greater economic activities together than if funded in isolationthat is, whether the whole is greater than the sum of the parts.
The process of identifying projects for funding and the logic of the choices made should assist in determining if the sets of projects were viewed as related. As such, it is important to know not just which projects were funded, but also those that were proposed and rejected. This helps to determine whether the process facilitated investments in related projects and rejected those that were both of lower return and unrelated to other projects. The proposed first step in the evaluation is then to carefully identify the projects that were considered for funding as well as those that were actually funded or will be funded if the program is still in execution. These activities can be assessed to see whether the program appears to have taken appropriate advantage of local information and helped develop clusters of activities.
Note that an added reason to have information on both funded and rejected projects is that they represent a potential counterfactual that could be used for comparison. Whether this is a legitimate counterfactual depends on the process by which projects were determined for funding.
The specific information required is as follows:
1. The intended and actual process for identifying projects for funding including an assessment of the costs associated with the process.
2. The list of individual projects funded through each program, the amount of funding, the timing of the funding, the specific location of the project investment, and the type of project that was funded.
3. The list of individual projects that requested funding through each program but were rejected, the amount of funding requested, the specific location of the requested project investment and the type of project that was requested.
If the need for this type of information is recognized ex ante, a careful monitoring system can be put in place as part of the program that captures all the relevant information. As seen below, this can greatly facilitate an impact evaluation. If the monitoring system is not designed to collect this information, it must be collected ex post. This generally requires trying to track down program documents and government or IDB staff who worked on the program to reconstruct what was done and what types of investments occurred. In the case of the five Panamanian programs, an ex post assessment of the programs did find that the selection process led to investments in a range of agricultural and nonagricultural activities as well as infrastructure to support their development. The specific productive investments ranged from fisheries commercialization, artisanal diversification, forestry, agricultural commercialization, farming, tourism capacity and small-scale infrastructure. In some cases though, identifying the industry of investment was difficult since records only showed the amounts provided for investment, but the original proposals were not found. Further, it was difficult to determine what projects were proposed and rejected in the process and the reasoning for the choices made. Thus, while it was possible to identify some projects that were funded, it was difficult to understand the process by which they were chosen and those that were not chosen. This makes it very difficult to provide an assessment of the impact of the program and highlights the importance of ex ante evaluation planning.
The second hypothesis: Impact on beneficiary localities
Even if the chosen activities appear appropriate, if the investment itself did not improve the wellbeing of individuals in recipient localities, it provides insufficient justification for investment. conducting an impact evaluation depends on the type of data that is collected and whether the evaluation is designed ex ante or ex post as noted below. We consider two broad categories of impact evaluation: experimental and nonexperimental.
Impact evaluation design using experimental methods
The advantage of designing an evaluation prior to program execution is that it provides the ability to obtain baseline information prior to execution and to adjust the implementation of the program to facilitate an evaluation. In the case where funds are allocated based on demand, as in regional development programs and social investment funds, the best way to set up an evaluation is by using a "pipeline comparison". In these programs, a fund is set up for investment and a process by which those funds will be used for specific investments is determined. The process should include the parameters for funding projects (the types of project eligible for investment)
as well as how to prioritize those projects. Of the proposed projects, presumably only some will be selected for funding based on some predefined criteria. This same process should rank the projects from the most to least desirable and should include some cutoff by which certain ones will or will not be funded.
Assuming there are a sufficient number of projects included in the "pipeline"-that is, the list of projects that will ultimately receive funding-it should be possible to randomly assign those that will receive funding in the first stage of the program and those that will be funded at a later stage. Those that receive immediate funding can be used as a treatment group and those that receive later funding as the control group. With enough projects to allow a sufficient sample size, the random assignment should be sufficient to ensure that the treatment and control groups are alike in all ways except for having received the funding. With the collection of baseline data (prior to program funding) from households in the treatment and control groups, this can be verified.
In practice, a number of issues might come up in randomly assigning projects. First, it may be the case that there are a limited number of projects to be funded. Even if this is the case, attempting to randomly assign the projects to control and treatment is worthwhile. But in such a case, there is a value to stratifying the projects and randomly assigning by strata. If projects are ranked by expected returns, it may be worthwhile to divide them by level of return and randomly assign from each strata to ensure a range of high to low return projects in both control and treatment. If projects vary by sector-for example agriculture, tourism, etc.-and there is a logical grouping of projects, they may be stratified by these groupings to ensure that a range of sectors is included in control and treatment. Of course, stratification has implications for the sample size required to conduct the analysis. If measuring the impact of the project within each grouping, or strata, the size of the sample must be sufficiently large to ensure that the "power" of the sample is such that it can capture the impact of the project within each of these groupings.
These issues are addressed more fully elsewhere and should be carefully considered.
An additional problem with using experimental methods in practice relates to the fact that in some cases not all projects to be funded are submitted and selected at once. This means that not all eligible and funded projects are known at the outset of the program. Doing a pipeline comparison using the projects funded at different stages of the program is still possible, but concerns will be raised over whether the projects that are funded initially are somehow fundamentally different from those that are funded later. This is likely to be the case if there is some reason why certain groups or certain areas were able to put together projects for funding more quickly. If earlier-and later-funded projects differ, the control may not be a perfect comparison group to the treated group and the manner in which the analysis of impact is done must be carefully considered. Nonexperimental methods, noted below, must be used to conduct the analysis.
If random assignment of the pipeline to control and treatment is possible, the best method of evaluation is to use a double-difference approach. This requires collecting baseline information from a random sample of control and treatment households. A follow-up survey should also be administered after treatment in the treated communities, but prior to the treatment of the control group. Of course, a sufficient amount of time must have transpired between the treatment of the treated group and the control group to allow for the project to have had an impact. The final data set then has detailed information on the treated group (P=1) and the control group (P=0) prior to program implementation (baseline, so T=0) and after program implementation (post-treatment, so T=1). For an indicator y i , the impact of the program can then be determined by estimating the following equation:
In equation (1), γ estimates the initial difference between the two groups so
γ =E[y i | P=1, T=0] -E[y i | P=0, T= 0]), 3
λ estimates the change in the outcome that occurred over time in the control group due to other factors unrelated to the program or
λ = E[y i | P=0, T=1] -E[y i | P=0, T=0]), and δ estimates the impact of the intervention so δ = E[y i |P=1, T=1] -E[y i |P=1, T=0]} -{E[y i |P=0, T=1] -E[y i |P= 0, T=0].
Estimating δ through (1) assumes that both groups would experience the same time trend (λ) in the absence of the program so that once initial differences (γ) and the time trend are accounted for, the remaining difference between the two groups can be attributed to the intervention. This approach is referred to as a double difference or difference-in-difference since it controls for initial differences across space (between control and treatment) and differences over time, making any remaining difference due to the program. If the control and treatment are randomly assigned, this is generally considered a reasonable assumption.
Even with random assignment, however, there is the possibility that the control and treatment will not be identical, particularly if the sample size is not very large. Of course, using the baseline data, the characteristics of the control and treatment groups can be compared to see the results of the experiment and this is always recommended. Further, including additional variables (X) in equation (1) can help control for any preexisting observable differences that may exist between control and treatment and helps in the precision of the estimates (Stock and Watson, 2003) . In practice, even when experimental data is available the following regression is often estimated to get impact:
where X i is a vector of baseline characteristics β is the influence of those variables on the outcome variable of interest, and the other variables and parameters of the model are as previously noted. This approach is referred to as a double difference with conditioning variables. In general, including conditioning variables can help improve estimates of impact (since they help deal with preexisting differences), but cannot hurt (since if there are no preexisting differences the results are as they would be without the conditioning variables).
Impact evaluation using nonexperimental methods
When implementing a program to facilitate an evaluation through the use of an experiment is not possible, nonexperimental methods of evaluation must be used to establish program impact. As when using an experiment, the key to accomplishing this task is establishing a counterfactual.
Creating a counterfactual depends on what data can be collected and, closely linked to this, the ability to employ a method that helps to identify the counterfactual and avoid biased estimates of impact. Since the data collected and method employed are closely linked, we begin by considering the options for data collection.
For regional development programs, data collection for establishing impact is going to involve administering surveys in treatment and nontreatment areas (at least at the time of the survey). The more closely the nontreatment area represents a good counterfactual, the easier it is to establish impact. Three options for nontreated communities to include in the data collection are: (1) pipeline communities who will receive a project in the future but have not yet started receiving program benefits; (2) rejected communities who applied for funding but did not get it;
and (3) nonprogram communities who did not apply or were not eligible for the program.
Pipeline communities represent a good counterfactual since they are clearly eligible for the program and thus must have some characteristics that make them similar to those communities that were already treated. Yet since they did not receive the project early on, there is a concern that there is some reason that they received it later. For example, the program may decide to treat those communities with the highest-expected returns first and those with lowerexpected returns later, indicating that those communities later in the pipeline have lower-return investments. Without controlling for this, the impact of the overall program might be overestimated since it reflects not only the benefits of the program, but also the fact that these early investments are high-potential communities. Therefore, it is critical to understand the reasoning for the order of treatment within the pipeline. If the ordering is arbitrary-reflecting, for example, political considerations rather than returns to projects-it may be easier to use the project pipeline as a counterfactual.
It may seem that rejected communities should never be used as a counterfactual by virtue of the fact that they were rejected for a program-they must not have met program criteria for some reason. But rejected communities did decide to apply for a project, suggesting that they at least perceived they met the criteria. They also must have a degree of organization, which allowed them to apply. Whether they can be viewed as a reasonable counterfactual depends on the reason for their rejection. If the expected returns to the proposed project were not sufficiently high, it may be still possible to use the communities as a counterfactual, especially if they were near the borderline of acceptance. If the proposal was not approved because of a lack of funding or political consideration, again they may be a useful counterfactual. Once more, understanding the process for accepting and rejecting the proposed projects of communities is important.
Finally, there is the option of using nonprogram communities. In doing so, the first consideration is why they are not part of the program. Are they ineligible because they could not have applied for funding or are they in fact eligible but chose not to apply? If they are ineligible, the reason for this becomes important. It could be simply that they are not in the geographic area considered for inclusion in the program. This could mean that there are similar communities in a neighboring geographic region that were not part of the program. If they were within the eligible geographic region but chose not to apply for funding, there is the question of why they chose not to. Is it that they did not have a good project to propose, lacked the organization to put forth an application, or were unaware of the project? Whether it is because a community is ineligible or chose not to apply, the reason for them not receiving a project needs to be clear.
As can be seen from the discussion of the options, what is critical in all cases is to establish (1) whether any nontreated communities can be considered sufficiently similar to treated communities to be a legitimate counterfactual, and, (2) if these communities are used, what potential differences between the treatment and the identified control might lead to biased estimates of impact. Considering these potential sources of bias helps to decide whether any of the evaluation approaches are suitable to address this bias and allow for a reasonable estimate of impact. Some of the commonly used nonexperimental methods of impact evaluation are discussed below, but prior to considering these methods a discussion of baseline data and its role in evaluation is warranted.
While it is possible to conduct an impact evaluation without baseline data using nonexperimental methods, one must assume that the control group has been nearly perfectly created. More importantly, without baseline data it is impossible to test whether this assumption is reasonable. Even when using an experimental approach, as noted above, checking the baseline to see if the experiment created a good counterfactual is recommended. Given the difficulties noted above in creating a good data set, in the case of nonexperimental evaluations, verifying the pretreatment similarity of the treatment and control groups is even more important. Along with verifying whether the control and treatment are reasonably comparable, baseline data is also useful in identifying impact since it can be used to control for any preprogram differences in control and treatment groups that remain after the creation of the data. Recall that a good counterfactual is one in which the control group is similar to the treatment group in all characteristics except in receipt of the program. If there are any differences between these groups, the baseline may be used to remove any of these remaining differences.
Having baseline data assumes that the decision to conduct an evaluation has been made ex ante and program leaders had the foresight to recognize the value of baseline data. If there is no such foresight or the decision to evaluate the program is taken ex post, the evaluation may have to be done without baseline data. In such cases, carefully selecting the control group remains critical and the data collection should be done in such a way as to solicit as much information about the characteristics of beneficiaries and nonbeneficiaries that could not have been influenced by the program. It may also be possible to use secondary data from previous surveys or censuses to assess treatment and control groups prior to the program. Any information that facilitates the ability of the evaluator to understand potential differences between control and treatment groups is helpful. Finally, even if true baseline data cannot be collected, panel datathat is data from two points in time for the same set of observational units-can be useful in identifying program impact, as it may help in controlling for preprogram differences in control and treatment communities.
The appropriate nonexperimental method for conducting an evaluation depends on the data collected and should be determined in conjunction with data collection. Providing a detailed description and the appropriate background literature on nonexperimental methods is beyond the scope of this guideline. Instead, a basic overview is provided to help assess the possibilities in conducting an evaluation. In employing any of these methods, readers should refer to more detailed descriptions of the approaches.
We begin by considering the most common nonexperimental approach: propensity score matching or PSM. The basic idea of PSM is that while the available data from control and treatment communities may not be perfect, within this data there exists a set of treatment and control observations that are similar in all ways except that the treatment group received the program. The key then is to come up with a way of identifying, or matching, these two groups together. If they can be matched, it is almost as if an experiment was done, which is why this approach is often referred to as a quasi experiment.
In practice, PSM uses the predicted probability of participation in the program, referred to as the propensity score, to match treatment observations to control observations. The propensity scores are calculated using a probit or logit regression on program participation using all the data (treatment and control) and employing as explanatory variables a set of characteristics expected to adequately predict participation. The variables should be preprogram or, if collected after program implementation, should be variables that could not have been influenced by the program (that is, exogenous variables). Since these characteristics are observable, PSM assumes that program participation is related to observable characteristics of participants as opposed to unobservable characteristics. As a general rule, when a program determines who can participate there is less concern that unobservables influence participation since the program had to have observed the characteristics of the participants to allow them to participate. 4 On the other hand, when participants self-select into the program there is more likely to be concern that some unobservable characteristics-e.g. motivation, entrepreneurial ability, leadership, etc.-is likely to influence participation. Ultimately, it becomes the judgment of the evaluator to determine if this assumption is reasonable.
Once propensity scores are determined for control and treatment observations from the regression on participation, a quick assessment of the scores obtained is recommended. Since the idea is to match treatment and control observations, the distribution of these scores must overlap at least to a degree. The region of overlap is referred to as the area of "common support" and there should be enough of an area of common support to allow for matching to be done. It is common for the distribution of scores for the treated and control groups to be graphed to get a visual representation of the distribution of scores. Scores outside the area of common support may be trimmed from the sample. 5 Along with checking the common support, the "balancing properties" of constructed data set can be checked. In theory, the treatment and control group in the constructed data set should balance in the sense that there should be no differences between the two groups in terms of the preprogram variables. To check the balancing properties of the constructed data, tests of differences of mean value of the variables used to create the scores are often done for the entire sample and even for subsamples such as each quintile of propensity scores. This latter step is to ensure that similar scores do not occur from different combinations of characteristics. In these tests of difference, the expectation is that there will be limited differences between the constructed control and treatment groups in these exogenous variables.
With the observations to be used for identifying impact, a procedure must be used to determine how the matching will occur. Assuming there is common support, the simplest approach is to use the "nearest neighbor"-that is, to match each treatment observation with the control observation that has the closest score. The logic of this is that households with similar scores would have similar preprogram characteristics and would thus be comparable. To ensure that the score is sufficiently close, a caliper width can be determined before matching and matches will only occur between scores within that width. This implies that some treatment and some controls may not match with any observation and thus may not be used. Once the nearest neighbor is identified, the outcome variable is compared for each matched treatment and control observation. These differences are then averaged over the entire sample for an outcome y i , as follows:
where y iT is the value of the impact indicator for treatment observation i y iC is the value of the impact indicator for control observation that is matched to treatment observation i NT is the number of treatment observations i=1…NT δ estimates the impact of the intervention.
As an example of this approach consider an indicator, such as expenditures per capita, which is used as an overall welfare measure. Since matching is used to create the counterfactual, if it worked as expected expenditures per capita prior to treatment would be, on average, the same for the constructed control and treatment groups. Suppose that after matching, on average, the constructed treatment and control groups both spent $100 per capita prior to treatment. After treatment, suppose the treatment group spent on average $120 per capita and the constructed control $110 per capita. Using equation (3), the estimated impact of the program will be $10 per capita ($120-$110==$10).
As noted above, the problem with this approach is that it assumes that differences between control and treatment are observable. If there are unobservable differences then the calculation from equation (3) can capture both program effects and these preexisting differences, leading to biased estimates of impact. One solution to this problem is to use baseline data. If baseline data is available, instead of comparing the value of the indicator after treatment, the change in the indicator value can be used-that is, for outcome y i the difference in the outcome over time where y i1 is the value of the indicator after treatment and the y i0 the value before treatment. The reasoning behind taking this approach is precisely that it helps control for pretreatment differences in the constructed treatment and control groups whether they are observable or unobservable. Following the example above, suppose that due to some unobservable differences in the constructed treatment and control groups, the control actually spent on average $105 per capita prior to the program. Equation (3) (3) and (4) will give the same result ($10 per capita in the above example). Thus, equation (4) is the safer, and preferred, approach since it controls for any potential preexisting differences but if there are none still gives the same estimate.
Matching to the nearest neighbor assumes that the closest match is the best and does not use information on other control observations which might be almost as similar. Instead of simply matching with the one nearest neighbor, matching treatment observations to more control observations, such as the five or ten nearest neighbors, is also possible and common. The argument for doing this is that it uses more information and provides more robust results (although there is some question about whether this is the case). As with one-to-one matching, the closest propensity scores (in absolute value) are used for comparison if within the predefined caliper width. In this case, the difference in the outcome indicators between each of the chosen control observation and the treatment observation is calculated. The overall difference between the individual treated and controls is the weighted mean of the individual differences where each "neighbor" is equally weighted. Alternatively, instead of equally weighting the nearest observations, weighting can be based on the difference between the treatment propensity score and the score of the control observation with closer scores being weighted more than further scores. In this case, the information from different control observations is used, but a greater emphasis is placed on closer observations. Different ways of calculating these weights can be used, such as those based on a kernel function. Using this scheme, the impact estimate can be written as follows: Finally, note that because of the manner in which PSM estimates impact, impact estimates do not come with straightforward standard errors that can be used to test the statistical significance of results. Of course, it is desirable to obtain not only an estimate of impact, but also to determine if that estimate is significant in a statistical sense. The common approach to obtaining tests of significance is to use "bootstrapping" to calculate standard errors. The details of this are beyond the scope of the guideline, but it is important that a sense of the significance of results be obtained.
There are two other nonexperimental approaches that could potentially be used to evaluate regional development programs which we briefly describe below. They are regression discontinuity design and instrumental variables. Although these approaches might be considered for regional development programs, they are less likely to be suitable for reasons discussed below.
Regression discontinuity design uses the fact that there is some cutoff for eligibility of a program. For example, a program may target the poor and use a minimal score on a poverty index to decide who is eligible. Alternatively, the cutoff could also be a geographic limitation since programs may be only within certain local political units. Those right above and right below a cutoff point are likely to be very similar and thus those below the score may represent a good counterfactual for those above the eligibility cutoff. The approach assumes then that there is no discontinuity in impact indicators-that is, those on either side of the cutoff would have behaved in a similar manner with or without the program or any difference that can be controlled for. If this assumption holds, it is possible to use this fact to identify the impact of the program.
The approach is particularly useful for programs where sets of individuals or households are likely to be near some cutoff. For regional development programs that target communities, there are less likely to be cutoffs or at least an insufficient number of observations on either side of a cutoff. However, there is the possibility that there are geographic limitations that create a discontinuity across political boundaries or that projects are chosen based on being above a certain expected rate of return. In such cases, using regression discontinuity approaches may be appropriate. Note that this approach depends on the design of the data collection noted above. If it is reasonable to assume a discontinuity in program design but not in outcomes, it is possible to use this method and it should be explored.
The final nonexperimental approach considered is instrumental variables. The primary benefit of an instrumental variable approach is that it relaxes the exogeneity assumption of the previous methods-that is, among other things it helps to deal with the possibility that program participants differ from nonparticipants in unobservable ways. To see this, consider a standard regression on an impact indicator y i as follows:
where P i is equal to one for participant observations and zero otherwise, X i is a set of exogenous variables, and e i is the error term.
As noted above, if the data collected for the evaluation is through an experiment, and the experiment leads to a treatment and control group that are alike in all ways, δ provides an estimate of the impact of the intervention. With nonexperimental data, we are concerned that due to program placement or self-selection, those who are in the program may be fundamentally different from nonparticipants and δ might capture these differences along with program impact, leading to biased estimates of the influence of the program. If these sources of bias are observable, PSM may be used. If they are unobservable, it might be possible to use baseline data to remove any preexisting differences, assuming these differences do not change over time-that is, they are time invariant. However, in the event neither of these options works, an instrumental variables approach may be the best option. With such an approach, an instrumental variable or set of instruments, Z, is required that is exogenous, matters to program participation, but does not influence the variables measuring program impact. The instrumental variables then help predict program participation, but do not suffer from the same problems as the participation variable.
Under such cases, equation (6) could be estimated through a two-stage procedure as follows:
here is the predicted probability of participation in the program estimated from (7a).
i P Since P i is exogenous then is also exogenous and should provide an unbiased estimate of impact. Because P i takes the value of zero or one it might be estimated by a probit or logit although there are arguments for using a simple linear probability model. 
Evaluating mechanisms of impact, spillovers and heterogeneity
Although the focus of this section is on the approaches to identifying the impact of regional development programs on beneficiary localities, a brief discussion of the indicators to use and the manner in which to conduct the analysis is merited. In general, programs funded by development banks and other donors include logical frameworks or results matrices. If done carefully, these should include indicators not just of the overall expected impact of the program, but also the mechanism of impact. In conducting an analysis of program impact, it is important not to focus just on the final outcomes such as improved expenditures or income per capita, but on identifying the mechanism by which this outcome occurred. By carefully selecting indicators to evaluate, it is possible to understand the process by which an impact occurred and potentially to improve this process in subsequent programs. For regional development programs, this means trying to understand how investment in locally requested projects influenced the economic decision making of beneficiaries and the effect this had. To be able to capture such effects, the investment projects must be well understood and the data collection designed in such a way as to collect the right type of information.
A second consideration is whether the program might have had indirect effects within a community or on neighboring communities. Depending on the project, these "spillover" effects can be substantial. 6 In a regional development program, if there is only a subgroup of individuals within a community that participate in a project, the spillover effects may be on their neighbors within the same community. If the investment is in training or in infrastructure, there may also be benefits to neighboring communities. To capture these effects requires identifying both direct and indirect beneficiaries of the projects prior to data collection. Data must then be collected on both of these groups as well as on the control group. The mechanism by which spillover effects are expected to occur must also be considered so data should be collected to check whether this mechanism did in fact cause the spillover effects or not.
The focus above has been on obtaining an unbiased estimate of what is referred to as the average treatment on the treated-that is, the average effect of the program on treated observations. While this is of interest, the focus on just the average effect of the program is generally insufficient and considering whether the impact differed by subpopulations is important. For example, in regional development programs certain types of investment, such as training versus infrastructure projects or agricultural versus nonagricultural projects, might be expected to have a different impact, and assessing this possibility is important. Further, certain groups within communities, such as the poorer population, may benefit more or less from the program. There may also be differences in effects across region. Having some idea of how the impact of the program might vary across subpopulations prior to data collection allows the relevant information to be obtained and the heterogeneity of the program impact to be assessed.
This in turn provides insight into the manner in which future programs might be designed or existing programs modified.
6 See Angelucci and Di Maro (2010) for a discussion incorporating spillover effects in impact evaluations.
The third hypothesis: Returns to investment
One general limitation of impact evaluation is that it tends to focus on impact indicators and says nothing about whether the investment in achieving that impact was worthwhile. This, however, does not have to be the case. Impact evaluation carefully determines the impact of a program on key indicators using a counterfactual analysis. Using the information obtained from the analysis, estimating at least some of the benefits of a program is possible. In this section, we focus on how to assess whether the cost of achieving those benefits is worthwhile. As with impact evaluation, there is an extensive literature on cost-benefit analysis (CBA), and examining that literature is beyond the scope of this guideline. In conducting a detailed analysis, this literature should be utilized.
Before discussing the details of the analysis, it should be clear that unlike standard impact Identification of the program refers to having an in-depth understanding of the program and how it was implemented. As with impact evaluation, understanding program details is critical. In the case of regional development programs, this refers to the details noted above regarding how projects were selected and administered. In this case, the information is required to identify the costs and benefits of the program rather than to identify a counterfactual. As noted in the second step, all social costs and benefits of the program should be identified. By social costs and benefits, we refer to all the costs and benefits to society, including the government, firms, and individuals. These costs and benefits may be financial and nonfinancial. Most costs in regional development programs are known since they are identified and valued in program documents; so both planned and actual expenditures should be available. Of course, there could be additional costs that are borne by members of society that need to be identified. For example, if a regional development program includes investment in infrastructure, such as a road, there may be costs to those living near that road. These costs should be included. As with the costs, a well-documented development program should also identify most of the benefits.
Once the costs and benefits are identified, the next step is to determine a procedure for estimating values for each of these. Impact evaluation is most useful in valuing program benefits on direct, and sometimes indirect, beneficiaries of a program. The procedures outlined above for impact evaluation provide an estimate of the average effect of the program on key indicators of program success. If the data used in the evaluation is representative of the beneficiary population, this can be used to estimate total benefits using information on the total number of beneficiaries. If these are monetized values, the average benefits can be simply multiplied by the total number of beneficiaries to get the total benefits. If they are not monetized, and include indicators such as increases in agricultural production, they need to be put in monetary terms so that the total value can be calculated. In identifying benefits, it is important to avoid double counting and ensuring that some values do not subsume others. For example, the impact on total income per capita is likely to be the result of increased agricultural production and both should not be counted. Given this is the case, for CBA, the impact of programs on overall welfare measures are the most useful for calculating benefits. For other types of benefits (and costs) of the program beyond those provided to beneficiaries, there is a large literature on methods for placing value on both market and nonmarket goods.
Since regional development programs usually take place over many years and the benefits occur over time, it is necessary to identify the costs and benefits in every period over some time horizon. Because we are interested in assessing if the program is currently worth the investment spent, future (and past) values need to be put into present-value terms. By present values, we mean the value in current monetary terms of past, present and future costs or benefits.
For a number of reasons, including time preference, uncertainty, opportunity, cost of capital and so on, future values are discounted to put them into present-value terms. The appropriate rate of discounting the future is subject to debate and largely depends on assumptions about the reasoning for discounting. The key however to calculating the current value of future costs and benefits is the discount rate, which is the rate at which future monetary values are valued in the present. A higher discount rate discounts future monetary value more than a lower rate. In conducting a CBA, some rate must be decided upon and the IDB uses 12 percent.
Once benefits and costs are identified, valued and put in present-value terms, an initial assessment of the program is possible using some investment criterion. There are three principle investment criteria used to assess programs: net present value (NPV), benefit-cost ratio (BCR) and the internal rate of return (IRR). The NPV is a measure of the absolute monetary gain of a program and is calculated by subtracting the present value of costs from the present value of benefits. For a given discount rate, , and costs and benefits in time t=0…T indicated by C t and B t respectively, the NPV of a program is measured by:
If this value is positive, the program is justifiable while if it is negative it is not worth the investment. The problem with this measure is that it gives an absolute monetary value with no consideration of how much was invested. Therefore, for example, two programs could have an NPV of $1 million and be viewed as equivalent on this criterion even if one only costs $2 million and the other costs $200 million.
The BCR criterion attempts to address this by using the ratio of the present value of benefits and the present value of costs as follows: 
This provides an estimate of the return to a dollar invested. A value greater than one for the BCR implies benefits exceed costs and provides an estimate of the return to one dollar invested. A value of less than one implies each dollar invested returned less than a dollar in benefits. For this criterion, a ratio of greater than one suggests a program is worthwhile.
Along similar lines is the internal rate of return (IRR) which provides the rate of return of benefits to costs. Calculating the IRR requires finding the discount rate, ∂ , for which the NPV is equal to zero. This can be done using alternative values for ∂ in equation (8) until the NPV=0.
Whether the IRR is sufficiently high to justify the investment depends on whether the IRR exceeds the discount rate since if it does it implies that the investment exceeds the manner in which the future is discounted. For development programs, the tendency is to use the IRR as the investment criterion and see whether it exceeds a predetermined value, such as 12 percent.
Programs that exceed this threshold are viewed favorably while those below this value are viewed as offering insufficient returns.
For regional development programs, calculating each of these measures is fairly straightforward. The challenge is in identifying and valuing the costs and benefits. Before making a recommendation on whether a program was worthwhile, the final steps require assessing the sensitivity of the analysis to key assumptions, including those made in calculating the benefits and costs. Quite often, calculating benefits and costs requires certain assumptions about the magnitude of effects-for example, the number of direct or indirect beneficiaries, the average impact on beneficiaries, price changes on products, sustainability of effects over time and so on. Checking how important these assumptions are in calculating the return to the program is important so that any recommendation can be qualified. Once this is carefully done, a recommendation on whether the program was or would be worthwhile can be made.
The fourth hypothesis: Assessment of institutional structure
Even if the rate of return is positive and sufficiently high to justify investment, there remains a question of whether the institutional structure used is the best mechanism by which to make those investments-meaning the relative return exceeds that of alternative ways of investing. It may be that an alternative approach might have achieved the same types of investment but at a lower cost (i.e. been more cost effective); or have chosen better productive projects (i.e. had a higher rate of return); or have been more sustainable (i.e. facilitated future investment activities).
To assess whether an alternative approach might have been more effective, an alternative institutional structure must be identified. In the case of regional development programs, one alternative is to use the structure that existed prior to the program's implementation. Since regional programs by definition involve institutional transformation, the pre and post structure can be compared. Alternatively, the program's institutional structure can be compared to some If information is available on the costs of an alternative structure and on potential benefits, CBA could be conducted, in a manner described above, to determine which institutional structure would have achieved the highest returns. Alternatively, cost-effectiveness analysis could have been done. Cost-effectiveness analysis looks at alternatives to determine which alternative can bring about a given result in the least costly manner. Of course, the desired result needs to be defined and for regional development programs it might be increased per capita income among beneficiary households or some similar metric. In this case, cost-effectiveness analysis might examine the costs of alterative institutional structures in bringing about a certain percentage gain in per capita income.
As should be evident, the best approach to assessing institutional structure of regional development programs depends on a number of factors, especially the information that can reasonably be made available. Equally clear should be the importance of going beyond impact evaluation to considering whether the approach used was the best possible alternative.
The fifth hypothesis: Assessing agglomeration economies
While investments may have a sufficiently high return to justify them, this does not necessarily imply that they help develop clusters of activities. For this to happen, the expectation is that there might be a pattern of public investment in related activities in certain areas (if a cluster is at its early stages of development) that will create the incentives necessary for private funding to enter the particular area and develop a cluster of activity that generates the greatest return for any particular investment. Proposals for public investment might also note this as an objective of providing funding, arguing that the benefits of locating an investment in a specific area far outweigh any added costs because of the functional linkages between activities. Thus, a first step when considering if a regional development program induced agglomeration economies is to look over the pattern of investments and the investment proposals to see if they are consistent with creating agglomeration economies. This step is, of course, linked to the first hypothesis noted above that examines the range of investment in productive activities. An assessment of private investment complementing this public investment would also suggest clusters are being formed and could be examined although this may be difficult to attribute to the program investment alone.
It may also be possible to try and test in the longer run if agglomeration economies exist.
Again, this may be difficult to attribute to the program, but at least it provides a sense of whether the program investment was consistent with the creation of agglomeration economies. The details of how this can be done are beyond the scope of this guideline. However, the basic logic is to determine whether the productivity, or similar metric, is influenced by the location of firms near other similar or related firms-that is, by controlling for other factors determining whether firms obtain benefits from being in the proximity of other similar firms. In the case of regional development programs, this requires having detailed data on the firms that exist within the region of interest including spatial information on the location of the firms and the proximity to other firms. Such information is unlikely to be available unless specifically collected by a program as part of an evaluation.
Conclusion
Regional development programs have a certain logic in that they recognize that households and localities within a geographic area may specialize in different activities and that there may be a value in public sector investment in these activities to facilitate the development of clusters of related economic activities. However, there is an inherent challenge in supporting this type of investment in that local information and participation are critical both in identifying the best opportunities for investment and in providing complementary private sector investment.
Additionally, the model used by a country to move towards decentralization can generate inequities and externalities that need to be recognized so that regional economic development can address them, rather than exacerbate them. Regional development programs, therefore, require a carefully constructed institutional structure to identify and manage investment in regional economic activities. The programs then can combine productive transformation with institutional transformation.
While based on certain logic, the programs create what can be viewed as a complicated institutional structure whose merits may raise questions. As such, these programs require careful evaluation to determine if they are effective in bringing about development in their target region.
As seen in this guideline, a complete evaluation of these programs needs to move beyond standard impact evaluation to include additional analysis that assesses whether the benefits exceed costs and whether the institutional approach is the most cost effective. While possible, it requires careful planning of the evaluation strategy as noted in this guideline. The key lessons to learn in such planning are as follows:
1. As with all impact evaluations, evaluating regional development programs is much more likely to be successful if planned along with the design of the program. Only in this manner can the right type of information be collected.
2. One way to determine if the institutional structure used in the program is successful, is to carefully review the proposed and selected programs. This allows an assessment of whether clusters are being formed and if the process brought about investments that might not have been identified if the institutional structure was different.
3. The best way to conduct an evaluation of impact on beneficiaries is to initially randomly assign investment projects to both a treatment and a control group. The control group can receive the investment later in the program, but in the meantime can act as a reasonable
counterfactual to show what would have happened to the treatment group in the absence of the program. This allows an unbiased estimate of the impact of the program on the beneficiary population.
4. Beyond impact evaluation, for regional development programs it is critical to carefully consider whether the method of identifying the investment projects was the best possible approach. This requires conducting cost-benefit analysis or cost-effectiveness analysis and considering alternative institutional structure. If included as part of the program design, the more likely this is to prove a valuable exercise, since it is likely to lead to better information being collected.
