One of the main reasons why cloud computing has gained so much popularity is due to its ease of use and its ability to scale computing resources on demand. As a result, users can now rent computing nodes on large commercial clusters through several vendors, such as Amazon and rackspace. However, despite the attention paid by Cloud providers, performance unpredictability is a major issue in Cloud computing for (1) database researchers performing wall clock experiments, and (2) database applications providing servicelevel agreements. In this paper, we carry out a study of the performance variance of the most widely used Cloud infrastructure (Amazon EC2) from different perspectives. We use established microbenchmarks to measure performance variance in CPU, I/O, and network. And, we use a multi-node MapReduce application to quantify the impact on real dataintensive applications. We collected data for an entire month and compare it with the results obtained on a local cluster. Our results show that EC2 performance varies a lot and often falls into two bands having a large performance gap in-between -which is somewhat surprising. We observe in our experiments that these two bands correspond to the different virtual system types provided by Amazon. Moreover, we analyze results considering different availability zones, points in time, and locations. This analysis indicates that, among others, the choice of availability zone also influences the performance variability. A major conclusion of our work is that the variance on EC2 is currently so high that wall clock experiments may only be performed with considerable care. To this end, we provide some hints to users.
INTRODUCTION
Cloud Computing is a model that allows users to easily access and configure a large pool of remote computing resources (i.e. a Cloud). This model has gained a lot of popularity mainly due to its ease of use and its ability to scale up on demand. As a result, several providers such as Amazon, IBM, Microsoft, and Yahoo! already offer this technolPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Articles from this volume were presented at The ogy. For many users, especially for researchers and mediumsized enterprises, the cloud computing model is quite attractive, because it is up to the cloud providers to maintain the hardware infrastructure. However, despite the attention paid by cloud providers, some cloud computing nodes may attain orders of magnitude worse performance than other nodes [12] . This indeed may considerably influence performance of real applications. For example, we show the runtimes of a MapReduce job for a 50-node EC2 cluster and a 50-node local cluster in Figure 1 . We can easily see that performance on EC2 varies considerably. There exist several reasons why such performance inconsistencies may occur. In particular, contention for non-virtualized resources (e.g. network bandwidth) is clearly one of the main reasons for performance unpredictability in the cloud. Performance unpredictability in the cloud is in fact a major issue for many users and it is considered as one of the major obstacles for cloud computing [12] . For example, researchers expect comparable performance for their applications at any time, independent of the current workload of the cloud; this is quite important for researchers, because of repeatability of results. Another example are enterprises that depend on Service Level Agreement (SLA), e.g. a Web page has to be rendered within a given amount of time. Those enterprises expect cloud providers to make Quality of Service (QoS) guarantees. Therefore it is crucial that cloud providers offer SLAs based on performance features -such as response time and throughput. However, cloud providers typically base their SLAs on the availability of their offered services only [1, 2, 10] .
Therefore, there is currently a clear need for users -who have to deal with this performance unpredictability -to better understand the performance variance in a cloud. Contributions. In this paper, we focus on this issue and exhaustively evaluate the performance of Amazon EC2 -which is by far the most known and widely used cloud infrastructure today. Our major contributions are as follows.
1. We perform our experiments at three different levels:
• single EC2 instances, which allows us to estimate the performance variance of a single virtual node,
• multiple EC2 instances, which allows us to estimate the performance variance of multiple nodes,
• different locations (US and Europe), which allows us to estimate the performance variance of different data centers in different locations.
2.
We provide an analysis of our results focussing on:
• distribution, mean, and coefficient of variation (COV) of the measurements,
• variance when increasing the size of a virtual cluster, i.e. increasing the number of virtual nodes,
• the impact of variance on the performance of a real application (MapReduce).
3. We identify that, performance can be divided in two bands and, among other factors, the virtual system type used by EC2 is a major source of performance variability. We also provide some hints to users to reduce the performance variability of their experiments. Additionally, we show a decomposition of the variability by day, hour of the day, and weekday in Appendix A.
We expect this study to have a major positive impact in practice for three main reasons: (i) it helps researchers to better understand their results obtained from running experiments on Amazon EC2, (ii) it allows enterprises to better understand the QoS they get from Amazon EC2 and hence what they can offer to their end-users and (iii) it offers some hints on how to deal with this variance . To the best of our knowledge, this is the first work providing a performance study to such an extent. This paper is structured as follows. We survey related work in Section 2. We provide a detailed view on Amazon EC2 in Section 3. We discuss, in Section 4, different interesting aspects when measuring the performance of EC2 and present the different benchmarks we use in our experiments. In Section 5, we present the results and provide in Section 6 a variability analysis of our results. Section 7 analyzes the impact of performance variability on larger clusters of virtual nodes and real applications. We then provide in Section 8 some advice to users in order to allow for meaningful experimental results and repeatability on EC2.
RELATED WORK
Cloud computing has been the focus of several research works and is still gaining more attention from the research community. As a consequence, many cloud evaluations have been done with different goals in mind. Armbrust et al. [12] mention performance unpredictability as one of the major obstacles for cloud computing. They found that one of the reasons of such unpredictability is that certain technologies, such as PCI Express, are difficult to virtualize and hence to share. Lenk et al. [21] propose a generic cloud computing stack with the aim of classifying cloud technologies and services into different layers, which in turn provides guidance about how to combine and interchange technologies. Binnig et al. [13] claim that traditional benchmarks (like TPC) are not sufficient for analyzing the novel cloud services as they require static settings and do not consider metrics central to cloud computing such as robustness to node failures. Li et al. [22] discuss some QoS guarantees and optimizations for the cloud. Ristenpart et al. focus on security aspects and conclude that fundamental risks arise from sharing physical infrastructure between mutually distrusful users [26] . Cryans et al. [14] compare the cloud computing technology with database systems and propose a list of comparison elements. Kossmann et al. [20] evaluate the cost and performance of different distributed database architectures and cloud providers. They mention the problem of performance variance in their study, but they do not evaluate it further. Other authors [17, 24] evaluate the different cloud services of Amazon in terms of cost and performance, but he does not provide any evaluation of the possible impact that performance variance may have on users applications. Dejun et al. [16] also study the performance variance on EC2, but they only focus on an application level (MySQL, Tomcat performance). Therefore, they do not provide detailed insight to the source of the performance variance issue.
Finally, new projects that monitor the performance of clouds have recently emerged. For example, CloudClimate [5] and CloudKick [6] already perform performance monitoring of different clouds. EC2 also offers CloudWatch [7] which provides monitoring for Amazon Web Services cloud resources. However, none of the above works focuses on evaluating the possible performance variability in clouds or even give hints on how to reduce this variability.
There also exist a number of studies comparing the actual performance difference between cloud computing and traditional high performance clusters so as to evaluate the applicability of cloud computing to scientific applications [19, 23] . Nonetheless, they focus on the overall runtime and not on performance variability.
AMAZON EC2 INFRASTRUCTURE
The Amazon Elastic Computing Cloud (EC2) was not initially designed as a cloud platform. Instead, the main idea at Amazon was to increase the utilization of their servers, which only had a peak around Christmas. When EC2 was released in 2006 it was the first commercial large scale public cloud offering. Nowadays, Amazon offers a wide range of cloud services besides EC2: S3, SimpleDB, RDS, and Elastic MapReduce. Amazon EC2 is very popular among researchers and enterprises requiring instant and scalable computing power. This is the main reason why we focus our analysis study on this platform.
Amazon EC2 provides resizable compute capacity in a computational cloud. This platform changes the economics of computing by allowing users to pay only for the capacity that their applications actually need (pay-as-you-go model). The servers of Amazon EC2 are Linux-based virtual machines running on top of the Xen virtualization engine. Amazon calls these virtual machines instances. In other words, it presents a true virtual computing environment, allowing users to use web service interfaces to acquire instances for use, load them with their custom applications, and manage their network access permissions. Instances are classified into three types: standard instances (which are well suited for most applications), high-memory instances (which are especially for high throughput applications), and high-cpu instances (which are well suited for compute-intensive applications). We consider small instances in our performance evaluation, because they are the default instance size and frequently demanded by users. Standard instances are classified by their computing power which is claimed to correspond to physical hardware: [2] . Nonetheless, as there exist many models of such processors in the market, it is not clear what is the CPU performance any instance can get.
While some resources like CPU, memory, and storage are dedicated to a particular instance, other resources like the network and the disk subsystem are shared amongst instances. Thus, if each instance on a physical node tries to use as much of one of these shared resources as possible, each receives an equal share of that resource. However, when a shared resource is underutilized, it is able to consume a higher share of that resource while it is available. The performance of shared resources also depends on the instance type which has an indicator (moderate or high) influencing the allocation of shared resources. Moreover, there exist currently three different physical locations (two in the US and one in Ireland) with plans to expand to other locations. Each of these locations contains different availability zones being independent of each other in case of failure.
METHODOLOGY
To evaluate the performance of a cloud provider, one can run typical cloud applications such as MapReduce [15] jobs, which are frequently excecuted on clouds, or databases applications. Even though these applications are a relevant measure to evaluate how well the cloud provider operates in general, we also wanted a deeper insight of application performance. This is why we focus on a lower level benchmark and hence measure the performance of individual components of the cloud infrastructure. Besides a deeper understanding of performance, measuring at this level also allows users to predict performance of a new application to a certain degree. To relate these results to real data intensive applications, we analyze the impact of the size of virtual clusters on variance and the impact on MapReduce jobs. In the following, we first discuss the different infrastructure components and aspects we focus on and then present the benchmarks and measures we use in our study.
Components and Aspects
We need to define both the set of components of which we want to measure the performance and the way we want to carry out our study. In other words, we have to answer the following two important questions:
What to measure? We focus on the following components that may considerably influence the performance of actual applications (we discuss benchmark details in Section 4.2). In this paper, we study these three aspects and provide an answer to all these questions.
Benchmarks Details
We now present in more detail the different benchmarks we use for measuring the performance of each component. Instance Startup. To evaluate this component, we measure the elapsed time from the moment a request for an instance is sent to the moment that the requested instance is available. To do so, we check the state of any starting instance every two seconds and stop monitoring when its status changes to "running". CPU. To measure CPU performance of instances, we use the Unix Benchmark Utility (Ubench) [11] , which is widely used and stands as the definitive Unix synthetic benchmark for measuring CPU (and memory) performance. Ubench provides a single CPU performance score by executing 3 minutes of various concurrent integer and floating point calculations. In order to properly utilize multicore systems, Ubench spawns two concurrent processes for each CPU available on the system. Memory Speed. We also use the Ubench benchmark [11] to measure memory performance. Ubench executes random memory allocations as well as memory to memory copying operations for 3 minutes concurrently using several processes. The result is a single memory performance score. Disk I/O. To measure disk performance, we use Bonnie++ benchmark which is a disk and filesystem benchmark. Bonnie++ is a c++ implementation of Bonnie [4] . In contrast to Ubench, Bonnie++ reports several numbers as results. These results correspond to different aspects of disk performance, including measurements for sequential reads, sequential writes, and random seeks, in two main contexts: byte by To evaluate S3, we measure the required time for uploading a 100 MB file from one unused node of our physical cluster at Saarland University (which has no network contention locally) to a newly created bucket on S3 (either in US or EU location). The bucket creation time and deletion time are included in the measurement. It is worth noting that such a measurement also reflects the network congestion between our local cluster and the respective Amazon datacenter.
Benchmark Execution
We ran our benchmarks two times every hour during 31 days (from December 14 to January 12) on small and large instances. The reason for making such a long measurements is because we expected the performance results to vary considerably over time. This long period of testing also allows us to do a more meaningful analysis of the system performance of Amazon EC2. We have even one month more of data, but we could not see any additional patterns than those presented here 1 . We shut down all instances after 55 minutes, which allowed us to enforce Amazon EC2 to create new instances just before running again all benchmarks. The main idea behind this is to better distribute our tests over different computing nodes and hence to get a real overall measure for each of our benchmarks. To avoid that benchmark results were impacted by each other, we sequentially ran all benchmarks so as to ensure that only one benchmark was running at any time. Notice that, as sometimes a single run can take longer than 30 minutes, we ran all benchmarks only once in such cases. To run the Iperf benchmark, we synchronized two instances just before running it, because Iperf requires two idle instances. Furthermore, since two instances are not necessarily in the same availability zone, network bandwidth is very likely to be different. Thus, we ran different experiments for the case when two instances are in the same availability zone and when they are not.
Experimental Setup
We ran our experiments on Amazon EC2 using one small 1 The entire dataset is publicly available on the project website [9] . standard instance and one large standard instance in both locations US and EU (we increased the number of instances in Section 7.1). Please refer to Section 3 for details on the hardware of these instances. For both types of instances we used a Linux Fedora 8 OS. For each instance type we created one Amazon Machine Image per location including the necessary benchmark code. We used standard instances local storage and mnt partitions for both types when running Bonnie++. We stored all benchmark results in a MySQL database, hosted at our local file server.
To compare EC2 results with a meaningful baseline, we also ran all benchmarks -except instance startup and S3 -in our local cluster having physical nodes. It has the following configuration: one 2.66 GHz Quad Core Xeon CPU running 64-bit platform with Linux openSuse 11.1 OS, 16 GB main memory, 6x750 GB SATA hard disks, and three Gigabit network cards in bonding mode. As we had full control of this cluster, there was no additional workload on the cluster during our experiments. Thus, this represents the best case scenario, which we consider as baseline.
We used the default settings for Ubench, Bonnie++, and Iperf in all our experiments. As Ubench performance also depends on compiler performance, we used gcc-c++ 4.1.2 on all Amazon EC2 instances and all physical nodes of our cluster. Finally, as Amazon EC2 is used by users from all over the world, and thus with different time zones, there is no local time. This is why we decided to use CET as the coordinated time for presenting results.
Measure of Variation
Let us now introduce the measure we use to evaluate the variance in performance. There exist a number of measures to represent this: range, interquartile range, and standard deviation among others. The standard deviation is a widely used measure of variance, but it is hard to compare for different measurements. In other words, a given standard deviation value can only indicate how high or low the variance is in relation to a single mean value. Furthermore, our study involves the comparison of different scales. For these two reasons, we consider the Coefficient of Variation (COV), which is defined as the ratio of the standard deviation to the mean. Since we compute the COV over a sample of results, we consider the sample standard deviation. Therefore, the COV is formally defined as follows,
Here N is the number of measurements; x1, .., xN are the measured results; and x is the mean of those measurements. Note that we divide by N − 1 and not by N , as only N − 1 of the N differences (xi − x) are independent [18] .
In contrast to the standard deviation, the COV allows us to compare the degree of variation from one data series to another, even if the means are different from each other. 
BENCHMARK RESULTS
We ran our experiments with one objective in mind: to measure the variance in performance of EC2 and analyze the impact it may have on real applications. With this aim, we benchmarked the components as described in Section 4. We show all baseline results in Table 1 . Recall that baseline results stem from benchmarking the physical cluster we described in Section 4.4.
CPU
The results of the Ubench benchmark for CPU are shown in Figures 2(a) and 2(b) . These results show that the CPU performance for both instances varies considerably. We identify two bands: the first band is from 115, 000 to 120, 000 for small instances and from 450, 000 to 550, 000 for large instances; the second band is from 58, 000 to 60, 000 for small instances and from 180, 000 to 220, 000 for large instances. Almost all measurements fall within one of these bands. The COV in large instances is also higher than for small instances: it is 24%, while for small instances it is 21%. Note that the mean for large instances x = 465, 554 over x = 116, 167 for small instances is 4.0076 which corresponds to the claimed CPU difference of factor 4 (see Section 3) almost exactly. The COV of both instances is at least by a factor 200 worse than in the baseline results (see Table 1 ).
In summary, our results show that the CPU performance of both instances is far less stable as one would expect.
Memory Speed
The results of the Ubench results for memory speed are shown in Figures 2(c) and 2(d) . Both figures show two bands of performance. Thus unlike for CPU performance, we can see two performance bands for both instance types. Small instances suffer from slightly less variation than large instances, i.e. a COV of 8% versus 10%. In contrast, the COV on our physical cluster is 0.3% only. In addition, for small instances the range between the minimum and maximum value is 26,174 Ubench memory units, while for our physical cluster it is only 2,411 Ubench memory units (Table 1) . This is even worse for large instances: they have a range value of 202,062 Ubench memory units. Thus, also for memory speed the observed performance on EC2 is by at least an order of magnitude less stable than on a physical cluster.
Sequential and Random I/O
We measure disk IO from three points of view: sequential reads, sequential writes, and random reads. However, since the results for sequential writes and reads are almost the same, we only present sequential read results in Figure 3 . We can see that the COVs of all these results are much higher than the baseline. For instance, Figure 3(a) shows the results for sequential reads on small instances. We observe that the measurements are spread over a wide range, i.e. a band from approximately 55,000 to 75,000. The COV is 17%, which is much higher than baseline results (see Table 1 ). Figure 3 shows an interesting pattern: the measurements for random I/O on large instances differ considerably from the ones obtained in the EU. One explanation for this might be different types of disk used in different data centers. Overall we observe COVs from 9% to 20%. In contrast, on our physical cluster we observe COVs from 0.6% to 1.9% only. So again, the difference in COV is about one order of magnitude. We expect these high COVs to have a non-negligible effect when measuring applications performing large amounts of I/O-operations, e.g. MapReduce.
Network Bandwidth
The results for network performance are displayed in Figure 4 . The results show that instances in US location have slightly more oscillation in performance than in EU location. The COV for both instances is about 19% which is two orders of magnitude larger than the physical cluster having a COV of 0.2%. As for startup times, the performance variation of instances in US location is more accented than that of instances in EU location. In theory, this could be because EC2 in the EU is relatively new and the US location is more demanded by users. As a result, more applications could be running on US location than on EU location and hence more instances share the network. However, we do not have internal information from Amazon to verify this theory. Again, we observe that the range of measurements is much bigger than for the baseline (Table 1) : while the range is 6 KB/s in our physical cluster, it is 728 KB/s on EC2.
S3 Upload Speed
As many applications (such as MapReduce applications) usually upload their required data to S3, we measure the upload time to S3. We show these results in Figure 5 . The mean upload time is x =120 with a COV of 54%. As mentioned above the COV may be influenced by other traffic on (e) EU large instance Ubench CPU perf. the network not pertaining to Amazon. Therefore we only show this experiment for completeness. Observe that during weeks 53 and 1 there is no data point for EU location. This is because Amazon EC2 threw us a bucket 2 exception due to a naming conflict, which we fixed later on.
ANALYZING VARIABILITY
We observed in previous section that, in general, Amazon EC2 suffers a lot from a high variance in its performance. In the following, we analyse this in more detail. In addition, Appendix A contains a variability decomposition analysis.
Distribution Analysis
Bands. A number of previous results (e.g. Figure 2 (a)) showed two performance bands in which measurements are 2 Generally speaking, a bucket is a directory on the Cloud. clustered. In this section we quantify the size of some of those bands. Table 2 shows how measurements are clustered when dividing the domain of benchmark results into two partitions: one above and one below a cutoff line. The Cutoff column expresses the Ubench unit that delimits the two bands and the Lower Segment column presents the percent of measurements that fall into the lower segment. We can see that for CPU on large instances 22% of all measurements instances fall into the lower band having only 50% the performance of the upper band. In fact, several Amazon EC2 users already experienced this problem [3] . For memory performance we may observe a similar effect: 27% of the measurements are in the lower band on large instances, 36% on small instances. Thus, the lower band represents a considerable portion of the measurements. Distributions. To analyze this in more detail, we also study the distribution of measurements of the different benchmarks. We show some representative distributions in Figure 6 . We observe that measurements for 45,000 to 70,000 KB/s. In addition, we see a narrow band from 87,000 to 97,000 KB/s. None of the individual bands seems to follow a normal distribution. A possible explanation for this distribution might be cache effects, e.g. warm versus cold cache. However, a further analysis of our data could not confirm this. We thus carry out a further analysis in the following sections.
Variability over Processor Types
As indicated in [2] , the EC2 infrastructure consists of two different systems -at least of two processor types 3 . We conducted an additional Ubench experiment so as to analyze the impact on performance that these different system types might have. To this end, we initialized 5 instances for each type of system and ran Ubench 100 times on each instance.
We illustrate the results in Figure 7 . These results explain surprisingly in great part the two bands of CPU performance we observed in Section 5.1. This is surprising because both instances are assumed to provide the same performance. Here, we observe that the Opteron processor corresponds to the lower band while the Xeon processor corresponds to the higher band. The variance inside these bands is then much lower than the overall variation: a COV of 1% for Xeon and a COV of 2% for Opteronwhile the COV for the combined measurements was 35%. Furthermore, we could observe during this experiment that the different bands of memory performance could also be predicted using this distinction. The corresponding COV decreased from 13% for combined measurements to 1% and 6%, respectively, for Xeon and Opteron processors. Even for disk performance we found similar evidence for two seperate bands -again depending on processors.
Network Variability for Different Locations
As described in Section 4.4, we did not explicitly consider the availability zone as a variable for our experimental setup and hence we did not pay too much attention on it in Section 5. Amazon describes each availability zone as "distinct locations that are engineered to be insulated from failures in other availability zones" [2] .
In this section we analyze the impact of using different availability zones for the network benchmark. Our hypothesis is that whenever the two nodes running the network 3 This can be identified by examining the /proc/cpuinfo file where the processor characteristics are listed. benchmark are assigned in the same availability zone, the network performance should be better; vice versa when the two nodes are assigned to different availability zones, their network benchmark result should be worse. If this holds, we could conclude that different availability zones correspond to units (possibly physical units) where the network connections inside units are better than among those units. Figure 8 shows the results for the EU. Here red indicates that both nodes run in the same availability zone, green indicates they run in different availability zones. Unfortunately, we observe that in the EU most instance pairs get assigned to the same availability zone. This changes however if we inspect the data for the US (see Figure 9 ). All measurements vary considerably. However, the measurements inside an availability zone have a mean of 588, the measurements among different availability zones have a mean of 540. Thus inside an availability zone the network performance is by 9% better. We validated this result with a t-test: the null hypotheses can be rejected at p = 1.1853 × 10 −11 . We believe that the variability of network performance we could observe so far might stem from the scheduler policy of EC2 -which always schedules virtual nodes of a given user to different physical nodes. This is supported by Ristenpart et al. who observed that a single user never gets two virtual instances running on the physical node [26] . As a consequence, this results in more network contention.
CPU Variability for Different Availability Zones
In this section we analyze how different availability zones 
Figure 10: CPU distribution over different availability zones for large instances impact CPU performance. Figure 10 shows the same data as Figure 2 (b). However, in contrast to the latter, we only show data from the US and depict for each measurement its availability zone. We observe that almost none of the nodes was assigned to us-east-1a or us-east-1b. All nodes were assigned to us-east-1c and to us-east-1d. Interestingly, we observe that all measurements in the second lower band belong to us-east-1c. Thus, if we ran all measurements on us-east-1d only, all measurements would be in one band. Furthermore the COV would decrease. These results confirm that indeed availability zones influence performance variation. In fact, we also observed the same influence for small instances and for other benchmarks as well, such as network performance. We believe that this is, in part, because some availability zone mainly consist of one processor type only, which in turn decreases the performance variability as discussed in Section 6.2. Hence, one should specify the availability zone when requesting its instance.
Variability over Different Instance Types
In this section, we examine the impact of different instance types on performance. Figure 11 shows the same data as Figures 2(a) and 2(b) . However, in contrast to the latter we do not differentiate by location. As observed in Figure 11 the mean CPU performance of a large instance is almost exactly by a factor 4 larger than for small instances. The standard deviation for large instances is about four times higher than for small instance. However, the COVs are comparable as the factor four is removed when computing the COV. The COV is 21% for small instances and 24% for large instances. It is worth noting that the small and large instances are actually based on different architectures (32/64 bit platforms, respectively), which limits the comparability between them. However, we also learn from these results is that for both instance types (small and large) several measurements may have 50% less CPU performance. instances are in the lower band? We answer this question in the next section.
Variability over Time
In previous section, we observed that, from the general point of view, most of the performance variation is independent of time. We now take a deeper look at this aspect by considering the COV for each individual weekday. Figure 12 illustrates the COV for individual weekdays for the Ubench CPU benchmark. As the COV values for other components, such as memory and network, are quite similar to those presented here, we do not display those graphs. At least for the US instances we observe a lower variation in CPU performance of about 19% on Mondays and weekends. From Tuesday to Friday the COV is above 26%. For the EU this does not hold. The small COV for US location on Monday strengthen this assumption since in Unite States it is still Sunday (recall we use CET for all measurements). We believe the reason for this is that users mainly run their applications during their working time. An alternative explanation could be that people browse and buy less on Amazon and therefore Amazon assigns more resources to EC2.
REAL WORLD IMPACT
So far, we ran microbenchmarks in small clusters of virtual nodes. Thus, natural next steps are to analyze (1) whether the performance variability observed in previous sections will average out when considering larger clusters of virtual nodes and (2) to which extent this micro variances influences actual data-intensive applications. As MapReduce applications are frequently performed on the Cloud, we found them to be a perfect candidate for such analysis.
Allocating Larger Clusters
For a random variable such as measurement performance one would expect that the average cluster performance will have less variance due to the larger number of 'samples'. Therefore we experimented with different virtual cluster sizes up to 50 nodes. However, we could not observe a significant relationship among the number of nodes and the variance. Note however, that also for the cluster 20%-30% of the measurements fall into the low performance band.
Here we only show results for the largest cluster of 50 nodes we tried. As for previous experiments, we reallocated the cluster every hour. We performed this measurement for 35 hours in a row. For each hour we report the mean CPU performance of the cluster. Figure 13 shows the results. As we may observe from the figure even when running 50 instances concurrently, the mean performance still varies considerably. Thus, a large cluster does not necessarily cancel out the variance in a way that the performance results become stable. This is because performance still depends on the number of Xeon processors that composes a cluster of virtual nodes as discussed above for single virtual instances (Figure 7 ). It might of course be that the variance of the means will be reduced for larger clusters of several hundred nodes. Whether the means are then useful for any practical purposes or realistic applications for smaller systems as Yahoo! or Google is left to future work.
Impact on a Real Application
A natural question at this point is: How does all this variance impact performance of applications? To answer this question we use a MapReduce job as benchmark for two main reasons. First, MapReduce applications are currently one of the most executed applications on the cloud and hence we believe this benchmark results would be of great interest for the community. Second, a MapReduce job usually makes intensive use of I/O (reading large datasets from disk), network (shuffling the data to reducers), CPU and main memory (parsing and sorting the data).
For this, we consider the following relation (as suggested in [25] ), UserVisits(UV)=(sourceIP, visitedURL, visitDate, adRevenue), which is a simplified version of a relation containing information about the revenue generated by user visits to webpages. We use an analytic MapReduce job that computes the total sum of adRevenue grouped by sourceIP in UserVisits and executed it on Hadoop 0.19.2. We consider two variations of this job: one that runs over a dataset of 100GB and other that runs over a dataset of 25GB. We ran 3 trials for each MapReduce job every 2 hours over 50 small virtual nodes (instances). For EC2, we created a new 50-virtual nodes cluster for each series of 3 trials. In our local cluster, we executed it on 50 virtual nodes running on 10 physical nodes using Xen.
As results for the small and large MapReduce jobs follow the same pattern, we only illustrate the results for the large MapReduce job. We showed in fact these results in Figure 1 as motivation in the introduction. We observe that MapReduce applications suffer from much more performance variability on EC2 than in our cluster. More interesting, we could again observe during these experiments that both MapReduce jobs perform better on EC2 when using larger percentage of Xeon-based systems than Opteron-based systems. For example, when using more than 80% Xeon-based systems the runtime for the large MapReduce job is 840 seconds on average; when using less than 20% Xeon-based systems the runtime is 1, 100 seconds on average. This amounts to an overall COV of 11%, which might significantly impact experiments repeatability. However, even if we consider a single system type, performance variability is by an order of magnitude higher than on our local cluster.
LESSONS LEARNED: HINTS ON RE-DUCING VARIABILITY
A major lesson learned from this paper is that, to run meaningful runtime experiments on EC2, users should be aware of the different physical system types 4 . Unfortunately, it is currently not possible to specify the processors type using the EC2 API. Instead, users could report the percentage of different processors types together with their results. This would not only allow them to better predict the performance of their applications, but also to repeat their experiments. Furthermore, as re-allocating the cluster might change the system type ratio, users should use equivalent virtual cluster when comparing two applications.
We also experienced that certain availabilities zones (e.g. us-east-1d) suffer from much less performance variability as it seems they have a different ratio of processor types. Thus, users should specify one availability zone and not let the choice up to the scheduler if predictability or repeatability is crucial for their applications.
We observed that performance variability is quite high and makes it difficult to run meaningful experiments for researchers and to guarantee performance-based SLAs for companies. Thus, it is important that cloud providers offer performance-based SLAs guarantees to users. Furthermore, given the difference in performance between Xeon and Opteron processors, we believe that EC2 should allow users to request virtual nodes using a particular underlying physical hardware confguration (CPU, memory speed, disk, network locality). For example, it seems rackspace uses so far a single processor type (Quad-Core AMD Opteron(tm) 2374 HE) only. We observed in an additional experiment on rackspace a COV of 2% for Ubench CPU performance. This is comparable to EC2 variance when only considering a single processor type. Again, it is still by an order of magnitude higher than on a local cluster.
CONCLUSION
This paper has provided an extensive study on the variance of the current most popular Cloud computing provider Amazon EC2. We showed that performance variance on the cloud impacts a concrete MapReduce application on a 50-node cluster. We benchmarked performance micro measureseach hour for over one month. Our analysis clearly shows that both small and large instances suffer from a large variance in performance: a COV of 24% for CPU performance; a COV of 20% for I/O performance; a COV of 19% for network performance. We could observe that one of the reasons of such variability is the different system types used by virtual nodes, e.g. Xeon-based systems have better performance than Opteron-based systems. We compared the variance on the cloud with the variance on a physical cluster: the results show that the MapReduce job suffered from a significantly higher performance variance on EC2.
We learned that naive runtime measurements on the cloud will suffer from high variance and will only be repeatable to a limited extent. Users should therefore conduct experiments on EC2 with care. For example, to reduce the impact of this problem, our experimental study suggests to consider the different systems type and report the used underlying system type together with the results. We also observed that as overall variance is high and measurements are not normally distributed, it may also be difficult to define meaningful, i.e. narrow, confidence intervals for measurements. However, for measurements trying to answer whether a System A is considerably better than System B, EC2 may already be used to a certain extent as explained in [18] .
The performance study we presented in this paper shows many interesting avenues for further research. First, it would be interesting to discuss our results with Amazon and think about ways to reduce the variance and provide tighter SLAs. In particular, it is important to analyze how cloud providers could offer virtual nodes (instances) that allow researchers and companies to run meaningful performance experiments. Second, it would be interesting to further investigate whether other cloud providers suffer from the same variance. Also, there might be even more system types. We leave this study to future work. Third, we believe that future applications can be made variance-aware. This demands new techniques and algorithms which, however, goes beyond an experiments and analysis study.
APPENDIX A. VARIABILITY DECOMPOSITION
We have seen so far that Amazon EC2 suffers from a high variation in its performance. In this appendix, we decompose the performance variability in order to better understand such a variation in performance. For this, we decompose the COV analysis into two parts with the aim of identifying from where the variance arises. To this end, we analyze the data using four different aggregation-levels: (i) day, (ii) hour, (iii) hour of the day, (iv) day of the week. We partition our measurements x1, .., xN into disjoint and complete groups G1, .., G k , k ≤ N where each group corresponds to an aggregate of an aggregation level (i)-(iv). Then, we analyze the aggregates in two ways:
(1.) between aggregation-levels. We compute the mean for each aggregate; then we compute the COV of all means. In other words, for each group Gi we compute its mean xG i . For all means xG i we then compute the COVx G i . The idea of this analysis is to show the amount of variation among different aggregation-levels. For instance, we may answer questions like 'does the mean change from day to day?' Table 3 shows the results. (2.) in aggregation-levels. We compute the COV for each aggregate; then we compute the mean of all COVs. In other words, for each group Gi we compute its COVG i . For all COVG i we then compute the mean xCOV G i . The idea is to show the mean variation inside different aggregationlevels. For instance, we may answer questions like 'what is the mean variance within a day?' Table 4 shows the results. We first discuss results in Table 3 focussing on some of the numbers marked red and orange. The results for small and large instances are very similar. Therefore we focus on discussing small instances. For small instances we observe that the mean startup time varies considerably for both US and EU: respectively 139% and 43.9% of the mean value. When aggregating by HourOfDay S3 upload times vary by 44.8% in the US but only 14.7% in the EU. When aggregating by DayOfWeek we observe that mean S3 upload times also vary by 37.1% in the US but only by 9.4% in the EU. Thus, the weekday to weekday performance is more stable in the EU. CPU performance for a particular hour of the day is much more stable: 3.1% in the US and 0.4% in the EU. In addition, CPU performance for a particular day of the week is also remarkably stable: 3.2% in the US and 2.8% in the EU. We conclude that means for different hours of the day, and different days of the week show little variation. Thus a particular hour of the day or day of the week does not influence the mean performance value. Table 4 shows results of the in-aggregation-level analysis. Here the results for small and large instances differ more widely. We focus again on small instances. For Startup Time we observe that the mean COV for Day is 46.8% in the US and 35.7% in the EU. If we aggregate by HourOfDay or DayOfWeek, we observe very high means of the COVs for both locations, e.g. up to 91.4% for DayOfWeek in the US. Thus, the mean variance for hours of the day and days of the week is very high. Still, the results in Table 3 show that the variance among the means of a particular hour of the day or day of the week is far less. For CPU performance we observe that in the US the mean COV is above 20% when aggregating by Day, HourOfDay, or DayOfWeek. In other words, CPU performance varies considerably inside each aggregate over all aggregation-levels. The variation among different aggregation-levels is not that high anymore as observed in Table 3 . This indicates a certain stability of the results: the measurements inside a single aggregate may be enough to predict the mean CPU performance with little error. However, recall that for our data each aggregate consists of several individual measurements: Day: 84, HourOfDay: 62, and DayOfWeek: 96 measurements.
