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Summary. A mode l  for c o m m u n i c a t i o n  p ro toco l s  cal led 
systems of communicating machines is used to specify a 
d a t a  t ransfer  p r o t o c o l  wi th  var iab le  w i n d o w  size (e.g., 
H D L C ) ,  which  is an  a r b i t r a r y  nonnega t ive  integer,  a n d  
to ana lyze  i t  for  f reedom from deadlocks .  The  mode l  
uses a c o m b i n a t i o n  of  finite s ta te  mach ines  and  var iables .  
This  a l lows the size of  the specif icat ion (i.e., n u m b e r  of  
s tates  and  var iables)  to be l inear  in the  w i n d o w  size, 
a cons ide rab le  r educ t ion  f rom the pu re  finite s tate ma-  
chine model .  A new type  of  analys is  is d e m o n s t r a t e d  
which we call system state analysis. This  is s imi lar  to 
the reachability analysis used in the pure  finite s ta te  m o d -  
el, bu t  it  p rov ides  subs tan t i a l  s impl ica t ion  by  reduc ing  
the n u m b e r  of  s ta tes  genera ted .  F o r  example ,  wi th  the 
p r o t o c o l  in this paper ,  if w is the w i n d o w  size, then the 
g loba l  analys is  p roduces  O(w s) states,  while the  sys tem 
state analysis  p roduces  O(w 3) states. The  sys tem state  
analysis  is then  c o m b i n e d  with  an  induct ive  proof ,  ex- 
t ending  the analys is  to  all nonnega t ive  integers  w. 
Key words: C o m m u n i c a t i o n  p r o t o c o l  - F o r m a l  m o d e l  
- Specif icat ion - Ana lys i s  - F o r m a l  desc r ip t ion  tech- 
n ique 
1 Introduction 
The p r o b l e m  of  the specif icat ion and  analys is  of  c o m m u -  
n ica t ion  p ro toco l s  has  been the subject  of  much  research 
in recent  years.  The  inheren t  complex i ty  and  var ie ty  in 
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these protocols makes this problem a difficult one. Yet 
protocol correctness is critical to reliable network opera- 
tion, and standardization and interoperability of proto- 
cols is important for ease of network usage. For these 
reasons the formal modeling and analysis of protocols 
is an important area of study. In [37], the importance 
of formal modeling of protocols is discussed. Reference 
[41] has a comparison of the various techniques for spe- 
cifying protocols, and [19] discusses the evaluation of 
formal description techniques. Most of the methods used 
in modeling protocols can be put into one of the follow- 
ing general classifications: communicating finite state 
machines, Petri nets, programming languages, and hy- 
brids. A considerable amount of work has been done 
in each of these areas, and each seems to have advantages 
and disadvantages both generally and with respect to 
particular protocols. 
1.1 Communicating finite state machines 
In the communicating finite state machine (CFSM) model, 
each process is modeled as a finite state machine, and 
implicit queues between the machines are used for com- 
munication. A global state of the network is a tuple 
containing the state of each machine and the contents 
of each queue in the system. The most common method 
of analysis used with this model is called teachability 
analysis. In this method, all possible global states are 
generated from the initial global state by taking all possi- 
ble transitions out of each machine. It is well known 
that if the implicit queues are allowed to have un- 
bounded length, then it is undecidable whether the anal- 
ysis will terminate, but if an upper bound is placed on 
the queue length, the method will eventually terminate 
(see [-42]). This model has the advantage of simplicity 
and a method of analysis that can be easily automated. 
The obvious disadvantage is that the analysis might not 
terminate if the queue length is unbounded. A second 
disadvantage, related to but distinct from the first, is 
that the number of global states in the reachability analy- 
sis is often, for nontrivial protocols, so large as to make 
the analysis impractical, even if the queue length is 
bounded, and even if the analysis is automated. This 
problem is discussed in [22], which contains the au- 
tomated analysis of a small protocol using this model. 
One might argue that the first disadvantage, though 
of theoretical interest, is not really a problem for practi- 
cal protocols, because real queues are always of finite 
length, so we can analyze the protocol of interest using 
the maximum allowable queue length. This argument 
has some merit, though the physical bound on queue 
length is often arbitrary. However, it is our view that 
the second disadvantage listed is the real problem for 
this model. The number of global states in the complex 
protocols used in computer networks grows so quickly 
that, while a computer analysis might eventually termi- 
nate, "eventually" might mean after days or even months 
of CPU time - clearly impractical. 
A third disadvantage is that, with no memory other 
than the use of states, the specification of a practical 
protocol can be so complex, containing hundreds of 
states and transitions, that one can never really be sure 
it is the intended specification, or grasp an intuitive feel- 
ing for what the protocol is intended to do. This problem 
also manifested itself in the work leading up to [22]. 
The author was forced to break a 2 machine system 
into a 6 machine system, because of the difficulty in speci- 
fying the protocol with this model. 
Much of the work which has been done using this 
model is an attempt to lessen the effect of these disadvan- 
tages, or to get around them. Choi and Miller [8] have 
worked on simplifying protocols through decomposition. 
Gouda has done a considerable amount of work in this 
area. For example, in [11], with Yu, the second problem 
listed above is addressed. A bounded queue length is 
assumed, and a method of reachability analysis is used 
which generates a smaller number of global states then 
the usual method. Vuong and Cowan also have obtained 
some results with this model, which address the first 
problem (decidability). In [42], a class of protocols is 
defined for which some of the properties are decidable. 
1.2 Other models for protocols and parallel programs 
Programming languages have the advantage of being 
more powerful than pure finite state machine models, 
at the expense of added complexity. The complexity gen- 
erally makes analysis more difficult. Several papers have 
appeared in the literature using programming language 
models, and combinations of these with FSMs, for proto- 
col description. Some of the languages used are CSP, 
LOTOS, and Ada. CSP (Communicating Sequential Pro- 
cesses) [12, 34] is a high level language with facilities 
for describing concurrent processes. Several papers on 
LOTOS have appeared; [4] is a tutorial. Ada [6] con- 
tains tasking for parallel or concurrently executing pro- 
cesses, with the rendezvous mechanism for communica- 
tion between processes. In [40], a data transfer protocol 
is specified using the language Pascal. That protocol is 
a host-host, or transport layer protocol. It is verified 
by proving assertions stating certain desirable properties 
of the protocol. 
There have also been several models which combined 
programming languages with the finite state model. Es- 
telle is one such approach [5, 9, 20]. In [3], Bochmann 
and Gecsei describe an alternating bit protocol using 
a model combining finite state machines and variables. 
In [39], Shankar verifies a data transfer protocol with 
variable flow control, using a set of state variables to 
specify the processes. The protocol allows the channels 
to make various errors, and history variables are defined 
which are used in the verification. There are several dif- 
ferences between these and our approach. For instance, 
in Estelle, the machines are specified using an extended 
form of Pascal. 
In [1, 2] a model is presented which had goals very 
similar to our goals in this work. Protocols were de- 
scribed using a model called "selection/resolution", and 
a software package was built which served as a tool 
in helping to evaluate the protocol. That model was also 
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a precisely defined mathematical model, leading to a pos- 
sible automated analysis. It was also based on a "state- 
machine" approach in the description of processes. This 
was different from our model in several ways, such as 
in the use of local variables, variables for communication 
channels, and in the way analysis is carried out. 
In [17], Keller presented a model for parallel pro- 
grams which presented a parallel program as a bipartite, 
directed graph, with the two node sets representing the 
states of the program (instructions) and the actions (exe- 
cutions of the instructions). It was similar to this model 
in the graphical representation of a process, and in allow- 
ing (in an extension to the basic model) each process 
to have local variables. That  model, however, was in- 
tended for multiple processes executing the same pro- 
gram (as in an operating system), and there are several 
important  differences from the SCM model of this paper. 
For  instance each process executes the same program, 
simultaneous transitions are not provided for, and no 
provision is made for the modeling of communication 
channels. 
1.3 Combining finite state machines and variables 
The model used in this paper is an attempt to retain 
the advantages of the pure finite state model, and to 
reduce or eliminate its disadvantages. To reduce the 
number of states in each machine, local variables are 
added. Instead of implicit queues, shared variables are 
used for communication between processes, and a chan- 
nel may be modeled as a process explicitly, whenever 
appropriate. The goal is to stay close to the FSM model, 
adding only what is needed to reduce its problems, but 
keeping as much of its simplicity as possible. In particu- 
lar, a rigorously defined model which can be formally 
analyzed is essential. So we have started with the FSM 
model, and taken a step in the direction of the program- 
ming language model, but it is a carefully defined, re- 
stricted step. The result is a model in which we can do 
a type of teachability analysis similar to that in the FSM 
model, but with a reduction in states, both in the specifi- 
cation and in the analysis. 
In this paper the model, called systems of communicat- 
ing machines, is used to specify a 1-way data transfer 
protocol, with a variable window size, which is an arbi- 
trary nonnegative integer. This model, which was pre- 
viously defined in [-30], uses finite state machines and 
variables. In [3], a similar protocol model is used which 
has state machines and variables, however, this differs 
from our model in several ways including the manner 
in which cannels are represented. In [3], communication 
between machines is specified as distantly initiated ac- 
tions, and the channels are not explicitly specified. In 
our model, the channels are explicitly specified as ma- 
chines, shared variables, or both. 
Since the specification is for an arbitrary window size 
w, the analysis must be also. It turns out that the system 
state analysis can be defined as a 3-dimensional graph 
in terms of w. The system state analysis for w=  1 can 
then be used as a basis for an induction proof  that this 
graph indeed provides the analysis for all w. So system 
analysis has been combined with induction to provide 
a more general analysis than was possible with the pure 
FSM model. 
The contributions of this paper can be now be sum- 
marized. First, it demonstrates that the model can be 
used to specify practical protocols in a way that is clear 
and concise, easily understandable by implementors, and 
which also can be analyzed. This is a generalization and 
extension of [22]. 
Secondly, as noted above, the specification is general, 
having an arbitrary window size, and is also of a very 
reasonable size (linear in the window size), having only 
w + 1 states in each process. Such a general specification 
would not be practical using the pure FSM models, for 
example, and would certainly have more than a linear 
number of states. 
As for this second point, it may be argued that this 
protocol can be specified using a programming language 
with a size that is constant, independent of the window 
size, so the linear sized specification is not really an ad- 
vantage. In fact, this protocol can also be specified in 
this model with a constant number of states; the tradeoff 
between states and variables is discussed in [21], where 
2 different specifications of the same protocol are given. 
However such an argument misses the point; such a 
specification does away with the meaning of states, and 
loss the advantages of the FSM model which we are 
attempting to retain. 
The third point is that the system state analysis has 
reduced the complexity in analysis from O(w 5) to O(w 3) 
over the global analysis (Table 1 shows an exact numeri- 
cal comparison for 0_< w < 8), and has been further ex- 
tended by induction. So there is no need to analyze the 
protocol for, say, a window of 8, and for a window of 
128; the analysis given here applies to both, or to any 
nonnegative integer. The analysis itself is also worth ex- 
amining. The system state reachability graph not only 
has a manageable number of states but it has an interest- 
ing 3-dimensional structure, which can be easily generat- 
ed automatically for use in further analysis, if desired. 
Finally, these points and the details of the specifica- 
tion and analysis provide examples suggesting ways in 
which the model systems of communicating machines 
might be applied to other communication protocols, net- 
works, and parallel systems. 
Table 1. Numerical comparison of system and global analysis (f(w) 
denotes system analysis, g(w) denotes global analysis) 
w f(w) g(w) 
0 1 1 
1 4 8 
2 10 60 
3 20 240 
4 35 700 
5 56 1680 
6 84 3528 
7 120 6720 
8 165 11880 
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Since the system state analysis of this model provides 
a reduced state space analysis, it may be thought of as 
a projection of the global analysis. Lam and Shankar 
[16] have verified protocols using a method of projec- 
tions. In their method, the original protocol was specified 
using a state transition model - such as the CFSM model 
- and then a reduced protocol was specified by combin- 
ing groups of states into a single state, and by grouping 
messages together. This reduction was generally based 
upon some particular function of interest, such as con- 
nection management or a one-way data transfer. The 
reduced protocol was then analyzed. In system state anal- 
ysis, the protocol is specified using a specific model - 
that of this paper - and no alteration is made in the 
specification itself. Rather, the analysis which is pro- 
duced is a reduction of the complete global analysis. 
In the next section the model is described. Then in 
Sect. 3, the specification of the protocol is given. Sec- 
tion 4 describes the analysis, called system state reachabi- 
lity analysis. In Sect. 5, several other applications of the 
model are discussed and Sect. 6 concludes the paper. 
2 Systems of communicating machines 
In this section the model used to specify and analyze 
the protocol  is defined. A more detailed description ap- 
pears in [21] and [32]. 
A system of communicating machines is an ordered 
pair (g = (M, V), where 
M - -  m2,  . . . ,  too} 
is a finite set of machines, and 
v =  {Vl,  v2, . . . ,  vk} 
is a finite set of shared variables, with two designated 
subsets Ri and Wi specified for each machine mi. The 
subset Ri of V is called the set of read access variables 
for machine m~, and the subset W~ the set of write access 
variables for mi. 
Each machine m~eM is defined by a tuple 
(Si, s, Li, Ni, %), where 
(1) Si is a finite set of states; 
(2) seS~ is a designated state called the initial state of 
mi; 
(3) Lz is a finite set of local variables; 
(4) Ni is a finite set of names, each of which is associated 
with a unique pair (p, a), where p is a predicate on the 
variables of Li w R~, and a is an action on the variables 
of L~ w R~ w W~. Specifically, an action is a partial function 
a: Li x R i > L i  x Wii 
from the values contained in the local variables and read 
access variables to the values of the local variables and 
write access variables. 
(5) ~i: S~xN~ ~S~ is a transition function, which is 
a partial function from the states and names of m~ to 
the states of m~. 
Machines model the entities, which in a protocol sys- 
tern are processes and channels. The shared variables 
are the means of communication between the machines. 
Intuitively, Ri and W~ are the subsets of V to which mi 
has read and write access, respectively. A machine is 
allowed to make a transition from one state to another 
when the predicate associated with the name for that 
transition is true. Upon  taking the transition, the action 
associated with that name is executed. The action 
changes the values of local and/or  shared variables, thus 
allowing other predicates to become true. 
Let z(s l ,n)=s2 be a transition which is defined on 
machine mi. Transition z is enabled if the enabling predi- 
cate p, associated with name n, is true. Transition ~ may 
be executed whenever m~ is in state Sl and the predicate 
p is true (enabled). The execution of z is an atomic action, 
in which both the stage change and the action a associat- 
ed with n occur simultaneously. 
The sets of local and shared variables specify a name 
and a range for each. In most cases, the range will be 
a finite or countable set of values. For  proper operation, 
the initial values of some or all of the variables should 
be specified. 
A system state tuple is a tuple of all machine states. 
That  is, if (M, V) is a system of n communicating ma- 
chines, and si, for 1_<i<n, is the state of machine m~, 
then the n-tuple (sl, s2, ..., s,) is the system state tuple 
of (M, V). A system state is a system state tuple, plus 
some designation of which outgoing transitions are en- 
abled. That  is, two system states are equivalent if every 
machine is in the same state, and the same outgoing 
transitions are enabled. The initial system state is the 
system state such that every machine is in its initial state, 
and the outgoing transitions are the same as in the initial 
global state. 
The global state of a system consists of the system 
state tuple, plus the values of all variables, both local 
and shared. It may be written as a larger tuple, combin- 
ing the system state with the values of the variables. 
The initial global state is the initial system state, with 
the additional requirement that all variables have their 
initial values. A global state corresponds to a system state 
if every machine is in the same state, and the same outgo- 
ing transitions enabled in the global state are exactly 
those enabled in the system rate. That  is, a global state 
consists of a tuple of machine states, plus the values 
of all variables. A system state with the same tuple of 
machine states and the same enabled outgoing transi- 
tions is the corresponding system state. 
Note that if the values of all variables are restricted 
to some finite range, then the model can theoretically 
be reduced to a simple finite state machine. Otherwise, 
an infinite number of global states are possible. However, 
even if the number of global states is infinite, the number 
of system states is finite, because of the finiteness of each 
machine. This may allow a reachability analysis on the 
system states, when a reachability analysis on the global 
states is infinite. Even when the values of all variables 
are of a finite range, the number of global states in the 
equivalent FSM system may be so large as to be intract- 
able. In this paper, it is shown how this model can reduce 
these difficulties for a specific class of protocols. 
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The process of generating the set of all system states 
reachable from the intial system state is called system 
state analysis. This analysis constructs a graph, whose 
nodes are the reachable system states, and whose arcs 
indicate the transitions leading from each system state 
to another. This graph may be generated by a mechani- 
cal procedure which consists of the following three steps, 
repeated as described: 
1. Set each machine to its intial state, and all variables 
to their initial values. The intial set of reachable system 
states consists of only the initial system state; the initial 
graph is a single node representing this state. 
2. From the current system state vector and variable 
values, determine which transitions are enabled. For  
each of these transitions, determine the system state 
which results from its execution. I f  this state (with the 
same enabled transitions) has already been generated, 
then draw an arc from the current state to it, labeling 
the arc with the transition name. Otherwise, add the new 
system state to the graph, draw an arc from the current 
state to it, and label the arc with the name of the transi- 
tion. 
3. For  each new state generated in step 2, repeat step 
2. Continue until step 2 has been repeated for each sys- 
tem state thus generated, and no more new states are 
generated. 
An important  question concerned with the practical 
use of this model is whether the analysis can be automat- 
ed; that is, whether a program can be written which 
will produce all of the reachable system states beginning 
from the initial system state. Such programs have been 
implemented for the simpler CFSM model [-22]. A pro- 
ject to implement the above analysis procedure is cur- 
rently underway [27]. Due to the use of variables, both 
local and shared, and the used of enabling predicates 
which determine whether transitions can be made, the 
program will be more complex than the automation of 
the CFSM model. Unlike the CFSM global analysis (it 
is undecidable whether the CFSM global analysis will 
ever terminate), system state analysis will eventually ter- 
minate; there is only a finite number of possible system 
states. However, due to the complexity both of the 
model and of the protocols - our intent is that the pro- 
gram will run under the control of the protocol designer, 
providing him with the ability to generate portions of 
the reachability graph, correcting errors in the specifica- 
tion as found, rather than simply generating the entire 
set of system states, which can be quite large. Such a 
tool is expected to be quite useful for both the analysis 
and design of protocols. 
A related question is concerned with the insight 
needed by the designer to apply system state analysis. 
The procedure is a fairly mechanical one, and can be 
executed against any protocol specified using the model. 
Thus one does not need a great deal of understanding 
of the protocol in order to carry out the analysis. In 
fact, the process of carrying out the analysis should help 
the designer or reviewer to gain a greater understanding 
of the protocol. The program for carrying out this analy- 
sis, when completed, should also be a helpful tool in 
understanding the protocol, as well as in detecting errors. 
Some insight will be helpful, however, in creating the 
initial protocol specification. It is desirable to have a 
balance between states and variables, in order to make 
the analysis as simple as possible. 
3 Specification of a variable window protocol 
The protocol which we have chosen to model is a 1-way 
data transfer protocol with a variable window size, which 
is essentially a subset of the H D L C  (High-level Data  
Link Control) class of protocols. There are two machines 
in the system, a sender (ml) and a receiver (m2). The 
sender sends data blocks to the receiver, which are num- 
bered sequentially, 0, 1 . . . . .  w, 0, 1, ... for a window size 
of w. As in HDLC,  the maximum number of data blocks 
which can be sent without receiving an acknowledgment 
is w, the window size. The receiver, m2, receives the data 
blocks and acknowledges them by sending the sequence 
number of the next block expected (which is stored in 
local variable exp). The shared variables DATA and 
SEQ are used to pass messages from sender to receiver, 
and the shared variable ACK is used to pass acknowl- 
edgments back to the sender. The receiver may acknowl- 
edge any number of blocks received up to the window 
size. Upon receiving the acknowledgment, the sender 
must be able to deduce how many data blocks are being 
acknowledged. This is done by observing the difference 
between the values of the received acknowledgment and 
the sequence number of the last data block sent. 
For  example, suppose that the window size, w, is 7, 
and the sender has transmitted 5 data blocks numbered 
DO, D1, D2, D3, D4. (We use Dn and An to denote 
data blocks numered n and acknowledgments numbered 
n, respectively.) Suppose that the receiver has accepted 
the first three of these, and chooses to acknowledge them 
at once. It does so by sending an A 3 to the sender (as 
3 is the number of the next data block the receiver ex- 
pects). The sender deduces from this that the first 3 data 
blocks sent have been received. If, however, the sender 
receives an A 5, then all 5 data blocks are acknowledged. 
The general specification of the protocol is given in 
Fig. 1 and in Table 2. The specification for a window 
size w = 1 is shown in Fig. 2. The state machine diagrams 
and the variables are shown in Fig. 1, while the action 
table, containing the enabling predicate and action for 
each transition is shown in Table 2. Initially, both sender 
and receiver are in state 0, arrays DATA and SEQ are 
empty, and ACK is empty. The domains of DATA, Rda- 
ta and Sdata are not specified; these are used to hold 
user data blocks. Sdata and Rdata are the interface or 
access points of the higher layer (user) protocol. The 
local variables for the sender are Sdata, used to store 
data blocks, seq, used to store the sequence number of 
the next data block to be sent out, and i, used as an 
index into the D A TA  and SEQ arrays. Initially seq is 
set to 0, and i is set to 1. The local variables of the 
receiver are Rdata, exp, and j. Rdata is used to receive 
and store incoming data blocks, exp to hold the expected 
sequence number of the next incoming data block, and 







' -A ~ D  
1 2 w 
sd t :t I I "" I I 
seq : (0,1,..,w) 
i :  (1,2,..,w) 
Rdata: [ ]  
exp : (0,1,..,w) 
j : (1,2,..,w) 
Fig. 1. State machines  and variables for the data  transfer pro tocol  
(initial values are either bold  type or empty) 
Table 2. Act ion  table for the da ta  transfer pro tocol  (k represents 
the difference in window size between sender and receiver) 
t ransi t ion enabling predicate  act ion 
-- D D A T A  (i) D A T A  (i) ~ Sdata (i) 
= g A SEQ (i) = g SEQ(i)+---seq 
inc ( i, seq) 
+ Ak A C K  G k ACK*----  # 
(0_<k<w) = s e q A A C K # C  
(next state: k) 
+ D DATA (j) Rdata +--- DATA (j) 
# #  A SEQ(j)=exp DATA(j), SEQ(j)(---# 
inc (j, exp) 
- -  A DATA (j) = # ACK +--- exp 
The states of both sender and receiver are numbered 
0, 1 . . . . .  w, and each state has an easily recognized intui- 
tive meaning. If the sender is in state 0, then all data 
blocks sent to date have been received by the receiver, 
so a full window size of w data blocks may be sent with- 
out waiting for an acknowledgment. If ml is in state 
w, then a full window of blocks have been sent, so the 
sender can only wait for the acknowledgment from the 
receiver. 
If the receiver, m2, is in state 0, then all received data 
blocks have been acknowledged. If in state w, then a 
full window of data blocks have been received, but not 
acknowledged. Whenever the receiver sends an acknowl- 
edgment, all data blocks received up to that point are 
acknowledged. 
The enabling predicate and action for each transition 
are shown in Table 2. The label or transition name is 
in the leftmost column, the enabling predicate in the 
middle, and the corresponding action on the right. There 
are four basic types of transitions. In the sender, ml, 
the --D transition transmits a data block by placing 
it into the shared variable DATA(i), and the sequence 
number into SEQ(i). The send is enabled whenever those 
variables are empty. (The interaction between the sender 
and the user, or higher layer, is implicit, and not specified 
here). The inc operation increments its arguments, if less 
than their maximum value, in which case it resets them 
to the minimum value. The operator  9 represents the 
inc operation repeated k times, if the argument is k and 
the symbol g denotes the empty value. The receive tran- 
sition in the receiver, m2, is enabled whenever a data 
block of the appropriate sequence number is in the j th  
element of D A TA  and SEQ. An acknowledgment may 
be sent by m2 in any state except 0, in which case no 
unacknowledged data blocks have been received. 
The remaining transition is the +Ak, receive ac- 
knowledgment, in m 1. If m I is in state u, 1 <_u<_w, and 
there is a nonempty value in shared variable ACK, then 
exactly one of the transitions +A0,  +A1 . . . . .  +Aw-1 
will be enabled; it will be that A k such that the predicate 
A C K O  k = s e q  is true, and the next state is k. In the 
state diagram, all of the transitions + Ak are shown using 
the same vertical line for neatness. 
ml 




seq : (0,1) 
i : l  
DATA SEQ 




Rd t : Ira1 
exp : (0,1) 
j : l  
ml 
- D ~ q _ A  0 
1 2 
Sdata: 
seq : (0,1,2) 
i: (1,2) 
DATA SEQ 
I - - 1  
ACK 
m2 
-A , ~  
1--1 
exp : (0,1,2) 
j : (1,2) 
Fig. 2. Specification for w = 1 Fig. 3. Specification for w = 2 
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The specification for a window size of w = 2 is shown 
in Fig. 3. In comparing this with Fig. 2, and referring 
to the general specification in Fig. 1, one can see how 
the specification changes as w increases. When w in- 
creases by one, the number of states in both sender and 
receiver increase by one, the range of local variables seq 
and exp each increases by one, and the number of ele- 
ments in the DATA and SEQ arrays increases by one, 
also. It is shown in the next section that this pattern, 
which makes the general specification possible, also 
makes a general analysis possible. 
4 Analysis: system state analysis 
In this section the system state analysis of the data 
transfer protocol is given. System state analysis is similar 
to the reachability analysis used with the pure finite state 
machine model, but the total number of states which 
must be generated with system state analysis is signifi- 
cantly smaller. This is explained in more detail in refer- 
ences [-31, 32]. First the system state analysis for the 
window sizes of w = 1 and w = 2 are given. From these, 
it appears that the system state reachability graph is 
a 3-dimensional geometric structure in the shape of a 
tetrahedron, and we call this structure a DTI (w) graph. 
Induction is then combined with system state analysis 
to show that this graph is the system state analysis for 
a window size w, and from the symmetry of the graph, 
we can conclude that the protocol is free from deadlocks. 
+Ao,///~(ii!i +D 11)o 
Fig. 4. System state analysis for 
w=l  
)O)o 
- D  
+a 
Fig. 5. System state analysis for w = 2 
4.1 Analysis for w = 1, 2 
The specification for w = 1 was given in Fig. 2, and the 
system state analysis is given in Fig. 4. Initially both 
machines are in state 0, the local variables seq and exp 
are set to 0 and i=j  = 1. The subscripts are used so that 
distinct system states having the same tuple (but not 
the same outgoing transitions) may easily be distin- 
guished. The convention used is that the subscript is 
initially 0, and is increased whenever a " - A "  transition 
is taken, by the number of messages which are being 
acknowledged. The logic behind this convention will be- 
come clear in the next section. 
The reader may easily verify that the analysis is as 
shown in Fig. 4, and should also observe that upon en- 
tering the initial state (0, 0)  for the second time, that 
the values of seq and exp are now 1; that is, the intial 
global state has not yet been reached. In order to reach 
the initial global state (thus completing the global analy- 
sis), the analysis must be continued through four more 
transitions, generating a total of eight global states. 
The analysis for w = 2 is shown in Fig. 5; the specifica- 
tion was given in Fig. 3. The initial states and variable 
values are the same as for w = 1, however there are clearly 
more states in the analysis. 
In comparing the analyses for the window sizes of 
w = 1 and w = 2, it is important  to note that the smaller 
graph is a subgraph of the larger; in fact, either can 
be obtained easily from the other. The graphs also have 
a symmetric shape; this is particularly noticeable if the 
subscripts are taken as the third coordinate in a 3-dimen- 
sional cartesian coordinate system, with the states of 
each machine as the first two coordinates. When this 
is done, the graph is in the shape of a tetrahedron, with 
edges which are directed and labeled. Each point in the 
structure has an intuitive interpretation, which is dis- 
cussed in the next section. 
4.2 Graph definition and structure 
In this section we define the directed, labeled graph 
which was seen to be the system state analysis for win- 
dow sizes of 1 and 2. The definition is in terms of w, 
the window size. The definition is used in the next sect. 
to generalize the analysis to an arbitrary w. In the defini- 
tion below, the x and y coordinates correspond to the 
states of sender and receiver, and the z coordinate to 
the subscript in the analysis. 
A DTI(w) graph for a nonnegative integer w is a la- 
beled, directed graph, defined by the tuple (N, E, L, qS), 
where 
N={(x ,y ,z )10<z<_w,z<x<_w,  0 < _ y < x - z }  
is a finite set of nodes, where each node is specified by 
an ordered triple; 
L={- -D,  +D, --A, +Ao, +A1 .. . .  , q-Aw-1}  
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is a finite set of labels; the set E of edges is a set of 
ordered pairs ((xl, Yl, z), (x2, Y2, z2)) of nodes from N, 
and is the union of the following four sets: 
E 1 = {((X, y, Z), (X + 1, y, z))l(x, y, z )eN,  x < w} ; 
E2 = {((x, y, z), (x, y + 1, z))[(x, y, z )eN,  y < x - z} ; 
/~3 = {((x, y, z), (x, o, y + z))l(x, y, z)~ N,  y = x - z, x > z } ;  
E4= {((x, y, z), (x -z ,  y, o))l(x, y, z)~U, z>0};  
and the mapping q~: E ~ L is defined as follows: 
V(x, y, z )eE~,  O(x, y, z )=  - D ;  
V(x, y, z)~E2, O(x. y, z)= +D;  
V(x, y, z)6 E3, ~p(x, y, z)=  - A ;  
u  +Ak, where k = x - - z .  
Each node of the graph can be thought of as a point 
in 3-dimensional space, with nonnegative, integral coor- 
dinates (x,y,z). If so, then the structure of the graph 
is a sequence of w + 1 triangles, one on top of the other, 
with the largest triangle at the bot tom (z = 0) level, and 
the smallest is a single point at the top (z=w) level. 
The structure of the DTI(w) graph is shown in Fig. 6. 
The lower triangle consists of three points, and the top 
of a single point. 
For  examples of a DTI(w) graph, the reader should 
refer back to Figs. 4 and 5; the states of m~ and m2 
are the x and y coordinates, respectively, and the sub- 
script corresponds to the z coordinate. Now the reason- 
ing behind the convention for subscript use should be- 
come clear. The x and y coordinates are the machine 
states, and the z coordinate corresponds to the difference 
in the window size of the two machines. 
The assignment of labels to the edges can be grouped 
for an easier intuitive understanding. All of the - D  and 
+ D edges occur between points at the same z level. Fur- 
ther, there is a one-to-one mapping between the - D  
and + D edges at each z level, and all - D  edges are 
perpendicular to the + D edges. The - A  and + A edges 
all go between different levels of z; the - A  transitions 
go from a lower z value to a higher z value and the 
+ A transitions always move down to the bot tom (z = 0) 
level. This corresponds to the receiving machine's ac- 
knowledgment of all received messages. Also, all the - A 
edges are parallel or coincident, and all the + A edges 
are parallel or coincident. The highest level (z=w) is 
always the single point (w, 0, w). The next higher level 
consists of 3 points. In moving up, each higher level 
Fig. 6. Structure of the DT1 
graph 
can be obtained from the previous level by deleting 1 
row and increasing the value of both x and z by one. 
The z coordinate corresponds to the subscript used 
earlier in the system state analysis. Thus its value corre- 
sponds to the number of data blocks which have been 
acknowledged by m2, but which have not yet been re- 
ceived by ml. Put another way, z can be thought of 
as the difference in window sizes between the two ma- 
chines. 
For  example, suppose that beginning in the intial sys- 
tem state (0, 0)o,  mt executes two - D  transitions, then 
m2 receives these two data blocks by executing two + D 
transitions. The system state at this point would be 
(2, 2)o. The z coordinate is 0, as no data blocks have 
been acknowledged. Next suppose that m2 executes the 
- A  transition. This transition acknowledges the two 
data blocks sent by ml and received by m2, and the 
system state will be (2 ,0 )2 .  The z coordinate is now 
2, which represents the number of data blocks which 
m 2 acknowledged. If m~ now executes the +Ao transi- 
tion, the system state will again be (0, 0)o. The z coordi- 
nate is again 0, as all acknowledgments sent by m2 have 
been received by ma. 
One of the nice features of the geometric structure 
of this graph is that the state of the system can be easily 
inferred from the x, y, z coordinates. For  example, at 
point (5, 3,0), or system state (5, 3)o, the sender has 
transmitted 5 data blocks for which no acknowledgment 
has yet been received, the receiver has received 3 of these, 
but acknowledged none. In state (6 ,4 )2 ,  the sender 
transmitted 6 data blocks, but has not yet received an 
acknowledgment; the receiver received 2 of these, trans- 
mitted an acknowledgment of them, and then received 
2 more data blocks. The receiver has not yet acknowl- 
edged the last 2 data blocks in this state. 
4.3 System state analysis for an arbitrary w 
In this section the analyses for w -- 1 and w = 2 are gener- 
alized to an arbitrary w, through use of the DTI(w) 
graph definition. The first 2 lemmas give information 
about  numbers of nodes and edges in a DT1 graph. The 
next 2 lemmas show the relationship between the DT1 
graphs for various values of w, and between the system 
state analysis graphs for various window sizes; these are 
useful in the proof of the theorem. The proofs of the 
lemmas are given in [21, 30]. The main result is that 
the analysis for an arbitrary w is given by the DTI(w) 
graph. 
L e m m a l .  The graph DTI(w) has f(W)=~W3+W 2 
+ ~ w + 1 nodes. 
Lemma 2. The graph DTI(w) has 89 3 + 2 w 2 + ~ w  arcs. 
Lemma 3. DT1 (w) is a subgraph of DT1 (w + 1). 
Lemma 4. The system state reachability graph for a win- 
dow size of w is a subgraph of the system state reachability 
graph for a window of w + 1. 
Fig. 7. The graph DTI(1) 
Theorem 1. DT1 (w) is the system state teachability graph 
for the 1-way data transfer protocol with a window size 
of w, where the x and y coordinates are taken as the 
states of ml and m2, respectively. 
Sketch of proof: The proof is by induction on w, the 
window size. For  w = 0, the specifications of ml and m2 
are a single node with no messages sent or received, 
so the system state analysis is also the single node (0, 0} 
and thus the theorem is trivially true. We use the case 
w = 1 as a basis for the induction. 
The specification for w = 1 is given in Fig. 2, and the 
system state analysis is given in Fig. 4. This analysis has 
4 system states. The graph DTI(1),  shown below, also 
has 4 nodes: 000, 100, 110, and 101. These correspond 
to the system states of the analysis, and it is clear that 
the edges between these are identical to the transitions 
of the system state analysis. 
For  the inductive hypothesis, assume that the theo- 
rem is true for some positive integer n. That is, assume 
that DTI(n) is the system state reachability graph for 
the data transfer protocol with a window size of n. We 
must show that the theorem holds for n + 1. 
In what follows, we use the notation 'SA(n)' and 
'GA(n)' to denote the system state analysis and the glob- 
al state analysis for a window size of n, respectively. 
By Lemma 4, SA(n) is a subgraph of SA(n+ 1), and 
by the inductive hypothesis SA(n) is the graph D T1 (n); 
so we shall take the specification for n + 1, and the graph 
D TI(n)=SA(n) as a partial analysis, and complete the 
system state analysis of the protocol for n +  1, giving 
SA(n + 1), showing step by step that this completed anal- 
ysis of protocol n +  1 is the graph DTI(n+ 1). 
Consider each node in SA(n)=DTI(n), and add the 
additional transitions which exist in the protocol n + 1, 
which are not in protocol n. The z coordinate takes on 
the values 0, 1, . . . ,n.  At the z = 0  level the nodes/states 
of SA (n) are 
000, 
100,110, 
n00, n 10 . . . . .  nnO. 
For  the x values of 0, 1 . . . .  , n -  1 (that is, all but the 
last row as shown above), there are no additional transi- 
tions. This is because the transitions possible out of those 
states are exactly the same in the n protocol as in the 
n +  1 protocol;  ml may only send data blocks, and m2 
may only receive data blocks or send acknowledgments 
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at the z = 0  level; and for all but the last row, these 
transitions already exist in DTI(n). But at the last row 
- states n00, ..., nnO - there is an additional transition 
possible in protocol n + 1 which is not possible in proto- 
col n: a " - - D "  transition out of ml. This is because 
ml has one more state in the n +  1 protocol, and the 
corresponding variables can take on one additional 
value. 
These " - D "  transitions out of the states of the bot- 
tom row above generate another row of states at this 
z = 0 level: 
(n + 1, 0, 0), (n + 1, 1, 0), ..., (n + 1, n, 0). 
For  each of these new states, there is one additional 
transition possible, which is the corresponding " + D "  
in m2. This is possible because ma also has one additional 
state in the n +  1 protocol, and the corresponding vari- 
able values take on one additional value. These " + D "  
transitions are from state ( n + l , i ,  0) to state 
(n + 1, i + 1, 0) for 0 < i_< n. This generates one more state, 
(n + 1, n + 1, 0). This gives a total of n + 1 additional states 
at the z = 0  level, as well as n additional " - D "  and 
" +  D" transitions at that level. 
There are no " + A" transitions possible out of these 
new states; this is because no data blocks have been 
received which are not yet acknowledged. However there 
is a single " - A "  transition which is possible (in fact, 
the only transition possible) out of state (n + 1, n + 1, 0). 
This is possible because all data blocks sent by ml have 
been received by m2 in this state. The sender, ml, is 
unable to send any more data blocks. So m 2 may take 
a " - A "  transition, which leads to the system state 
( n + l , 0 ) .  But this is not the same system state as 
(n + 1, 0, 0) already generated; because the only transition 
possible out of this new state is " + A o "  which leads 
back to the initial system state. (This is easily seen by 
observing the sequence of transitions which have oc- 
curred since the initial state.) So we assign a new z value 
to this state, n + 1, giving the node (n + 1, 0, n +  1). (We 
choose the value for z to be n + 1 because this is exactly 
the number of data blocks which are being acknowl- 
edged; this is consistent with the interpretation of the 
meaning of z for DT1 (n).) 
From the definition of DTI(w), it is easily seen that 
the additional nodes as shown above are exactly the 
additional nodes in DTI(n+I)  at the z = 0  level not in 
DT1 (n), as well as the additional transitions. 
To complete the proof, the analysis is completed simi- 
larly for the z = 2, 3 . . . .  , n levels and this is done in [21, 
301. 
The significance of this theorem is that the analysis 
for a class of data transfer protocols is completed for 
an arbitrary window size. Further, because every node 
in the graph has a path back to the initial state, there 
can be no deadlock nodes. This shows that the method 
of system state analysis has the potential to greatly sim- 
plify analysis of at least some types of protocols. 
By this result, the graph of Fig. 5 is the analysis for 
the protocol of window size 2. The first 2 digits of each 
node are the states of machines ml and m2, respectively. 
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The node 000 is the initial system state. There is an 
intuitive meaning for each system state, analogous to 
the meaning of the states in the specification. In 000, 
all data blocks sent have been received and acknowl- 
edged, and the acknowledgment has been received. At 
the entire z = 0 level, all acknowledgments that have been 
sent have been received. At the z = 1 level, exactly 1 ac- 
knowledgment has been sent but not received. The - A  
transitions, which acknowledge data blocks, go up in 
their z value by exactly the number of data blocks being 
acknowledged. For  example, note that the - A  from 
state 220 goes to state 202. Since z increases by 2, this 
is the number of data blocks m2 is acknowledging. Trac- 
ing the paths from the initial state 000 to 220, it is seen 
that exactly 2 data blocks have been sent and received, 
as expected. 
4.4 Comparison with global analysis 
As previously stated, the global analysis has O (w 5) reach- 
able states, as compared with O(w a) reachable states in 
the system state analysis. 
To see this, consider the system state analysis for w = 2 
(Fig. 5); it has 
~(2)3 +(2)2 + ~ ( 2 )  + 1 = 10 
states. In carrying out the system state analysis, the ini- 
tial global state is 
(0, 0, seq=O, exp =0,  i=  1 , j=  1, ACK =d~ 
If the system takes the following progression 
(0 ,0}  ~--D , ( 1 , 0 }  ~+D , ( 1 , 1 }  
--A , (1 ,  O} 
, + A  o , (0 ,0}  
then the global state at the second occurrence of (0, 0} 
is 
(0, O, seq = 1, exp = 1, i = 2,j = 2, ACK = g). 
This is the same system state as at the first occurrence, 
but not the same global state. It turns out that for w = 2, 
there are 60=(10)(2)(3) global states. That  is, there is 
a global state for each possible combination of seq = exp 
and i=j  when the 2 machines are in the initial state, 
and each such global "initial" state produces f (w)  global 
states. The global analysis consists essentially of w(w + 1) 
system state analyses. This result is given in the following 
theorem. First 2 lemmas are given, which are used in 
the proof  of the theorem. 
Lemma 5 states an important  fact about  the relation- 
ships between the variables of ml,  m2, and the shared 
variables whenever both machines are in state 0. The 
final lemma is basic to the applicability of system state 
analysis. 
Lemma 5. Consider the data transfer protocol of Fig. 1. 
For any reachable system state (0, 0), we must have i=j, 
seq=exp, and D A T A ( k ) = S E Q ( k ) = A C K = g  for 1< 
k ~ w .  
Lemma 6. For the data transfer protocol specified by 
Fig. 1, any reachable global state in which both ml and 
m 2 are in state 0 corresponds to the initial system state, 
and yields the DTI(w) graph when system state analysis 
is applied. 
Theorem 2. The global analysis for the data transfer pro- 
tocol has 
g(w)=w(w+ 1) f ( w ) = w ( w +  t ) (~wa+w2+~-w+ 1) 
states, where w denotes the window size. 
Sketch of proof: By Theorem 1, there are at least f (w)  
global states, because there must be at least 1 global 
state corresponding to each of the system states. In order 
to prove this theorem, it is shown that there are exactly 
w(w + 1) global states corresponding to each of the f (w)  
system states. The global analysis for w = 1 is shown in 
Fig. 8 and Table 3. This provides a proof of that case, 
so in what follows we may assume that w >_ 2. 
First we show that for the initial system state, there 
are w(w + 1) corresponding global states. 
The initial system and global state is 
(0, O, seq=O, exp=O, i= 1 , j=  1, 
D A TA  = g, SEQ = ~, A CK  = g}. 
If the transitions - D ,  + D, - A ,  + A o are executed (the 
reader may observe that these transitions are enabled 
in the resulting sequence of states) then the resulting 
global state is 
(0, O, seq = 1, exp = 1, i = 2,j = 2, 
D A TA  = X, SEQ = 0, A CK  = d~ 
( 








' - A  
,3 
+D 
' - D  
Fig. 8. Global analysis for w = 1 
Table 3. Global states for w = 1 
num state seq i exp j DATA SEQ ACK 
o (o,o),  0 1 0 1 0 0 0 
1 ( 1 , 0 ) ,  1 1 0 1 X 0 0 
2 <1,1>~ 1 1 1 1 0 0 0 
3 (1,0)2 1 1 1 1 0 0 1 
4 (0,0)2 1 1 1 1 0 0 0 
5 (1,0}3 0 1 1 1 X 1 0 
6 <i,l>~ 0 1 0 1 0 0 0 
7 (1,0)4 0 1 0 1 0 0 0 
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This is the initial system state (the same enabled out- 
going transition), but a different global state. Repeatedly 
executing the sequence of transitions - D, + D, - A, 
+ Ao generates the global states 
(0 ,  O, seq = 2, exp  = 2, i = 3 , j  = 3, 
DATA = do, SEQ = do, ACK = do) 
(0,  O, seq = 3, exp  = 3, i = 4 , j  = 4, 
D ATA = do, SEQ = g, ACK = g )  
(0,  O, seq = w -  1, exp  = w -  1, i = w , j  = w, 
DATA = do, SEQ = do, ACK = do) 
(0 ,  0, s e q = w ,  e x p = w ,  i=  1 , j=  1, 
DATA = do, SEQ = do, ACK = do) 
(0 ,  0, seq=O,  e x p = O ,  i=  2 , j =  2, 
D ATA = d ~ SEQ = do, ACK = do) 
(0 ,  0, seq = O, exp  = O, i = 1, j  = 1, 
D ATA = do, SEQ = do, ACK = do) 
There are w(w + 1) such global states, 1 for every pos- 
sible combination of i = j  (w values) and seq = exp  (w + 1 
values). 
Thus there at least w ( w  + 1) global states correspond- 
ing to the initial system state, as each of these clearly 
have the same outgoing transition enabled. If there are 
any more global states corresponding to the system state 
(0, 0), then either i C j, or seq ~eexp, or one of DATA, 
SEQ, and ACK must be nonempty. But from Lemma 5, 
this cannot occur, so there are exactly w ( w + l )  global 
states corresponding to system state (0, 0). 
Since each of the w ( w +  1) global states corresponds 
to the initial system state, by Lemma 6, system state rea- 
chability analysis may be applied to each of these global 
states to generate f ( w )  system states. What  remains is 
to show that each global state thus formed is a unique 
global state and that there are no other global states. 
This is done by using the uniqueness of the initial global 
states, and the relationships between the variables. The 
reader is invited to complete the details; a complete pro- 
of is in [21, 30]. 
5 Other applications of the model 
This paper has covered the application of sys tems o f  
communicat ing machines  to a particular type of protocol; 
but there are numerous other possible applications, some 
of which are discussed briefly in this sect. 
In [28], SCM was used to model the token ring proto- 
col, which is standardized as IEEE 802.5, Token R ing  
Access  M e t h o d  [15]. This is a local area network in 
which an arbitrary number of stations are connected, 
each with exactly one input link and one output link, 
forming a cycle. The token passing and data transfer 
phases of the protocol were specified. The sys tem state 
analysis of that specification was presented in [36]. The 
analysis showed that the protocol was free from dead- 
locks and nonexecutable transitions. 
In [29], the CSMA/CD protocol was specified and 
verified. The analysis showed that the protocol was free 
from deadlocks, and that, except for the case of continu- 
ous collisions, that the protocol has progress properties. 
This protocol, also called "ethernet ,"  is widely used in 
university networks across the USA, and is IEEE Stan- 
dard 802.3 [13]. The analysis was based on a system 
state analysis for the 2-machine case, which was then 
extended to the case of an arbitrary number of machines. 
Thus it is similar to that of this paper, in that we began 
with a finite system state analysis and extended it; but 
in this paper we extended a small window size to an 
arbitrary size, while in the CSMA/CD paper we extended 
the size of the network from two machines to an arbi- 
trary size. One of the unique aspects of that work was 
in the use of shared variables to model collisions. These 
were modeled by simultaneous writes by different ma- 
chines to a shared variable. 
The token bus protocol [14] was specified by SCM 
in [24], and analyzed in [7]. The analysis used sys tem 
state analysis for the case of a 2-, 3- and 4-machine net- 
work. These analyses then were used to show that the 
properties proved applied to an arbitrary sized network. 
The protocol was shown to be free from deadlocks and 
nonexecutable transitions, and to possess progress prop- 
erties. 
A specialized network protocol with a centralized ac- 
cess control was modeled in [26]. This protocol is widely 
used to connect various signal processing devices and 
computers on military aircraft. It is a different type of 
local area network, in which communication is con- 
trolled by a central monitor, a computer which controls 
the electronic devices on the network. 
F D D I  (Fiber Distributed Data Interface) is a recent 
standard which specifies a 100 Mbps (Mbps 
= 106 bits/sec) network using optical fiber. In [25], SCM 
was used to specify this protocol, and to verify it. In 
this work, the definition was extended to allow for the 
explicit timing of transitions. Timing is a critical part 
of this network, and this work showed that SCM also 
has the capability of specifying timing information. The 
verification showed that the network is free from errors 
such as deadlock, and also discussed the timing proper- 
ties and how they are satisfied. 
The examples, as well as the application of this paper, 
show that the model sys tems  o f  communicating, machines 
has a wide range of applications to communication net- 
works. It can also be used for more general parallel sys- 
tems. Research which is currently in progress is using 
the model SCM as a tool for the specification real time 
systems [18]. The definition of the model is used as a 
starting point for the definition of a general "real time 
system." Then specific cases of real time systems are spe- 
cified. 
Other current research is concerned with formally 
specifying a protocol which has been suggested as an 
improved F D D I  [10, 23]. This work is a very detailed 
protocol specification using SCM, and a modification 
to the F D D I  protocol as well. 
It is also worth noting that three recent standards 
documents use a method of specifying the protocol which 
has definite similarities to the model sys tem o f  communi-  
156 
caring machines [43, 15, 35]. The methods used in these 
documents also have finite state machines and variables; 
however these are not formally defined models, and this 
leads to some degree of informality. But the use of such 
a method in standards documents seems to indicate that 
a significant part of the standards community accepts 
the use of finite state machines and variables as a reason- 
able method for the specification of real-world protocols. 
Another  possible application of systems of communi- 
cating machines is as an analysis tool for protocols speci- 
fied using other models such as the standard FDTs Es- 
telle and LOTOS. Since Estelle has an extended finite 
state machine as its underlying model, one possible ap- 
proach would be to transform the Estelle specification 
into a systems specification, then exercise system state 
analysis. Some restrictions on the constructs which the 
Estelle specification contains may be necessary, however, 
in order to get a complete translation and analysis. For  
example, in [38], in order to analyze a specification, 
some Estelle statements and clauses were eliminated. A 
LOTOS specification would probably be more difficult, 
in general, to transform into systems of communicating 
machines; however the effort might possibly provide a 
more easily analyzable specification. 
The diversity of the kinds of protocols that have been 
modeled by the systems of communicating machines for- 
malism provides extensive evidence as to its versatility 
for formally specifying and verifying the correctness of 
protocols of different types, yet providing a model that 
is simple enough to allow verification and other studies 
of the behavior of the protocol. 
6 Conclusions 
A model for specifying protocols, called systems of com- 
municating machines, was used to specify a 1-way data 
transfer protocol, and the protocol was analyzed for free- 
dom from deadlocks using a method called system state 
analysis. Both specification and analysis are for an arbi- 
trary window size. 
The contributions of this paper are the specification 
of a widely used, practical protocol using a precisely 
defined yet easily understood model; the generality of 
the specification (any window size); and the analysis of 
the protocol, particularly the reduction in the size of 
the state space over previous models and in the use of 
induction combined with the system state analysis. Addi- 
tionally, the details of the specification and analysis sug- 
gest ways in which the model might be applied to other 
protocols and networks. We have also described the gen- 
eral procedure for carrying out the analysis, and some 
other applications of the model are also briefly discussed. 
The specification of the protocol has a number of 
states which is linear in the window size. This is a sizeable 
reduction in the number of states over a pure finite state 
machine (FSM) representation of the same protocol, 
which requires a number of states which is at least a 
quadratic function of the window size. The analysis pro- 
duces a graph which has a number of nodes and edges 
which are cubic in the window size. This is a reduction 
from O(w 5) for the global analysis. Further, in both t h e  
specification and the analysis, each state has an easily 
understood intuitive meaning. 
There are several questions which remain, and areas 
open for further work. It remains to be shown under 
exactly what conditions system state analysis may be 
applied in the place of global analysis. In this particular 
protocol it is clear that the analysis is valid, because 
we have shown the exact relationship between the 2 anal- 
yses, but the result should be proven for a more general 
case. 
Another  question is concerned with the proper bal- 
ance between states and variables in the specification 
of the protocol. A specification with too many variables 
and too few states makes the system state analysis mean- 
ingless; a specification with fewer variables and more 
states than needed increases the complexity of the analy- 
sis. Some insight on the part of the designer will be help- 
ful in making the specification; some trial and error may 
be necessary. Once the specification has been made, how- 
ever, the analysis can be carried out mechanically. Each 
step in the analysis may be more complex than in a 
pure finite state analysis, however the drastic reduction 
in the number of states generated makes this increase 
worthwhile. 
The protocol modeled here assumes no errors in 
transmission and does not make use of timers. In [33], 
the model is used to specify a similar, full duplex proto- 
col. It is believed that the results of this paper can be 
combined with a synthesis or decomposition approach; 
another possibility is that the projection method of [16] 
might be adapted. Additional consideration has been 
given to modeling errors and timers. Machines can be 
used to model channels which explicitly model errors, 
as well as timers. It is clear that this model and the 
system state analysis approach will be helpful in analysis 
which includes these features in the protocol specifica- 
tion. 
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