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Résumé
Avec l’accroissement de la puissance des ordinateurs, les simulations numériques de phéno-
mènes physiques deviennent de plus en plus complexes. Cette complexité provient d’une part, de
l’ajout de modèles physiques plus compliqués pour mieux représenter la physique et d’autre part,
par une discrétisation plus fine du problème conduisant à des problèmes de grande taille. Une
difficulté supplémentaire s’ajoute avec la complexification des ordinateurs notamment par des
mémoires et des unités de calculs hiérarchiques. Il est donc nécessaire de redessiner les algorith-
miques, les schémas numériques et les logiciels pour les rendre plus efficaces sur ces architectures
émergentes. Le travail présenté dans ce document correspond à deux axes de recherche. Le pre-
mier porte sur le développement et la parallélisation de la méthode des multipôles rapides pour
calculer rapidement des interactions de paires. Le deuxième axe concerne le couplage de mé-
thodes et de codes en physique des matériaux à échelle atomique ainsi que le pilotage de ces
simulations.
Abstract
Because computer performance is always increasing, the numerical simulations of physical
phenomena become much harder. Where does this complexity come from? On the one hand, for
a higher fidelity of the solution problem, more advanced physical models are introduced ; on the
other hand, the size of the discretization is shrinking which leads to very large-scale numerical
problems. In addition the computers themselves become more complex, for instance with hierar-
chical memories and hierarchical process units. Hence the need to redesign algorithms, numerical
schemes and software to make them more efficient and effective on emerging architectures.
The work layout in this document is divided in two mainlines. First, the development and the
parallel design of the fast multipole method to compute pair-wise interactions. Then the coupling
of models/methods and codes in material physics at atomistic scale, and the computational
steering of these simulations as well.
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Le dénominateur commun de mon activité de recherche, depuis le début de ma carrière est
le développement de schémas et d’algorithmes numériques pour accélérer les calculs dans les
applications complexes issues de la physique. Ces applications ont évolué en fonction de mes
collaborations. Durant les premières années de ma recherche, je me suis intéressé au magnéto-
formage puis sous l’impulsion de Gilles Kahn au domaine de la chimie computationnelle que j’ai
étendu par la suite à la physique des matériaux. Dans toutes ces applications, j’essaye de contri-
buer sur toute la chaîne allant de la modélisation à l’implémentation efficace sur des machines
parallèles. Cela se traduit par deux types de contributions : la première concerne l’amélioration
des modèles, le développement d’algorithmes hiérarchiques ou multi-échelles. Le deuxième aspect
porte sur le développement et l’implémentation efficace d’algorithmes parallèles en lien avec ces
applications.
Mon activité de recherche en calcul scientifique a toujours été à l’intersection de deux do-
maines : mathématiques appliquées et informatique mais toujours en lien avec des applications.
Depuis une dizaine année avec mon arrivée à Bordeaux, j’ai recentré mon activité sur l’étude et
le développement de modèles et de méthodes hiérarchiques pour les simulations de grande taille
en physique des matériaux. Du fait de la taille des applications visées, l’objectif de mes travaux
consiste à améliorer les méthodes pour les rendre plus efficaces sur les architectures parallèles
émergentes.
J’ai choisi de ne présenter dans ce document qu’une partie de mes activités de recherche
depuis que j’ai intégré l’équipe Satanas. J’ai sélectionné deux axes les plus représentatifs de
mes travaux. Le premier concerne l’algorithmique pour le calcul rapide des interactions entre
paires par la méthode des multipôles rapide. Cette activité est alimentée par les applications
sur lesquelles je travaille. Au démarrage, ces travaux étaient issus des problèmes en chimie com-
putationnelle et en astrophysique puis se sont étendus récemment à l’élasticité pour le calcul
des forces en dynamique des dislocations. Le deuxième axe concerne les simulations complexes,
notamment multi-échelles, en physique des matériaux. Les travaux dans cette thématique évo-
luent très fortement en fonction des collaborations que je tisse au travers de thèses, de contrats
et de projets (ACI, ANR, ...). De plus, elles conduisent à des travaux plus numériques et algo-
rithmiques ainsi qu’au développement d’outils pour faciliter la mise au point de ces simulations
complexes.
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Chapitre 1
Méthode des multipôles rapide
1.1 Présentation
Le calcul rapide des interactions entre paires de particules est central dans beaucoup d’ap-
plications provenant de domaines très différents. On peut citer les simulations en astrophysique,
en physique des matériaux, en dynamique moléculaire mais aussi en acoustique, en électroma-
gnétisme, . . . Il s’agit d’évaluer le potentiel ou la force sur toutes les particules à chaque pas de
temps. Cela conduit à évaluer la somme suivante :
Vi =
N∑
j=1
K(xi, xj)wj ∀i = 1, ..., N, (1.1)
où N est le nombre de particules, xj est la position d’une particule, wj sa grandeur physique
(par exemple la charge) et K(., .) un potentiel de paire. Ce potentiel est en général une fonction
de Green qui décroît en fonction de la distance. Nous ne nous intéresserons ici qu’à des potentiels
non oscillants.
Depuis le milieu des années 80, de nombreux algorithmes ont été proposés pour réduire
la complexité quadratique de l’évaluation directe de la somme [10, 37, 36, 71]. L’introduction
de méthodes hiérarchiques basées sur des structures en arbre ou en octree a considérablement
réduit la quantité de calcul nécessaire pour simuler ces systèmes pour une précision donnée. Deux
catégories de méthodes ont été développées, à savoir la méthode basée sur des algorithmes en
arbre développée à l’origine par J. Barnes and P. Hut [10] ayant une complexité en O(N ln(N))
et la méthode des multipôles rapide par L. Greengard [37] avec une complexité linéaire.
Du fait de la décroissance du potentiel à l’infini, on le décompose en un champ proche et
un champ lointain. Cette séparation est basée sur l’utilisation d’un octree ou d’un arbre. Le
champ proche est calculé directement via l’expression (1.1). On parlera de calcul direct tandis
que le champ lointain est approché. Il existe deux grandes classes de méthodes pour l’approcher.
La première, la plus utilisée, consiste à faire des développements d’ordre P du potentiel. Deux
développements sont généralement considérées : le développement de Taylor [9, 71, 75, 35] très
utilisé en astrophysique et le développement en harmoniques sphériques [37, 61, 25, 15, 41]. Ces
développements sont spécifiques à chaque noyau et doivent être établis pour chaque nouveau
potentiel. La deuxième classe [5, 79, 31] est basée sur une interpolation du potentiel sur un
ensemble de points. L’algorithme hiérarchique ainsi construit est indépendant du potentiel.
L’implémentation efficace de ces méthodes et leur parallélisation est un enjeu important
dans différents domaines comme l’astrophysique, la dynamique moléculaire, la physique des ma-
tériaux, mais aussi tous les problèmes issus des formulations intégrales (électrostatique, acous-
tique, électromagnétisme, élasticité, . . . ). De nombreux travaux [24, 38, 15, 40, 39] ont porté sur
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Figure 1.1 – Parcours de l’octree en 2D. Les opérateurs du champ lointain (M2M, M2L et
L2L) à des niveaux au-dessus du niveau feuille sont représentés.
l’amélioration de ces méthodes pour diminuer la complexité des opérateurs impliqués et accroître
la scalabilité des implémentations parallèles de la méthode [9, 36, 68, 73, 79, 49, 42, 12, 50, 43,
14, 19, 21, 51].
L’algorithme pour évaluer le champ lointain est basé sur le parcours de l’octree et se décom-
pose en deux parties : une phase montante et une phase descendante. Dans la phase montante
Figure (1.1a), on part des feuilles (i.e. les cellules en bas de l’octree) pour calculer via l’opé-
rateur Particule-to-Multipole (P2M) des multipôles sur la cellule. Il peut être vu comme
une approximation de la grandeur physique impliquée dans le problème (masse, charge, ...) sur
la cellule. Une fois ces multipôles construits, on remonte niveau par niveau dans l’arbre en ap-
pliquant l’opérateur Multipole-to-Multipole (M2M) pour accumuler les développements des
cellules filles à la cellule père. Lorsqu’on arrive au sommet de l’arbre, tous les multipôles sont
disponibles et on peut commencer la phase de descente pour évaluer le champ lointain dû aux
multipôles. Pour cela, on utilise un critère de bonne séparation ; dans notre cas, deux cellules
sont dites bien séparées si elles ne sont pas voisines. En l’absence de conditions aux limites
périodiques et à cause de ce critère on ne remonte pas jusqu’à la racine mais on s’arrête au
niveau 2 de l’arbre (grille du haut de la Figure (1.1)). Pour chaque cellule on évalue via l’opé-
rateur Multipole-to-Local (M2L) les développements locaux dues aux cellules bien séparées
des voisins du père, c.-à-d. les cellules vertes dans la Figure (1.1b). Ces cellules sont stockées
dans une liste d’interaction de la cellule source. En dimension 3, pour un octree uniforme et
sans cellule vide, il y a 189 cellules dans cette liste. Une fois les coefficients locaux évalués sur
tous les niveaux supérieurs, l’opérateur Local-to-Local (L2L) translate ces coefficients à ses
cellules filles. Ces deux étapes de la phase descendante, s’appliquent jusqu’au niveau des feuilles.
La dernière étape consiste à appliquer l’approximation du champ lointain sur les particules via
l’opérateur Local-to-Particule (L2P). Le champ proche correspond à l’interaction entre la
cellule et les boîtes non séparées (interaction entre la cellule rouge et les cellules blanches dans
la Figure (1.1b)). Il est évalué par l’opérateur Particule-to-Particule (P2P) par un calcul
direct des interactions entre les boîtes voisines via l’expression (1.1).
Pour que l’algorithme soit efficace, la hauteur de l’octre est choisie pour que les temps de
calcul entre le champ proche et le champ lointain soient équilibrés. Dans le calcul du champ
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lointain, l’opérateur M2L est celui qui consomme le plus de temps.
L’utilisation des développements de Taylor d’ordre P conduit à considérer (P + 1)3 termes
pour les développements multipolaires et locaux tandis que si on utilise les développements
en harmoniques sphériques il n’y a que (P + 1)2 termes. C’est pourquoi lorsque l’on a besoin
d’une précision élevée, c.-à-d. P grand, on préfère utiliser les développements en harmoniques
sphériques. Dans les sections suivantes, nous nous plaçons dans le cadre des développements en
harmoniques sphériques.
1.2 Formulation matricielle de la FMM
La complexité de l’algorithme original, [37], est en O(P 4N) et le coût de l’opérateur M2L
est dominant par rapport aux autres opérateurs impliqués dans le calcul du champ lointain.
De nombreuses améliorations pour diminuer la complexité de cet opérateur ont été proposées
dans la cadre des approximations en harmoniques sphériques. Ces améliorations ne portent que
sur la dépendance en P dans la complexité de la méthode. On peut citer la méthode FFT par
bloc [24, 38], les rotations [15, 40] et les ondes planes [39, 15]. La FFT par blocs conduit à
des instabilités numériques, les ondes planes ramènent la complexité en O((P 3 + P 2)N) mais
introduit une autre approximation qu’il faut maîtriser. Dans [15], les paramètres des ondes planes
pour conserver la précision de la méthode des multipôles sont donnés pour trois précisions : 3, 6
et 9 décimales. Pour terminer, l’utilisation des rotations dans les harmoniques sphériques ramène
la complexité en O(P 3N). Cette dernière optimisation s’applique aussi aux opérateurs M2M et
L2L.
1.2.1 Accélération de l’opérateur M2L
En algèbre linéaire, il est bien connu que pour faire des produits matrice-vecteur, matrice-
matrice efficaces, il faut utiliser des versions blocs plutôt que scalaires de ces opérateurs. En
utilisant les opérations matricielles basées sur les bibliothèques blas (Basic Linear Algebra
Subprograms, voir [52, 23, 22]) on peut atteindre des performances proches de la performance
crête sur les processeurs modernes.
Dans l’article «High Performance Blas Formulation of the Multipole-to-Local Operator in the
Fast Multipole Method », [17], nous présentons différentes formulations matricielles de l’opérateur
M2L et des algorithmes pour utiliser des produits matrice-vecteur ou matrice-matrice de façon
à maximiser l’utilisation des processeurs.
La méthode originale [37] ne permet pas d’écrire les opérateurs sous forme de produit matrice-
vecteur. C’est pourquoi, nous avons considéré un formalisme plus simple développé par exemple
dans [25], [75]. L’opérateur de transfert M2L entre les développements multipôles et les déve-
loppements locaux peut s’écrire sous la forme matricielle suivante :

L00
L01
L11
L02
L12
L22
 =

O00 O
1
1 O
0
1 O
−1
1 O
2
2 O
1
2 O
0
2 O
−1
2 O
−2
2
O01 O
1
2 O
0
2 O
−1
2 0 0 0 0 0
O−11 O
0
2 O
−1
2 O
−2
2 0 0 0 0 0
O02 0 0 0 0 0 0 0 0
O−12 0 0 0 0 0 0 0 0
O−22 0 0 0 0 0 0 0 0
 .

M00
M−11
M01
M11
M−22
M−12
M02
M12
M22

(1.2)
où Mm` sont les développements multipolaires pour l = 0, ..., P et −` ≤ m ≤ ` et Lm` les
développements locaux mais en ne considérant que les indices positifs. On note TM2L la matrice
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dans l’expression ci-dessus. Comme on peut le voir, la matrice TM2L est creuse. L’objectif est de
découper le produit matrice-vecteur creux ou le produit matrice-matrice en plusieurs produits de
même type dense. Pour des raisons de portabilité et d’évolution, nous avons choisi de découper
ce produit en produits denses et quelques produits creux plutôt que de faire du déroulement de
boucle, du blocage de boucle, ....
Le premier algorithme est basé sur des produits matrice-vecteur. Il consiste à découper la
matrice en bloc dense. Pour cela, nous avons proposé une stratégie qui consiste à isoler le plus
gros bloc dense (bloc gris foncé dans la Figure (1.2)) dans la matrice et à itérer de manière
récursive dans les sous matrices restantes. Il faut remarquer que la matrice est identique pour
Figure 1.2 – Découpage bloc de la matrice de transfert TM2L pour P = 5.
tous les couples de cellules ayant le même vecteur reliant le centre de ces cellules. On peut
ainsi regrouper des vecteurs de multipôles pour construire en un produit matrice-matrice les
développements locaux associés. L’idée est de regrouper le maximum de développements pour
une matrice donnée. Ce regroupement se fait niveau par niveau en fonction du type des cellules
et à condition que la liste d’interactions soit complète. Plusieurs algorithmes sont détaillés en
fonction du stockage des développements pour diminuer le surcoût de la recopie. La meilleure
solution consiste à stocker côte à côte les développements des cellules qui ont le même indice de
Morton (local) ligne par ligne. Ceci est fait à chaque niveau de l’octree. Le nombre de vecteurs que
l’on peut faire ensemble augmente lorsque la taille de l’arbre augmente. Ce stockage est appelé
raw storage. Nous utilisons le même algorithme que précédemment concernant la matrice.
Cette approche basée sur l’utilisation soit de produit matrice-matrice soit matrice-vecteur
donne des temps de calculs, dans la plupart des cas, meilleurs que les approximations comme
la FFT, les rotations et les ondes planes. Cette approche marche bien pour des distributions
uniformes et pour les précisions requises en astrophysique et en dynamique moléculaire (entre
10−2 et 10−7).
Les améliorations à l’aide des FFT par bloc et des rotations ont été intégrées dans le code
fmb (Fast Multipole with Blas) pour les comparer avec notre approche. Pour les ondes planes
nous avons utilisé un code tiers.
1.2.2 Formulation adaptative
La méthode des multipôles rapide (FMM) basée sur un arbre uniforme, c.-à-d. les feuilles
sont toutes au même niveau, conduit pour des distributions de particules non uniformes comme
en astrophysique pour la simulation de galaxie à un coût prohibitif en mémoire. Dans ce cas,
beaucoup de cellules sont présentes dans l’arbre mais vides. Pour éviter ce stockage inutile, des
méthodes appelées adaptatives ont été introduites [13, 15, 61].
Pour construire l’octree, on fixe le nombre de particules maximal, smax, dans une feuille.
Lorsque ce nombre est atteint on découpe la cellule en 8 fils et les particules sont distribuées
6
entre ces fils. Deux cellules voisines ne sont donc plus forcément de même taille. Ce type d’octree
impose d’introduire cinq types de listes d’interactions (Figure 1.3) contre deux dans le cas uni-
forme (en comptant la liste des voisines pour l’opérateur P2P). Cette approche a été développée
Figure 1.3 – Listes d’interaction de la FMM adaptative pour un quadtree (d’après l’exemple
donné dans [13])
dans [13] et améliorée par Cheng et al. [15] avec l’introduction d’autres opérateurs (M2P etP2L)
lorsque le nombre de particules est faible dans une feuille. Toutefois, cette approche ne garantie
pas une complexité linéaire. On peut construire des distributions conduisant à une complexité
en O(N ln(N)).
Une autre approche a été introduite dans [61, 64] où au lieu de fixer le nombre de particules
par feuille, on se donne la hauteur de l’octree. Nous obtenons ainsi une octree creux i.e. avec
des cellules vides. Deux améliorations ont été introduites : les cellules adaptatives et un critère
pour utiliser les opérateurs M2P et P2L. Cette méthode est très compétitive par rapport à la
méthode précédente ; de plus, la complexité linéaire est garantie quelle que soit la distribution
de particules [61].
Dans l’article « High performance BLAS formulation of the multipole-to-local operator in the
fast multipole method », [17], nous présentons une adaptation de la méthode introduite dans [61]
à notre formalisme matriciel avec notamment de nouvelles structures de données pour garder un
compromis entre vitesse d’exécution et encombrement mémoire. Nous avons introduit un octree
avec indirections, Figure (1.4), constitué d’un assemblage d’octree de hauteur fixe (hauteur 3
dans cette figure). De plus, nous introduisons une détection des zones uniformes pour optimiser
les calculs. Les principaux résultats obtenus sont :
— Une structure de données efficaces. L’octree déséquilibré est découpé en plusieurs sous-
octree de taille constante h. Nous obtenons ainsi un assemblage de sous-octree comme le
montre la Figure (1.4).
A chacune de ces niveaux d’indirection h, 2h, 3h, ..., on stocke dans un tableau linéaire
les adresses des sous-octree en fonction de l’indice de Morton de leur racine.
— Sous certaines hypothèses sur la distribution, nous pouvons améliorer notre formulation
BLAS de l’opérateur M2L. Nous recherchons des zones cubiques ou rectangulaires avec
des cellules ayant à la fois des cellules sources et cibles ; ces zones sont appelées « zones
uniformes ». Dans ces zones, le coût additionnel des copies pour permettre d’utiliser les
blas peut être caché par le gain que l’on obtient. De plus, les matrices peuvent être pré-
calculées. La détection de ces zones se fait en deux étapes. Dans la phase montante, les
cellules ayant 8 enfants avec à la fois des développements sources et cibles, ont un numéro
1 + le numéro le plus petit des cellules filles. Cette phase peut se faire en même temps
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Figure 1.4 – Octree classique (à gauche) et octree avec indirection (à droite).
que la phase montante de l’algorithme FMM. Plus le label sera grand, plus profonde
sera la zone uniforme. Dans la phase de descente, on parcourt les cellules voisines pour
augmenter ces zones uniformes. Une fois cette phase terminée, on pourra effectuer la
descente de l’algorithme FMM en utilisant le formalisme BLAS dans ces zones détectées.
Figure 1.5 – Détection de zone uniforme
— Les résultats montrent que lorsque la zone uniforme est assez grande en pratique supé-
rieure à 5, les gains en temps de calcul peuvent aller jusqu’à 50%.
1.3 Parallélisme
Historiquement, la première décomposition proposée pour les algorithmes à N-corps était le
bipartitionnement récursif (ORB) du domaine géométrique pour l’algorithme de Barnes et Hut
[54, 71]. D’autres décompositions [68, 72] ont été introduites qui s’appuient directement sur la
numérotation des boîtes de l’octree à l’aide des courbes de remplissage de l’espace (Morton ou
Hilbert) et de fonctions de coûts. Dans [68, 72, 64] il a été montré que ces dernières décomposi-
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tions sont plus efficaces que la décomposition ORB aussi bien pour des architectures à mémoire
partagée et à mémoire distribuée.
1.3.1 Parallélisme hybride
Dans l’article « Hybrid MPI-Thread Parallelization of the Fast Multipole Method » [16], nous
présentons une parallélisation hybride de la FMM pour à la fois les distributions uniformes et
non uniformes pour l’équation de Laplace. Nous considérons une numérotation 1D des boîtes
issue de la numérotation de Morton avec des fonctions coûts.
Nos principales contributions sont :
— Dans le cas d’une parallélisation mémoire partagée, le choix s’est porté sur l’utilisation des
threads Posix. La distribution des cellules se fait niveau par niveau et suivant l’indice de
Morton en pondérant les cellules par un coût. Ce dernier est construit à partir des coûts
du calcul du champ proche et de ceux des différents opérateurs du champ lointain. Nous
avons ainsi un bon équilibrage dans tout l’octree. Il reste à gérer les conflits d’écriture
au sein d’une cellule lorsqu’elle intervient dans un opérateur P2P et M2L entre deux
cellules de deux threads différents. Pour cela un mécanisme d’exclusion mutuelle est mis
au niveau des cellules avec des files d’attente FIFO pour traiter les calculs bloqués. Pour
limiter les dépendances entre les calculs et minimiser le temps d’attente des threads, le
champ lointain (opérateur P2P) est évalué juste après la phase de montée dans l’octree
et avant la phase de descente. Dans le cas du formalisme basé sur les BLAS, nous avons
choisi du fait de la faible taille des matrices non pas d’utiliser une version multithreadée
du produit matrice-matrice ou matrice-vecteur mais de considérer que chaque thread fait
un produit matrice-matrice.
— Dans la version hybride, le coût des communications impose de n’avoir plus qu’une seule
distribution des cellules dans l’octree. Les feuilles sont distribuées suivant l’indice de
Morton et en considérant le nombre de particules dans une feuille comme fonction de
coût. Les cellules père sont attribuées aux processeurs qui possèdent le premier fils dans la
numérotation de Morton. Ainsi les communications pour les opérateurs P2M,M2M, L2L
et L2P sont minimisées. Contrairement au cas multithreadé on n’utilise pas le principe
d’interaction mutuelle entre deux feuilles appartenant à deux processeurs différents. Les
communications des différentes phases sont entrelacées avec le calcul. Nous obtenons ainsi
l’algorithme suivant :
Algorithme 1 : Recouvrement calcul communications
Step 1 : Construction et envoi des messages pour le calcul direct
Step 2 : Phase de montée (P2M et M2M) (incluant les communications M2M)
Step 3 : Terminaison des communications pour le calcul direct et traitement des messages
Step 4 : Construction et envoi des messages pour le calcul des interactions
Step 5 : Calcul direct (P2P)
Step 6 : Terminaison des communications pour les listes d’interactions
Step 7 : Phase de descente
Step 8 : Évaluation
Les communications sont non bloquantes. Côté réception, un thread est dédié à la récep-
tion au plus tôt des messages, le « dépaquetage » se fait par un thread de calcul.
— L’efficacité est plus faible que dans le cas de la mémoire partagée. Pour récupérer cette
efficacité, nous avons notamment travaillé sur l’ordonnancement des calculs au sein d’un
nœud mémoire partagée pour maximiser le taux d’occupation des processeurs par du
calcul en développant une version hybride mixant l’approche distribuée avec l’approche
mémoire partagée. Sur 128 processeurs, nous obtenons une efficacité de 85% (resp. 75%)
9
pour des distributions uniformes (resp. non uniforme) jusqu’à 100 millions de particules.
Ces travaux sont issus en grande partie de la thèse de P. Fortin [33] financée par un
contrat CNRS/Région et ont donné lieu à un prototype fmb (Fast Multipole with Blas). Ce
prototype a permis dans le cadre d’une action de développement (ADT) Inria de dévelop-
per le code ScalFMM. Il a été réalisée pour assurer une plus grande portabilité et généri-
cité tant en terme de noyaux que de parallélisation. Ce logiciel est diffusé en Open Source à
http://scalfmm-public.gforge.inria.fr/.
1.3.2 Parallélisation en tâches
Les travaux ci-dessus ont tous été réalisés pour des développements en harmoniques sphé-
riques du champ lointain. Dans le cadre de l’équipe associée FastLA avec Stanford et Berkeley,
nous avons intégré la méthode black-box introduite par Fong et Darve [31] dans ScalFMM.
Cette méthode basée sur l’interpolation de Chebyschev permet d’être indépendante du noyau et
renforce le caractère générique de notre bibliothèque. Dans cette section, nous présentons une
parallélisation mémoire partagée efficace pour les nœuds many-core.
Dans « Optimized M2L Kernels for the Chebyshev Interpolation based FastMultipole Me-
thod », [59], nous proposons une amélioration (produit tensoriel, symétries, ...) des opérateurs
M2M, L2L etM2L qui rendent cette méthode aussi compétitive que la méthode classique basée
sur des développements en harmoniques sphériques. La parallélisation à l’aide des threads Posix
est très intrusive dans l’algorithme et les évolutions ainsi que les améliorations des algorithmes
sont délicates. De part le caractère mature des compilateurs basés sur les directives OpenMP et
avec l’arrivée de la programmation par tâche dans le standard OpenMP, la parallélisation par
directives s’est imposée comme choix.
Dans le rapport « Task-based FMM for Multicore Architectures, [2] », soumis à SISC, nous
explorons dans un premier temps différents modèles de parallélisation à l’aide d’OpenMP. Puis
nous présentons une approche au-dessus du moteur d’exécution StarPU.
Concernant le modèle OpenMP, trois approches sont proposées. La première concerne une
parallélisation uniquement sur les boucles des cellules, niveau par niveau. La deuxième approche
consiste à remplacer le parallélisme par boucle par un parallélisme par tâche, niveau par niveau.
Contrairement à la première approche, pour diminuer le surcoût de la gestion, on augmente la
granularité des tâches. Chaque tâche ne traitera plus une cellule, mais un groupe de cellules
voisines au sens de la numérotation de Morton. À partir de cette version en tâche, on propose
une parallélisation qui permet d’entrelacer les calculs du champ proche avec ceux du champ
lointain. Cette dernière version peut être jusqu’à trois fois plus rapide lorsque le coût de calcul
du champ lointain est dominant. Toutefois, les synchronisations inhérentes à l’approche par
niveau deviennent importantes lorsque le calcul du champ lointain domine fortement celui du
champ proche.
Le modèle OpenMP (version 3.1) présente plusieurs limitations pour que l’on puisse augmen-
ter la scalabilité de notre approche. Tout d’abord, il n’est pas possible de pouvoir exprimer la
dépendance entre les tâches pour casser ces synchronisations. Ensuite, on ne peut pas donner des
priorités entre les tâches. Pour terminer, le standard OpenMP ne supporte pas les accélérateurs.
C’est pourquoi l’utilisation d’un moteur d’exécution va nous permettre de gérer les dépendances
entre les données et de pouvoir utiliser les accélérateurs (GPU).
Pour cela, l’algorithme FMM est exprimé sous forme d’un « directed acyclic graph » (DAG),
ce qui permet d’expliciter les dépendances de données entre les tâches. L’ordre d’insertion des
tâches est important, pour aider l’ordonnanceur à minimiser les temps d’attente. Pour pouvoir
lancer les tâches au plus tôt, nous avons modifié l’ordonnanceur de StarPU pour introduire des
priorités différentes aux tâches. Celles-ci peuvent dépendre de leur position dans l’octree ainsi
que du hardware sur laquelle elle peut être exécutée.
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Cette approche nous permet dans le cas uniforme d’avoir un gain de temps de calcul entre
10% et 120% sur une machine à 160 cœurs et de pouvoir utiliser le même algorithme sur une
machine avec 12 cœurs et 3 GPUs. Dans le cas non-uniforme avec un ratio de 1 à 100 sur le
nombre de particules entre les cellules, les temps de calcul peuvent être divisés par 2.
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Chapitre 2
Simulations complexes en physique des
matériaux
En raison de l’augmentation de la puissance de calcul disponible, de nouvelles applica-
tions dans les nano sciences et la physique des matériaux apparaissent. On peut citer l’étude
des propriétés de nouveaux matériaux (peintures écologiques, matériaux photovoltaïques, bio-
capteurs,...), l’étude des défauts dans les matériaux, ... Ces simulations sont largement utilisées
par les chimistes et les physiciens pour étudier ces matériaux. Ces calculs peuvent aller jusqu’à
simuler des systèmes de plusieurs centaines de millions d’atomes, pour des échelles de temps
pouvant aller jusqu’à quelques micro secondes. Toutefois, plus la simulation implique un nombre
important d’atomes, moins la durée du phénomène simulée sera grande, sauf en dégradant la
complexité des calculs (potentiel) et donc la précision des résultats. Aussi, si nous devons aug-
menter la précision, il faut réduire le coût du calcul. Pour cela, deux approches peuvent être
envisagées. La première approche consiste à améliorer les modèles, les schémas et les algorithmes
notamment en introduisant plus de parallélisme. Cette approche, que je qualifierais de classique,
permet d’améliorer la rapidité des codes sans diminuer le volume d’inconnues que l’on traite.
Il peut s’avérer nécessaire d’utiliser d’autres approches pour traiter des problèmes plus impor-
tants. Dans ce cas, on « simplifie » le modèle initial en introduisant des modèles multi-échelles.
De nombreuses applications en physique des matériaux couplent plusieurs modèles [55], comme
le couplage mécanique quantique et mécanique moléculaire (QM/MM) [80], ou le couplage entre
des modèles moléculaires et des modèles mésoscopiques ou continus. Ces couplages permettent
de traiter par exemple des solides ou des molécules dans leur environnement (cadre de l’ANR
NOSSI). Beaucoup de phénomènes macroscopiques (comme la couleur du matériau) dépendent
de phénomènes à des échelles plus petites. Simuler tout le matériau au niveau le plus fin n’est pas
réaliste. La plupart du temps, le niveau le plus fin est seulement nécessaire là où le phénomène
que l’on étudie survient. Par exemple, dans une simulation de propagation d’une fissure, loin de
la pointe, c.-à-d. des discontinuités, la solution est « lisse » et nous pouvons utiliser un modèle
plus grossier pour la calculer. L’idée est donc de limiter la simulation au niveau le plus fin à un
sous-ensemble du domaine et de la coupler avec un niveau macroscopique. Cela implique que les
simulations atomiques doivent être accélérées par plusieurs ordres de grandeur.
Les simulations multi-échelles intervenant dans beaucoup de domaines applicatifs, je me suis
focalisé sur l’analyse, le développement et l’implémentation efficace de ces méthodes pour des
problèmes en physique des matériaux en fonction de mes collaborations. Je montre des résultats
pour deux applications différentes. Dans la première section, je présente des résultats issus de la
thèse de G. Anciaux sur la propagation de fissures dans les matériaux. Ce travail a été réalisé
dans le cadre d’un contrat avec le CEA-DAM-Ile de France. Dans la deuxième section, nous
présentons des améliorations algorithmiques pour calculer des spectres optiques dynamiques des
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molécules ou des solides dans leur environnement, réalisé dans le cadre de l’ANR CIS NOSSI.
2.1 Simulation de fissures
Dans cette section nous présentons les principaux résultats issus de la thèse de G. Anciaux [3],
sur la propagation de fissures dans les matériaux. Ce travail a été réalisé en collaboration avec
le CEA. L’objectif était de développer un simulateur multi-échelles pour étudier différentes hy-
pothèses sur l’apparition de fissures dans le hublot et les lentilles du laser Megajoule. La taille
de ces fissures était de l’ordre du micro-mètre, ce qui interdisait toute approche par dynamique
moléculaire. De plus, le comportement des fissures dans les matériaux utilisés était mal connu,
ce qui empêchait d’utiliser des approches en mécanique continue avec des éléments finis enri-
chis comme X-FEM [8]. D’où la nécessité de considérer une approche muti-échelles entre un
modèle atomique et un modèle d’élasticité continu. De nombreuses approches existaient avec
recouvrement ou sans recouvrement [70, 74, 20, 77, 56, 60].
Dans le papier « High Performance Multiscale Simulation for Crack propagation » [4], nous
présentons une implémentation parallèle d’un couplage entre un modèle atomique et un mo-
dèle continu pour étudier la propagation d’une fissure. Le simulateur développé est basé sur la
méthode « bridging zone » introduite par Belytschko and Xio [77]. Les avantages de cette ap-
proche sont nombreux. Tout d’abord, l’utilisation d’une zone de recouvrement évite de raffiner
le maillage à l’échelle atomique. Ensuite, il permet d’amortir plus facilement les ondes hautes
fréquences issues de la partie atomique. Pour terminer, l’algorithme permet de calculer de ma-
nière concurrente les déplacements atomiques et continus. Le recollement est réalisé en imposant
une contrainte entre les positions atomiques et continues.
Nous présentons une approche parallèle du couplage à partir des codes parallèles lammps,
[62], et Stamp (code développé au CEA) avec un code éléments finis que nous avons développé,
basé sur la bibliothèque LibMesh, [45]. Nous détaillons une structure de données efficace pour
mettre en relation les atomes et les éléments finis dans la zone de recouvrement afin d’accélérer le
temps de calcul de la partie recollement. Le code d’élasticité utilise une approche Lagrangienne
(c.-à-d. le maillage est fixe dans le temps) tandis que les codes de dynamique moléculaire utilisent
une approche Eulérienne. Nous avons dû développer un algorithme efficace pour garantir la
cohérence de la structure lors de la migration des atomes entre deux processeurs. Pour terminer,
l’approche a été validée sur un exemple en dimension 2 de propagation d’une fissure.
Dans la thèse de G. Anciaux [3], nous avons aussi amélioré la méthode de couplage pour
diminuer la réflexion des ondes émises dans la partie moléculaire et défini une interface générique
de notre coupleur, appelé LibMultiScale, pour pouvoir coupler facilement différents codes de
dynamique moléculaire.
2.2 Algorithmes pour le calcul de spectres optiques dynamiques
de molécules dans leur environnement
Les matériaux hybrides constitués de molécules organiques au sein d’une structure inor-
ganique sont des systèmes intéressants pour beaucoup d’applications comme par exemple les
peintures stables, la dépollution de l’air, ... Pour étudier, par exemple les propriétés optiques dy-
namiques de matériaux hybrides, il est nécessaire de coupler trois modèles. Un modèle atomique
(MM) pour simuler l’évolution en temps du système complet (molécule cible et environnement),
un modèle quantique ( DFT) pour la molécule qui nous intéresse et un modèle (TD-DFT) pour
calculer la réponse linéaire des états excités de cette molécule. Cela représente en général le
couplage de trois codes parallèles MD/ DFT/TD-DFT.
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Le développement de nouveaux outils pour étudier ces matériaux a été l’enjeu de l’ANR
Calcul Intensif et Simulation « NOSSI : Nouveaux Outils de Simulation pour les Surfaces et
les Interfaces ». Ce code MM/DFT/TD-DFT permet de déterminer le spectre de polarisabilité
du colorant (molécule organique, comme l’indigo) en présence de la structure (système inorga-
nique, par exemple une argile comme la palykorskite). Il repose sur le couplage de trois logiciels
parallèles : le code SIESTA [7] (code utilisant des pseudo-potentiels et des orbitales atomiques
numériques à support fini) pour le calcul quantique et le code DL_POLY 2 [32] pour la dyna-
mique moléculaire classique. Les transitions électroniques du colorant sont déterminées par le
code FAST développé dans le cadre de cette ANR.
Dans ce couplage, je me suis intéressé d’une part, au schéma de couplage entre le modèle
quantique ( DFT) et un modèle atomique (MM) et d’autre part, à l’accélération du code FAST.
Ces travaux sont en cours d’intégration dans la version développement du logiciel de chimie
quantique siesta 1.
2.2.1 Accélération de la td-dft
Dans cette partie, je ne développerai pas la méthode de théorie de la fonctionnelle dépendante
du temps (TD-DFT) ni la théorie de la réponse linéaire. J’indique juste que la méthode de
la réponse linéaire appliquée à la méthode de la TD-DFT permet de calculer les transitions
électroniques et les forces d’oscillateurs d’une molécule. Je renvoie le lecteur aux références
suivantes [58, 57] pour plus de détails.
Dans le formalisme d’une combinaison linéaire d’orbital atomique (LCAO), la fonction ré-
ponse de la densité s’écrit dans la base des orbitales atomiques de Kohn-Sham
χ0(r, r′, ω) =
∑
E,F
(nF − nE)ΨE(r)ΨF (r)ΨF (r
′)ΨE(r′)
ω − (E − F ) + i (2.1)
où  est un paramètre de régularisation, E (resp. F) l’énergie d’une orbitale occupée (resp. vide),
ΨE (resp. ΨF ) sa fonction d’état, ni=E,F le facteur d’occupation. En se ramenant aux orbitales
localisées, le spectre de polarisabilité, P , pour la fréquence, ω, est constitué de la somme de
trois termes chacun étant la solution des équations de Petersilka-Gossmann-Gross appliquées
aux dipôles. Nous obtenons le système suivant à résoudre pour chaque fréquence
P (ω) =
3∑
i=1
< di, Xi(ω) >
(
1− χ0(ω)Σ)Xi(ω) = χ0(ω)di
(2.2)
où di est le dipôle dans la direction i, < ., . > représente le produit scalaire.
La résolution de ce système présente plusieurs difficultés. Tout d’abord, si M est le nombre
d’orbitales atomiques, comme on considère le produit de ces fonctions, (cf. Equation (2.1)), la
matrice que l’on construit est de taille M2 × M2. Ces produits de fonctions ne forment pas
une base et donc nous avons beaucoup de fonctions colinéaires que l’on pourrait supprimer.
Pour terminer, lorsque le paramètre de régularisation, , est très petit, ce système peut devenir
très mal conditionné lorsqu’une fréquence est proche de la différence E − F . Cela conduit dans
certains cas à des valeurs non physiques de la polarisabilité.
Dans les sections suivantes, je présente des améliorations algorithmiques pour accélérer les
calculs de ces spectres de polarisabilité.
1. http ://www.icmab.es/dmmis/leem/siesta
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Construction rapide de fonction de réponse de Kohn-Sham.
Dans l’article intitulé « Fast Construction of the Kohn-Sham Response Function for Mole-
cules », [47], nous proposons une compression des produits d’orbitales moléculaires pour diminuer
la taille des matrices à construire. Cette compression se fait en considérant des couples d’atomes
ayant une intersection non vide des supports des orbitales associées à ces atomes. On construit
la matrice associée aux produits de ces fonctions pour la norme coulombienne. Un algorithme de
type SVD, nous permet de supprimer toutes les dépendances entre ces fonctions. Dans la suite de
cette publication, nous explicitons un algorithme qui permet de calculer rapidement pour toutes
les fréquences, ω, le coefficient χ0i,j(ω) de la matrice de réponse. Le système linéaire est résolu
par une méthode de Lanczos bi-orthogonale. L’avantage de cette méthode est que l’inverse du
premier terme de la matrice tridiagonale est la polarisabilité à un facteur près. Cette approche
nécessite de stocker une matrice N2 ×Nω, où N est le nombre de produits que l’on garde, Nω
le nombre de fréquences. Pour finir, nous présentons des résultats pour les molécules d’indigo,
fullerene C60 et les comparons avec des logiciels du domaine.
Algorithme itératif parallèle rapide
Dans l’approche précédente, la construction de la matrice pleine, χ0, pour toutes les fré-
quences conduit à un coût mémoire inenvisageable pour les molécules cibles, même en la dis-
tribuant sur plusieurs machines pour pouvoir la stocker en mémoire. Pour aller vers de grosses
molécules ou des calculs intégrés dans des itérations d’une dynamique quantique comme pour
le calcul de spectre dynamique, nous avons proposé, dans l’article « A Parallel Iterative Method
for Computing Molecular Absorption Spectra », [48], d’une part une méthode itérative et d’autre
part, une parallélisation hybride nous permettant de traiter rapidement de gros systèmes.
Le système linéaire (2.2) est résolu maintenant par la méthode de GMRES plus robuste que
la méthode de Lanczos. Dans le cas des méthodes itératives, il est juste nécessaire de savoir faire
un produit matrice-vecteur avec la matrice χ0. Aussi, nous proposons un algorithme qui évalue
à la volée un tel produit et qui a l’avantage de ne pas stocker les coefficients de cette matrice. On
peut montrer que la complexité obtenue est seulement cubique par rapport au nombre d’atomes
du système.
Dans la deuxième partie de l’article, nous présentons une parallélisation mémoire partagée
puis hybride pour accélérer les calculs. La parallélisation mémoire partagée est basée sur le
standard OpenMP et on considère un parallélisme de boucles. Pour construire la matrice Σ,
nous trions les couples d’atomes en fonction du nombre d’orbitales que l’on a gardé pour que la
charge de calcul soit décroissante au cours des itérations de la boucle. De cette façon, les temps
de synchronisation à la fin des boucles parallèles sont réduits.
Pour terminer, de nombreux résultats numériques sur des molécules variées sont présentés.
Pour des molécules comme le benzène ou l’indigo, la scalabilité de la méthode donne de très bons
speedups. La parallélisation hybride permet de calculer le spectre de polarisabilité de très grosses
molécules (Chlorophyll-a, PCBM). Toutefois, pour ces grosses molécules avec une structure 3d
comme le fullerene C60 la parallélisation choisie conduit à une saturation de la bande passante
mémoire et à une perte de scalabilité.
Algorithme adaptatif
Dans l’approche ci-dessus, la distribution des fréquences est uniforme et le spectre complet
est calculé. Pour les chimistes, les spectres ainsi obtenus ne sont pas significatifs ; il faut calculer
les transitions électroniques ω0k et la force d’oscillateur Ak associée. Pour cela, nous approchons
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le spectre calculé par une somme de Lorentzienne normalisée
fi(B,Ay, ω
0
y) = B +
N∑
k=1

pi
Ak
(ωi − ω0k)2 + 2
− Yi,
où nous devons déterminer N le nombre de transitions électroniques, ω0k la position de la k
ie`me
transition et Ak son intensité. Ces coefficients sont calculés par une méthode de moindre carrés à
l’aide du schéma de Levenberg-Marquardt de la gnu scientific library [1]. Comme le nombre de
raies N est petit (moins de 5 en pratique), il est important pour bien évaluer les coefficients de
concentrer les points vers les transitions. Pour des distributions uniformes de fréquences seule-
ment un très faible pourcentage de ces points donne des valeurs non nulles de la polarisabilité.
Cela nécessite donc d’utiliser beaucoup de points équi-répartis de façon en avoir suffisamment
proches des transitions pour bien les approcher. Nous avons développé l’algorithme adaptatif
suivant, qui permet de regrouper les points là où le spectre varie beaucoup.
La Figure (2.1) montre l’influence du paramètre de régularisation sur la forme du spectre de
la molécule d’indigo. Cette courbe montre que pour les transitions les plus fortes en intensité, il
n’est pas nécessaire de considérer ce paramètre trop petit. De plus, il nous précise la largeur de la
Lorentzienne et le nombre de points que l’on doit calculer pour bien la représenter. L’algorithme 2
Figure 2.1 – Influence du paramètre de régularisation sur le spectre sur la molécule d’indigo.
détaille les différentes étapes de l’algorithme adaptatif que nous avons mis en place. On démarre
un calcul de spectre à partir d’une distribution uniforme de fréquences.
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Algorithme 2 : Algorithme Adaptatif.
Initialisation (p = 1) :
begin
Start with a small number N1 of uniformly distributed frequency points
ω1j = ωmin + (ωmax − ωmin)×
j − 1
Np
and a not too small value of  = 1.
for it = 1, iterMax do
Compute P on the current ωj .
Build the new distribution :
begin
Define a set of uniformly spaced Ui = i/Np, i = 1, . . . Np in [0,1].
step Dist Find ωi such that J(ωi) ≤ Ui < J(ωi+1)
The new improved frequency is ωi = J−1approx(Ui)
step Fit Perform the least squares fit and determine the transitions Ωk and associated
oscillator strengths fk.
Check the convergence :
max ( max
k<NL
‖Ωitk − Ωit−1k ‖, maxk<NL ‖f
it
k − f it−1k ‖) < µ
Reduce the regularization parameter if necessary.
Pour calculer la nouvelle distribution (step Dist) de points, nous construisons la fonction inté-
grale normalisée de P, J , qui est une fonction positive et croissante. La Figure (2.2) explicite le
Figure 2.2 – Integrale normalisée et calcul de la distribution non uniforme des fréquences.
calcul de cette distribution à partir d’une distribution uniforme de points de l’intervalle [0, 1] de
l’axe des ordonnées. On observe que les points vont naturellement se concentrer vers les pics du
spectre (c.-à-d. les variations fortes de la courbe de l’intégrale normalisée). La distribution non
uniforme de points est donnée en calculant les antécédents par J de la distribution uniforme.
Dans l’étape du fit, (step Fit), on détermine d’abord le nombre de Lorentziennes impliquées dans
le spectre en calculant le nombre de pics dans la courbe. La convergence est obtenue lorsque la
condition suivante est satisfaite :
max(max
k
(|ωn+1k − ωnk |),maxk (|A
n+1
k −Ank |)) < µ,
où n est le numéro de l’itération courante.
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Cet algorithme permet plusieurs stratégies. On peut étant donné un premier calcul garder le
même nombre de points dans la phase adaptative et obtenir un calcul plus précis ou partir d’un
faible nombre de points et l’augmenter dans la phase adaptative pour atteindre rapidement la
convergence. Nous considérons que le minimum de points pour bien représenter une Lorentzienne
doit être de 4 sur un intervalle de longueur 2 centré sur le pic. Avec ce choix, le nombre minimal
de points pour bien approcher le spectre sur l’intervalle [ωmin, ωmax] est
Nfreq = 1 +
3
2
(ωmax − ωmin). (2.3)
Pour illustrer les performances de l’algorithme, on détermine les transitions dans le spectre
visible de l’indigo pour des fréquences allant de 0.02Ry à 0.4Ry. La Table (2.1) présente les
résultats obtenues pour les stratégies suivantes
test 1 : Le nombre de points est constant et est donné par la formule (2.3). Ensuite, on
améliore le placement des points jusqu’à convergence.
test 2 et 3 : Même approche que dans le test 1 ; mais on démarre avec moins de points.
test 4 : On démarre avec le même nombre de points que dans le test 3 : mais à chaque
itération on augmente de 25% le nombre de points.
test 5 : On démarre avec un paramètre de régularisation plus grand, que l’on fait conver-
ger en deux itérations vers le paramètre final. À chaque itération, le nombre de points
augmente de 25%.
Test 1 test 2 test 3 test 4 test 5
initial (Ry) 1× 10−3 1× 10−3 1× 10−3 1× 10−3 2× 10−2
final (Ry) 1× 10−3 1× 10−3 1× 10−3 1× 10−3 1× 10−3
N initialfreq 571 285 101 101 50
Nfinalfreq 571 285 101 198 255
Niter 2 2 5 4 5
Neval 1142 570 505 583 663
Ntrans 7 7 4 6 7
Errms 3.0× 10−4 3.4× 10−4 1.7× 10−3 5.9× 10−3 4.2× 10−4
δfmax 2.2× 10−4 2.1× 10−5 1.0× 10−4 8.9× 10−4 6.2× 10−4
Table 2.1 – Résultats des différentes stratégies. Niter nombre d’itérations pour un critère d’arrêt
de 5.0 10−2, N initialfreq (resp. N
final
freq ) le nombre initial (resp. final) de fréquences, Neval le nombre
d’évaluations de P ; Errms l’erreur obtenue par la méthode des moindres carrées à convergence ;
δfmax le maximum de la variation entre les forces d’oscillateur entre les deux dernières itérations
à convergence.
Dans cet exemple, la meilleure stratégie est de partir d’un nombre de points de 50% voire
80% plus petit que le nombre minimal requis et d’améliorer le placement de ces points. Ces
tendances sont identiques sur d’autres jeux de molécules.
Toutes ces améliorations nous permettent de calculer le spectre pendant une itération du
code quantique siesta.
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2.2.2 Algorithme de couplage
Le système que l’on considère est constitué d’une molécule organique et d’une structure
inorganique. Deux cas peuvent se produire dépendant du fait que la molécule quantique touche
ou ne touche pas la structure inorganique. Dans le cas où il n’y a pas de contact, nous avons
deux domaines disjoints et il n’y a pas d’interface. Dans l’autre cas, la molécule organique se
greffe sur la structure inorganique, il faut couper une liaison pour séparer les deux modèles. De
nombreuses méthodes existent pour couper cette liaison. On peut citer la méthode de l’atome de
liaison, de frontière et des orbitales gelées. Pour plus de détails, je renvoie le lecture sur l’article
de synthèse [80]. Dans le cas des pseudo-potentiels utilisés dans le code siesta, la coupure se
fait via l’atome sur mesure [76].
Dans la suite, nous considérons que la molécule de colorant ne touche pas la structure in-
organique (argile ou silice) : cela n’a pas d’importance pour l’algorithme de couplage que nous
avons mis en place.
Le calcul quantique (code siesta) détermine l’énergie et les forces appliquées sur les atomes
de la partie QM, lorsqu’ils sont soumis à un potentiel électrique dû à l’environnement, à savoir
les atomes de la partie MM. Le code siesta est basé sur des pseudo-potentiels avec des bases
localisées (support compact), et le calcul du potentiel d’Hartree nécessite de résoudre sur une
grille cartésienne un problème de Poisson non périodique.
Figure 2.3 – Échanges des données dans le couplage.
La Figure (2.3) présente les différentes grandeurs qui sont échangées dans le couplage. Dans
notre approche, le déplacement de tous les atomes (MM et QM) est fait par la dynamique
moléculaire. Nous nous focaliserons uniquement sur le couplage QM/MM. A chaque itération,
la première étape consiste côté dynamique moléculaire à évaluer le potentiel de polarisation
de la molécule quantique, V ext dû aux atomes de la partie MM, sur une grille grossière de
la boîte quantique. Ce potentiel ainsi que la position des atomes quantiques, XY ZQM sont
envoyés au code quantique. Ce dernier interpole le potentiel de polarisation sur sa grille puis
calcule l’état fondamental et les forces associées à chaque atome de la molécule ainsi polarisée.
De plus, nous construisons des charges ponctuelles sur chaque atome à partir de la densité
électronique. Pour cela, nous avons intégré dans siesta une méthode d’ajustement du potentiel
électrostatique (ESP) [11, 34]. À la fin d’une itération quantique, le code siesta renvoie à
la dynamique moléculaire les forces, FQM (XY ZQM ), et des charges ponctuelles, qQM , sur les
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atomes quantiques. Côté dynamique moléculaire, après avoir calculé les forces atomiques en
évitant de compter deux fois les contributions venant des atomes quantiques, on intègre en
temps le système.
Le code siesta étant un code pour la physique des matériaux, seules les conditions aux
limites périodiques y sont disponibles. Comme la dynamique moléculaire utilise des conditions
aux limites périodiques, il fallait construire une boîte quantique aussi grande que la boîte de
dynmique moléculaire pour limiter les effets de la périodicité [67]. Nous avons décidé de ne pas
suivre cette approche et d’introduire dans le code siesta un solveur non périodique pour résoudre
le problème de Poisson avec des conditions aux limites de Dirichlet. Ce solveur nécessite donc
de connaitre le potentiel sur la surface de la boîte quantique. Comme la densité ρ est connue,
la solution du problème de Poisson, V , s’écrit V (x) =
∫
Ω
ρ(y)
‖x−y‖dy. Nous développons cette
expression à l’aide des harmoniques sphériques (comme dans la méthode FMM) pour pouvoir
l’évaluer rapidement. Cette approximation fonctionne bien tant que le support de la densité
est loin du bord. L’équation de Poisson est discrétisée par la méthode de différences finis avec
un schéma compact d’ordre 4. Nous utilisons la bibliothèque hypre [29, 30] pour résoudre ce
système à l’aide soit d’une méthode multigrille soit par un gradient conjugué préconditionné par
multigrille.
Figure 2.4 – Convergence des propriétes physiques d’une molécule d’eau par rapport à la taille
de la boîte de simulation : (a) Énergie ; (b)Moment du dipôle Électrique. Symboles : ◦, simulation
periodique simulation, utilisant le solver FFT standard ;  (resp. 4) simulation non-périodique
simulation, utilisant un stencil à 7 points du deuxième ordre (reps. le stencil compact à 16 points
du quatrième ordre).
La Figure (2.4) présente, pour une molécule d’eau, l’influence de la taille de la boîte sur
l’énergie de Kohn-Sham par la méthode FFT pour les schémas d’ordre 2 et d’ordre 4. L’énergie
obtenue par une simulation périodique converge lorsque la taille de la boîte augmente vers
l’énergie non périodique obtenue par le schéma d’ordre 4. On se rend compte que le schéma
d’ordre 2 n’est pas assez précis pour obtenir la bonne valeur de l’énergie. Ces résultats sont en
accord avec ceux de [6].
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Les résultats présentés dans cette section sont détaillés dans le rapport [18].
2.3 Pilotage de simulations
Mettre au point des simulations complexes (multi-échelles, multi-physiques) est un processus
long et délicat. Cela est dû d’une part, à la complexité des modèles utilisés et d’autre part, au fait
que l’on couple des codes entre eux comme on l’a vu au chapitre précédent. Nous nous sommes
rendu compte qu’il était important, dans les phases de développement et de validation sur des
petits modèles, d’avoir un retour visuel immédiat des résultats intermédiaires de la simulation,
sans attendre les points de sauvegarde de la simulation. Les outils existants, comme par exemple
CUMULVS [46], VASE [44], soit ne proposent qu’un point d’instrumentation soit ne fonctionnent
que pour des applications séquentielles. Ce n’est pas suffisant dans les simulations complexes
où on visualise pas à pas, à la façon d’un débogueur, l’évolution de grandeurs physiques. C’est
pourquoi je me suis intéressé très tôt, avec les Actions de Recherche Collaborative Simbio et
Couplage puis l’ACI GRID EPSN, au développement d’une plateforme permettant de visualiser
en direct les données de la simulation, puis d’interagir avec elles en changeant des paramètres
comme le pas de temps, la fréquence sauvegarde, la température, ... Cette simulation pouvant être
séquentielle, parallèle voire distribuée. Le client de visualisation est généralement séquentiel mais
peut être parallèle pour traiter de gros volumes de données ou des murs d’écrans. Les principaux
problèmes que l’on a abordés au travers des thèses de A. Esnard [27] et de N. Richart [66] sont
la modélisation du flot d’exécution de la simulation, pour définir un système de datation pour
se repérer dans la simulation ; la coordination efficace des opérations de pilotage en parallèle ou
d’extractions des données ; puis le problème de la redistribution des données entre deux groupes
de processeurs très différents.
Dans l’article « A time-coherent model for the steering of parallel simulations », [28], nous
présentons notre modèle de pilotage pour des simulations numériques parallèles. Ce modèle
est décomposé en deux parties ; la première concerne la représentation du flot d’exécution et
la seconde la description des données de la simulation. Le flot d’exécution est capturé par un
graphe de tâches hiérarchiques basé sur des tâches simples : basic task, loop task, conditional
task. Avec ces trois types de tâches nous sommes capables de bien représenter les simulations.
De plus, sur ces tâches, nous affectons un des états suivants aux données : lecture, écriture,
modification, release ; cela nous permet d’extraire les données durant le traitement de la tâche
par la simulation. Grâce à ce modèle, nous proposons un système de date de façon à se repérer
dans les simulations parallèles de type Single Program Multiple Data (SPMD). En s’appuyant
sur ce modèle, nous avons proposé un algorithme de coordination des requêtes qui garantit la
cohérence des traitements de pilotage et de steering sans synchroniser la simulation.
Dans la thèse de A. Esnard [27], un modèle en couche a été proposé pour définir une bi-
bliothèque de redistribution efficace. Il est basé sur une description générique des données qui
permet de décrire simplement comment la donnée est distribuée sur les processeurs et comment
elle est stockée en mémoire. Ensuite, grâce à cette abstraction, on peut construire la matrice
de communication. La dernière couche concerne la couche de communication qui effectuera le
transfert.
Coté client de pilotage, dans l’article « A Steering Environment for Online Parallel Visuali-
zation of Legacy Parallel Simulations », [26], nous présentons la plateforme EPSN développée au
dessus du middleware CORBA ainsi qu’une amélioration du système de requêtes pour garantir
la cohérence des données côté visualisation parallèle. Cette approche a été validée à partir du
code d’astrophysique Gadget2, [69], avec un client parallèle utilisant un mur de 4 écrans.
Dans la publication « Toward a computational steering environment for legacy coupled Si-
mulations » [65], nous avons étendu les travaux précédents aux simulations couplées de type
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Multiple-SPMD comme pour le simulateur de propagation de fissures et de type client/serveur
apparaissant dans le couplage QM/MM. Je décris seulement les principaux résultats et pour
plus de détails, je renvoie le lecteur à la thèse financée dans le cadre d’un contrat Inria/Région,
de Nicolas Richart [66]. Les deux principales contributions sont un nouveau modèle pour décrire
le flot d’exécution de la simulation et un algorithme de coordination pour extraire de manière
cohérente et efficace les données de la simulation. La principale difficulté avec l’approche dite
« SPMD » est d’une part, d’assurer la cohérence du système de date entre les différentes simu-
lations car nous n’avons pas la même représentation de leur flot d’exécution et d’autre part, de
gérer des données distribuées entre les codes. Pour résoudre le premier problème, nous introdui-
sons une abstraction du flot d’exécution du code couplé et définissons deux nouvelles tâches :
remote task et concurrent task. La tâche remote task permet de modéliser l’appel d’une tâche
sur un code distant (approche client/serveur). La tâche concurrent task précise que des tâches
concurrentes s’exécutent sur des codes différents mais en même temps. Ces deux notions suffisent
pour étendre notre système de date aux simulations couplées. Le modèle de donnée a été étendu
pour prendre en compte les données partagées par plusieurs codes. Nous avons pu valider notre
approche sur le simulateur de propagation de fissure (section 2.1).
Tous ces travaux ont été implémentés dans le logiciel EPSN 2. Nous avons développé des
greffons QT qui pour des applications de visualisation basée sur le système QT nous permettent
d’utiliser rapidement EPSN au sein de ces environnements. Nous les avons intégrés dans le
logiciel Open Source de visualisation scientifique parallèle ParaView ainsi que dans des outils
graphiques développés dans les ANRs MASSIM et NOSSI.
2. http://www.labri.fr/projet/epsn
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Chapitre 3
Perspectives
Pour les prochaines années, mes perspectives de recherche s’articuleront autour de deux
grandes thématiques. La première concerne le développement algorithmique autour de la mé-
thode multipôle rapide. Le deuxième domaine concerne le développement de schémas et algo-
rithmes pour développer des simulations complexes passant à l’échelle sur plusieurs centaines de
milliers de cœurs en physique des matériaux.
3.1 Méthode multipôle rapide
Il s’agit de travailler principalement dans deux directions. La première consiste à étendre
notre méthode pour d’autres domaines applicatifs comme la dynamique des dislocations, les
noyaux dépendant du temps, et de l’utiliser pour faire des produits matrice-vecteur pour ré-
soudre rapidement des systèmes linéaires issus d’équations intégrales. La deuxième direction
consiste à développer une méthode multipôle efficace au dessus d’un moteur d’exécution en vue
d’implantations efficaces sur un très grand nombre de cœurs.
Je participe pour les aspects multipôles au montage d’un projet de centre d’excellence eu-
ropéen autour du calcul à haute performance. Une partie des travaux présentés ci-dessous se
feront en collaboration avec les partenaires de ce futur centre d’excellence Franco-Allemand sur
le HPC.
3.1.1 Vers un parallélisme massif
Les travaux que j’ai présentés sur la parallélisation de la FMM (section 1.3.2) sur un nœud
de calcul à l’aide d’un moteur d’exécution permettent d’obtenir de très bonnes efficacités tout en
ayant une parallélisation d’assez haut niveau sur des architectures complexes. Pour aller vers un
parallélisme massif, nous devons travailler dans plusieurs directions. Tout d’abord, la méthode
que nous avons parallélisée est basée sur un octree uniforme, il est important d’étendre cette
approche à un octree non uniforme [50, 51]. Les difficultés sont multiples car il y a plusieurs listes
d’interaction par cellule. Ces listes font intervenir des cellules sur plusieurs niveaux de l’arbre et
conduisent à des dépendances plus compliquées que dans l’approche uniforme. L’insertion des
tâches que nous avons mise en place dans le cas uniforme ne marche plus. Le deuxième axe est
de comprendre comment utiliser un moteur d’exécution, dans le cas distribué, pour gérer les
communications entre les nœuds. Outre la gestion des communications, le degré de parallélisme
sur un nœud sera moins important que dans l’approche mémoire partagée et un paramétrage
adapté sera nécessaire. Pour aller vers une FMM générique, nous devons aussi définir un mé-
canisme basé sur un modèle de coût pour adapter automatiquement la granularité du calcul
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en fonction des noyaux de calculs, comment agencer les calculs pour maximiser l’utilisation des
unités de calculs (CPU, accélérateurs (CELL, GPU, MIC, . . . ).
La mise en œuvre d’une méthode multipôle rapide générique passant à l’échelle sur des
milliers de cœurs est l’enjeu de cette recherche.
3.1.2 Nouveaux champs d’applications
Avec des implémentations très efficaces, de nouveaux champs d’applications s’ouvrent à ces
méthodes. Tout d’abord, l’introduction de nouveaux noyaux nécessite de redéfinir tous les opé-
rateurs, la méthode Black-Box introduite par E. Darve [31], s’affranchit de cela et ne demande
qu’une méthode pour calculer le noyau sur des points. Cette approche devrait nous permettre
dans le cadre de l’équipe associée FastLA, de développer une méthode efficace pour les noyaux
isotropes mais surtout anisotropes intervenant dans la dynamique des dislocations (ANR OP-
TIDIS).
Les équations intégrales sont un autre vaste champ d’application de la FMM ; les domaines
d’applications sont variés (électrostatique, acoustique, électromagnétisme, élasticité, ...). La mé-
thode FMM intervient pour effectuer rapidement des produits matrice-vecteur au sein d’une
méthode itérative. Cette approche permettrait de faire un lien entre mes travaux et les travaux
autour des solveurs au sein du projet HiePACS. Une difficulté dans ces calculs provient souvent
du fait que le potentiel calculé sur la surface doit être ensuite évalué sur un ensemble de points
dans le domaine délimité par cette surface. L’introduction d’une approche type FMM devrait
conduire à des optimisations très importantes et rendre cette approche compétitive par rapport
aux approches classiques.
Un dernier axe concerne l’extension à des noyaux dépendant du temps intervenant dans les
équations paraboliques ou dans les équations acoustiques. Dans ce cas, une quatrième dimension
intervient dans « octree » généralisé conduisant à une algorithmique encore plus riche quant à
la construction et à la mise à jour des coefficients. Ce travail se fait dans le cadre de la thèse de
B. Bramas qui rentre dans le cadre d’une collaboration entre ASTRIUM-EADS et Inria avec le
soutien de la région Aquitaine.
3.2 Simulation à grande échelle en physique des matériaux
Cette partie concerne à la fois le développement de nouvelles méthodes numériques et d’al-
gorithmes parallèles pour pouvoir simuler des problèmes en physique des matériaux sur un très
grand nombre de cœurs. Deux grandes applications sont abordées : la première concerne la dy-
namique des dislocations (CEA Saclay), la deuxième est le calcul des fréquences de vibrations
de grosse molécules (IPREM 1).
3.2.1 Dynamique des dislocations
Suite à nos travaux autour de la propagation des fissures et de la FMM nous avons été ap-
prochés pour améliorer les simulations en dynamique des dislocations (échelle mésoscopique). La
dynamique des dislocations (DD) est un domaine où la simulation est en plein essor et les enjeux
sont très importants pour étudier le comportement mécanique des matériaux en s’appuyant sur
des bases physiques. Par exemple, dans le domaine du nucléaire l’étude de la ténacité des ma-
tériaux irradiés est crucial pour pouvoir prolonger la durée de vie des centrales. Pour pouvoir
utiliser les simulations comme un outil de prédiction, les codes doivent pouvoir traiter un voire
1. Institut pluridisciplinaire de recherche sur l’environnement et les matériaux - Université de Pau et des Pays
de l’Adour.
26
deux ordres de grandeur en terme de dislocations avec une physique plus riche. Développer l’al-
gorithmique pour atteindre ces objectifs sur les clusters de multicoeurs est l’objectif de l’ANR
Optidis.
Les dislocations sont discrétisées par des éléments finis 1d et elles interagissent entre elles
d’une part, par les forces à longue portée et d’autre part, aussi par les collisions entre lignes de
dislocations. Ces caractéristiques font que ces simulations sont très riches en terme de schémas,
d’algorithmes et d’analyse numérique.
Un pas de temps d’une simulation se décompose en trois phases de calcul : 1) le calcul des
forces entre toutes les dislocations, 2) le calcul des vitesse au travers d’une loi de mobilité et 3)
le traitement des collisions et du remaillage.
A ma connaissance, personne ne s’est penché sur l’analyse numérique des méthodes utilisées
et de nombreux problèmes se posent. On peut citer par exemple les questions suivantes. Comment
déterminer la CFL dans les schémas d’intégration en temps en fonction du problème traité ? Quels
critères/estimateurs pour remailler les lignes de dislocations ? Quelle est la précision du calcul ?
Comment utiliser des schémas à pas-multiple pour diminuer le coût d’évaluation des forces. Ces
études sont primordiales pour développer un code à la fois performant et robuste.
Un autre problème est le calcul des forces qui peut être vu comme un problème à N-corps
et conduit à l’utilisation de méthodes rapides pour les calculer dans le cas isotrope [53, 81, 78].
Dans le cas anisotrope, tout reste à faire et l’utilisation de méthode générique comme l’approche
basée sur des interpolations du noyau [31] semble très prometteuse (cf section 3.1).
Pour terminer, la parallélisation de ces algorithmes sur des machines hybrides est un enjeu
important et la DD présente deux particularités en terme de parallélisme conduisant à des
problèmes de recherche intéressants. Concernant la parallélisation, il y a deux grandes phases de
calculs qui s’opposent en terme de stratégie de parallélisation à savoir, le calcul des forces basé
sur une méthode multipôle et le calcul des réactions basé sur un automate cellulaire.
La deuxième difficulté concerne le caractère très dynamique de la simulation. En effet, les dis-
locations naissent et meurent induisant des déséquilibres de charge pouvant être très importants.
Une simulation démarrant avec quelques dislocations peut atteindre quelques millions de dislo-
cations. Cette dynamicité conduit à des stratégies différentes en terme de choix d’algorithmes,
d’équilibrage, . . . En effet, la simulation débute par des distributions de dislocations fortement
non uniformes pour arriver soit à des distributions uniformes en fin de simulation soit à ce que
les dislocations soient localisées dans des « zones de clivage ». Développer des algorithmes qui
s’adaptent à ces évolutions est un des enjeux de ces simulations et va tirer les développements
autour de la FMM.
3.2.2 Calcul rapide de valeurs propres
Depuis que j’ai abordé le domaine de la chimie quantique, l’accélération des méthodes pour
calculer des valeurs propres d’une matrice a toujours été un sujet qui m’intéressait, car c’est la
brique de base et souvent le goulot d’étranglement de beaucoup de problèmes en chimie. Suite à
l’ANR NOSSI, nous avons rencontré des problèmes de calculs de valeurs et de vecteurs propres
sur des matrices de très grandes tailles pouvant aller jusqu’à plusieurs millions d’inconnues.
La résolution de l’équation de Schrödinger vibrationnelle conduit à un problème aux valeurs
propres pour des matrices creuses de grande taille. Seul un sous ensemble des valeurs propres
est intéressant pour la modélisation du spectre. En effet, seules les valeurs propres dont les
vecteurs propres associés ont de grandes composantes suivant des directions prédéfinies doivent
être conservées car celles-ci correspondent à des transitions vibrationnelles actives détectables
expérimentalement. Cette contrainte inhabituelle n’est pas prise en compte dans les techniques
standard de résolution ; la solution actuelle consiste à diagonaliser la matrice c’est à dire calculer
toutes les valeurs propres, puis sélectionner a posteriori les valeurs propres pertinentes. Cette
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diagonalisation constitue à l’heure actuelle un goulot d’étranglement majeur qui limite la taille
des molécules (∼ 20 atomes) que peuvent étudier les chimistes à l’aide de ces codes.
L’objectif est de lever un verrou en proposant une méthode en rupture ; nous étudierons
d’une part une nouvelle méthode numérique qui calcule uniquement les valeurs propres cibles
pour la simulation et d’autre part, réaliserons une implantation de ces nouveaux algorithmes
innovants sur les machines many-cœurs hétérogènes émergentes. Dans cette optique, l’idée est
de généraliser la méthode du polynôme noyau (KPM) développée par Silver et al [63] pour dé-
terminer des propriétés d’un Hamiltonien dans des systèmes de grande taille en physique des
matériaux. La densité des états est approchée par un développement en polynôme de Cheby-
shev et les moments sont calculés par des produits matrice vecteur. En collaboration avec Y.
Saad (Université de Minnesota), nous avons commencé à étendre cette méthode. Cette idée est
nouvelle et semble prometteuse pour déterminer la partie du spectre pertinente. De plus, pour
aborder des problèmes de grande taille cette méthode sera implantée en utilisant un paradigme
de programmation par tâches mis en œuvre sur un moteur d’exécution. Ce dernier permet d’abs-
traire les caractéristiques et la complexité des calculateurs cibles. Une telle approche permet de
développer des algorithmes qui peuvent s’adapter rapidement aux architectures des calculateurs
émergents telles que les nœuds de calcul hétérogènes comportant des accélérateurs GPU et des
Xeon Phi.
Une partie de ce travail est financée dans le cadre d’un projet région, dont je suis le porteur,
autour des nouveaux algorithmes pour des plateforme émergentes.
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