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Abstract
Sketching is a stochastic dimension reduction method that preserves geometric structures of data and
has applications in high-dimensional regression, low rank approximation and graph sparsification. In
this work, we show that sketching can be used to compress simulation data and still accurately estimate
time autocorrelation and power spectral density. For a given compression ratio, the accuracy is much
higher than using previously known methods. In addition to providing theoretical guarantees, we apply
sketching to a molecular dynamics simulation of methanol and find that the estimate of spectral density
is 90% accurate using only 10% of the data.
Large-scale computer simulations are a common tool in many disciplines like astrophysics, cosmology,
fluid dynamics, computational chemistry, meteorology and oceanography, to name just a few. In many
of these fields, a key goal of the simulation is an estimate of the power spectral density (or equivalently
autocorrelation) of some dynamic or thermodynamic state variable or derived function.
Computing a full autocorrelation becomes prohibitively expensive for largescale simulations since it re-
quires storing the entire dataset in memory. The textbook strategy to combat this problem is to subsample
in time, often with clever logarithmic or multi-level spacing strategies [14]. Other simple solutions subsample
particles or grid points, or both time and particles/points. Unfortunately, these ad hoc methods lack rigorous
performance guarantees and can have arbitrarily large error. This article shows how to leverage results from
the new field of randomized linear algebra to derive subsampling methods that work better in practice and
have theoretical guarantees on the accuracy. These new subsampling methods, known as sketching methods,
essentially exploit the fact that when multiplying by a multivariate Gaussian to do compression there are no
worst-case inputs; in comparison, simple subsampling methods do well on some inputs but catastrophically
bad on other inputs. Section 1 gives a toy example of this, and the rest of the paper shows how this applies
to sampling data for spectral estimation.
Throughout the paper, we pay attention to computation and communication costs. In particular, the
sketches are linear operators and can be applied to a data stream, so they can be applied during a simulation
with negligible memory overhead and in a reasonable time. Our methods are also simple to implement.
Indeed, a reason that more sophisticated sampling schemes are not used in practice may be due to the cum-
bersome book-keeping required for normalizations, but we review a simple trick to deal with this (Remark 6),
and other than sampling, our methods do not require any “on-the-fly” computation, as the estimates are
formed in post-processing.
Background Spectral estimation arises in molecular dynamic (MD) simulations based on time-dependent
density functional theory (TDDFT) [34], which is a prominent methodology for electronic structure calcula-
tions. Depending on the original variable (position, velocity, dipole-moment, etc.), applications of spectral
estimation in TDDFT include calculating vibrational or rotational modes (as used in infrared and Raman
spectroscopy) [37], optical absorption spectra [43], and circular dichroism spectra [39]. Many of these quan-
tities can be experimentally measured, so one use of the spectrum is to verify that the simulation matches
with reality, or to predict properties of novel materials.
Similarly, temporal autocorrelations may be computed during numerical solutions of partial differential
equations (PDE). For one example, in fluid dynamics, the autocorrelations computed via direct numerical
simulation of the Navier-Stokes equations can be used to validate large-eddy simulation models [32]. Another
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example is oceanography where modern simulation codes rely on multi-scale numerical methods that cannot
fully resolve the smallest scales, and so use stochastic models to inform the simulation [16, 15]. The stochastic
process can be constrained to conform to a given autocorrelation function.
MD simulations operate on particles, while standard numerical methods for PDE operate on (possibly
unstructured) grids and elements. In both cases, the exact sample time-autocorrelation function can be
computed provided the data (particles or grid points, at all times) is stored. Due to advances in computing
power and algorithm design, it is now feasible to run extremely large simulations. A consequence of this is
that many largescale simulations generate more data than can be stored. As an example, running the billion-
atom Lennard Jones benchmark on the MD LAMMPS software [27] for the equivalent of 1 ns of simulation time
on argon atoms [31] takes 4.9 hours on a 288 node GPU computer from 2012 [1], making it a modest largescale
computation. Storing the 6 coordinates of position and velocity in double precision for the 105 timesteps
would require 4.26 PB, well beyond a typical high-end cluster disk quota of 150 TB. Longer simulations, or
simulations of molecules, only exacerbate the problem. Standard compression methods for scientific data,
like fpzip [21] and ZFP [20], improve this by one or two orders of magnitude at best [35].
1 Sketching
Sketching is used to reduce dimensionality from N dimensions to some m  N . A family of sketches is
a probability distribution on the set of real or complex m × N matrices such that if Ω is drawn from this
family, for any fixed vectors v,w ∈ RN , then ‖Ωv − Ωw‖2 ≈ ‖v − w‖2 with high probability. Hence
the sketch preserves distances, and by the polarization formula, preserves inner products as well. The core
ideas behind sketching have been in place since the 1980s, and were well-known in theoretical computer
science literature, but the field has expanded since 2005 as many applications in scientific computing were
developed. In particular, sketching is often used to efficiently find solutions of large least-square regression
problems [9, 8, 25, 38, 42, 10], and to determine the row and column space of large matrices for low-rank
matrix decomposition [17, 12, 23].
Formally, a probability distribution on m × N matrices is a Johnson-Lindenstrauss Transform with
parameters ε, δ and d if for any fixed set of d vectors {vi}di=1 ⊂ RN , if Ω is drawn from this distribution,
then with probability at least 1− δ it holds that
(1− ε)‖vi − vj‖22 ≤ ‖Ωvi −Ωvj‖22 ≤ (1 + ε)‖vi − vj‖22
for all i, j ∈ {1, . . . , d}. When no confusion arises, it is common to not distinguish between the random vari-
able and the distribution, and write Ω ∈ JLT(ε, δ, d) to encode the notion. The name Johnson-Lindenstrauss
Transform honors Johnson and Lindenstrauss’ well-known result which shows that such distributions exist
for m = O(ε−2 log(d)) [18].
Intuition The classic example of a sketch is an appropriately scaled Gaussian matrix with independent
entries. To gain insight, consider the case when Ω ∈ R1×N is a sketch that compresses v ∈ RN to a single
number, and without loss of generality, let ‖v‖2 = 1. All sketches we consider will be unbiased, meaning
EΩTΩ = IN×N where I is the identity matrix. We wish to preserve norm, so we look at ‖Ωv‖22, or
equivalently (Ωv)2 when m = 1. Then any unbiased sketch has E (Ωv)2 = 1.
Simple subsampling can be written as a sketch by defining Ω =
√
Ne>i where ei is the i
th canonical basis
vector in RN , and i is chosen uniformly from {1, . . . , N}; one can easily show this is unbiased. If the input v
has weight evenly distributed over all coordinates, such that |vj | = N−1/2 for all j = 1, . . . , N , then this is a
good sketch, since the variance is Var((Ωv)2) = 0. However, if the input is v = ek for any fixed k, then an
elementary calculation shows that Var((Ωv)2) = N − 1, which in high dimensions is too large to be useful.
In contrast, if we define the sketch Ω as 1×N independent standard normal random variables, then Ω is
also an unbiased sketch, and furthermore Var((Ωv)2) = 2 independent of the fixed vector v. The Gaussian
sketch is not always more efficient than the subsampling sketch, but it is never much worse, and sometimes
it is better by a factor of N .
Types of sketches In this work we consider the following three types of distributions of sketching matrices
Ω (Matlab code available via [5]; some Python implementations are part of the random projection module
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of scikit learn):
Gaussian sketch Each entry of Ω is independently drawn from the scaled normal distribution N (0, 1m ).
Haar sketch Draw Ω˜ as in the Gaussian case and then define the rows of Ω to be the output of Gram-
Schmidt orthogonalization applied to the rows of Ω˜, scaled by
√
N
m . This is equivalent to sampling
the first m columns of a matrix from the Haar distribution on orthogonal matrices, and can also be
computed via the QR factorization algorithm with post-processing [26]. This is essentially the case
originally considered by Johnson and Lindenstrauss.
FJLT The Fast Johnson-Lindenstrauss Transformation (FJLT) as is usually implemented [41] is a structured
matrix of the form Ω =
√
N
mP
>HD where D is a diagonal matrix with Rademacher random variables
on the diagonal (i.e., independent, ±1 with equal probablity), H is a unitary or orthogonal matrix,
and P> a simple subsampling matrix such that P>v chooses m of the coordinates from v uniformly at
random (with replacement), so that P consists of m canonical basis vectors. To be useful, each entry of
H should be as small as possible (≈ 1/√N), and H should be computationally fast to apply to vector.
Standard choices for H are the (Walsh-)Hadamard, discrete Fourier, and discrete Cosine transforms,
all of which have fast implementations that take O(N logN) flops to apply to a vector. Since applying
D and P> take linear and sub-linear time, respectively, the cost of computing Ωv is O(N logN), better
than the O(Nm) cost of the Gaussian and Haar sketches. The original FJLT proposed in [4] is a slight
variant that uses a different sparse matrix P.
There are other types of sketches such as the count-sketch [11], leverage-score based sketches [22], and
entry-wise sampling [3, 2] which can be combined with preconditioning [29]. Some of these sketches are not
Johnson-Lindenstrauss transforms but are instead the related notion of subspace embeddings. See [41, 22, 24]
for surveys on sketching literature.
Guarantees Table 1 summarizes the required compressed dimension size m for the corresponding sketching
matrix to be a JLT(ε, δ, d).
Method Compressed dimension m
Gaussian [41] O(ε−2 log(d/δ))
Haar [40] O(ε−2 log(d/δ))
FJLT O
(
ε−2 log
(
d
δ−N− log3(N)
)
log4(N)
)
Table 1: Compressed dimension requirement for JLTs.
The result for the FJLT, which holds when H is a Hadamard, discrete Fourier or discrete Cosine transform,
is not explicitly in the literature but follows by combining [19, Thm. 3.1] with [13, Thm. 12.31]. The constants
hidden in the asymptotic notation are not bad. For example, for the Gaussian sketch, with d = 103 points
(in arbitrary dimension), for failure probability δ ≤ 0.1 and error ε ≤ 1/3, the number of samples required
is m ≥ 535.
2 Approximating Autocorrelation with Sketching
Throughout the article, we think of the data as a signal x(t, ϕ) in time t and space ϕ, where ϕ can encode
a grid location or a particle number depending on the type of simulation (for space indices in dimension
greater than one, we flatten the indices into a large one-dimensional list). Let t have unit spacing ∆T = 1,
t ∈ {1, 2, . . . , T}, and let space be indexed by {ϕ1, . . . , ϕN}. We organize the data into a matrix X ∈ RT×N .
In what follows, we consider classical methods for estimating the autocorrelation. There are powerful
alternative methods, based on parametric models — most notably, autoregressive-moving-average (ARMA)
models [7]. However, these methods excel when T is small, and do not clearly extend to N > 1, and are not
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natively suited to on-the-fly calculations during a simulation as they require significant post-processing and
parameter tuning.
Autocorrelation and the Wiener-Khinchin Theorem For a continuous signal x, the time autocorre-
lation function of lag τ of signal x is
R(τ) = E ϕ lim
T→∞
1
2T
∫ T
−T
x(t, ϕ)x(t+ τ, ϕ) dt.
For the corresponding discretized signal of length T , the (sample) time autocorrelation of lag τ is defined as
R̂τ [X] =
1
N
1
T − τ
T−τ∑
t=1
N∑
i=1
x(t, ϕi)x(t+ τ, ϕi). (1)
As our goal will be to approximate the sample autocorrelation R̂τ , we drop the ̂ notation for clarity and
simply write Rτ .
Remark 1 (Cross-terms). Calculating Eq. 1 requires storing N × T parameters. If one instead computed∑T−τ
t=1
(∑N
i=1 x(t, ϕi)
)(∑N
i=1 x(t+ τ, ϕi)
)
(with appropriate normalization), then only O(T ) storage is re-
quired, but unfortunately this is not equivalent to Eq. 1 due to the presence of the cross-terms. One way
to view sketching methods is that the sketching adds in suitable randomness so that when using the O(T )
formula, the cross-terms vanish in expectation.
Letting the shifted, unnormalized (sample) covariance matrix be Σ = XX>, our first observation is that
Rτ is a linear function of Σ, since
(Σ)t,t′ =
N∑
i=1
x(t, ϕi)x(t
′, ϕi)
so Rτ is the scaled sum of the τ
th diagonal of Σ, and hence we use the notation Rτ [Σ], and also write
R[Σ] = (R0[Σ], R1[Σ], · · · , RT−1[Σ])> when working with all T possible lags.
The time autocorrelation is often of interest itself, but it can also be used to derive the power spectral
density,
S(ω) = lim
T→∞
E ϕ
∣∣∣∣∣ 1√2T
∫ T
−T
x(t, ϕ)e−iωt dt
∣∣∣∣∣
2
.
If x is a wide-sense stationary random process, under certain conditions, the Wiener-Khinchin Theorem
states that the spectral density is the Fourier transform of R(τ), and the discrete power spectral density can
be estimated by the discrete Fourier transform of R.
Thus both autocorrelation and power spectrum can be reduced to the problem of finding an accurate
estimate of Σ. Note that Σ is a T × T matrix and is impractical to store, and is used only for analysis. Our
actual software implementation only needs a factored form Σ = X̂X̂> for X̂ ∈ RT×m, and works directly
with X̂. Furthermore, due to linearity, implementations can exploit existing autocorrelation software (which
typically use the fast Fourier transform to do convolutions efficiently). Specifically, if the columns of X̂ are
v1, . . . ,vm, then Rτ [Σ] = Rτ [
∑m
i=1 viv
>
i ] =
∑m
i=1Rτ [viv
>
i ] and Rτ [viv
>
i ] is performed implicitly via an
efficient autocorrelation implementation.
In the next section, we will use standard results from the sketching literature to create an estimator Σ̂
and bound ‖Σ− Σ̂‖F < ε, where ‖ · ‖F denotes the Fro¨benius (Hilbert-Schmidt) norm. To use those results,
we first show that R is Lipschitz continuous so that a small ε implies an accurate autocorrelation (and hence
an accurate power spectrum).
Lemma 2. Let Σ and Σ̂ both be symmetric T × T matrices. Then
‖R[Σ̂]−R[Σ]‖1 ≤
√
1 + log T
N
‖Σ− Σ̂‖F (2)
‖R[Σ̂]−R[Σ]‖∞ ≤ 1
N
‖Σ− Σ̂‖F (3)
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where ‖R[Σ̂]−R[Σ]‖1 =
∑T−1
τ=0
∣∣Rτ [Σ]−Rτ [Σ̂]∣∣, and ‖R[Σ̂]−R[Σ]‖∞ = maxτ=0,...,T−1 ∣∣Rτ [Σ]−Rτ [Σ̂]∣∣.
Proof. Define the difference between true covariance matrix and the estimate as ∆ = Σ−Σ̂. For the∞-norm
case, using linearity of R,
‖R[∆]‖∞ = max
τ
‖Rτ [∆]‖
=
1
N
max
τ
∣∣∣∣ 1T − τ
T−τ∑
t=1
∆t,t+τ
∣∣∣∣
≤ 1
N
max
t,t′
|∆t,t′ | ≤ 1
N
‖∆‖F
From this, we immediately have the bound ‖R[∆]‖1 ≤ TN ‖∆‖F , but this is loose, and we show below
how to derive a better dependence on T :
∥∥R[Σ]−R[Σ̂]∥∥
1
=
T−1∑
τ=0
∣∣Rτ [∆]∣∣
≤ 1
N
T−1∑
τ=0
1
T − τ
T−τ∑
t=1
|∆t,t+τ |
1
≤ 1
N
T−1∑
τ=0
√√√√ 1
T − τ
T−τ∑
t=1
|∆t,t+τ |2
2
≤ 1
N
√√√√T−1∑
τ=0
1
T − τ
√√√√T−1∑
τ=0
T−τ∑
t=1
|∆t,t+τ |2
=
1
N
√√√√ T∑
τ=1
1
τ
√√√√‖∆‖2F − ∑
α∈lower triang.
off-diag elems
∆2α
≤
√
1 + log T
N
‖∆‖F (4)
where 1 is due to Jensen’s inequality, and 2 is due to Cauchy-Schwarz.
3 Theoretical Guarantees
We give bounds on the error of autocorrelation evaluation due to sketching the rows of X, i.e., X̂> = ΩX>.
Each row consists of the data at a given time t, so this can be trivially implemented in a streaming fashion.
The overall compression ratio is γ = mN , independent of T .
Theorem 3. For any ε > 0, and for a data matrix X ∈ RT×N , compute X̂ = XΩ> ∈ RT×m for Ω ∈
JLT(ε, δ, 2T ), and define Σ = XX> and Σ̂ = X̂X̂>. Then with probability at least 1 − δ, the computed
autocorrelation based solely on the data sketch satisfies the following error characterizations:
‖R[Σ̂]−R[Σ]‖1
‖X‖2F
≤
√
1 + log T
N
ε (5)
‖R[Σ̂]−R[Σ]‖∞
‖X‖2F
≤ 1
N
ε. (6)
In particular, if Ω is a Gaussian, Haar or FJLT sketch, then Ω ∈ JLT(ε, δ, 2T ) if m is chosen as in Table 1.
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Proof. A standard sketching result due to Sarlo´s [36] gives the error bound for using JLT to estimate matrix
products as the following: let X ∈ RT1×N and Y ∈ RN×T2 . If Ω is a JLT(ε, δ, T1 + T2), then
P(‖XY −XΩ>ΩY‖F ≤ ε‖X‖F ‖Y‖F ) ≥ 1− δ
Applying Lemma 2 with Y = X gives the result immediately.
To quantitatively characterize how the error in autocorrelation evaluation depends on the compression
ratio, we have the following corollary which follows immediately using the theorem and Table 1.
Corollary 4. Under the setting of Theorem 3, assuming the data matrix X has bounded entries, then the
required compression ratio γ = m/N to have ‖R[Σ̂] − R[Σ]‖1 ≤ ε with probability greater than 1 − δ is
γ = O(T 2 log T log(2T/δ)ε2N ) for Gaussian or Haar matrix sketches, and γ = O(T 2 log T log(2T/(δ−e− log4 N ))ε2N ) for
FJLT sketches.
The corollary suggests that as the simulation time T → ∞, our compression ratio grows, until at some
point it is not useful. However, T should be seen as inversely proportional to the lowest desired frequency
in the power spectrum, not total simulation time. For longer simulation times Tlong, the data should be
blocked into B matrices X(1), . . . ,X(B), each of size T = Tlong/B, and then form Σ =
1
B
∑B
b=1 X(b)X
>
(b), and
similarly for Σ̂, with fresh sketches Ω(b) drawn for each block. If for some reason one needed arbitrarily low
frequencies, and wanted the sample time autocorrelation to converge to the true time autocorrelation, then
choose B ∝√Tlong [6, 30], but otherwise choose B ∝ Tlong and hence the block size T is constant.
Thus given a fixed time T , the corollary says that γ ≈ O(1/N) and hence as the amount of data increases,
the compression savings are great; in fact, the absolute number of measurements m is independent of the
spatial size N . For example, this means that if one increases the resolution of a grid or mesh, the amount of
data needed to be stored actually stays constant. This holds not just for 1D grids, but 3D or any dimension
grids.
We also note that the matrix Σ need not represent all grid points or particles, but could instead represent
a subset of grid points or particles, and then the calculations are done independently for each Σ and averaged
in the end. This may be beneficial in parallel and distributed computing, where each Σ might represent just
the spatial locations stored in local memory.
4 Numerical Experiments
The pseudo-code for the proposed sketching algorithm is in Algo. 1. It exploits existing fast implementations
of sample autocorrelation, e.g., xcorr in Matlab or numpy.correlate in Python. We use Matlab indexing
notation, with X(:, j) meaning the jth column of X, and X(i, :) the ith row. For our data, the mean was near
zero and was not subtracted explicitly. Bartlett windowing [30] was performed to reduce spectral leakage
whenever B > 1.
Remark 5. Conceptually, the algorithm forms X̂ = XΩ, though the full-size data matrix X is never actually
formed, as X̂ is built up row-by-row (and old rows of X are discarded). Similarly, the estimated covariance
matrix Σ̂, which is introduced for discussion on theoretical properties of sketching methods, is never explicitly
constructed for computation, as discussed in Section 2.
4.1 Baseline methods
Many existing algorithms for computing autocorrelation require complete data, such as the utility routines
provided with the popular MD simulator LAMMPS [27], so we do not compare with these since they work with
the full data. Among subsampling approaches, we will compare with the following three types of subsampling
(recall the data matrix is structured as X ∈ RT×N , where T is the total length of time and N is the total
number of particles or grid size), all of which sample with replacement:
6
Algorithm 1 Sketching for autocorrelation and power density estimation. Requires existing implementation
of autocorr.
Require: Simulation time Tlong, number of blocks B, compression size m
1: T = Tlong/B
2: for b = 0, 1, 2, . . . , B − 1 do
3: Draw Ω ∈ Rm×N . One of the sketches from §1
4: Initialize empty array X̂ ∈ RT×m
5: for t = 1, 2, . . . , T do
6: Generate data x> ∈ R1×N according to simulation (at time t+ bB); equivalent to row X(t, :)
7: Compute and store row X̂(t, :) = (Ωx)>
8: Discard x from memory
9: end for
10: Compute R(b) =
1
N
∑m
i=1 autocorr(X̂(:, i))
11: end for
12: R = 1B
∑B−1
b=0 R(b) . autocorrelation
13: S = FFT(R) . power spectral density
Time dimension compression Given a compression ratio γ, sample time points I ⊂ {1, . . . , T} with size
|I| = dγT e (where dae rounds a up to the nearest integer) by selecting rows from the data matrix X.
The natural unbiased estimator for the autocorrelation Rτ [X] is
1
N
1
zIτ
∑
t|t,t+τ∈I
N∑
i=1
X(t, i)X(t+ τ, i) (7)
where zIτ is a normalization coefficient that is the number of t such that t ∈ I and t + τ ∈ I (for
full sampling, this is zIτ = T − τ as in (1)). Efficient computation of this autocorrelation estimate is
discussed in Remark 6. When the index I is sufficiently small, not all lags τ will have an estimate,
thus making computation of the PSD unclear. In these cases, we interpolate the missing lag values
using cubic splines.
There are several common choices for I:
1. Choosing I (pseudo-)randomly according to the uniform distribution. This is the method we use
in the experiments unless otherwise noted, as it has the best performance among these types of
methods.
2. Choosing I via a power-series sampling scheme that is common in simulation of polar liquids
(where Rτ [X] is only needed for short lags τ due to the rapid decorrelation). Given a block length
k, let I0 = {1, 2, 4, 8, . . . , 2k}, and then the index set I is divided into blocks I = I0 ∪
(
2k + I0
)∪(
2k+1 + I0
)∪ . . .. This scheme is intended to give dense sampling for low lags, and some sampling
for higher lags while still allowing for reasonable book-keeping due to its structured nature. See
Fig. 1 for a comparison of this scheme with random sampling; it generally underperforms random
sampling, so we do not present further comparisons.
3. Sparse ruler sampling. As shown in Fig. 1, the power-series scheme does not generate all possible
lags. Sampling schemes that do generate all possible lags (up to some point) are known as rulers,
and rulers with only a few samples are sparse rulers, and are used in signal processing [33]. One
can modify the power-series scheme so that each block I0 is a sparse ruler (we used Wichmann
Rulers). The scheme still underperforms random sampling; see A.1 for more details.
4. Sampling blocks (Algorithm 8 in [14]), which gives good estimates of Rτ [X] for small τ , but does
not attempt to estimate Rτ [X] for τ larger than the block size. This does not perform well and
details in left for the supplementary information section 1.A.
5. Hierarchical sampling schemes (Algorithm 9 in [14]), designed to improve on block sampling by
giving a small amount of large lag information. This method is exact for some derived quantities
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(like diffusion coefficients) but ad-hoc for estimating the large-lag autocorrelation. This method
has high errors (see A.1 for details).
These last two methods (4 and 5) are different than all the other baseline methods we discuss as they
require “on-the-fly” computation to record the estimate of Rτ [X] for a subset of the lags τ , and this
estimate is then updated. These methods do not simply sample X and then postprocess. Both method
4 and 5 do not give accurate estimates for large lags, hence we do not present further simulation results
with these methods.
Particle dimension compression Given a compression ratio γ, randomly sample particles (or grid points)
to form I ⊂ {1, . . . , N} with size |I| = dγNe by uniformly selecting columns from the data matrix
X. The natural unbiased estimator of Rτ [X] is then
1
|I|
1
T − τ
T−τ∑
t=1
∑
i∈I
X(t, i)X(t+ τ, i).
Na¨ıve uniform sparsification (both time and particles) Given a compression ratio γ, uniformly sam-
ple dγTNe entries from X. This approach has the same estimator for autocorrelation of lag τ as the
case time dimension compression, except that the sampling set I and normalization constant now
depend on the column i. We refer to this as “na¨ıve” since it uses a uniform distribution, in contrast to
complicated weighted sampling schemes like [2] used in the sampling literature. With an appropriate
normalization zIτ,i, the unbiased estimate of Rτ [X] is
1
zIτ,i
N∑
i=1
∑
t, such that
(t,i),(t+τ,i)∈I
X(t, i)X(t+ τ, i).
which can be calculated via the above formula or via Remark 6.
One can combine time dimension and particle dimension compression (doing time-then-particle, or
particle-then-time), but for a given overall compression level, we did not find that this improved accuracy,
and therefore do not include it in the results.
Remark 6. To efficiently compute the estimate of the autocorrelation for any time dimension compression
scheme, i.e., Eq. 7, one can use existing fast autocorrelation functions. Specifically, set the non-sampled
entries to zero, so they do not contribute to the sum, and put each column of X through a standard auto-
correlation function and then average the results. To find the normalization factor zIτ , one can create an
indicator vector ξ where ξt = 1 if t ∈ I and ξt = 0 if t 6∈ I (think of this as a “book-keeping” particle
that can be stored as an extra particle or grid-point), and then compute the autocorrelation of ξ to get the
normalization zIτ . Computing the value by hand is possible but tedious and the programming is error-prone,
which may be a reason why simple (non-random) time compression schemes have historically been favored.
To illustrate the different types of time dimension compression schemes, we conduct a basic experiment
of N = 104 particles and T = 2000 time points with unit spacing, where each particle is randomly assigned
one of two possible frequencies (one fast, one slow), and with a random phase; the autocorrelation is the fast
sinusoid modulated by the slow sinusoid. The power spectral density ranges up to 500 Hz, of which the first
70 Hz are shown in the bottom of Fig. 1. The ground truth would show two delta functions if T =∞ but are
spectrally broadened by the finite time sample. Fig. 1 shows that, at 50× compression, the time sampling
approaches have no observations for some lags and must be interpolated. The random time subsampling is
more accurate than the power series approach. The Gaussian sketching method is significantly more accurate
than both time compression methods.
4.2 Methanol ensemble simulation data
Our dataset is a MD simulation using the LAMMPS software [27] for N = 384 methanol molecules with time
step 1 fs for 10 ps, with potentials between pairs of bonded atoms, between triplets and between quadruplets
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Figure 1: Autocorrelation (top) and power spectral density (bottom) for the two frequency simulation.
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Figure 2: Ground truth of autocorrelation of the velocity of methanol molecules up to τ = 100.
of atoms set as harmonic, and potential for pairwise interactions set as the hybrid of the “DREIDING”
hydrogen bonding Lennard-Jones potential and the Lennard-Jones with cut-off Coulombic potential [28].
The quantity of interest is the power spectral density of the velocity of the molecules. Except in Fig. 5, no
blocking was performed, so B = 1 and T = Tlong = 10000. The true sample autocorrelation, up to τ = 100,
is shown in Figure 2. The actual simulation was run for 20000 time steps (20 ps) but the first 10 ps are
ignored as the simulation was equilibrating.
Figure 3 shows the corresponding true power spectral density (PSD), as well as the PSD computed via the
three proposed sketching methods (with Gaussian, Haar and FJLT sketches), as well as the three benchmark
methods, using only about 1% of the data. The three sketching methods faithfully recover the true peaks of
the spectrum, while the baseline methods (in blue) either have spurious peaks (time compression and naive
uniform compression) or miss/distort peaks (particle compression).
For systematic and quantitative comparison, we consider three metrics for evaluating the estimated PSD
sˆ = Ŝ(ω) compared to the true PSD s = S(ω). First, we use the relative `2 norm ‖sˆ− s‖2/‖s‖2 which also
captures the relative `2 error for the autocorrelation (since the Fourier transform is unitary, i.e., Parseval’s
identity). Second, we use the relative `∞ error, which is defined as maxi,si 6=0
|sˆi−si|
|si| . Third, we use a relative
`1 error, defined as ‖sˆ− s‖1/‖s‖1, where ‖s‖1 =
∑
i |si|.
When computing the compression ratio, a sketching method with Ω ∈ Rm×N achieves a γ = m/N com-
pression ratio, as no meta-data needs to be stored. The time dimension and particle dimension subsampling
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Figure 3: Power spectral density for methanol data. The compression ratio is 1% for each method.
methods must also save the time or particle/space indices I as meta-data, though this is typically insignif-
icant, so they achieve approximately |I|/T and |I|/N compression ratios, respectively. The na¨ıve uniform
sparsification, which samples in both space and time, must save both time and particle/space indices; this
is done implicitly by storing the data as a sparse matrix in compressed sparse column format. The overhead
of storing these indices can be significant, which is why the compression ratio for “na¨ıve uniform” is slightly
worse than the target of |I|/(TN).
Figure 4 shows the error metrics as a function of compression ratio γ in the interesting regime where
γ  1. We see that sketching methods perform better than baseline methods in the `1, `2 and `∞ metrics,
and the advantage is most significant when the compression ratio is small.
Figure 5 shows that the `1, `2 and `∞ errors decay to zero as the time series becomes arbitrarily long.
Specifically, we take the total simulation time Tlong →∞, and set B = T =
√
Tlong (this is necessary, since
the simpler choice of B = 1 and T = Tlong does not give a consistent estimator even with fully sampled data).
The evaluation of the errors of the autocorrelation are with respect to the first 15 lags. The compression
ratio of all sketching methods is fixed as 10%. The figure shows that all methods appear to be consistent,
with the sketching methods significantly more accurate compared to the ad hoc baselines.
Synthetic data The performance of the sketching methods over the classical benchmark methods is sig-
nificant, but in fact the discrepancy can be arbitrarily large. A.2 shows a synthetic data set created to
be adversarial for the classical methods, for which they perform poorly, whereas the sketching methods do
well. The data is created to have a few “special” particles which contribute significantly but are unlikely
to be sampled by the particle sampling methods, and to have a few short pulses, so that the relevant time
dynamics is likely to be missed by the time sampling methods. The sketching methods are not susceptible
to such adversarial examples.
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Figure 4: The error due to approximating the PSD for the proposed methods (Haar, Gaussian, and FJLT-
Hadamard) compared to baselines, on the methanol data. Left: relative `1 error. Middle: relative `2 error.
Right: relative `∞ error.
5 Conclusions
Since second order statistics like autocorrelation and power density spectral can be computed via the em-
pirical covariance matrix, this means that sketching methods can be used to preserve statistical properties
of the data. These sketching methods come with well-understood theory, little extra computational burden,
straightforward implementation, and excellent practical performance. For these reasons, we hope they find
their place in the numerical simulation toolkit. An interesting future question is whether even more powerful
practical estimators of autocorrelation can be achieved by bypassing the estimation of the covariance matrix.
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A Further experiments
A.1 Alternative baseline methods
We expand on other alternatives for time-dimension compression (beyond the (1) random and (2) power-
series sampling), namely
3. Sparse ruler sampling. The power-series scheme does not generate all possible lags. Sampling schemes
that do generate all possible lags (up to some point) are known as rulers, and rulers with only a few
samples are sparse rulers. One can modify the power-series scheme so that each block I0 is a sparse
ruler (we used Wichmann Rulers).
4. Sampling blocks (Algorithm 8 in [14]), which gives good estimates of Rτ [X] for small τ , but does not
attempt to estimate Rτ [X] for τ larger than the block size.
5. Hierarchical sampling schemes (Algorithm 9 in [14]), designed to improve on block sampling by giving a
small amount of large lag information. This method is exact for some derived quantities (like diffusion
coefficients) but ad-hoc for estimating the large-lag autocorrelation. This method has high errors.
Fig. 6 compares the sparse ruler sampling and block sampling (Algorithm 8), as well as using the Gaussian
sketch. This uses the same N = 10000 and T = 2000 synthetic data as in Figure 1 in the main text. Both the
sparse ruler sampling and block sampling only observe the autocorrelation for short lags. For this reason, the
autocorrelation cannot even be interpolated at missing lags, but rather these values must be extrapolated.
Rather than do this, the PSD is computed using only the short time lags, but this has the effect of lowering
the resolution of the PSD. The bottom part of the figure shows the PSD.
Fig. 7 demonstrates the hierarchical sampling scheme on the same data. This scheme samples in blocks
(giving a good estimate of short-time autocorrelation lags, much like the block sampling scheme), but then
also aggregates blocks to estimate longer lag autocorrelation. For some quantities, such as the diffusion
constant when defined as the integral of autocorrelation (e.g., in the discrete case, this is just a sum), this
14
0 10 20 30 40 50
Lags
-4
-2
0
2
4
Ground Truth
Gaussian sketch
time subsampling, sparse ruler
Frenkel & Smit, Algo 8
0 50 100 150 200 250
0
200
400
600
Ground Truth
Gaussian sketch, 50.0x compression
time subsamp., sparse ruler, 66.7x compr.
Frenkel & Smit, Algo 8, 50.0x compression
0 10 20 30 40 50
Lags
-40
-30
-20
-10
0
observed
observed
unobserved
unobserved
0 50 100 150 200 250
0
200
400
600
Ground Truth
Gaussian sketch, 50.0x compression
time subsamp., sparse ruler, 66.7x compr.
Frenkel & Smit, Algo 8, 50.0x compression
Frequency
Po
we
r (
A.
U.
)
Au
toc
or
re
lat
ion
 (A
.U
.)
Figure 6: Top: autocorrelation, and bottom: Power spectral density (PSD) for a synthetic simulation. The
sparse ruler subsampling and the block (Algorithm 8) subsampling miss sampling the autocorrelation at long
lags, with the effect of making the PSD estimate have low resolution. Y-axis in arbitrary units for both
plots.
aggregation-by-averaging results in no loss. However, for estimating the autocorrelation itself, the estimate
is highly inaccurate. The corresponding PSD is not shown as it is considerably inaccurate.
A.2 Synthetic data
The main paper presents realistic data and shows that newly proposed sketching methods outperform classical
methods. Here, we show that the difference in performance can be made almost arbitrarily large by choosing
adversarial synthetic data. The specific random nature of the sketching methods makes it impossible to create
generic adversarial examples, whereas the classical methods which rely on weaker notions of randomness are
much more susceptible.
Creation of the data set Consider a collection of N = 10,000 particles among which 9997 of them share
the same eigenfrequency ω while 3 particles have an additional eigenfrequency ω′. The existence of special
particles contributes to the inhomogeneity of the ensemble dynamics. Furthermore, there are 2 pulses in
the time range for every particle in the ensemble. Each pulse can be represented by p1(t) = p(t − t1),
p2(t) = p(t− t2) and p(t) = 10 sin
(
pi
δ t
)
1(− δ2 ≤ t ≤ δ2 ), where δ ≈ 0.6 · 2piω which accounts for more than half
of a period of the signal with common eigenfrequency, and 1 is the 0-1 indicator function. Each particle has
a random phase ϕi ∈ [0, 2pi). Specifically, 9997 particles have the “common” dynamics
(i = 1, . . . , 9997) xcommoni (t) = sin(ωt+ ϕi) + p1(t) + p2(t) + εi(t)
while 3 “special” particles have one more ingredient in their dynamics
(j = 9998, 9999, 10000) xspecialj (t) = sin(ωt+ ϕj) + 80 sin(ω
′t+ ϕ′j) + p1(t) + p2(t) + εj(t)
so that when taking the expectation the additional frequency component demonstrate significant importance
in the overall spectrum, and ε(t) is white noise. Figure 8 shows the signal example of a common particle and
a special particle, while the ground truth autocorrelation and power spectral density are shown in Figure 9.
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Figure 7: Autocorrelation, demonstrating the hierarchical sampling scheme of Algorithm 9. The top plot is
a zoomed in version of the bottom plot. The estimate of the autocorrelation at long lags is inaccurate, and
the resulting PSD is unusable.
Figure 10 shows the performance of each sketching method on evaluating the power spectral density of the
synthetic data set. The sketching methods perform well, whereas the classical baseline methods perform so
poorly as to be unusable. For the sketching methods, even when compression is around 1%, the characteristic
peak in the PSD formed by the 3 special particles is still correctly identified, whereas it is completely missed
by all 3 classical methods. This is mostly demonstrated by the relative `∞ error which captures the largest
discrepancy in PSD evaluation at any frequency. In fact, all the baseline methods have over 100% relative
error on the `∞ error, regardless of compression.
16
900 950 1000 1050 1100
-10
0
10
common particle
900 950 1000 1050 1100
-100
-50
0
50
100
special particle
Figure 8: Example of particle dynamics in synthetic data. The left subfigures shows the signal of a common
particle and the right subfigure shows the signal of a particle with two eigen-frequencies. 2 pulses exist in
the synthetic signal and are introduced apart from each other thus not merging their peaks, while we show
the zoomed version of one pulse, which is marked in the colour of magenta.
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Figure 9: Autocorrelation and power spectral density of the synthetic data. The red peak in the power
spectral density exists because of special particles, and the red lags in autocorrelation are due to existence
of pulses.
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Figure 10: Three metrics characterizing accuracy of sketching methods on the PSD in the case of adversarial
synthetic data.
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