Abstract. Matroid theory is often thought of as a generalization of graph theory. In this paper we propose an analogous correspondence between embedded graphs and delta-matroids. We show that delta-matroids arise as the natural extension of graphic matroids to the setting of embedded graphs. We illustrate how the connections between embedded graphs and delta-matroids can be exploited by using these connections to find an excluded minor characterization and a rough structure theorem for the class of delta-matroids that arise as twists of matroids. Also, we show that several polynomials of embedded graphs, including the Bollobás-Riordan, Penrose, and transition polynomials, are in fact delta-matroidal.
extended it to a particular class of deltamatroids. On the other hand, Ellis-Monaghan and Moffatt [24] extended the Penrose polynomial from plane graphs to arbitrary embedded graphs. We show that all of these versions of the Penrose polynomial are compatible with one another. We give a similar result for the transition polynomial, and give various compatibility results for the various versions of the polynomials. We also show that the Penrose polynomial of a delta-matroid can be expressed as an alternating sum of the characteristic polynomials of associated matroids. An analogous result is known to hold for the embedded graph versions of the polynomials.
Matroids and delta-matroids
Our terminology follows [8] and [48] , except where explicitly stated.
Set systems.
A set system is a pair D = (E, F) where E is a set, which we call the ground set, and F is a collection of subsets of E, called feasible sets.
We define E(D) to be E and F(D) to be F. A set system is proper if F is not empty. For sets X and Y , we denote the operation of symmetric difference by X △ Y , which is equal to (X ∪ Y ) − (X ∩ Y ).
Axiom 2.1 (Symmetric Exchange Axiom). Given a set system D = (E, F), for all X and Y in F, if there is an element u ∈ X △ Y , then there is an element v ∈ X △ Y such that X △ {u, v} is in F.
A delta-matroid is a proper set system (E, F) that satisfies Axiom 2.1. If all of the feasible sets of a delta-matroid are equicardinal, then the delta-matroid is a matroid and we refer to its feasible sets as its bases. If a set system forms a matroid M , then we usually denote M by (E, B), where we define E(M ) to be E and B(M ) to be B, the collection of bases of M .
2.2.
Matroids. Let M be a matroid with ground set E. A subset I of E is an independent set of M if and only if I is a subset of a basis of M . A rank function is defined for all subsets of the ground set of a matroid: its value on a subset A of E is the cardinality of the largest independent set contained in A. The rank of a set A is written r M (A), or just r(A) if the matroid is clear from context. Thus, r M (A) = max{|A ∩ B| | B ∈ B(M )}. We say that the rank of M , written r(M ), is equal to r(E), which is equal to |B|, for any B ∈ B(M ). A circuit in M is a minimal dependent set, that is, a subset C of E such that |C| = r(C) − 1 and |X| = r(X) for every proper subset X of C.
Delta-matroids.
Bouchet defined an analogue of the rank function in [9] , which, for a deltamatroid D = (E, F), is denoted by ρ D or simply ρ when D is clear from the context. Its value on a subset X of E is given by ρ D (X) := |E| − min{|X △ F | | F ∈ F}.
For a delta-matroid D = (E, F), let F max (D) and F min (D) be the set of feasible sets with maximum and minimum cardinality, respectively. We will usually omit D when the context is clear. Let D max := (E, F max ) and let D min := (E, F min ). Then D max is the upper matroid and D min is the lower matroid for D, defined by Bouchet in [9] . It is straightforward to show that the upper matroid and the lower matroid are indeed matroids. We also define the width of D, denoted w(D), by setting w(D) := r(D max ) − r(D min ).
If the feasible sets of a delta-matroid all have the same parity, then we say that the delta-matroid is even. Otherwise, we say that the delta-matroid is odd. In particular, every matroid is an even delta-matroid.
Proof. Suppose e is not a coloop. Then there is a feasible set F avoiding e. Take F ′ ∈ F such that ρ(X) = |E|− |X △ F ′ |. If F ′ avoids e then the lemma holds, so we assume this is not the case. Then e ∈ F ′ △ F , so Axiom 2.1 implies that there exists f ∈ F ′ △ F such that F ′′ = F ′ △ {e, f } ∈ F. Now e / ∈ X, and X △ F ′′ = X △ (F ′ △ {e, f }) = X △ ((F ′ − e) △ f ) = (X △ (F ′ − e)) △ f , so we deduce that |X △ F ′′ | ≤ |X △ F ′ |. As F ′ was chosen from F to minimize |X △ F ′ |, we deduce that |X △ F ′′ | = |X △ F ′ |. Since e / ∈ F ′′ , the lemma holds.
Lemma 2.8. Let D = (E, F) be a delta-matroid and let e be an element in E, and X a subset of E − e. Then Proof. We first establish Equation (2.2) . Suppose that e is not a coloop. Lemma 2.7 implies that there exists F ∈ F(D) such that e / ∈ F and ρ(X) = |E| − |X △ F |, which in turn implies that ρ D\e (X) = |E − e| − |X △ F | = |E| − |X △ F | − 1.
Suppose that e is a coloop of D. Take F ∈ F(D \ e) such that ρ D\e (X) = |E| − |X △ F |. Then F ∪ e is in F and clearly has smallest symmetric difference with X of all feasible sets in F. Thus ρ D (X) = |E| − |X △ (F ∪ e)| = |E| − |X △ F | − 1 = |E − e| − |X △ F | = ρ D\e (X). Now Equation (2.3) is obtained by using duality. Lemma 2.4 implies that ρ D/e (X) = ρ (D/e) * (E − e − X) = ρ D * \e (E − e − X). Using Equation (2.2), we obtain ρ D * \e (E − e − X) = ρ D * (E − e − X), if e is a coloop of D * ρ D * (E − e − X) − 1, otherwise.
The result follows by applying duality again and noting that e is a coloop of D * if and only if it is a loop of D.
Ribbon graphs
We are concerned here with connections between cellularly embedded graphs and delta-matroids. As it is much more convenient for our purposes, we realize cellularly embedded graphs as ribbon graphs. This section provides a brief overview of ribbon graphs, and standard ribbon graph notation and constructions. A more thorough treatment of the topics covered in this section can be found in, for example, [25] .
3.1. Cellularly embedded graphs and ribbon graphs.
Ribbon graphs.
A cellularly embedded graph G ⊂ Σ is a graph drawn on a closed compact surface Σ in such a way that edges only intersect at their ends, and such that each connected component of Σ − G is homeomorphic to a disc. Two cellularly embedded graphs G ⊂ Σ and G ′ ⊂ Σ ′ are equivalent if there is a homeomorphism, ϕ : Σ → Σ ′ , which is orientation preserving if Σ is orientable and has the property that ϕ| G : G → G ′ is a graph isomorphism. We consider cellularly embedded graphs up to equivalence.
Ribbon graphs provide an alternative description of cellularly embedded graphs. We will work in the language of ribbon graphs, since the constructions for embedded graphs that we use here are more natural in this language. It is well-known that ribbon graphs are just descriptions of cellularly embedded graphs. If G is a cellularly embedded graph, a ribbon graph representation results from taking a small neighbourhood of the cellularly embedded graph G, then deleting the faces. On the other hand, if G is a ribbon graph, then, topologically, it is a surface with boundary. Capping off the holes, that is, 'filling in' each hole by identifying its boundary component with the boundary of a disc, results in a ribbon graph embedded in a closed surface. Contracting the ribbon graph in the surface yields a graph embedded in the surface. Figure 1 shows an embedded graph described as both a cellularly embedded graph and a ribbon graph. We say that two ribbon graphs are equivalent if they define equivalent cellularly embedded graphs, and we consider ribbon graphs up to equivalence. Informally, this means that ribbon graphs are considered up to homeomorphisms that preserve the graph structure of the ribbon graph and the cyclic order of half-edges at each of its vertices.
We emphasize that a ribbon graph G is a surface with boundary that has additional structure, and that capping off the holes results in an embedding, which is unique up to equivalence, of G in a unique closed surface. Furthermore, this structure is exactly a band decomposition (see for example [32] ) with the vertices, edges and faces forming the 0-, 1-, and 2-bands respectively. Thus a ribbon graph is exactly a band decomposition with the 2-bands removed. Also note that if G has k components, then it cellularly embeds in a surface of k components.
Standard parameters.
If G is a ribbon graph, then v(G) := |V (G)|, e(G) := |E(G)|, k(G) denotes its number of connected components, and f (G) is the number of boundary components of the surface defining the ribbon graph. If G is realized as a cellularly embedded graph, f (G) is the number of its faces. The rank of G is r(G) := v(G) − k(G), and the nullity of G is n(G) := e(G) − r(G).
A ribbon graph G is orientable if it is orientable when regarded as a surface. We define a ribbon graph parameter t by setting t(G) = 1 if G is non-orientable, and t(G) = 0 otherwise. The genus of a ribbon graph G is its genus when regarded as a surface. If G is realized as a graph cellularly embedded in Σ, then its genus is exactly the genus of Σ, and G is orientable if and only if Σ is. The Euler genus, γ(G), of G equals the genus of G if G is non-orientable, and is twice its genus if G is orientable. Euler's formula gives that γ(G) = 2k(G) − v(G) + e(G) − f (G). We say that a ribbon graph G is plane if γ(G) = 0. Note that we allow non-connected plane graphs here. Plane ribbon graphs correspond to graphs that can be cellularly embedded in k(G) spheres.
3.1.3. Ribbon subgraphs. If G = (V, E) is a ribbon graph then a ribbon graph H is a ribbon subgraph of G if it can be obtained by deleting vertices and edges of G. If e is an edge of a ribbon graph G, then edge deletion is defined by G \ e := (V (G), E(G) − e). Similarly, for A ⊆ E(G), we define Table 1 for the local effect of deleting an edge of a ribbon graph. Note that a ribbon subgraph may embed on a different surface from that of the original ribbon graph.
A subset of the edges A ⊆ E defines two different kinds of subgraphs called the spanning ribbon subgraph and the induced ribbon subgraph. The spanning ribbon subgraph of G determined by A is the ribbon graph (V (G), A). The induced ribbon subgraph built from A has edge set A and vertex set consisting of all vertices which are incident to an edge in A.
We let r(A), k(A), n(A), f (A), and γ(A) each refer to the spanning subgraph (V (G), A) of G, where G is given by context. When the choice of G is not clear from context, we write r G (A), k G (A), and so on.
Observe that, unlike the class of cellularly embedded graphs, the class of ribbon graphs is closed under edge deletion and taking subgraphs. This is one of the main reason for using them here.
Loops and bridges.
An edge e of a ribbon graph G is a bridge if k(G \ e) > k(G), and is a loop if it is incident to exactly one vertex. We will abuse notation and also use the term loop to describe the spanning ribbon subgraph induced by a loop. In ribbon graphs loops can have various properties. A loop or cycle is said to be non-orientable if it is homeomorphic to a Möbius band. Otherwise it is orientable. Two cycles C 1 and C 2 in G are said to be interlaced if there is a vertex v such that V (C 1 ) ∩ V (C 2 ) = {v}, and C 1 and C 2 are met in the cyclic order C 1 C 2 C 1 C 2 when travelling round the boundary of the vertex v. A loop is non-trivial if it is interlaced with some cycle in G. Otherwise the loop is trivial.
3.1.5. Ribbon graph minors. Let G be a ribbon graph and e be an edge of G. Recall that G \ e is obtained by deleting e from G. Similarly, if v is a vertex of G, then G \ v is defined to be the ribbon graph obtained from G by deleting v and its incident edges. The definition of edge contraction is a little more involved. Definition 3.2. Let G be a ribbon graph. Let e ∈ E(G) and u and v be its incident vertices, which are not necessarily distinct. Then G/e denotes the ribbon graph obtained as follows: consider the boundary component(s) of e ∪ u ∪ v as curves on G. For each resulting curve, attach a disc, which will form a vertex of G/e, by identifying its boundary component with the curve. Delete e, u and v from the resulting complex. We say that G/e is obtained from G by contracting e.
A discussion about why this is the natural definition of contraction for ribbon graphs can be found in [25] . The local effect of contracting an edge of a ribbon graph is shown in Table 1 . Observe that contracting an edge in G may change the number of vertices in the graph and the orientability of the graph. The contraction of non-loop edges of a ribbon graph is compatible with the standard contraction of non-loop edges in cellularly embedded graphs.
If some edges in a ribbon graph are selected for deletion and some others are selected for contraction, then the same ribbon graph will be produced regardless of the order of operations. This non-loop non-orientable loop orientable loop Table 1 . Operations on an edge e (highlighted in bold) of a ribbon graph. The ribbon graphs are identical outside of the region shown.
is obvious when we remember that a ribbon graph represents an embedded graph. We say that a ribbon graph H is a minor of a ribbon graph G if H is obtained from G by a sequence of edge deletions, vertex deletions, and edge contractions. It is worth pointing out that unlike with graphs, when working with ribbon graph minors, it is necessary to contract loops, as otherwise the set of ribbon graphs will contain infinite anti-chains when quasi-ordered using the minor relation (see [45] ).
3.1.6. Separability. For a ribbon graph G and non-trivial ribbon subgraphs P and Q, we write G = P ⊔ Q when G is the disjoint union of P and Q, that is, when G = P ∪ Q and P ∩ Q = ∅. A vertex v of G is a separating vertex if there are non-trivial subgraphs P and Q of G such that G = P ∪ Q and P ∩ Q = {v}. In this case we write G = P ⊕ Q. We will define an analogous notion for matroids and delta-matroids later on.
We say that G is the join of P and Q, written G = P ∨ Q, if G = P ⊕ Q and no cycle in P is interlaced with a cycle in Q. In other words, G can be obtained as follows: choose an arc on a vertex of P and an arc on a vertex of Q such that neither arc intersects an edge, then identify the two arcs merging the two vertices on which they lie into a single vertex of G. The join is also known as the "one-point join", the "map amalgamation", and the "connected sum" in the literature. Observe that there is ambiguity in the notation ∨ as it does not specify where the two arcs are, nor which of the two possible identifications is used. A similar comment holds for ⊕.
Finally, note that we can reformulate the definition of a trivial loop in terms of joins. A loop e of G is trivial if and only if we can write G = (P 1 ∨ P 2 ) ∨ P 3 where P 2 = ({v}, {e}) and P i ∩ P j = {v} for each i and j. We refer the reader to [43, 44] for a fuller discussion of separability for ribbon graphs.
3.2. Geometric duals and partial duals. The construction of the geometric dual, G * , of a cellularly embedded graph G is well known: V (G * ) is obtained by placing one vertex in each face of G, and E(G * ) is obtained by embedding an edge of G * between two vertices whenever the faces of G that they lie in are adjacent. Geometric duality has a particularly neat description when translated to the language of ribbon graphs. Let G = (V (G), E(G)) be a ribbon graph. Recalling that, topologically, a ribbon graph is a surface with boundary, we cap off the holes using a set of discs, denoted V (G * ), to obtain a surface without boundary (as in Section 3.1.1). The geometric dual of G is the ribbon graph G * = (V (G * ), E(G)). Observe that, for ribbon graphs, the edges of G and G * are identical (the only change is which arcs on their boundaries do and do not intersect vertices). This allows us to consider a subset A of edges of G as also being a subset of edges of G * and vice versa. We adopt this convention. Although it is common to distinguish the two sets by writing A and A * , doing so proves to be notationally difficult in the current setting.
S. Chmutov, in [19] , introduced a far reaching generalization of geometric duality, called partial duality. Roughly speaking, a partial dual of a ribbon graph is obtained by forming the geometric dual with respect to only a subset of its edges. Partial duality arises as a natural operation in knot theory, topological graph theory, graph polynomials and quantum field theory. We will see later that it is also a fundamental operation on delta-matroids. Here we define partial duals directly on ribbon graphs. We refer the reader to [19, 23, 42] or the exposition [25] for alternative constructions and other perspectives of partial duals.
Let G be a ribbon graph and A ⊆ E(G). The partial dual G A of G is obtained by forming the geometric dual of G as described above but ignoring the edges not in A as follows. Regard the boundary components of the spanning ribbon subgraph (V (G), A) of G as curves on the surface of G. Glue a disc to G along each connected component of this curve and remove the interior of all vertices of G. The resulting ribbon graph is the partial dual G A .
We identify the edges of G and G A in the natural way. Table 1 shows the local effect of partial duality on an edge e (highlighted in bold) of a ribbon graph G. The ribbon graphs are identical outside of the regions shown. Note that Table 1 serves as a perfectly adequate definition of partial duality for the remainder of this paper.
Observe from Table 1 that e is a bridge of G if and only if e is a trivial orientable loop in G e ; e is a non-loop non-bridge edge of G if and only if e is a non-trivial orientable loop in G e ; and e is a (non-)trivial non-orientable loop in G if and only if e is a (non-)trivial non-orientable loop in G e . We also record the following basic properties of partial duality for use later. Proposition 3.3 (Chmutov [19] ). Let G be a ribbon graph and A, B ⊆ E(G). Then
Note that it follows from the proposition that partial duals may be formed one edge at a time. The form of the final part of the proposition is very similar to that of the second part of Lemma 2.5. We will return to this in the next section.
3.3. Quasi-trees. Quasi-trees are one of our fundamental objects of study. They are the analogue of trees for ribbon graphs, and our terminology reflects this. A quasi-tree Q is a connected ribbon graph with exactly one boundary component. If G is a connected ribbon graph, a spanning quasitree Q of G is a spanning ribbon subgraph with exactly one boundary component, or equivalently, it is an induced ribbon subgraph with V (G) = V (Q) and f (Q) = 1 = k(G). For disconnected graphs, a standard abuse of notation is to say that T is a spanning tree of G if k(T ) = k(G) and the components of T are spanning trees of the components of G. Following this abuse of notation, we say that Q is a spanning quasi-tree of G if k(Q) = k(G) and the components of Q are spanning quasi-trees of the components of G.
We record the following basic facts about quasi-trees for reference later. For (3), recall that, for ribbon graphs, E(G) = E(G * ).
Lemma 3.4. Let G be a ribbon graph, and Q be a spanning quasi-tree of G. Then
) γ(Q) = 0 if and only if Q is a spanning tree of G; 
. Thus Q is a connected graph with v(Q) = e(Q) + 1 and is therefore a tree. It is spanning since Q is.
For (3), to form the geometric dual of the ribbon graph G as in Section 3.2, we consider the intermediate step, that is, the band decomposition, Σ : 
The result follows.
Delta-matroids and ribbon graphs: geometric interplay
In this section, we show how the construction of the graphic matroid of a graph naturally extends to give a way to associate a delta-matroid to a ribbon graph or a cellularly embedded graph. We show that delta-matroids and ribbon graphs are compatible in the sense that fundamental operations and properties of ribbon graphs coincide with fundamental operations and properties of delta-matroids. We also illustrate how ribbon graph results can lead to results about delta-matroids, just as graph results can lead to results about matroids.
4.1.
Ribbon graphic delta-matroids. Let G be a ribbon graph. Its graphic matroid is M (G) = (E(G), B) where the collection of bases B consists of the edge sets of the spanning trees of G. Thus, by Lemma 3.4(2), the bases of M (G) are exactly the edge sets of the genus 0 spanning quasi-trees of G.
By restricting to genus 0 spanning quasi-trees, however, we lose all of the topological information contained in G. This suggests that to develop an analogue of graphic matroids for embedded graphs, we should consider the edge sets of quasi-trees of all genera. Since spanning quasi-trees can contain different numbers of edges, in general their edge sets will not form the bases of a matroid. However we will see in Theorem 4.1 that, for very basic topological reasons, they in fact form a delta-matroid. This reasoning leads us to the conclusion that the analogue of a graphic matroid for embedded graphs is a delta-matroid. Bouchet was the first to associate delta-matroids to embedded graphs in [9] . Although we present an independent proof here, it turns out that Theorem 4.1 below can be recovered from results in [9] (see Proposition 4.7 and the paragraph of text after its proof), and so Theorem 4.1 should be attributed to Bouchet. To prove the theorem we need to show that (E, F) satisfies the Symmetric Exchange Axiom. Without loss of generality assume G is connected. Let X, Y ∈ F and consider the spanning ribbon subgraph H = (V, X ∪ Y ) of G. Let e ∈ X △ Y . If X △ e ∈ F, then there is nothing to prove. If X △ e / ∈ F then (V, X △ e) has exactly two boundary components, and one or two connected components. If it has two connected components, then e ∈ X, and since e is not a bridge of H, as this would mean e ∈ Y , and H is connected, there must be an edge f ∈ E(H) − X = Y − X such that (V, (X − e) ∪ f ) = (V, X △ {e, f }) is connected and, as adding f merges two boundary components, is a quasi-tree. It follows that X △ {e, f } ∈ F in this case. Otherwise (V, X △ e) is connected with exactly two boundary components.
For this case, suppose that there is no f ∈ X △ Y such that X △ {e, f } ∈ F. We will show that this contradicts the fact that Y ∈ F by considering Cut(X △ e). To do this, view H as a cellularly embedded graph in Σ and arbitrarily direct and label its edges. As (V, X △e) is connected with two boundary components, Cut(X △ e) has exactly two boundary components (but can have one or two components) which we denote by ∂ 1 and ∂ 2 . If f ∈ X △ Y had ends on ∂ 1 and ∂ 2 , then Cut(X △ e) would be a cylinder and Cut(X △ {e, f }) could be obtained from it by cutting along v, amalgamating the two boundary components into one, and so X △ {e, f } ∈ F, giving a contradiction. Evidently there is no edge in Y with ends on both ∂ 1 and ∂ 2 , and there is no label in (X − Y ) − e that labels both an edge on ∂ 1 and an edge on ∂ 2 . Similarly, if there were a f -edge on both ∂ 1 and ∂ 2 , then Cut(X △ {e, f }) could be obtained from Cut(X △ e) by identifying the two f -edges which merge the two boundary components into one, again giving that X △ {e, f } ∈ F. Now Cut(Y ) can be obtained from Cut(X △ e) by gluing together the edges in (X − Y ) − e, then cutting along the edges in (Y − X) − e. However, since no pair of labelled edges in (X − Y ) − e lies on both ∂ 1 and ∂ 2 , and since no edge in (Y − X) − e has ends on both ∂ 1 and ∂ 2 (and recalling that the ends of every edge must lie on ∂ 1 or ∂ 2 since (V, Y ) is spanning), it follows that Cut(Y ) must have more than one boundary component, and so Y / ∈ F, a contradiction. Thus there must be some e ∈ X △ Y such that X △ {e, f } ∈ F, completing the proof of the theorem.
Since the delta-matroids D(G) given by Theorem 4.1 are the direct extension of graphic matroids to embedded graphs by replacing 'trees' with the ribbon graph equivalent 'quasi-trees', we will call D(G) the 'graphic delta-matroid' of G. It would perhaps be more accurate to call it the 'ribbon graphic delta-matroid' or the 'embedded graphic delta-matroid', but we prefer the simpler name. We note that our use of graphic delta-matroid here differs from that in [46] , however we feel that, given the very different contexts, no confusion should result from this clash of nomenclature. As mentioned in the introduction, our philosophy here is that embedded graphs are to deltamatroids what graphs are to matroids. For this to be true we need to show that (1) interesting properties of a ribbon graph G are encoded in D(G); (2) standard ribbon graph and delta-matroid constructions correspond to one another, and most importantly (3) ribbon graph theory can be used to guide the development of delta-matroid theory. The rest of this paper is devoted to showing that these items do indeed hold. For the remainder of this section we provide some relatively simple illustrations of this, before moving onto more involved examples in later sections.
We start by showing that basic topological information about G can be recovered from its graphic delta-matroid. 
Finally, suppose that G is orientable. Then every ribbon subgraph is orientable and so γ(Q) is even for each quasi-tree Q of G. It follows from (1) that |F | − r(D min ) is even for each feasible set F , and so each feasible set has the same parity and D is even. Conversely, if there are feasible sets 
A consequence of Corollary 4.4 is that, for a ribbon graph G, the spanning quasi-trees of minimal genus, and of maximal genus, both give rise to matroids. It is natural to ask if spanning quasi-trees of any fixed genus (which will all have edge sets of the same size) form the bases of a matroid. It is not hard to see by checking a few examples that this is not the case in general.
In [9] , Bouchet described how a delta-matroid can be associated with an embedded graph. We describe now how our work is related to his. Definition 4.5 (Bouchet [9] ). Let G be a connected graph cellularly embedded in a surface Σ. Let G * be its geometric dual and consider the natural immersion of G∪ G * in Σ. For each B ⊆ E(G) let B * denote the corresponding set in
Proposition 4.6 (Bouchet [9] ). The bases satisfy the Symmetric Exchange Axiom (2.1) and hence D b (G) is a delta-matroid. Proof. Consider G ⊂ Σ and G * ⊂ Σ as ribbon graphs G ′ and G ′ * respectively. However, the approach to graphic delta-matroids given here is conceptually different to and independent from Bouchet's. His work takes transition systems in the medial graph of an embedded graph as its starting point, and his proofs and results rely heavily on the transition systems. Our approach takes the construction of a graphic matroid as a starting point and shows that deltamatroids are the most natural extension of graphic matroids to the setting of embedded graphs.
4.2.
The compatibility between ribbon graphs and delta-matroids. Recall from Section 2 that if D = (E, F) is a delta-matroid and A ⊆ E, then the twist of D with respect to A, is the delta-matroid D * A := (E, {A △ X | X ∈ F}). In particular, the dual D * of D is equal to D * E. Thus we may regard a twist D * A as being a 'partial dual' of a delta-matroid in the sense that the dual is 'formed with respect to only the elements in A'. The following theorem shows that this notion of partial duality corresponds exactly to partial duality of ribbon graphs (see Section 3.2). That is, on the delta-matroid level, twisting and partial duality are equivalent. Although this is a fairly simple result, it will prove to be extremely useful and important in what follows.
Proof. It is enough to prove the theorem for A = {e}. We need to show for each for each Q ⊆ E(G) that (V (G), Q) is a spanning quasi-tree of G if and only if (V (G), Q△e) is a spanning quasi-tree of G e . But this follows immediately upon examining Table 1 and observing that G and G e \ e, as well as G \ e and G e have the same number of boundary components.
For matroids M (G * ) = M (G) * when G is a plane graph. However, this identity does not hold for non-plane graphs. The following corollary (which is obtained by taking A = E(G) in Theorem 4.8) explains why this is. It shows that geometric duality is a delta-matroidal property, rather than a matroidal property. The duality identity for graphic matroids only holds since for plane graphs M (G) and D(G) coincide.
For a graph G, it is well-known that an element e is a loop (respectively coloop) in M (G) if and only if e is loop (respectively bridge) in G. One would expect such a relation to hold for ribbon graphs and graphic delta-matroids, and the following proposition shows that indeed it does. However, while coloops in D(G) correspond directly to bridges in a ribbon graph G, one has to be a little more careful in the case of loops. The difficulty is that unlike graphs, ribbon graphs have different types of loops, orientable or non-orientable, and trivial or non-trivial, and loops in D(G) do not correspond to loops in G in general, but rather to trivial orientable loops in G. In Section 7, we will see how each type of loop in G can be recognisee in D(G).
Lemma 4.10. Let G be a ribbon graph, D(G) = (E, F), and e ∈ E(G). Then
(1) e is a coloop in D(G) if and only if e is a bridge in G; (2) e is a loop in D(G) if and only if e is a trivial orientable loop in G.
Proof. Without loss of generality assume that G is connected. For the first item, as e is a bridge, any ribbon subgraph of G not containing e is disconnected and therefore has more than one boundary component and is not a spanning quasi-tree. Thus if e is a bridge it appears in every feasible set of D(G) and so is a coloop. Conversely, if e is a coloop in D(G) then it appears in every spanning quasi-tree of G. In particular, it appears in every spanning tree of G and is therefore a bridge. For the second item, e is a trivial orientable loop in G if and only if e is a bridge in G * if and only if e is a coloop in D(G * ) = D(G) * (by the first item and Corollary 4.9) if and only if e is a loop in D(G).
One of our interests in this paper is in excluded minor characterizations of classes of deltamatroids. Our approach is to use known results about ribbon graph minors to guide us towards results about delta-matroid minors. For this approach to work, we need to check that ribbon graph and delta-matroid minors are compatible with one another. The following proposition verifies that this is indeed the case.
Proposition 4.11. Let G and H be ribbon graphs, and e ∈ E(G). Then
Proof. For the first item, we can assume without loss of generality that G is connected. Let
. Clearly E 1 = E 2 , so it remains to show that
If e is not a bridge in G then, a quasi tree in G\e is connected, hence a quasi-tree in G that avoids e, so F 1 ⊆ F 2 . Every quasi tree that avoids e is a quasi-tree of G\e, so F 2 ⊆ F 1 , and equality of the two sets follows. If e is a bridge then by Lemma 4.10, e is a coloop in D(G) and so F 2 = {E(P ) − e | e ∈ P, and P is a spanning quasi-tree of G}. Let X ∈ F 1 . Then (V (G \ e), X) is a spanning quasi-tree of the two component ribbon graph G \ e. Then (V (G), X ∪ e) is a spanning ribbon subgraph of G, as V (G) = V (G \ e), and is a quasi-tree, as e is a bridge so adding e merges the two boundary components of (V (G), X) into one. Thus F 1 ⊆ F 2 . For the other inclusion, let X ∈ F 2 . Then (V (G), X ∪ e) is a spanning quasi-tree of G containing e. As e is a bridge G \ e has exactly two components and (V (G), X) has exactly two boundary components. As V (G) = V (G \ e) it follows that (V (G \ e), X) is a spanning quasi-tree of G \ e. Thus F 1 ⊇ F 2 , and equality of the two sets follows. This completes the proof of (1) .
Using the final part of Proposition 3.3, we have D(G/e) = D(G e \ e), which by Theorem 4.8 and the first part of this lemma is the same as (D(G) * e) \ e. Using Lemma 2.5,
The following corollary is immediate.
Corollary 4.12. Let G and H be ribbon graphs. Then H is a minor of G if and only if D(H) is a minor of D(G).
We will refer to a "D-minor" to mean a "minor isomorphic to D". A class C of delta-matroids (respectively ribbon graphs) is said to be minor-closed if, for each X ∈ C, every minor of X is also in C. An excluded minor for a minor-closed class C of delta-matroids (respectively ribbon graphs) is a delta-matroid (respectively ribbon graph) D such that D / ∈ C and D ′ ∈ C for every proper minor D ′ of D.
As a first illustration of the fact that ribbon graph intuition can lead to results about deltamatroids, we consider even delta-matroids. Recall that an even delta-matroid is one whose feasible sets have the same parity. Being even is preserved under taking minors, hence it may be characterised by a set of excluded minors. Our aim is to find the set of excluded minors for even delta-matroids. Consider the corresponding problem for ribbon graphs. A ribbon graph is nonorientable if and only if it contains a non-orientable cycle. Edges in a cycle can be contracted to give a loop, and it follows that a ribbon graph is orientable if an only if it has no G 0 -minor, where G 0 is the ribbon graph consisting of a single non-orientable loop. Recalling from Proposition 4.3 (4) , that a ribbon graph G is orientable if and only if D(G) is even, this gives that D(G) is even if and only if it contains no D(G 0 )-minor. This leads us to posit that a delta-matroid D is even if and only if it contains no X 0 -minor, where X 0 = D(G 0 ) = ({a}, {∅, {a}}). This turns out to be a slight reformulation of a result of Bouchet [9] . Theorem 4.13. Let X 0 = ({a}, {∅, {a}}). A delta-matroid D = (E, F) is even if and only if it has no X 0 -minor.
Proof. If D is even, then it clearly does not have X 0 as a minor, as any minor of D is even. Bouchet showed in [9] that a delta-matroid is odd if and only if it has a feasible set F and an element e / ∈ F such that F ∪ e is feasible. In this case D/F \ (E − (F ∪ e)) is isomorphic to X 0 .
4.3.
Separability and connectivity for delta-matroids. If v is a separating vertex of a graph G, with P and Q being the subgraphs that intersect in v, then knowledge of P , Q and v gives complete knowledge of G. However, if G is a ribbon graph this is no longer the case. For example, P and Q could both be orientable loops, but G could be of genus zero or one. Thus separability is a much more subtle concept for ribbon graphs than for graphs. Given our principle that graphs are matroidal, while ribbon graphs are delta-matroidal, we should expect 'connectivity' for deltamatroids to be more subtle than for matroids. In this section, we define notions of connectivity and separability of delta-matroids that reflect the corresponding concepts for ribbon graphs defined in Section 3.1.6.
For matroids
, where E 1 is disjoint from E 2 , the direct sum of M 1 and M 2 , written M 1 ⊕ M 2 , is constructed as follows.
we say that M is disconnected and that E 1 and E 2 are separating, and M is connected if it is not disconnected.
Motivated by separability for ribbon graphs, we generalize this concept to delta-matroids in two slightly different ways.
and is the delta-matroid defined as follows [31] .
We defined separability and connectivity for delta-matroids so that they are compatible with the corresponding concepts for ribbon graphs, as in the following propositions. 
Proof. It is well-known that a graphic matroid M is connected if and only if any graph G, such that M = M (G), is 2-connected [48] . Since D(G) min is precisely M (G), the result follows. 
The previous proposition implies that this is only possible if
Suppose, for contradiction, that it is not possible to express G as G 1 ∨ G 2 for any G 1 and G 2 . This means that for any choice of G 1 and G 2 such that G = G 1 ⊕ G 2 , there are two cycles C 1 and C 2 of G 1 and G 2 respectively intersecting in G at a vertex v in such a way that a walk around the disk corresponding to v in G encounters edges of C 1 and C 2 alternately. In other words the cycles C 1 and C 2 are interlaced. Let e 1 ∈ E(C 1 ) and let F 1 be a maximal forest of G 1 with C 1 − {e 1 } ⊆ F 1 . Define F 2 similarly. Now
We emphasize the unfortunate clash between existing ribbon graph and delta-matroid notation that while
4.4. Rank functions. In this section we examine delta-matroid rank and its connections to ribbon graph structures. Let G = (V, E) be a graph, M = M (G) be its graphic matroid, and A ⊆ E. Then it is well-known that the rank function of M can be expressed in terms of graph parameters:
In this section we express the rank function ρ D of a graphic delta-matroid D in terms of ribbon graph parameters.
Let H and K be distinct spanning ribbon subgraphs of G. Then we say that K is obtained from H by an edge-toggle if H = K \ e or H = K ∪ e for some edge e of G, i.e., an edge-toggle transforms H to K by subtracting or adding e.
Theorem 4.18. Let G be a ribbon graph and A ⊆ E(G). Then
where ρ D(G) (A) and f (A) refer to the spanning ribbon subgraph (V (G), A).
Proof. To prove the theorem it is enough to show that for a connected ribbon graph
Then q(A) is the smallest number of edge-toggles needed to transform (V, A) into a spanning quasi-tree. Clearly q(A) = min{|A △ F | | F ∈ F}, and so we need to show that q(A) = f (A) − 1.
First observe that q(A) ≥ f (A) − 1 since an edge-toggle can decrease the number of boundary components by at most 1.
To show that q(A) ≤ f (A) − 1 we argue by induction on f (A). If f (A) = 1, then (V, A) is a spanning quasi-tree and q(A) = 0 = f (A) − 1. For the inductive hypothesis, suppose that q(A) ≤ f (A) − 1 for all A with f (A) < r. Now suppose that f (A) = r > 1. There are two cases to consider: k(A) > 1 and k(A) = 1.
If k(A) > 1, then, by connectivity, G has an edge e / ∈ A such that k(A ∪ e) = k(A) − 1. Then we must also have f (A ∪ e) = f (A) − 1. The inductive hypothesis then gives q(A ∪ e) = f (A ∪ e) − 1 = f (A) − 2. So a sequence of f (A) − 2 edge-toggles transforms (V, A ∪ e) to a spanning quasi-tree. Placing 'add e' at the start of this sequence of edge-toggles gives a sequence of f (A)−1 edge-toggles that transforms (V, A) to a spanning quasi-tree. Thus q(A) ≤ f (A) − 1.
If k(A) = 1, then, since (V, A) is connected and has more than one boundary component, A = ∅. Each edge of (V, A) intersects either one or two boundary components of (V, A). There must be some edge e ∈ A that intersects two boundary components since f (A) > 1 and k(A) = 1. Then
So, proceeding as in the k(A) > 1 case, a sequence of f (A) − 2 edge-toggles transforms (V, A − e) to a spanning quasi-tree. Placing 'subtract e' at the start of this sequence of edge-toggles gives a sequence of f (A) − 1 edge-toggles that transforms (V, A) to a spanning quasi-tree. Thus q(A) ≤ f (A) − 1. This completes the proof of the theorem.
The theorem above immediately provides us with the following interpretation of ρ for graphic delta-matroids.
is equal to the minimum number of edge-toggles required to transform (V, A) into a spanning quasi-tree of G.
The ribbon graph interpretation of ρ D(G) can be used to discover results about ρ D for a general delta-matroid D. For example, recall from the proof of Lemma 3.4 that the boundary components of G \ A c and G * \ A coincide and so f G (A) = f G * (A c ). Thus for graphic delta-matroids it follows that ρ D * (A) = ρ D (E − A). This identity holds for delta-matroids in general, as we saw earlier in Lemma 2.4.
For reference later, we record the following basic facts about rank functions.
Proof. The first part follows immediately from the fact that
, where the last identity is an application of Equation (2.1). The third part follows from Lemma 2.4.
To motivate some delta-matroid results, consider a connected ribbon graph G and A ⊆ E(G). 
This identity holds more generally for delta-matroids, which we will show after we state the following lemma, the proof of which is very simple and is omitted. 
Applying Lemma 2.8 |A c | times to delete first the elements of Z and then those of Y implies that for any X ⊆ A,
By applying Lemma 4.21 to both D and D ′ , and using Equation (4.2), we obtain r(D min ) = r(D ′ min ) + |Y |. Taken together with Equation (4.1), this implies that there is a member F of
with X = A, we obtain an expression for ρ D (A). Adding this to the expressions we have derived for the other terms, we obtain
By applying Lemma 4.21 to D and Equation (4.2), we obtain r(
With a final application of Lemma 4.21, we obtain w(
4.5. Binary delta-matroids. For a finite set E, let C be a symmetric |E| by |E| matrix over GF (2), with rows and columns indexed by the elements of E. Let C [A] be the principal submatrix of C induced by the set A ⊆ E. Bouchet showed in [10] that a delta-matroid D(C) may be constructed as follows: the ground-set E is the set of columns of C and the feasible sets F(D(C)) comprise the subsets A of E such that C [A] is nonsingular over GF (2). A binary delta-matroid is one which has a twist isomorphic to D(C) for some binary symmetric matrix C.
In [11] , Bouchet and Duchamp proved the following theorem.
Theorem 4.23 (Bouchet and Duchamp [11]).
A delta-matroid is a binary delta-matroid if it has no minor isomorphic to a twist of S 1 , S 2 , S 3 , S 4 , or S 5 , where
It is easy to check that no twist of S 1 , S 2 , S 3 or S 4 is a matroid and that the uniform matroid U 2,4 is the only twist of S 5 that is a matroid. It is not immediately obvious that the definition of a binary matroid is compatible with that of a binary delta-matroid. However Tutte [52] characterized binary matroids by proving that a matroid is binary if and only if it does not have a minor isomorphic to U 2,4 . This implies the following corollary of Theorem 4.23. We have shown that every graphic delta-matroid is a binary delta-matroid. A matroid theorist may not find this surprising, and may in fact expect that a graphic delta-matroid is representable by a delta-matroid over every field. This is not the case. Suppose we say that a delta-matroid is ternary if it can be represented by symmetric matrices over GF (3) in the way that binary deltamatroids can be represented by symmetric matrices over GF (2). Let X 2 be the delta-matroid ({a, 3) , where the elements of X 2 label the columns of this matrix, such that d 2 , e 2 , and f 2 are all non-zero and 2def is zero. This cannot occur, so X 2 is not a ternary delta-matroid. In fact, X 2 is an excluded minor for the class of ternary delta-matroids. So graphic delta-matroids are binary delta-matroids, but not necessarily ternary delta-matroids, over this representation scheme. It is worth noting the following.
Remark 4.26. Not all binary delta-matroids are graphic. The matroid M (K 5 ) is a binary matroid and hence by Corollary 4.24 it is a binary delta-matroid. However, it is not a graphic delta-matroid. If M (K 5 ) is isomorphic to D(G) for some graph G, then by Corollary 4.4(3), G must be planar, and then D(G) and M (G) are isomorphic. This is impossible because M (K 5 ) is not isomorphic to the graphic matroid of any other graph, but G is planar and K 5 is not.
Twists of matroids
Twists provide a way to construct one delta-matroid from another. As the class of matroids is not closed under twists, it provides a way to construct delta-matroids from matroids. Twisting therefore provides a way to uncover the structure of delta-matroids by translating results from the much better developed field of matroid theory. For this reason, the class of delta-matroids that arise as twists of matroids is an important one. In this section we examine the structure of this class of delta-matroids. In particular, we provide both an excluded minor characterization, and a rough structure theorem for this class. Of particular interest here is the way that we are led to the results: we use ribbon graph theory to guide us. Our results here provide support for our claim that ribbon graphs are to delta-matroids what graphs are to matroids. Given our principle that embedded graphs inform us about delta-matroids, to characterize the class of delta-matroids that are twists of matroids, we should look for characterizations of the class of ribbon graphs that arise as partial duals of plane graphs. Fortunately, due to connections with knot theory (see [43] ), this class of ribbon graphs has been fairly well studied. Our starting point is an excluded minor characterization of this class.
Let G 1 be the orientable ribbon graph given by vertex set {1, 2}, edge set {a, b, c} with the incident edges at each vertex having the cyclic order abc, with respect to some orientation of G 1 ; and let G 2 be the orientable ribbon graph given by vertex set {1}, edge set {a, b, c} with the cyclic order abcabc at the vertex. It was shown in [45] that an orientable ribbon graph represents a link diagram, which is equivalent to it being the partial dual of a plane graph by [19] , if and only if it contains no G 1 -or G 2 -minor. Recalling our characterization of even delta-matroids from Theorem 4.13, and the fact that D(G) is even if and only if G is orientable, from Lemma 4.3(4), the connection between ribbon graphs and delta-matroids leads us to posit that a delta-matroid D = (E, F) is the twist of a matroid if and only if it does not have a minor isomorphic to X 0 , X 1 , or X 2 , where,
• X 0 = ({a}, {∅, {a}});
, c}, {{a, b}, {a, c}, {b, c}, ∅}). The remainder of this subsection is devoted to showing that this is true. Note that every twist of X 0 is isomorphic to X 0 and that every twist of X 1 or X 2 is isomorphic to either X 1 or X 2 . In particular, X 1 = X * 2 . Theorem 5.1. The class of delta-matroids that are twists of matroids is minor-closed.
Proof. We will show that, given a matroid M and a subset A of
If e / ∈ A then, using Lemma 2.5, we have D \ e = (M * A) \ e = (M \ e) * A and D/e = (M * A)/e = (M/e) * A. Alternatively if e ∈ A then using Proposition 2.6, we have D \ e = (M * A) \ e = (M/e) * (A − e) and D/e = (M * A)/e = (M \ e) * (A − e).
In fact, the property of being the twist of a matroid is closed under taking minors and twists, so the class of delta-matroids that are twists of matroids is characterizable by a set of excluded minors such that every twist of each excluded minor is contained in the set. Take a matroid M and a subset A of E(M ). As |B| = r(M ) for each B ∈ B(M ), we know that the feasible sets of M * A will have even parity if r(M ) and A have the same parity, otherwise they will all have odd parity. Thus M * A is an even delta-matroid. We therefore obtain the following corollary from Theorem 4.13.
Corollary 5.2. The delta-matroid X 0 is an excluded minor for the class of delta-matroids that are twists of matroids.
We now give a complete characterization of excluded minors of twists of matroids. F) is the twist of a matroid if and only if it does not have a minor isomorphic to X 0 , X 1 , or X 2 .
Proof. Corollary 5.2 implies that no twist of a matroid has a X 0 -minor. Furthermore, a straightforward check shows that neither X 1 nor X 2 is the twist of a matroid, but all of their proper minors are. Hence X 1 and X 2 are excluded minors for the class of delta-matroids that are twists of matroids. We conclude that D is not the twist of a matroid if it has a minor in {X 0 , X 1 , X 2 }.
We now show that a delta-matroid that has no minor in {X 0 , X 1 , X 2 } is the twist of a matroid. Take a delta-matroid D = (E, F) that has no X 0 -, X 1 -, or X 2 -minor. Suppose D is not the twist of a matroid. Theorem 4.13 and Corollary 5.2 imply that D is even. We may assume without loss of generality that ∅ ∈ F (since if ∅ / ∈ F, let F ∈ F be any feasible set, then we can consider
Suppose that there is some a ∈ E that is not a loop. Then a is in some set F of F, and a ∈ ∅△F , thus Axiom 2.1 implies that F contains an element b such that ∅ △ {a, b} is in F. As D is even, we know that b = a, and we deduce that every element in E is either a loop or is contained in a two-element feasible set.
Let G be a graph with vertex set E where {a, b} is an edge exactly when {a, b} ∈ F. Suppose G contains a cycle abca. Then {a, b}, {b, c}, and {a, c} are in F. Since D is even, we know that {a, b, c} / ∈ F and we see that D has a X 2 -minor obtained by deleting E − {a, b, c}, giving a contradiction. Evidently G has no three-cycles. Take the smallest odd cycle, v 1 v 2 . . . v k v 1 of G. Clearly k > 3. We will show that D has a minor D ′ such that ∅ ∈ F(D ′ ) and the graph with vertex set E(D ′ ) and edge set {{a, b} | {a, b} ∈ F(D ′ )} contains a (k − 2)-cycle. We will conclude by induction that G contains no odd cycle and hence G is bipartite. Now {v 1 , v 2 } and {v 3 
We conclude that G is bipartite, and we let (A, B) be a partition of V (G) such that every edge in G meets both A and B.
We will show that D * A is a matroid. As D * A is a delta-matroid, we need only to show that its feasible sets are equicardinal. Now |∅△ A| = |A|, so we will show that every feasible set of D * A has |A| elements. To establish this it is sufficient to show that any F ∈ F satisfies |F ∩ A| = |F ∩ B|. If this is not true then we may choose F ∈ F with the smallest size such that |F ∩ A| = |F ∩ B|. As G is bipartite, we have |F | ≥ 4. Up to switching the labels of A and B, we may assume that F has more elements in A than in B. If there is an element b in F ∩ B, then b ∈ F △ ∅, hence Axiom 2.1 implies that F contains an element x such that F ′ = F − {b, x} is in F. As F contains fewer elements of B than it does of A, we know that F ′ contains fewer elements of B than it does of A, and |F ′ | < |F |, giving a contradiction. Evidently F contains no element in B and so F ⊆ A. For any element a in F , since a ∈ F △ ∅, we know that F contains an element a ′ such that F − {a, a ′ } is in F. Because G is bipartite, F = {a, a ′ } and hence F − {a, a ′ } contains at least two elements. Therefore it has more elements of A than it has of B and is smaller than F , giving a contradiction.
5.2.
Twists of matroids: a rough structure theorem. In [43] (see also [44] ), Moffatt gave a rough structure theorem for the class of ribbon graphs that represent link diagrams, and hence of partial duals of plane graphs. This rough structure theorem implies that every such ribbon graph admits a particular decomposition into plane ribbon graphs, and was applied to solve some problems from knot theory in [43] . Let G be a ribbon graph and A ⊆ E(G). Then we say that A defines a plane-biseparation of G if all of the components of G| A and G| A c are plane and every vertex of G that is in both G| A and G| A c is a separating vertex of G. In [43] , Moffatt showed that, for a ribbon graph G, the partial dual G A is a plane graph if and only if A defines a plane-biseparation of G. This describes how each planar partial dual of a plane graph can be built from a set of plane graphs. Characterizing plane partial duals is the ribbon graph analogue of characterizing delta-matroids that are twists of matroids, as described in Section 5.1. We should expect there to be a delta-matroid analogue of plane-biseparations that gives rise to a rough structure theorem for the class of delta-matroids that are twists of matroids. In this subsection, we find this analogue.
We already know that D min and D max are matroids, for any delta-matroid, but, in the case that D is the twist of a matroid, we can identify these two matroids precisely. Proof. Since we restrict our attention to the smallest sets of the form B △ A, where B ∈ B, we need only to consider those bases of M that share the largest intersection with A. That is, we think of building a basis for M by first finding a basis of M |A and then extending that independent set to a basis of M . Let 
Proof. As the feasible sets of (D max ) * are just the feasible sets of (D * ) min , we deduce that
We deduce that (
The next two corollaries follow immediately from Lemma 5.4 and Lemma 5.5 and the fact that, for a given field F , the class of matroids representable over F is closed under taking minors, duals, and direct sums.
Corollary 5.6. Let C be a class of matroids that is closed under taking minors, duals, and direct sums. If M ∈ C and A ⊆ E(M ), then (M * A) min ∈ C and (M * A) max ∈ C.
Corollary 5.7. Given a matroid M and subset A of E(M ), both (M * A) min and (M * A) max are representable over any field that M is.
To prove the main result in this section, we need the following lemma, which we shall also use several times later.
Lemma 5.8. Let D = (E, F) be a delta-matroid, let A be a subset of E and let s 0 = min{|B ∩ A| | B ∈ B(D min )}. Then for any F ∈ F we have |F ∩ A| ≥ s 0 .
Proof. We proceed by contradiction. If s 0 = 0, then there is nothing to prove, so we can assume that s 0 > 0. Suppose that F ∈ F and |F ∩ A| < s 0 . Choose F ′ ∈ F min with |F ′ ∩ A| = s 0 and |F ′ ∩ F ∩ A| as large as possible. Now there exists x ∈ A ∩ (F ′ − F ) and so x ∈ F ′ △ F . Hence there exists y belonging to F ′ △ F such that F ′′ = F ′ △ {x, y} ∈ F. Because F ′ ∈ F min , we have y ∈ F − F ′ . And because |F ′ ∩ A| = s 0 , we must have y ∈ F ∩ A. But then F ′′ ∈ F min , |F ′′ ∩ A| = s 0 and |F ′′ ∩ F ∩ A| > |F ′′ ∩ F ∩ A| contradicting the choice of F ′ .
Our main result in this section is the following, which characterizes delta-matroids that are twists of matroids. The feasible sets of D \ A are given by (2), these sets form the bases of a matroid and consequently all have the same size, which must be r ′ . Therefore if F is in F(D) and satisfies |F ∩ A| = r, then |F ∩ A c | = r ′ . The converse is similar and so our claim is established.
We will now prove by induction on k that if F is a feasible set then |F ∩ A| = r + k if and only if |F ∩ A c | = r ′ + k. We have already established the base case when k = 0. Suppose the claim is true for all k < l. If F is a feasible set satisfying |F ∩ A| = r + l, then using induction, we see that |F ∩A c | ≥ r ′ +l. Suppose then there is a feasible set F satisfying |F ∩A| = r +l and |F ∩A c | > r +l. Let F 1 be a member of F min . So |F 1 ∩ A| = r and |F 1 ∩ A c | = r ′ . Now choose F 2 to be a feasible set with |F 2 ∩ A| = r + l, |F 2 ∩ A ′ | > r ′ + l and |F 2 ∩ F 1 ∩ A| as large as possible amongst such sets. There exists x ∈ (F 2 − F 1 ) ∩ A and clearly x ∈ F 1 △ F 2 . Hence there exists y belonging to F 1 △ F 2 such that F 3 = F 2 △ {x, y} is feasible. However y is chosen, we must have |F 3 ∩ A| < |F 3 ∩ A c |. Therefore the inductive hypothesis ensures that |F 3 ∩ A| ≥ |F 2 ∩ A| and so y ∈ F 1 ∩ A. But then F 3 is a feasible set of D with |F 3 ∩ A| = r + l, |F 3 ∩ A ′ | > r ′ + l and |F 3 ∩ F 1 ∩ A| > |F 2 ∩ F 1 ∩ A|, contradicting the choice of F 2 .
Although delta-matroids are closed under taking twists, it is clear that matroids are not. We now determine when a matroid is a twist of another matroid. Again we are motivated by ribbon graphs. In [43] , it was shown that G and G A are both plane graphs if and only if we can write G = H 1 ∨ · · · ∨ H l , where each H i is plane and A = i∈I E(H i ), for some I ⊆ {1, . . . , l}. Translating this result into graphic delta-matroids, we see that M (G) * A is a graphic matroid if and only if A is separating or A ∈ {∅, E}. Once again illustrating the role of ribbon graphs in delta-matroid theory, this result extends to all delta-matroids. Simplifying yields r(M ) = r(A) + r(E − A), which occurs if and only if A is separating or A ∈ {∅, E}.
Euler and bipartite matroids.
Recall that a circuit in a matroid is a minimal dependent set and that a cocircuit in a matroid is a minimal dependent set in its dual. A matroid M = (E, B) is said to be an Eulerian matroid if there are disjoint circuits C 1 , . . . , C p in M such that E = C 1 ∪ · · · ∪ C p . A matroid is said to be bipartite if every circuit has even cardinality.
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A standard result in graph theory is that a plane graph G is Eulerian if and only if G * is bipartite. This result also holds for binary matroids.
Theorem 5.11 (Welsh [54]). A binary matroid is Eulerian if and only if its dual is bipartite.
Once again, by considering delta-matroids as a generalization of ribbon graphs, we can determine when the twist of a binary bipartite or Eulerian matroid is either bipartite or Eulerian. In [33] it was shown that when G is a plane graph and A ⊆ E(G). G is plane, D(G) is a matroid, and that D(G A ) = D(G) * A suggests an extension of this result to binary matroids, but first we need to introduce some terminology. The circuit space C(M ) (respectively cocircuit space C * (M )) of a matroid M = (E, B) comprises all subsets of E which can be expressed as the disjoint union of circuits (respectively cocircuits). Both spaces include the empty set. It is not difficult to see that a subset of E belongs to the circuit space (respectively cocircuit) space if and only if it has even intersection with every cocircuit (respectively circuit) [48] . The bicycle space BI(M ) of M is the intersection of the circuit and cocircuit spaces. It is not difficult to show that for any matroid M , we have The proof of the second part is very similar and so is omitted.
Corollary 5.13. Let M = (E, B) be a binary matroid and A be a subset of E.
Proof. The first part follows from applying Theorem 5.12 to M * and by using Theorem 5.11, because M * is bipartite and D = (M * ) * (E − A). The second part is similar.
Topological analogues of the Tutte polynomial
The Tutte polynomial, T (G; x, y), of a graph (or ribbon graph) G = (V, E) can be defined as the state sum T (G; x, y) =
The Tutte polynomial is perhaps the most studied of all graph polynomials because of the vast range of its specializations including graph invariants from statistical physics and knot theory, and because of its interplay with other key graph polynomials such as the interlace polynomial, Penrose polynomial, chromatic polynomial and flow polynomial. Tutte introduced his eponymous polynomial in [51] . A good recent survey is [22] . More details on specializations can be found in [56] and [17] , and historical background can be found in [28] . We think of the Tutte polynomial as a polynomial of the ring of integers, T (G; x, y) ∈ Z[x, y]. Both it and all the other polynomials in this section and in Section 8 can also be defined over an arbitrary commutative unitary ring but for simplicity of exposition we will stick to Z.
It is well-known that the Tutte polynomial is matroidal, in the sense that (1) all of its parameters depend only on the graphic matroid M (G) of G, rather than the graph itself, and (2) it is defined for all matroids (replace G with M in the definition above).
There has been much recent interest in extensions of the Tutte polynomial to embedded graphs and ribbon graphs. By the term 'extension' here we mean that the polynomial should include the Tutte polynomial as a specialization, and that it should encode topological information about the embedding of the graph in some way (the Tutte polynomial clearly does not depend upon the embedding). We refer to such polynomials loosely as 'topological Tutte polynomials'.
Here we are concerned with three such polynomials: the Las Vergnas polynomial, the ribbon graph polynomial of Bollobás and Riordan, and the Krushkal polynomial. We show that, while the Tutte polynomial is matroidal, the topological Tutte polynomials are delta-matroidal, that is, they depend only on the delta-matroid of a ribbon graph (or embedded graph), and they are well-defined for graphic delta-matroids. Why should we expect this to be the case? Above we defined the Tutte polynomial in terms of a sum over spanning subgraphs of G. The Tutte polynomial was originally defined (see [51] ) as a sum over the set of spanning trees of G. It was recently shown that each of the three topological Tutte polynomials mentioned above can be expressed as a sum over the set of spanning quasi-trees of a ribbon graph (see [20, 53] for the ribbon graph polynomial, and [18] for the Krushkal and Las Vergnas polynomials). Given that T (G) is determined by M (G) which is in turn determined by the set of spanning trees of G, and the topological Tutte polynomials are determined by their quasi-trees which also determine D(G), it seems reasonable to expect, and it is indeed the case, that the topological Tutte polynomials are determined by D(G).
We consider the three polynomials in their chronological order, and so start with the Las Vergnas polynomial L(G; x, y, z) from [38, 39, 40] . The Las Vergnas polynomial arose as a special case of Las Vergnas' Tutte polynomial of a morphism of matroids, and can be defined in terms of the graphic matroid M (G) of an embedded graph G and the bond matroid B(G * ) := (M (G * )) * of its geometric dual G * . The Las Vergnas polynomial, L(G; x, y, z) ∈ Z[x, y, z], of an embedded graph or ribbon graph G is defined by
Observe that when G is a plane graph, then B(G * ) = (M (G * )) * = M (G) and so L(G; x, y, z) = T (G; x, y). Las Vergnas in [39] proved that for any embedded graph G,
Recalling from Corollary 4.4(2) that D(G) max = (M (G * )) * = B(G * ) it is clear how to extend L(G; x, y, z) to delta-matroids. 
From the definition it is immediate that the ribbon graph and delta-matroid versions of L(G) coincide. To see why this identity holds, expand and simplify the exponents of (y
The chronologically second and the most studied of the three topological graph polynomials in this section is Bollobás and Riordan's ribbon graph polynomial of [6, 7] . Let G be a ribbon graph. Then the ribbon graph polynomial or the Bollobás-Riordan polynomial of G, denoted by R(G; x, y, z, w) ∈ Z[x, y, z, w]/ w 2 − w , is defined by
To extend this polynomial to delta-matroids D = (E, F), first, for A ⊆ E, we define t(A) by setting t(A) = 0 if D|A is even, and t(A) = 1 otherwise. Next we observe that, by Lemma 4.3(3) and Proposition 4.11, we have
By construction, the ribbon graph and delta-matroid versions of R(G) coincide, that is, Bollobás and Riordan's ribbon graph polynomial is delta-matroidal. Remark 6.5. The observation that the Bollobás-Riordan polynomial is delta-matroidal helps to explain the form of the deletion-contraction identity for the Bollobás-Riordan polynomial. More precisely it helps to explain why there is generally no deletion-contraction identity when the edge being removed is a loop. The exponents of x and y depend on the rank function of the lower matroid. An orientable non-trivial loop e of a ribbon graph G is not a loop of D(G) but is a loop of D(G) min . This means that (D(G)/e) min is not generally the same as (D(G) min )/e and moreover (D(G) min )/e cannot always be recovered from (D(G)/e) min , as the following example shows. Let G and G ′ both comprise a single vertex with two orientable loops: in G the loops are interlaced but in G ′ they are not. Then both D(G) min and D(G ′ ) min comprise two elements, both of which are loops, but contracting a loop from each of G and G ′ yields two ribbon graphs with different lower matroids. Consequently the information about (D(G) min )/e required to compute R(G/e) is lost from the delta-matroid once e is contracted.
The final polynomial we consider in this section is the Krushkal polynomial of [37] . This polynomial generalizes the Bollobás-Riordan polynomial by adding a parameter that records some information about the geometric dual. Although the Krushkal polynomial is also defined for noncellularly embedded graphs, here we restrict to cellularly embedded graphs, or, equivalently, ribbon graphs. The Krushkal polynomial of G, denoted by K(G; x, y, a, b) ∈ Z[x, y, a, b], is defined by
We note that the exponent of a is usually written as k(A) − f (A) + n(A), which is equal to γ(A) by Euler's formula, and similarly for the b exponent. An analogous comment holds for the z exponent of the Bollobás-Riordan polynomial. Also note, for comparison with the literature, that the exponents of a and b here are given by the Euler genus, rather than one-half of the Euler genus as in [37] .
We showed that γ(A) = w D (A). Using Corollary 4.9 we have
We make the following definition.
We immediately have that the Krushkal polynomial of a ribbon graph is delta-matroidal.
Using Equation (2.1), for any matroid M = (E, B) and subset A of E, we have
It is known that for ribbon graphs, T (G; x, y) = K(G; x, y − 1, 1, 1), and when G is a plane graph, T (G; x, y) = K(G; x, y − 1, a, b). It follows from Equation (6.3) that the analogous results hold for delta-matroids: T (D min ; x, y) = K(D; x, y − 1, 1, 1), and when D is a matroid T (D; x, y) = K(D; x, y − 1, a, b). The Krushkal polynomial, however, contains not only the Tutte polynomial as a specialization, but also the Bollobás-Riordan polynomial at w = 1 (see [37] ), and the Las Vergnas polynomial (see [4, 18] ).
Proof. For the first part, the exponents of x on the left-hand and right-hand side agree. Using Equation (6.3) and (D max ) * = (D * ) min , we see that the exponents of y − 1 on both sides agree. For the z term, the z exponent of each summand of
By Lemma 2.4, ρ D (A) = ρ D * (A c ). Additionally using Equation (2.1) and (
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Substituting these into Equation (6.4) allows us to rewrite it as
But this is just twice the z exponent of the summands of L(D; x, y, z).
For the second part, it is easy to see that the exponents of x and z on the left-hand and right-hand sides agree. The exponent of y on the right-hand side is
Using Proposition 4.22 and (D max ) * = (D * ) min , it is straightforward to show that this is equal to n D min (A), as required.
The ribbon graph versions of Theorem 6.8 results from [4, 18, 37] can be recovered by taking D to be D(G).
Since the Tutte polynomial can be defined in terms of matroid rank functions, it is interesting to observe that, by Proposition 4.22, we can express K(D), and therefore R(D), entirely in terms of rank functions associated with
The Tutte polynomial of a plane graph satisfies the duality relation: T (G; x, y) = T (G * ; y, x). This identity is actually matroidal as T (M ; x, y) = T (M * ; y, x), and the result for graphs follows since M (G * ) = M (G) * when G is a plane graph. Similar duality identities were shown for the Bollobás-Riordan polynomial in [27, 41] , the Krushkal polynomial in [37] , and the Las Vergnas polynomial in [40] . The following theorem shows that each of these duality relations holds on the level of delta-matroids.
Proof. The first part can be proven by writing down the sums for the two sides of the equation and observing that summing over all A ⊆ E is the same as summing over all A c ⊆ E. The second and third parts then follow by Theorem 6.8.
The corresponding duality relations for the ribbon graph versions of the polynomials from [27, 37, 40, 41] follow from the theorem as D(G * ) = D(G) * .
We conclude this section with an application to knot theory. There is a well-known way to associate a plane graph G L with an alternating link diagram L such that the Jones polynomial [35] of L can be recovered from the Tutte polynomial of G L . (See, for example, the expositions in [5, 56] for details.) Recently, Dasbach, Futer, Kalfagianni, Lin and Stoltzfus, in [21] , extended this result to all link diagrams (i.e., including those that are not alternating) by describing how a ribbon graph A L can be associated with a link diagram L. It was also shown in [21] that the Jones polynomial of L can be recovered from the Bollobás-Riordan polynomial of A L .
Recalling that the Tutte polynomial of G L can be recovered from its graphic matroid M (G L ), this means that the Jones polynomial of an alternating link is matroidal in the sense that it can be recovered from a matroid associated with the link. Now, since the Bollobás-Riordan polynomial of A L is determined by D(A L ), this means that in general, the Jones polynomial can be regarded as a delta-matroidal object.
Theorem 6.10. The Jones polynomial of a link is delta-matroidal, in the sense that it is be determined by a delta-matroid associated with a link diagram.
7.
Loop complementation and vf-safe delta-matroids 7.1. Petrie duals and loop complementation. The Petrie dual, G × , of an embedded graph G is the embedded graph with the same edges and vertices as G, but with Petrie polygons, which are the result of closed left-right walks in G, as the faces (see Wilson [57] ). In terms of ribbon graphs, and working informally (see [23, 25] for a formal approach), G × is obtained by 'detaching one end of each edge from its incident vertex, giving the edge a half-twist, and reattaching it to the vertex'. For example, if G is the plane 3-cycle, then G × is the 3-cycle on the real projective plane. Observe that in the language of ribbon graphs Petrie duality is a local operation rather than a global operation, and we can form the Petrie dual with respect to only a subset of edges. Let A ⊆ E(G). Then the partial Petrial G τ (A) of the ribbon graph G is formed by adding a half-twist only to the edges in A. Note that, by equivalence, any number of full-twists may be added or removed from an edge without changing the ribbon graph (up to equivalence). We have G × = G τ (E(G)) and G ∅ = G. For e ∈ E(G), we will write G τ (e) for G τ ({e}) .
A concept that we will show is the delta-matroid analogue of Petrie duality and partial Petriality is loop complementation. Following Brijder and Hoogeboom [13] , let D = (E, F) be a set system and e ∈ E. Then D + e is defined to be the set system (E, F ′ ) where F ′ = F△{F ∪ e | F ∈ F and e / ∈ F }. If e 1 , e 2 ∈ E then (D + e 1 ) + e 2 = (D + e 2 ) + e 1 , and so for A = {a 1 , . . . , a n } ⊆ E we can define the loop complementation of D on A, by D + A := D + a 1 + · · · + a n .
It is important to note that the set of delta-matroids is not closed under loop complementation. For example, let D = (E, F) with E = {a, b, c} and F = 2 {a,b,c} \ {a}. Then D is a delta-matroid, but D+a = (E, F ′ ), where F ′ = {∅, {a}, {b}, {c}, {b, c}}, is not a delta-matroid, since, if F 1 = {b, c} and F 2 = {a}, then there is no choice of x such that F 1 △ {a, x} ∈ F ′ . To get around this issue, we often restrict our attention to a class of delta-matroids that is closed under loop complementation. A delta-matroid D = (E, F) is said to be vf-safe if the application of any sequence of twists and loop complementations over E results in a delta-matroid. The class of vf-safe delta-matroids is known to be minor closed and strictly contains the class of binary delta-matroids (see for example [15] ). In particular, Theorem 4.25 implies that graphic delta-matroids are also vf-safe.
The following result shows that loop complementation is the delta-matroid analogue of partial Petriality.
Proposition 7.1. Let G be a ribbon graph and A ⊆ E(G). Then D(G) + A = D (G τ (A) ).
Proof. Without loss of generality we assume that G is connected. To prove the proposition it is enough to show that D(G) + e = D (G τ (e) ). To do this we describe how the spanning quasi-trees of G τ (e) are obtained from those of G.
Suppose that the boundary of the edge e, when viewed as a disc, consists of the four arcs [a To relate the spanning quasi-trees of G and G τ (e) let H be a spanning ribbon subgraph of G that contains e. Consider the boundary components (or component) containing the points a 1 , a 2 , b 1 , b 2 . If there is one component then they are met in the order a 1 , b 1 , b 2 , a 2 or a 1 , b 2 , a 2 , b 1 when travelling around the unique boundary component of Q starting from a 1 and in a suitable direction. If there are two components, then one contains a 1 and b 1 , and the other contains a 2 and b 2 . Counting the number of boundary components of H \ e and H τ (e) as above, we see that if the points are met in the order a 1 , b 1 , b 2 , a 2 then f (H − e) = f (H) + 1 and f (H τ (e) ) = f (H). If the points are met in the order a 1 , b 2 , a 2 , b 1 then f (H − e) = f (H) and f (H τ (e) ) = f (H) + 1. If the points are on two boundary components then f (H − e) = f (H) − 1 and f (H τ (e) ) = f (H) − 1. This means that for some integer k, two of f (H), f (H − e) and f (H τ (e) ) are equal to k and the other is equal to k + 1. Note that f (H − e) = f (H τ (e) − e).
From the discussion above we can derive the following. Suppose that H − e is not a spanning quasi-tree of G. Then H is a spanning quasi-tree of G if and only if H τ (e) is a spanning quasi-tree of G τ (e) . Now suppose that H is a spanning quasi-tree of G. Then either H is a spanning quasi-tree of G or H τ (e) is a spanning quasi-tree of G τ (e) , but not both. Finally, let D(G) = (E, F), and recall that the feasible sets of D(G) (respectively D(G τ (e) )) are the edge sets of all of the spanning quasi-trees of G (respectively G τ (e) ). From the above, we see that feasible sets of D(G τ (e) ) are given by F△{F ∪ e | F ∈ F such that e / ∈ F }. It follows that A) ), as required.
For use later, we record the following lemma. Its straightforward proof is omitted. 7.2. Loops, bridges and coloops. We saw in Lemma 4.10 that a loop in a graphic delta-matroid D(G) corresponds to a trivial non-orientable loop in the ribbon graph G. Moreover, as ribbon graphs have several different types of loops (given by orientability and triviality), we should expect delta-matroids to have several different types of loops. We will see that this is the case. As there is an unfortunate clash in notation in that loops in delta-matroids and ribbon graphs do not correspond in general, we prefix the word "ribbon" to the delta-matroid analogues.
Definition 7.3. Let D = (E, F) be a delta-matroid, and let e ∈ E. Then (1) e is a ribbon loop if for all F ∈ F min , e / ∈ F ; (2) a ribbon loop e is non-orientable if e is a ribbon loop in D * e, and is orientable otherwise; (3) a ribbon loop e is trivial if either e is a (delta-matroid) loop of D, or D = D * e, and is non-trivial otherwise.
We note in particular that a trivial orientable ribbon loop in a delta-matroid is exactly a loop. In Section 3.2, we described how partial duality transforms the various types of loops in a ribbon graph. In addition, partial Petriality will change the orientability of a loop. The following results describe the corresponding changes in delta-matroids. Proof. We first show that (1) holds. By definition, e is a coloop in D if it appears in every feasible set of D. Similarly e is a loop in D * e if it appears in no feasible set of D * e. These two conditions are equivalent. We now show that (2) holds. Suppose that e is neither a ribbon loop nor a coloop in D. Applying Lemma 5.8 with A = {e} shows that e cannot belong to every minimum-sized feasible set of D. Hence e belongs to some but not all minimum-sized feasible sets of D. The minimum-sized feasible sets of D * e are obtained by deleting e from each minimum-sized feasible set of D which contains e. Consequently no minimum-sized feasible set of D * e contains e, so e is a ribbon loop. Moreover e is orientable because it is not a ribbon loop of (D * e) * e = D and is non-trivial because Part (1) of this lemma would then imply that e is a coloop of D. Now suppose that e is a non-trivial orientable ribbon loop in D * e. By the definition of orientability, e is not a ribbon loop of (D * e) * e = D.
Moreover if e is a coloop in D, then Part (1) of this lemma would imply that e is a delta-matroid loop in D * e, which is not the case. Consequently e is neither a coloop nor a ribbon loop in D.
Lemma 7.5. Let D = (E, F) be a delta-matroid with r(D min ) = r and suppose that e is a nonorientable loop of D. Then a subset F of E − e is a minimum-sized feasible set of D if and only if F ∪ e is a feasible set of D with size r + 1.
Proof. Let F ⊆ E − e with |F | = r and F ∪ e ∈ F. Suppose that F / ∈ F. Since e is a ribbon loop of D, no minimum sized feasible set of D meets F ∪ e. By applying Lemma 5.8 with A = E − (F ∪ e), we see that every feasible set F ′ of D must satisfy |F ′ ∩ A| ≥ 1. However, |(F ∪ e) ∩ A| = 0. Thus F ∈ F. The converse follows by applying the same argument to D * e. Suppose e is a non-orientable loop of D and that r(D min ) = r. Then, by Lemma 7.5, a subset F of E − e with r elements is feasible in D if and only if F ∪ e is feasible. The minimum-sized feasible sets of D + e have size r but no feasible sets of D + e with size at most r + 1 contain e. Moreover, if F is a minimum-sized feasible set of D + e, then F ∪ e is a minimum-sized feasible set of (D + e) * e. Consequently e is not a ribbon loop of (D + e) * e, so e is an orientable loop of D + e. Conversely, suppose e is an orientable ribbon loop of D + e. Then e is not a ribbon loop of (D + e) * e. Consequently no feasible set of D + e with size at most r + 1 contains e. Hence a subset F of E − e with r elements is feasible in (D + e) + e = D if and only if F ∪ e is feasible in D. Thus e is a ribbon loop of D * e and therefore e is a non-orientable loop of D.
Next, if e is a trivial orientable loop of D, then, for every feasible set F of D, the set F does not contain e and both F and F ∪ e are feasible sets of D + e, so e is a trivial non-orientable loop of D + e. On the other hand, if e is a trivial non-orientable loop of D, then, for every F ⊆ E − e, the set F is feasible in D if and only if F ∪ e is feasible in D. Consequently no feasible set of D + e contains e, and e is a trivial loop in D + e. Again the converse follows because (D + e) + e = D.
Finally, if e is a coloop of D, then e is in every feasible set of D and so the feasible sets of D+e are F△∅ = F, and it follows that e is a coloop in D +e. The converse follows since (D +e)+e = D.
We will now show that the various types of loops in a ribbon graph G correspond to the various types of loops in the graphic delta-matroid D(G). This result will be important in the next section, which is on polynomials.
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Corollary 7.7. Let G be a ribbon graph, D(G) = (E, F) be its graphic delta-matroid, and e ∈ E(G). Then We show next that (2) holds. It is easily seen that e is a coloop in D * if and only if e is a trivial orientable loop of D. By Lemma 7.6, this is equivalent to e being a trivial non-orientable loop of D + e. It is readily verified that this, in turn, happens precisely when e is a trivial non-orientable loop in (D + e) * .
Addressing (3), we note that e is a trivial orientable loop in D * if and only if it is a coloop in D. By Lemma 7.6, this is equivalent to e being a coloop in D + e, which occurs if and only if e is a trivial orientable loop in (D + e) * .
Finally, we show that (4) holds. Suppose that e is neither a ribbon loop nor a coloop in D * . As e is a not a ribbon loop, it must appear in at least one minimum-sized feasible set of D * . It follow from Lemma 5.8, that if e belongs to all minimum-sized feasible sets of D * , then it belongs to all feasible sets of D * . But e is not a coloop, so this is not possible. Consequently e belongs to some but not all of the minimum-sized feasible sets of D * . Then e belongs to some but not all maximum-sized feasible sets of D. Consequently e belongs to every maximum-sized feasible set of D+e. This means that e is a ribbon loop of (D+e) * . If e were anything other than a non-orientable non-trivial loop then applying one of the other parts of the lemma to it would show that e is either a ribbon loop or a coloop in D * , giving a contradiction. Now suppose that e is a non-orientable loop in (D + e) * and that minimum-sized feasible sets of (D + e) * have m elements. We will show that e is not a ribbon loop in D * . By Lemma 7.5, F ⊆ E − e is a minimum-sized feasible set of (D + e) * if and only if F ∪ e is a feasible set of (D + e) * with m + 1 elements. We have established that in D + e, every maximum-sized feasible set contains e and that for each F ⊆ E − e, F ∪ e is a maximum-sized member of D + e if and only if F is a feasible set of D + e with size |E| − m − 1. This means that no maximum-sized feasible set of D + e is feasible in D. Consequently at least one maximum-sized member of D does not contain e. Therefore e is not a ribbon loop in D * . To complete the proof note that if e were a coloop in D * then, by (2) , it would be a trivial loop in (D + e) * .
Lemma 7.9. Let e be an element of a vf-safe delta-matroid, D = (E, F) and let A ⊆ E − e. Then Proof. We show first that (1) holds. Suppose that F is a minimum-sized feasible set of D * \e. Then F ∈ F(D * ) and any smaller feasible set of D * must contain e. So either F is a minimum-sized feasible set of D * or all minimum-sized feasible sets of D * contain e. But e is a ribbon loop of D * , so the latter case is impossible and F is a minimum-sized feasible set of D * . Suppose, for contradiction, that F ∪ e ∈ F(D * ). Then F ∈ F(D * * e) and because F is a minimum-sized feasible set of D * , every feasible set of D * * e containing e must be strictly larger than F . These two facts imply that e is a ribbon loop of D * * e, which contradicts Definition 7.3 of an orientable ribbon loop. Therefore for any minimum-sized feasible set F ′ of D * \ e, we know that F ′ ∪ e / ∈ F(D * ). Thus E − F is a maximum-sized feasible set of D and E − F − e / ∈ F(D). Therefore E − F ∈ F(D + e). There can be no feasible sets of D + e which are strictly larger than E − F , because every maximum-sized feasible set of D contains e. Consequently F is a minimum-sized feasible set of (D + e) * . Hence it is also a minimum-sized feasible set of (D + e) * \ e.
To see that the reverse argument holds, note that if e is a non-trivial orientable ribbon loop in D * , then, by Lemma 7.8, e is also a non-trivial orientable ribbon loop in (D + e) * . Now the same argument as above may be applied with D + e replacing D. Since (D + e) + e = D, this is enough to show that the reverse argument holds.
Next, we show that (2) holds. Suppose that F is a minimum-sized feasible set of D * /e. Then F ∪ e ∈ F(D * ). Moreover F ∪ e is a minimum-sized feasible set of D * , because e is not a ribbon loop of D * . Hence E − (F ∪ e) is a maximum-sized feasible set of D. Therefore E − F ∈ F(D + e) and moreover is a maximum-sized feasible set. Therefore F is a minimum-sized feasible set of (D + e) * and consequently it is also a minimum-sized feasible set of (D + e) * \ e.
Conversely suppose that F is a minimum-sized feasible set of ((D+e) * )\e. Then F is a minimumsized feasible set of (D + e) * as, by Lemma 7.8, e is a ribbon loop of (D + e) * . Thus E − F is a We have already shown that geometric partial duality and twists as well as Petrie duals and loop complementations are compatible. So it should come as no surprise that the two notions of twisted duality are compatible as well.
Theorem 7.11. Let G = δ, τ | δ 2 , τ 2 , (δτ ) 3 and S = * , + | * 2 , + 2 , ( * +) 3 be two presentations of the symmetric group S 3 ; and let η : G → S be the homomorphism induced by η(δ) = * , and η(τ ) = +. Then if G is a ribbon graph, A 1 , . . . A n ⊆ E(G), and g 1 , . . . , g n ∈ G 1 then
Proof. The result follows immediately from Theorem 4.8 and Lemma 7.1.
Remark 7.12. We now return to the topic of binary and Eulerian matroids as discussed in Section 5.3. Brijder and Hoogeboom [16] obtained results of a different flavour on delta-matroids obtained from Eulerian or bipartite binary matroids. Denote M * E = M + E * E + E and let M = (E, F) be a binary matroid. They showed that M is bipartite if and only if M + E is an even delta-matroid, and that M is Eulerian if and only if M * E is an even delta-matroid. These results are interesting in the context of ribbon graphs. In [23] it was shown that an orientable ribbon graph G is bipartite if and only if its Petrie dual G × is orientable, although, unfortunately, the result was misstated. In particular, if G is plane, then M (G) is bipartite if and only if M (G) + E(G) is even, which is the graphic restriction of the first part of Brijder and Hoogeboom's result. The ribbon graph analogue of the second part is that a plane graph G is Eulerian if and only if G * × * is orientable. This is indeed the case: G is Eulerian if and only if G * is bipartite if and only if (G * ) × is orientable if and only if ((G * ) × ) * is orientable. However, the result does not extend to all Eulerian ribbon graphs, for example, consider the ribbon graph consisting of one vertex and two orientable non-trivial loops.
8. The Penrose and characteristic polynomials 8.1. The Penrose polynomial. The Penrose polynomial was defined implicitly by Penrose in [49] for plane graphs, and was extended to all embedded graphs in [24] . The advantage of considering the Penrose polynomial of embedded graphs, rather than just plane graphs, is that it reveals new properties of the Penrose polynomial (of both plane and non-plane graphs) that cannot be realised exclusively in terms of plane graphs. The (plane) Penrose polynomial has been defined in terms of bicycle spaces, left-right facial walks, or states of a medial graph. Here, as in [26] , we define it in terms of partial Petrials.
Let G be an embedded graph. Then the Penrose polynomial, P (G; λ) ∈ Z[λ] is defined by
The Penrose polynomial has been extended to both matroids and delta-matroids. In [3] Aigner and Mielke defined the Penrose polynomial of a binary matroid M = (E, F) as
where B M (X) is the binary vector space formed of the incidence vectors of the sets in the collection
Brijder and Hoogeboom defined the Penrose polynomial in greater generality for vf-safe deltamatroids in [16] . For this definition, we need some additional notation. Let It was shown in [16] that when the delta-matroid D is a binary matroid, Equation (8.1) and Equation (8.2) agree. Furthermore, our next result shows that Penrose polynomials of matroids and delta-matroids are compatible with their ribbon graph counterparts.
Theorem 8.1. Let G be a ribbon graph and D(G) be its graphic delta-matroid. Then P (G; λ) = λ k(G) P (D(G); λ).
Proof. We have
Then as D(G τ (X)δ(E) ) min = M (G τ (X)δ(E) ), we have
and the equality of the two polynomials follows.
A very desirable property of a graph polynomial is that it satisfies a recursion relation that reduces a graph to a linear combination of 'elementary' graphs such as isolated vertices (such as the well-known deletion-contraction reduction for the Tutte polynomial). In [24] it was shown that the Penrose polynomial of a ribbon graph admits such a relation. If G is a ribbon graph, and e ∈ E(G), then (8.3) P (G; λ) = P (G/e; λ) − P (G τ (e) /e; λ).
This identity together with the multiplicativity of the Penrose polynomial,
and its value λ on an isolated vertex provides a recursive definition of the Penrose polynomial. The Penrose polynomial of a vf-safe delta-matroid also admits a recursive definition.
Proposition 8.2. Let D = (E, F) be a vf-safe delta-matroid and e ∈ E.
(1) If e is a trivial orientable ribbon loop, then P (D; λ) = (λ − 1)P (D/e; λ). We will postpone the proof of Proposition 8.2 until Section 8.3 where it will follow from a more general result. We note that the recursive relation for P (D) given above is equivalent (but not trivially so) to one given by Brijder and Hoogeboom in [16] .
Observe that Equation 8.3 and a recursive definition for the ribbon graph version of the Penrose polynomial can be recovered as a special case of Proposition 8.2 via Theorem 8.1. It is worth noting that Equation (8.3) does not restrict to the class of plane graphs, and analogously that Proposition 8.2 does not restrict to binary matroids. Thus restricting the polynomial to either of these classes, as was historically done, limits the possibility of inductive proofs of many results. This further illustrates the advantages of the more general settings of ribbon graphs or delta-matroids. The characteristic polynomial is known to satisfy deletion-contraction relations (see, for example, [55] ). Proof. The proof proceeds by induction on the number of elements of E. If E = ∅ then both sides of Equation (8.4) are equal to 1. So assume that E = ∅ and let e ∈ E. Suppose that e is a trivial ribbon loop of D. We have Using induction, this equals −(λ − 1)P ((D + e)/e; λ) = P (D; λ).
We have covered the cases where e is a trivial ribbon loop in D. So now we assume that this is not the case. Using induction, Proposition 8.2, and Lemma 7. We will show that for each A ⊆ E − e 
as required.
We note that the twisted duality relation for the ribbon graph version of the transition polynomial from [23] can be recovered from Proposition 8.8 and Theorem 8.7.
In [15] , Brijder and Hoogeboom give a recursion relation (and a recursive definition) for the transition polynomial of a vf-safe delta-matroid, which we now reformulate.
Theorem 8.9. Let D = (E, F) be a vf-safe delta-matroid and let e ∈ E.
(1) If e is a trivial orientable ribbon loop, then Q (α,β,γ) (D; t) = α e Q (α,β,γ) (D\e; t) + tβ e Q (α,β,γ) (D/e; t) + γ e Q (α,β,γ) ((D + e)/e; t).
(2) If e is a trivial non-orientable ribbon loop, then Q (α,β,γ) (D; t) = α e Q (α,β,γ) (D\e; t) + β e Q (α,β,γ) (D/e; t) + tγ e Q (α,β,γ) ((D + e)/e; t).
(3) If e is a coloop, then Q (α,β,γ) (D; t) = tα e Q (α,β,γ) (D\e; t) + β e Q (α,β,γ) (D/e; t) + γ e Q (α,β,γ) ((D + e)/e; t).
(4) If e does not meet the above conditions, then Q (α,β,γ) (D; t) = α e Q (α,β,γ) (D\e; t) + β e Q (α,β,γ) (D/e; t) + γ e Q (α,β,γ) ((D + e)/e; t).
(5) Q (α,β,γ) (D; t) = 1, when E = ∅.
Proof. The theorem appears as Theorem 3 of [15] except that Q (α,β,γ) ((D * e) \ e; t) appears in the relations in [15] rather than Q (α,β,γ) ((D + e)/e; t). Thus to prove the theorem we need to show that these two polynomials are equal. We first show that for any D, we have (D + e) \ e = D \ e. To show this, first observe that if e is a coloop, then D + e = D and so (D + e) \ e = D \ e. Now suppose that e is not a coloop. Then the feasible sets of (D + e) are obtained from the feasible sets of D by adding or removing sets to or from F that contain e. But all of these sets are removed when forming (D + e) \ e. Thus (D + e) \ e and D \ e have the same feasible sets and it follows that they are equal.
Finally, using this result we have D * e \ e = (D + e * e + e) \ e = (D + e * e) \ e = (D + e)/e and the theorem follows.
By using Proposition 8.8 and considering delta-matroids instead of ribbon graphs, we can see that Theorem 8.9 is the direct ribbon graph analogue of the recursion relation for the ribbon graph version of the transition polynomial from [23] :
Q(G; (α, β, γ), t) = α e Q(G/e; (α, β, γ), t) + β e Q(G\e; (α, β, γ), t) + γ e Q(G τ (e) /e; (α, β, γ), t).
We will now prove Proposition 8.2 using Theorem 8.9. 
