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A procura por alternativas de sistemas sem fio para a minerac¸a˜o industrial vem
gerando pesquisas importantes no ramo das comunicac¸o˜es subterraˆneas. A possibili-
dade de se utilizar o solo e as rochas como meios de transmissa˜o abriu espac¸o para
o desenvolvimento de te´cnicas que reduzem a necessidade de uma infraestrutura fixa
e permitem que enlaces entre a superf´ıcie e as minas subterraˆneas sejam arquitetados
mais facilmente.
Tais sistemas, chamados de sistemas de comunicac¸a˜o atrave´s da terra ou sistemas
TTE (Through-the-Earth), esta˜o sendo considerados como alternativas via´veis para o
desenvolvimento de diversas atividades, principalmente para a otimizac¸a˜o de processos
operacionais em minas e para a comunicac¸a˜o cr´ıtica em situac¸o˜es extremas. Nesse
cena´rio, soluc¸o˜es de posicionamento e referenciamento surgem como necessidades em
va´rias aplicac¸o˜es pra´ticas.
Este trabalho realiza um estudo do problema de localizac¸a˜o quando aplicado em
um ambiente TTE. Modelos de canal e de perda de poteˆncia espec´ıficos para comu-
nicac¸o˜es subterraˆneas sa˜o explorados por meio de te´cnicas de localizac¸a˜o reconhecidas
na literatura e avaliados em cena´rios t´ıpicos de aplicac¸o˜es para a minerac¸a˜o.
Por meio de resultados de simulac¸a˜o, as caracter´ısticas dos modelos sa˜o examinadas
enquanto um problema de otimizac¸a˜o na˜o linear e o desempenho dos me´todos estabe-
lecidos e´ discutido dentro dos requisitos do TTE. Como proposta, algoritmos via´veis
para a estimac¸a˜o de coordenadas relativas sa˜o apresentados e aplicados em um processo
de classificac¸a˜o referente a identificac¸a˜o de mine´rios.
vi
ABSTRACT
The search for good alternatives using wireless systems in the mining industry over
the past few years has brought up important researches in the field of underground
communications. The possibility to use soil and rocks as a transmission medium opened
up to the development of techniques that reduce the need for fixed infrastructure and
enable links between the surface and the underground mines to be build more easily.
Such systems, called through-the-earth (TTE) communication systems, are being
considered as a viable proposition to the deployment of many required activities, mainly
for the optimization of processes in mining operation and communications, which are
critic in extreme situations. In this scenario, solutions for positioning and referencing
emerge as necessities in many practical applications.
This master thesis studies the localization problem when applied to a TTE environ-
ment. Channel and path loss models that are specific to underground communications
are investigated by known localization techniques and evaluated at typical scenarios
for mining applications. Lastly, some viable algorithms are proposed for estimating
the coordinates.
By means of simulation results, the characteristics of the models are examined in
detail as a nonlinear optimization problem and the methods performances are discus-
sed for the TTE requirements. Lastly, some viable algorithms for estimating relative
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↵i vetor de paraˆmetros desconhecidos da i-e´sima tag
dij distaˆncia euclidiana calculada entre os pontos i e j
si i-e´simo no´ da rede de sensores
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md momento magne´tico
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Rtx resisteˆncia do loop transmissor
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xiv
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Aplicac¸o˜es que utilizam informac¸o˜es sobre coordenadas geogra´ficas teˆm ganhado
cada vez mais espac¸o. Ainda mais do que para uso pessoal, processos de localizac¸a˜o em
redes sem fio teˆm se mostrado essenciais para o desenvolvimento comercial e industrial.
Englobadas na chamada Indu´stria 4.0 [1], novas tecnologias para a automac¸a˜o de
equipamentos, otimizac¸a˜o de log´ıstica, gesta˜o de ativos, monitoramento e seguranc¸a
veˆm trazendo diversos avanc¸os na a´rea de telecomunicac¸o˜es. Assuntos relacionados a
posicionamento e localizac¸a˜o sa˜o hoje valiosos objetos de pesquisa de grandes empresas,
que investem de forma considera´vel para obter retornos em aplicac¸o˜es cada vez mais
eficientes e escala´veis.
Em va´rios n´ıveis, um dos ramos que mais vem investindo nesse tipo de pesquisa
e´ o ramo de minerac¸a˜o. Enquanto fontes essenciais de recursos prima´rios, operac¸o˜es
comuns de extrac¸a˜o e tratamento de mine´rios precisam acompanhar o desenvolvimento
tecnolo´gico da indu´stria. Somente em 2018, a Financiadora de Estudos e Projetos (Fi-
nep) e o Banco Nacional de Desenvolvimento Econoˆmico e Social (BNDES) ja´ aprova-
ram um investimento acima de R$ 1,4 bilha˜o em pesquisa, desenvolvimento e inovac¸a˜o
na a´rea de minerac¸a˜o [2].
Nesse contexto, pesquisas no ramo das comunicac¸o˜es subterraˆneas veˆm ganhando
importaˆncia. A procura por alternativas de sistemas que proporcionem a comunicac¸a˜o
efetiva em minas e possibilitem aplicac¸o˜es como as de localizac¸a˜o citadas anteriormente
e´ um dos va´rios novos investimento da indu´stria na academia.
Em minas subterraˆneas, existem implementados e bem estabelecidos sistemas de
comunicac¸a˜o com transmissa˜o atrave´s de cabos, do ingleˆs Through-The-Wire (TTW) e
baseados na propagac¸a˜o atrave´s do ar, do ingleˆs Through-The-Air (TTA) [3]. Todavia,
a infraestrutura desses sistemas e´ complexa e pouco confia´vel em casos extremos como
exploso˜es, inceˆndios e inundac¸o˜es, onde cabos e estac¸o˜es repetidoras podem parar de
funcionar corretamente e interromper a comunicac¸a˜o [4]. Nesse sentido, a possibilidade
de implementac¸a˜o de sistemas sem fio, que sejam mais robustos e flex´ıveis deve ser
explorada.
Uma regulamentac¸a˜o do congresso americano exigindo um sistema de comunicac¸a˜o
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de emergeˆncia em minas subterraˆneas de carva˜o capaz de operar em caso de acidentes,
chamada Mine Improvement and New Emergency Response Act (MINER Act) impul-
sionou a pesquisa e o desenvolvimento de comunicac¸o˜es utilizando um outro meio de
transmissa˜o [5]. As comunicac¸o˜es atrave´s da terra, ou TTE (do ingleˆs, Through-The-
Earth) surgiram como essa alternativa.
Nesse tipo de sistema sem fio e bidirecional, ondas eletromagne´ticas sa˜o utilizadas
para estabelecer um enlace entre a superf´ıcie e o subterraˆneo, por meio de induc¸a˜o
e utilizando a pro´pria terra como meio de transmissa˜o. Principalmente aplicado em
situac¸o˜es de resgate, o TTE enquanto esquema de transmissa˜o para aplicac¸o˜es diversas
ainda possui muito espac¸o para melhorias.
Devido caracter´ısticas espec´ıficas do meio de transmissa˜o do TTE, atividades que
requeiram o uso de localizac¸a˜o e posicionamento precisam encontrar te´cnicas que sejam
efetivas e atuem de forma eficiente neste tipo de sistema. Desenvolver essas te´cnicas,
visando a localizac¸a˜o de objetos enterrados e outras aplicac¸o˜es exploradas neste texto,
e´ um importante ramo de pesquisa ainda incipiente.
1.2 DEFINIC¸A˜O DO PROBLEMA E OBJETIVOS
A escassez de estudos mais aprofundados sobre comunicac¸o˜es atrave´s da terra aliada
a` crescente demanda por alternativas que atendam a` demanda por aplicac¸o˜es diversas
da minerac¸a˜o industrial trazem a necessidade por novas pesquisas na a´rea. Pesquisas
atuais va˜o desde a caracterizac¸a˜o do canal TTE [6] ate´ o estudo mais espec´ıfico de
interfereˆncia e ru´ıdo [7][8], entrando aos poucos na viabilizac¸a˜o de aplicac¸o˜es da tec-
nologia. Encontrar um me´todo de localizac¸a˜o que seja eficiente e que permita obter
o posicionamento de transceptores com exatida˜o e confiabilidade e´ o ponto de partida
para diversas aplicac¸o˜es.
Nesse contexto, esta dissertac¸a˜o tem como objetivo explorar te´cnicas de localizac¸a˜o
compat´ıveis com as especificidades dos sistemas de comunicac¸a˜o atrave´s da terra (TTE)
e avaliar o desempenho das mesmos para diferentes cena´rios. No decorrer deste traba-
lho, te´cnicas tradicionais de localizac¸a˜o em redes de sensores teˆm seu comportamento
avaliado quando aplicadas em um canal TTE.
Utilizando topologias t´ıpicas de minas de superf´ıcie, sensores sa˜o distribu´ıdos ale-
atoriamente em uma pilha de mine´rios e teˆm sua posic¸a˜o geogra´fica estimada pelos
diferentes algoritmos. Em simulac¸a˜o computacional, me´tricas de erro sa˜o enta˜o utili-
zadas para mensurar acura´cia de forma comparativa.
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Em resumo, espera-se obter uma avaliac¸a˜o objetiva do desempenho de te´cnicas de
localizac¸a˜o em um cena´rio de comunicac¸o˜es TTE e abrir caminho para utilizac¸a˜o dos
resultados em aplicac¸o˜es diversas, como por exemplo, na diferenciac¸a˜o de zonas de
mine´rios de zonas este´reis.
1.3 CONTRIBUIC¸O˜ES DO TRABALHO
Visando atingir os objetivos levantados anteriormente, este trabalho tem como con-
tribuic¸o˜es espec´ıficas:
• Desenvolvimento de um simulador computacional com cena´rio de simulac¸a˜o ve-
ross´ımil da aplicac¸a˜o TTE relacionada a minerac¸a˜o, considerando especificidades
f´ısicas e varia´veis pertinentes ao processamento em minas terrestres;
• Estudo de um modelo de perda de propagac¸a˜o adequado para a aplicac¸a˜o dos
algoritmos de localizac¸a˜o;
• Avaliac¸a˜o comparativa da efetividade de diferentes algoritmos de localizac¸a˜o re-
conhecidos na literatura para ambientes sem fio quando aplicados em ambientes
TTE; e
• Implementac¸a˜o de um me´todo de classificac¸a˜o de mine´rios em regio˜es de detecc¸a˜o,
por meio das estat´ısticas de precisa˜o do processo de localizac¸a˜o.
1.4 ORGANIZAC¸A˜O DO TEXTO
O desenvolvimento dos objetivos e contribuic¸o˜es levantadas e´ explorado de forma
organizada ao longo desse texto.
No Cap´ıtulo 2, uma revisa˜o sobre os principais conceitos necessa´rios para o en-
tendimento sobre comunicac¸o˜es atrave´s da terra e´ realizado, explorando histo´rico e
especificidades de sistemas TTE, ale´m dos requisitos da aplicac¸a˜o para minerac¸a˜o.
Ainda, um resumo sobre te´cnicas de localizac¸a˜o em redes de sensores e´ tambe´m apre-
sentado, contextualizando as escolhas realizadas e formalizando o problema explorado.
Finalmente, o texto do cap´ıtulo e´ finalizado com um breve estudo sobre classificac¸a˜o
estat´ıstica, servindo de base para o problema de aplicac¸a˜o apresentado no penu´ltimo
cap´ıtulo.
No seguimento, o Cap´ıtulo 3 apresenta a caracterizac¸a˜o do modelo TTE utilizado
como base de descric¸a˜o do canal. O desenvolvimento matema´tico e´ realizado em algum
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detalhe, culminando em um modelo de perda de poteˆncia, derivado para a uma func¸a˜o
da distaˆncia do enlace. A formulac¸a˜o do canal TTE e´ utilizado como base de aplicac¸a˜o
para as te´cnicas de localizac¸a˜o.
O Cap´ıtulo 4 explora em detalhes as te´cnicas de localizac¸a˜o implementadas. En-
xergada como um problema de otimizac¸a˜o, a localizac¸a˜o em TTE e´ proposta com uma
abordagem a partir de dois tipos de algoritmos. O primeiro e´ um me´todos de mı´nimos
quadrados na˜o lineares, na forma de uma versa˜o do algoritmo de Gauss-Newnton. O
segundo e´ a te´cnica de Recozimento Simulado, reconhecida te´cnica de otimizac¸a˜o es-
toca´stica para a determinac¸a˜o de o´timos globais.
Os resultados do estudo sa˜o apresentados enta˜o no Cap´ıtulo 5. Atrave´s da cons-
truc¸a˜o de um ambiente de simulac¸a˜o, resultados de desempenho sa˜o mostrados para
as te´cnicas de localizac¸a˜o quando aplicadas em diferentes cena´rios de uma aplicac¸a˜o
TTE em minas terrestres. O cap´ıtulo descreve a estrutura e as escolhas de paraˆmetro
do simulador, assim como os mecanismos utilizados para a avaliac¸a˜o dos resultados.
A partir do estudo de localizac¸a˜o, os resultados sa˜o enta˜o utilizados em uma
aplicac¸a˜o direta para a identificac¸a˜o de zonas de mine´rios, apresentada no Cap´ıtulo
6. Explorando uma te´cnica de aprendizado de ma´quina para classificac¸a˜o estat´ıstica,
representac¸o˜es visuais de regio˜es de mine´rio e regio˜es este´reis sa˜o analisadas em mais
detalhes.
Por u´ltimo, o Ca´pitulo 7 conclui o texto com considerac¸o˜es finais sobre os resultados
do estudo e algumas propostas de continuidade para trabalhos futuros.
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2 REVISA˜O BIBLIOGRA´FICA
2.1 COMUNICAC¸O˜ES ATRAVE´S DA TERRA
2.1.1 Condic¸o˜es de Comunicac¸o˜es em Minas
Diferentemente da maioria dos sistemas de uso comercial, comunicac¸o˜es em minas
funcionam sob condic¸o˜es extremas. Tipicamente definida como uma escavac¸a˜o feita
no solo para extrair minerais [9], uma mina e´ um ambiente de trabalho perigoso. Ex-
ploso˜es, desmoronamentos, inundac¸o˜es, quedas e gases to´xicos sa˜o riscos frequentes.
Um sistema de comunicac¸o˜es adequado deve ser capaz de contornar essas condic¸o˜es
ambientais de forma segura.
Monitoramento e verificac¸a˜o de mudanc¸as na composic¸a˜o de gases ou estrutura f´ısica
da mina sa˜o tarefas constantes para se mitigar desastres. Um sistema de comunicac¸a˜o
apropriado deve atuar com constaˆncia, provendo o servic¸o a todo momento [3]. Ainda,
em casos em que o acidente e´ iminente, este mesmo sistema precisa atuar de forma
ra´pida, para uma poss´ıvel evacuac¸a˜o, e de forma acurada, para viabilizar operac¸o˜es de
resgate.
No que diz respeito as operac¸o˜es e processos rotineiros, a comunicac¸a˜o necessita
tambe´m corresponder a` dinaˆmica de produtividade. Atividades de extrac¸a˜o e deslo-
camento dos mine´rios devem utilizar de servic¸os de comunicac¸a˜o que sejam precisos
e eficientes [3]. Localizar corretamente um ativo e evitar o desperd´ıcio nas etapas de
separac¸a˜o sa˜o processos que teˆm bastante potencial de melhoria se realizados com uma
comunicac¸a˜o efetiva, por exemplo. A Sec¸a˜o 2.2 descreve de forma mais espec´ıfica as
caracter´ısticas de te´cnicas de localizac¸a˜o para esse tipo de atividade.
Ale´m dos requisitos advindos da natureza do trabalho nas minas, outra carac-
ter´ıstica que e´ um condicional para a boa comunicac¸a˜o e´ a composic¸a˜o f´ısica do meio.
Cada mina e´ um meio u´nico que depende diretamente do tipo de mine´rio que e´ explo-
rado e de sua topologia. Varia´veis como condutividade e permissividade ele´trica mudam
para cada tipo de material [3], afetando a perda de propagac¸a˜o. Formatos de pilha e
de galerias subterraˆneas, por sua vez, teˆm impacto na propagac¸a˜o de sinais de ra´dio
pela mudanc¸a geogra´fica do meio, que altera as condic¸o˜es do canal com efeitos como
os de guia de onda, por exemplo. Principalmente com a relac¸a˜o a` comunicac¸a˜o entre
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a superf´ıcie e o subterraˆneo, a dificuldade de propagac¸a˜o de ondas eletromagne´ticas e´
uma questa˜o que influencia na escolha do sistema de comunicac¸a˜o mais adequado.
Para sistemas sem fio por ra´dio, a infraestrutura depende das alterac¸o˜es f´ısicas do
meio. Estac¸o˜es repetidoras devem acompanhar as mudanc¸as na topologia das minas
para garantir cobertura e qualidade do sinal, o que se traduz em um aumento dos
custos e na necessidade de planejamento constante de expansa˜o. Sistemas com cabos,
por outro lado, na˜o sa˜o afetados pelas questo˜es de propagac¸a˜o, mas sa˜o suscet´ıveis a
danos, especialmente nos casos extremos [3]. Nesses sistemas, uma maior infraestrutura
tambe´m representa um aumento na quantidade de fios e cabos e, logo, um aumento
dos custos.
Dessa forma, uma infraestrutura menos r´ıgida e´ prefer´ıvel para comunicac¸o˜es em
minas. Equipamentos mais leves e menores, que se adaptem a` topologia em constante
alterac¸a˜o e, no caso de sistemas sem fio, equipamentos de baixa poteˆncia, que garantam
boa durac¸a˜o e vida u´til em condic¸o˜es extremas.
Desde que esses na˜o representem um aumento na complexidade, utilizar sistemas
mo´veis e sistemas que utilizem a pro´pria mina como meio de transmissa˜o sa˜o uma
alternativa [3]. A Sec¸a˜o 2.1.2 apresenta as caracter´ısticas de sistemas desse tipo para
enlaces ente subterraˆneo e superf´ıcie.
2.1.2 Sistemas de Comunicac¸o˜es TTE
Sistemas de comunicac¸a˜o atrave´s da terra, ou TTE, como o pro´prio nome sugere,
sa˜o sistemas que utilizam a terra enquanto meio de propagac¸a˜o. Utilizando transmissa˜o
por induc¸a˜o magne´tica com frequeˆncias de operac¸a˜o na faixa abaixo de 30 kHz, sa˜o
comumente aplicados em enlaces entre superf´ıcie e subterraˆneo quando na comunicac¸a˜o
em minas.
A primeira ideia de utilizar a terra como meio de transmissa˜o foi sugerida por Ni-
kola Tesla, em 1899. Em sua proposta, sinais em frequeˆncias extremamente baixas
(ou ELFs, do ingleˆs Extremely Low Frequencies) poderiam ser empregados para en-
viar mensagens para todo o mundo utilizando a pro´pria Terra enquanto meio [10][11].
Nessa e´poca, foram criados os primeiros trabalhos teo´ricos para estabelecer as bases
matema´ticas para a propagac¸a˜o TTE.
As primeiras aplicac¸o˜es pra´ticas de comunicac¸a˜o em minas subterraˆneas foram ten-
tadas em 1922, pelo Bureau of Mines, nos Estados Unidos. A tentativa de estabelecer
um enlace entre superf´ıcie e subterraˆneo utilizando ondas de ra´dio na˜o obteve sucesso,
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mas abriu portas para o desenvolvimento dos fundamentos do TTE, principalmente
no que diz respeito a dependeˆncia da frequeˆncia de onda na penetrac¸a˜o do sinal. Em
termos pra´ticos, ficou claro que quanto maior a frequeˆncia, menor seria a distaˆncia de
penetrac¸a˜o do sinal na terra [3].
Apesar das incertezas em relac¸a˜o a viabilidade, principalmente devido a` baixa ca-
pacidade de penetrac¸a˜o, investimentos em sistemas TTE continuaram a ser aplicados.
Em estudos mais recentes, sistemas baseados em ondas de ra´dio foram preteridos em
favor de sistemas que utilizam induc¸a˜o magne´tica [3].
Apo´s a regulamentac¸a˜o do MINER Act, alguns proto´tipos de sistemas TTE foram
produzidos sob o apoio do o´rga˜o NIOSH (National Institute for Ocuppational Safety
and Health). Esses proto´tipos chegavam a ter capacidade de prover comunicac¸a˜o bidire-
cional, de voz e texto em ate´ 300 m (voz) e 600 m (texto) de profundidade. Frequeˆncias
utilizadas iam de 3050 Hz a 4820 Hz [5]. Em boa parte desses equipamentos, a tecnolo-
gia e´ baseada na detecc¸a˜o a partir de campos magne´ticos utilizando antenas loop. Com
receptores situados na superf´ıcie, e´ poss´ıvel estimar o posicionamento do transmissor







Antena loop no su
bsolo
Figura 2.1: Representac¸a˜o esquema´tica de enlace f´ısico de sistema de transmissa˜o TTE
operando em uplink. Dimenso˜es t´ıpicas de antes va˜o de cent´ımetros a dezenas de metros.
Na Figura 2.1 um enlace entre superf´ıcie e subterraˆneo de um sistema TTE para
duas antenas loop e´ esquematizado. Operando em uplink, uma antena na superf´ıcie
com permeabilidade µ0 e permissividade ✏0 recebe o sinal de uma antena subterraˆnea
em meios com condutividades  1 e  2. Como mostrado, o campo H e´ utilizado para a
transmissa˜o por induc¸a˜o magne´tica.
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Hoje e´ sabido que as caracter´ısticas de um canal TTE mudam para cada tipo de
mina. A capacidade de penetrac¸a˜o do sinal varia com a formac¸a˜o geolo´gica, uma vez
que a condutividade ele´trica do meio composto de rochas, solo, a´gua, mine´rios e outros
materiais e´ na˜o desprez´ıvel. A propagac¸a˜o do sinal e´ profundamente atenuada para
frequeˆncias altas e a banda de operac¸a˜o acaba sendo limitada nesse sentido [12].
Ale´m da frequeˆncia de operac¸a˜o, a qualidade e o alcance da transmissa˜o tambe´m
variam de acordo com as especificac¸o˜es f´ısicas das antenas e da corrente de excitac¸a˜o.
Essas informac¸o˜es, em conjunto com a profundidade e as caracter´ısticas do solo, preci-
sam ser avaliadas para cada projeto [10].
Um dos sistemas TTE comercializados atualmente, o MagneLink MCS, constru´ıdo
pela Lockheed Martin apo´s testes conjuntos com a NIOSH, e´ um exemplo de sistema
autossuficiente e bidirectional baseado em ondas magne´ticas de baixa frequeˆncia. Ele
oferece suporte a voz, texto e localizac¸a˜o, cujas validades foram atestadas para uma
profundidade de 500 m utilizando uma antena de 130 m de comprimento na superf´ıcie
e outra com mu´ltiplas voltas dentro na mina [5].
A caracterizac¸a˜o do cena´rio TTE tem evolu´ıdo, estabelecendo propriedades especifi-
cas do meio de forma mais clara e possibilitando a criac¸a˜o de modelos para propagac¸a˜o
e perdas. Descrever e unificar as relac¸o˜es entre a capacidade de penetrac¸a˜o, profundi-
dade, frequeˆncia de transmissa˜o e condutividade sa˜o focos de pesquisas atuais [13][14].
Em [7][8], estudos mais aprofundados sobre ru´ıdo, interfereˆncia e capacidade de canal
em sistemas TTE sa˜o explorados. No Cap´ıtulo 3, um detalhamento do modelo de
propagac¸a˜o utilizado neste trabalho e´ apresentado.
2.2 LOCALIZAC¸A˜O EM REDES DE SENSORES
Em termos gerais, uma rede de sensores se refere a qualquer rede de comunicac¸a˜o em
que no´s, dispositivos ou roteadores, obtenham localmente alguma medic¸a˜o de interesse
[15]. Em sua maioria, principalmente nas redes sem fio que utilizam controle e monito-
ramento remoto, o conhecimento das coordenadas f´ısicas dos sensores e´ intuitivo: uma
medic¸a˜o so´ faz sentido se ha´ refereˆncias sobre onde foi obtida.
De fato, embora muito do processo de localizac¸a˜o efetivamente realizado hoje seja
feito por sistemas GPS (Global Positioning System), WiFi ou ate´ mesmo RFID (Radio-
Frequency Identification) [16], redes que possuam algum tipo de limitac¸a˜o precisam de
alternativas via´veis. Casos em que os custos dos dispositivos precisem ser baixos, com
anos ou de´cadas sem substituic¸a˜o de bateria, e com capacidade de se auto organizar
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sem muita intervenc¸a˜o humana apresentam um limitante de escalabilidade que deve
ser considerado na escolha da te´cnica de localizac¸a˜o.
No contexto estabelecido de monitoramento de ativos na minerac¸a˜o em sistemas
TTE, por exemplo, o ambiente f´ısico limita o uso de te´cnicas mais usuais. A recepc¸a˜o
para sinais de radiofrequeˆncia e sate´lite e´ restrita e as atividades de explorac¸a˜o exigem
dispositivos mais robustos, com pouca complexidade e baixa poteˆncia, que sustentem
o uso cont´ınuo nas condic¸o˜es extremas das minas [7].
Dessa forma, o foco do processo de localizac¸a˜o de sensores utilizado neste trabalho
e´ de estimar a posic¸a˜o dos dispositivos a partir de informac¸o˜es relativas de distaˆncia
e conectividade [17]. Nesses sistemas, uma quantidade restrita de no´s de refereˆncia,
tipicamente denominados aˆncoras, e´ utilizada para determinar as coordenadas de uma
quantidade mais ampla de sensores cuja localizac¸a˜o a priori na˜o e´ conhecida. A posic¸a˜o
absoluta de cada aˆncora pode ser obtida atrave´s de GPS ou manualmente durante a
inicializac¸a˜o do sistema. A partir do enlace estabelecido entre os no´s da rede e as
coordenadas de refereˆncia das aˆncoras, a posic¸a˜o desconhecida de cada sensor pode
ser estimada. Como forma de especificar a nomenclatura e deixa´-la mais pro´xima da
aplicac¸a˜o TTE, os sensores cuja localizac¸a˜o se quer estimar sa˜o referidos ao longo deste
trabalho como tags. Um esquema´tico simplificado dessa arquitetura incluindo aˆncoras
e tags e´ mostrado na Figura 2.2.
A forma que a rede obte´m as coordenadas estimadas dos sensores depende da capaci-
dade dos dispositivos e das caracter´ısticas espec´ıficas do sistema utilizado. A depender
do alcance do enlace, a te´cnica utilizada pode determinar a posic¸a˜o de uma tag por
vez ou determinar a posic¸a˜o de va´rias tags simultaneamente. Para sensores com res-
tric¸o˜es de energia ou empecilhos para uma transmissa˜o de mais longo alcance, te´cnicas
de localizac¸a˜o utilizadas sa˜o do tipo cooperativas, distribu´ıdas ou multi-hop [18], se
baseando na proximidade da comunicac¸a˜o tag-tag para a localizac¸a˜o em cascata de
todos os no´s da rede. Por sua vez, em casos em que os sensores teˆm maior poteˆncia de
transmissa˜o ou a rede tem dimenso˜es f´ısicas reduzidas, as tags conseguem se comunicar
diretamente com mu´ltiplas aˆncoras, permitindo que te´cnicas centralizadas possam ser
aplicadas.
2.2.1 Te´cnicas de Medic¸a˜o
Independente da escolha da te´cnica, a estimac¸a˜o de coordenadas f´ısicas depende
diretamente do tipo de medic¸a˜o obtida. Embora medidas absolutas possam entregar
alguma informac¸a˜o sobre a aproximac¸a˜o f´ısica de sensores, medidas relativas, advindas
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Figura 2.2: Representac¸a˜o esquema´tica de uma rede de sensores com mu´ltiplas aˆncoras e
tags.
da aferic¸a˜o do sinal transmitido em um enlace tag-tag ou tag-aˆncora, sa˜o geralmente
as mais utilizadas para se obter uma estimativa da localizac¸a˜o. Te´cnicas de medida
que utilizam direta ou indiretamente propriedades do sinal transmitido sa˜o geralmente
divididas em treˆs categorias: medidas da poteˆncia recebida (RSS, do ingleˆs Received
Signal Strength), medidas do aˆngulo de chegada (AOA, Angle of Arrival) e do tempo
e tempo de propagac¸a˜o (TOA, Time of Arrival) [17].
Me´tricas de RSS utilizam diretamente a poteˆncia ou, em alguns casos, a magnitude
do sinal recebido para estimar a localizac¸a˜o do transmissor [15]. De forma simplificada,
a partir da informac¸a˜o sobre a energia recebida, e´ poss´ıvel estimar um padra˜o de
comportamento no canal e ter, de forma correspondente, uma relac¸a˜o da distaˆncia
percorrida pelo sinal ate´ o receptor.
As te´cnicas para medic¸o˜es de RSS utilizam geralmente uma de duas bases de es-
timac¸a˜o [19]. A primeira, baseada na distaˆncia, obte´m as estimativas a partir de um
modelo de perda de poteˆncia referente ao canal, retornando a informac¸a˜o de distaˆncia
como uma func¸a˜o do n´ıvel de poteˆncia recebido. Por sua vez, a segunda base, utili-
zando trac¸ado de perfil de comportamento, mapeia valores de poteˆncia do sinal para
pontos dentro da a´rea de cobertura, tabelando valores de distaˆncia para cada valor
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de poteˆncia mapeado. Embora esta segunda apresente menor erro de estimativa em
aplicac¸o˜es pra´ticas [20], o mapeamento de um grande nu´mero de pontos envolve maior
investimento inicial e esforc¸o computacional, representando uma complexidade, que e´
aliviada no modelo baseado em distaˆncia.
Do ponto de vista de confiabilidade, o uso de RSS e´ bastante dependente da estru-
tura da rede, sendo bastante sens´ıvel a mudanc¸as f´ısicas no canal e atenuac¸o˜es t´ıpicas
do processo de transmissa˜o, como por exemplo, sombreamento e ru´ıdo [21]. Geral-
mente, esses erros sa˜o incorporados ao processo de localizac¸a˜o e modelados como um
fenoˆmeno aleato´rio.
No entanto, mesmo com a considera´vel variabilidade, medidas RSS sa˜o usualmente
as mais utilizadas em te´cnicas de localizac¸a˜o. Por medidas de energia ja´ serem di-
retamente envolvidas no processo de comunicac¸a˜o, te´cnicas que utilizam RSS exigem
pouca infraestrutura adicional, aproveitando hardwares ja´ existentes e reduzindo re-
quisitos adicionais de poteˆncia, tamanho e custos.
Diferentemente de me´tricas de RRS, me´tricas de AOA utilizam informac¸o˜es de
angulac¸a˜o do sinal para gerar as estimativas da localizac¸a˜o. Nesta te´cnica, por meio
da variac¸a˜o da amplitude ou da fase do sinal na antena receptora, a direc¸a˜o do sensor
transmissor - e na˜o mais sua distaˆncia - pode ser estimada. Por trazer essa informac¸a˜o
da posic¸a˜o em um formato diferente, me´tricas de AOA geralmente sa˜o utilizadas de
forma complementar a outras me´tricas [15].
O desempenho da localizac¸a˜o utilizando AOA e´ intrinsecamente determinado pelas
caracter´ısticas das antenas utilizadas. Como via de regra, sistemas para esse tipo
de medida sa˜o compostos por antenas diretivas, geralmente constru´ıdos a partir de
arranjos de antenas ou com antenas receptoras de dimenso˜es consideravelmente maiores
do que o comprimento de onda do sinal transmitido. Em menor escala, esses sistemas
tambe´m dependem das caracter´ısticas do meio de propagac¸a˜o, mais notadamente da
presenc¸a de multipercursos e sombreamento [22].
Finalmente, uma u´ltima categoria de me´trica se baseia na avaliac¸a˜o do tempo de
chegada (TOA) ou na diferenc¸a no tempo de chegada (TDOA) como paraˆmetros para
obter as estimativas de localizac¸a˜o. De forma geral, esses tipos de te´cnica fazem uso
do tempo de propagac¸a˜o da onda para estimar a distaˆncia entre transmissor e receptor
[23].
Mais especificamente, medidas de TOA seguem uma matema´tica simples de ava-
liac¸a˜o da diferenc¸a no tempo de sa´ıda do sinal e de chegada do sinal, considerando
um percurso em linha de visada. Conhecendo informac¸o˜es de velocidade da onda no
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meio, informac¸o˜es de distaˆncia sa˜o obtidas de forma direta. Usualmente, te´cnicas que
utilizam TOA sa˜o dividas em medidas em sentido u´nico, transmissor para receptor, ou
como medidas de ida e volta. Neste segundo tipo, o tempo de propagac¸a˜o e´ considerado
por meio do atraso entre o sinal enviado para o receptor e a resposta de confirmac¸a˜o
devolvida ao transmissor. Medidas de ida e volta sa˜o mais utilizadas, pois apresen-
tam menor sensibilidade a erros de propagac¸a˜o do que medidas em sentido u´nico [24].
Ainda, medidas em sentido u´nico por terem requisitos mais r´ıgidos de sincronismo,
representam em termos de projeto, um aumento de custos e de infraestrutura.
Medidas de TDOA, por sua vez, utilizam a diferenc¸a no tempo de chegada de
um sinal transmitido para mu´ltiplos receptores. Aqui, as estimativas de distaˆncia sa˜o
obtidas a partir da relac¸a˜o entre a medic¸a˜o temporal em cada receptor e a distaˆncia
euclidiana entre os mesmos. Historicamente, TDOA tem bastante aplicac¸a˜o em redes
GPS e redes celulares, principalmente na localizac¸a˜o de transmissores s´ıncronos [23].
Em suma, me´tricas de AOA e TOA/TDOA apresentam maior acura´cia que me´tricas
de RSS [25]. No entanto, para o TTE a medic¸a˜o do tempo e´ feita para pequenas
distaˆncias e com uma velocidade de transmissa˜o que, por depender do meio, e´ em
princ´ıpio desconhecida. Tal cena´rio dificulta a utilizac¸a˜o de medidas temporais com
precisa˜o. No mais, uma maior necessidade por infraestrutura de antenas, sincroniza-
dores e transceptores impede que essas te´cnicas sejam amplamente aproveitadas.
Em sistemas com limitac¸o˜es de hardware, me´tricas RSS apresentam um bom custo
benef´ıcio, geralmente alcanc¸ando resultados satisfato´rios. No Cap´ıtulo 3, essas me´tricas
sera˜o retomadas e constru´ıdas em cima de um modelo espec´ıfico de propagac¸a˜o para
sistemas TTE.
2.2.2 Algoritmos para Localizac¸a˜o
A literatura para algoritmos de localizac¸a˜o e´ extensa [26]. Sa˜o va´rias as te´cnicas
e me´todos relevantes que provaram sua efica´cia para resolver o problema apresentado
nas sec¸o˜es anteriores. Aqui, a busca e´ por estimadores compat´ıveis que determinem a
posic¸a˜o da forma mais adequada para as necessidades do sistema e da aplicac¸a˜o.
De forma gene´rica, um algoritmo adequado depende da arquitetura da rede como
um todo. Crite´rios colocados anteriormente, como as caracter´ısticas do canal e do
ambiente de aplicac¸a˜o e a simplicidade de hardware, sa˜o importantes. Geralmente,
prec¸o, tamanho e precisa˜o sa˜o os principais fatores de escolha para uma te´cnica.
Ainda, a escolha precisa apresentar escalabilidade. Redes de sensores, principal-
mente as redes sem fio, tendem a crescer e densificar com o tempo, uma questa˜o que
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deve ser lidada sem muitas alterac¸o˜es na estrutura original. Algoritmos precisam em
sua maioria se auto-organizar, precisam ser tolerantes a problemas em no´s individuais
e eficientes em termos energe´ticos e computacionais [27].
Na˜o menos importantes, os fatores de qualidade da medida sa˜o tambe´m crite´rios de
decisa˜o. Tanto a precisa˜o - o qua˜o confia´vel e´ a estimativa -, quanto a acura´cia - qua˜o
pro´xima ela esta´ da soluc¸a˜o real - sa˜o me´tricas ponderadas em todos os algoritmos,
sendo e´ claro, mais ou menos requeridas a depender da aplicac¸a˜o espec´ıfica.
Em um grande leque de possiblidades, os algoritmos podem ser classificados de di-
versas maneiras. De forma simplificada, os me´todos podem ser divididos de acordo com
a informac¸a˜o utilizada: se baseadas em alcance (range-based) ou baseadas em conecti-
vidade (range-free) ou de acordo com o tipo de comunicac¸a˜o estabelecida entre os no´s:
algoritmos centralizados, que apresentam uma arquitetura central de processamento
ou distribu´ıdos, em que o processamento e´ realizado independentemente em cada no´
da rede [27]. Na Figura 2.3 sa˜o mostradas as diviso˜es consideradas neste trabalho.
As te´cnicas baseadas em conectividade, ou range-free, na˜o dependem diretamente
de medidas como RSS ou AOA para determinar a posic¸a˜o de todos os no´s da rede.
Sem levar necessariamente em considerac¸a˜o um sistema de coordenadas espec´ıfico, a
posic¸a˜o dos no´s e´ estabelecida pela informac¸a˜o pre´via de alcance entre uma tag e
suas vizinhas. Mecanismos distribu´ıdos ou multi-hop ja´ citados anteriormente sa˜o
geralmente utilizados neste tipo de algoritmo.
Figura 2.3: Categorias consideradas para classificac¸a˜o de algoritmos de localizac¸a˜o.
De fato, embora te´cnicas baseadas em conectividade tambe´m possam ser dividi-
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das enquanto centralizadas e distribu´ıdas, para o escopo desta pesquisa, o foco sera´
em algoritmos baseados em distaˆncia, mais especificamente os que utilizam uma base
centralizada. Essa escolha tem como base as caracter´ısticas estabelecidas dos cena´rios
apresentados e os crite´rios requeridos para as aplicac¸o˜es estudadas do TTE.
Com essa base de configurac¸a˜o, existe uma gama de algoritmos bem estabelecidos.
E´ poss´ıvel citar alguns: DV-HOP (Distance Vector Hop, em que a localizac¸a˜o das
aˆncoras e´ passada para todos os no´s da rede por meio da contagem de “saltos” entre
tags vizinhas [28], Programac¸a˜o Semidefinida (Semidefinite Programming, SDP), que
formula o problema como um problema de otimizac¸a˜o convexa, utilizando me´todos de
pontos interiores para resolver para as posic¸o˜es enquanto aproximac¸o˜es lineares [29] e
Escalonamento Multidimensional (Multidimensional Scaling, MDS), que se baseia na
obtenc¸a˜o de padro˜es de similaridade, utilizando estruturas geome´tricas e relac¸o˜es de
proximidade entre os no´s da rede para a localizac¸a˜o [30].
No geral, estes algoritmos dependem da densidade da rede e da regularidade da
topologia para obterem boas estimativas [27]. Dada a simplicidade, sa˜o muito utili-
zados quando os requisitos da aplicac¸a˜o exigem apenas estimativas aproximadas da
localizac¸a˜o, sem tanta acura´cia.
Por sua vez, te´cnicas baseadas em alcance ou distaˆncia (range-based), trabalham
com estimativas de distaˆncia ou direc¸a˜o entre ancoras e tags para determinac¸a˜o da
posic¸a˜o. Algoritmos com essa caracter´ıstica fazem uso direto de medic¸o˜es como as
apresentadas na Sec¸a˜o 2.2.1 e geralmente definem as coordenadas das tags a partir
de posic¸o˜es relativas estimadas e as coordenadas geogra´ficas previamente estabelecidas
das aˆncoras.
Alguns algoritmos baseados em conectividade podem ser expandidos para consi-
derar medic¸o˜es de distaˆncia em sua estrutura. Este e´ o caso de va´rios algoritmos
descentralizados, como os DV-Distance, por exemplo, que ainda que com os mesmos
mecanismos do DV-HOP, utilizam a propagac¸a˜o das informac¸o˜es de distaˆncia ao inve´s
das informac¸o˜es dos saltos para obter as estimativas da posic¸a˜o [28]. Alguns algorit-
mos centralizados como o MDS tambe´m pode incorporar as medidas de distaˆncia no
problema de otimizac¸a˜o, sendo estudado de forma mais clara em [31].
Ainda, uma das classes mais conhecidas de algoritmos centralizados baseados em
distaˆncia e´ a que se fundamenta em otimizac¸a˜o estoca´stica, utilizando varia´veis aleato´rias
para a avaliac¸a˜o e soluc¸a˜o do problema. Desse grupo, um algoritmo relativamente bem
popular e´ o algoritmo de Recozimento Simulado (do ingleˆs Simulated Annealing, SA)
[32]. Por meio de estimativas aleato´rias controladas, SA faz uma busca ampla em todo
o domı´nio do problema, obtendo bons resultados na determinac¸a˜o de soluc¸o˜es globais
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para as coordenadas. Este algoritmo e mais algumas te´cnicas sa˜o exploradas mais a
fundo no Cap´ıtulo 4, onde o problema de localizac¸a˜o e´ estudado como um problema
de otimizac¸a˜o.
2.2.3 Formulac¸a˜o do Problema
Explicitamente, o problema apresentado na Figura 2.2 pode ser abordado em uma
formulac¸a˜o matema´tica.
Para esta descric¸a˜o, consideramos um conjunto S de sensores distribu´ıdos em uma
geometria controlada, em que n sensores de coordenadas desconhecidas (tags) teˆm suas
posic¸a˜o estimada a partir das informac¸o˜es dos m sensores com conhecimento a priori
de sua localizac¸a˜o (aˆncoras).
O problema de localizac¸a˜o para o cena´rio 3-D pode ser resumido na procura dos 3n
paraˆmetros desconhecidos do vetor ↵ = [↵x,↵y,↵z], com:
↵x = [x1, x2, · · · , xn],↵y = [y1, y2, · · · , yn],↵z = [z1, z2, · · · , zn], (2.1)
em que x, y, z sa˜o as coordenadas retangulares da i-esima tag. Aqui, quando a te´cnica
utilizada na˜o e´ do tipo distribu´ıda e cada no´ e´ processado de forma separada dos
demais, o problema pode ser reorganizado considerando ↵ um vetor coluna, na forma
↵ = ↵i = [x, y, z] .
Tomando como caso base aquele em que a posic¸a˜o e´ obtida a partir de uma me´trica
de distaˆncia estimada (ver Sec¸a˜o 2.2.1 para me´tricas utilizadas), o problema pode ser
estudado a fundo dentro da teoria de grafos [33]. A partir de conceitos da geometria
euclidiana, as coordenadas de todos os no´s da rede podem ser obtidas utilizando as
distaˆncias calculadas entre os pro´prios no´s.
Em termos gerais, deve existir um mapeamento p : S ! R3 que atribui uma
coordenada para cada sensor, de forma que ksi sjk = dij, com dij a distaˆncia euclidiana
entre os no´s i e j, seja verdade para todos os no´s si 2 S. Em particular, dada uma
aˆncora saj 2 S, a soluc¸a˜o do problema se baseia no mapeamento ksi  sajk = daij , com
daij a distaˆncia conhecida da i-e´sima tag para a j-e´sima aˆncora.
De acordo com os conceitos de rigidez de um grafo, e´ poss´ıvel obter as coordenadas
exatas de qualquer ponto no plano a partir de 3 ve´rtices na˜o colineares e a partir de
4 ve´rtices na˜o coplanares em R3. Dentre varias poss´ıveis aplicac¸o˜es, esta condic¸a˜o e´ a
base da formulac¸a˜o da te´cnica de trilaterac¸a˜o/multilaterac¸a˜o, mostrada na Figura 2.4.
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Figura 2.4: Esquema simplificado da te´cnica de trilaterac¸a˜o. Ao menos 3 ve´rtices na˜o
colineares sa˜o necessa´rios para determinac¸a˜o da posic¸a˜o em R2.
A esquematizac¸a˜o do processo de trilaterac¸a˜o e´ simples: conhecida a distaˆncia para
uma aˆncora, um no´ deve estar ao longo de uma circunfereˆncia centrada na aˆncora e
de raio igual a distaˆncia aˆncora-tag. Notadamente, para soluc¸a˜o u´nica, ao menos 3
circunfereˆncias sa˜o necessa´rias em R2.
Entretanto, como citado na Sec¸a˜o 2.2.1, as distaˆncias dij estabelecidas esta˜o sujeitas
a erros no processo de medic¸a˜o. Em cena´rios pra´ticos, as circunfereˆncias da Figura 2.4
se sobrepo˜em em uma regia˜o ao inve´s de se intersectarem em um u´nico ponto. Esta
configurac¸a˜o mais real´ıstica e´ mostrada na Figura 2.5, onde rij e´ a distancia medida
entre aˆncora e tag. Aqui, a soluc¸a˜o na˜o mais faz refereˆncia a uma posic¸a˜o espec´ıfica
mas a toda uma regia˜o poss´ıvel.
Nesse cena´rio, utilizando a distaˆncia medida r, a estimativa das coordenadas do
vetor ↵i pode ser obtida pela soluc¸a˜o do sistema de equac¸o˜es:2666664
p
(xi   xa1)2 + (yi   ya1)2 + (zi   za1)2p
(xi   xa2)2 + (yi   ya2)2 + (zi   za2)2
...p








que e´ sobredeterminado, na˜o apresenta soluc¸a˜o u´nica e, portanto, buscamos a soluc¸a˜o
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com menor erro.
Figura 2.5: Te´cnica de trilaterac¸a˜o quando na presenc¸a de erros de medic¸a˜o. A regia˜o som-
breada representa todos os conjuntos de coordenadas poss´ıveis para uma tag desconhecida.
Uma vez que as fontes de erro do processo de medic¸a˜o sa˜o em sua maioria aleato´rios,
me´tricas estat´ısticas sa˜o necessa´rias para a obtenc¸a˜o das estimativas de ↵. Como pon-
tuado anteriormente, me´todos para solucionar esse tipo de problema sa˜o apresentados
em mais detalhes no Cap´ıtulo 4.
2.3 CLASSIFICAC¸A˜O ESTATI´STICA
Em cieˆncia de dados, classificac¸a˜o estat´ıstica e´ o procedimento de associar ou de-
finir uma categoria (ou classe) existente dentro de uma populac¸a˜o a um indiv´ıduo em
particular. A partir da assimilac¸a˜o de um conjunto de dados, define-se a qual grupo
(ou subpopulac¸a˜o) uma nova observac¸a˜o pertence.
O conceito tem base direta no aprendizado de ma´quina e vem, mais amplamente,
como derivac¸a˜o do grande ramo de reconhecimento de padro˜es. Neste, o objetivo
principal e´ descobrir de forma automa´tica e por meio de algoritmos computacionais,
padro˜es de regularidade e de relac¸a˜o entre dados [34].
De forma geral, reconhecimento de padro˜es tem muita interac¸a˜o com sistemas de
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inteligeˆncia artificial e processos de minerac¸a˜o de dados, podendo ser realizado de
diversas formas, a depender do campo de aplicac¸a˜o. Problemas de classificac¸a˜o sa˜o
apenas um dos va´rios segmentos com os quais reconhecimento de padro˜es precisa lidar.
Genericamente, a mesma base e´ utilizada para a resoluc¸a˜o de problemas de regressa˜o,
problemas de rotulagem de sequeˆncias e problemas de ana´lise sinta´tica [35].
De fato, essa base diz respeito a` forma com que os dados sa˜o treinados ou aprendidos
pelos algoritmos na ma´quina. Mais especificamente, a depender do processamento
dos dados e a`s caracter´ısticas desses, mesmo os problemas que em teoria envolvem
diretamente o conceito de classificac¸a˜o teˆm abordagens de aprendizado diferentes.
A divisa˜o mais comum dentro de aprendizado de ma´quina e´ entre algoritmos de
aprendizado supervisionado e aprendizado na˜o supervisionado. A diferenc¸a ba´sica esta´
no n´ıvel de conhecimento sobre os dados. Em aprendizado supervisionado, o treina-
mento e´ gerado por dados rotulados ou etiquetados (labeled data), ou seja dados em
que a classe a qual cada indiv´ıduo pertence e´ conhecida e utilizada para atribuir cor-
respondentemente classes a novos valores de entrada. Por sua vez, em aprendizado
na˜o supervisionado, pressupo˜e-se que os dados na˜o esta˜o classificados previamente (ou
seja, o conjunto de treinamento na˜o possui rotulagem) e a atribuic¸a˜o de classes a novas
instaˆncias e´ realizado a partir do reconhecimento de padro˜es intr´ınsecos nos conjuntos.
Efetivamente, classificac¸a˜o estat´ıstica e´ enquadrada dentro do conceito de apren-
dizado supervisionado, uma vez que utiliza do conhecimento pre´vio de ro´tulos para
classificar condicionalmente novas observac¸o˜es. No entanto, e´ importante salientar
que existe um processamento ana´logo em aprendizado na˜o supervisionado, conhecido
como agrupamento (clustering). Nessa te´cnica, nenhuma classe e´ conhecida a priori
e a divisa˜o por categorias e´ realizada agrupando os dados de acordo com seu grau de
semelhanc¸a.
Mesmo com objetivos diferentes, as te´cnicas para reconhecimento de padro˜es e mais
especificamente para classificac¸a˜o, teˆm um sequeˆncia de processamento bem seme-
lhante. A Figura 2.6 mostra um esquema´tico simplificado do processo de classificac¸a˜o.
Como ilustrado, o processo funciona em dois grandes blocos distintos, a etapa de
treinamento e a etapa de predic¸a˜o. A partir de um grupo de treinamento, cujas clas-
ses sa˜o conhecidas, padro˜es sa˜o gerados utilizando um processo de treinamento que e´
espec´ıfico de cada algoritmo classificador. Esses padro˜es sa˜o representados enta˜o em
um modelo, de formulac¸a˜o fechada ou na˜o, que e´ utilizado na etapa de predic¸a˜o para
identificar a classe de novas observac¸o˜es.
















Figura 2.6: Esquema´tico de um processo de classificac¸a˜o gene´rico.
sendo representada como um conjunto de caracter´ısticas (ou features, do ingleˆs), que
sa˜o as varia´veis independentes que descrevem a observac¸a˜o. Essas caracter´ısticas sa˜o
geralmente armazenadas em um vetor de entrada que e´ avaliado computacionalmente
pelo me´todo de aprendizado escolhido, que entrega como sa´ıda a classe mais prova´vel
para aquela instaˆncia.
Sa˜o va´rios os tipos poss´ıveis de features e todos representam propriedades quan-
tifica´veis da observac¸a˜o. Eles podem ser catego´ricos, como a definic¸a˜o de macho ou
feˆmea para uma espe´cie ou liso, cacheado e crespo para um tipo de cabelo, podem ser
ordinais, como tamanhos pequeno, me´dio ou grande e podem ser valores nume´ricos,
tanto inteiros (sequeˆncias de contagem de aparic¸o˜es) ou reais (medidas experimentais).
Independente do tipo, no entanto, e´ a manipulac¸a˜o dessas caracter´ısticas e suas
relac¸o˜es com as classes que sa˜o os pontos de interesse principais dos classificadores. Da´ı
a intenc¸a˜o de montar estruturas vetoriais e modelos de previsa˜o com base matema´tica.
De fato, a criac¸a˜o desses modelos representa geralmente um compromisso de de-
sempenho. Ao mesmo tempo em que a escolha deve apresentar um bom ajuste aos
dados utilizados na etapa de treinamento, esta deve tambe´m ter capacidade de gene-
ralizac¸a˜o suficiente para receber novas observac¸o˜es sem entregar resultados enviesados.
Embora um desafio, a ideia aqui e´ que o modelo encontre um padra˜o que seja inte-
lig´ıvel e robusto, mas que conjuntamente permita adaptabilidade e escalabilidade ao
classificador.
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Finalmente, e´ importante salientar que embora se fale de classificac¸a˜o estat´ıstica,
nem sempre os classificadores empregados sa˜o probabil´ısticos. Diferente de algoritmos
determin´ısticos em que se escolhe a melhor classe, os classificadores probabil´ısticos uti-
lizam infereˆncia estat´ıstica para entregar uma probabilidade da observac¸a˜o pertencer
a cada classe poss´ıvel. A melhor classe e´ enta˜o decidida por aquela com maior pro-
babilidade. Na pro´xima sec¸a˜o sa˜o apresentados alguns tipos de classificadores e suas
caracter´ısticas.
2.3.1 Escolha de Classificadores
De forma geral, os va´rios algoritmos existentes para reconhecimento de padro˜es
podem ser classificados de diversas maneiras, a depender do formato das classes e do
me´todo de aprendizado envolvido, por exemplo. Ale´m da ja´ comentada classificac¸a˜o
entre te´cnicas supervisionadas e na˜o supervisionadas e entre te´cnicas probabil´ısticas
ou determin´ısticas, os algoritmos tambe´m sa˜o comumente divididos entre algoritmos
parame´tricos e na˜o-parame´tricos, a depender do conhecimento sobre a distribuic¸a˜o dos
dados e da formulac¸a˜o de um modelo fechado ou na˜o para estes.
Entre os me´todos mais utilizados de classificac¸a˜o, um tipo que e´ bem simples e
utiliza uma estrate´gia na˜o-parame´trica e´ o me´todo de Naive-Bayes [36]. Como o nome
sugere, a te´cnica e´ baseada no Teorema de Bayes e funciona como fundamento para
uma famı´lia de outras te´cnicas probabil´ısticas mais robustas. De forma resumida,
Naive-Bayes utiliza ma´ximo verossimilhanc¸a para identificar relac¸o˜es dentro do grupo
de treinamento, entregando bons resultados mesmo para uma quantidade pequena de
dados de teste. E´ o uma te´cnica altamente escala´vel, mas que utiliza como premissa a
completa independeˆncia entre as caracter´ısticas da instaˆncia, o que para alguns cena´rios
reais e´ dif´ıcil de prever.
De fato, escolher um classificador apropriado e´ muito dependente da aplicac¸a˜o es-
pec´ıfica. Sa˜o va´rios os crite´rios para se definir o algoritmo mais adequado e ainda
assim na˜o existe um que va´ apresentar necessariamente um resultado o´timo. Algumas
questo˜es, no entanto, podem ser avaliadas de forma mais ampla e auxiliar na decisa˜o
por uma te´cnica ou outra.
Primeiramente, e talvez a mais presente em todos os problemas de classificac¸a˜o,
e´ a relac¸a˜o entre vie´s e variaˆncia. Esta relac¸a˜o e´ estabelecida no compromisso de
desempenho levantado anteriormente para um modelo e que interfere na generalizac¸a˜o.
Para as duas fontes de erro, em um mesmo conjunto de dados, a escolha de qual
minimizar e´ conflituosa. Um modelo mais adequado ao grupo de treinamento mas
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pouco generalista traz menos variaˆncia a custo de uma estimativa mais enviesada. Por
sua vez, um modelo mais simples que se adapta melhor a novas instaˆncias e´ menos
enviesado, mas apresenta uma variaˆncia consideravelmente maior. Este e´ um dilema
t´ıpico de modelagem estat´ıstica e pode ser visto em mais detalhes em [37].
Ainda sobre o modelo, a avaliac¸a˜o da sua complexidade e´ importante. Altos n´ıveis
de correlac¸a˜o entre as componentes do vetor de features e comportamentos muito des-
toantes dentro do domı´nio do problema exigem modelos mais complexos e, portanto,
grupos de treinamento mais extensos, com muitos exemplos de vetores para um bom
entendimento da func¸a˜o modelada. Paralelamente, a dimensionalidade desses vetores
tambe´m deve ser levada em conta, uma vez que vetores com muitas caracter´ısticas
aumentam o tempo de processamento e podem apresentar redundaˆncias que podem
trazer instabilidade ao algoritmo.
Finalmente, um u´ltimo ponto de observac¸a˜o que deve ser considerado e´ em relac¸a˜o
ao ru´ıdo. A depender do n´ıvel de ru´ıdo dos dados obtidos, por medic¸a˜o por exemplo, o
algoritmo pode acabar encontrando uma relac¸a˜o com o grupo de treinamento que na˜o
condiz com a relac¸a˜o real e sobreajustando os resultados para novas instaˆncias, com
uma alta variaˆncia.
Na pra´tica, a grande maioria dos algoritmos lida de forma a equilibrar esses crite´rios
independentemente. Dentre te´cnicas com muita aplicabilidade, e´ poss´ıvel citar como
exemplos os algoritmos de ma´quinas de vetores de suporte (SVM, do ingleˆs Support
Vector Machine) e os algoritmos de redes neurais.
O primeiro e´ uma te´cnica na˜o-parame´trica que utiliza o mesmo conceito de MDS
(ver Sec¸a˜o 2.2.2) para a representac¸a˜o espacial da similaridade entre pontos. Aqui,
novas instaˆncias sa˜o mapeados no mesmo espac¸o criado a partir dos dados de teste
e tem sua classe predita em func¸a˜o da regia˜o em que e´ posicionada. Muito utilizada
em cena´rios com domı´nios complicados, SVM tende a ter um desempenho bastante
robusto quando utilizar para definir categorias bem subdivididas [38].
Por sua vez, redes neurais sa˜o parte de um conceito mais vasto dentro do ramo
de aprendizado de ma´quina e de inteligeˆncia artificial, muito utilizado em robo´tica e
sensoriamento. De forma gene´rica, uma rede neural artificial (ou ANN, do ingleˆs Arti-
ficial Neural Network)atua emulando a dinaˆmica real entre neuroˆnios e est´ımulos. Para
a classificac¸a˜o, boa parte do processamento se beneficia de redes como a perceptron
[34], nas quais por retro-propagac¸a˜o de erro, est´ımulos externos (novos dados) alteram
a estrutura da rede interna e, consequentemente o n´ıvel de resposta (classe) entregue
pelo algoritmo. Mais sobre redes neurais pode ser estudado em [39].
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Ainda que bem menos complexa que as redes neurais, uma outra linha de al-
goritmos bem conhecidos sa˜o os algoritmos de estimativas de densidade de Kernel
(KDE, do ingleˆs Kernel Density Estimation) [40], cuja abrangeˆncia chega a cobrir ate´
me´todos SVM em alguns casos. Esta famı´lia de algoritmos utiliza de uma formas
na˜o-parame´tricas para estimar a func¸a˜o densidade de probabilidade de alguma distri-
buic¸a˜o desconhecida a partir de um conjunto finito de dados. Dentre esses, um que se
destaca pela sua boa aplicabilidade e simplicidade e´ o me´todo dos k-e´simos vizinhos
mais pro´ximos (KNN, do ingleˆs k-nearest neighbours) [41], em que tambe´m por meio
de uma representac¸a˜o espacial, novas instaˆncias sa˜o classificadas utilizando me´tricas
de distaˆncia entre pontos conhecidos. Pela sua facilidade de assimilac¸a˜o e aproximac¸a˜o
muito clara com o problema de localizac¸a˜o proposto para o TTE, iremos explorar o
algoritmo KNN em mais detalhes diretamente em uma aplicac¸a˜o no Cap´ıtulo 6.
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3 CARACTERIZAC¸A˜O DO CENA´RIO TTE
Sistemas de comunicac¸o˜es TTE possuem propriedades de propagac¸a˜o que se dife-
renciam de forma significante daquelas encontradas em sistemas sem fio que utilizam
radiofrequeˆncia (RF). Devido a caracter´ısticas intr´ınsecas do solo, a penetrac¸a˜o de
ondas eletromagne´ticas em meio condutor e´ dada por difusa˜o. Diferentemente das pro-
priedades definidas pela equac¸a˜o de onda, a equac¸a˜o de difusa˜o apresenta decaimento
exponencial do campo para distaˆncia e frequeˆncia de operac¸a˜o do sistema.
Nesse cena´rio, modelos e infraestrutura comumente utilizados teˆm sua aplicabili-
dade questionada. Somadas a`s limitac¸o˜es f´ısicas de espac¸o, limitac¸o˜es de frequeˆncia
restringem as dimenso˜es de antenas via´veis e colocam em cheque faixas de operac¸o˜es
comumente utilizadas. Ainda, propriedades ba´sicas da onda, como velocidade de pro-
pagac¸a˜o e comprimento de onda sofrem alterac¸o˜es em meio condutor e diele´trico no
solo. Aproximac¸o˜es utilizadas na literatura para zonas de campo eletromagne´tico pre-
cisam enta˜o ser revisitadas e revalidadas para esse contexto espec´ıfico do TTE.
Assim, surge a necessidade de construc¸a˜o de um modelo que seja compat´ıvel com
o cena´rio de propagac¸a˜o descrito. Este cap´ıtulo apresenta a caracterizac¸a˜o de um
modelo teo´rico como visto em [42], [43] e [44], apresentando o equacionamento para
um modelo de campo baseado em induc¸a˜o magne´tica e, na sequeˆncia, a modelagem do
canal utilizando antenas loop e suas caracter´ısticas.
3.1 MODELAGEM DO CANAL
A penetrac¸a˜o de um campo magne´tico H = H(x, y, z, t) ao longo do tempo t em
meio condutor com permeabilidade magne´tica µ, permissividade ele´trica ✏ e conduti-
vidade ele´trica   e´ regida pela equac¸a˜o de difusa˜o r2H = µ @H/@t. Diferentemente
da equac¸a˜o de onda r2H = µ✏@2H/@t2, na propagac¸a˜o por difusa˜o, para um bom
condutor, com  /(✏⌦)  1, o decaimento e´ exponencial. Func¸a˜o da frequeˆncia angular
⌦, o grau desse decaimento e´ medido pela profundidade pelicular   =
p
2/(⌦µ ), cujo
comportamento e´ inversamente proporcional a` raiz quadrada de ⌦. Sendo exponenci-
almente atenuada para sinais de alta frequeˆncia, a transmissa˜o nesses meios costuma
utilizar frequeˆncias mais baixas, usualmente abaixo de 30 kHz.
Frequeˆncias ta˜o baixas necessitariam de antenas de dimenso˜es na ordem de quiloˆmetros
para radiar de forma eficiente ondas de ra´dio no meio. Tais requisitos sa˜o invia´veis no
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cena´rio requerido das aplicac¸o˜es TTE. No entanto, a permissividade real pode ser des-
considerada para um bom condutor e o comprimento de onda que atravessa a rocha e´
enta˜o dado por  rocha = 2⇡ . Nesse caso, para um solo com   = 10 3 S/m, por exem-
plo, sistemas de comunicac¸a˜o TTE operando a 10 kHz podem reduzir o comprimento
de onda em relac¸a˜o ao ar em 30 vezes, viabilizando a utilizac¸a˜o de antenas de menor
dimensa˜o.
Ainda em relac¸a˜o ao meio condutivo, campo transmitido no solo apresenta carac-
ter´ısticas espec´ıficas que variam a depender da distaˆncia entre os transmissores. Para o
TTE, diviso˜es de zonas de campo classicamente exploradas para transmissa˜o no va´cuo
e no ar sa˜o revistas por Gibson [42] que propo˜e uma subdivisa˜o diferente.
Em regio˜es muito pro´ximas a` antena de transmissa˜o, o campo possui uma natureza
quase-esta´tica seguindo leis da esta´tica, apesar da variac¸a˜o no tempo, apresentando
atenuac¸a˜o pelo inverso do cubo da distaˆncia, por exemplo. A partir do chamado
campo pro´ximo, onde ainda inexiste radiac¸a˜o, o meio condutor comec¸a a contribuir
em atenuac¸a˜o de campo. Por sua vez, na zona de campo distante, apesar das perdas
devido ao meio, o campo obedece lei de atenuac¸a˜o com inverso linear da distaˆncia,
como para o caso ana´logo no espac¸o livre. Diferentemente da zona para o va´cuo, no
entanto, para o meio condutivo, a radiac¸a˜o na˜o parte da antena diretamente, o meca-
nismo de propagac¸a˜o e´ determinado por induc¸a˜o de correntes de Foucault geradas pelo
campo magne´tico da antena. Finalmente, a zona de transic¸a˜o e´ uma regia˜o arbitra´ria,
intermedia´ria entre os campos pro´ximo e distante.
A Tabela 3.1 mostra as aproximac¸o˜es propostas para um meio condutivo num com-
parativo com a divisa˜o tradicionalmente proposta para o va´cuo. Em ambos os casos
as condic¸o˜es para os dois tipos de meio sa˜o determinadas para uma distaˆncia r entre
as antenas.
Modelo Tipo de Aproximac¸a˜o Condic¸o˜es
Va´cuo
Campo pro´ximo reativo r <  0/2⇡
Campo pro´ximo radiante  0/2⇡ < r <  0
Zona de transic¸a˜o  0 < r < 2 0
Campo distante r > 2 0
Meio Condutivo
Quase esta´tico r ⌧  rocha/2⇡
Campo pro´ximo r2 ⌧ ( rocha/2⇡)2
Zona de transic¸a˜o r ⇡  rocha/2⇡
Campo distante r    rocha/2⇡
Tabela 3.1: Zonas de campo no va´cuo e em meio condutivo.
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Como exemplo, retomando os valores colocados anteriormente para um sistema
operando a 10 kHz ( 0 = 30 km), no espac¸o livre com separac¸a˜o entre antenas de 100
m, o campo e´ tratado na zona de campo pro´ximo reativo ( 0/2⇡ ⇡ 4775 m). Por sua
vez, para um meio condutor, com   = 10 3 e µ = µ0,  rocha/2⇡ =   ⇡ 160 m > 100 m
e, logo, o campo pode ser tratado como num campo quase esta´tico.
3.1.1 Modelo de Campo Magne´tico
Nas operac¸o˜es em minas terrestres, dimenso˜es comuns sa˜o da ordem das dezenas ou
centenas de metros, restringindo os servic¸os de transmissa˜o atrave´s da terra para zonas
de campo pro´ximo ou quase esta´tico. Aqui, a transfereˆncia de poteˆncia reativa por
induc¸a˜o magne´tica (ou ele´trica) e´ responsa´vel por quase toda a poteˆncia transmitida.
Em sistemas por induc¸a˜o, antenas loop sa˜o comumente utilizadas para a transmissa˜o
por serem mais sens´ıveis a` componente magne´tica do campo. O momento magne´tico
md = NtxItxStx de uma antena loop representa a capacidade de transmissa˜o indutiva
da antena em func¸a˜o de suas caracter´ısticas. Ntx e´ o nu´mero de voltas do loop de
transmissa˜o, Itx e´ o valor RMS (do ingleˆs, Root Mean Square) de uma corrente ele´trica
tonal nos filamentos da antena transmissora, e, finalmente, Stx e´ a a´rea do loop. Impor-
tante salientar que o aumento de momento magne´tico corresponde a um aumento da
poteˆncia dissipada por calor, na forma Ptx = RtxI2tx, em que a resisteˆncia Rtx do loop
de transmissa˜o aumenta com Ntx e/ou Stx. Apesar de esta poteˆncia ser dissipada e na˜o
irradiada, ela influencia no valor de corrente usada na gerac¸a˜o do campo magne´tico e,
dessa forma, tem relac¸a˜o indireta com a poteˆncia de transmissa˜o determinada.
Para uma aproximac¸a˜o do campo magne´tico gerado por uma antena loop eletrica-
mente pequena existem va´rias maneiras [45]. A forma mais simples se faz considerando
o va´cuo como meio homogeˆneo infinito, sem condic¸o˜es de contorno, e supondo distri-
buic¸a˜o uniforme da corrente em todo o loop. Nesse caso, para uma distaˆncia muito
pro´xima a` fonte (r ⌧  /2⇡), a intensidade de um campo magne´tico variante no tempo
se assemelha a`quela de um campo esta´tico calculada pela lei de Biot-Savart [46].
Para o caso explorado anteriormente de uma antena loop operando a uma frequeˆncia
de 10 kHz (distaˆncia r na ordem de centenas de metros), um campo magne´tico quase-




{cos(✓)rˆ + 0.5sen(✓)✓ˆ}, (3.1)
onde rˆ e ✓ˆ sa˜o vetores unita´rios em coordenadas esfe´ricas nas direc¸o˜es radial e elevacio-
nal. Interessante salientar aqui que para ✓ = 180  em configurac¸a˜o coaxial, desaparece
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o termo de campo na direc¸a˜o elevacional, restando apenas o campo vertical na direc¸a˜o
rˆ.
De forma direta, a adaptac¸a˜o do modelo de plano infinito no va´cuo [45] para o de
um meio infinito condutivo (MIC) modifica somente o nu´mero de onda, krocha = (1 +





e jT e T{2cos(✓)(1 + (1 + j)T )rˆ + sen(✓)(1 + (1 + j)T ) + 2jT 2)✓ˆ}, (3.2)
onde T = r/  = r
p
⌦µ /2 e´ a distaˆncia normalizada pela profundidade pelicular  ,
incluindo na formulac¸a˜o a considerac¸a˜o de perdas no solo. Nesse contexto, o paraˆmetro
T pode ainda ser interpretado como uma frequeˆncia espacial normalizada para uma
dada distaˆncia r. A derivac¸a˜o completa de (3.2) e´ apresentada em [42].
Aproximac¸o˜es das equac¸o˜es de campo para os campos pro´ximo e distante podem ser
obtidas utilizando as condic¸o˜es dispostas na Tabela 3.1, considerando que   = r/T =
 rocha/2⇡. Ainda, outros modelos mais complexos, que consideram uma composic¸a˜o
com diferentes interfaces entre superf´ıcie e subterraˆneo, como os propostos por Wait
[43], [47] e Durkin [44] tambe´m podem ser derivados no mesmo formato do modelo
proposto em (3.2). No entanto, uma vez que o foco deste trabalho e´ no processo de
localizac¸a˜o, estes modelos na˜o sera˜o abordados no texto.
3.1.2 Modelo de Canal
A partir do modelo de campo, a modelagem do canal e´ analisada comumente pela
parametrizac¸a˜o de quadripolos, considerando paraˆmetros de poteˆncia e energia. No
entanto, para sistemas que operam em frequeˆncias relativamente baixas - abaixo de 100
kHz como as exploradas no TTE - o conceito de impedaˆncia de transfereˆncia e´ utilizado
para avaliar um modelo para canal de propagac¸a˜o. A impedaˆncia de transfereˆncia entre





em que, Itx(⌦) e´ corrente tonal no loop de transmissa˜o e a Vrx(⌦) e´ tensa˜o induzida
nos terminais da antena receptora. Pela Lei de Faraday, a tensa˜o induzida por um
campo magne´tico nos terminais de um condutor de malha fechada depende da variac¸a˜o
temporal do fluxo magne´tico que adentra esta malha em sentido ortogonal a seu plano
[46]. Dessa forma, a tensa˜o induzida nos terminais da antena receptora em func¸a˜o do
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µHdS =  j⌦µNrxSrxHcos('), (3.4)
em que Nrx e Srx sa˜o o nu´mero de voltas e a a´rea do loop de recepc¸a˜o, respectivamente.
Da geometria do problema, ' e´ o aˆngulo entre o campo magne´tico H e o eixo da
antena ortogonal a seu plano. Expressando H em coordenadas esfe´ricas, dividido em
suas componentes Hr na direc¸a˜o rˆ e H✓ na direc¸a˜o ✓ˆ, (3.4) se torna:
Vrx(⌦) =  j⌦µNrxSrx[Hrcos(✓   ✓x)cos(✓y) H✓sen(✓   ✓x)cos(✓y)], (3.5)
onde ✓x e ✓y sa˜o aˆngulos de rotac¸a˜o para os eixos auxiliares x0 e y0, criados pela rotac¸a˜o
do eixo z por um aˆngulo  , o aˆngulo de azimute.
A Figura 3.1 ilustra a geometria para rˆ e ✓ˆ. Importante notar que, se os planos
dos loops de transmissa˜o e recepc¸a˜o forem paralelos, enta˜o ' = ✓.
Figura 3.1: Geometria para rˆ e ✓ˆ para duas antenas loop circulares. O aˆngulo   e´ resultado
das rotac¸o˜es nos eixos x0 e y0.
Retomando para uma corrente tonal no transmissor dada a partir do momento
magne´tico fasorial md(⌦) = NtxStxItx(⌦), e a tensa˜o induzida dada em (3.5), podemos
reavaliar a impedaˆncia de transfereˆncia. Para um cena´rio MIC com a equac¸a˜o de campo
derivada em (3.2), a (3.3) pode ser reescrita como:












em que a frequeˆncia espacial normalizada T foi utilizada no lugar de ⌦ para unificar a
varia´vel dependente. Em (3.6), os ganhos normalizados para as antenas de transmissa˜o
e recepc¸a˜o nas direc¸o˜es rˆ e ✓ˆ sa˜o Gtxr = cos
2(✓), Grxr = cos
2(✓   ✓x)cos2(✓y), Gtx✓ =
sin2(✓) e Grx✓ = sin
2(✓   ✓x)cos2(✓y).

































Na Figura 3.1 os vetores Fr e F✓ sa˜o apresentados para o sistema de coordenadas
projetado.
3.2 MODELO DE PERDA DE PROPAGAC¸A˜O
O ca´lculo da poteˆncia entregue ao receptor em func¸a˜o dos paraˆmetros do sistema
e´ importante e´ importante para o processo de localizac¸a˜o. Sendo poteˆncia recebida o
valor obtido diretamente pela medic¸a˜o RSS, utilizando informac¸o˜es sobre a poteˆncia
transmitida e´ poss´ıvel estimar uma relac¸a˜o da perda de propagac¸a˜o no canal e, conse-
quentemente, da distaˆncia entre transmissor e receptor.
Uma formulac¸a˜o para o modelo de perda de propagac¸a˜o faz-se enta˜o necessa´ria e
sera´ apresentado nesta sec¸a˜o.
3.2.1 Derivac¸a˜o do Modelo Teo´rico
Como colocado anteriormente, a poteˆncia dissipada no loop de transmissa˜o e´ con-
siderada na formac¸a˜o do campo magne´tico induzido. A relac¸a˜o entre a poteˆncia trans-







de onde, abrindo a equac¸a˜o para abrigar as func¸o˜es de transfereˆncia apresentadas em




    pGtxr Grxr Fr +qGtx✓ Grx✓ F✓     , (3.10)
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em que  tx e  rx sa˜o as aberturas espec´ıficas das antenas de transmissa˜o e recepc¸a˜o,
respectivamente. A abertura espec´ıfica de uma antena loop e´ func¸a˜o do seu raio l, massa
M , densidade de massa ⇢l, e condutividade do fio  l, na forma   = 0, 5l
p
M l/⇢l.
Tanto Z(T ) quanto Prx/Ptx carregam paraˆmetros intr´ınsecos dos loops utilizados.
Logo, importante a observac¸a˜o que escolhe-se aqui usar func¸o˜es de transfereˆncia F que,
apesar de serem dependentes da forma da antena, independem de seus paraˆmetros,
permitindo que o modelo seja utilizado para antenas loop quaisquer.
Reescrevendo a expressa˜o em (3.10) para a diferenc¸a PL = Prx   Ptx enquanto
atenuac¸a˜o da poteˆncia do sinal, o modelo para a perda de propagac¸a˜o pode ser derivado
para uma relac¸a˜o mais direta entre a distaˆncia r e a perda de poteˆncia obtida. O modelo
para essa representac¸a˜o e´ dado por:
PL(r, ✓x, ✓y) =  20 log10(  |GrFr +G✓F✓|). (3.11)
Em 3.11, PL(r, ✓x, ✓y) e´ a perda de poteˆncia em dB a uma distaˆncia r para aˆngulos








✓ e   =  tx rx.
Finalmente, considerando a medic¸a˜o RSS como o paraˆmetro medido na antena
receptora, a perda de poteˆncia real deve ser tomada como:
fPL(r, ✓x, ✓y) = PL+  , (3.12)
com   uma varia´vel aleato´ria de distribuic¸a˜o gaussiana N (0, s2), representando o erro
na medida da perda de poteˆncia, com desvio padra˜o s. Desta forma, leva-se em conta
tanto o ru´ıdo de medic¸a˜o, como o fato de que o canal e´ diferente daquele previsto pelo
modelo, por exemplo devido a irregularidades no meio f´ısico.
3.2.2 Aproximac¸a˜o para o Modelo
O modelo proposto na literatura e derivado em (3.11), embora de fa´cil assimilac¸a˜o,
apresenta uma formulac¸a˜o fechada cuja manipulac¸a˜o alge´brica e´ complexa. Para de-
senvolvimentos matema´ticos que exigem ca´lculos de formas fechadas para derivadas e
integrais, por exemplo, a manipulac¸a˜o direta das func¸o˜es de transfereˆncia apresentadas
em (3.7) e (3.8) se torna invia´vel.
Em particular, algoritmos de otimizac¸a˜o como os discutidos no escopo deste traba-
lho utilizam, em sua maioria, derivadas de primeira e segunda ordem, cuja formulac¸a˜o
para estas func¸o˜es que combinam varia´veis complexas, senoidais, exponenciais e poli-
nomiais e´ de dif´ıcil obtenc¸a˜o.
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Como forma de simplificar os ca´lculos e aprimorar a eficieˆncia dos me´todos de
localizac¸a˜o que sera˜o apresentados posteriormente, uma reparametrizac¸a˜o do modelo
foi desenvolvida e proposta como aproximac¸a˜o.
Em suma, a equac¸a˜o (3.11) pode ser reescrita desenvolvendo-se os termos nas
func¸o˜es de transfereˆncia Fr e F✓, na forma:




u2G2r + 2uvcos(   ⇣)GrG✓ + v2G2✓
◆
, (3.13)
em que os termos, enquanto varia´veis complexas, sa˜o representados em suas formas
polares. Aqui, u e v sa˜o os valores absolutos e  e ⇣ sa˜o as fases, respectivamente para
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T + 2T 2
1 + T
◆
  T + ⇡
2
. (3.17)
No seguimento desse estudo, para que a derivac¸a˜o dos ca´lculos seja abordada mais
facilmente, u, v,  e ⇣ sa˜o manipulados e utilizados em sua forma polinomial.
Partindo de (3.13), uma nova formulac¸a˜o foi enta˜o pensada para substituir as
equac¸o˜es expressas para u, v,  e ⇣. A proposta e´ substituir as func¸o˜es complexas
do modelo original por func¸o˜es mais simples, que apresentem um comportamento simi-
lar na faixa de estudo do problema de localizac¸a˜o. O modelo de perda de propagac¸a˜o
aproximado aqui proposto e´ dado por:








no qual, a = a1r a2 , b = b1r b2 e b = c1log10(r + c2). a1, a2, b1, b2, c1 e c2 sa˜o
novos paraˆmetros derivados do modelo de canal. Os valores dos paraˆmetros propostos
podem ser escolhidos por calibrac¸a˜o e, subsequentemente, refinados por algoritmos de
otimizac¸a˜o, como os que sera˜o apresentados no Cap´ıtulo 4.
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Figura 3.2: Comparativo entre TTE e o modelo aproximado para a perda de poteˆncia para
uma dada variac¸a˜o na distaˆncia.
























Figura 3.3: Comparativo entre TTE e o modelo aproximado para a perda de poteˆncia para
um dado aˆngulo ✓.
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As Figuras 3.2 e 3.3 apresentam um comparativo do comportamento da perda de
poteˆncia relativa em aos modelos em (3.13) e (3.18) para variac¸o˜es da distaˆncia r e do
aˆngulo ✓.
Como pode ser visto, a curva do modelo teo´rico aproximado segue a curva do
modelo teo´rico original de forma satisfato´ria dentro de uma faixa de valores esperada
nas aplicac¸o˜es TTE em estudo.
Nos pro´ximos cap´ıtulos, o modelo aproximado pela reparametrizac¸a˜o sera´ utilizado
em paralelo com o modelo teo´rico original nas te´cnicas de localizac¸a˜o consideradas
e tera´ seu desempenho avaliado de forma comparativa, avaliando a viabilidade da
simplificac¸a˜o proposta.
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4 TE´CNICAS DE LOCALIZAC¸A˜O
A aplicac¸a˜o bem sucedida de uma te´cnica de localizac¸a˜o esta´ diretamente ligada a`
adequac¸a˜o do algoritmo ao cena´rio proposto. Mesmo para um cena´rio TTE t´ıpico, a
depender do problema considerado na aplicac¸a˜o, diferentes te´cnicas apresentam maior
ou menor viabilidade para um mesmo desempenho desejado.
No cena´rio de tags de baixa complexidade e poteˆncia, por exemplo, o escopo de
informac¸o˜es sobre as coordenadas e´ limitado. Como estabelecido na Sec¸a˜o 2.2, o pro-
blema descrito para a rede de sensores preveˆ a obtenc¸a˜o de estimativas de distaˆncia
por meio de medidas RSS. Essas medidas, devido a erros inerentes ao canal e ao pro-
cesso de medic¸a˜o, quando utilizadas na trilaterac¸a˜o na˜o mais estabelecem um ponto de
intersecc¸a˜o exato, mas sim toda uma regia˜o de coordenadas poss´ıveis. O problema se
torna enta˜o a resoluc¸a˜o de um sistema de equac¸o˜es na˜o lineares de soluc¸a˜o na˜o u´nica
(ver Sec¸a˜o 2.2.3), cuja abordagem segue aquela de problemas de otimizac¸a˜o: encontrar
a melhor soluc¸a˜o poss´ıvel dentre as via´veis.
Este cap´ıtulo constro´i o problema de localizac¸a˜o como um problema de otimizac¸a˜o
e apresenta abordagens poss´ıveis para sua soluc¸a˜o. Te´cnicas que lidam com resoluc¸a˜o
de sistemas na˜o lineares sa˜o exploradas e suas caracter´ısticas quando aplicadas ao TTE
sa˜o apresentadas na forma de me´todos de mı´nimos quadrados na˜o lineares e em uma
aplicac¸a˜o de otimizac¸a˜o estoca´stica.
4.1 LOCALIZAC¸A˜O COMO UM PROBLEMA DE OTIMIZAC¸A˜O
Na matema´tica, processos de otimizac¸a˜o sa˜o processos que buscam encontrar a
melhor soluc¸a˜o para um problema dentro de um conjunto de cena´rios (ou valores)
poss´ıveis [48].
Muitos problemas pra´ticos envolvem problemas de otimizac¸a˜o, procurando maxi-
mizar ou minimizar “custos” existentes, como por exemplo a determinac¸a˜o do melhor
prec¸o a partir das leis de oferta e demanda na economia e a formulac¸a˜o de compostos
qu´ımicos esta´veis pela relac¸a˜o de equil´ıbrio entre reagentes e produtos.
Para esses tipos de problema, um nu´mero finito de paraˆmetros e´ estimado a partir do
melhor ajuste de um conjunto de dados a um certo modelo. Nesse sentido, o problema
de localizac¸a˜o estabelecido pode ser visto tambe´m como um problema de otimizac¸a˜o.
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Estimar as coordenadas mais adequadas de uma regia˜o de pontos poss´ıveis a partir de
medidas obtidas nada mais e´ do que minimizar os erros dessas medidas em relac¸a˜o a
um modelo existente.
Geralmente, esse procedimento envolve encontrar mı´nimos ou ma´ximos para a cha-
mada func¸a˜o objetivo, representativa do custo associado ao evento que se quer otimizar.
Quando a func¸a˜o objetivo G(↵) e´ a soma dos quadrados de func¸o˜es na˜o lineares [49]
o problema de otimizac¸a˜o e´ tambe´m chamado de problema de mı´nimos quadrados (ou
LS, do ingleˆs Least Squares) na˜o linear, pois sa˜o minimizadas as somas dos quadrados











Para a questa˜o proposta de localizac¸a˜o, cujas equac¸o˜es que relacionam a perda de
poteˆncia a` posic¸a˜o relativa sa˜o na˜o lineares, a abordagem segue a de problemas desse
tipo.
Em termos pra´ticos, queremos minimizar a soma dos erros g(↵) - comumente deno-
minadas res´ıduos - de cada relac¸a˜o de medida de poteˆncia entre tag e aˆncora. Queremos









Aqui, pelo modelo obtido no Cap´ıtulo 3 para a perda de poteˆncia, ↵ = [x, y, z, ✓x, ✓y]
e gi(↵) = gPLi(↵)   PLi(↵), em que gPLi e´ a medida de perda de poteˆncia e PLi e´ a
perda de poteˆncia estimada pelo modelo em (3.11) para a aˆncora i em dB, sendo
m o nu´mero de aˆncoras. Ao minimizar G(↵), encontramos os paraˆmetros ↵ que
correspondem de forma mais acurada ao modelo para os dados observados em cada
aˆncora.
O problema colocado em (4.2) e´ geralmente bem dif´ıcil de ser resolvido. Soluc¸o˜es
para sistemas de equac¸o˜es na˜o lineares sa˜o mais complicados do que aqueles que apre-
senta apenas equac¸o˜es lineares, de forma que ate´ determinar se uma soluc¸a˜o existe e´
dif´ıcil.
No caso espec´ıfico de problemas LS, nem sempre e´ poss´ıvel encontrar um mini-
mizador global para G(↵). Sa˜o va´rios os me´todos para se resolver problemas de oti-
mizac¸a˜o desse tipo, mas a maioria alcanc¸a apenas minimizadores locais. Te´cnicas como
o me´todo do gradiente, me´todo de Newton ou me´todo de pesquisa linear, por exemplo,
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encontram valores mı´nimos apenas dentro de uma regia˜o controlada em torno de uma
estimativa inicial e na˜o em todo o domı´nio da func¸a˜o [50].
Ainda assim, existem me´todos espec´ıficos para problemas LS na˜o lineares cujo de-
sempenho apresenta melhor eficieˆncia, alcanc¸ando convergeˆncias melhores que lineares
e por vezes ate´ convergeˆncia quadra´tica. Tais te´cnicas, em sua maioria iterativas, ge-
ralmente encontram bastante aplicabilidade na resoluc¸a˜o de problemas pra´ticos e sa˜o
base de muitas soluc¸o˜es robustas em sistemas de localizac¸a˜o.
Na pro´xima sec¸a˜o, um dos algoritmos mais conhecidos para soluc¸a˜o de problemas
LS na˜o lineares, o me´todo de Gauss-Newton, e´ apresentado em mais detalhes para o
problema de localizac¸a˜o.
4.2 ME´TODO DE GAUSS-NEWTON
O Me´todo de Gauss-Newton (aqui por vezes abreviado GN) e´ uma modificac¸a˜o
do conhecido me´todo de Newton, comumente utilizado para a aproximac¸a˜o das ra´ızes
de uma func¸a˜o. Tambe´m iterativo, os algoritmos de Gauss-Newton sa˜o geralmente
aplicados em problemas de regressa˜o na˜o-linear, estimando paraˆmetros do modelo que
estejam em concordaˆncia com os dados observados.
Diferentemente de outros me´todos, Gauss-Newton na˜o utiliza de derivadas de se-
gunda ordem do modelo para a obtenc¸a˜o das estimativas dos paraˆmetros. Tal ca-
racter´ıstica representa uma vantagem em termos de viabilidade para problemas cujo
ca´lculo de formulac¸o˜es fechadas e´ complexo, como e´ o caso aqui em estudo (Ver Sec¸a˜o
3.2.2 para mais detalhes).
Assim como para os me´todos de Newton, algoritmos GN funcionam como base
para algoritmos mais complexos com foco maior em convergeˆncia e acura´cia. Um
desses algoritmos, o me´todo de Levenberg-Marquardt, sera´ estudado em mais detalhes
na Sec¸a˜o 4.2.1.
A ideia ba´sica do me´todo de Gauss-Newton e´ aproximar um modelo na˜o linear por
um modelo linear na vizinhanc¸a de ↵⇤ a partir de derivadas de primeira ordem e enta˜o
refinar as estimativas de forma iterativa. De forma geral, o que se procura e´ minimizar















As ra´ızes de (4.3) podem ser encontradas atrave´s da soluc¸a˜o do sistema de equac¸o˜es
formado pelas derivadas parciais de G(↵), cuja interpretac¸a˜o pode ser facilitada se
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Como comentado, para o desenvolvimento do algoritmo GN e´ importante a obtenc¸a˜o
das derivadas da func¸a˜o objetivo. Supondo que g possui derivadas parciais de segunda
ordem, pode-se escrever sua expansa˜o em se´rie de Taylor para um incremento p como:
g(↵+ p) = g(↵) + J(↵)p+O(kpk2), (4.5)
em que J 2 Rm⇥n e´ o Jacobiano, cujas entradas sa˜o as derivadas parciais de primeira















e o gradiente em (4.3) se torna:
G0(↵) = J(↵)Tg(↵). (4.8)


















mostrando que a derivada de segunda ordem pode ser dada enta˜o por:






Para se obter a aproximac¸a˜o linear na qual se baseia o me´todo GN, retomamos a
expansa˜o em se´rie de Taylor apresentada em (4.5) para valores pequenos de kpk. A
func¸a˜o g na vizinhanc¸a de ↵ pode ser enta˜o aproximada por um modelo l em que:
g(↵+ p) ' l(p) ⌘ g(↵) + J(↵)p. (4.11)
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Utilizando a aproximac¸a˜o (4.11) na definic¸a˜o em (4.4) e manipulando a equac¸a˜o,
temos, para g = g(↵) e J = J(↵), que:















E, de forma direta, derivando para o gradiente e o Hessiano de L(p) temos:
L0(p) = JTg + JTJp, (4.13a)
L00(p) = JTJ . (4.13b)
Conhecendo L(p), o incremento do algoritmo de Gauss Newton e´ aquele que, da




Logo, dado que L00(p) independente de p, se as colunas de J sa˜o linearmente
independentes, i.e. tem posto completo, enta˜o a matriz do Hessiano e´ definida positiva,
podendo-se afirmar que a func¸a˜o objetivo G(↵) possui um minimizador que e´ u´nico
[51].
Dessa forma, a partir de (4.14) o incremento de Gauss-Newton pode ser encontrado
pela soluc¸a˜o de:
(JTJ)pgn =  JTg. (4.15)
que se considerando o processo gerado por uma estimativa inicial ↵(0), enta˜o, pode ser
substituido como passo iterativo na forma:
↵(k+1) = ↵(k) + (JTJ) 1JTg(↵(k)), (4.16)
que e´ a equac¸a˜o que expressa o me´todo de Gauss-Newton para um modelo espec´ıfico.
O incremento gerado no passo de Gauss Newton tem sentido descendente e o seu
tamanho pode ser ponderado por me´todos de pesquisa linear [50]. No algoritmo tradi-
cional, considerado na formulac¸a˜o aqui mostrada, este fator de ponderac¸a˜o e´ unita´rio.
Notadamente, dado o sentido descendente, se o algoritmo converge, o limite e´ um
ponto estaciona´rio do domı´nio, atingido para JTk pgn,k = 0. Nesse caso, (4.3) e´ satisfeita
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e mais iterac¸o˜es na˜o sa˜o necessa´rias. Contudo, o algoritmo pode ainda convergir lenta-
mente ou na˜o convergir, caso a matriz aproximada do Hessiano esteja mal condicionada
ou a estimativa inicial esteja muito longe do ponto de mı´nimo.
Na pra´tica, a aproximac¸a˜o da derivada de segunda ordem obtida em L00(p) reduz a
complexidade dos ca´lculos e economiza um tempo considera´vel de processamento com-
putacional, ponto forte da grande aplicabilidade do algoritmo. Para isso, no entanto,
pressupo˜e-se que a func¸a˜o g e´ deriva´vel e o Jacobiano existe para o modelo conside-
rado. Como colocado anteriormente, e´ imposta a condic¸a˜o de que o Jacobiano tenha
posto completo em todas as etapas iterativas, sendo o seu ca´lculo essencial. No caso
espec´ıfico da localizac¸a˜o TTE, essa condic¸a˜o reforc¸a a necessidade que as equac¸o˜es de
perda de poteˆncia sejam manipula´veis, permitindo a correta aplicac¸a˜o do me´todo.
De forma geral, embora apresente bom desempenho e convergeˆncia ra´pida quando
pro´ximo a soluc¸a˜o - convergeˆncia quadra´tica em casos espec´ıficos -, o me´todo GN
pode falhar, na˜o encontrando um minimizador local de forma satisfato´ria. Verso˜es
modificadas sa˜o geralmente utilizadas em aplicac¸o˜es reais por apresentarem um melhor
desempenho global e mais robustez. A pro´xima sec¸a˜o trata uma dessas verso˜es, na
forma do algoritmo de Levenberg-Marquardt.
4.2.1 Me´todo de Levenberg-Marquardt
Desenvolvido por Levenberg em 1944 e posteriormente por Marquardt em 1963, o
me´todo de Levenberg-Marquardt (ou me´todo LM) e´ uma das mais utilizadas verso˜es
modificadas do algoritmo de Gauss-Newton. Amplamente reconhecido como a versa˜o
mais robusta do me´todo original, o me´todo LM se diferencia por utilizar um fator de
amortecimento para controlar de forma mais precisa a direc¸a˜o e o tamanho do passo
em cada iterac¸a˜o do algoritmo.
Na˜o sendo necessa´rio um me´todo de pesquisa linear para ponderar a iterac¸a˜o e
utilizando da mesma aproximac¸a˜o do algoritmo GN para a matriz do Hessiano, a
modificac¸a˜o da equac¸a˜o (4.15) para a inclusa˜o do fator de amortecimento   e´ direta,
na forma:
(A+  I)plm =  q, (4.17)
com q = JTg,A = JTJ e     0. As aglutinac¸o˜es emA e q sa˜o utilizadas para facilitar
a explicac¸a˜o do algoritmo e, como ja´ feito anteriormente, g = g(↵) e J = J(↵).
Importante notar que sendo o fator de amortecimento sempre positivo, e´ garantido
que a matriz inversa existe e e´ sempre definida positiva. Tal caracter´ıstica assegura
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que as iterac¸o˜es seguem sempre em sentido descendente do incremento.
Avaliando o amortecimento em mais detalhes, e´ poss´ıvel notar que quando   e´
grande, temos p = JTg/  e, portanto, passos curtos na direc¸a˜o descendente (↵(k+1)
muito pro´ximo de ↵(k)). Esta configurac¸a˜o traz um progresso lento da convergeˆncia, o
que e´ prefer´ıvel se o estado atual esta´ longe da soluc¸a˜o.
Por outro lado, se o fator lambda e´ muito pequeno, os passos sa˜o mais largos
(↵(k+1) mais distante de ↵(k)) e estes se aproximam do passo de GN dado em 4.16. Tal
configurac¸a˜o e´ deseja´vel nos u´ltimos esta´gios da iterac¸a˜o, quando ↵ esta´ pro´ximo de
↵⇤ e a convergeˆncia deve ser mais ra´pida.
A escolha do valor do fator de amortecimento a cada iterac¸a˜o deve enta˜o ser con-
trolada de forma a corresponder ao estado atual da minimizac¸a˜o e ao passo que se
pretende dar. Para um valor inicial  0, a escolha e´ relacionada com o tamanho dos
elementos da matriz A, pela escolha de,
 0 = ⌧ max
i
{a(0)ii } (4.18)
em que ⌧ e´ um fator definido pelo usua´rio, geralmente pequeno e com pouca influeˆncia
no desempenho do algoritmo [51]. Na aplicac¸a˜o realizada neste trabalho utilizamos
⌧ = 10 3.





na qual o denominador pode ser reescrito para representar o ganho previsto em (4.12)
pela linearizac¸a˜o. Manipulando a expressa˜o matema´tica em (4.19), obtemos:














Logo, dados os dois termos na soma final de (4.20) positivos, enta˜o o denominador
L(0)  L(plm) e´ sempre positivo.
A relac¸a˜o em (4.19) e´ um comparativo entre a reduc¸a˜o real existente da diferenc¸a
no conjunto de dados medidos, representados nas func¸o˜es objetivo do numerador, e a
reduc¸a˜o prevista pela aproximac¸a˜o linear proposta, pautada no denominador. Se temos
um valor alto da taxa de ganho, isso indica que L(plm) e´ pro´ximo de G(↵ + plm)
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e podemos enta˜o reduzir o fator de amortecimento, aproximando do passo de GN.
Por outro lado, se a taxa de ganho e´ baixa ou tem valor negativo, ou seja G(↵)  
G(↵ + plm) > 0, enta˜o a func¸a˜o objetivo na˜o esta´ mais em sentido descendente e a
aproximac¸a˜o L(plm) e´ uma aproximac¸a˜o ruim. Nesse cena´rio, devemos aumentar o
valor de  , retomando o sentido na pro´xima iterac¸a˜o e aumentando as chances de uma
convergeˆncia mais ra´pida.
4.2.1.1 Apresentac¸a˜o do Algoritmo
O algoritmo como implementado neste trabalho e´ derivado de [51] e mostrado no
Algoritmo 1 para os paraˆmetros " como crite´rios de parada e as varia´veis k e   para a
contagem de iterac¸o˜es e a ponderac¸a˜o do amortecimento, respectivamente.
Para as aplicac¸o˜es aqui realizadas, as alterac¸o˜es para aumento ou reduc¸a˜o no fator
de amortecimento a cada iterac¸a˜o sa˜o feitas com base na estrate´gia proposta em [52],
que representa uma alternativa com transic¸o˜es mais fluidas para   do que as propostas
originalmente por Marquardt em [53].
Ainda, importante pautar a boa escolha dos fatores de parada ". No Algoritmo 1, "1
reflete que a func¸a˜o objetivo atingiu valores pro´ximos do ponto de mı´nimo (G0(↵⇤) =
q(↵⇤) = 0) e, portanto, o processo iterativo pode ser interrompido. Da mesma forma, "2
para o algoritmo se a mudanc¸a observada em alpha e´ muito pequena entre duas iterac¸a˜o
subsequentes, o que na no caso final representa ↵(k+1) = ↵(k), que acontece apenas
quando JT (↵(k))g(↵(k)) = 0 (condic¸a˜o de optimalidade alcanc¸ada). Finalmente, kmax
entra como paraˆmetro padra˜o para impedir a continuac¸a˜o de um loop infinito. Para
todas as implementac¸o˜es aqui realizadas, os valores " foram escolhidos como "1 = "2 =
10 8 e kmax = 200.
Analiticamente, o algoritmo de Levenberg-Marquardt pode ser interpretado tambe´m
como a implementac¸a˜o de um me´todo de regia˜o de confianc¸a, em que o incremento plm
a cada iterac¸a˜o e´ tomado dentro de uma esfera cujo raio varia com a lo´gica inversa da
variac¸a˜o do fator de amortecimento. Nesse cena´rio, se o modelo aproximado esta´
pro´ximo dos dados observados (taxa % alta), aumentamos o raio da regia˜o de confianc¸a
e permitimos passos mais largos do algoritmo, caso ana´logo a`quele em que   assume
baixos valores. Por outro lado, se % e´ pequeno, reduzimos o raio da regia˜o de confianc¸a
e limitamos o tamanho do incremento plm, reduzindo a velocidade de convergeˆncia e
controlando melhor a iterac¸a˜o, que e´ exatamente o que ocorre quando   e´ grande.
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Algoritmo 1: Me´todo de Levenberg-Marquardt
Entrada: ↵(0), "1, "2, kmax
Sa´ıda: Estimativa ↵
1 in´ıcio
2 k := 0
3   := 2;  0 := ⌧ maxi{a(0)ii }
4 ↵ := ↵(0)
5 q := JT (↵)g(↵);A := JT (↵)J(↵)
6 found := (kqk)1  "1
7 enquanto (not found) e (k < kmax) fac¸a
8 Resolver plm para (4.17)
9 se (kplmk  "2(↵(k) + "2)) enta˜o
10 found := True
11 sena˜o
12 ↵(k+1) := ↵(k) + plm
13 Calcular % por (4.19)
14 se % > 0 enta˜o
15 ↵(k) := ↵(k+1)
16 Recalcular A e q
17 found := (kqk)1  "1
18   :=  max{13 , 1  (2%  1)3};   := 2
19 sena˜o
20   :=   ;   := 2 
21 fim
22 fim




A derivac¸a˜o do Me´todo LM utilizando o artif´ıcio de regio˜es de confianc¸a e´ mostrado
em mais detalhes em [54].
Usualmente, me´todos LM teˆm desempenho bem superior aos alcanc¸ados pelo me´todo
GN por terem mais controle sobre a influeˆncia do Hessiano. Via de regra, Levenberg-
Marquardt apresenta resultados com melhor acura´cia com o contraponto de precisar de
mais iterac¸o˜es quando as estimativas esta˜o distantes do mı´nimo, sendo especialmente
41
aplicados quando a formulac¸a˜o de J apresenta problemas conhecidos em relac¸a˜o a` in-
dependeˆncia linear ou na˜o e´ controla´vel a cada iterac¸a˜o. Nesses casos, Gauss-Newton
deixa de ser efetivo e as alternativas se torna necessa´ria.
4.2.2 Aproximac¸a˜o Nume´rica: Me´todo da Secante
Nos algoritmos apresentados anteriormente cuja base e´ o me´todo de Newton, su-
pomos que a func¸a˜o g e´ diferencia´vel, ou seja, o Jacobiano existe. No entanto, em
algumas aplicac¸o˜es pra´ticas na˜o e´ poss´ıvel encontrar uma formulac¸a˜o fechada para as
derivadas da func¸a˜o em estudo ou, como e´ o caso para o modelo TTE apresentado no
Cap´ıtulo 3, suas formulac¸o˜es sa˜o complexas e de dif´ıcil manipulac¸a˜o.
Enxergar a func¸a˜o modelada g(↵) como uma “caixa preta”, em que apenas entradas
e sa´ıdas sa˜o visualizadas embasou a derivac¸a˜o da te´cnica apresentada nesta sec¸a˜o.
A otimizac¸a˜o para problemas de mı´nimos quadrados e´ aplicada mantendo a lo´gica
operacional dos me´todos estudados anteriormente. Partindo do me´todo mais robusto
de Levenberg-Marquardt, a ideia aqui e´ utilizar o comportamento do modelo no ponto
de cada iterac¸a˜o para obtenc¸a˜o de aproximac¸o˜es de suas derivadas. Tal realizac¸a˜o pode
ser alcanc¸ada por diferenciac¸a˜o nume´rica, na forma do me´todo da secante [48].
Bem tradicional, o me´todo da secante pode ser pensado como uma aproximac¸a˜o
por diferenc¸as finitas do me´todo de Newton. O processo consiste em aproximar os
elementos do Jacobiano a partir de uma relac¸a˜o de recorreˆncia. A matriz J(↵) e´
substitu´ıda por B, cujas elementos seguem a fo´rmula:
@gi
@↵j
(↵) ' gi(↵+ ⇠ej)  gi(↵)
⇠
⌘ bij, (4.21)
em que ej e´ o vetor unita´rio na direc¸a˜o da j-e´sima coordenada e ⇠ e´ um nu´mero
real extremamente pequeno. De fato, para cada iterac¸a˜o em ↵ sa˜o realizadas n + 1
avaliac¸o˜es da func¸a˜o g, uma para cada coordenada do vetor ↵. A eficieˆncia do me´todo
depende enta˜o de forma direta da quantidade de paraˆmetros a serem otimizados. Para
o caso de um u´nico paraˆmetro, ou seja, ↵ como escalar, ter´ıamos o me´todo da secante
tradicional. Como ↵ e´ um vetor coluna, costuma-se denominar essa te´cnica de me´todo
da secante generalizado.
Para adaptac¸a˜o do me´todo LM, considerando a aproximac¸a˜o linear em (4.11), na
substituic¸a˜o da matriz do Jacobiano pela matriz aproximada B, temos que:
g(↵+ p) ' o(↵) ⌘ g(↵) +Bp (4.22)
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que continuando para a pro´xima iterac¸a˜o preveˆ Bk+1 com:
g(↵(k+1) + p) ' g(↵(k+1)) +Bk+1p (4.23)
Procuramos a igualdade p = ↵(k)  ↵(k+1), de forma que:
g(↵(k)) = g(↵(k+1)) +Bk+1(↵
(k)  ↵(k+1)). (4.24)
No entanto, temos m equac¸o˜es (m dados retirados de cada aˆncora) para a matriz
B de m⇥n elementos. Para suprir essa condic¸a˜o, uma substituic¸a˜o e´ sugerida em [55],
em que:
Bk+1 = Bk + µp






Para esta aproximac¸a˜o do Jacobiano na forma da matrizB, Powell mostra que, se o
conjunto de vetores ↵(1),↵(2), . . . converge para ↵⇤, e os incrementos do conjunto {p(k)}
sa˜o linearmente independentes para todo k   n, enta˜o o conjunto de aproximac¸o˜es
{Bk} converge para J(↵⇤), independentemente da escolha de {B0} [56].
No entanto, esta condic¸a˜o nem sempre e´ atendida no processo iterativo. Por vezes,
B e´ uma aproximac¸a˜o ta˜o pouco pro´xima da matriz original do Jacobiano que o in-
cremento p avaliado em determinada iterac¸a˜o na˜o consegue sequer assumir o sentido
descendente.
Em iterac¸o˜es desse tipo, pelo algoritmo LM, o valor de ↵ deve permanecer inal-
terado enquanto o fator de amortecimento   e´ aumentado. Contudo, se em iterac¸o˜es
subsequentes a aproximac¸a˜o B continuar sendo uma aproximac¸a˜o pouco veross´ımil, o
fator de amortecimento continuara´ aumentando indefinidamente enquanto a estimativa
↵ permanece afastada da soluc¸a˜o ↵⇤.
Para solucionar esse problema, a adic¸a˜o de etapas para recalcular o valor de B em
casos de na˜o conformidade foi pensada. A soluc¸a˜o aplicada neste trabalho considera um
processo de atualizac¸o˜es c´ıclicas da matriz B considerando coordenada-a-coordenada.
Aqui, para cada coordenada j (com j = 1, . . . , n) em uma determinada iterac¸a˜o de
incremento {p(k)}, a relac¸a˜o entre o tamanho da coordenada e o tamanho do incremento
e´ avaliada. Tal avaliac¸a˜o e´ feita por:
|pj| < kpk (4.26)
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em que, se o crite´rio e´ atendido para um determinado fator arbitra´rio , enta˜o a
aproximac¸a˜o para a coluna j e´ considerada ruim e a matriz B e´ recalculada. Este novo
ca´lculo de B considera ↵(k+1) = ↵(k) + ⌘ej, sendo:
se ↵j = 0, enta˜o ⌘ := k
2, (4.27a)
se na˜o, ⌘ := k|↵j|. (4.27b)
Assim, atrave´s de um nu´mero maior de avaliac¸o˜es da func¸a˜o g, procura-se mitigar
o efeito de aproximac¸o˜es nume´ricas pouco veross´ımeis. Via de regra, enquanto o in-
cremento p e´ atualizado apenas se o crite´rio da taxa de ganho (sentido descendente)
e´ atendido, a aproximac¸a˜o B e´ recalculada em todos as iterac¸o˜es, de forma que o
gradiente q pode ser alterado mesmo que g(↵) permanec¸a o mesmo.
4.2.2.1 Apresentac¸a˜o do Algoritmo
A sequeˆncia de passos de Levenberg-Marquardt adaptada para o me´todo da secante
e´ mostrada no Algoritmo 2.
Como e´ poss´ıvel notar, o monitoramento do fator de amortecimento permanece
o mesmo daquele presente no Algoritmo 1, sendo acrescentada apenas a etapa de
avaliac¸a˜o da aproximac¸a˜o B.
Na aplicac¸a˜o realizada neste trabalho, o fator  e´ definido 0, 8, para considerac¸a˜o
de um cena´rio pessimista, como indicado em [51]. Ainda, B0 e´ calculado por (4.21),
com ⇠ igual a 10 7. O outros paraˆmetros permanecem inalterados do Algoritmo 1.
Em termos pra´ticos, o me´todo da secante apresenta desempenho ta˜o robusto quanto
aquele do me´todo LM original, mesmo sem o conhecimento pre´vio do formato do Ja-
cobiano. No entanto, as mu´ltiplas aproximac¸o˜es recalculadas para B fazem com que
a velocidade de convergeˆncia deste algoritmo seja bem mais baixa que a daquele. Por-
tanto, se existem informac¸o˜es pre´vias sobre o gradiente da func¸a˜o, e´ sempre mais
vantajoso utilizar o me´todo LM original.
Em suma, Gauss-Newton e em especial sua versa˜o na forma do algoritmo de
Levenberg-Marquardt possuem desempenho muito bons na resoluc¸a˜o de problemas
de mı´nimos quadrados na˜o lineares. Dentre outros me´todos poss´ıveis [57], os aqui es-
tudados conseguem apresentar resultados expressivos em taxas de convergeˆncia sem
perda de acura´cia.
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Algoritmo 2: Levenberg-Marquardt com Me´todo da Secante
Entrada: ↵(0), "1, "2, kmax
Sa´ıda: Estimativa ↵
1 in´ıcio
2 k := 0
3   := 2;  0 := ⌧ maxi{a(0)ii }
4 ↵ := ↵(0)
5 j := 0; B := B0
6 q := BT (↵)g(↵);A := BT (↵)B(↵)
7 found := (kqk)1  "1
8 enquanto (not found) e (k < kmax) fac¸a
9 Resolver plm para (4.17)
10 se (kplmk  "2(↵(k) + "2)) enta˜o
11 found := True
12 sena˜o
13 j := mod(j, n) + 1
14 se (|pj| < kpk) enta˜o
15 Atualizar ↵ usando (4.27)
16 ↵(k+1) := ↵(k) + ⌘ej
17 Calcular Bk+1 por Broyden (4.25)
18 fim
19 ↵(k+1) := ↵(k) + plm
20 Bk := Bk+1
21 Calcular % por (4.19)
22 se % > 0 enta˜o
23 ↵(k) := ↵(k+1)
24   :=  max{13 , 1  (2%  1)3};   := 2
25 sena˜o
26   :=   ;   := 2 
27 fim
28 Recalcular A e q
29 found := (kqk)1  "1
30 fim





No entanto, a dependeˆncia de uma estimativa inicial minimamente pro´xima da
soluc¸a˜o final faz com que a aplicac¸a˜o desse tipo de algoritmo acabe se limitando em
problemas cuja busca por mı´nimos locais e´ suficiente. Para os cena´rios em comu-
nicac¸o˜es TTE, isto nem sempre e´ possivel, sendo a aproximac¸a˜o da estimativa inicial
um problema com o qual precisamos lidar.
A pro´xima sec¸a˜o apresenta um algoritmo que lida com a existeˆncia de mı´nimos
globais de maneira mais robusta, contornando o problema dos me´todos apresentados
ate´ enta˜o.
4.3 RECOZIMENTO SIMULADO (SIMULATED ANNEALING)
Me´todos de otimizac¸a˜o estoca´stica, nos quais a busca por uma configurac¸a˜o mı´nima
ou ma´xima e´ realizada de forma probabil´ıstica, sa˜o uma categoria de algoritmos muito
utilizados em problemas pra´ticos. Diferentemente dos algoritmos explorados anterior-
mente, estes na˜o sa˜o dependentes de derivadas e aproximac¸o˜es nume´ricas, podendo ser
aplicados de forma mais ampla em cena´rios onde na˜o e´ poss´ıvel ou e´ muito complexo
encontrar uma soluc¸a˜o para as derivadas da func¸a˜o objetivo.
O me´todo de Recozimento Simulado, ou SA (do ingleˆs, Simulated Annealing) e´ um
dos tipos mais conhecidos dessa categoria de te´cnicas estoca´sticas. Mais especifica-
mente, Recozimento Simulado faz parte de uma classe de algoritmos que procuram
emular padro˜es de otimizac¸a˜o a partir de processos existentes na natureza. Nascidas
como meta-heur´ısticas, te´cnicas que utilizam otimizac¸a˜o por enxame de part´ıculas,
coloˆnia de formigas, e algoritmos gene´ticos, por exemplo, encontram cada vez mais
aplicabilidade atualmente, principalmente no ramo da inteligeˆncia artificial [58] [59].
Em particular, o me´todo SA e´ baseado em um princ´ıpio da termodinaˆmica de
part´ıculas, bastante utilizando na metalurgia em um processo chamado de recozimento.
Nesse processo, um metal e´ aquecido ate´ altas temperaturas e depois lentamente res-
friado de forma controlada ate´ atingir um estado de baixa energia. Durante a etapa
de resfriamento, a´tomos do metal tendem a se organizar em estruturas uniformes que
minimizam a energia do sistema, resultando em um material de mais alta qualidade,
mais esta´vel e com propriedades melhores.
O princ´ıpio aqui e´ de que dando mais energia para os a´tomos se moverem livremente,
mas mantendo o arrefecimento controlado, existem probabilidades maiores destes al-
canc¸arem uma configurac¸a˜o com menor energia interna. De fato, como um processo
natural de base estoca´stica, o movimento nem sempre e´ previs´ıvel, com alguns pontos
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de equil´ıbrio te´rmico ao longo do resfriamento do material podendo encontrar confi-
gurac¸o˜es de maior energia interna.
4.3.1 Descric¸a˜o da Te´cnica
Como te´cnica, o me´todo SA pode ser visto como uma interpretac¸a˜o mais avanc¸ada
do Algoritmo de Metropolis [60], mesclando os princ´ıpios de mecaˆnica estat´ıstica em
um processo de otimizac¸a˜o combinato´ria.
Como descric¸a˜o mais utilizada na pra´tica, um estado inicial e´ gerado no domı´nio
da func¸a˜o e sua configurac¸a˜o e´ perturbada continuamente de forma iterativa. Se uma
configurac¸a˜o com menor energia (ou seja, uma soluc¸a˜o melhor) e´ encontrada, enta˜o a
mudanc¸a e´ aceita, se a configurac¸a˜o apresenta maior energia (ou seja, e´ uma soluc¸a˜o
pior), a mudanc¸a na˜o e´ rejeitada de cara e ainda pode ser aceita, mas com uma pro-
babilidade definida.
Nessa propriedade entra a analogia direta com o processo de resfriamento: estados
de maior energia interna podem ocorrer, contrariando o movimento descendente du-
rante o equil´ıbrio te´rmico. Essa reduc¸a˜o da temperatura e´ emulada em cada iterac¸a˜o e
quanto maior a temperatura, maior a componente aleato´ria que define a probabilidade
de aceite ou na˜o de uma soluc¸a˜o pior.
Esta propriedade do algoritmo em aceitar soluc¸o˜es piores durante o processo tem
como func¸a˜o permitir que o mesmo escape da estagnac¸a˜o e de falsos mı´nimos. O
movimento em sentido ascendente de maneira controlada surge como forma de evitar
convergeˆncias prematuras e abrir espac¸o para o progresso em direc¸o˜es ainda mais des-
cendentes, conseguindo possivelmente encontrar um o´timo global. Tal caracter´ıstica
vai de encontro a`s propriedades estudadas anteriormente nas te´cnicas que seguem o
me´todo do gradiente, em que a configurac¸a˜o atual e´ perturbada exclusivamente em
sentido descendente, podendo ficar facilmente presa em mı´nimos locais. Na Figura
4.1 um exemplo do funcionamento do me´todo SA para uma func¸a˜o objetivo gene´rica
e´ apresentado, mostrando que a partir de movimentos ascendentes e´ poss´ıvel que o
algorito encontre caminhos melhores.
No geral, o me´todo SA pode ser visto em duas etapas: no in´ıcio como uma ex-
plorac¸a˜o livre e ampla do domı´nio do problema, no qual movimentos ascendentes e
descentes sa˜o comuns, e em seguida, com a reduc¸a˜o da temperatura e a probabili-
dade de soluc¸o˜es piores, como um processo de escalada estoca´stica (hill-climbing), refi-
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Figura 4.1: Comportamento do algoritmo de Recozimento Simulado para uma func¸a˜o
gene´rica.
Assim, em termos matema´ticos, o me´todo preveˆ a avaliac¸a˜o de ↵ em todo o domı´nio
da func¸a˜o objetivo, com o intuito de encontrar uma soluc¸a˜o o´tima sem que a estimativa
fique presa em mı´nimos locais.
No cena´rio das redes de sensores TTE, a partir de estimativas aleato´rias da posic¸a˜o
inicial das tags, em cada iterac¸a˜o do algoritmo, uma perturbac¸a˜o e´ realizada alterando
os paraˆmetros em ↵ (posic¸o˜es estimadas e aˆngulos) em direc¸o˜es e sentidos aleato´rios,
gerando assim um novo valor ↵(k). A func¸a˜o objetivo G(↵) e´ enta˜o recalculado para a
nova estimativa de localizac¸a˜o e a mudanc¸a  (G) = G(↵(k+1)) G(↵(k)) e´ avaliada.
Se  (G)  0, a func¸a˜o objetivo assume um valor menor que o da iterac¸a˜o anterior
e, portanto, os paraˆmetros encontrados apresentam menor erro de medida em relac¸a˜o
a`s aˆncoras. A nova coordenada e´ enta˜o utilizada como ponto inicial para a pro´xima
iterac¸a˜o. Para  (G) > 0, situac¸a˜o em que as novas coordenadas apresentam maior
erro em relac¸a˜o a`s aˆncoras e esta˜o possivelmente mais distantes, a aceitac¸a˜o entra no
modelo probabil´ıstico do me´todo.
Para reproduzir as caracter´ısticas do processo natural, onde o aceite e´ mais prova´vel
a altas temperaturas e bastante improva´vel a temperaturas reduzidas, o fator de Boltz-
mann, derivado originalmente em [60] e´ utilizado para calcular essa probabilidade. A
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func¸a˜o de aceitac¸a˜o e´ dada por:
B( ) =
8><>:







em que a func¸a˜o de probabilidade depende da diferenc¸a de energia entre os estados e
de um paraˆmetro global, T, comumente denominado temperatura como refereˆncia ao
processo natural e que varia de forma estritamente decrescente a partir de uma func¸a˜o
chamada func¸a˜o de resfriamento.
A partir de 4.28, escolhida em cada iterac¸a˜o uma varia´vel c aleatoriamente dentro
do intervalo [0, 1], faz-se enta˜o:
• B( )   c, a soluc¸a˜o pior e´ aceita;
• B( ) < c, a soluc¸a˜o pior e´ rejeitada.
Durante o processo de aceite, a varia´vel T determina a sensibilidade do sistema
a variac¸o˜es de energia e, por conseguinte, a` evoluc¸a˜o do algoritmo. A medida que
T diminui, a func¸a˜o B tambe´m diminui e, portanto, maior a probabilidade de uma
soluc¸a˜o ruim ser rejeitada. No caso limite em que T = 0, a func¸a˜o aceita apenas
movimentos descendentes, no sentido de soluc¸o˜es melhores.
Interessante notar ainda que a func¸a˜oB e´ ponderada pela diferenc¸a  (G) de forma
inversamente proporcional: se a variac¸a˜o na energia aumenta, a func¸a˜o B diminui.
Para grandes alterac¸o˜es na energia do sistema, a possibilidade de aceitac¸a˜o de uma
soluc¸a˜o pior e´ menor, ou seja, mudanc¸as mais pro´ximas para estados piores sa˜o mais
aceitas. Essa propriedade ajuda a reduzir a ocorreˆncia de movimentos muito dra´sticos.
4.3.1.1 Apresentac¸a˜o do Algoritmo
O me´todo SA como utilizado neste trabalho e´ apresentado em seu pseudoco´digo no
Algoritmo 3.
Como comentado anteriormente, o estado inicial ↵(0) e´ escolhido de forma aleato´ria
e a temperatura T0 e´ inicializada com um valor alto. Nas simulac¸o˜es realizadas, foi
utilizado T0 igual a 100.
A func¸a˜o de vizinhanc¸a diz respeito a perturbac¸a˜o no estado atual em cada in-
terac¸a˜o. Ela e´ importante principalmente quando a progressa˜o da func¸a˜o objetivo
apresenta localmente muitos picos envoltos por vales profundos em seu domı´nio. Este
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e´ o caso encontrado no modelo de perda de poteˆncia do TTE, cuja influeˆncia dos
aˆngulos de rotac¸a˜o ✓x e ✓y promove caracter´ısticas senodais a` func¸a˜o G(↵).
Dentre va´rias alternativas, foi escolhida a func¸a˜o de vizinhanc¸a ra´pida [61], dada
por:
R(↵) : ↵(k+1) = ↵(k) + Jw, (4.29)
em que w 2 D e´ um vetor aleato´rio com kwk = 1.
Notadamente, o algoritmo pode ser enxergado como sendo repetido para os dois
ciclos formados pelos loops interno e externo. O loop interno realiza a perturbac¸a˜o no
sistema e o procedimento de decisa˜o, a partir dos ca´lculos probabil´ısticos e do crite´rio
estabelecido na func¸a˜o de aceitac¸a˜o. Por sua vez, o loop externo realiza o procedimento
de resfriamento, promovendo a reduc¸a˜o da temperatura de forma controlada ate´ que
os crite´rios de parada sejam atendidos para uma estimativa o´tima do vetor ↵.
No loop externo, a func¸a˜o de resfriamento existe para garantir que a temperatura
seja atualizada apenas quando o equil´ıbrio te´rmico e´ atingido. Dentre algumas opc¸o˜es
na literatura, esse comportamento e´ representado aqui pela equac¸a˜o de resfriamento
ra´pido:
Tnovo = T0/k, (4.30)
cuja resposta e´ bem equilibrada em termos de desempenho, velocidade e simplicidade,
como mostrado em [61].
Como comentado, a escolha de um valor suficientemente alto para T0 e´ necessa´ria
para que o algoritmo fac¸a uma busca ampla por D. No entanto, na˜o e´ interessante
que isto se repita por um grande nu´mero de iterac¸o˜es e dificulte o movimento final
de convergeˆncia. Para manter um ritmo adequado no loop de resfriamento e definir o
ponto de equil´ıbrio te´rmico, uma taxa de aceitac¸a˜o, S, e´ estabelecida e contabiliza a
raza˜o entre soluc¸o˜es ruins aceitas em relac¸a˜o ao total de perturbac¸o˜es realizadas para
uma determinada temperatura.
Definida como 0, 8 (valor retirado da literatura para [62]), uma vez atingida a taxa
de aceitac¸a˜o, o equil´ıbrio te´rmico e´ considerado alcanc¸ado e o loop externo atualiza
a temperatura utilizando (4.30). Para as execuc¸o˜es realizadas neste trabalho, se S0
na˜o e´ atingido em no ma´ximo 100 perturbac¸o˜es (N0 = 100) , o loop interno para e a
temperatura e´ atualizada de qualquer maneira.
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Algoritmo 3: Me´todo de Recozimento Simulado
Entrada: T0,S0,N0, "1, kmax
Sa´ıda: Estimativa ↵
1 in´ıcio
2 k := 0
3 T := T0
4 Escolha aleato´ria ↵(0) 2 D
5 found := False
6 enquanto (not found) e (k < kmax) fac¸a
7 Inicializar estado (↵(k), G(↵(k)))
8 Inicializar quantidade de perturbac¸o˜es N e taxa de aceitac¸a˜o S
9 qsucessos := 0
10 enquanto (S < S0) e (N < N0) fac¸a
11 Aplicar func¸a˜o de vizinhanc¸a R(↵(k))
12 Calcular  (G) = G(↵(k+1)) G(↵(k))
13 se ( (G) < 0) enta˜o
14 ↵(k) := ↵(k+1)
15 qsucessos := qsucessos + 1
16 sena˜o
17 Calcular c 2 Rand(0, 1)
18 se (c  B( )) enta˜o
19 ↵(k) := ↵(k+1)
20 fim
21 fim
22 se ( (G)  "1) enta˜o
23 found := True
24 fim
25 N := N+ 1
26 fim
27 Aplicar func¸a˜o de resfriamento por (4.30)
28 k := k + 1
29 se (psucessos = 0) enta˜o






De forma geral, o algoritmo para quando algum dos crite´rios de parada estabele-
cidos e´ alcanc¸ado. Aqui, como nos algoritmos mostrados na Sec¸a˜o 4.2, o nu´mero de
iterac¸o˜es ma´ximo (kmax) e a pequena variac¸a˜o no valor da func¸a˜o objetivo G(↵) ("1)
sa˜o definidos como crite´rios de parada e inicializados com os mesmos valores dados
na Sec¸a˜o 4.2.1. Como terceiro crite´rio, adicionamos psucessos para contabilizar a na˜o
existeˆncia de iterac¸o˜es em sentido descendente para uma determinada temperatura.
Uma vez alcanc¸adas zero iterac¸o˜es descendentes, tal paraˆmetro representa a estabili-
dade do sistema e possivelmente o alcance de um mı´nimo local.
Ainda, para manter o algoritmo mais robusto e eficiente, duas modificac¸o˜es foram
implementadas. A primeira diz respeito a` memo´ria do sistema, em que a melhor
soluc¸a˜o para uma determinada temperatura (e melhor geral ate´ aquele momento) e´
armazenada em um bu↵er tempora´rio na forma (↵best, Gbest) e utilizada como ponto
inicial da iterac¸a˜o seguinte. Esta proposta, base do me´todo de selec¸a˜o elitista [63], e´
feita com o objetivo de que o efeito de memo´ria auxilie na convergeˆncia do algoritmo.
A segunda alterac¸a˜o e´ a adic¸a˜o de uma func¸a˜o de recuo, cujo objetivo e´ impedir
que o novo ponto ↵ gerado apo´s uma perturbac¸a˜o saia do domı´nio D. Principalmente
para impedir que coordenadas da posic¸a˜o caiam fora do espac¸o f´ısico determinado, a
func¸a˜o de recuo e´ representada pela combinac¸a˜o convexa:
↵cc = ⇣Proj(↵
(k+1)) + (1  ⇣)(↵(k)) (4.31)
em que ⇣ e´ um nu´mero aleato´rio no intervalo [0, 1] e Proj(·) e´ o operador que projeta
qualquer ponto fora do domı´nio de volta em sua fronteira mais pro´xima.
De forma ampla, o algoritmo SA apresenta muita adaptabilidade em suas for-
mulac¸o˜es e em suas estrate´gias de iterac¸a˜o, podendo utilizar diferentes procedimentos
de resfriamento, aceitac¸a˜o e avaliac¸a˜o da func¸a˜o objetivo. As vantagens no uso de
me´todos SA sa˜o vis´ıveis na facilidade com que a te´cnica e´ aplicada para muitos pro-
blemas reais bem distintos [64] e nos bons resultados de convergeˆncia alcanc¸ados em
cena´rios pra´ticos [65].
No comparativo com as te´cnicas de Gauss-Newton e Levenberg-Marquardt, o me´todo
de Recozimento Simulado surge como contraponto para cobrir as questo˜es de de-
pendeˆncia de uma estimativa inicial e de dificuldade em lidar com mı´nimos locais.
Embora as primeiras apresentem melhor capacidade de refinamento, o fato de SA acei-
tar soluc¸o˜es ruins de forma controlada traz possibilidades de melhores caminhos para
um mı´nimo global do sistema. Da mesma forma, a busca ampla pelo domı´nio da
func¸a˜o permite testar pontos por vezes distantes da estimativa atual, conseguindo en-
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tregar uma independeˆncia maior ao processo de pesquisa e assim mais liberdade na
aplicac¸a˜o.
Essas caracter´ısticas sa˜o importantes em um cena´rio como o do TTE, em que in-
formac¸o˜es de posic¸a˜o e de funcionamento da rede de sensores ao longo do tempo podem
na˜o ser facilmente obtidas.
O pro´ximo cap´ıtulo explora a aplicac¸a˜o das te´cnicas aqui apresentadas para o
cena´rio TTE, explorando resultados comparativos de desempenho dos me´todos de lo-
calizac¸a˜o para cena´rios t´ıpicos de minas terrestres.
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5 RESULTADOS DE SIMULAC¸A˜O
Ambientes de simulac¸a˜o sa˜o utilizados frequentemente em telecomunicac¸o˜es para
testes iniciais de te´cnicas e algoritmos sob estudo. A possibilidade de simular previso˜es
de comportamento de forma controlada antes de partir para o campo pra´tico e´ um
caminho extremamente u´til, que permite que refinamentos, ajustes de compatibilidade
e em diferentes interac¸o˜es entre cena´rios possam ser realizados sem grandes gastos de
recursos.
A avaliac¸a˜o das te´cnicas de localizac¸a˜o apresentadas no Cap´ıtulo 4 para o cena´rio
TTE seguira´ esse caminho. A ideia aqui e´ levantar, a partir da simulac¸a˜o das te´cnicas
consideradas, questionamentos e poss´ıveis soluc¸o˜es relativas a` localizac¸a˜o em sistemas
TTE, antecipando situac¸o˜es reais e embasando melhores tomadas de decisa˜o.
Este cap´ıtulo apresenta resultados de desempenho para os modelos e me´todos des-
critos anteriormente, entregando comparativos e observac¸o˜es sobre diferentes cena´rios
estudados, assim como o detalhamento da escolha dos paraˆmetros e do formato de
simulac¸a˜o escolhidos.
5.1 CENA´RIO DE SIMULAC¸A˜O
A escolha de um cena´rio de simulac¸a˜o deve corresponder de forma veross´ımil ao
ambiente pra´tico pretendido. Nesse sentido, a escolha de um cena´rio de minerac¸a˜o, onde
a maior parte das aplicac¸o˜es TTE tem uso direto, e´ justificada como uma representac¸a˜o
real´ıstica da utilizac¸a˜o de sistemas de comunicac¸a˜o atrave´s da terra.
Para a construc¸a˜o do cena´rio foi escolhido o caso base de minas terrestres de su-
perf´ıcie, em que pilhas de material mineral de diferentes consisteˆncias qu´ımicas e f´ısicas
sa˜o desmontadas e teˆm suas partes espalhadas de forma aleato´ria em um terreno.
Tal construc¸a˜o deve considerar as especificidades pertinentes ao processamento da ex-
plorac¸a˜o nessas condic¸o˜es, cujas caracter´ısticas devem ser refletidas nos paraˆmetros de
simulac¸a˜o.
5.1.1 Estrutura do Simulador
A implementac¸a˜o do simulador foi realizada em linguagem Python, como forma de
prover mais acessibilidade ao projeto e menor dependeˆncia de plataformas e pacotes
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espec´ıficos. A estrutura de co´digo foi pensada como modular e a construc¸a˜o foi reali-
zada orientada a objetos, permitindo uma variac¸a˜o mais controlada de paraˆmetros de
entrada e facilitando a inserc¸a˜o futura de features e melhorias.
Todo o co´digo utilizado no simulador que se refere ao processo de localizac¸a˜o e´
autoral e baseado nas refereˆncias bibliogra´ficas da a´rea, que foram exploradas em mais
detalhes no Cap´ıtulo 4. Bibliotecas adicionais foram, no entanto, buscadas em domı´nio
pu´blico para a viabilizac¸a˜o de func¸o˜es matema´ticas espec´ıficas e para a criac¸a˜o de
gra´ficos e estruturas geome´tricas.
Para facilitar o entendimento, a divisa˜o por mo´dulos (ou classes) foi realizada re-
presentando cada parte integrante de um sistema de localizac¸a˜o TTE separadamente
e explicitando suas interac¸o˜es. A divisa˜o pensada para o simulador e´ mostrada no
diagrama de blocos da Figura 5.1, em que dividiu-se nas classes:
Figura 5.1: Diagrama de blocos da estrutura de simulac¸a˜o.
Paraˆmetros que define todos os paraˆmetros de simulac¸a˜o representativos
para a localizac¸a˜o em minas, como nu´mero de tags, nu´mero
de aˆncoras, tipo de distribuic¸a˜o, poteˆncia ma´xima de trans-
missa˜o, frequeˆncia de operac¸a˜o, etc;
Topologia onde e´ constru´ıdo o modelo de estrutura f´ısica e a geometria
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da simulac¸a˜o, aqui considerando o formato e as dimenso˜es da
pilha, ale´m da distribuic¸a˜o de tags e aˆncoras;
Tag que instancia os objetos de cada tag do sistema, armazenando
informac¸o˜es de aˆngulo e posic¸a˜o e dados de transmissa˜o como
poteˆncia ma´xima e caracter´ısticas da antena;
Aˆncora que constro´i os objetos de cada aˆncora e, assim como a Classe
Tag, possui informac¸o˜es de posic¸a˜o e de antena de recepc¸a˜o.
Diferentemente das tags criadas pelo simulador, a posic¸a˜o de
cada aˆncora e´ fixa, conhecida e pre´-determinada pelo usua´rio,
podendo ser numa posic¸a˜o escolhida ou seguindo alguma dis-
tribuic¸a˜o solicitada;
Medidas cuja func¸a˜o e´ a realizac¸a˜o e o armazenamento de medidas de
distaˆncia e angulac¸a˜o (reais e estimadas) a serem utilizados
durante a simulac¸a˜o;
Perda de Poteˆncia que realiza o ca´lculo de perda de poteˆncia para medida de
RSS de acordo com modelo escolhido e os n´ıveis de ru´ıdo do
canal. No caso, utilizamos o modelo TTE apresentado no
Cap´ıtulo 3.
Algoritmo de Localizac¸a˜o onde efetivamente as te´cnicas de localizac¸a˜o apresentadas no
Cap´ıtulo 4 sa˜o aplicadas;
Cadeia de Simulac¸a˜o que roda todo o corpo da simulac¸a˜o e realiza o controle das
iterac¸o˜es;
Resultados onde as estimativas finais dos paraˆmetros sa˜o armazenadas
juntamente com um indicador de qualidade correspondente,
entregando ainda a representac¸a˜o gra´fica dos resultados al-
canc¸ados; e
Estat´ısticas em que, finalmente, os resultados obtidos em cada iterac¸a˜o
do algoritmo sa˜o compilados e calculados para a plotagem de
curvas de desempenho.
De forma geral, a avaliac¸a˜o estat´ıstica das te´cnicas e´ realizada atrave´s de simulac¸o˜es
de Monte Carlo [66]. Em cada ciclo de simulac¸a˜o, 100 ensaios sa˜o realizados com topo-
logias geradas aleatoriamente. Em cada ensaio, amostras para n tags sa˜o distribu´ıdas
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uniformemente dentro de um volume delimitado, representativo da mina terrestre. As
m aˆncoras, cujas posic¸a˜o sa˜o fixas e podem ser pre´-determinadas a priori, sa˜o enta˜o
posicionadas espac¸adas sobre a superf´ıcie do volume.
Para cada posic¸a˜o desconhecida, o algoritmo e´ executado e um erro de localizac¸a˜o
e´ obtido. O resultado de um ensaio espec´ıfico e´ armazenado em um indicador da
qualidade do conjunto e ao final de cada ciclo uma estat´ıstica da simulac¸a˜o e´ retirada.
Aqui utilizamos como me´trica qualitativa da estimativa a raiz do erro quadra´tico me´dio
(REQM ou RMSE, em ingleˆs), fazendo refereˆncia ao erro na distaˆncia entre a posic¸a˜o
estimada e a posic¸a˜o real de cada tag. Por sua vez, para a estat´ıstica de cada cena´rio,
retiramos a me´dia simples do conjunto de valores RMSE obtidos.
5.1.2 Paraˆmetros de Simulac¸a˜o
A escolha dos paraˆmetros utilizados para aˆncoras, tags e para o canal sa˜o mostradas





Condutividade 5, 85e7 S/m
Paraˆmetros da Tag
Raio 0, 05 m
Massa 0, 1 kg
Densidade 8890 kg/m3
Condutividade 5, 85e7 S/m
Poteˆncia de Transmissa˜o 30 mW
Tabela 5.1: Paraˆmetros de aˆncoras e tags para a simulac¸a˜o.
Paraˆmetros do Canal
Permeabilidade 4⇡10 7 H/m
Condutividade 0, 1 S/m
Frequeˆncia de operac¸a˜o 30 kHz
Tabela 5.2: Paraˆmetros do canal TTE para a simulac¸a˜o.
Os valores escolhidos para aˆncoras e tags consideram antenas loop formadas quase
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inteiramente por cobre, sendo os valores de condutividade e densidade relativos a esse
material. Notadamente, as dimenso˜es das antenas para as tags sa˜o pequenas e sua
poteˆncia e´ baixa, dados os limitantes da aplicac¸a˜o. As antenas das aˆncoras, por sua
vez, podem ser maiores, o que reflete em uma maior abertura espec´ıfica no modelo de
perda de poteˆncia (equac¸a˜o 3.10).
Para os paraˆmetros do canal, a frequeˆncia de operac¸a˜o de 30 kHz foi escolhida con-
siderando que as dimenso˜es f´ısicas da mina modelada sa˜o pequenas. A condutividade
e a permeabilidade para o solo foram retiradas de [6] a partir dos estudos de Lincan
em [67]. Em tempo, a variac¸a˜o na condutividade depende da formac¸a˜o das rochas e
afeta, de forma geral, a formac¸a˜o do canal. Entretanto, a influeˆncia dessa varia´vel no
processo de localizac¸a˜o na˜o foi foco de estudo neste trabalho.
Como comentado no in´ıcio da sec¸a˜o, o caso base escolhido para as simulac¸o˜es re-
alizadas refere-se a uma mina terrestre de superf´ıcie marcada por tags que apo´s o
desmonte teˆm suas posic¸o˜es alteradas para coordenadas desconhecidas.
Figura 5.2: Topologia de cena´rio aleato´rio de localizac¸a˜o gerado em simulador.
Para a representac¸a˜o da pilha desmontada foi escolhido como volume uma regia˜o
semi-hemisfe´rica centrada em (0, 0) e raio de 30 m. Em seu interior, 50 tags sa˜o
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Figura 5.3: Topologia de cena´rio aleato´rio de localizac¸a˜o gerado em simulador (vista supe-
rior).
espalhadas aleatoriamente a partir de uma distribuic¸a˜o uniforme. As Figuras 5.2 e
5.3 geradas no simulador para um cena´rio aleato´rio mostram essa topologia para uma
visa˜o 3D e uma vista superior em 2D, respectivamente. Cada posic¸a˜o estimada tem
sua distaˆncia da posic¸a˜o real medida e representada geometricamente.
E´ importante salientar que para as topologias geradas, as aˆncoras sa˜o posicionadas
apenas externamente. Tal condic¸a˜o e´ estabelecida para que cada tag possa se comunicar
com todas as aˆncoras em uma geometria parecida, o que e´ uma proposic¸a˜o razoa´vel
em um cena´rio em que a pilha consegue ser lida em toda a sua extensa˜o.
Aqui, a quantidade de aˆncoras utilizadas influencia na acura´cia da estimativa de
localizac¸a˜o obtida (ver Sec¸a˜o 2.2), de forma que o seu valor e´ um varia´vel considerada
na avaliac¸a˜o de desempenho das te´cnicas. Os resultados para essa avaliac¸a˜o e a de
outras varia´veis sa˜o apresentados na pro´xima sec¸a˜o.
5.2 RESULTADOS DE DESEMPENHO
As ana´lises realizadas observam a variac¸a˜o na qualidade da estimativa quando em
diferentes cena´rios, considerando o comportamento do erro de localizac¸a˜o (valor RMSE)
em func¸a˜o de treˆs varia´veis do sistema: nu´mero de aˆncoras, erro na medic¸a˜o RSS e
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estimativa inicial.
Intuitivamente, a avaliac¸a˜o para um crescente nu´mero de aˆncoras (m) foi escolhida
por ter influeˆncia direta na acura´cia alcanc¸ada pela trilaterac¸a˜o. Quanto mais pontos
amostrais, mais informac¸o˜es sobre a distaˆncia da tag procurada e, portanto, mais
precisa e´ a estimativa. Como colocado na Sec¸a˜o 2.2.3, e´ necessa´rio um mı´nimo de 4
aˆncoras para a determinac¸a˜o de um ponto no espac¸o. Consideraremos valores estudados
a partir de 5 posic¸o˜es de aˆncora, subindo gradativamente ate´ um total de 80 posic¸o˜es.
Embora parec¸a inveross´ımil, supondo que o cena´rio e´ invariante no tempo, e´ poss´ıvel
alcanc¸ar um nu´mero grande de aˆncoras utilizando antenas com mobilidade, que variem
sua posic¸a˜o a cada instante.
Por sua vez, o erro na medic¸a˜o RSS considera a variac¸a˜o obtida entre o valor
calculado pelo modelo e o valor obtido pela medic¸a˜o. Principal fonte de erro do sistema,
este diz respeito a ru´ıdos, inconsisteˆncias entre o modelo adotado e o canal pra´tico e
outros impreciso˜es decorrentes do processo de medic¸a˜o. Na simulac¸a˜o, esta variac¸a˜o e´
considerada a partir do desvio padra˜o s da varia´vel aleato´ria de erro introduzida em
(3.12). Os valores utilizados comec¸am em 0 dB, caso extremo onde na˜o existiriam erros
de medic¸a˜o, e va˜o ate´ cerca de 50 dB de desvio.
Finalmente, a determinac¸a˜o de uma estimativa inicial e´ utilizada como ponto de
partida nos algoritmos de otimizac¸a˜o e portanto, a sensibilidade da localizac¸a˜o a essa
escolha deve ser avaliada. No geral, nas aplicac¸o˜es consideradas na˜o ha´ conhecimento
pre´vio sobre a posic¸a˜o das tags, uma vez que durante o desmonte e´ poss´ıvel que estas se
espalhem de forma aleato´ria dentro do alcance da detonac¸a˜o, como foi feito aqui. Para
considerar essa situac¸a˜o, a estimativa inical para a tag e´ tomada em cada ensaio a uma
distaˆncia uniformemente distribu´ıda a partir de sua posic¸a˜o real. Mais especificamente,
considera-se que a estimativa inicial esta´ uniformemente distribu´ıda dentro de uma
regia˜o circular de raio d equivalente ao alcance ma´ximo da detonac¸a˜o. Na simulac¸a˜o,
consideramos desde o caso em que a estimativa inicial esta´ a 0 m da posic¸a˜o real (ou
seja, conhece-se a posic¸a˜o a priori da tag), ate´ uma distaˆncia ma´xima com d = 20 m.
5.2.1 Desempenho geral dos modelos
Primeiramente, avaliamos o desempenho considerando a aplicac¸a˜o da te´cnica de
Levenberg-Marquadt para um cena´rio de crescentes nu´mero de no´s aˆncora. Os resul-
tados sa˜o apresentados na Figura 5.4 para diferentes valores de erro na medic¸a˜o RSS
e na estimativa inicial.
Como esperado, o erro RMS na estimativa da posic¸a˜o diminui para um aumento
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Est. Inicial d = 10 m / s = 20 dB
Est. Inicial d = 0 m / s = 20 dB
Est. Inicial d = 10 m / s = 0 dB
Est. Inicial d = 0 m / s = 0 dB
Figura 5.4: Desempenho do algoritmo LM aplicado ao modelo TTE para um aumento no
nu´mero de no´s aˆncora em diferentes distaˆncias d da estimativa inicial e diferentes desvios
padro˜es s da medida RSS.
gradativo no nu´mero de aˆncoras, apresentando uma queda mais acentuada quando na
presenc¸a de erros de medic¸a˜o. Em um cena´rio na˜o ideal, para uma estimativa inicial
dentro de um raio de 10 m da posic¸a˜o real e uma medida com desvio padra˜o de 20
dB, o erro de localizac¸a˜o apresenta reduc¸a˜o significativa ja´ para algumas posic¸o˜es de
aˆncora a mais.
Interessante notar que mesmo para o cena´rio espec´ıfico em que erros na medida
RSS seriam nulos e a conhecesse-se a posic¸a˜o real da tag, ainda assim existe um erro de
localizac¸a˜o associado, de aproximadamente 4m. Esse erro tem ligac¸a˜o com os aˆngulos
✓x e ✓z, que, podendo assumir qualquer valor entre 0 e 360o, teˆm grande influeˆncia no
ganho associado.
Nas Figuras 5.5 e 5.6, o comportamento do erro de localizac¸a˜o em relac¸a˜o aos erros
de medida e de estimativa inicial, sa˜o mostrados em mais detalhes.
Novamente, em ambos os cena´rios, quanto maior e´ a quantidade de no´s aˆncora,
melhor e´ a estimativa da posic¸a˜o. Avaliando em escala, e´ poss´ıvel notar que a te´cnica e´
menos sens´ıvel a alterac¸o˜es na estimativa inicial do que a alterac¸o˜es no erro na medic¸a˜o
do RSS, alcanc¸ando erros quase treˆs vezes maior para este segundo cena´rio. De forma
geral, a influeˆncia do erro nas medidas RSS e´ muito significativa, dada a incerteza
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Nº de Âncoras (m) = 10
Nº de Âncoras (m) = 30
Nº de Âncoras (m) = 50
Figura 5.5: Desempenho do algoritmo LM aplicado ao modelo TTE para um aumento no
desvio padra˜o da medida RSS para diferentes nu´meros m de no´s aˆncora (d = 0 m).



















m = 10 âncoras
m = 30 âncoras
m = 50 âncoras
Figura 5.6: Desempenho do algoritmo LM aplicado ao modelo TTE para um aumento no
erro ma´ximo da estimativa inicial para diferentes nu´meros m de no´s aˆncora (s = 0 dB).
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gerada na trilaterac¸a˜o.
Como detalhado no Cap´ıtulo 4, para me´todos LS, uma estimativa inicial minima-
mente relacionada com a posic¸a˜o real e´ importante para o processo de otimizac¸a˜o. No
geral, a depender da func¸a˜o, posic¸o˜es iniciais aleato´rias podem alcanc¸ar mı´nimos locais
muito distantes das posic¸o˜es reais.
Essa situac¸a˜o e´ avaliada nas Figuras 5.7 e 5.8, em que o desempenho para um
nu´mero crescente de aˆncoras e para um aumento do desvio padra˜o s e´ analisado quando
pontos gerados aleatoriamente sa˜o comparados com aqueles gerados para estimativas
iniciais dentro de um alcance conhecido.



























Est. Inicial d = 0 m
Est. Inicial d = 10 m
Figura 5.7: Desempenho do algoritmo LM aplicado ao modelo TTE para um aumento no
nu´mero de no´s aˆncora e estimativas iniciais geradas aleatoriamente (erro de medic¸a˜o RSS
nulo).
Para as duas situac¸o˜es apresentadas, o erro de localizac¸a˜o e´ bastante alterado para
estimativas iniciais aleato´rias, crescendo cerca de treˆs vezes em relac¸a˜o ao cena´rio cujas
posic¸o˜es sa˜o conhecidas. Esse resultado comprova a necessidade de me´todos para lidar
com a problema da estimativa inicial em algoritmos LS. Tal cena´rio e´ retoma na sec¸a˜o
5.2.3, onde o me´todo SA e´ utilizado como contraponto.
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Est. Inicial d = 0 m
Est. Inicial d = 10 m
Figura 5.8: Desempenho do algoritmo LM aplicado ao modelo TTE para um aumento no
desvio padra˜o da medida RSS e estimativas iniciais geradas aleatoriamente (m = 30 aˆncoras).
5.2.1.1 Desempenho comparativo para as aproximac¸o˜es do modelo
Os cena´rios anteriores sa˜o revisitados para a aproximac¸a˜o nume´rica do me´todo
LM a partir do me´todo da secante (apresentada em 4.2.2) e para a aproximac¸a˜o por
reparametrizac¸a˜o derivada no Cap´ıtulo 3.
Na Figura 5.9 sa˜o apresentados os resultados de desempenho comparativo para
um crescente nu´mero de aˆncoras em um cena´rio real´ıstico. Como e´ poss´ıvel notar, as
curvas das aproximac¸o˜es apresentam erros relativamente maiores que os obtidos para
o modelo original. As curvas se encontram com cerca de 1 m e 2 m a mais de erro
para os modelos por aproximac¸a˜o nume´rica e reparametrizado, respectivamente. De
forma geral, estes erros podem ser vistos como constantes e intr´ınsecos a` aproximac¸a˜o
realizada.
Os mesmos resultados sa˜o enxergados nas curvas das Figuras 5.10 e 5.11 para erro
de medic¸a˜o RSS e erro de estimativa inicial, com desvios da curva original agora na
faixa de 2 a 4 m. Importante notar a maior sensibilidade do modelo reparametrizado
a erros de estimativa inicial, uma vez que o modelo pode afastar ainda mais o valor
estimado a depender do ponto da curva obtido.
Finalmente, a Figura 5.12 mostra novamente o comparativo entre estimativas inici-
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Modelo TTE (Método Secante)
Modelo TTE Aproximado
Figura 5.9: Desempenho comparativo entre o modelo TTE e suas aproximac¸o˜es para um
aumento no no nu´mero de no´s aˆncora (d = 10 m e s = 20 dB).



























Modelo TTE (Método Secante)
Modelo TTE Aproximado
Figura 5.10: Desempenho comparativo entre o modelo TTE e suas aproximac¸o˜es para um
aumento no desvio padra˜o da medida RSS (d = 0 m e m = 30 aˆncoras).
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Modelo TTE (Método Secante)
Modelo TTE Aproximado
Figura 5.11: Desempenho comparativo entre o modelo TTE e suas aproximac¸o˜es para um
aumento no erro ma´ximo da estimativa inicial (s = 0 dB e m = 30 aˆncoras).
ais geradas aleatoriamente e estimativas com alcance conhecido. Aqui, o erro associado
ao modelo reparametrizado para o caso aleato´rio alcanc¸a valores muito pro´ximos a`s di-
menso˜es da pilha, se mostrando inefetivo para esse caso em particular.
E´ interessante considerar nesse comparativo tambe´m uma me´trica de velocidade.
Olhando para o tempo de execuc¸a˜o de cada algoritmo, a execuc¸a˜o do me´todo da se-
cante se mostrou 4 vezes mais lenta do que quando utilizado somente o me´todo LM.
Como levantado no Cap´ıtulo 4, a raza˜o desse processo mais exaustivo reside na maior
quantidade de iterac¸o˜es para a avaliac¸a˜o da aproximac¸a˜o do Jacobiano.
Por sua vez, o modelo reparametrizado apresenta uma execuc¸a˜o ate´ 3 vezes mais
ra´pida do que o modelo original. Esse ganho se deve a` simplificac¸a˜o das func¸o˜es de
transfereˆncia, que reduzem a complexidade das componentes do gradiente e, conse-
quentemente, a complexidade do algoritmo como um todo.
Dessa forma, embora com pior desempenho, a utilizac¸a˜o do me´todo da secante e
do modelo aproximado podem ser alternativas via´veis em algumas aplicac¸o˜es TTE. O
primeiro em cena´rios onde a derivac¸a˜o do modelo a partir dos paraˆmetros do canal
seja complexa, exigindo uma aproximac¸a˜o nume´rica, e o segundo naqueles onde a
capacidade de processamento seja limitada.
Poss´ıveis melhorias para o desempenho geral dos algoritmos sa˜o exploradas nas
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Modelo TTE (Método Secante)
Modelo TTE Aproximado
Modelo TTE − Est. Aleatórias
Modelo TTE (Método Secante) − Est. Aleatórias
Modelo TTE Aproximado − Est. Aleatórias
Figura 5.12: Desempenho entre o modelo TTE e suas aproximac¸o˜es para estimativas geradas
aleatoriamente em comparac¸a˜o com estimativas geradas para d = 10 m (erro de medic¸a˜o RSS
nulo).
pro´ximas sec¸o˜es.
5.2.2 Contribuic¸a˜o do Aˆngulo
A existeˆncia dos aˆngulo de rotac¸a˜o enquanto paraˆmetros desconhecidos e´ uma
questa˜o dif´ıcil de lidar no processo de localizac¸a˜o. Uma vez que os aˆngulos podem
assumir qualquer valor entre 0 e 360o, a contribuic¸a˜o dos ganhos dados em (3.6) e´
grande em qualquer ponto do espac¸o. Para uma mesma posic¸a˜o, variac¸o˜es pequenas
na angulac¸a˜o poder gerar grandes variac¸o˜es na perda de poteˆncia. Da mesma forma,
para diferentes pontos no espac¸o, a existeˆncia das componentes senoidais tem ainda
a caracter´ıstica de trazer mu´ltiplos pontos de mı´nimos locais. Ambas as situac¸o˜es
dificultam a convergeˆncia dos algoritmos de otimizac¸a˜o.
Como soluc¸o˜es poss´ıveis, foram pensadas duas alternativas. A primeira, e mais
o´bvia, diz respeito a fixac¸a˜o dos aˆngulos de rotac¸a˜o. Mantendo os aˆngulos fixos e
conhecidos para cada tag, retiramos os paraˆmetros referentes a eles do processo de
minimizac¸a˜o e contornamos as questo˜es levantadas anteriormente. Em um cena´rio
pra´tico, essa alternativa pode ser alcanc¸ada com um sistema mecaˆnico de pesos e
contrapesos, como a ideia do brinquedo infantil “Joa˜o-bob”. Mantendo o centro de
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gravidade esta´vel para um encapsulamento da antena, e´ poss´ıvel manter a antena numa
mesma posic¸a˜o independente da sua configurac¸a˜o apo´s o desmonte.
A segunda alternativa considera implementar diversidade de recepc¸a˜o. Utilizando,
em vez de apenas uma, treˆs antenas loop ortogonais entre si, e´ poss´ıvel cobrir, na teoria,
as treˆs dimenso˜es espaciais e assim aproveitar o ma´ximo de ganho em todas as direc¸o˜es.
Diversidade de recepc¸a˜o e´ geralmente utilizada para combater efeitos de sombrea-
mento e de multipercurso. Assim como para os aˆngulos fixos, a utilizac¸a˜o dessa alterna-
tiva aqui possibilita remover ou ao menos mitigar os efeitos da angulac¸a˜o na estimac¸a˜o
dos paraˆmetros. Considerando o canal TTE invariante no tempo, a redundaˆncia es-
pacial e´ gerada pelas antenas perpendiculares, de forma a fazer com que os ganhos se
compensem.
A alterac¸a˜o e´ realizada considerando o sinal recebido como a combinac¸a˜o dos sinais
em cada uma das antenas. Essa combinac¸a˜o pode ser realizada de diversas manei-
ras, sendo aqui entregue como um valor MRC (Maximal Ratio Combining) [68], cuja
representac¸a˜o e´ dada pela soma ponderada:
Prx, mrc =
Prx,1W1 + Prx,2W2 + Prx,3W3
W1 +W2 +W3
(5.1)
em que Wi e´ a amplitude do sinal recebido na antena i, cuja relac¸a˜o com a poteˆncia
recebida e´ escrita como Wi = 1/
p
Prx,i.
Mantendo valores nulos tanto para a o erro de medic¸a˜o quanto para o erro asso-
ciado a` estimativa inicial, e´ poss´ıvel avaliar a influeˆncia da incerteza dos aˆngulos nos
resultados isoladamente. Na Figura 5.13 o desempenho para os treˆs casos considerados
e´ mostrado para um aumento no nu´mero de aˆncoras nessas condic¸o˜es.
Logicamente, para aˆngulos fixos, os paraˆmetros referentes a ✓x e ✓y sa˜o eliminados
do processo de otimizac¸a˜o e o erro de localizac¸a˜o depende apenas das estimativas para
as coordenadas, sendo enta˜o nulo quando os erros sa˜o nulos. Ja´ o caso que utiliza
aˆngulos ortogonais por sua vez, embora na˜o anule completamente o efeito do ganho
das antenas, alcanc¸a resultados de desempenho consideravelmente melhores do que
aqueles para o caso em que os aˆngulos sa˜o completamente desconhecidos.
O mesmo comparativo e´ avaliado para um cena´rio onde erros sa˜o inseridos no pro-
cesso. Na Figura 5.14, os casos sa˜o analisados para o aumento no desvio padra˜o da
medida RSS. Curiosamente, a estrate´gia de fixac¸a˜o do aˆngulo apresenta resultados me-
lhores para valores mais baixos de erro de medida, mas teˆm seu desempenho superado
pelo caso de aˆngulos desconhecidos para valores mais altos.
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Figura 5.13: Desempenho comparativo entre diferentes arranjos de aˆngulos para um aumento
no nu´mero de aˆncoras (erro de medic¸a˜o RSS nulo e erro de estimativa inicial nulos).





























Figura 5.14: Desempenho comparativo entre diferentes arranjos de aˆngulos para um aumento
no desvio padra˜o da medida RSS (d = 0 m e m = 30 aˆncoras).
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Este resultado pode ser interpretado a partir da o´tica do ganho das antenas loop.
Uma vez que a perda de poteˆncia pode apresentar grandes variac¸o˜es de magnitude
a depender da inclinac¸a˜o da tag, perdas referentes a` aferic¸a˜o de distaˆncia conseguem
possivelmente ser compensadas pelos ganhos obtidos para algum aˆngulo espec´ıfico.
Nesse sentido, os paraˆmetros no algoritmo referentes a ✓x e ✓y podem acabar ”absor-
vendo”erros advindos da medic¸a˜o durante o processo de otimizac¸a˜o. Para um mı´nimo
local, erros significativos podem ser parcialmente atribu´ıdos aos aˆngulos, reduzindo sua
contribuic¸a˜o no resultado final e entregando assim resultados um pouco melhores. As
Figuras 5.15 e 5.16 mostram que a` medida que erros de estimativa inicial va˜o domi-
nando o cena´rio, esse fenoˆmeno e´ reduzido, ate´ na˜o ser mais vis´ıvel para o caso extremo
em que as estimativas iniciais sa˜o geradas aleatoriamente.





























Figura 5.15: Desempenho comparativo entre diferentes arranjos de aˆngulos para um aumento
no desvio padra˜o da medida RSS (d = 10 m e m = 30 aˆncoras).
Por sua vez, em todos os cena´rios analisados, o caso que utiliza as antenas ortogonais
apresenta resultados melhores do que o caso em que apenas uma antena de angulac¸a˜o
desconhecida e´ utilizada. Tal comportamento tambe´m e´ repetido no comparativo que
considera a influeˆncia da estimativa inicial separadamente, como expresso na Figura
5.17, que mostra ainda que aˆngulos fixos teˆm o desempenho mais satisfato´rio nessas
condic¸o˜es.
Fora dessas condic¸o˜es, arranjos de aˆngulos ortogonais perdem para o de aˆngulos
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Figura 5.16: Desempenho comparativo entre diferentes arranjos de aˆngulos para um aumento
no desvio padra˜o da medida RSS (estimativas iniciais aleato´rias e m = 30 aˆncoras).





























Figura 5.17: Desempenho comparativo entre diferentes arranjos de aˆngulos para um aumento
no erro ma´ximo da estimativa inicial (s = 0 dB e m = 30 aˆncoras).
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fixos apenas em cena´rios com erros de medic¸a˜o RSS pequenos, tendo desempenho bem
pro´ximo em todos os outros casos.
De fato, para um cena´rio mais real´ıstico, como o mostrado na Figura 5.18 para
erros considera´veis de medida e de estimativa inicial, o arranjo de antenas ortogonais
apresenta um desempenho no geral melhor do que aquele para uma antena de aˆngulos
fixos. Associado ao comparativo com o caso base, esse resultado mostra que ambas as
opc¸o˜es sa˜o bastante via´veis para a mitigac¸a˜o do efeito da angulac¸a˜o.





























Figura 5.18: Desempenho comparativo entre diferentes arranjos de aˆngulos para um aumento
no nu´mero de aˆncoras com d = 10 m e s = 20 dB.
5.2.3 Problema da Estimativa Inicial
Como mostrado nas curvas das Figuras 5.7 e 5.8, os resultados obtidos quando as
estimativas iniciais sa˜o geradas aleatoriamente apresentam desempenho pouco satis-
fato´rio e uma discrepaˆncia grande em relac¸a˜o a`queles em que se conhecesse algo, ainda
que mı´nimo, sobre a posic¸a˜o original da tag.
Muito dessa questa˜o vem das dificuldades de me´todos LS em lidarem com a mi-
nimizac¸a˜o quando a estimativa inicial e´ pouco relacionada. A depender do ponto, a
estimativa pode em determinado momento da iterac¸a˜o encontrar uma regia˜o de mı´nimo
local e permanecer confinada a ela, sem possibilidades de melhoria.
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No Cap´ıtulo 4 foi apresentada uma alternativa para lidar com esse problema, na
forma do algoritmo de Recozimento Simulado. A partir dos mecanismos de busca
ampla e de minimizac¸a˜o estoca´stica associados, o algoritmo SA consegue em teoria
superar falsos mı´nimos e ter maiores chances de encontrar um poss´ıvel o´timo global.
A aplicac¸a˜o dos dois me´todos e´ avaliada de forma comparativa nesta sec¸a˜o. A
ana´lise considerada equipara os desempenhos dos algoritmos tanto para os casos em
que eles sa˜o aplicados individualmente como tambe´m para o caso em que eles sa˜o
aplicados em cascata, iniciando com o me´todo SA e finalizando com o me´todo LM.
A ideia aqui e´ compreender se o uso das estimativas geradas pelo algoritmo SA sa˜o
melhores chutes iniciais para o me´todo LM do que os utilizados anteriormente.
Primeiramente, o caso principal que se quer lidar, de estimativas iniciais geradas
aleatoriamente, e´ avaliado para um crescente nu´mero de aˆncoras sem a influeˆncia do
erro na medic¸a˜o RSS. Os resultados esta˜o expressos nas Figuras 5.19, 5.20 e 5.21 para
os treˆs casos poss´ıveis de aˆngulo.
De fato, quando aplicada separadamente, SA so´ se mostrou um me´todo mais efetivo
do que LM para o caso de aˆngulos fixos, onde o algoritmo na˜o precisa lidar com a
variac¸a˜o do aˆngulo e, portanto, tem mais chances de, pelo mecanismo de busca ampla
no domı´nio, encontrar o o´timo global. Embora o desempenho tenha sido bem pro´ximo,
a influeˆncia do aˆngulo em Recozimento Simulado e´ alta, uma vez que ele pode assumir
uma gama grande de valores poss´ıveis, o que dificulta o processo estoca´stico. Aqui, o
me´todo de busca pode acabar entrando em diferentes pontos de mı´nimo local muito
pro´ximos, mesmo para pequenas variac¸o˜es no aˆngulo, e acabar na˜o conseguindo sair
deles.
No entanto, e muito importante, ao se combinar as duas te´cnicas de forma sequen-
cial, em todos os cena´rios foram obtidos resultados de desempenho consideravelmente
melhores do que quando os me´todos sa˜o utilizados individualmente. Este resultado
corrobora a ideia levantada anteriormente de que SA provendo estimativas de posic¸a˜o
iniciais mais pro´ximas para o algoritmo LM, auxilia para que este promova o pro-
cesso de refinamento por aproximac¸a˜o linear de forma mais eficaz, mitigando os efeitos
esperados de uma estimativa pouco relacionada.
Dando continuidade, avaliamos o desempenho comparativo quando na presenc¸a de
erros de medic¸a˜o, ainda para estimativas iniciais geradas aleatoriamente. Na Figuras
5.22, 5.23 e 5.24 sa˜o apresentados os resultados para os treˆs casos de aˆngulo. Aqui e´
poss´ıvel notar, mais uma vez, o ganho de desempenho existente quando as duas te´cnicas
sa˜o aplicadas em conjunto. Para qualquer situac¸a˜o do aˆngulo, utilizar a te´cnica SA
seguida da te´cnica LM obte´m erros de localizac¸a˜o menores.
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Figura 5.19: Desempenho comparativo entre os me´todos LM e SA com aˆngulos desconhecidos
para um aumento no nu´mero de aˆncoras e estimativas iniciais geradas aleatoriamente (s = 0
dB).























Figura 5.20: Desempenho comparativo entre os me´todos LM e SA com aˆngulos fixos para
um aumento no nu´mero de aˆncoras e estimativas iniciais geradas aleatoriamente (s = 0 dB).
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Figura 5.21: Desempenho comparativo entre os me´todos LM e SA com aˆngulos ortogonais
para um aumento no nu´mero de aˆncoras e estimativas iniciais geradas aleatoriamente (s = 0
dB).
Separadamente, as curvas para os me´todo apresentam comportamentos ainda mais
pro´ximos do que quando o erro de medic¸a˜o na˜o estava presente e, em particular, para
o caso de aˆngulos ortogonais, SA apresenta um desempenho ate´ um pouco melhor do
que LM, muito provavelmente devido aos efeitos da diversidade de recepc¸a˜o.
Finalmente, consideramos o cena´rio onde as estimativas iniciais esta˜o dentro de um
alcance conhecido, em contraponto com o apresentado anteriormente para estimativas
aleato´rias. Este sa˜o apresentados de forma comparativa para os treˆs casos de aˆngulo
nas Figuras 5.25, 5.26 e 5.27.
Mesmo com a mudanc¸a de cena´rio, os resultados encontrados anteriormente per-
manecem verdadeiros para a combinac¸a˜o das duas te´cnicas. O desempenho para o uso
de LM apo´s a otimizac¸a˜o por SA alcanc¸ou resultados bem satisfato´rios em relac¸a˜o aos
usos individuais, mostrando que as te´cnicas conjuntas sa˜o uma soluc¸a˜o com ganhos
tambe´m para este caso.
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Figura 5.22: Desempenho comparativo entre os me´todos LM e SA com aˆngulos desconhe-
cidos para um aumento no desvio padra˜o da medic¸a˜o RSS e estimativas iniciais geradas
aleatoriamente (m = 30).






















Figura 5.23: Desempenho comparativo entre os me´todos LM e SA com aˆngulos fixos para
um aumento no desvio padra˜o da medic¸a˜o RSS e estimativas iniciais geradas aleatoriamente
(m = 30).
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Figura 5.24: Desempenho comparativo entre os me´todos LM e SA com aˆngulos ortogonais
para um aumento no desvio padra˜o da medic¸a˜o RSS e estimativas iniciais geradas aleatoria-
mente (m = 30).






















Figura 5.25: Desempenho comparativo entre os me´todos LM e SA com aˆngulos desconhecidos
para um aumento no erro ma´ximo da estimativa inicial (s = 0 dB e m = 30).
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Figura 5.26: Desempenho comparativo entre os me´todos LM e SA com aˆngulos fixos para
um aumento no erro ma´ximo da estimativa inicial (s = 0 dB e m = 30).





























Figura 5.27: Desempenho comparativo entre os me´todos LM e SA com aˆngulos ortogonais
para um aumento no erro ma´ximo da estimativa inicial (s = 0 dB e m = 30).
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6 APLICAC¸A˜O: IDENTIFICAC¸A˜O DE ZONAS DE
MINE´RIOS
Retomando a proposta do trabalho, a motivac¸a˜o principal para se estudar um pro-
cesso de localizac¸a˜o que seja compat´ıvel com as especificidades de sistemas TTE e´ poder
viabilizar aplicac¸o˜es que requeiram relac¸o˜es de distaˆncia e coordenadas geogra´ficas. De
posse de algoritmos que entregam estimativas de razoa´vel acura´cia, o pro´ximo passo
e´ olhar para processos industriais que hoje na˜o sa˜o poss´ıveis ou sa˜o pouco efetivos e
entender como a localizac¸a˜o pode afetar seu desempenho.
Dentro dos processos de minerac¸a˜o existentes, a eficieˆncia na extrac¸a˜o, desmonte,
lavragem e recuperac¸a˜o da a´rea e´ cada vez mais importante para a sustentabilidade
da explorac¸a˜o e a escalabilidade da produc¸a˜o. Ale´m da atuac¸a˜o em casos de desastre
ou problemas operacionais, a atuac¸a˜o de cara´ter preventivo na preservac¸a˜o e aprovei-
tamento de recursos e´ igualmente necessa´ria.
Nesse sentido, uma aplicac¸a˜o que encontra grandes ganhos de utilidade com uma
localizac¸a˜o bem sucedida e´ a de identificac¸a˜o de mine´rios. Conseguir identificar zonas
de diferente conteu´do mineral e´ muito interessante para a tornar a explorac¸a˜o mais
direcionada e com menor impacto log´ıstico e ambiental.
Neste cap´ıtulo, um formato poss´ıvel dessa aplicac¸a˜o e´ apresentado em sua relac¸a˜o
com processo de localizac¸a˜o. As pro´ximas sec¸o˜es descrevem o problema enquanto um
problema de cieˆncia de dados e classificac¸a˜o, assim como o me´todo pensado e aplicado,
na forma do algoritmo KNN. Por fim, alguns resultados de simulac¸a˜o obtidos para o
cena´rio TTE sa˜o apresentados.
6.1 DESCRIC¸A˜O DO PROBLEMA
O objetivo principal da aplicac¸a˜o consiste em identificar mais facilmente as zonas
de mine´rios apo´s o desmonte. Um esboc¸o do problema e´ desenhado na Figura 6.1 para
dois tipos de mine´rios diferentes.
A ideia e´ conseguir encontrar com algum n´ıvel de clareza a localizac¸a˜o de rochas e
substaˆncias espec´ıficas, diferenciando as fronteiras entre o que e´ u´til e o que e´ este´ril.
No caso, a proposta e´ de utilizar as refereˆncias estabelecidas pela localizac¸a˜o das tags







Figura 6.1: Identificac¸a˜o de zonas de mine´rio e zonas este´reis.
De forma geral, esse processo e´ bem simples. Em etapas:
1. As tags sa˜o inseridas em posic¸o˜es estrate´gicas da mina identificando o que e´ regia˜o
de mine´rio e o que e´ regia˜o este´ril;
2. Apo´s a detonac¸a˜o, as rochas sa˜o desmontadas e a posic¸a˜o de cada tag e, conse-
quentemente das zonas, e´ alterada;
3. Em seguida, o processo de localizac¸a˜o e´ realizado, utilizando as te´cnicas do
Cap´ıtulo 4;
4. Finalmente, utilizando as informac¸o˜es de coordenadas estimadas como refereˆncia,
os pontos ao redor das tags sa˜o avaliados quanto ao seu tipo a partir de um me´todo
de infereˆncia adequado.
De forma espec´ıfica, o problema pode ser entendido dentro de um processo de
classificac¸a˜o estat´ıstica, igual a`queles apresentados no Cap´ıtulo 2. Aqui, todas as
partes t´ıpicas apresentadas na Figura 2.6 podem ser derivadas diretamente. As classes
sa˜o divididas em duas, catego´ricas, mine´rio ou este´ril (com possibilidade de expansa˜o
para mais n´ıveis, a depender da quantidade de mine´rios). O vetor de features e´ dado
diretamente pelo vetor de coordenadas retangulares (x, y, z) de cada ponto, uma vez
que a posic¸a˜o relativa representa se o material pertence a uma classe ou outra, e, e´ claro,
o conjunto de treinamento sa˜o as pro´prias tags, cujas posic¸o˜es foram determinadas pelo
algoritmo de localizac¸a˜o e a classe e´ conhecida previamente.
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Evidentemente, algumas premissas ba´sicas sa˜o necessa´rias para a aplicac¸a˜o no for-
mato proposto. A primeira e´ de que a localizac¸a˜o relativa das zonas, ou parte delas,
seja conhecida previamente ao desmonte, com cada tag sendo posicionada com sua
marcac¸a˜o referente ao local a que esta´ atrelado (mine´rio A, mine´rio B, este´ril, etc). A
segunda de que quando a detonac¸a˜o separa blocos de rocha identificados pelas tags,
estes permanecem, em sua maioria, atrelados a elas. Isto serve para garantir que cada
tag represente uma regia˜o pro´xima de si que e´ do tipo previsto.
No entanto, essas questo˜es podem ser relativizadas. A depender de uma maior ca-
pacidade de processamento nas tags, as informac¸o˜es sobre as zonas podem ser inferidas
durante o processo ou estimadas a partir da utilizac¸a˜o de medic¸o˜es locais, por exemplo.
Importante salientar que, em um cena´rio onde a informac¸a˜o sobre a identificac¸a˜o da
classe das tags na˜o possa ser transmitida, me´todos de aprendizado na˜o-supervisionado
como agrupamento (clustering) podem ser utilizados no lugar de classificac¸a˜o. Apesar
disso, nesta aplicac¸a˜o na˜o faremos essa suposic¸a˜o.
A pro´xima sec¸a˜o apresenta o me´todo escolhido para lidar com o problema e a
representac¸a˜o do classificador correspondente.
6.2 ME´TODO DOS K-E´SIMOS VIZINHOS MAIS PRO´XIMOS
O algoritmo dos k-e´simos vizinhos mais pro´ximos, ou KNN (do ingleˆs K Nearest
Neighbours) e´ um me´todo de aprendizado supervisionado muito utilizado na func¸a˜o
de classificador. O seu formato de predic¸a˜o e´ baseado no conceito de similaridade de
caracter´ısticas, no qual o qua˜o pro´ximas as features de uma instaˆncia esta˜o do grupo
de treinamento determina como aquele ponto sera´ classificado [41].
O procedimento em KNN e´ realizado utilizando me´tricas de distaˆncia (euclidiana,
de Hamming, Chebychev, etc), de forma a desenhar uma disposic¸a˜o espacial das carac-
ter´ısticas das observac¸o˜es. A partir das informac¸o˜es de similaridade, a categorizac¸a˜o na
sa´ıda e´ enta˜o dada por voto majorita´rio, considerando a classe mais comum entre os K
vizinhos mais pro´ximos, e K um nu´mero inteiro positivo. Na Figura 6.2 um exemplo
gene´rico de decisa˜o e´ mostrado para K = 3.
Usualmente utilizado como benchmark para me´todos mais complexos como SVM
e redes neurais, KNN e´ bastante simples, mas entrega valores muito acurados a de-




Figura 6.2: Processo de decisa˜o para um algoritmo KNN gene´rico.
De fato, a escolha de utilizar KNN como o me´todo mais apropriado para a iden-
tificac¸a˜o de mine´rios se deve a` sua clara analogia ao problema. Uma vez que o vetor
de features e´ o pro´prio vetor de coordenadas geogra´ficas e a avaliac¸a˜o requerida do
classificador e´ uma descric¸a˜o catego´rica do espac¸o, as me´tricas estabelecidas e o for-
mato de processamento de KNN teˆm aplicac¸a˜o direta. Ja´ utilizando os dados das tags,
o algoritmo na˜o precisa armazenar informac¸o˜es extras e o peso em processamento e´
minimizado.
Ainda, o classificador KNN e´ um classificador na˜o-parame´trico, ou seja na˜o faz
suposic¸o˜es pre´vias sobre a distribuic¸a˜o dos dados em uma func¸a˜o fechada. Esta carac-
ter´ıstica e´ muito u´til para o problema proposto, uma vez que conhecer a forma com
que as classes sera˜o distribu´ıdas apo´s a detonac¸a˜o e´ geralmente invia´vel, mesmo dentro
de modelos aleato´rios.
Outro ponto interessante de KNN e´ que seu algoritmo e´ baseado em instaˆncias,
na˜o aprendendo explicitamente um modelo a partir dos dados. Aqui, a generalizac¸a˜o
ocorre apenas quando se procura uma instaˆncia nova no sistema, sendo a refereˆncia em
cada avaliac¸a˜o o conjunto de treinamento como um todo. Essa caracter´ıstica, tambe´m
as vezes conhecida como aprendizado preguic¸oso (lazy learning), faz com que a maior
parte do tempo de processamento do algoritmo esteja na fase de consulta e predic¸a˜o,
com uma fase de treinamento muito pequena. Isso acaba fazendo com que a te´cnica
lide bem com mudanc¸as no domı´nio da func¸a˜o, tendo vantagens na aproximac¸a˜o de
alvos localmente, como e´ o caso requisitado.
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6.2.1 Formalizac¸a˜o da Te´cnica
Formalmente, KNN pode ser entendido como o ca´lculo de uma probabilidade con-
dicional para cada ponto [41]. De forma efetiva, para uma nova observac¸a˜o x e uma
me´trica de similaridade (distaˆncia) d, o algoritmo executa duas fases distintas:
• Calcula a distaˆncia d entre x e todas as instaˆncias do conjunto de treinamento,
selecionando as K mais pro´ximas em um conjunto A;
• Estima a probabilidade condicional da classe Y assumir o valor poss´ıvel y dentro
do domı´nio A, com:




I(Y (i) = y) (6.1)
em que I(·) e´ uma func¸a˜o indicadora que retorna 1 caso o argumento seja verdadeiro
e 0 caso contra´rio.
De forma mais gene´rica, no entanto, KNN pode ser entendido tambe´m como a
definic¸a˜o de uma fronteira de decisa˜o entre as classes, e a utilizac¸a˜o desse fronteira
como crite´rio de classificac¸a˜o. No caso, quanto mais longe da fronteira, mais prova´vel
que a observac¸a˜o pertenc¸a aquela classe espec´ıfica.
Contudo, para a escolha no cena´rio da identificac¸a˜o de mine´rios, e´ importante
considerar ainda duas outras questo˜es relevantes. A primeira e´ de que quanto mais
pro´xima de uma tag de refereˆncia, maior a chance de aquele ponto no espac¸o ser do
mesmo tipo que ela, independente das outras K   1 possibilidades. E a segunda de
que, dados poss´ıveis erros na estimativa de localizac¸a˜o, na˜o sabemos com seguranc¸a se
a regia˜o delimitada pela tag e´ realmente de uma classe ou de outra.
Como soluc¸a˜o para tais questo˜es, foi pensada a aplicac¸a˜o de um formato de pon-
derac¸a˜o no voto majorita´rio. Em primeiro momento, a partir da distaˆncia: tags mais
pro´ximas possuem maior peso na decisa˜o do que tags mais distantes. E em segundo
momento, considerando a incerteza na medida: quanto maior o grau de confianc¸a da
estimativa de localizac¸a˜o, maiores chances do ponto ser do mesmo tipo e maior enta˜o
o peso daquela tag na decisa˜o.
Para essa medida de confianc¸a, utilizamos um indicador de qualidade referente ao
tamanho da regia˜o de probabilidade gerada pelo me´todo de trilaterac¸a˜o (ver Figura
2.5). Quanto maior a regia˜o, menos confia´vel a medida.
Uma vez que o tamanho esta´ relacionado a erros de medic¸a˜o, decidiu-se utilizar
como indicador a raiz do erro quadra´tico me´dio (RMSE) da perda de poteˆncia entre a
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tag e as aˆncoras. Tal valor e´ mostrado na Figura 6.3, para PLmed a perda de poteˆncia
obtida na medic¸a˜o RSS e PLest a perda de poteˆncia estimada a partir da posic¸a˜o




Figura 6.3: Ponderac¸a˜o pelo erro de medida na perda de poteˆncia em relac¸a˜o a perda de
poteˆncia estimada para uma aˆncora.
Em suma, a ideia da ponderac¸a˜o e´ mitigar os poss´ıveis vieses que venham a existir
em decorreˆncia do descompasso na quantidade de tags de um determinado tipo na
regia˜o do ponto.
Finalmente, o valor de K tambe´m teˆm bastante influeˆncia no desempenho do al-
goritmo. Sendo um hiperparaˆmetro, sua escolha na˜o e´ condicional, mas e´ base para o
melhor ajuste poss´ıvel dos dados, podendo ser visto como aquele que controla o formato
das fronteiras de decisa˜o.
Efetivamente, sua escolha esta´ ligada ao compromisso entre vie´s e variaˆncia, explo-
rado na Sec¸a˜o 2.3. Para valores pequenos de K, estamos no cena´rio de vie´s baixo e
variaˆncia alta. Aqui o espac¸o e´ menos relacionado com a distribuic¸a˜o geral dos pontos e
mais ajustado para cada observac¸a˜o espec´ıfica, fazendo com que as fronteiras de decisa˜o
sejam mais claras, pore´m tambe´m mais irregulares. Por sua vez, valores maiores de K
consideram mais votantes no ca´lculo e portanto reduzem o efeito do ru´ıdo (mais vie´s
e menos variaˆncia). Nesse caso as fronteiras sa˜o mais suaves, entretanto, sa˜o menos
distintas.
Para uma boa escolha deK, optamos por utilizar a te´cnica de validac¸a˜o cruzada [34]
pelo me´todo ”k-fold”, particionando o conjunto de dados entre dados de treinamento e
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dados de validac¸a˜o e avaliando os subconjuntos de forma rotativa. De forma resumida
para este me´todo, atrave´s da observac¸a˜o do desempenho do algoritmo para diferentes
valores de K, a escolha e´ feita para o valor que obtiver o melhor resultado estat´ıstico
apo´s a alternac¸a˜o do grupo de validac¸a˜o por todo o conjunto de dados. Tal medida
garante uma medida mais representativa da acura´cia e, portanto, mais respaldo a`
escolha.
Na pro´xima sec¸a˜o os resultados da simulac¸a˜o do algoritmo quando aplicado no
cena´rio TTE sa˜o apresentados. Em tempo, a escolha do paraˆmetro K e uma avaliac¸a˜o
da acura´cia do me´todo sa˜o tambe´m exploradas.
6.3 RESULTADOS DE APLICAC¸A˜O
Como previsto anteriormente, a inserc¸a˜o do classificador acontece a partir do ponto
final do processo de localizac¸a˜o. Nesse ponto, escolhemos continuar utilizando as mes-
mas configurac¸o˜es de aˆncora, tag e canal empregadas nas simulac¸o˜es do Cap´ıtulo 5,
com 50 tags distribu´ıdas uniformemente e 12 posic¸o˜es de no´s aˆncora posicionados na
superf´ıcie do volume representativo da mina.
Para a avaliac¸a˜o do cena´rio de localizac¸a˜o, consideramos o caso de aˆngulos fixos,
com um erro de medic¸a˜o RSS em 10 dB e uma estimativa inicial, agora representativo
diretamente do alcance da detonac¸a˜o, dentro de um raio ma´ximo de 5 m da posic¸a˜o
real.
Como forma de facilitar a visualizac¸a˜o e a interpretac¸a˜o dos dados, optou-se por
utilizar apenas duas classes na predic¸a˜o: mine´rio e este´ril. Pelo mesmo motivo, a
regia˜o de identificac¸a˜o tambe´m foi limitada a uma fronteira entre duas zonas, como
explicitado na Figura 6.4 para a vista superior de um corte em volume retangular.
Como e´ poss´ıvel notar, a disposic¸a˜o das tags foi realizada de forma a delimitar
a regia˜o de separac¸a˜o e assim, garantir uma melhor identificac¸a˜o das alterac¸o˜es na
fronteira. De fato, a topografia na Figura 6.4 e´ alterada com o desmonte e deixamos
de conhecer a estrutura da mina. O papel visual do classificador aqui fica enta˜o mais
claro: prever como fica a disposic¸a˜o das rochas no apo´s a detonac¸a˜o.
Uma vez que consideramos que as informac¸o˜es de identificac¸a˜o de classe sa˜o rece-
bidas apo´s as estimativas de posic¸a˜o de todas tags, podemos enta˜o iniciar o me´todo
KNN.
O classificador comec¸a com a fase de treinamento em que apenas o valor de K
e´ determinado atrave´s de validac¸a˜o cruzada. Em etapas, dividimos os dados em 5
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Figura 6.4: Sec¸a˜o retangular de uma regia˜o de fronteira entre mine´rio e material este´ril
marcada por tags.
subconjuntos com 10 tags cada. Separamos 4 grupos para treinamento e um quinto
para validac¸a˜o. Rodamos o algoritmo dentro do grupo de controle ate´ que todos fossem
utilizados como validac¸a˜o e obtivemos estimativas de acura´cia em cada rodada.
As me´dias dessas medidas, na forma do erro de classificac¸a˜o (porcentagem de tags
classificadas erroneamente), sa˜o mostradas na Figura 6.5 para diferentes valores de K.
Importante salientar que foi decidido considerar apenas valores ı´mpares do paraˆmetro,
como forma de evitar empates.
Escolhemos enta˜o K = 9, cuja acura´cia foi de 86%, como explicitado no gra´fico.
Em um cena´rio pra´tico, este valor pode ser utilizado para prever o desempenho do
classificador naquela configurac¸a˜o do espac¸o, e estabelecer assim, um n´ıvel de confianc¸a
para o algoritmo.
Em seguida, rodamos para a etapa de predic¸a˜o do algoritmo KNN, escolhendo para
cada ponto no espac¸o os 9 vizinhos mais pro´ximos e calculando o voto de cada um
na formac¸a˜o da fronteira de decisa˜o. Nessa etapa, consideramos a ponderac¸a˜o pela
distaˆncia e pelo erro de medic¸a˜o na perda de poteˆncia.
O resultado para as fronteiras de decisa˜o e disposic¸a˜o estimada das rochas e´ mos-
trado na Figura 6.6.
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Figura 6.5: Erro de classificac¸a˜o estimado por validac¸a˜o cruzada para diferentes valores de
K.
Figura 6.6: Identificac¸a˜o de zonas de mine´rio com classificador KNN para K = 9.
Como e´ poss´ıvel notar, a fronteira entre as zonas de mine´rio e a zona este´ril sa˜o bem
definidas para o valor escolhido de K sem deixar de moldar a´reas mais concentradas,
87
mostrando um bom equil´ıbrio entre vie´s e variaˆncia. Comparativamente, as Figuras
6.7 e 6.8 mostram o mesmo cena´rio para um valor baixo de K e um valor alto de K,
respectivamente.
Figura 6.7: Identificac¸a˜o de zonas de mine´rio com classificador KNN para K = 3.
Figura 6.8: Identificac¸a˜o de zonas de mine´rio com classificador KNN para K = 31.
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Em ambas as figuras e´ poss´ıvel notar a soluc¸a˜o de compromisso. Na Figura 6.7,
temos as fronteiras bem flex´ıveis, se moldando de forma bastante espec´ıfica em torno de
cada tag, mostrando a alta variaˆncia do modelo. Por sua vez, na Figura 6.8, as fronteiras
sa˜o mais suaves, mas deixam algumas regio˜es na˜o correlacionadas, aumentando o vie´s
da predic¸a˜o.
Finalmente, alcanc¸ando uma visualizac¸a˜o para a estimativa de classificac¸a˜o em todo
o volume, calculamos uma nova estimativa de acura´cia, agora para alguns pilotos de
teste cuja classe conhecida. Utilizando um grupo com 100 pilotos espalhados junta-
mente com as tags durante a detonac¸a˜o, calculamos a me´dia do erro de classificac¸a˜o
para 100 simulac¸o˜es e obtivemos o valor de 78%. Este valor esta´ um pouco abaixo do
valor calculado pela validac¸a˜o cruzada, o que representa algo esperado pela influeˆncia
da distribuic¸a˜o aleato´ria desconhecida dos pilotos apo´s a detonac¸a˜o. Com mais difi-
culdade de encontrar um modelo que se encaixe para as tags e os pilotos, o erro tende
enta˜o a aumentar.
Em s´ıntese, o classificador KNN quando utilizado como aplicac¸a˜o direta da loca-
lizac¸a˜o das tags se mostrou bastante adequado. Embora apenas um comec¸o do estudo
do problema, o me´todo e´ e fa´cil interpretac¸a˜o e desempenho satisfato´rio, sendo uma
possibilidade que utiliza os dados ja´ entregues pelas estimativas de posic¸a˜o sem grande
adic¸a˜o de complexidade.
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7 CONCLUSO˜ES E PROPOSTAS DE TRABALHOS
FUTUROS
Motivada pelas aplicac¸o˜es crescentes em ramos industriais e em especial na mi-
nerac¸a˜o, a busca por uma soluc¸a˜o para o problema de localizac¸a˜o de sensores em
ambientes de comunicac¸o˜es atrave´s da terra se mostrou um to´pico importante de pes-
quisa e, mais do que isso, um caminho necessa´rio para o desenvolvimento de sistemas
TTE realmente escala´veis.
Nos cena´rios mais utilizados de operac¸o˜es rotineiras em minas e em situac¸o˜es
cr´ıticas, os requisitos estabelecidos de infraestrutura, poteˆncia e complexidade aca-
bam limitando de forma geral as possibilidades de utilizac¸a˜o de tecnologias ja´ praticas
e bem estabelecidas para comunicac¸o˜es sem fio, como WiFi e GPS. Dessa forma, foi
necessa´rio pensar o problema de forma a garantir uma alternativa via´vel.
A proposta parte da criac¸a˜o de uma rede de sensores, em que atrave´s de um sistema
formado por tags e aˆncoras fosse poss´ıvel estabelecer um enlace de comunicac¸a˜o e,
consequentemente, a estimac¸a˜o da posic¸a˜o dos no´s cujas coordenadas geogra´ficas fossem
desconhecidas.
Para a viabilizac¸a˜o desse processo, utilizaram-se te´cnicas de medic¸a˜o RSS e do
me´todo de trilaterac¸a˜o. Estes mecanismos foram aplicados em um modelo de canal
TTE baseado em induc¸a˜o magne´tica, que utiliza de antenas loop para a transmissa˜o e
recepc¸a˜o e cuja formulac¸a˜o considera as especificidades t´ıpicas de um meio condutivo
como a terra. Aqui, a derivac¸a˜o do canal para um modelo na˜o-linear da perda de
poteˆncia e´ utilizada enquanto func¸a˜o relativa da distaˆncia entre aˆncoras e tags.
Relacionando matematicamente a medida RSS a`s coordenadas desconhecidas, o
problema de localizac¸a˜o pode ser enxergado como um problema de otimizac¸a˜o e assim,
pensado dentro de processos t´ıpicos da literatura para regressa˜o de dados.
Como base para os testes, foram estudados e propostos algoritmos baseados em
me´todos de mı´nimos quadrados na˜o-lineares, na forma do algoritmo de Gauss-Newton
e em sua versa˜o mais robusta, o me´todo de Levenberg-Marquardt. Estas te´cnicas
utilizam de aproximac¸o˜es lineares e ca´lculo de derivadas para obter aproximac¸o˜es de
um ponto de o´timo, podendo ser utilizadas nesse formato para a minimizac¸a˜o do erro
de medic¸a˜o e, consequentemente, a determinac¸a˜o de estimativas para as coordenadas.
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A avaliac¸a˜o dos me´todos propostos foi realizada por meio de simulac¸a˜o computacio-
nal em um cena´rio t´ıpico de aplicac¸a˜o da explorac¸a˜o em minas terrestres, considerando
desempenho para diferentes paraˆmetros de entrada. O comportamento dos algoritmo
e´ considerado em mudanc¸as no nu´mero de no´s aˆncora empregas, no erro da medic¸a˜o
RSS previsto para o canal e na distaˆncia ma´xima da estimativa inicial utilizada para
a otimizac¸a˜o.
Os resultados alcanc¸ados mostraram que o desempenho do me´todo de Levenberg-
Marquardt em um sistema TTE se relaciona de maneira inversamente proporcional com
a quantidade de aˆncoras empregadas, em uma relac¸a˜o de decaimento que se estabiliza
para um nu´mero grande de aˆncoras. Ainda, o erro de medida tem grande influeˆncia
na efetividade da te´cnica, mesmo se comparado com o erro causado por estimativas
iniciais muito. De fato, embora ambos os erros sejam representativos para os resultados
finais, a relac¸a˜o diminui de forma mais acentuada para o aumento no erro da medic¸a˜o
RSS.
Ainda assim, o desempenho se mostra muito dependente da estimativa inicial ser
minimamente relacionada com a posic¸a˜o real. Como mostrado para estimativas iniciais
geradas aleatoriamente, o erro de localizac¸a˜o aumenta bastante, retirando acura´cia do
me´todo. Somado isso a` grande influeˆncia da variac¸a˜o do aˆngulo de rotac¸a˜o das antenas,
enxergam-se dois problemas que precisam ser considerados.
Para a questa˜o da contribuic¸a˜o do aˆngulo foram propostos duas soluc¸o˜es na forma
de fixac¸a˜o dos eixos de rotac¸a˜o das antenas e na utilizac¸a˜o de treˆs antenas ortogonais
para diversidade de recepc¸a˜o. Ambas as soluc¸o˜es apresentaram desempenho melhor
do que a situac¸a˜o com aˆngulos desconhecidos, tendo o caso utilizando aˆngulos ortogo-
nais apresentado um desempenho geral melhor para os cena´rios avaliados, enquanto os
aˆngulos fixos se mostraram mais acurados para determinados cena´rios espec´ıficos.
Por sua vez, para o problema da estimativa inicial, o me´todo de Recozimento Si-
mulado foi proposto enquanto mecanismo de otimizac¸a˜o estoca´stica para lidar com
mı´nimos locais de uma maneira mais efetiva. Embora na˜o tenha apresentado desempe-
nho superior ao algoritmo LM quando avaliado individualmente, os resultados para o
erro de localizac¸a˜o quando as te´cnicas foram aplicadas em conjunto apresentou desem-
penho consideravelmente maior. De fato, a utilizac¸a˜o conjunta dos me´todos SA e LM
se mostrou uma alternativa mais via´vel na˜o apenas para estimativas iniciais geradas
aleatoriamente, mas tambe´m para casos em que informac¸o˜es em relac¸a˜o a posic¸a˜o real
fossem conhecidas.
Em tempo, foi tambe´m analisado o comparativo para o modelo TTE pela utilizac¸a˜o
da aproximac¸a˜o nume´rica proposta com o me´todo da secante e para a reparametrizac¸a˜o
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considerada no Cap´ıtulo 3. Em ambos os casos, os resultados tiveram desempenho pior,
mesmo se mostrando relativamente pro´ximos dos resultados do modelo original. Ainda
assim, sa˜o aproximac¸o˜es aceita´veis em cena´rios que na˜o conseguem lidar com alta com-
plexidade, seja por falta de informac¸o˜es do modelo ou por limitac¸o˜es de processamento.
No geral, os mecanismos e te´cnicas para localizac¸a˜o de sensores aqui avaliados se
mostraram opc¸o˜es via´veis em sistemas de comunicac¸o˜es TTE. Mesmo para uma li-
mitac¸a˜o de complexidade e alcance t´ıpica dos requisitos da aplicac¸a˜o na minerac¸a˜o,
os resultados de simulac¸a˜o apresentaram um desempenho satisfato´rio em cena´rios ve-
ross´ımeis. Os algoritmos atingiram boas faixas de erro de localizac¸a˜o, principalmente
se considerando premissas razoa´veis de manipulac¸a˜o dos aˆngulos, casos em que a esti-
mativa de posic¸a˜o na˜o distava mais de 2 metros da posic¸a˜o almejada.
Finalmente, uma aplicac¸a˜o direta da localizac¸a˜o foi explorada para a detecc¸a˜o de
zonas de mine´rios em cena´rios po´s-detonac¸a˜o. Como visto no Cap´ıtulo 6, o problema
pode ser encarado inteiramente como um problema de classificac¸a˜o estat´ıstica e, por-
tanto, avaliado sob a o´tica de me´todos de aprendizado de ma´quina reconhecidos da
literatura.
Utilizando as estimativas de localizac¸a˜o obtidas e o classificador KNN, foram obti-
dos reultados de acura´cia bastante satisfato´rios, representando sucesso na predic¸a˜o em
aproximadamente 80 % dos casos. De simples implementac¸a˜o, o classificador entregou
estimativas gra´ficas das fronteiras entre regio˜es de mine´rio e regio˜es este´reis, provendo
uma ferramenta interessante para maior eficieˆncia nos processos de extrac¸a˜o.
Resultados melhores ainda podem ser alcanc¸ados, no entanto. Se flexibilizados
os requisitos de poteˆncia e complexidade, uma se´rie de outras te´cnicas e algoritmos
podem ser explorados e a acura´cia pode ser ainda mais refinada, para a localizac¸a˜o e,
consequentemente para aplicac¸o˜es como a de classificac¸a˜o.
Dessa forma, e´ alinhado com esse pensamento que ficam de propostas de trabalhos
futuros:
• Avaliac¸a˜o das te´cnicas estudadas em um modelo de canal TTE experimental,
com paraˆmetros mais representativos da composic¸a˜o espec´ıfica dos solos;
• Aplicac¸a˜o de verso˜es mais avanc¸adas de me´todos LS, ale´m do comparativo com
outras te´cnicas de otimizac¸a˜o, como as baseadas em aprendizado de ma´quina,
por exemplo;
• Teste de outros classificadores mais robustos para a etapa de identificac¸a˜o de
zonas, como SVM e ANN; e
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• Modelagem de cena´rios mais espec´ıficos de aplicac¸a˜o na minerac¸a˜o, para estudo
comparativo.
Finalmente, e´ importante ressaltar que os resultados alcanc¸ados de simulac¸a˜o sa˜o
refereˆncia para base de testes e a criac¸a˜o de proto´tipos. De forma que o principal
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