ABSTRACT: Conventional single-chip digital cameras use color filter arrays (CFA) to sample different spectral components. Demosaicing algorithms interpolate these data to complete red, green, and blue values for each image pixel, to produce an RGB image. In this article, we propose a novel demosaicing algorithm for the Bayer CFA. For the algorithm design, we assume that, following the concept proposed in (Zhang and Wu, IEEE Trans Image Process 14 (2005), 2167-2178), the initial interpolation estimates of color channels contain two additive components: the true values of color intensities and the errors that are considered as an additive noise. A specially designed signaladaptive filter is used to remove this so-called demosaicing noise. This filter is based on the local polynomial approximation (LPA) and the paradigm of the intersection of confidence intervals applied to select varying scales of LPA. This technique is nonlinear and spatially-adaptive with respect to the smoothness and irregularities of the image. The presented CFA interpolation (CFAI) technique takes significant advantage from assuming that the original data is noise-free. Nevertheless, in many applications, the observed data is noisy, where the noise is treated as an important intrinsic degradation of the data. We develop an adaptation of the proposed CFAI for noisy data, integrating the denoising and CFAI into a single procedure. It is assumed that the data is given according to the Bayer pattern and corrupted by signal-dependant noise common for charge-coupled device and complementary-symmetry/metal-oxide semiconductor sensors. The efficiency of the proposed approach is demonstrated by experimental results with simulated and real data.
I. INTRODUCTION
The common approach in single-chip digital cameras is to use a color filter arrays (CFA) to sample different spectral components like red, green, and blue. The sensor records one value per pixel location. The resulting image is a gray-scale mosaic-like one. Demosaicing algorithm interpolates sets of complete red, green, and blue values for each pixel, to make an RGB image. Independent interpolation of color channels usually leads to drastic color distortions. The way to effectively produce a joint color interpolation plays a crucial role for demosaicing.
Modern efficient algorithms exploit several main facts. The first is the high correlation between the red, green, and blue channels for natural images. As a result, all three color channels are very likely to have the same texture and edge locations. The second fact is that digital cameras use the CFA in which the luminance (green) channel is sampled at the higher rate than the chrominance (red and blue) channels. Therefore, the green channel is less likely to be aliased, and details are preserved better in the green channel than in the red and blue channels (Gunturk et al., 2002) . Also, the CFA is a crucial element in design of single-sensor digital cameras. Different characteristics in design of CFA affect both performance and computational efficiency of the demosaicking solution Lukac, 2005a) . The fundamentals about digital color image acquisition with single-sensor can be found in (Parulski and Spaulding, 2002; Lukac and Plataniotis, 2006b) .
Considering the fact that the Bayer CFA (Bayer, 1976 ) (see Fig. 1 ) is one of the most often exploited today, in this article, we focus on techniques for this particular CFA.
A. Correlation Models. There are two basic interplane correlation models: the color difference rule (Laroche and Prescott, 1994; Hamilton and Adams, 1997) and the color ratio rule (Kimmel, 1999; Lukac et al., 2004a ). The first model asserts that intensity differences between red, green, and blue channels are slowly varying, that is the differences between color channels are locally nearlyconstant (Laroche and Prescott, 1994; Hamilton and Adams, 1997; Adams, 1998; Plataniotis, 2004a, 2005b; Hirakawa and Parks, 2005a; Li, 2005; Zhang and Wu, 2005) . Thus, they contain low-frequency components only, making the interpolation using the color differences easier (Hirakawa and Parks, 2005a) . The second correlation model is based on the assumption that the ratios between colors are constant over some local regions (Kimmel, 1999; Lukac et al., 2004a) . This hypothesis follows from the Lambert's law that if two colors have equal chrominance then the ratios between the intensities of three color components are equal (Kimmel, 1999; Hirakawa and Parks, 2005a) .
The first difference-based correlation model is found to be more efficient than the ratio-based model and, therefore, exploited more often in practice. Moreover, the color-difference rule can be implemented with a lower computational cost and better fits linear interpolation modeling (Li, 2005) .
Other correlation models used in the demosaicing literature can be found in (Keren and Osadchy, 1999; Plataniotis, 2004b, 2006a) .
B. Demosaicing Methods. Many demosaicing algorithms (Laroche and Prescott, 1994; Hamilton and Adams, 1997; Kimmel, 1999; Lukac et al., 2004) incorporate edge directionality in interpolation. Interpolation along object boundaries is preferable versus interpolation across these boundaries for most of the models.
We will classify the demosaicing techniques into two categories: noniterative (Laroche and Prescott, 1994; Hamilton and Adams, 1997; Adams, 1998; Taubman, 2000; Pei and Tam, 2003; Malvar et al., 2004; Zhang and Wu, 2005; Menon et al., 2007) and iterative (Kimmel, 1999; Gunturk et al., 2002; Lukac et al., 2004a; Hirakawa and Parks, 2005a; Li, 2005) . There are also alternative ways of this classification, for instance considered in (Gunturk et al., 2005) .
Noniterative demosaicing techniques basically rely on the idea of edge-directed interpolation. In a variety of color demosaicing techniques, the gradient estimates analysis plays a central role in reconstructing sharp edges. The exploitation of intraplane correlation typically is done by estimating local gradients under the main assumption that locally the difference between colors is nearly constant. Directional filtering is the most popular approach for color demosaicing that produces competitive results. The best known directional interpolation scheme is perhaps the method proposed by Hamilton and Adams (1997) . The authors use the gradients of blue and red channels as the correction terms to interpolate the green channel. Similar idea is exploited effectively in (Laroche and Prescott, 1994; Wu and Zhang, 2004; Malvar et al., 2004) but with a different aggregation of vertical and horizontal estimates. Directional filtering with a posteriori decision is also effectively exploited for demosaicing in (Menon et al., 2007) . A novel efficient data adaptive filtering concept in conjunction with the refined spectral models is proposed in (Lukac and Plataniotis, 2005a) for demosaicing.
In addition, there are approaches based on the following: pattern recognition (Cok, 1994) , restoration algorithms (Taubman, 2000; Trussel et al., 2005) , sampling theory (Adams, 1998) [see (Gunturk et al., 2005) for more details], the regularization theory (Keren and Osadchy, 1999) , the Bayesian approach (Brainard, 1994; Vega et al., 2005) , demosaicing in frequency domain (Alleysson et al., 2005; Dubois, 2005) . Taubman (2000) proposed an efficient preconditioned approach of Bayesian demosaicing that is used in some digital cameras today.
A number of iterative demosaicing techniques have been proposed recently (Kimmel, 1999; Gunturk et al., 2002; Lukac et al., 2004a; Hirakawa and Parks, 2005a; Li, 2005) . It has been observed that iterative demosaicing techniques often demonstrate higher quality restoration than noniterative ones at the price of increased computational cost. The refinement of green pixels and red/blue pixels are mutually dependent and jointly beneficial to each other. An iterative strategy is exploited in (Li, 2005) to handle this correlation.
A new idea has been proposed and effectively used in the recent papers (Li, 2005; Zhang and Wu, 2005) , where the differences between initial directional interpolated estimates of color intensities are filtered. In the paper (Zhang and Wu, 2005) , the concept of directional ''demosaicing noise'' was introduced for the interpolation errors. A filtering procedure is exploited to remove this noise and obtain the improved estimates of the differences between the chrominance and luminance channels as result of denoising procedure.
Our article is motivated by the work (Zhang and Wu, 2005) , where the demosaicing is reformulated as the denoising problem. The differences between color channels are considered as noisy signals, and the term noise is used for interpolation errors. We use a directional anisotropic scale-adaptive denoising technique to remove the errors, instead of the fix-length filter used in (Zhang and Wu, 2005) . The exploited technique is based on the local polynomial approximation (LPA). The adaptivity to data is provided by the multiple hypothesis testing called the intersection of confidence intervals (ICI) rule, which is applied to select varying scales (window sizes) of LPA (Katkovnik, 1999; Katkovnik et al., 2002 . The main problem that appears is that the LPA-ICI requires a priori knowledge about the variance of the noise. However, the ''demosaicing noise'' cannot be considered as a stationary one and its statistics are unknown, since the errors strongly depend on the signal. For instance, its variance near edges may be significantly higher than at smooth areas and, therefore, in this article, it is estimated locally. In such a way, we aim to improve results with a filtering that is adaptive to image irregularities, e.g., edges.
C. Demosaicing of Noisy Data. In many applications, the observed data is noisy. The light passes through the optical system of the camera and is focused on a digital sensor. The sensor is composed of photon-collection sites. Each site works as a photon-counter to measure the amount of light coming to it. The sensor produces a digital value for each site, which corresponds to the intensity of the light at that position. This digital output of the sensor is called ''raw data. '' It is known that the raw data from the sensor is corrupted by signal-dependant noise (Hirakawa and Parks, 2005b; Foi et al., 2006 Foi et al., , 2007 . Such modeling is common for charge-coupled device (CCD) and complementary-symmetry/metal-oxide semiconductor (CMOS) digital image sensors. A property of such a noise is the dependence of its variance from the signal (Foi, 2007) . The most widely encountered models for this dependence are film-grain, multiplicative, speckle noise, and, in particular, Poissonian noise. The problem is to restore the true observation scene from the noisy subsampled data. The conventional approach used in image restoration chains for raw sensor data exploits successive independent denoising and demosaicing steps. Denoising aims to remove the noise, and demosaicing performs interpolation of missing colors assuming that the processed data is noiseless.
In case of treating the original noisy observed data, the denoising done first was proven to be more efficient. Some post-CFA interpolation (post-CFAI) and pre-CFAI denoising techniques are compared in (Kalevo and Rantanen, 2002) . The authors show the possibility to reduce more noise with the pre-CFAI denoising than with the post-CFAI denoising. Also, the computational costs can be lower with the pre-CFAI denoising than with the post-CFAI one. The model of noise plays a crucial role in image denoising, which is known before CFAI but not after CFAI.
Noting that image interpolation and image denoising are both estimation problems, the papers Parks, 2005b, 2006) propose a unified approach to performing demosaicing and image denoising jointly, where the noise is modeled as multiplicative Gaussian. The multicolored demosaicing/denoising problem was simplified to a single-color denoising problem. The authors verified that performing demosaicing and denoising jointly is more effective than treating them independently (Hirakawa and Parks, 2005b) . Ramanath and Snyder (2003) proposed a bilateral filtering-based scheme to denoise, sharpen, and demosaic the image simultaneously.
Most denoising techniques are designed for stationary Gaussiandistributed noise. We propose a technique specially designed for filtering not only Gaussian but also more general signal-dependant noise. It is natural to adopt the CFAI proposed for noiseless case to the noisy one, since it already considers demosaicing as a denoising problem. The crucial difference is that here all pixels have to be either denoised or interpolated from noisy observations. Therefore, filtering only the difference between directional interpolated estimates of color intensities is not sufficient, and thus we decorrelate them by calculating both sum and difference, and then apply the LPA-ICI denoising to these pairs of components. The advantage of this approach is that different color channels are used for both denoising and interpolation, filtering also ''demosaicing noise'' that is present implicitly on the image. The proposed technique results in better utilization of data, in better performance and quality of image restoration, and lower complexity of implementation. These issues are of crucial importance especially for small mobile devices, where the impact of noise is particularly severe because of the constrained power and hardware.
Preliminary results obtained in (Paliy et al., 2007a,b) show the efficiency of this approach.
The structure of the article is the following. In Section II, we propose a method of CFAI for noiseless data. In Section III, we describe the technique's adaptation for the noisy Bayer data. Finally, the simulation results are shown in Section IV.
II. COLOR FILTER ARRAY INTERPOLATION OF NOISELESS DATA
A. Image Formation Model for Noiseless Data. We follow the general Bayer mask image formation model:
where C{Á} is a Bayer sampling operator (Bayer, 1976) Wfy RGB ði; jÞg ¼ Gði; jÞ; at ði; jÞ 2 X G1 ;
Gði; jÞ; at ði; jÞ 2 X G2 ; Rði; jÞ; at ði; jÞ 2 X R ; Bði; jÞ; at ði; jÞ 2 X B ;
and z bayer is an output signal of the sensor, y RGB (i,j) 5 (R(i,j), G(i,j), B(i,j)) is a true color RGB observation scene, X 5 {(i,j): i 5 1, . . ., 2N, j 5 1, . . ., 2M} are the spatial coordinates, and R (red), G (green), and B (blue) correspond to the color channels. For two available green channels, we will use notations G 1 (i,j), such that (i,j) [ X G 1 5 {(i,j): i 5 1, 3, . . ., 2N 2 1, j 5 1, 3, . . ., 2M 2 1}, and G 2 (i,j), such that (i,j) [ X G 2 5 {(i,j): i 5 2, 4, . . ., 2N, j 5 2, 4, . . ., 2M}. Spatial coordinates for the red R(i,j) and blue B(i,j) color channels are denoted X R 5 {(i,j): i 5 1, 3, . . ., 2N 2 1, j 5 2, 4, . . ., 2M} and X B 5 {(i,j): i 5 2, 4, . . ., 2N, j 5 1, 3, . . ., 2M 2 1}, respectively. Demosaicing attempts to invert C{Á} to reconstruct R(i,j), G(i,j), and B(i,j) intensities from the observations z bayer (i,j).
As in (Zhang and Wu, 2005) , our algorithm consists of the following steps: initialization, filtering, and interpolation. At the initialization, the approximate color estimates are obtained and directional differences between G-R and G-B are calculated. These differences are considered as degraded by noise and filtered. The modified version of the LPA-ICI algorithm is used for this filtering. Finally, the obtained estimates are exploited to calculate missing color values at each pixel.
B. Initialization. Firstly, we calculate the directional (horizontal and vertical) estimates of the green channel at every point (i,j) [ X following the rules of Hamilton-Adams algorithm (Hamilton and Adams, 1997) . Interpolation of G at R positions (i,j) [ X R is done as follows:
Here, h and v stand for horizontal and vertical estimates. Similar (3) and (4), the initial directional estimates for the red channel R at the green positions
As a result of (3)- (4) and (5)- (6), we obtain at the every horizontal line of red and green values two sets of true (from data) and estimated (interpolated) green and red values: 
where e h (i,j) and e v (i,j) are considered as random demosaicing noise; D g,r (i,j) is the true difference between green and red color channels. The blue channel B is treated in the same way, and we calculate the directional differencesD C. LPA-ICI Filtering of Directional Differences. The LPA-ICI filtering (Katkovnik et al., 2002 ) is used for all noisy estimatesD To introduce this filtering in the form applicable for any input data, we assume for a moment that this input noisy data have the form: zði; jÞ ¼ yði; jÞ þ nði; jÞ; ð13Þ
is a noisy observation, y(i,j) is a true signal and n(i,j) is a noise. The LPA is a general tool for linear filter design, in particular for design of the directional filters of the given orders on the arguments i and j. Let g s,y be the impulse response of the directional linear filter designed by the LPA , where y is a direction of smoothing and s is a scale parameter (window size of the filter) * . The details of the filter design are given in Appendix.
The exploited linear filter is obtained as a linear combination of two 1D filters: 1 is a first-order polynomial kernel, and s is the length of the filters. The mixing parameter a is fixed to be 0.1 in this article. Approximation with larger than zero-order often results in higher instability of filtering, while zero-order often results in lower performance. Therefore, we exploit a combination of zero-and first-order kernels.
A set of the image estimates of different scales s and different directions y are calculated by the convolution b y s;y ði; jÞ ¼ ðz~g s;y Þði; jÞ; ð15Þ
The ICI rule is the algorithm for selection of the scale (close to the optimal least-square value) for every pixel (i,j) . This algorithm uses a sequence of confidence intervals
where G > 0 is a threshold parameter for the ICI, b y s;y is the estimate of y, and r ŷ s,y is the standard deviation of this estimate.
In this article, the standard deviation in (16) is calculated as the weighted mean of the squared errors between the estimate and the observations in the directional neighborhood of the pixel (i,j):
where the weights are defined by g s,y used in (15). Note that in the standard form of the ICI ) the standard deviation of the estimate is different from (17) and calculated as rŷ s;y ði; jÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ðr 2~g2 s;y Þði; jÞ q , where r is a given standard deviation of the additive signal-independent observation noise in the model (13). However, in the considered models and (11) and (12), we deal with the data where the noise is only a convenient form for modeling of the interpolation errors that are actually nonrandom. Thus, the standard deviation of the estimate b y s;y is estimated locally by (17) at every position (i,j) over the directional local area.
The ICI rule defines the adaptive scale as the largest s 1 of those scales in S whose estimate does not differ significantly from the estimates corresponding to the smaller window sizes. This optimization of s for each of the directional estimates yields the adaptive scales s 1 (y) for each direction y. The union of the supports of g s1(y),y is considered as an approximation of the best local vicinity of (i,j) in which the estimation model fits the data. The final estimate is calculated as a linear combination of the obtained adaptive directional estimates b y s þ ;y i; j ð Þ.
The final LPA-ICI estimate ŷ(i,j) combined from the directional ones is computed as the weighted mean with the variance r ŷ 2 of the final estimate ŷ(i,j) computed for simplicity as
It is convenient to treat this complex LPA-ICI multidirectional algorithm as an adaptive filter with the input z and the output ŷ. The input-output equation can be written as ŷ 5 LI {z} by denoting the calculations imbedded in this algorithm as an LI operator. Applying the ICI in the form (16)- (18) (Zhang and Wu, 2005) , combining these vertical and horizontal estimates, we arrive to the final estimateD g; r ði; jÞ in the form Gði; jÞ ¼ Rði; jÞ þD g; r ði; jÞ; ði; jÞ 2 X R ; Gði; jÞ ¼ Bði; jÞ þD g;b ði; jÞ; ði; jÞ 2 X B ; whereD g; r is the estimate of G 2 R, andD g;b is the estimate of G 2 B, obtained using the LPA-ICI technique (16)-(20) described in the previous section.
E. Interpolation of R/B Colors at B/R Positions. For the interpolation of R/B colors at B/R positions, we propose to use a special shift-invariant interpolation filter giving the estimates by the standard convolution. This filter has been designed using the LPA for the subsampled grid, which corresponds to R/B channel ( Fig. 1) with the symmetrical window function, as shown in Appendix. A variety of polynomial orders and support sizes has been tested. Finally, the second-order polynomial interpolation filter g rb has been chosen 
Interpolation with this filter showed better results than lower order bilinear interpolation used in (Zhang and Wu, 2005) .
Then, the interpolated estimates are computed as follows:
Rði; jÞ ¼Ĝði; jÞ À ðD g; r~grb Þði; jÞ; ði; jÞ 2 X B ;
Bði; jÞ ¼Ĝði; jÞ À ðD g;b~grb Þði; jÞ; ði; jÞ 2 X R ; ð23Þ whereD g; r is the LPA-ICI estimate of G 2 R, andD g;b is the LPA-ICI estimate of G 2 B.
F. Interpolation of R/B Colors at G Positions. As in (Zhang and Wu, 2005) , for interpolation of R/B colors at G positions ((i,j) [ 
Our study showed that the higher order interpolation did not provide significant improvement in performance. The interpolated estimates are computed as follows:
Rði; jÞ ¼ Gði; jÞ À ððD g; r~grb Þ~gÞði; jÞ;
Bði; jÞ ¼ Gði; jÞ À ððD g;b~grb Þ~gÞði; jÞ: ð26Þ
III. ADAPTATION OF COLOR FILTER ARRAY INTERPOLATION TO NOISY DATA
The general Bayer mask image formation model for the data corrupted by noise is considered as follows:
where the term n(i,j) is an independent zero-mean noise with variance equal to one at every point (i,j). Thus, r bayer (i,j) is the standard deviation of z bayer (i,j). It is not necessarily invariant with respect to the spatial variable (i,j). The problem is to reconstruct the true color image y RGB from the noisy subsampled data z bayer .
A. Initialization. Considering the fact that not only interpolation has to be performed to reconstruct y RGB but also denoising at every point, the initialization differs from the one presented in Section II-A. One way is to exploit a denoising before CFAI and then perform interpolation treating the obtained data as noiseless. This approach is trivial but may be significantly improved. We aim to perform both denoising and interpolation exploiting the high correlation between color channels and consider not only the differences between color channels but also their sums. Hence, the initialization (7)- (10) is transformed in the following way, where knowledge about r bayer plays crucial role. Assuming that the color channels are correlated, we decorrelate them using the following summation and differentiation linear operators working in the horizontal direction: 
Here, R h , G h , R v , G v are calculated similar to (3)-(6) for the noisy data (27). Let us stress that in (3)- (6), G and R notations are used because
We assume for further filtering that the directional differences between the green and red signalsD 
where the ''T'' denotes the transpose operation and r bayer (i,j) is the noise standard deviation in (27). The standard deviations for the differencesD 
The blue channel B is treated in the same way to calculate the directional sums and differencesD 
instead of (17), where g s,y is defined in (15) and r is calculated as in (36)- (39). Applying the LI operator to the calculated sums and differences, we obtain the following denoised estimates of these difference:D When the estimates of the sums and the differences are calculated, we invert (28)-(31) to calculate the signals from these sums and differences. It results in both interpolation of G at R positions and denoising of R performed as follows:
where Ĝ and R are the obtained color estimates. Similar adaptive LPA-ICI filtering is applied to the B channel with the following reconstruction of the interpolated and denoised signals according to the formula analogous to (42).
C. Denoising of G Color. At every point (i,j) [ X G 1 or (i,j) [ X G 2 we have only vertical or horizontal sums and differences. For instance, it is easy to see from (32) to (35) that at G 1 positions (i,j) [ X G 1 we have only horizontal (G 1 1 R h ) and (G 1 2 R h ), and vertical (G 1 1 B v ) and (G 1 2 B v ): 
This estimate utilizes both R and B spectral components.
Here,Û , w g,r v , and w g,b h are computed using the corresponding variances calculated according to (19):
ði; jÞ 2 X G2 :
All other steps as interpolation of R/B colors at B/R positions and interpolation of R/B colors at G positions are identical to those given in Sections II-E and II-F.
IV. RESULTS
A. Simulations for Noiseless Data. The proposed LPA-ICI based CFAI was tested on the Kodak set of color test-images and has been compared with the methods that, to the best of the authors knowledge, demonstrate the state-of-the-art performance (example can be seen in Figure 2 ). The numerical results are summarized in Table I for each of 24 images and ordered in the ascending order of mean PSNR values (the last row), highlighting the best results with bold face. The diagram of mean PSNR values for each color (Hamilton and Adams, 1997) , LI (Malvar et al., 2004) , HD (Hirakawa and Parks, 2005) , SA (Li, 2005) , DFPD (Menon et al., 2007) , AP (Gunturk et al., 2002) , CCA , CCA1PP is a demosaicing approach with postprocessing (Lukac et al., 2004a) , DLMMSE-based interpolation (Zhang and Wu, 2005) , proposed LPA-ICI-based interpolationin, ''Oracle G'' is the proposed LPA-ICI-based interpolation with the optimal threshold parameter G.
channel is shown in Figure 3 . The PSNR values are calculated excluding 15 border pixels to eliminate the boundary effects.
We have used the following parameter settings for the LPA-ICI. Only two directions were used Y 5 {0,p} for horizontal ''left'' and ''right'' estimates corresponding to the directions of interpolation to obtainD h g; r ði; jÞ. For vertical estimatesD v g; r ði; jÞ, we also used only two vertical ''up'' and vertical ''down'' directions Y 5 {p/ 2,3p/2}. The set S of the scales was S 5 {4,6,8,12}.
The threshold G in (16) is an important design parameter of the ICI rule. With small G the ICI selects only the estimates with the smallest scale s, while with large G only the estimates with the largest scale s. The best selection of G for each image can be found only if the original images are known. We call these best values of G ''Oracles.'' They show that the potential of the developed adaptive algorithm provided the best selection of G. The corresponding PSNR values are given in the column ''Oracle G'' of Table I . It can be seen that these oracle results are significantly better than the results for all other methods.
We have found an empirical formula giving the image-dependent G with the values close to the oracle ones. Let r f be standard deviation of high frequency components of G channel calculated as median absolute deviation (MAD) (Donoho, 1995) . Then nearly oracle values of the threshold parameter can be calculated as G 5 0.05r f 1 0.33. The results with this value of G are shown in the ''LPA-ICI'' column of Table I .
It is clearly seen that the proposed technique (''LPA-ICI'' column) gives about 0.4 dB better mean PSNR value (the last row of Table I ) than the DLMMSE method (Zhang and Wu, 2005) that demonstrated the best performance among the reviewed CFAI methods. Analyzing the diagram in Figure 3 (left), we can see that this improvement is significant.
The results in terms of average S-CIELAB y (Zhang et al., 1997) metric for color images are given in Table II . The techniques are presented in the same way as in Table I . The diagram in Figure 3 (right) shows actual ordering of the methods as the S-CIELAB performance is improving. It is seen that the proposed technique provides the best performance for the majority of the test images. Figure 4 illustrates how the differenceD h g; r between the horizontal estimates of green and red color channels is processed for the Lighthouse test image (image number 19 in Table I ). It is clearly seen thatD h g; r (Fig. 4b) drastically suffers from aliasing comparing it to the true G 2 R color difference, calculated at G, R lines only (Fig. 4a) . Further, the largest errors are near edges and image details (Fig. 4c) . We aim to remove these errors by an adaptive filtering using the LPA-ICI in particular. The adaptive scales s obtained with the LPA-ICI filtering for this image (horizontal direction y 5 0 and y 5 p) are shown in Figures 4e and 4f . It is seen that the filterin (Hamilton and Adams, 1997) , LI (Malvar et al., 2004) , HD (Hirakawa and Parks, 2005) , SA (Li, 2005) , DFPD (Menon et al., 2007) , AP (Gunturk et al., 2002) , CCA , CCA1PP is a demosaicing approach with postprocessing (Lukac et al., 2004a) , DLMMSE-based interpolation (Zhang and Wu, 2005) , proposed LPA-ICI-based interpolationin, ''Oracle G'' is the proposed LPA-ICI-based interpolation with the optimal threshold parameter G. (Malvar et al., 2004) , HD (Hirakawa and Parks, 2005a) , SA (Li, 2005) , DFPD (Menon et al., 2007) , AP (Gunturk et al., 2002) , CCA , CCA1PP is a demosaicing approach with postprocessing (Lukac et al., 2004a) , DLMMSE-based interpolation (Zhang and Wu, 2005) , proposed LPA-ICI interpolation, ''Oracle G'' is the proposed LPA-ICI interpolation with the optimal threshold parameter G. [Color figure can be viewed in the online issue, which is available at www.interscience. wiley.com.] performed horizontally selects smaller scales near vertical details that allows to avoid oversmoothing of these details. The filtered differenceD h g; r is shown in Figure 4d .
Our study shows that the ''demosaicing noise'' is not white and strongly localized. At different parts of an image, the power of noise is different. It justifies the use of the local estimates of the variance in (40). As a result, suppression of color distortions becomes much better in terms of both numerical and visual evaluation.
Visual comparison of different methods is presented in Figure 2 for the fragment of the Lighthouse test image (19). The color artifacts are removed almost completely by the proposed method ( Fig.  2 bottom right image) . It is done significantly better than by other methods.
The computational complexity of the proposed technique is relatively high. For instance, it is higher than the complexity of DLMMSE, which provides the second best results among the considered techniques, since the filter supports are larger and multiple scales are used for each direction. The adaptivity to data requires additional calculations. However, the complexity evaluation in terms of processing time calculated for several benchmark techniques shows that the proposed technique provides competitive results and efficient implementation is possible. In particular, the average time for processing a 512 3 768 image by HA CFAI was 1.2 and 3.3 s for CCA, 4.2 s for CCA1PP { , 53 s for DLMMSE, and 12 s for the proposed LPA-ICI-based CFAI. The simulations were performed, and proposed algorithm was implemented in MATLAB environment (version 7.1 SP3). The PC used for simulations was Pentium 4 HT 3.2 GHz (CPU), 2 GB of RAM, and OS Windows XP SP2.
B. Simulations for Noisy Data. We have used the standard test images with the intensities in the range of 0-255 in our simulations for the proposed integrated CFAI and denoising technique. The following three noise models are considered:
a. The additive stationary white Gaussian noise with the invariant standard deviation r(i,j) constant for all (i,j) [ X and for all color intensities G 1 , G 2 , R, and B; b. The signal-dependent Poissonian observations with wz bayer (i,j) $ p(wC{y RGB (i,j)}). This noise can be written explicitly in the additive form (1) where the standard deviation depends on the image intensity as r bayer ði; jÞ ¼ stdfz bayer ði; jÞg ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi Wfy RGB ði; jÞg=w p . It is shown in (Foi et al., 2006 (Foi et al., , 2007 ) that such a model can be used for generic CMOS digital imaging sensors. c. The nonstationary Gaussian noise with the signal-dependant standard deviation r bayer (i,j) Parks, 2005b, 2006) .
For the presented experiments, we have used r(i,j) 5 12.75 for the Gaussian model (a), w 5 0.5447 for the Poissonian model (b), and considered two cases for (c): k 0 5 25, k 1 5 0, and k 0 5 10, k 1 5 0.1. The simulations for (c) are targeted to make an objective comparison with the method proposed in Parks, 2005b, 2006) for noisy data (27).
The LPA-ICI filtering for noisy data was exploited for the eight directions y [ Y 5 {k Á 2p/8: k 5 0, . . ., 7} with the scale (window size) values given by the set S 5 {1, 2, 4, 7, 10}, which is essentially different from settings for noiseless data. The threshold parameter G of the ICI rule was fixed as G 5 1 for filtering the sums and as G 5 1.5 for filtering the differences.
The results are shown in Tables III and IV for five test images of the sizes 512 3 768. The PSNR values were calculated excluding 15 border pixels to eliminate boundary effects. The mean PSNR values calculated over the five test images are given in the last column of the table (Mean PSNR).
The PSNR values for the case of the Gaussian noise (a) are shown in Table III . The proposed algorithm is compared versus: Hamilton-Adams (''HA'') (Hamilton and Adams, 1997) , Alternating Projections (''AP'') (Gunturk et al., 2002) , and the DLMMSE algorithm (''DLMMSE'') (Zhang and Wu, 2005) with the LPA-ICI prefiltering of the noisy data (Katkovnik et al., 2002) . This prefiltering was applied to each color channel independently as the preprocessing stage. It is seen that in average (the last column of the table) the proposed integrated denoising and demosaicing technique provides PSNR at least 1 dB better than other algorithms. The LPA-ICI prefiltering for the Hamilton-Adams, DLMMSE, and Alternating Projections algorithm have been chosen to make an objective comparison between the proposed algorithm designed for noisy data and the considered alternatives known as very good demosaicing algorithms designed for noiseless data. The PSNR values for restoration of Bayer data corrupted by signal-dependant Poissonian type of noise (b) are given in Table IV . For comparison, we used the same alternative algorithms as those used for the Gaussian noise. A special recursive version of the LPA-ICI filtering developed specifically for observations with signal-dependent noise (Foi et al., 2005; was applied as prefiltering. The results are summarized in Table IV, where four iterations of this recursive prefiltering have been carried out. It is seen from Table IV that the proposed denoising-interpolation technique provides at least 0.6 dB better PSNR values than the alternative algorithms with the noise prefiltering. Note, that the proposed algorithm is nonrecursive.
Visual comparison of the results is important for algorithm evaluation. Figures 5 and 6 illustrate some difficult parts of the restored (Katkovnik et al., 2002) denoising at the prefiltering step, PSNR 5 (29.11, 29.94, 29.34) ; restoration by DLMMSE (Zhang and Wu, 2005 ) CFAI with LPA-ICI (Katkovnik et al., 2002) denoising at the prefiltering step, PSNR 5 (29.66, 30.36, 30.36) ; proposed LPA-ICI based integrated interpolation and denoising, PSNR 5 (30.11, 30.86, 30.76) . [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.] Lighthouse test-image. Because of the denoising performed independently for each color channels, the final image visually looks oversmoothed and suffers from color artifacts visible especially near edges (second and third columns), even for very advanced CFAI techniques. In combination with aliasing problem (noticeable at the fence and wall regions of the Lighthouse image), the color artifacts become visible significantly. In the case of Poissonian noise, this problem becomes even stronger. It is seen that the proposed technique (right column) provides significantly better performance also at the regions that contain small details and textures difficult for restoration. The LPA-ICI denoising embedded into the interpolation procedure helps to avoid or reduce the above-mentioned problems. As a result, numerical (''LPA-ICI'' row of Tables III and IV ) and visual quality evaluation (Figs. 5 and 6, right column) show better performance. The high frequency regions difficult for denoising like the grass region are preserved significantly better and color artifacts are reduced. As a result, the restored image looks more natural. Table V . PSNR values for CFA interpolation of images corrupted by noise with r 5 k 0 1 k 1 C {y RGB } Parks, 2005b, 2006 (Foi et al., 2005) at the prefiltering step, PSNR 5 (28.17, 29.07, 28.61); restoration by DLMMSE (Zhang and Wu, 2005 ) CFAI with iterative LPA-ICI denoising (Foi et al., 2005) Comparison with the joint demosaicing and denoising targeted interpolation of data corrupted by signal-dependant noise (c) Parks, 2005b, 2006) was performed on five images with the noise parameters as in (Hirakawa and Parks, 2005b) . The numerical evaluation is presented in Table V for PSNR values and in Table VI for average S-CIELAB values. It is clearly seen that the proposed technique always significantly outperforms the technique from Parks, 2005b, 2006) . The visual comparison on the Window (7) and Parrots (23) test images is given in Figure 7 for k 0 5 10, k 1 5 0.1 for the noise model (c). The HA CFAI (Hamilton and Adams, 1997) was used to visualize the noisiness of the simulated noisy Bayer data (Fig. 7, first column) . The second column contains restored fragments by Parks, 2005b, 2006) and the third column corresponds to the results obtained by the proposed technique. The proposed technique provides less color artifacts that is supported by the better S-CIELAB values in Table VI . The difference is significant especially for the Window test image.
The restoration of real noisy Bayer data measured directly from the sensor of a cameraphone is illustrated in Figure 8 . The noise model and its parameters were identified exactly in the same way how it is done in (Foi et al., 2006 (Foi et al., , 2007 . The left image was interpolated by HA CFAI (Hamilton and Adams, 1997) and the right by the proposed CFAI for noisy data. The histograms for both of them were equalized to improve visual perception in print. No other color correction steps, pre-and postfiltering were done in these experiments.
V. CONCLUSIONS
In this article, we proposed a novel demosaicing technique based on spatially adaptive filtering of interpolation errors. These errors are treated as noise that is nonstationary and strongly depends on signal. The magnitude of errors is higher near edges of image details. We efficiently exploited the adaptive LPA-ICI denoising to remove the errors and preserve the edges. This idea was exploited for Table VI . Average S-CIELAB color metric values for CFA interpolation of images corrupted by noise with r 5 k 0 1 k 1 C {y RGB } Parks, 2005b, 2006 Figure 7 . Fragment of the restored Window (7) and Parrots (23) test images corrupted by noise with r 5 k 0 1 k 1 C{y RGB } Parks, 2005b, 2006) , where k 0 5 10, k 1 5 0.1. Columns are enumerated from left to right: interpolated by HA (Hamilton and Adams, 1997 ) CFAI noisy image; restoration by joint denoising and demosaicing technique Parks, 2005b, 2006) ; proposed technique. [Color figure can be viewed in the online issue, which is available at www.interscience. wiley.com.] noiseless and noisy Bayer data considering signal-dependant noise natural for CCD/CMOS digital imaging sensors. The CFAI and denoising were integrated into a single procedure that showed significant improvement comparing it with the independent analogous denoising and CFAI. The efficiency and applicability of the proposed technique were shown by simulations for both artificial and real raw data (taken directly from the sensor of a cameraphone). In particular, we use the nonsymmetric uniform window of the length s 1 and the width s 2 to design denoising kernels (14) 
