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NILPOTENT COADJOINT ORBITS IN SMALL CHARACTERISTIC
TING XUE
Abstract. We show that the numbers of nilpotent coadjoint orbits in the dual of exceptional Lie
algebra G2 in characteristic 3 and in the dual of exceptional Lie algebra F4 in characteristic 2 are
finite. We determine the closure relation among nilpotent coadjoint orbits in the dual of Lie algebras
of type B,C, F4 in characteristic 2 and in the dual of Lie algebra of type G2 in characteristic 3. In
each case we give an explicit description of the nilpotent pieces in the dual defined in [CP], which
are in general unions of nilpotent coadjoint orbits, coincide with the earlier case-by-case definition
in [L5, X4] in the case of classical groups and have nice properties independent of the characteristic
of the base field. This completes the classification of nilpotent coadjoint orbits in the dual of Lie
algebras of reductive algebraic groups and the determination of closure relation among such orbits
in all characteristic.
Keywords: Nilpotent coadjoint orbits; closure relation; nilpotent pieces; Springer correspon-
dence.
1. introduction
Let G be a connected reductive algebraic group defined over an algebraically closed field k of
characteristic p ≥ 0. Let g be the Lie algebra of G and g∗ the dual vector space of g. Denote by
Ng∗ the set of nilpotent elements in g∗ (recall that an element ξ : g → k∗ is called nilpotent if it
annihilates some Borel subalgebra of g, see [KW]). Note that G acts on g∗ by coadjoint action.
The G-orbits in Ng∗ under this action are called nilpotent coadjoint orbits. Such orbits play an
important role in representation theory. When p is not special for G (i.e. p does not equal the ratio
of the squared lengths of long and short roots in any irreducible component of the root system of
G), there exists a G-equivariant bijection between the nilpotent variety Ng of g and N ∗g (see [PS,
section 5.6]). Hence in these cases nilpotent coadjoint orbits in g∗ can be and are often identified
with nilpotent orbits in g (G-orbits in Ng under adjoint action). The latter has been extensively
studied in all characteristic. For example, the number of nilpotent orbits in g is well-known to be
finite and closure relation among nilpotent orbits in g has been determined.
It remains to study the nilpotent coadjoint orbits in g∗ when p is special, more specifically, when
G is of type B, C or F4 and p = 2, and when G is of type G2 and p = 3. The nilpotent coadjoint
orbits in type B,C when p = 2 have been classified in [X1]. We give the classification in the
remaining cases here. In particular, it follows from the classification that the number of nilpotent
coadjoint orbits in g∗ is finite for any g∗ as in the beginning of the introduction. This result has
appeared in the PhD thesis of the author and we include it here for completeness. We determine
the closure relation among nilpotent coadjoint orbits in g∗ when p is special. For this we can and
will assume that G is adjoint in type B and simply connected in type C.
In [L5, X4] Lusztig and the author give a case-by-case definition of a partition of Ng∗ into
nilpotent pieces for classical groups, indexed by the set UGC of unipotent orbits in the group GC
over complex numbers of the same type as G. In [CP, Section 7] Clarke and Premet define nilpotent
pieces in g∗ uniformly across all types, in the same way as Lusztig’s original definition of unipotent
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pieces (a partition of unipotent variety in G). Moreover the nilpotent pieces in [CP] equal the
Hesselink strata [H2] on Ng∗ (considered as the null-cone of g∗ under coadjoint G-action), and
coincide with the nilpotent pieces defined in [L5, X4] for classical types. These pieces have nice
properties independent of p. On the other hand, there is a natural injective map from the set UGC
to the set Ng∗ of nilpotent coadjoint orbits in g∗ given by Springer correspondence. Using this map
and the closure relation on Ng∗ one can define a partition of Ng∗ into locally closed pieces. We show
that for classical groups these pieces are the same as nilpotent pieces defined by Lusztig and the
author, and thus also the same as nilpotent pieces defined by Clarke and Premet. In particular we
determine which nilpotent coadjoint orbits lie in the same piece (Proposition 6.1). The analogous
result for nilpotent pieces in g is given in [X2]. We also describe nilpotent pieces in g∗ for type G2
when p = 2 and for type F4 when p = 3.
This paper is organized as follows. Sections 2-6 study the cases when G is of type B, C and p = 2.
In Section 2 we recall a natural partial order on the set W∧ of irreducible characters of the Weyl
group of G (used by Spaltenstein [Sp2] to describe closure relation among nilpotent orbits in g),
the classification of nilpotent coadjoint orbits in g∗, the combinatorial description of the Springer
correspondence maps, and the definition of nilpotent pieces in g∗ given in [L5, X4]. Section 3 and
Section 4 are preparation for Section 5, where we describe the Springer fibers at elements in Ng∗
and induction for nilpotent coadjoint orbits in g∗ (by an easy adaptation of [LS, Sp2]) respectively.
In Section 5 we determine the closure relation on Ng∗ which turns out to correspond to the natural
partial order on W∧ recalled in Subsection 2.1 via Springer correspondence map. In Section 6 we
describe the nilpotent pieces in g∗ explicitly. In Section 7 we classify the nilpotent coadjoint orbits
in g∗ when G is of type G2 and p = 3, and when G is of type F4 and p = 2. We determine the
closure relation on Ng∗ and describe the nilpotent pieces in g∗ explicitly.
Acknowledgement The author wish to thank George Lusztig and Kari Vilonen for helpful
discussions and for encouragement. Thanks are also due to the referee for carefully reading the
manuscript and for many suggestions that helped improve the exposition of the paper.
2. Notations and recollections
Although nilpotent coadjoint orbits in type D are not under consideration, we include the infor-
mation for type D in Subsections 2.1-2.3 for future use in the inductive proof of Theorem 5.1 in
type B case.
2.1. A partial order on the set of irreducible characters of Weyl groups of type B,C,D.
For a finite group H we denote by H∧ the set of irreducible characters of H (over C).
Let P(n) denote the set {λ = (λ1 ≥ λ2 ≥ · · · ) | |λ| :=
∑
i≥1 λi = n} of all partitions of an integer
n. For a partition λ ∈ P(n) and each j ≥ 1, we set
λ∗j = |{λi |λi ≥ j|} and mλ(j) = λ∗j − λ∗j+1.
Let P2(n) denote the set {(µ)(ν) | |µ| + |ν| = n} of pairs of partitions. If W is a Weyl group
of type Bn or Cn (resp. Dn), we can identify W
∧ with the set P2(n) (resp. the set {(µ)(ν) ∈
P2(n) | if i is the smallest integer such that µi 6= νi, then νi < µi} with each pair (µ)(µ) counted
twice) ([L1]). There is a natural partial order on the set P2(n) as follows. We say that
(µ)(ν) ≤ (µ′)(ν ′)
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if ∑
i∈[1,j]
(µi + νi) ≤
∑
i∈[1,j]
(µ′i + ν
′
i) and
∑
i∈[1,j−1]
(µi + νi) + µj ≤
∑
i∈[1,j−1]
(µ′i + ν
′
i) + µ
′
j for all j ≥ 1;
and that (µ)(ν) < (µ′)(ν ′) if (µ)(ν) ≤ (µ′)(ν ′) and (µ)(ν) 6= (µ′)(ν ′). This gives rise to a partial
order on W∧ (in the case of type Dn, the two degenerate characters corresponding to a pair (µ)(µ)
are incomparable).
2.2. Classification of nilpotent coadjoint orbits in g∗ (type B,C,D). Let V be a finite
dimensional vector space over k equipped with a fixed non-degenerate symplectic from 〈, 〉 (resp.
a fixed non-degenerate quadratic form Q with the associated bilinear form denoted by β). We
can assume that G = Sp(V, 〈, 〉) (resp. G = SO(V,Q)), the subgroup of GL(V ) (resp. identity
component of the subgroup O(V,Q) of GL(V )) that preserves 〈, 〉 (resp. Q). Then g = sp(V, 〈, 〉) =
{x ∈ gl(V ) | 〈xv,w〉+ 〈v, xw〉 = 0 ∀ v, w ∈ V } (resp. g = o(V,Q) = {x ∈ gl(V ) |β(xv, v) = 0 ∀ v ∈
V, x|Rad(Q) = 0}).
Let Q(V ) (resp. S(V )) denote the vector space of all quadratic forms V → k (resp. all symplectic
forms V × V → k). We have a vector space isomorphism (see [L5, X4])
(a) sp(V, 〈, 〉)∗ ∼−→ Q(V ), ξ 7→ αξ, αξ(v) = 〈v,Xv〉
(resp. o(V,Q)∗ ∼−→ S(V ), ξ 7→ βξ, βξ(v, w) = β(Xv,w)− β(v,Xw)),
where X is such that ξ(x) = tr(Xx) for all x ∈ sp(V, 〈, 〉) (resp. o(V,Q)).
Suppose that G = Sp(V, 〈, 〉) with dimV = 2n and ξ ∈ Ng∗ . Let αξ always denote the quadratic
form corresponding to ξ under the isomorphism in (a) and let βξ always denote the bilinear form
associated to αξ (given by βξ(v, w) = αξ(v + w) − αξ(v) − αξ(w)). Let Tξ : V → V be defined by
〈Tξv, w〉 = βξ(v, w) for all v, w ∈ V . Assume that p = 2. Then the G-orbit of ξ is characterized by
a pair (λ, χ) as follows ([X1]):
(i) the partition λ ∈ P(2n) given by the sizes of Jordan blocks of Tξ (we have mλ(i) even for all
i > 0);
(ii) the map χ : N→ N given by χ(k) := χαξ(k) = min{l |T kξ v = 0⇒ αξ(T lξv) = 0 ∀ v ∈ V } (we
have λi−12 ≤ χ(λi) ≤ λi, χ(λi) ≥ χ(λi+1) and λi − χ(λi) ≥ λi+1 − χ(λi+1) for all i ≥ 1).
Suppose thatG = SO(V,Q) and ξ ∈ N ∗g . Let βξ always denote the symplectic form corresponding
to ξ under the isomorphism in (a).
If p = 2, G = SO(V,Q) and dimV = 2n, let Tξ : V → V be defined by β(Tξv, w) = βξ(v, w) for
all v, w ∈ V . The O(V,Q)-orbit of ξ is characterized by a pair (λ, χ) as follows ([H1]):
(i) the partition λ ∈ P(2n) given by the sizes of Jordan blocks of Tξ (we have mλ(i) even for all
i > 0);
(ii) the map χ : N→ N given by χ(k) := χTξ(k) = min{l |T kξ v = 0⇒ Q(T lξv) = 0 ∀ v ∈ V } (we
have λi2 ≤ χ(λi) ≤ λi, χ(λi) ≥ χ(λi+1) and λi − χ(λi) ≥ λi+1 − χ(λi+1) for all i ≥ 1).
Assume that p = 2, G = SO(V,Q) and dimV = 2n + 1. Let m ∈ [0, n] be the unique integer
such that there exists a (unique) set of vectors {vi, i ∈ [0,m]} with
(b) Q(vm) = 1, Q(vi) = 0, βξ(vi, v) = β(vi−1, v), i ∈ [1,m], β(vm, v) = 0, βξ(v0, v) = 0, ∀ v ∈ V.
If m = 0, let W be a complementary subspace of span{v0} in V ; if m ≥ 1, let {ui, i ∈ [0,m − 1]}
be a set of vectors such that
4 TING XUE
(c) Q(u0) = 0, β(u0, vj) = δj,0, j ∈ [0,m];βξ(ui−1, v) = β(ui, v), Q(ui) = 0, i ∈ [1,m− 1], ∀ v ∈ V
and let W = {v ∈ V |β(v, ui) = β(v, vi) = βξ(u0, v) = 0}. Then V = span{ui, vi} ⊕ W and
β|W is non-degenerate. Define Tξ : W → W by βξ(w,w′) = β(Tξw,w′) for all w,w′ ∈ W and let
χW : N→ N be given by χW (k) = min{l |T kξ w = 0⇒ Q(T lξw) = 0 ∀ w ∈ W}. Then the orbit of ξ
is characterized by (m; (λ, χ)) as follows ([X1]):
(i) the integer m ∈ [0, n];
(ii) the partition λ ∈ P(2n− 2m) given by the sizes of Jordan blocks of Tξ (we have mλ(i) even
for all i > 0);
(iii) the map χ : N → N given by χ(i) = max(i − m,χW (i)) (we have m ≥ λi − χ(λi) ≥
λi+1 − χ(λi+1), λi2 ≤ χ(λi) ≤ λi and χ(λi) ≥ χ(λi+1) for all i ≥ 1).
Note that (m; (λ, χ)) does not depend on the choice of W and u0.
Let N∗2Bn (resp. N
∗2
Cn
, N∗2Dn) be the set of all (m; (λ, χ)) (resp. (λ, χ)) corresponding to nilpotent
coadjoint orbits (p = 2) in o(2n+1)∗ (resp. sp(2n)∗, o(2n)∗). Note that in the case of o(2n)∗, there
are two orbits corresponding to each pair (λ, χ) with χ(λi) =
λi
2 for all i. Let
N∗2B = ∪n≥0N∗2Bn , N∗2C = ∪n≥0N∗2Cn , N∗2D = ∪n≥0N∗2Dn .
2.3. Combinatorial description of Springer correspondence maps (type B,C,D). Let W
denote the Weyl group of G. Recall that we have an injective Springer correspondence map [X1]:
γg∗ : Ng∗ →W∧,
which maps an orbit c to the Weyl group character corresponding to the pair (c, 1) under Springer
correspondence. When p = 2, the Springer correspondence maps γg∗ are given as follows ([X3])
γ∗Bn := γo(2n+1)∗ : No(2n+1)∗ = N∗2Bn →W∧,
(m; (λ, χ)) 7→ (µ)(ν), µ1 = m, µi+1 = λ2i−1 − χ(λ2i−1), νi = χ(λ2i−1), i ≥ 1;
γ∗Cn := γsp(2n)∗ : Nsp(2n)∗ = N∗2Cn →W∧,
(λ, χ) 7→ (µ)(ν), µi = χ(λ2i−1), νi = λ2i−1 − χ(λ2i−1), i ≥ 1;
γ∗Dn := γo(2n)∗ : No(2n)∗ = N∗2Dn →W∧,
(λ, χ) 7→ (µ)(ν), µi = χ(λ2i−1), νi = λ2i−1 − χ(λ2i−1), i ≥ 1.
We denote the image of γ∗Bn (resp. γ
∗
Cn
, γ∗Dn) (when p = 2) by X
∗2
Bn
(resp. X∗2Cn and X
∗2
Dn
). Let
X∗2B = ∪n≥0X∗2Bn , X∗2C = ∪n≥0X∗2Cn and X∗2D = ∪n≥0X∗2Dn . We have
X∗2B = {(µ)(ν)|νi ≥ µi+1}, X∗2C = {(µ)(ν)|νi ≤ µi + 1}
(here we use the identification of W∧ with P2(n)).
2.4. Nilpotent pieces in sp(2n)∗ and o(2n+ 1)∗. Suppose that G = Sp(V, 〈, 〉) (resp. SO(V,Q))
as in Subsection 2.2. Let c ∈ Ng∗ and ξ ∈ c. Let V∗ = (V≥a)a∈Z be the canonical filtration of V
associated to ξ as in [L5, X4], where V≥a+1 ⊂ V≥a ⊂ V . If p 6= 2, let Tξ be defined as in Subsection
2.2 (resp. by β(Tξv, w) = βξ(v, w) for all v, w ∈ V ), then
(a) V≥a =
∑
j≥max(0,a) T
j
ξ (kerT
2j−a+1
ξ ).
The definitions of V∗ when p = 2 are recalled in 2.4.1 (resp. 2.4.3). We define
fa = dimV≥a/V≥a+1.
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Then fa 6= 0 for finitely many a ∈ Z and f−a = fa. The sequence of numbers (fa)a∈N (N =
{0, 1, 2, . . .}) depends only on c and not on the choice of ξ ∈ c; we denote this sequence by Υc. Two
sequences (fa)a∈N and (ha)a∈N are equal iff fa = ha for all a ∈ N.
Lemma 2.1 ([L5, X4]). The orbits c1, c2 ∈ Ng∗ lie in the same piece if and only if Υc1 = Υc2.
Note that if p 6= 2, the orbit of ξ ∈ Ng∗ is characterized by the partition λ given by the sizes of
Jordan blocks of Tξ. It follows from (a) that
(a′) if p 6= 2, c = λ and Υc = (fa)a∈N, then fa =
∑
i∈Nmλ(a+ 2i+ 1) for all a ∈ N.
Moreover each nilpotent piece consists of one orbit when p 6= 2.
2.4.1. Canonical filtrations V∗ for ξ ∈ Nsp(2n)∗ (p = 2). Assume that G = Sp(V, 〈, 〉) and p = 2. Let
ξ ∈ Ng∗ and let αξ, βξ, Tξ be defined for ξ as in Subsection 2.2. The canonical filtration V∗ = (V≥a)
associated to ξ is defined by induction on dimV as follows ([L5]), where V≥a = V ⊥≥1−a. If ξ = 0, we
set V≥a = 0 for all a ≥ 1 and V≥a = V for all a ≤ 0. Hence V∗ is defined when dimV ≤ 1. Assume
now that ξ 6= 0 and dimV ≥ 2. Let e be the smallest integer such that T eξ V = 0, f the smallest
integer such that αξ(T
f
ξ V ) = 0 and
N = max(e− 1, 2f − 1).
Then N ≥ 1. We set
V≥a = V for all a ≤ −N ; V≥a = 0 for all a ≥ N + 1;
V≥−N+1 =

{v ∈ V |T e−1ξ v = 0} if e = 2f + 1
{v ∈ V |T e−1ξ v = 0, αξ(T f−1ξ v) = 0} if e = 2f
{v ∈ V |αξ(T f−1ξ v) = 0} if e < 2f
; V≥N = V ⊥≥−N+1.
Let V ′ = V≥−N+1/V≥N . Then 〈, 〉 induces a nondegenerate symplectic form 〈, 〉′ on V ′ and αξ
induces a quadratic form αξ′ corresponding to ξ
′ ∈ Ng′∗ , where g′ = sp(V ′, 〈, 〉′). By induction
hypothesis, a canonical filtration V ′∗ = (V ′≥a) of V
′ is defined for ξ′. For a ∈ [−N + 1, N ] we set
V≥a to be the inverse image of V ′≥a under the natural map V≥−N+1 → V ′ (note that V ′≥N = 0 and
V ′≥−N+1 = V
′). This completes the definition of V∗.
2.4.2. Suppose that p = 2 and the G-orbit of ξ ∈ Nsp(2n)∗ corresponds to (λ, χ) ∈ N∗2C . Recall
that ([X1]) we have a decomposition V = ⊕a∈[1,r]W (a) of V into mutually orthogonal Tξ-stable
subspaces such that mλ(i) =
∑
a∈[1,r]mλa(i), χ(i) = maxa χa(i), where αξ|W (a) = (λa, χa). More-
over, αξ|W (a) = ∗Wχ(λ2a)(λ2a), a ∈ [1, r], where
(a) αξ|W = ∗Wl(s) means that there exist v, w ∈ W such that W = span{T iξv, T iξw, i ∈ [0, s −
1]}, 〈T iξv, w〉 = δi,s−1, αξ(T iξv) = δi,l−1, αξ(T iξw) = 0; we have χαξ|W (i) = max(0,min(i− s+ l, l)).
We state some facts which will be used later (see [X1]).
(i) Let W be a Tξ-stable subspace of V such that αξ|W = ∗Wf (e − j) with f > e−j2 . Let
KW = {v ∈W |αξ(T f−1ξ v) = 0}, LW = K⊥W ∩W , W ′ = KW /LW and let αξ′ be the quadratic form
on W ′ induced by αξ. Using the basis for W chosen as in (a), one can easily check that
αξ′ |W ′ = ∗Wf−1(e− j − 1).
(ii) Let W be a Tξ-stable subspace of V such that αξ|W = ∗Wf (e)a (an orthogonal decomposition
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into a copies of ∗Wf (e)), where f ≤ e2 . Let W ′ = (kerT e−1ξ ∩W )/T e−1ξ W and αξ′ be the quadratic
form on W ′ induced by αξ. Using the basis for W chosen as in (a), one can easily check that
αξ′ |W ′ = ∗Wf−1(e− 2)a.
2.4.3. Canonical filtrations V∗ for ξ ∈ No(2n+1)∗ (p = 2). Assume that G = SO(V,Q) and p = 2.
Let ξ ∈ Ng∗ and let βξ, m, {vi}, {ui},W, Tξ, χ be defined for ξ as in Subsection 2.2. The canonical
filtration V∗ = (V≥a) associated to ξ is defined by induction on dimV as follows (see [X4]), where
V≥1−a = V ⊥≥a and Q|V≥a = 0 for all a ≥ 1. If ξ = 0 we set V≥a = 0 for all a ≥ 1 and V≥a = V for
all a ≤ 0. Hence V∗ is defined when dimV ≤ 1. Assume now that ξ 6= 0 and dimV ≥ 2. Let e be
the smallest integer such that T eξW = 0, f = χ(e) and
N = max(2m,m+ f − 1).
Then N ≥ 1. We set
V≥a = V for all a ≤ −N ; V≥a = 0 for all a ≥ N + 1; V≥N = V ⊥≥−N+1 ∩Q−1(0),
V≥−N+1 =

span{vm} ⊕ kerT e−1ξ if m = 0,
span{vi, i ∈ [0,m], ui, i ∈ [1,m− 1]} ⊕W if m ≥ f,
span{vi, i ∈ [0,m], ui, i ∈ [1,m− 1]}
⊕{w ∈W |Q(T f−1ξ w) = 0} if e− f < m < f,
span{vi, i ∈ [0,m], ui, i ∈ [1,m− 1]}
⊕{w ∈W |T e−1ξ w = 0, Q(T f−1ξ w) = 0} if 0 < m = e− f = f − 1,
or 0 < m = e− f < f − 1 and ρ 6= 0,
span{vi, i ∈ [0,m], ui, i ∈ [1,m− 1]}
⊕span{u0 + w∗∗} ⊕ kerT e−1ξ if 0 < m = e− f < f − 1 and ρ = 0,
where ρ : kerT e−1ξ → k is the map w 7→ Q(T f−1ξ w) and w∗∗ ∈ W is such that β(T e−1ξ w∗∗, w)2 =
Q(T f−1ξ w) for all w ∈W .
Let V ′ = V≥−N+1/V≥N . Then Q induces a non-degenerate quadratic form Q′ on V ′ and βξ
induces a symplectic form βξ′ corresponding to ξ
′ ∈ Ng′∗ , where g′ = o(V ′, Q′). By induction
hypothesis, a canonical filtration V ′∗ = (V ′≥a) of V
′ is defined for ξ′. For a ∈ [−N + 1, N ] we set
V≥a to be the inverse image of V ′≥a under the natural map V≥−N+1 → V ′ (note that V ′≥N = 0 and
V ′≥−N+1 = V
′). This completes the definition of V∗.
3. Springer fibers
Suppose that p = 2 and G is of type B or C in this section.
3.1. For a Borel subgroup B of G, we denote by b the Lie algebra of B and define n∗ = {ξ ∈
g∗ | ξ(b) = 0}. For ξ ∈ Ng∗ , denote by clG(ξ) the G-orbit of ξ and by ZG(ξ) the centralizer of ξ
in G. Let BG be the variety of all Borel subgroups of G and let BGξ = {B ∈ BG | ξ ∈ n∗} be the
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Springer fiber at ξ ∈ Ng∗ . One can easily adapt the proofs in [St, p. 132] and [Sp1] to show that
BGξ is connected and all its irreducible components have the same dimension.
Proposition 3.1. Suppose that ξ ∈ Ng∗. We have dimBGξ =
dimZG(ξ)− rank G
2
.
The proofs of the proposition for G = Sp(2n) and G = SO(2n + 1) are given in Subsection 3.2
and Subsection 3.3 respectively.
3.2. Suppose that G = Sp(V, 〈, 〉) with dimV = 2n in this subsection. We can identify the variety
BG with the set FG of all complete flags 0 = V0 ⊂ V1 ⊂ · · · ⊂ V2n = V such that V2n−i = V ⊥i for
all i ≤ n.
Lemma 3.2. Suppose that ξ ∈ Ng∗. We can identify BGξ with the set
FGξ = {F = (V0 ⊂ V1 ⊂ · · · ⊂ V2n) ∈ FG |βξ(Vi, V2n+1−i) = 0 and αξ(Vi) = 0 for all i ≤ n}.
Proof. Let ξ ∈ sp(2n)∗, x ∈ sp(2n) and F = (V0 ⊂ V1 ⊂ · · · ⊂ V2n) ∈ FG. There exists a basis
ei, i ∈ [−n, n] − {0}, of V such that 〈ei, ej〉 = δi+j,0 and Vk = span{ei, i ∈ [1, k]} for all k ≤ n.
Assume that xei =
∑
j xijej . We have xi,−j + xj,−i = 0 and
ξ(x) =
∑
i,j∈[1,n]
xjiβξ(ei, e−j) +
∑
1≤i<j≤n
xj,−iβξ(e−j , e−i) +
∑
1≤i<j≤n
x−i,jβξ(ej , ei)
+
∑
i∈[1,n]
xi,−iαξ(e−i) +
∑
i∈[1,n]
x−i,iαξ(ei).
Let B = {g ∈ G|gVi = Vi} be the Borel subgroup corresponding to F . For x ∈ b, we have xij = 0
for 1 ≤ i < j ≤ n, and xi,−j = 0 for i, j ∈ [1, n]. Hence ξ ∈ n∗ if and only if βξ(ei, e−j) = 0 for all
1 ≤ i ≤ j ≤ n, βξ(ej , ei) = 0 for all 1 ≤ i < j ≤ n, and αξ(ei) = 0 for all i ∈ [1, n]. The lemma
follows. 
Let ξ ∈ Ng∗ and suppose that clG(ξ) = (λ, χ) ∈ N∗2Cn . Let F = (Vi) ∈ FGξ . Then we have
αξ|V1 = 0 and βξ(V1, V ) = 0. Let V ′ = V ⊥1 /V1. The non-degenerate symplectic form 〈, 〉 on V
induces a non-degenerate symplectic form 〈, 〉′ on V ′; we write g′ = sp(V ′, 〈, 〉′). Moreover the
quadratic form αξ induces a quadratic form αξ′ on V
′ which corresponds to an orbit (λ′, χ′) in Ng′∗ .
Let K = {v ∈ V |αξ(v) = 0, βξ(v, V ) = 0} and for each (λ′, χ′) ∈ N∗2Cn−1 that arises in this way, let
Y(λ′,χ′) = {V1 ∈ P(K)| the quadratic form α′ξ on V ⊥1 /V1 induced by αξ corresponds to (λ′, χ′)},
X(λ′,χ′) = {F = (Vi) ∈ FGξ |V1 ∈ Y(λ′,χ′)}.
Then the fibers of the morphism
X(λ′,χ′) → Y(λ′,χ′), F = (Vi) 7→ V1,
are isomorphic to FG′ξ′ , where G′ = Sp(2n− 2) and the G′-orbit of ξ′ is (λ′, χ′). Now we have that
dimFGξ = max dimX(λ′,χ′) and by induction hypothesis that dimFG
′
ξ′ = (dimZG′(ξ
′) − n + 1)/2.
For ξ corresponding to (λ, χ), we have dimZG(ξ) =
∑
i≥1(iλi − χ(λi)) (see [X1]). It is then easy
to check that dimFGξ = (dimZG(ξ)− n)/2 using the following lemma ([X3, 5.3]).
Lemma 3.3. We have dimX(λ′,χ′) = dimFGξ if and only if (λ′, χ′) and (λ, χ) are related as
follows: λ′j = λj and χ
′(λ′j) = χ(λj) for j /∈ {i− 1, i}, λ′i−1 = λ′i = λi − 1, and χ′(λ′i−1) = χ′(λ′i) ∈
{χ(λi), χ(λi)−1} satisfies [λ′i/2] ≤ χ′(λ′i) ≤ λ′i, χ(λi+1) ≤ χ′(λ′i) ≤ χ(λi+1)+λi−λi+1−1 (this can
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happen if λi−1 = λi > λi+1). Moreover dimY(λ,χ′) = i− 1 if χ′(λ′i) = χ(λi) and dimY(λ,χ′) = i− 2
if χ′(λ′i) = χ(λi)− 1.
3.3. Suppose that G = SO(V,Q) with dimV = 2n + 1 in this subsection. We can identify the
variety BG with the set FG of all complete flags 0 = V0 ⊂ V1 ⊂ · · · ⊂ V2n+1 = V such that
V2n+1−i = V ⊥i and Q|Vi = 0 for all i ≤ n.
Lemma 3.4. Suppose that ξ ∈ Ng∗. We can identify BGξ with the set
FGξ = {F = (V0 ⊂ V1 ⊂ · · · ⊂ V2n+1) ∈ FG |βξ(Vi, V2n+2−i) = 0 for all i ≤ n+ 1}.
Proof. Let ξ ∈ o(2n+1)∗, x ∈ o(2n+1) and F = (V0 ⊂ V1 ⊂ · · · ⊂ V2n+1) ∈ FG. There exists a basis
ei, i ∈ [−n, n], of V such that β(ei, ej) = δi+j,0 + δi,0δj,0, Q(ei) = δi,0, and Vk = span{ei, i ∈ [1, k]}
for all k ≤ n. Assume that xei =
∑
j xijej . We have xij + x−j,−i = 0 for all i, j ∈ [−n, n] − {0},
xi,−i = 0 and x0,i = 0 for all i ∈ [−n, n], and
ξ(x) =
∑
i,j∈[1,n]
xjiβξ(ei, e−j) +
∑
1≤i<j≤n
xj,−iβξ(e−j , e−i) +
∑
1≤i<j≤n
x−i,jβξ(ej , ei)
+
∑
i∈[1,n]
xi,0βξ(e0, e−i) +
∑
i∈[1,n]
x−i,0βξ(e0, ei).
Let B = {g ∈ G | gVi = Vi} be the Borel subgroup corresponding to F . For x ∈ b, we have xij = 0
for 1 ≤ i < j ≤ n, xi,−j = 0 for i, j ∈ [1, n], and xi,0 = 0 for i ∈ [1, n]. Hence ξ ∈ n∗ if and only if
βξ(ei, e−j) = 0 for all 1 ≤ i ≤ j ≤ n, βξ(ej , ei) = 0 for all 1 ≤ i < j ≤ n, and βξ(e0, ei) = 0 for all
i ∈ [1, n]. The lemma follows. 
Suppose that ξ ∈ N ∗g and that clG(ξ) = (m; (λ, χ)) ∈ N∗2Bn . Let F = (Vi) ∈ FGξ . Then we
have Q|V1 = 0 and βξ(V1, V ) = 0. Let V ′ = V ⊥1 /V1. The non-degenerate quadratic form Q on V
induces a non-degenerate quadratic form Q′ on V ′; we write g′ = o(V ′, Q′). The symplectic form
βξ induces a symplectic form βξ′ on V
′, which corresponds to an orbit (m′; (λ′, χ′)) in Ng′∗ . Let
K = {v ∈ V |Q(v) = 0, βξ(v, V ) = 0} and for each (m′; (λ′, χ′)) ∈ N∗2Bn−1 that arises in this way, let
Ym;(λ′,χ′) = {V1 ∈ P(K)| the symplectic form β′ξ on V ⊥1 /V1 induced by βξ
corresponds to (m′; (λ′, χ′))},
Xm′;(λ′,χ′) = {F = (Vi) ∈ FGξ |V1 ∈ Ym′;(λ′,χ′)}.
Then the fibers of the morphism
Xm;(λ′,χ′) → Ym′;(λ′,χ′), F = (Vi) 7→ V1,
are isomorphic to FG′ξ′ , where G′ = SO(2n − 1) and the G′-orbit of ξ′ is (m′; (λ′, χ′)). For ξ
corresponding to (m; (λ, χ)) we have dimZG(ξ) = m+
∑
i≥1((i+1)λi−χ(λi)) (see [X1]). Using the
same argument as in the case of G = Sp(2n) and the following lemma ([X3, 6.3]), one can easily
check that dimFGξ = (dimZG(ξ)− n)/2.
Lemma 3.5. We have dimXm′,(λ′,χ′) = dimFGξ if and only if (m′; (λ′, χ′)) and (m; (λ, χ)) are
related as follows.
(a) m′ = m− 1, λ′i = λi and χ′(λ′i) = χ(λi) (this can happen if m− 1 ≥ λ1 − χ(λ1)). We have
dimYm;(λ′,χ′) = 0;
(b) m′ = m, λ′j = λj and χ
′(λ′j) = χ(λj) for j /∈ {i − 1, i}, λ′i−1 = λ′i = λi − 1, and χ′(λ′i−1) =
χ′(λ′i) ∈ {χ(λi), χ(λi) − 1} satisfies λ′i/2 ≤ χ′(λ′i) ≤ λ′i, χ(λi+1) ≤ χ′(λ′i) ≤ χ(λi+1) + λi −
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λi+1 − 1 (this can happen if λi−1 = λi > λi+1). We have dimYm;(λ′,χ′) = i if χ′(λ′i) = χ(λi) and
dimYm;(λ′,χ′) = i− 1 if χ′(λ′i) = χ(λi)− 1.
4. Induction for nilpotent coadjoint orbits
Suppose that p = 2 and G is of type B or C in this section.
4.1. In this subsection we recall the notion of j-induction in W∧ (see [L4] and the references
therein). For ρ ∈ W∧, let bρ be the smallest integer i such that ρ appears in the ith symmetric
power of the reflection representation of W . For a parabolic subgroup WJ of W and ρ1 ∈ W∧J ,
there is a unique ρ ∈W∧ such that bρ = bρ1 and ρ appears in IndWWJρ1; we write ρ = jWWJρ1.
Let X = ∪n≥0P2(n) (where we use the notation that P2(0) = {0}). Let W0 = {1} and for n ≥ 1
we denote Wn (resp. Sn) a Weyl group of type Bn or Cn (resp. An−1). Let sgn denote the sign
character of Sn. For each k ≥ 1, we have ([L4])
(a) j
Wn+k
Wn×Sk(τ  sgn) = jk(τ) for τ = (µ)(ν) ∈ P2(n) 'W∧n ,
where jk : X→ X, (µ)(ν) 7→ (µ′)(ν ′), is defined by
µ′i =
 µi + 1 if i ≤ (k + 1)/2µi otherwise , ν ′i =
 νi + 1 if i ≤ k/2νi otherwise.
It is easy to see that jk is injective and jk ◦ jl = jl ◦ jk.
4.2. Let L be a Levi subgroup of a parabolic subgroup P of G. Denote by p and l the Lie algebra
of P and L respectively. Choose a maximal torus T and a Borel subgroup B of G such that
L ⊃ T ⊂ B ⊂ P . Let RG and RL be the root system of (G,T,B) and (L, T,B ∩ L) respectively.
We define
p∗ = {ξ ∈ g∗ | ξ(gα) = 0 for all α ∈ R+G\R+L}, n∗p = {ξ ∈ g∗ | ξ(p) = 0},
l∗ = {ξ ∈ g∗ | ξ(gα) = 0 for all α ∈ RG\RL},
where gα ⊂ g denotes the root space corresponding to α. Note that p∗ = l∗ ⊕ n∗p.
Let c′ be an L-orbit in Nl∗ . Since Ng∗ consists of finitely many G-orbits, there exists a unique
G-orbit c in Ng∗ such that c∩ (c′+ n∗p) is dense in c′+ n∗p (note that c′+ n∗p ⊂ Ng∗). Following [LS]
we say that c is obtained by inducing c′ from l∗ to g∗ and denote c = Indg
∗
l∗,p∗c
′.
Proposition 4.1. Suppose that c′ ∈ Nl∗ and c = Indg
∗
l∗,p∗c
′. We have γg∗(c) = jWWL(γl∗(c
′)), where
WL is the Weyl group of L.
The proposition is an analog of [LS, 3.5]. To prove it one can adapt the proof in [Sp4, 4.1] (another
proof in unipotent case is given in [LS]). We outline the proof here. Suppose that γg∗(c) = ρ ∈W∧
and γl∗(c
′) = ρ′ ∈ W∧L . Let ξ′ ∈ c′ and ξ ∈ (ξ′ + n∗p) ∩ c. One can show that bρ = dimBGξ
and bρ′ = dimBLξ′ by direct computation (using Proposition 3.1 and the known information on
dimZG(ξ) and on bρ) or by adapting the proof in [Sp4]. It is easy to adapt the proof in [LS] to
show that dimZG(ξ) = dimZL(ξ
′) and dimBGξ = dimBLξ′ . It then follows that bρ = bρ′ . Now let
Yξ,ξ′ = {g ∈ G|g−1.ξ ∈ ξ′ + n∗p} and Iξ,ξ′ the set of irreducible components of Yξ,ξ′ of dimension
1
2(dimZG(ξ) + dimZG′(ξ
′)) + dimUP . Let AG(ξ) denote the component group of ZG(ξ). Then
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AG(ξ)×AL(ξ′) acts on Iξ,ξ′ ; we denote the corresponding representation by εξ,ξ′ . We have Iξ,ξ′ 6= ∅
and 〈ρ′,ResWWL(ρ)〉WL = 〈1, εξ,ξ′〉AG(ξ)×AL(ξ′) 6= 0 (see [L2, X3]). It now follows from the definition
of j-induction that ρ = jWWL(ρ
′).
Note that it follows from Proposition 4.1 and the injectivity of γg∗ that c = Ind
g∗
l∗,p∗c
′ does not
depend on the choice of P ⊃ L. Hence we can write c = Indg∗l∗ c′.
4.3. Let g˜ = sp(2n + 2k) (resp. o(2n + 2k + 1)) be the Lie algebra of G˜ = Sp(2n + 2k) (resp.
SO(2n + 2k + 1)). Let P be a parabolic subgroup of G˜ such that l ∼= sp(2n) ⊕ gl(k) (resp.
o(2n+1)⊕gl(k)) for a Levi subgroup L of P . Let c be the nilpotent orbit in l∗ corresponding to the
nilpotent orbit (λ, χ) ∈ N∗2Cn (resp. (m; (λ, χ)) ∈ N∗2Bn) and to the 0 orbit in gl(k)∗. Let (λ˜, χ˜) (resp.
(m˜; (λ˜, χ˜))) correspond to the orbit c˜ = Indg˜
∗
l∗ c. We write (λ˜, χ˜) = jk(λ, χ) (resp. (m˜; (λ˜, χ˜)) =
jk(m; (λ, χ))) in view of the following commutative diagrams (see 4.1 (a) and Proposition 4.1)
N∗2
γ∗

jk // N∗2
γ∗

X
jk // X
where γ∗ is the Springer correspondence map. Using this one easily sees that (see also [Sp2])
(a) For every (λ, χ) ∈ N∗2C (resp. (m; (λ, χ)) ∈ N∗2B ), there exists a sequence of integers l1, . . . , ls
such that jl1 ◦ · · · ◦ jls((λ, χ)) (resp. jl1 ◦ · · · ◦ jls(m; (λ, χ))) is of the form jk1 ◦ · · · ◦ jkr(0) for some
sequence k1, . . . , kr.
Here in the expression jk1 ◦ · · · ◦ jkr(0), 0 denotes the empty partition, not the zero orbit.
5. Closure relation among nilpotent coadjoint orbits in type B, C in
characteristic 2
5.1. Assume that G is of type B or C. By identifying W∧ with the set of P2(n) we get a partial
order on W∧ (see Subsection 2.1). For c, c′ ∈ Ng∗ , we say that c ≤ c′ if c is contained in the Zariski
closure c′ of c′, and that c < c′ if c ≤ c′ and c 6= c′. We have
Theorem 5.1. Suppose that p = 2 and c, c′ ∈ Ng∗. We have c < c′ if and only if γg∗(c) < γg∗(c′).
Note that theorem is true when G is of type D by [Sp2] or when p 6= 2 (see [X2]) (in these
cases we can identify g∗ with g). We prove the theorem in the remainder of this section (where we
assume that p = 2) using similar arguments as in [Sp2] most of the time. In the reduction process
of 5.3 we use a different argument without using the theory of sheets and packets.
5.2. Assume that G = Sp(V, 〈, 〉) (resp. SO(V,Q)). Let V1 and V2 be orthogonal subspaces of V
such that V = V1⊕V2. Then the restrictions of 〈, 〉 (resp. Q) on V1 and V2 are non-degenerate. Let
G1 = Sp(V1, 〈, 〉|V1) (resp. G1 = SO(V1, Q|V1)) and G2 = Sp(V2, 〈, 〉|V2) (resp. G2 = SO(V2, Q|V2)).
Using the isomorphism g∗ ∼−→ Q(V ) (resp. g∗ ∼−→ S(V )) (see 2.2 (a)) we have a natural inclusion
g∗1 ⊕ g∗2 ⊂ g∗.
Lemma 5.2. If ξ1, η1 ∈ Ng∗1 and ξ2, η2 ∈ Ng∗2 are such that clG1(ξ1) ≤ clG1(η1) and clG2(ξ2) ≤
clG2(η2), then clG(ξ1 + ξ2) ≤ clG(η1 + η2).
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5.3. For τ ∈ X∗2R , we denote cτ ∈ N∗2R the corresponding orbit, where R stands for B or C (type of
G). We show by induction on dimG that if τ ′ ≤ τ then cτ ′ ≤ cτ (see Subsection 5.4 for G = Sp(2n)
and Subsection 5.5 for G = SO(2n + 1)). We may assume that this is true for classical groups of
strictly smaller dimension and that τ ′ < τ , {τ ′′ ∈ X∗2R |τ ′ < τ ′′ < τ} = ∅. We have the following
reduction process.
Reduction 1. Suppose in the case of G = SO(2n+ 1) (resp. Sp(2n)), we have g∗ ⊃ g∗1 ⊕ g∗2 with
0 6= g∗1 6= g∗ and g∗1 ∼= o(2k+1)∗, g∗2 ∼= o(2n−2k)∗ (resp. g∗1 ∼= sp(2k)∗, g∗2 ∼= sp(2n−2k)∗). Assume
that we can find ξ = ξ1 + ξ2 ∈ cτ , ξ′ = ξ′1 + ξ′2 ∈ cτ ′ with ξ1, ξ′1 ∈ g∗1 corresponding to τ1, τ ′1 in X
and ξ2, ξ
′
2 ∈ g∗2 corresponding to τ2, τ ′2 in X, such that τ ′1 ≤ τ1 and τ ′2 ≤ τ2. Then by induction
hypothesis and Lemma 5.2 we have cτ ′ ≤ cτ .
Reduction 2. Assume that we can find ω > ω′ in X∗2R such that τ = ji1 ◦ · · · ◦ jir(ω) and
τ ′ = ji1 ◦ · · · ◦ jir(ω′) for some positive integers i1, . . . , ir. Then by induction hypothesis and the
fact that induction for orbits preserves order, we have cτ ′ ≤ cτ .
5.4. Assume that G = Sp(2n). Recall that X∗2C = {(µ)(ν)|νi ≤ µi + 1}. Let τ = (µ)(ν), τ ′ =
(µ′)(ν ′) ∈ X∗2Cn be such that τ > τ ′ and {τ ′′ ∈ X∗2Cn |τ > τ ′′ > τ ′} = ∅.
Lemma 5.3. Suppose that reduction 1 does not apply. One of the following is true:
(a) τ = (µ1)(ν1), τ
′ = (µ1 − 1)(ν1 + 1);
(b) τ = (µ1, µ2)(ν1, ν2), τ
′ = (µ1, µ2 + 1)(ν1 − 1, ν2).
Proof. Note that we can apply Reduction 1 if µ∗1 ≥ 2 or ν∗1 ≥ 2, and for some j, µj + νj = µ′j + ν ′j
with µj ≥ µ′j or ν ′j = ν ′k for some k < j. We denote by (1a) the partition with all parts 1 and
multiplicity a. Since Reduction 1 does not apply, if µ1 + ν1 = µ
′
1 + ν
′
1, then we have µ
∗
1 ≤ 1, ν∗1 ≤ 1
and thus τ, τ ′ are as in case (a). From now on we assume that µ1 + ν1 > µ′1 + ν ′1. Let r = µ1 and
a = µ∗r . Then r > 0 (otherwise τ = (0)(1n) is minimal). We have the following cases.
1) µ1 > µ
′
1. Let b = ν
∗
r and c = ν
∗
r+1. Then c ≤ a and b ≤ µ∗r−1.
i) If b < a, then there exists τ ′′ ∈ X∗2C such that τ = τ ′′ + (1a)(1b). One easily verifies that
τ > τ ′′ + (1b)(1a) ≥ τ ′ (note that µi − 1 = µ1 − 1 ≥ µ′i for i ∈ [b+ 1, a]). Hence τ ′ = τ ′′ + (1b)(1a).
ii) If b ≥ a and c 6= 0, then there exists τ ′′ ∈ X∗2C such that τ = τ ′′ + (1a)(1c). One easily verifies
that τ > τ ′′+ (1a+1)(1c−1) ≥ τ ′ (note that νc− 1 = µ1 ≥ ν ′c and νi +µi+1− 1 = 2µ1− 1 ≥ ν ′i +µ′i+1
for i ∈ [c+ 1, a− 1]). Hence τ ′ = τ ′′ + (1a+1)(1c−1).
iii) If b ≥ a, c = 0 and b < µ∗r−1, then there exists τ ′′ ∈ X∗2C such that τ = τ ′′ + (1a)(1b). One
easily verifies that τ > τ ′′ + (1b+1)(1a−1) ≥ τ ′ (note that µa + νa − 1 = 2µ1 − 1 ≥ µ′a + ν ′a and
νi + µi = 2µ1 − 1 ≥ ν ′i + µ′i for i ∈ [a+ 1, b]). Hence τ ′ = τ ′′ + (1b+1)(1a−1).
iv) If b ≥ a, c = 0 and b = µ∗r−1, then let τ ′′ = (µ′′)(ν ′′) with ν ′′ = ν and µ′′i = µi except
that µ′′a = µa − 1 and µ′′b+1 = µb+1 + 1. Then one easily verifies that τ > τ ′′ ≥ τ ′ (note that
µa− 1 = µ1− 1 ≥ µ′a, µa + νa− 1 = 2µ1− 1 ≥ µ′a + ν ′a and µi ≥ µ′i, νi ≥ ν ′i for i ∈ [a+ 1, b]). Hence
τ ′ = τ ′′.
Since µ1 > µ
′
1, in case (i) we have b = 0, cases (ii) and (iii) do not happen, in case (iv)
we have a = 1. As Reduction 1 does not apply, in case (i) we have a = 1, τ = (µ1)(ν1) and
τ ′ = (µ1−1)(ν1 +1); in case (iv) we have b = 1, τ = (µ1, µ2)(µ1, ν2) and τ ′ = (µ1−1, µ2 +1)(µ1, ν2),
but notice that τ > (µ1, µ2 + 1)(µ1 − 1, ν2) > τ ′ (ν2 ≤ µ1 − 1 since b = 1) so case (iv) does not
happen. It follows that τ and τ ′ are as in (a).
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2) µ1 = µ
′
1. Then ν1 > ν
′
1. Let s = ν1 and b = ν
∗
s .
i) If a ≤ b, then there exists τ ′′ ∈ X∗2C such that τ = τ ′′ + (1a)(1b). One easily verifies that
τ > τ ′′+(1b+1)(1a−1) ≥ τ ′ (note that νi−1 = ν1−1 ≥ ν ′i for i ∈ [a, b]). Hence τ ′ = τ ′′+(1b+1)(1a−1).
ii) If a > b and νa = s − 1, then there exists τ ′′ ∈ X∗2C such that τ = τ ′′ + (1a)(1b). One easily
verifies that τ > τ ′′ + (1a+1)(1b−1) ≥ τ ′ (note that νb − 1 = ν1 − 1 ≥ ν ′b, νi = ν1 − 1 ≥ ν ′i and
µi = µ1 ≥ µ′i for i ∈ [b+ 1, a]). Hence τ ′ = τ ′′ + (1a+1)(1b−1).
iii) If a > b, νa ≤ s−2, then there exists b′ ∈ [b+1, a−1] such that νb+1 = · · · = νb′ = s−1 > νb′+1.
Let τ ′′ = (µ′′)(ν ′′) with µ′′ = µ and ν ′′i = νi except that ν
′′
b = νb−1 and ν ′′b′+1 = νb′+1 +1. Then one
easily verifies that τ > τ ′′ ≥ τ ′ (note that νb − 1 = ν1 − 1 ≥ ν ′b, and µi = µ1 ≥ µ′i, νi = ν1 − 1 ≥ ν ′i
for i ∈ [b+ 1, b′]). Hence τ ′ = τ ′′.
Since ν1 > ν
′
1, we have that in case (i) a = 1, in cases (ii) and (iii) b = 1. As Reduction 1
does not apply, in case (i) we have b = 1, τ = (µ1, µ2)(ν1, ν2) and τ
′ = (µ1, µ2 + 1)(ν1 − 1, ν2);
case (ii) does not happen (a ≥ 2); in case (iii) we have ν2 ≤ ν1 − 2, τ = (µ1, µ1)(ν1, ν2) and
τ ′ = (µ1, µ1)(ν1 − 1, ν2 + 1) (but notice that τ > (µ1, µ1 − 1)(ν1, ν2 + 1) > τ ′, so this case does not
happen). It follows that τ and τ ′ are as in (b). 
Proposition 5.4. Suppose that Reductions 1 and 2 do not apply. One of the following is true:
(i) τ = (1)(0), τ ′ = (0)(1);
(ii) τ = (1)(1), τ ′ = (1, 1)(0);
(iii) τ = (1)(2), τ ′ = (1, 1)(1);
(iv) τ = (1)(2, 1), τ ′ = (1, 1)(1, 1);
(v) τ = (n2 ,
n
2 − 1)(1), τ ′ = (n2 , n2 )(0) (for n ≥ 4 even).
Proof. In case (a) of Lemma 5.3 we have τ = jµ1−ν1−11 ◦ jν12 (ω) and τ ′ = jµ1−ν1−11 ◦ jν12 (ω′), where
ω = (1)(0) > ω′ = (0)(1). In case (b) of Lemma 5.3 we have τ = jµ1−µ2−11 ◦ jν1−ν2−13 ◦ jν24 (ω) and
τ ′ = jµ1−µ2−11 ◦ jν1−ν2−13 ◦ jν24 (ω′) if ν1 ≤ µ2 +1, where ω = (µ2−ν1 +2, µ2−ν1 +1)(1) > ω′ = (µ2−
ν1+2, µ2−ν1+2)(0); τ = jµ1−ν11 ◦jν1−µ2−12 ◦jµ2−ν23 ◦jν24 (ω) and τ ′ = jµ1−ν11 ◦jν1−µ2−12 ◦jµ2−ν23 ◦jν24 (ω′)
if µ2 + 2 ≤ ν1 ≤ µ1 and ν2 ≤ µ2, where ω = (1)(1) > ω′ = (1, 1)(0); τ = jν1−µ2−22 ◦ jµ2−ν23 ◦ jν24 (ω)
and τ ′ = jν1−µ2−22 ◦ jµ2−ν23 ◦ jν24 (ω′) if ν1 = µ1 + 1 and ν2 ≤ µ2, where ω = (1)(2) > ω′ = (1, 1)(1);
τ = jµ1−ν1+11 ◦ jν1−µ2−22 ◦ jµ24 (ω) and τ ′ = jµ1−ν1+11 ◦ jν1−µ2−22 ◦ jµ24 (ω′) if ν2 = µ2 + 1 and ν1 ≥
µ2 + 2, where ω = (1)(2, 1) > ω
′ = (1, 1)(1, 1). Since Reduction 2 does not apply, the proposition
follows. 
It remains to show that in each case of Proposition 5.4 we have cτ ′ < cτ . In case (i) it is obvious
that cτ ′ < cτ as τ
′ corresponds to the 0 orbit. In each case (ii)-(v), we choose an element ξ ∈ cτ
and define a family {gt ∈ Sp(V ), t ∈ k∗} such that limt→0 g−1t .ξ = ξ′ ∈ cτ ′ . Then it follows that
cτ ′ < cτ . The elements ξ (or equivalently the quadratic form αξ associated to ξ) and the family
{gt ∈ Sp(V ), t ∈ k∗} in each case are given as follows. We have αg.ξ(v) = αξ(g−1v).
Let ei, i ∈ [−n, n]− {0} be a basis of V such that 〈ei, ej〉 = δi+j,0.
(ii) αξ(
∑
aiei) = a
2−2 + a1a−2; gte1 = te1, gte2 = e2, gte−1 =
1
t e−1, gte−2 = e−2. Then
αg−1t .ξ
(
∑
aiei) = a
2−2 + ta1a−2.
(iii) αξ(
∑
aiei) = a
2
1 + a1a−2 + a2a−3; gte1 = e1, gte2 =
1
t e2, gte3 =
1
t e3, gte−1 = e−1, gte−2 =
te−2, gte−3 = te−3. Then αg−1t .ξ(
∑
aiei) = a
2
1 + a2a−3 + ta1a−2.
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(iv) αξ(
∑
aiei) = a1a−2 + a2a−3; gte1 = te1, gte2 = e2 + e4, gte3 = e3, gte4 = te4, gte−1 =
1
t e−1, gte−2 = e−2, gte−3 = e−3, gte−4 =
1
t (e−4 + e−2). Then αg−1t .ξ(
∑
aiei) = a1a−4 + a2a−3 +
ta1a−2.
(v) αξ(
∑
aiei) =
∑
i∈[1,d] aia−i−1+
∑
i∈[d+2,2d−1] aia−i−1+a
2
d+a
2
2d, where d =
n
2 ; gte1 = e1, gte−1 =
e−1, gtei = 1t (ei + ei+d) and gte−i = te−i for i ∈ [2, d], gted+1 = 1t ed+1, gte−d−1 = te−d−1, gtei =
ei and gte−i = e−i + e−i+d for i ∈ [d + 2, 2d]. Then αg−1t .ξ(
∑
aiei) = a1a−d−2 +
∑
i∈[2,d] aia−i−1 +∑
i∈[d+2,2d−1] aia−i−1 + a
2
2d + ta1a−2.
5.5. Assume that G = SO(2n + 1). Recall that X∗2B = {(µ)(ν)|νi ≥ µi+1}. Let τ = (µ)(ν), τ ′ =
(µ′)(ν ′) ∈ X∗2Bn be such that τ > τ ′ and {τ ′′ ∈ X∗2Bn |τ > τ ′′ > τ ′} = ∅.
Proposition 5.5. Suppose that reduction 1 and 2 do not apply. Then τ = (1)(n− 1), τ ′ = (0)(n).
Proof. Note that we can apply Reduction 1 if µ1 = µ
′
1 or if for some j ≥ 1, µj+1 + νj = µ′j+1 + ν ′j
with νj ≥ ν ′j or µ′j+1 = µ′k for some k < j + 1.
Since Reduction 1 does not apply, we have µ1 > µ
′
1. Let r = µ1 and a = µ
∗
1. Let τ
′′ = (µ′′)(ν ′′)
with µ′′i = µi − 1 for i ∈ [1, a] and ν ′′i = νi + 1 for i ∈ [1, a]. Then one easily verifies that
τ ′′ ∈ X∗2B and τ > τ ′′ ≥ τ ′. Hence τ ′ = τ ′′. Since Reduction 1 does not apply, we have a = 1,
τ = (µ1, µ2)(ν1) and τ
′ = (µ1 − 1, µ2)(ν1 + 1). We have τ = jµ1−ν1−11 ◦ jν1−µ22 ◦ jµ23 ((1)(0)) and
τ ′ = jµ1−ν1−11 ◦ jν1−µ22 ◦ jµ23 ((0)(1)) if µ1 ≥ ν1 + 2; τ = jµ1−µ2−12 ◦ jµ23 ((1)(ν1 + 1 − µ1)) and
τ ′ = jµ1−µ2−12 ◦ jµ23 ((0)(ν1 + 2−µ1)) if µ1 ≤ ν1 + 1. Since Reduction 2 does not apply, τ and τ ′ are
as in the proposition. 
Let τ = (1)(n−1) and τ = (0)(n). We show that cτ > cτ ′ . If n = 1, this is obvious. Assume that
n ≥ 2. Let ei, i ∈ [−n, n] be a basis of V such that Q(ei) = δi,0 and 〈ei, ej〉 = δi+j,0 − δi,0δj,0. Let
βξ be the symplectic form corresponding to ξ ∈ Ng∗ such that βξ(
∑
i∈[−n,n] aiei,
∑
i∈[−n,n] biei) =
a0b−1 + b0a−1 + anb−1 + bna−1 +
∑
i∈[2,n−1](aib−i−1 + bia−i−1). Then ξ ∈ cτ . Let gt ∈ SO(V ),
t ∈ k∗ be defined by:
gte0 = e0, gtei =
1
t
ei, gte−i = te−i, i ∈ [1, n].
We have βg−1t .ξ
(
∑
aiei,
∑
biei) = βξ(gt(
∑
aiei), gt(
∑
biei)) = t(a0b−1 + b0a−1) + anb−1 + bna−1 +∑
i∈[2,n−1](aib−i−1 + bia−i−1). Thus limt→0 g
−1
t .ξ ∈ cτ ′ and cτ ′ < cτ .
5.6. We show that if cτ ′ ≤ cτ then τ ′ ≤ τ . Since induction for orbits preserves order and jk(τ ′) ≤
jk(τ) iff τ
′ ≤ τ , we may use the operation jk as often as needed. We show that
(∗)
∑
j∈[1,i]
(µ′j + ν
′
j) ≤
∑
j∈[1,i]
(µj + νj),
(∗∗)
∑
j∈[1,i−1]
(µ′j + ν
′
j) + µ
′
i ≤
∑
j∈[1,i−1]
(µj + νj) + µi.
As pointed out by the referee, for Sp(2n) the condition (∗) follows by considering the partitions
corresponding to Tτ and Tτ ′ , which are (µ1 + ν1, . . .) and (µ
′
1 + ν
′
1, . . .).
We write codim(τ, τ ′) = codimcτ cτ ′ for τ, τ ′ ∈ X∗2R . For each l ≥ 1, let Γ′l = {(τ, τ ′) ∈ X∗2R ×
X∗2R , cτ ≥ cτ ′ and (∗) fails for i = l}, ∆′l = {(τ, τ ′) ∈ X∗2R × X∗2R , cτ ≥ cτ ′ and (∗∗) fails for i = l},
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d = min{codim(τ, τ ′)|(τ, τ ′) ∈ Γ′l}, d′ = min{codim(τ, τ ′)|(τ, τ ′) ∈ ∆′l} and
Γl = {(τ, τ ′) ∈ Γ′l|codim(τ, τ ′) = d}, ∆l = {(τ, τ ′) ∈ ∆′l|codim(τ, τ ′) = d′}.
It is enough to show that Γl = ∅ and ∆l = ∅.
It follows from the definitions that we have
Lemma 5.6. (a) if (τ, τ ′) ∈ Γl (resp. ∆l) then (jk(τ), jk(τ ′)) ∈ Γl (resp. ∆l).
(b) if τ, τ ′, τ ′′ ∈ X∗2R , cτ ≥ cτ ′′ ≥ cτ ′ and (τ, τ ′) ∈ Γl (or ∆l), then τ = τ ′′ or τ ′′ = τ ′.
Assume that G = Sp(V, 〈, 〉) (resp. SO(V,Q)). Let (τ, τ ′) ∈ Γl or ∆l. We can assume that
τ = jk(ω) for some ω ∈ X∗2R . Let Σ be an isotropic subspace of V with dim Σ = k and let W ⊂ V
be such that Σ⊥ = Σ ⊕W . Let P be the parabolic subgroup that stabilizes Σ and L the Levi
subgroup of P that stabilizes W . Then L ∼= Sp(2n−2k)×GL(k) (resp. SO(2n−2k+1)×GL(k)).
We have cτ = G.(cω + n
∗
p). Since cτ ≥ cτ ′ , there exists ξ′ ∈ cτ ′ such that αξ′ |Σ = 0, βξ′(Σ,Σ⊥) = 0
(resp. βξ′(Σ,Σ
⊥) = 0) and such that αξ′ (resp. βξ′) induces a quadratic form (resp. symplectic
form) on Σ⊥/Σ ∼= W which corresponds to an element η′ ∈ cω. Let ω′ ∈ X∗2R correspond to the
Sp(2n− 2k)-orbit (resp. SO(2n− 2k + 1)-orbit) of η′. We have cτ ′ ≤ Indg
∗
l∗ cω′ ≤ cτ = Indg
∗
l∗ cω and
thus
either a) cτ ′ = Ind
g∗
l∗ cω′
or b) cω′ = cω.
In case a) we have τ ′ = jk(ω′) and (ω, ω′) ∈ Γl or ∆l. Applying jk when needed we can assume
that τ = jkr ◦ · · · ◦ jk1(0) for some sequence k1, . . . , kr (see 4.3 (a)) and moreover:
(i) k1 = 2s is even;
(ii) 0 ≤ ki − ki+1 ≤ 1 for i ≤ r − 1 and ki = ki+1 if 3 - i;
(iii) µ′1
∗ ≤ s, ν ′1∗ ≤ s.
We apply the previous construction with k = kr, and repeat the argument with (τ, τ
′) replaced by
(ω, ω′) (conditions (i)-(iii) above are still satisfied) until we reach a point that ω = ω′. Hence we
are reduced to the case that (τ, τ ′) ∈ Γl (or ∆l), τ = jkr ◦ · · · ◦ jk1(0), ω = ω′ = jkr−1 ◦ · · · ◦ jk1(0)
(τ, τ ′ satisfy (i)-(iii) above), where τ ′ and ω′ are related as in the above construction. We will study
more closely the relation between τ ′ and ω′ and derive a contradiction.
Suppose that ω = ω′ = (σ)(δ). Let a = [(kr + 1)/2], b = [kr/2]. We show that (see 5.7 and 5.8)
c) µ′i ≤ σ1 + 1 = µa for all i;
d) µ′i + ν
′
i ≤ σ1 + δ1 + 2 = µb + νb for all i;
e) if a < s, then µ′i ≥ σi = µi and ν ′i ≥ δi = νi for i ∈ [a + 1, s] (resp. if b < s, then
µ′i+1 ≥ σi+1 = µi+1 and ν ′i ≥ δi = νi for i ∈ [b+ 1, s]).
If (τ, τ ′) ∈ Γl, it follows from c) and d) that l ≥ b + 1 and from e) that l ≤ b; if (τ, τ ′) ∈ ∆l it
follows from c) and d) that l ≥ a+ 1 and from e) that l ≤ a. This is the required contradiction.
Suppose that r > 1. We have if kr−1 = kr is odd, then a = b + 1, σ = (r − 1)a(3i2)(3i4) · · · ,
δ = (r − 1)b(3i1)(3i3) · · · ; if kr−1 = kr is even, then a = b, σ = (r − 1)a(3i1)(3i3) · · · , δ =
(r − 1)b(3i2)(3i4) · · · ; if kr−1 = kr + 1 is even, then 3|r − 1, a = b + 1, σ = (r − 1)a(3i1)(3i3) · · · ,
δ = (r−1)b+1(3i2)(3i4) · · · ; if kr−1 = kr + 1 is odd, then 3|r−1, a = b, σ = (r−1)a+1(3i2)(3i4) · · · ,
δ = (r − 1)b(3i1)(3i3) · · · ; where in each case r − 1 > 3i1 and i1 > i2 > i3 > · · · .
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5.7. We prove 5.6 c)-e) for G = Sp(V, 〈, 〉) by studying the quadratic form αη′ on Σ⊥/Σ induced
by αξ′ . Let c = max(µ
′∗
1 , ν
′∗
1 ).
If c = 1, then V is indecomposable (as Tξ′-module), and αξ′ =
∗Wχ(λ1)(λ1) (where χ(λ1) = µ
′
1,
λ1 = µ
′
1 + ν
′
1; see 2.4.2 (a)). Then one easily verifies that (Σ
⊥/Σ, αη′) ∼= ∗Wχ(λ1)−1(λ1 − 2) (if
dim Σ = 2), ∗Wχ(λ1)−1(λ1 − 1) or ∗Wχ(λ1)(λ1 − 1) (if dim Σ = 1). Thus σ1∗ ≤ 1, δ1∗ ≤ 1 and
µ′1 − 1 ≤ σ1 ≤ µ′1, ν ′1 − 1 ≤ δ1 ≤ ν ′1; in this case (c) and (d) hold.
If c > 1, then V is decomposable, and there exists an orthogonal decomposition V = ⊕ci=1Wi
with Wi indecomposable, dimW1 ≥ dimW2 ≥ · · · ≥ dimWc, such that Σ = ⊕ci=1(Wi ∩ Σ). We
apply the previous result for each factor in the decomposition Σ⊥/Σ = ⊕ci=1(Wi ∩ Σ⊥)/(Wi ∩ Σ).
Assume that αξ′ |Wi = ∗Wl′i(λ′i) (where λ′i = µ′i + ν ′i). Then l′i ≤ µ′i and l′j = µ′1 for some j.
Suppose that αη′ |(Wi∩Σ⊥)/(Wi∩Σ) = ∗Wl′′i (λ′′i ). We have σ1 = max{l′′i } ≥ max{l′i − 1} = µ′1 − 1 and
σ1 + δ1 = max{λ′′i } ≥ max{λ′i − 2} = µ′1 + ν ′1 − 2; thus c) and d) hold.
Now we prove e). Assume that a < s. Then r > 1 and c = s. Note that σi+δi−(σi+1 +δi+1) ≥ 3
for i ∈ [a, s−1]; hence if ψ is a permutation such that dim(Wψ(i)∩Σ⊥)/(Wψ(i)∩Σ) ≥ dim(Wψ(i+1)∩
Σ⊥)/(Wψ(i+1)∩Σ), then ψ(i) = i for i ∈ [a+1, s]. Moreover since σi+1−σi+2 ≥ 3 and δi−δi+1 ≥ 3
for i ∈ [a, s − 1], l′′i = σi for all i ∈ [a + 1, s]. It follows that l′′i = r − 1 = σi for i ∈ [1, a]. Now
we have l′i ≥ l′′i = σi > σi+1 + 1 = l′′i+1 + 1 ≥ l′i+1 and λ′i − l′i ≥ δi > δi+1 + 1 ≥ λ′i+1 − l′i+1 for
i ∈ [a + 1, s − 1], λ′a − l′a ≥ λ′′a − l′′a = δj ≥ δa > δa+1 + 1 ≥ λ′a+1 − l′a+1 for some j ∈ [1, a]; hence
l′i = µ
′
i for i ∈ [a+ 1, s]. Then e) follows.
5.8. We prove 5.6 c)-e) for G = SO(V,Q) by studying the symplectic form βη′ on Σ
⊥/Σ induced
by βξ′ . Let c = max(µ
′∗
1 − 1, ν ′∗1 ).
If c = 0, then µ′1 = m, ν ′1 = 0, V = span{vi, i ∈ [0,m], ui, i ∈ [0,m − 1]} (where vi, ui are as in
2.2 (b) (c)), Σ = span{v0} and thus σ∗1 ≤ 1, σ1 = m− 1, δ1 = 0; in this case (c) and (d) hold.
If c > 0, then there exists an orthogonal decomposition V = span{vi, i ∈ [0,m], ui, i ∈ [0,m −
1]} ⊕ci=1 Wi with Wi indecomposable (as Tξ′-module), dimW1 ≥ dimW2 ≥ · · · ≥ dimWs, such
that Σ = (span{vi, i ∈ [0,m], ui, i ∈ [0,m− 1]} ∩ Σ)⊕ci=1 (Wi ∩ Σ). Assume that Tξ′ |Wi = Wl′i(λ′i)
(where λ′i = µ
′
i+1 + ν
′
i; notation as in [X2, 5.6]). One easily verifies that Tη′ |(Wi∩Σ⊥)/(Wi∩Σ) =
Wl′i−1(λ
′
i − 2) (if dim(Wi ∩ Σ) = 2), Wl′i−1(λ′i − 1) or Wl′i(λ′i − 1) (if dim(Wi ∩ Σ) = 1). Write
Tη′ |(Wi∩Σ⊥)/(Wi∩Σ) = Wl′′i (λ′′i ). Then l′i − 1 ≤ l′′i ≤ l′i and λ′′i ≥ λ′i − 2. We have µ′1 − 1 ≤ σ1 ≤ µ′1,
and δ1 = max{l′′i , λ′′1−σ1} ≥ max{l′i−1, µ′2 +ν ′1−2−σ1}; thus δ1 ≥ ν ′1−2 if σ1 = µ′1 and δ1 ≥ ν ′1−1
if σ1 = µ
′
1 − 1 (note that ν ′1 = max{l′i, µ′2 + ν ′1 − µ′1}). Hence c) and d) follow.
We prove e). Assume that b < s. Then r > 1 and c = s. Note that σi+1 + δi − (σi+2 + δi+1) ≥ 3
for i ∈ [b, s−1]; hence if ψ is a permutation such that dim(Wψ(i)∩Σ⊥)/(Wψ(i)∩Σ) ≥ dim(Wψ(i+1)∩
Σ⊥)/(Wψ(i+1) ∩ Σ), then ψ(i) = i for i ∈ [b + 1, s]. Moreover for all i ∈ [b + 1, s], l′′i = δi since
σi − σi+1 ≥ 3 and δi − δi+1 ≥ 3. It follows that l′′i = r − 1 = δi for all i ∈ [1, b]. Now we
have l′i ≥ l′′i = δi > δi+1 + 1 = l′′i+1 + 1 ≥ l′i+1 and λ′i − l′i ≥ σi+1 > σi+2 + 1 ≥ λ′i+1 − l′i+1 for
i ∈ [b + 1, s − 1], λ′b − l′b ≥ λ′′b − l′′b = σj+1 ≥ σb+1 > σb+2 + 1 ≥ λ′b+1 − l′b+1 for some j ∈ [1, b] or
(if b = 0) m ≥ σb+1 > σb+2 + 1 ≥ λ′b+1 − l′b+1; hence l′i = ν ′i ≥ δi and µ′i+1 = λ′i − l′i ≥ σi+1 for
i ∈ [b+ 1, s]. This completes the proof of Theorem 5.1.
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6. Nilpotent pieces in g∗ in type B, C in characteristic 2
Assume that p = 2 and G is of type B or C throughout this section unless otherwise stated.
6.1. Suppose that G = Sp(2n) (resp. SO(2n+ 1)). Let X1R ⊂ X denote the image of the Springer
correspondence map γGC : UGC →W∧, where as before R stands for B or C (the type of G or GC).
We have (see [L1, X2])
X1C = {(µ)(ν)|µi+1 − 1 ≤ νi ≤ µi + 1}, X1B = {(µ)(ν) ∈ |µi+1 ≤ νi ≤ µi + 2}.
Let τ˜ ∈ X1R and let c ∈ Ng∗ be such that γg∗(c) = τ˜ . Define Σg
∗
τ˜ to be the set of all orbits c
′ ∈ Ng∗
such that c′ ≤ c and c′  c′′ for any c′′ < c with γg∗(c′′) ∈ X1R. We show that
(a) {Σg∗τ˜ }τ˜∈X1R form a partition of Ng∗.
Following [X2], we define maps
ΦR : X
∗2
R → X1R, (µ)(ν) 7→ (µ˜)(ν˜),
where if R = B, then
µ˜i =
 [
µi+νi−1
2 ] if νi > µi + 2
µi if νi ≤ µi + 2
, ν˜i =
 [
µi+νi+2
2 ] if νi > µi + 2
νi if νi ≤ µi + 2
, i ≥ 1;
if R = C, then µ˜1 = µ1 and
µ˜i+1 =
 [
µi+1+νi+1
2 ] if νi < µi+1 − 1
µi+1 if νi ≥ µi+1 − 1
, ν˜i =
 [
µi+1+νi
2 ] if νi < µi+1 − 1
νi if νi ≥ µi+1 − 1
, i ≥ 1.
It is easy to verify that in each case we get a well-defined element (µ˜)(ν˜) ∈ X1R. We have
(b) if (µ˜′)(ν˜ ′) ∈ X1R, (µ)(ν) ∈ X∗2R , then ΦR((µ′)(ν ′)) = (µ′)(ν ′), (µ)(ν) ≤ ΦR((µ)(ν)); if more-
over (µ)(ν) ≤ (µ˜′)(ν˜ ′), then ΦR((µ)(ν)) ≤ (µ˜′)(ν˜ ′).
In fact, if R = C, (b) follows from [X2, 4.2]; if R = B, one can prove (b) by the same argument.
Now in view of Theorem 5.1, it follows from the definition of Σg
∗
τ˜ and (b), (c) that for each τ˜ ∈ X1R,
(d) γg∗(Σ
g∗
τ˜ ) = Φ
−1
R (τ˜).
Then (a) follows from (d).
6.2. We define a map
Ψ∗R : N
∗2
R → UGC , c 7→ λ˜ = (λ˜1 ≥ λ˜2 ≥ · · · )
as follows such that each fiber is an nilpotent piece (see Proposition 6.1).
Assume that G = Sp(2n) and c = (λ, χ) ∈ N∗2C . If χ(λ1) > λ12 , then λ˜1 = 2χ(λ1), if χ(λ2i) > λ2i2
and χ(λ2i) > χ(λ2i+1), then
λ˜2i =
 λ2i − χ(λ2i) + χ(λ2i+1) if χ(λ2i)− λ2i + χ(λ2i+1) ≥ 12(λ2i − χ(λ2i)) if χ(λ2i)− λ2i + χ(λ2i+1) ≤ 0 ,
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if χ(λ2i+1) >
λ2i+1
2 and λ2i+1 − χ(λ2i+1) < λ2i − χ(λ2i), then
λ˜2i+1 =
 λ2i − χ(λ2i) + χ(λ2i+1) if χ(λ2i)− λ2i + χ(λ2i+1) ≥ 12χ(λ2i+1) if χ(λ2i)− λ2i + χ(λ2i+1) ≤ 0 ;
otherwise λ˜i = λi.
Assume that G = SO(2n+ 1) and c = (m; (λ, χ)) ∈ N∗2B . Let
λ˜1 =
 m+ χ(λ1) if χ(λ1) ≥ m+ 22m+ 1 if χ(λ1) < m+ 2 , λ˜2 =

m+ χ(λ1) if χ(λ1) ≥ m+ 2
2χ(λ1)− 1 if [λ+12 ] < χ(λ1) < m+ 2
λ1 if χ(λ1) ≤ [λ+12 ]
.
For i ≥ 1, if χ(λ2i) > λ2i2 and χ(λ2i) > χ(λ2i+1), then
λ˜2i+1 =
 λ2i − χ(λ2i) + χ(λ2i+1) if χ(λ2i)− λ2i + χ(λ2i+1) ≥ 22(λ2i − χ(λ2i)) + 1 if χ(λ2i)− λ2i + χ(λ2i+1) ≤ 1 ,
if χ(λ2i+1) >
λ2i+1
2 and λ2i+1 − χ(λ2i+1) < λ2i − χ(λ2i), then
λ˜2i+2 =
 λ2i − χ(λ2i) + χ(λ2i+1) if χ(λ2i)− λ2i + χ(λ2i+1) ≥ 22χ(λ2i+1)− 1 if χ(λ2i)− λ2i + χ(λ2i+1) ≤ 1 ;
otherwise λ˜2i+1 = λ2i, λ˜2i+2 = λ2i+1.
We show that
(a) γGC ◦Ψ∗R = ΦR ◦ γg∗ .
Let G = SO(2n+1) (resp. Sp(2n)) and c ∈ N∗2R . Assume that γg∗(c) = (µ)(ν), ΦR((µ)(ν)) = (µ˜)(ν˜)
and (µ˜)(ν˜) = γGC(λ˜). Using the definition of ΦR, one easily shows that ν˜i = µ˜i + 2 iff νi ≥ µi + 2
and µi + νi is even, and ν˜i = µ˜i+1 iff νi = µi+1 (resp. ν˜i = µ˜i + 1 iff νi = µi + 1, and ν˜i = µ˜i+1 − 1
iff νi ≤ µi+1 − 1 and νi + µi+1 is odd). Using this and the description of the map γGC (see [X2,
2.4]), one easily verifies that
λ˜2i−1 =

µi + νi if µi ≤ νi − 2
2µi + 1 if νi − 2 < µi < νi−1
2µi if µi = νi−1
, λ˜2i =

µi + νi if νi ≥ µi + 2
2νi − 1 if µi+1 < νi < µi + 2
2νi if νi = µi+1resp. λ˜2i−1 =

µi + νi−1 if µi ≥ νi−1 + 1
2µi if νi ≤ µi ≤ νi−1
2µi + 1 if µi = νi − 1
, λ˜2i =

µi+1 + νi if νi ≤ µi+1 − 1
2νi if µi+1 ≤ νi ≤ µi
2νi − 1 if νi = µi + 1
 .
It is then easy to verify that λ˜ = Ψ∗R(c) using the description of γg∗ (see 2.3).
Proposition 6.1. Two orbits c1, c2 ∈ Ng∗ lie in the same nilpotent piece as defined in [L5, X4] if
and only if Ψ∗R(c1) = Ψ
∗
R(c2).
Note that the proposition computes the nilpotent pieces in g∗ explicitly. Now in view of (a) and
6.1 (d), it follows from Proposition 6.1 that each set Σg
∗
τ˜ is a nilpotent piece defined in [L5, X4].
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One can also define a partition of Ng∗ into special pieces as in [L3, X2] and show that each special
piece is a union of nilpotent pieces. The proof of the proposition is given in the remainder of this
section following the argument used in [X2].
6.3. Suppose that G = Sp(V, 〈, 〉) (resp. SO(V,Q)). Let c ∈ Ng∗ and Ψ∗R(c) = c˜ = λ˜. Suppose
that Υc = (fa)a∈N and Υc˜ = (f˜a)a∈N (see Subsection 2.4). We show that
(a) fa = f˜a for all a ∈ N.
Then Proposition 6.1 follows from (a) and Lemma 2.1.
We prove (a) by induction on dimV . Let ξ ∈ c. If ξ = 0, (a) is obvious. Assume from now on
that ξ 6= 0. Let V∗ = (V≥a), V ′, ξ′ be associated to ξ and N , e, f defined for ξ as in 2.4.1 (resp.
2.4.3). Let c′ be the orbit of ξ′ in g′∗ and let c˜′ = Ψ2g′∗(c
′) = λ˜′. Suppose that Υc′ = (f ′a) and
Υc˜′ = (f˜
′
a). Since dimV
′ < dimV , by induction hypothesis f ′a = f˜ ′a for all a ∈ N. By the definition
of V∗ we have that for all a ∈ [0, N − 1], fa = f ′a and thus fa = f˜ ′a. We show that
(b)
λ˜1 = N + 1,mλ˜(λ˜1) = fN ,mλ˜′(λ˜1) = 0, mλ˜′(λ˜1 − 2) = mλ˜(λ˜1 − 2) +mλ˜(λ˜1),
mλ˜′(i) = mλ˜(i) for all i 6= λ˜1, λ˜1 − 2.
It then follows from (b) and 2.4 (a′) that f˜a = 0 for all a ≥ N + 1, f˜N = fN , and that f˜a = f˜ ′a for
all a ∈ [0, N − 1]. Hence (a) follows (note that fa = 0 for all a ≥ N + 1).
The proof of (b) is given in subsections 6.4-6.6 (resp. 6.7-6.9).
6.4. Assume thatG = Sp(V, 〈, 〉) throughout subsection 6.6. We keep the notations in 6.3. Suppose
that c = (λ, χ). We show that
(a) fN =

1 if e < 2f,
mλ(e) if e = 2f + 1, or e = 2f and χ(e− 1) = f − 1,
mλ(e) + 1 if e = 2f and χ(e− 1) = f.
Recall that fN = dimV≥N and V≥N = V ⊥≥−N+1 (see 2.4.1). We describe V≥N in various cases in
the following and then (a) follows.
Suppose that e < 2f . Then the map ρ : V → k, v 7→
√
αξ(T
f−1
ξ v) is linear and thus V≥N =
(ker ρ)⊥ is a line.
Suppose that e = 2f + 1, or e = 2f and χ(e− 1) = f − 1. Then V≥N = (kerT e−1ξ )⊥ = ImT e−1ξ .
Suppose that e = 2f and χ(e− 1) = f . Let E be subspace of V such that V = kerT e−1ξ ⊕E and
let W =
∑
i∈[0,e] T
i
ξE. Then 〈, 〉|W is non-degenerate (in fact, if 〈
∑
i T
i
ξvi,W 〉 = 0, where vi ∈ E,
then 〈T e−1ξ v0, V 〉 = 0 and thus v0 ∈ E ∩ kerT e−1ξ = 0; now use induction and similar argument one
shows that vi = 0). Thus V = W ⊕W⊥, W⊥ is Tξ-stable and T e−1ξ W⊥ = 0 (W ⊃ T e−1ξ V implies
that W⊥ ⊂ (ImT e−1ξ )⊥ = kerT e−1ξ ). We have V≥−N+1 = (kerT e−1ξ ∩W )⊕{v ∈W⊥|αξ(T f−1ξ v) = 0}
(note that kerT e−1ξ ∩W ⊂ ImTξ). Thus V≥N = ImT e−1ξ ⊕ L, where L ⊂ W⊥ is a line (we apply
the result in the first case for W⊥).
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6.5. We describe c′ = (λ′, χ′) in various cases as follows. Let j ≥ 0 be the unique integer such
that χ(e− j) = f and χ(e− j − 1) < f.
(i) e = 2f + 1, or e = 2f and χ(e− 1) = f − 1. We have
mλ′(e) = 0, mλ′(e − 2) = mλ(e) + mλ(e− 2) (if e > 2), mλ′(i) = mλ(i) for i /∈ {e, e − 2},
χ′(λi) = χ(λi) for λi /∈ {e, e − 2}, χ′(e − 2) = f − 1 if χ(e − 2) ≤ f − 1 and χ′(e − 2) = f if
χ(e− 2) = f .
(ii) e = 2f and χ(e− 1) = f . We have
mλ′(e) = 0, mλ′(e− 2) = mλ(e− 2) +mλ(e) + 2δj,1 − 2δj,2 (if e > 2), mλ′(e− j) = mλ(e− j)−
2 + δj,2mλ(e), mλ′(e− j − 1) = mλ(e− j − 1) + 2 + δj,1mλ(e) (if e > j + 1), mλ′(i) = mλ(i) for i /∈
{e, e− 2, e− j, e− j − 1}, χ′(e− k) = f − 1 for k ∈ [1, j], χ′(i) = χ(i) for i ≤ e− j − 1.
(iii) e < 2f . We have
mλ′(e−j) = mλ(e−j)−2, mλ′(e−j−1) = mλ(e−j−1)+2 (if e > j+1), mλ′(i) = mλ(i) for i /∈
{e− j, e− j − 1}, χ′(e− k) = f − 1 for k ∈ [0, j], χ′(i) = χ(i) for i ≤ e− j − 1.
Let αξ′ and Tξ′ be defined for ξ
′ as before. Let mλ(e− i) = 2di.
Assume that we are in case (i). We have a decomposition V = W ⊕ Y of V into mutually
orthogonal Tξ-stable subspaces such that
αξ|W = ∗Wf (e)d0 and T e−1ξ Y = 0.
Then V≥−N+1 = (kerT e−1ξ ∩W ) ⊕ Y and V≥N = T e−1ξ W . Hence we have a natural decomposi-
tion V ′ = W ′ ⊕ Y of V ′ into mutually orthogonal Tξ′-stable subspaces, where W ′ = (kerT e−1ξ ∩
W )/T e−1ξ W , and (see 2.4.2 (ii))
αξ′ |W ′ = ∗Wf−1(e− 2)d0 , αξ′ |Y = αξ|Y .
We have χ′(i) = max(χαξ′ |W ′ (i), χαξ|Y (i)) and χ(i) = max(χαξ|W (i), χαξ|Y (i)). For 0 < λi ≤ e− 3,
λi − χ(λi) ≤ λi+12 < e − f and thus χαξ|W (λi) = max(0, λi − e + f) < χ(λi), which implies
that χαξ|Y (λi) = χ(λi) and thus χ
′(λi) = max(max(λi − e + f + 1, 0), χαξ|Y (λi)) = χ(λi). Now
χ′(e− 2) = max(f − 1, χαξ|Y (e− 2)) and χ(e− 2) = max(f − 2, χαξ|Y (e− 2)), thus the assertion on
χ′(e− 2) holds; χ′(e− 1) = χ(e− 1) since χαξ′ |W ′ (e− 1) = χαξ|W (e− 1).
Assume that we are in case (ii). Then j ≥ 1. We have a decomposition V = W0 ⊕W1 ⊕ Y of V
into mutually orthogonal T -stable subspaces such that (we use [X1, Lemma 2.9])
αξ|W0 = ∗Wf (e)d0 , αξ|W1 = ∗Wf (e− j), T e−1ξ Y = 0 and αξ(T f−1ξ Y ) = 0.
Then V≥−N+1 = (kerT e−1ξ ∩ W0) ⊕ KW1 ⊕ Y and V≥N = T e−1ξ W0 ⊕ LW1 , where KW1 = {v ∈
W1|αξ(T f−1ξ v) = 0} and LW1 = K⊥W1∩W1. Hence we have a natural decomposition V ′ = W ′0⊕W ′1⊕
Y of V ′ into mutually orthogonal Tξ′-stable subspaces, where W ′0 = (kerT
e−1
ξ ∩W0)/T e−1ξ W0, W ′1 =
KW1/LW1 , and (see 2.4.2 (i) (ii))
αξ′ |W ′0 = ∗Wf−1(e− 2)d0 , αξ′ |W ′1 = ∗Wf−1(e− j − 1), αξ′ |Y = αξ|Y .
We have χ′(i) = max(χαξ′ |W ′0
(i), χαξ′ |W ′1
(i), χαξ|Y (i)) and χ(i) = max(χαξ|W0 (i), χαξ|W1 (i), χαξ|Y (i)).
Thus for e − j ≤ i ≤ e − 1, χ′(i) = f − 1 (note that χαξ|Y (i) ≤ f − 1); for i ≤ e − j − 1,
χαξ|W0 (i) ≤ χαξ′ |W ′0 (i) ≤ χαξ′ |W ′1 (i) = χαξ|W1 (i) (since j ≥ 1) and thus χ
′(i) = χ(i).
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Assume that we are in case (iii). We have a decomposition of V into mutually orthogonal Tξ-
stable subspaces V = W ⊕ Y such that (we use [X1, Lemma 2.9])
αξ|W = ∗Wf (e− j) and αξ(T f−1ξ Y ) = 0.
Then V≥−N+1 = KW ⊕ Y and V≥N = LW , where KW = {v ∈ W |αξ(T f−1ξ v) = 0} and LW =
K⊥W ∩W . Hence we have a natural decomposition V ′ = W ′ ⊕ Y of V ′ into mutually orthogonal
T ′-stable subspaces, where W ′ = KW /LW . Moreover (see 2.4.2 (i))
αξ′ |W ′ = ∗Wf−1(e− j − 1) and αξ′ |Y = αξ|Y .
We have χ′(i) = max(χαξ′ |W ′ (i), χαξ|Y (i)) and χ(i) = max(χαξ|W (i), χαξ|Y (i)). Thus for i ≥ e − j,
χ′(i) = f − 1 (as χαξ|Y (i) ≤ f − 1); for i ≤ e− j − 1, χαξ′ |W ′ (i) = χαξ|W (i) and thus χ′(i) = χ(i).
6.6. Using the definition of Ψ∗R and the description of c
′ in 6.5, we compute Ψ∗R(c) = λ˜ and
Ψ∗R′(c
′) = λ˜′ in each case (i)-(iii) as follows. It is then easy to check that 6.3 (b) holds in each case.
Let d = d0 + d1 in case (i) and d =
∑
a∈[0,j] da in cases (ii) and (iii). We have λ˜i = λ˜
′
i for all
i ≥ 2d + 2, since µi = µ′i and νi = ν ′i for all i ≥ d + 1. In case (i), if χ(e − 2) ≤ f − 1, then
λ˜2d+1 = λ˜
′
2d+1 since µd+1 ≤ νd and µ′d+1 ≤ ν ′d. In cases (ii) and (iii), λ˜i = λ˜′i for i = 2d, 2d + 1,
since νd = ν
′
d, νd ≤ µd and ν ′d ≤ µ′d. Let λ˜1 = (λ˜1, . . . , λ˜2d+1) and λ˜′1 = (λ˜′1, . . . , λ˜′2d+1). We have
(i)
λ˜1 = e2d0(e− 1)2d1+1, λ˜′1 = (e− 1)2d1+1(e− 2)2d0 if χ(e− 2) = f,
λ˜1 = e2d0(e− 1)2d1 λ˜2d+1, λ˜′1 = (e− 1)2d1(e− 2)2d0 λ˜2d+1 if χ(e− 2) ≤ f − 1;
(ii)
λ˜1 = e2d0+1(e− 1)2d1(e− 2)2d2 · · · (e− j + 1)2dj−1(e− j)2dj−2λ˜2dλ˜2d+1,
λ˜′1 = (e− 2)2d0+1(e− 1)2d1(e− 2)2d2 · · · (e− j + 1)2dj−1(e− j)2dj−2λ˜2dλ˜2d+1;
(iii)
λ˜1 = (2f)e2d0(e− 1)2d1(e− 2)2d2 · · · (e− j + 1)2dj−1(e− j)2dj−2λ˜2dλ˜2d+1,
λ˜′1 = (2f − 2)e2d0(e− 1)2d1(e− 2)2d2 · · · (e− j + 1)2dj−1(e− j)2dj−2λ˜2dλ˜2d+1.
6.7. Assume that p = 2 and G = SO(V,Q) in the remainder of this section. Suppose that
c = (m, (λ, χ)). We keep the notations in 6.3. We show in this subsection that
(a) fN =

1 if m ≥ f,
2 if e− f < m < f,
mλ(e) if m = 0, or 0 < m = e− f < f − 1 and ρ = 0,
mλ(e) + 1 if 0 < m = e− f = f − 1 and ρ = 0,
mλ(e) + 2 if 0 < m = e− f < f and ρ 6= 0.
Recall that fN = dimV≥N and V≥N = V ⊥≥−N+1 ∩ Q−1(0) (see 2.4.3). We describe V≥N in various
cases in the following and then (a) follows.
Suppose that m = 0. Then e ≥ 2 since ξ 6= 0. We have V≥N = {w +
√
Q(w)v0|w ∈ ImT e−1ξ },
where
√
is a chosen square root on k.
Suppose that m ≥ f . Then V≥N = span{v0}.
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Suppose that e − f < m < f . Then V≥N = span{v0} ⊕ L, where L = {w ∈ W |Q(T f−1ξ w) =
0}⊥ ∩W is a line (see [X2, 5.5]).
Suppose that 0 < m = e− f = f − 1. Then V≥N = span{v0} ⊕ L, where L = {w ∈W |T e−1ξ w =
0, Q(T f−1ξ w) = 0}⊥ ∩W , and dimL = mλ(e) if ρ = 0, dimL = mλ(e) + 1 if ρ 6= 0 (see [X2, 5.5]).
Suppose that 0 < m = e − f < f − 1 and ρ 6= 0. Then V≥N = span{v0} ⊕ L, where L =
{w ∈ W |T e−1ξ w = 0, Q(T f−1ξ w) = 0}⊥ ∩W . Same argument as in [X2, 5.5] shows that we have a
decomposition W = W1⊕W2 of W into Tξ-stable orthogonal subspaces such that T e−1ξ W2 = 0 and
χTξ|W2 (e− 1) = f . Hence L = ImT
e−1
ξ ⊕ ({x ∈W2|Q(T f−1ξ x) = 0}⊥ ∩W2) and dimL = mλ(e) + 1.
Suppose that 0 < m = e− f < f − 1 and ρ = 0. Then V≥N = {w + β(w,w∗∗)v0|w ∈ ImT e−1ξ }.
6.8. We describe c′ = (m′; (λ′, χ′)) in various cases as follows. Let j ≥ 0 be the unique integer
such that χ(e− j) = f and χ(e− j − 1) < f.
(i) m = 0, or 0 < e− f = m < f − 1 and ρ = 0. We have
m′ = m, mλ′(e) = 0, mλ′(e−2) = mλ(e−2)+mλ(e) (if e > 2), mλ′(i) = mλ(i) for i /∈ {e, e−2},
χ′(i) = χ(i) for i ≤ e− 1.
(ii) m ≥ f . We have
m′ = m− 1, mλ′(i) = mλ(i) for all i, χ′(λi) = χ(λi) for λi ≤ e− 1, χ′(e) = f + 1 if m = e− f ,
and χ′(e) = f if m > e− f .
(iii) e− f < m < f . We have
m′ = m−1,mλ′(e−j) = mλ(e−j)−2, mλ′(e−j−1) = mλ(e−j−1)+2 (if e > j+1), mλ′(i) =
mλ(i) for i /∈ {e−j, e−j−1}, χ′(λi) = f−1 for e−j ≤ λi ≤ e−1, χ′(λi) = χ(λi) for λi ≤ e−j−1,
χ′(e) = f − 1 if m ≥ e− f + 2 and χ′(e) = f if m = e− f + 1.
(iv) 0 < e− f = m < f and ρ 6= 0. We have
m′ = m− 1, mλ′(e) = 0, mλ′(e− 2) = mλ(e− 2) +mλ(e) + 2δj,1 − 2δj,2 (if e > 2), mλ′(e− j) =
mλ(e − j) − 2 + δj,2mλ(e), mλ′(e − j − 1) = mλ(e − j − 1) + 2 + δj,1mλ(e) (if e > j + 1),
mλ′(i) = mλ(i) for i /∈ {e, e − 2, e − j, e − j − 1}, χ′(e − 1) = f, χ′(λi) = f − 1 for e − j ≤ λi ≤
e− 2, χ′(λi) = χ(λi) for λi ≤ e− j − 1.
(v) 0 < e− f = m = f − 1 and ρ = 0. We have
m′ = m − 1,mλ′(e) = 0, mλ′(e − 2) = mλ(e) + mλ(e− 2) (if e > 2), mλ′(i) = mλ(i) for i /∈
{e, e− 2}, χ′(e− 1) = f, χ′(e− 2) = f − 1, χ′(λi) = χ(λi) for λi ≤ e− 2.
Recall that we can choose u0 (or W if m = 0) such that χW (λi) = χ(λi) in the decomposition
V = span{ui, vi} ⊕W . In the following u0 or W is chosen as such. Let mλ(e− i) = 2di.
Assume that we are in case (i). Suppose first that m = 0. Then e = f . There exists w0 ∈ W
such that β(w0, w)
2 = Q(w) for all w ∈ W . Let W˜ = {w + β(w0, w)v0|w ∈ W}. Then V≥−N+1 =
span{v0}⊕ker T˜ e−1ξ and V≥N = ImT˜ e−1ξ (note that Q(T˜ e−1ξ W˜ ) = 0). The description for c′ follows.
Suppose now that 0 < e−f = m < f −1 and ρ = 0. Let u˜0 = u0 +w∗∗ and let u˜i, W˜ , T˜ξ be defined
accordingly. Then for all w˜ ∈ W˜ , Q(T˜ f−1ξ w˜) = β(T e−1ξ w∗∗, piW (w˜))2 + Q(T f−1ξ piW (w˜)) = 0. Then
V ′ = span{vi, i ∈ [0,m], u˜i, i ∈ [0,m − 1]} ⊕ W˜ ′, where W˜ ′ = (ker T˜ e−1ξ /ImT˜ e−1ξ ). Thus m′ = m.
Let Tξ′ : W˜
′ → W˜ ′ be defined for αξ′ . We have χW˜ (i) ≤ f − 1. Suppose that χW˜ (e) = f˜ . We have
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a decomposition W˜ = W1 ⊕W2 of W˜ into mutually orthogonal T˜ξ-stable subspaces such that (see
[X3, 5.6])
T˜ξ|W1 = Wf˜ (e)d0 and T e−1ξ W2 = 0.
Then W˜ ′ = W ′1 ⊕W2, where W ′1 = (ker T˜ e−1ξ ∩W1)/T˜ e−1ξ W1 and Tξ′ |W ′1 = Wf˜−1(e − 2)d0 . We
have χ′(i) = max(i − m,χTξ′ |W ′1 (i), χT˜ξ|W2 (i)) and χ(i) = max(i − m,χT˜ξ|W1 (i), χT˜ξ|W2 (i)). Thus
χ′(e − 1) = f − 1 = χ(e − 1) and χ′(i) = max(i − m,χT˜ξ|W2 (i)) = χ(i) (note that χTξ′ |W ′1 (i) ≤
max(0, i−m) and χTξ|W1 (i) ≤ max(0, i−m)) for all i ≤ e− 2.
Assume that we are in case (ii). Then V ′ = (span{vi, ui, i ∈ [0,m−1], vm}/span{v0})⊕W . Thus
m′ = m − 1 and mλ′(i) = mλ(i). We have χ′(λi) = max(λi −m + 1, χ(λi)). If m > λi − χ(λi),
then χ′(λi) = χ(λi); if m = λi − χ(λi), then m = e − f and thus e = 2m, λi = e (note that
χ(λi) ≥ λi/2 > λi −m for λi < e = 2m) and χ′(e) = f + 1.
In cases (iii)-(v), we have V ′ = (span{vi, ui, i ∈ [0,m − 1], vm}/span{v0}) ⊕W ′, where W ′ =
ΛW /(Λ
⊥
W∩W ) for some subspace ΛW ⊂W . Thus m′ = m−1. Let Tξ′ : W ′ →W ′ be defined for αξ′ .
We write Tξ′ = (λ
′, χ′W ′). We can apply the results in [X3, 5.6] for Tξ and Tξ′ and then in each case
the assertions on mλ′(i) follow. The assertions on χ
′ also hold since χ′(λ′i) = max(λ
′
i−m+1, χ′W ′(i))
(see below for the description of χ′W ′(i)).
(iii) In this case ΛW = {w ∈W |Q(T f−1ξ w) = 0} and χ′W ′(e−k) = f −1 for k ∈ [0, j], χ′W ′(λi) =
χ(λi) for λi ≤ e− j − 1. Note that λi −m+ 1 ≤ χ(λi) for λi ≤ e− j − 1.
(iv) In this case ΛW = {w ∈ W |T e−1ξ w = 0, Q(T f−1ξ w) = 0}, and χ′W ′(e − k) = f − 1 for k ∈
[0, j], χ′W ′(λi) = χ(λi) for λi ≤ e − j − 1. Since ρ 6= 0, χ(e − 1) = f and thus m > λi − χ(λi) for
all λi ≤ e− 1.
(v) In this case ΛW = {w ∈ W |T e−1ξ w = 0} and χ′W ′(λi) = χ(λi) for λi ≤ e − 1. Note that for
λi ≤ e− 2, χ(λi) ≥ [λi+12 ] ≥ λi −m+ 1.
6.9. Using the definition of Ψ∗R and the description of c
′ in 6.8, we compute Ψ∗R(c) = λ˜ and
Ψ∗R′(c
′) = λ˜′ in each case (i)-(v) as follows. It is then easy to check that 6.3 (b) holds in each case.
Let d = d0 + d1 in cases (i) and (v); d = d0 in case (ii); and d =
∑
a∈[0,j] da in cases (iii) and
(iv). Then λ˜′i = λ˜i for all i ≥ 2d + 3 since µi = µ′i and νi−1 = ν ′i−1 for all i ≥ d + 2. In case
(i), if χ(e − 2) = f − 2, then µd+1 = µ′d+1 and thus λ˜′2d+2 = λ˜′2d+2; if moreover f ≥ m + 3, then
λ˜′2d+1 = λ˜
′
2d+1 since µd+1 < νd, µ
′
d+1 < ν
′
d. In case (v) or in case (ii) with m = e − f (then
e = 2f), λ˜2d+2 = λ˜
′
2d+2 since νd+1 < µd+1 + 2 and ν
′
d+1 < µ
′
d+1 + 2; if m > e− f , then λ˜i = λ˜′i for
i = 2d+1, 2d+2 since µd+1 = µ
′
d+1 and νd = ν
′
d. In case (iii) and (iv), λ˜i = λ˜
′
i for i = 2d+1, 2d+2
since µd+1 = µ
′
d+1 and µd+1 < νd, µ
′
d+1 < ν
′
d.
Let λ˜1 = (λ˜1, . . . , λ˜2d+2) and λ˜
′1 = (λ˜′1, . . . , λ˜′2d+2). We have
(i)
λ˜1 = e2d0(e− 1)2d1 λ˜2d+1λ˜2d+2,
λ˜′1 = (e− 1)2d1(e− 2)2d0 λ˜2d+1λ˜2d+2 if χ(e− 2) = f − 2 ≥ m+ 1
λ˜1 = e2d0(e− 1)2d1+1λ˜2d+2, λ˜′1 = (e− 1)2d1+1(e− 2)2d0 λ˜2d+2 if χ(e− 2) = f − 2 = m
λ˜1 = e2d0(e− 1)2d1+2, λ˜′1 = (e− 1)2d1+2(e− 2)2d0 if χ(e− 2) = f − 1.
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(ii)
λ˜1 = (e+ 1)e2d0 λ˜2d+2, λ˜
′1 = e2d0(e− 1)λ˜2d+2 if m = e− f
λ˜1 = (2m+ 1)(2f − 1)e2d0−2λ˜2d+1λ˜2d+2,
λ˜′1 = (2m− 1)(2f − 1)e2d0−2λ˜2d+1λ˜2d+2 if m > e− f and e < 2f ;
λ˜1 = (2m+ 1)e2d0−1λ˜2d+1λ˜2d+2, λ˜′1 = (2m− 1)e2d0−1λ˜2d+1λ˜2d+2 if m > e− f and e = 2f.
(iii)
λ˜1 = (m+ f)2e2d0 · · · (e− j)2dj−2λ˜2d+1λ˜2d+2,
λ˜′1 = (m+ f − 2)2e2d0 · · · (e− j)2dj−2λ˜2d+1λ˜2d+2
.
(iv)
λ˜1 = e2d0+2(e− 1)2d1(e− 2)2d2 · · · (e− j + 1)2dj−1(e− j)2dj−2,
λ˜′1 = (e− 2)2d0+2(e− 1)2d1(e− 2)2d2 · · · (e− j + 1)2dj−1(e− j)2dj−2.
(v) λ˜1 = e2d0+1(e− 1)2d1 λ˜2d+2, λ˜′1 = (e− 1)2d1(e− 2)2d0+1λ˜2d+2.
7. Nilpotent coadjoint orbits in type G2 in characteristic 3 and in type F4 in
characteristic 2
Assume that G is of type G2 and p = 3, or G of type F4 and p = 2 in this section unless otherwise
stated. We classify the nilpotent coadjoint orbits in g∗ and determine the closure relation among
them. We describe explicitly the nilpotent pieces in g∗ defined in [CP]. In particular, it follows
from the classification (see Subsections 7.2-7.5) that
Proposition 7.1. The number of nilpotent coadjoint orbits in g∗ is finite.
As mentioned in the Introduction, Proposition is true now for any connected reductive algebraic
group G in any characteristic.
7.1. Following a suggestion of the referee, we include here references for unipotent orbits in G and
nilpotent orbits in g. When p 6= 2, 3, we can identify nilpotent orbits in g with unipotent orbits
in G, which are thus both classified by Bala-Carter theory. If G is of type G2 and p = 2, 3, both
unipotent and nilpotent orbits are classified by Stuhler in [S]. If G is of type F4, the unipotent orbits
are classified by Shoji in [Sh] when p = 3 and by Shinoda in [Shi] when p = 2, and the nilpotent
orbits in g are classified by Spaltenstein in [Sp5] when p = 2 and by Holt and Spaltenstein in [HS]
when p = 3. The closure relation among unipotent orbits in G is determined by Spaltenstein in
[Sp3] and that among nilpotent orbits in g when G is of type F4 and p = 2 is given in [Sp5].
7.2. Let Fq be a finite field of characteristic 3 (resp. 2). Let G be of type G2 (resp. F4) defined over
Fq. We prove Proposition 7.1 by studying G(Fq)-orbits in Ng∗(Fq). The strategy is as follows. We
specify various elements ξ ∈ Ng∗(Fq) which lie in different G(Fq)-orbits and compute |ZG(ξ)(Fq)|
(the number of rational points in the centralizer ZG(ξ)). Then by a direct computation one verifies
that the numbers of rational points in all nilpotent coadjoint orbits add up to q2N , where N is
the number of positive roots. As |Ng∗(Fq)| = q2N (private communication by G. Lusztig, see also
[CP]), we get all the G(Fq)-orbits in Ng∗(Fq).
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7.3. We describe how to compute |ZG(ξ)(Fq)| for ξ ∈ Ng∗(Fq) in this subsection.
Let T be a maximal torus of G, R the root system of (G,T ), Π ⊂ R a set of simple roots, and
R+ ⊂ R the corresponding set of positive roots. We have a Chevalley basis {hα, α ∈ Π; eα, α ∈ R}
of g satisfying
[hα, hβ] = 0; [hα, eβ] = Aαβeβ; [eα, e−α] = hα; [eα, eβ] = Nα,βeα+β, if α+ β ∈ R,
where Aα,β and Nα,β are constant integers (for determination of structural constants Nα,β see [C]).
For each α ∈ R, there is a unique 1-dimensional connected closed unipotent subgroup Uα ⊂ G and
an isomorphism
xα : Ga → Uα
such that sxα(t)s
−1 = xα(α(s)t) for all s ∈ T and t ∈ Ga. We assume that dxα(1) = eα and
nα(t) := xα(t)x−α(−t−1)xα(t) normalizes T . Define hα(t) = nα(t)nα(−1). Then T is generated by
hα(λ), α ∈ Π, λ ∈ k×. Let B be the Borel subgroup UT of G, where U = {
∏
α∈R+
xα(tα) | tα ∈ Ga}.
By Bruhat decomposition, each g ∈ G can be written uniquely in the form g = bnwuw for some
w ∈ W = NG(T )/T , some b ∈ B and some uw ∈ Uw := {
∏
α>0,w(α)<0
xα(tα) | tα ∈ Ga}, where nw is
a representative of w in NG(T ). We can choose nα = nα(1) to be the representative of the simple
reflection sα ∈W , α ∈ Π. Let t, b be the Lie algebra of T , B respectively. We define e′α ∈ g∗ by
e′α(t) = 0; e
′
α(eβ) = δ−α,β,∀ β ∈ R.
Then {e′α, α ∈ R+} form a basis of n∗ = {ξ ∈ g∗ | ξ(b) = 0}. The coadjoint actions of xα(t), α ∈ R+,
hα(λ) and nα, α ∈ Π on e′β, α, β ∈ R+ are given as follows
(a) xα(t).e
′
β =
∑
i
(−1)itiMα,−iα−β,ie′iα+β, β 6= α, xα(t).e′α = e′α,
hα(λ).e
′
β = λ
Aαβe′β, nα.e
′
β = ±e′sα(β), α ∈ Π,
where Mα,β,i =
1
i!
Nα,βNα,α+β · · ·Nα,(i−1)α+β (here the equality is in N and we then reduce mod p
to regard Mα,β,i as a constant in k).
Since Ng∗ = G.n∗, we can find representatives of nilpotent coadjoint orbits in n∗, namely, we
can choose elements of the form ξ =
∑
α∈R+ aαe
′
α, aα ∈ Fq. Now we can compute |ZG(ξ)(Fq)|
using the Bruhat decomposition and (a). In particular, we need knowledge on the set {w ∈
W |ZG(ξ) ∩ (BwB) 6= ∅}. Let
∆ξmin be the set of minimal elements in the set {α ∈ R+ | aα 6= 0}
under the order relation > on R+, where α > β if α− β can be written as a sum of positive roots.
If ZG(ξ) ∩ BwB 6= ∅, then by (a), for any α ∈ ∆ξmin, there exists β ∈ ∆ξmin such that w(α) ≥ β,
more precisely,
w(α) ∈ ∆ξ = {β ∈ R+ | cβ(b) 6= 0 for some b ∈ B},
where we write b.ξ =
∑
β∈R+ cβ(b)e
′
β for b ∈ B.
7.4. Suppose that G is of type G2 and p = 3 in this subsection. We denote by α (resp. β) the
short (resp. long) simple root. The structural constants can be chosen as follows
Nα,β = 1, Nα,α+β = 2, Nα,2α+β = 3, Nβ,3α+β = −1, Nα+β,2α+β = 3.
Fix ζ ∈ Fq\{x2 |x ∈ Fq} and $ ∈ Fq\{x3 + x |x ∈ Fq}. The representatives ξ for nilpotent
coadjoint orbits over Fq and |ZG(ξ)(Fq)| are listed in Table 1.
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Orbit Representative ξ |ZG(ξ)(Fq)|
G2 ξ1 = e
′
α + e
′
β q
2
G2(a1) ξ2 = e
′
β + e
′
2α+β 6q
4
G2(a1) ξ2,2 = e
′
β + e
′
2α+β −$e′3α+β 3q4
G2(a1) ξ2,3 = e
′
β − ζe′2α+β 2q4
A˜1 ξ3 = e
′
α q
4(q2 − 1)
A1 ξ4 = e
′
β q
6(q2 − 1)
∅ ξ5 = 0 q6(q2 − 1)(q6 − 1)
Table 1. Nilpotent coadjoint orbits in g∗(Fq), type G2, p = 3.
One can easily verify that ξ2, ξ2,2, and ξ2,3 are in the same G-orbit. Thus ξ1, ξ2, ξ3, ξ4, ξ5 form a
set of representatives for G-obits in Ng∗ . This proves Proposition 7.1 for type G2.
It is easy to verify that the closure relation among nilpotent coadjoint orbits in g∗ is as in Figure
1 and the nilpotent pieces in g∗ coincide with nilpotent coadjoint orbits.
Figure 1. Closure relation among nilpotent coadjoint orbits in g∗, type G2, p = 3.
7.5. Suppose that G is of type F4 and p = 2 in this subsection. We denote by p, q (resp. r, s) the
long (resp. short) simple roots with (q, r) 6= 0. We denote by apbqcrds the root ap+ bq + cr + ds.
The structural constants can be chosen as follows:
Np,q = Np,qr = Np,q2r = Np,p3q4r2s = Np,qrs = Np,q2rs = Np,q2r2s = Nq,rs = Nq,pq2r = Nq,pq2rs
= Nq,pq2r2s = Nq,r = Nq,p2q4r2s = Nr,s = Nr,qrs = Nr,pqrs = Nr,p2q2rs = Npq,rs = Npq,p2q4r2s
= Ns,q2r = Ns,pq2r = Ns,p2q2r = Nrs,pqr = Nrs,p2q2r = Nqr,pqrs = Nqr,pq2r2s = Nq2r,pq2r2s
= Nq2r,p2q2r2s = Npq2r,p2q2r2s = Npqr,q2rs = Nqrs,pq2rs = 1,
Nr,pq = Nr,p2q2r2s = Ns,qr = Ns,pqr = Ns,p2q3rs = Npq,q2r = Npq,q2rs = Npq,q2r2s = Nqr,rs
= Nqr,pq2rs = Nrs,p2q2rs = Nq2r,pqrs = Npqr,q2r2s = Npqr,qrs = Npq2r,q2r2s = Nqrs,pq2r
= Npqrs,q2rs = Np2q2r,pq2r2s = Np2q2r,q2r2s = −1,
Ns,pq2rs = Ns,p2q2rs = Ns,q2rs = Nrs,p2q3rs = Nqrs,p2q3rs = Npqrs,p2q3rs = 2,
26 TING XUE
Nr,pqr = Nr,qr = Nr,p2q3r2s = Nqr,p2q3r2s = Nqr,pqr = Nrs,pqrs = Nrs,qrs
= Npqr,p2q3r2s = Nqrs,pqrs = Nq2rs,pq2rs = Nq2rs,p2q2rs = Npq2rs,p2q2rs = −2.
Fix η ∈ Fq\{x2 + x |x ∈ Fq} and $ ∈ Fq\{x3 + x |x ∈ Fq}. The representatives ξ for nilpotent
coadjoint orbits over Fq and |ZG(ξ)(Fq)| are listed in Table 2.
Orbit Representative ξ |ZG(ξ)(Fq)|
F4 ξ1 = e
′
p + e
′
q + e
′
r + e
′
s q
4
F4(a1) ξ2 = e
′
p + e
′
qr + e
′
q2r + e
′
s 2q
6
F4(a1) ξ2,2 = e
′
p + e
′
q + e
′
qr + e
′
s + ηe
′
q2r 2q
6
F4(a2) ξ3 = e
′
pq + e
′
qr + e
′
rs + e
′
q2r q
8
B3 ξ4 = e
′
p + e
′
qrs + e
′
q2r + e
′
pq2rs q
10
C3 ξ5 = e
′
s + e
′
q2r + e
′
pqr q
8(q2 − 1)
F4(a3) ξ6 = e
′
pqr + e
′
qrs + e
′
pq2r + e
′
q2r2s 24q
12
F4(a3) ξ6,2 = e
′
pq + e
′
pqr + e
′
q2rs + e
′
q2r2s + ηe
′
pq2r 8q
12
F4(a3) ξ6,3 = e
′
pqr + e
′
qrs + e
′
pq2r + e
′
q2r2s + ηe
′
pq2r2s 4q
12
F4(a3) ξ6,4 = e
′
pq + e
′
pqr + e
′
q2rs + e
′
q2r2s + ηe
′
q 4q
12
F4(a3) ξ6,5 = e
′
pqr + e
′
qrs + e
′
q2r + e
′
q2r2s +$e
′
pq2r2s 3q
12
(B3)2 ξ7 = e
′
p + e
′
qr + e
′
q2r2s q
10(q2 − 1)
C3(a1) ξ8 = e
′
pqr + e
′
q2rs + e
′
q2r2s 2q
12(q2 − 1)
C3(a1) ξ8,2 = e
′
pq + e
′
pqr + e
′
q2rs + ηe
′
pq2r 2q
12(q2 − 1)
B2 ξ9 = e
′
pqr + e
′
q2r2s 2q
12(q2 − 1)2
B2 ξ9,2 = e
′
pq + e
′
pqr + e
′
q2r2s + ηe
′
pq2r 2q
12(q4 − 1)
A˜2 +A1 ξ10 = e
′
pqrs + e
′
q2rs + e
′
p2q2r q
14(q2 − 1)
A2 + A˜1 ξ11 = e
′
p2q2r + e
′
q2r2s + e
′
pq2rs q
16(q2 − 1)
A˜2 ξ12 = e
′
pqrs + e
′
q2rs q
14(q2 − 1)(q6 − 1)
A2 ξ13 = e
′
p2q2r + e
′
pq2r2s + e
′
p2q3r2s q
20(q2 − 1)
A1 + A˜1 ξ14 = e
′
p2q2r2s + e
′
p2q3rs q
20(q2 − 1)2
(A2)2 ξ15 = e
′
p2q2r + e
′
pq2r2s q
20(q2 − 1)(q6 − 1)
A˜1 ξ16 = e
′
p2q3r2s 2q
21(q2 − 1)(q3 − 1)(q4 − 1)
A˜1 ξ16,2 = e
′
p2q2r2s + e
′
p2q3r2s + ηe
′
p2q4r2s 2q
21(q2 − 1)(q3 + 1)(q4 − 1)
A1 ξ17 = e
′
2p3q4r2s q
24(q2 − 1)(q4 − 1)(q6 − 1)
∅ ξ18 = 0 q24(q2 − 1)(q6 − 1)(q8 − 1)(q12 − 1)
Table 2. Nilpotent coadjoint orbits in g∗(Fq), type F4, p = 2.
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The computations of |ZG(ξ)(Fq)| are long and follow the strategy described in 7.3. We give
one example here and omit the details. We denote by np, nq, nr, ns the simple reflections in W .
Consider ξ7 = e
′
p + e
′
qr + e
′
q2r2s. We have ∆
ξ7 = R+\{q, r, s, rs} and ∆ξ7min = {p, qr} (see 7.3).
Assume ZG(ξ7) ∩ BwB 6= ∅. Then w(p) ∈ ∆ξ7 and w(qr) ∈ ∆ξ7 . In fact a further look at the
formulas in 7.3 (a) shows that if either w(qrs) /∈ ∆ξ7 , or both w(q2r) /∈ ∆ξ7 and w(q2rs) /∈ ∆ξ7 ,
then w(q2r2s) ∈ ∆ξ7 . This forces w ∈ 〈nr, ns〉. Now it is easy to verify that
|(ZG(ξ7) ∩BwB)(Fq)| =

q9(q− 1) if w = 1, nr
q9(q− 1)2 if w = ns, nsnr, nrns
q9(q− 1)3 if w = nrnsnr.
Thus |ZG(ξ7)(Fq)| = q10(q2 − 1).
We need to show that ξ, ξ′ are not in the same G(Fq)-orbit for those ξ, ξ′ in Table 2 with
|ZG(ξ)(Fq)| = |ZG(ξ′)(Fq)|. We verify this for ξ2 and ξ2,2. The verification of others is entirely
similar. Assume that there exists g ∈ G(Fq) such that g.ξ2 = ξ2,2 and g ∈ BwB. By a similar
argument as in the last paragraph of Subsection 7.3, we have w(p) > 0, w(qr) > 0, w(s) > 0 and
w−1(p) > 0, w−1(q) > 0, w−1(s) > 0. A closer look at the formulas in 7.3 (a) shows that w(rs) and
w(q2r) can not both be negative if w(r) < 0. This forces w = 1 or w = nr. It is clear that g /∈ B.
Thus g = bnrxr(σ) for some b ∈ B and σ ∈ Fq. When using (a) to solve g.ξ2 = ξ2,2, the following
equation appears
σ2 + σ + η = 0,
which has no solution in Fq by our choice of η. Moreover the computation shows that ξ2 and ξ2,2
lie in the same G-orbit.
Similarly one can verify that {ξ6,i, i = 1, . . . , 5}, {ξ8, ξ8,2}, {ξ9, ξ9,2}, {ξ16, ξ16,2} are in the same
G-orbit respectively. Hence ξi, i ∈ {1, . . . , 18} form a set of representatives for G-obits in Ng∗ .
This completes the classification of nilpotent coadjoint orbits in g∗ for type G2, F4 and the proof
of Proposition 7.1.
7.6. Suppose again that G is of type F4 and p = 2 in this subsection. For Σ ⊂ R+, we define
S(Σ) = span{e′α, α ∈ Σ} ⊂ g∗.
Now let Si = S(Σi), 1 ≤ i ≤ 15 and S16 = {0}, where
Σ1 = R
+, Σ2 = R
+\{r}, Σ3 = R+\{p, r}, Σ4 = R+\{r, s, rs}, Σ5 = R+\{p, q, r, pq, qr},
Σ6 = R
+\{p, r, s, rs}, Σ7 = R+\{p, q, r, s, pq, rs, qr, qrs},
Σ8 = R
+\{q, r, s, qr, rs, q2r, qrs, q2rs}, Σ9 = R+\{p, q, r, s, pq, rs, qr, q2r, pqr, pq2r},
Σ10 = R
+\{p, q, r, s, pq, rs, qr, pqr, qrs, pqrs}, Σ11 = R+\〈p, q, r〉, Σ12 = R+\〈q, r, s〉,
Σ13 = {p2q2r, p2q2rs, p2q2r2s, p2q3rs, p2q3r2s, p2q4r2s, p3q4r2s, 2p3q4r2s},
Σ14 = {q2r2s, pq2r2s, p2q2r2s, p2q3r2s, p2q4r2s, p3q4r2s, 2p3q4r2s}, Σ15 = {2p3q4r2s}.
For E ⊂ g∗, we define G(E) = {g.ξ | g ∈ G, ξ ∈ E}. Using [CP] and well-known results on nilpotent
coadjoint orbits in g∗ in characteristic 0 (identified with nilpotent orbits in g), we get that the
nilpotent pieces in g∗ defined in [CP] are as follows
Hi = G(Si)\
⋃
j∈Ii
G(Sj), i = 1, . . . , 16,(1)
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where
I1 = {2, . . . , 16}, I2 = {3, . . . , 16}, I3 = {4, . . . , 16}, I4 = I5 = {6, . . . , 16}, I6 = {7, . . . , 16},
I7 = {8, . . . , 16}, I8 = {10, 12, . . . , 16}, I9 = {10, . . . , 16}, I10 = {12, 13, 14, 15, 16},
I11 = I12 = {13, . . . , 16}, I13 = {14, 15, 16}, I14 = {15, 16}, I15 = {16}, I16 = ∅.
Moreover
(2) G(Sj) $ G(Si) for all j ∈ Ii, i = 1, . . . , 16,
and
{dimHi, i = 1, . . . , 16} = {48, 46, 44, 42, 42, 40, 38, 36, 36, 34, 30, 30, 28, 22, 16, 0}.
It is easy to see that
ξi ∈ G(Si) for i ∈ {1, . . . , 6}, ξ7 ∈ G(S4), ξi ∈ G(Si−1) for i ∈ {8, . . . , 14},(3)
ξ15 ∈ G(S12), ξi ∈ G(Si−2) for i ∈ {16, 17, 18}.
One can also verify that
ξ4 /∈ G(S5), ξ5 /∈ G(S4), ξ7 /∈ G(S5), ξ9 /∈ G(S9),(4)
ξ10 /∈ G(S8), ξ12 /∈ G(S12), ξ13 /∈ G(S11), ξ15 /∈ G(S11).
For example, ξ7 /∈ G(S5) since there exists no w ∈ W such that w(p) ∈ Σ5, w(qr) ∈ Σ5, and
w(q2r2s) ∈ Σ5 if either w(qrs) /∈ Σ5, or both w(q2r) /∈ Σ5 and w(q2rs) /∈ Σ5.
It follows from (1)-(4) and dimension consideration that the nilpotent pieces in g∗ are as follows
Hi = Ci, i = 1, 2, 3, 5, 6,
Hi = Ci+1, i = 7, 8, 9, 10, 11, 13,
Hi = Ci+2, i = 14, 15, 16,
H4 = C4 ∪ C7,
H12 = C13 ∪ C15,
where Ci is the G-orbit of ξi, i = 1, . . . , 18.
By [CP] and [H1], we have Hi = G(Si). It follows that C4 = G(S4), C13 = G(S12), and moreover
C7 * C5, C15 * C14 in view of (2) and (4). We show that
C9 ⊂ C7, C12 * C7(5)
C17 ⊂ C15, C16 * C15.(6)
Let C,C ′ be two nilpotent coadjoint orbits and ξ ∈ C ∩ n∗. We have C ′ ⊂ C if and only if
C ′ ∩B.ξ 6= ∅ since G/B is complete. Using (a) in 7.3, one can show that
B.ξ7 = {ξ =
∑
β∈R+\{q,r,s,rs}
cβe
′
β | cpqrcqrs = cqrcpqrs, cpqrcq2rs = cqrcpq2rs,(7)
cpq2rscqrs = cq2rscpqrs}
B.ξ15 = span{e′β, β ∈ {p2q2r, pq2r2s, p2q2r2s, p2q4r2s, p3q4r2s, 2p3q4r2s}}.(8)
Now (6) follows from (8) and C9 ⊂ C7 follows from (7). Suppose that C12 ⊂ C7. Then there exists
g ∈ G such that g.ξ12 ∈ B.ξ7. Suppose that g ∈ BwB. By (7), w(pqrs), w(q2rs) ∈ R+\{q, r, s, rs}.
It follows that
{w(pqrs), w(q2rs)} ∈ {{pqr, qrs}, {qr, pqrs}, {pqr, q2rs},(9)
{qr, pq2rs}, {pq2rs, qrs}, {q2rs, pqrs}}.
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Figure 2. Closure relation among nilpotent coadjoint orbits in g∗, type F4, p = 2.
Suppose {w(pqrs), w(q2rs)} = {pqr, qrs}. Write g.ξ12 =
∑
cβe
′
β. Then cpqr 6= 0, cqrs 6= 0. Since
g.ξ12 ∈ B.ξ7, by (7), there exist β, β′ ∈ R+ greater than pqrs or q2rs such that {w(β), w(β′)} =
{qr, pqrs}. But this is impossible. Similarly one shows that {w(pqrs), w(q2rs)} can not equal any
set of pairs in the right hand side of (9). This gives us a contradiction. Thus (5) is proved.
It follows from the above discussion that the closure relation on nilpotent coadjoint orbits in g∗
is as in Figure 2.
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