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Abstract 
 
 
The analysis of time series has long been the subject of interest in different fields. For 
decades time series were analysed with linear models, which have many advantages. 
Nevertheless, an issue which has been raised is whether there exist other models that 
can explain and forecast real data better than linear ones.  
 
In this thesis, new nonlinear time series models are suggested, which consist of a 
nonlinear conditional mean model, such as an ExpAR or an Extended ExpAR, and a 
nonlinear conditional variance model, such as an ARCH or a GARCH. Since new 
models are introduced, simulated series of the new models are presented, as it is 
important in order to see what characteristics real data which could be explained by 
them should have. In addition, the models are applied to various stationary and 
nonstationary economic and financial time series and are compared to the classic AR-
ARCH and AR-GARCH models, in terms of fitting and forecasting.  
 
It is shown that, although it is difficult to ‘beat’ the AR-ARCH and AR-GARCH 
models, the ExpAR and Extended ExpAR models and their special cases, combined 
with conditional heteroscedastic errors, can be useful tools in fitting, describing and 
forecasting nonlinear behaviour in financial and economic time series, and can 
provide some improvement in terms of both fitting and forecasting compared to the 
AR-ARCH and AR-GARCH models. 
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Chapter 1 Introduction 
 
 
The aim of this thesis is to suggest new models which can fit, explain and forecast 
time series better than already existing ones. The analysis of time series has long been 
a subject of interest in various disciplines, but for decades research was focused 
mainly on linear modelling. However, there exist many time series which exhibit 
nonlinearities and, hence, an issue that has arisen is whether there can be developed 
models capable of explaining and forecasting such data better than linear ones. 
 
This has resulted in the introduction of different nonlinear models in the literature, 
typically classes that have distinguished model nonlinearities as appearing either in 
the conditional mean or in the conditional variance. Combining these two forms of 
nonlinearity has been a recent advancement that has gained more and more in 
popularity as many of these models have managed to fit and forecast several time 
series better than linear, nonlinear in conditional mean or nonlinear in conditional 
variance models. 
 
Hence, the objective of this research is to construct new nonlinear models which 
consist of a nonlinear model in the conditional mean and a nonlinear model in the 
conditional variance, to study their theoretical properties, to apply them to both 
stationary and nonstationary real world data, especially to economic and financial 
time series, to evaluate their predictive ability, and to compare them with well-
established models such as the AR-ARCH and AR-GARCH. 
 
The thesis is organised as follows. In the second chapter the relevant literature on 
nonlinear models in conditional mean, on nonlinear models in conditional variance 
and on combining these two forms of nonlinearity is discussed, while chapter 3 gives 
the research gaps and objectives of this thesis analytically and presents our suggested 
modelings for fitting and forecasting stationary time series.   
 
In the fourth chapter we consider interpreting our suggested models and we study 
some of their theoretical properties, specifically the conditions required to establish 
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stability of the models, and consistency and asymptotic normality for the estimator 
vector, while the multivariate versions of our suggested models are introduced as 
well. 
 
In the fifth chapter, simulated series of our new models are presented in order to see 
what characteristics real data which could be explained by them should have. In 
addition, since estimation is of high importance when fitting models to data, various 
algorithms are used as numerical techniques and are compared in order to check their 
performance when it comes to our suggested nonlinear models, so that effective 
estimating methods can be suggested.  
 
In chapter 6 we examine whether our suggested nonlinear models can explain 
stationary financial and economic time series, while in chapter 7 we check their 
forecasting performance.  
 
In chapter 8 we present our suggested models for dealing with nonstationarity and in 
chapter 9 we study their estimation performance when it comes to nonstationary time 
series. Therefore, we consider applications of nonstationary economic and financial 
data.  
 
Finally, in chapter 10 the conclusions of this thesis are given. 
 
 
  
3 
 
Chapter 2 Literature Review 
 
 
2.1 Introduction 
 
The analysis of time series has long been the subject of interest in many different 
fields, but particularly economics and finance. For decades time series were analysed 
with linear models. The choice of linear models when studying time varying 
phenomena has often been due to the fact that they have many advantages, such as 
simplicity, the ability of being estimated relatively easily, being able to explain quite 
well many time series that are found in the real world, and good enough forecasting 
ability (compared to alternative techniques). The linear models that have the above 
properties and have been used most widely are the autoregressive moving average 
(ARMA) and the integrated autoregressive moving average (ARIMA) models which 
were introduced by Box and Jenkins (1970). 
 
Nevertheless, an issue that has been raised is whether there exist other models that can 
explain and fit real data better than linear ones. This issue resulted in the expansion of 
the linear models in the literature and in the development of various nonlinear models, 
e.g. nonlinear models in conditional mean and nonlinear models in conditional 
variance, all of which have attempted to explain and forecast more accurately specific 
time series. It is a fact, though, that many of the existing nonlinear models originate 
from time series analysis, statistics or econometrics without being associated with any 
specific economic theory. 
 
The classic nonlinear models in conditional mean are the Threshold Autoregressive 
(TAR) model of Tong (1978), the Exponential Autoregressive (ExpAR) model of 
Ozaki (1980) and the Bilinear model of Granger and Andersen (1978). On the other 
hand, the most characteristic examples of nonlinear models in conditional variance are 
the Autoregressive Conditional Heteroskedasticity (ARCH) and the Generalised 
Autoregressive Conditional Heteroskedasticity (GARCH) models, introduced by 
Engle (1982) and Bollerslev (1986), respectively. Since the introduction of these 
models, there have been many other nonlinear models, some trying to explain 
4 
 
nonlinearities in the conditional mean and others attempting to interpret nonlinearities 
in the conditional variance, while within the last two decades there have also been 
proposed models which combine nonlinearities in both the conditional mean and 
conditional variance.  
 
It should be noted, however, that it cannot be said that linear models are always 
dominated by nonlinear ones, especially in applications to economic data. Nonlinear 
effects can often be detected, though, and in these cases it might be too restrictive to 
assume that the time series considered follows a linear model. There are many time 
series that are characterised by nonlinearities and hence can be described much better 
by nonlinear models. Moreover, linear models constitute a small sub-class of many 
nonlinear models.  
 
In this chapter, we discuss various popular and widely used nonlinear time series 
models that have been suggested in the literature. We start by presenting classes of 
nonlinear models in conditional mean, and then we provide nonlinear models in 
conditional variance. Finally, we present models which combine these two types of 
nonlinearity and which are of particular interest to us. 
 
 
2.2 Nonlinear in conditional mean models 
 
During the last century considerable achievements were made in both theoretical and 
empirical linear time series analysis. The Autoregressive (AR) model of Yule (1927) 
and the Autoregressive Moving Average (ARMA) model of Box and Jenkins (1970) 
are the two most noticeable examples of linear models which have found many 
applications to real life data. Linear models have many advantages, such as good 
fitting and predictive ability, which is the main reason why they have been used so 
much. However, there are time series that exhibit nonlinear characteristics, such as 
limit cycles, amplitude-frequency dependency and jump resonance, which means that 
linear differential equations do not constitute a sufficient tool for these series to be 
analysed. In these cases, linear time series models can be too restrictive and, if our 
aim is a more profound analysis of how series are generated, we need to allow for 
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more general models. For instance, no linear model is able to explain the cycles of the 
Canadian lynx data (see, e.g., Campbell and Walker (1977), Tong (1977), Tong and 
Lim (1980), Haggan and Ozaki (1981) and Ozaki (1982)), sunspot data (see, for 
example, Tong and Lim (1980) and Zhang (2003)) or riverflow data (see, e.g., 
Lawrance and Kottegoda (1977), Tong and Lim (1980) and Baillie (1996)).  
 
Hence the limitations of linear models have raised the issue of whether there exist 
other models that can explain and predict better time series with such characteristics. 
This was the basic motivation behind the development of nonlinear models,which 
resulted in a new era of theoretical and practical nonlinear modelling and in much 
interest in nonlinear time series analysis, which started quite a long ago (see, e.g., 
Tong (1978) and Haggan and Ozaki (1981)) and has since made many advances (see, 
e.g., Tong (1990) for an early review of nonlinear time series and Tong (2011) for a 
more recent detailed review of the family of Threshold Autoregressive models).  
 
It should be mentioned, though, that it is often the case that linear models are nested 
in more general models. For example, the linear model can be a special case of the 
Threshold Autoregressive or the Exponential Autoregressive under specific conditions 
or restrictions, as will be seen later on. 
 
Moreover, it can be noted that, nowadays, it is very common to study economic 
variables and financial time series using nonlinear time series models. 
 
 
2.2.1 Threshold Autoregressive Models 
 
2.2.1.1 General aspects 
 
One of the first nonlinear models that has since become very popular and has been 
used in applications in fields such as econometrics, statistics, finance and many 
others, is the Threshold Autoregressive (TAR) model. A TAR in discrete time was 
initially reported in Tong (1978), but was described more explicitly, along with the 
definition of a general TAR, in Tong and Lim (1980).  
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A two-regime TAR model is defined as 
 
1 1
2 2
0 1 1 1
0 1 1 2
, ,
, ,
t p t p t t k
t
t p t p t
y y u if z c
y
y y u otherwise
φ φ φ
φ φ φ
− − −
− −
+ ⋅ + + ⋅ + ≥
=  ′ ′ ′+ ⋅ + + ⋅ +
⋯
⋯
 
 
where t kz −  is the state determining variable, c is the threshold variable, the integer k  
is the delay parameter, which determines how many lags before the state determining 
variable influences the regime at the time t , and ( )21 1~ . . . 0,tu i i d σ , ( )22 2~ . . . 0,tu i i d σ . 
 
Alternatively, the TAR model can be represented as follows: 
 
( ) ( )
( ) ( )
1 1
2 2
0 1 1
0 1 1 ,
t t p t p t k
t p t p t k t
y y y z c
y y z c e
φ φ φ
φ φ φ
− − −
− − −
= + ⋅ + + ⋅ ⋅ Ι ≥
′ ′ ′+ + ⋅ + + ⋅ ⋅ Ι < +
⋯
⋯
 
 
where ( )I ⋅  denotes the indicator function and the error ( )2~ . . . 0,te i i d σ . This model 
can be allowed to have more than two regimes or/and different threshold variables, 
and hence the TAR model can have many variations. 
 
TAR models have become popular due to the fact that they can exhibit nonlinear 
phenomena, such as amplitude dependent frequencies, asymmetric limit cycles, chaos, 
harmonic distortion and jump resonance, among others. Moreover, they are simple 
and reasonably easily interpreted compared to other nonlinear models, since they 
consist of combinations of linear models. The main characteristic of a threshold 
model is that it can decompose complex stochastic systems to mere regimes and the 
fact that it is composed of different linear models, which are connected by a nonlinear 
mechanism. 
 
The basic concept behind the family of threshold autoregressive models was the 
piece-wise linearisation of nonlinear models through the introduction of thresholds 
(see Tong (1990)). The TAR models are locally linear and it is easy to derive the 
corresponding linear models as special cases. Local linearity can be found in various 
real life applications and this is a reason why linear time series models have prevailed 
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so far. Some early applications of the piece-wise linear TAR model can be found in 
Tong and Lim (1980).  
 
Another well-known model that belongs to the family of threshold models and has 
been commonly used as well is the Self-Exciting Threshold Autoregressive (SETAR) 
model introduced by Tong and Lim (1980). This model can also exhibit various 
nonlinear phenomena. 
 
The SETAR model is defined as 
 
( ) ( )
( ) ( )
1 1
2 2
0 1 1
0 1 1 ,
t t p t p t k
t p t p t k t
y y y y c
y y y c e
φ φ φ
φ φ φ
− − −
− − −
= + ⋅ + + ⋅ ⋅ Ι ≥
′ ′ ′+ + ⋅ + + ⋅ ⋅ Ι < +
⋯
⋯
 
 
i.e., it is defined exactly as the TAR model with the only difference being that, in the 
case of the SETAR model, the state determining variable is defined as a lag of the 
process, i.e., t k t kz y− −= . It is a fact that the SETAR model is often called a TAR 
model, but it should be noted that it does not form the whole class of threshold 
autoregressive models. 
 
Another commonly used model from the class of threshold autoregressive models is 
the Smooth Transition Autoregression (STAR) model, which was introduced by Chan 
and Tong (1986) and which is defined for a univariate time series ty  as  
 
( )( ) ( )1 21 ; , ; ,t t t t t ty x G s c x G s c uφ γ φ γ′ ′= ⋅ ⋅ − + ⋅ ⋅ + , 
 
where ( )11, , , ,t t t px y y− − ′= …  ( ),0 ,1 ,, , , ,i i i i pφ φ φ φ ′= …  1,2,i =  ( )2~ . . . 0, ,tu i i d σ  ts  is the 
transition variable, c is the threshold between the two regimes, ( ); ,tG s cγ  is the 
transition function, which is continuous and bounded between 0 and 1, and the 
parameter γ  determines the smoothness of the change in the value of the transition 
function, and hence the smoothness of the transition from one regime to the other.    
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In fact, the STAR model is similar to the SETAR model, but instead of the indicator 
function, we have a smooth function, such as a continuous cumulative distribution 
function. When  
 
( ) ( )( )( ) 1, , 1 exp , 0t tG s c s cγ γ γ
−
= + − ⋅ − > ,  
 
we obtain the Logistic STAR (LSTAR) model, and when  
 
( ) ( )( )2, , 1 exp , 0t tG s c s cγ γ γ= − − ⋅ − > ,  
 
we have the Exponential STAR (ESTAR) model (see, e.g., Teräsvirta (1994)). 
Moreover, Teräsvirta (1994) assumed that the transition variable ts  was a lagged 
endogenous variable, i.e., t t ks y −= , where k  is a positive integer.  
 
For more analytical discussion of STAR models, see Van Dijk, Teräsvirta and Franses 
(2002).  
 
 
2.2.1.2 Stationarity and Ergodicity 
 
One important aspect of time series models is whether they have stationary 
distributions. Petruccelli and Woolford (1984) considered the first-order SETAR 
model with delay parameter equal to 1, i.e., 1t k tz y− −= , and with 0 0 0φ φ ′= = , and 
showed that the necessary and sufficient conditions for the strict stationarity and 
geometric ergodicity of ty  are 
 
1 1φ < , 1 1φ ′ <  and 1 1 1φ φ ′⋅ < . 
 
Chen and Tsay (1991) extended Petruccelli and Woolford’s (1984) conditions to the 
case of a general delay parameter for a SETAR(1): 
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1 1φ < , 1 1φ ′ <  and 1 1 1φ φ ′⋅ < , 
( ) ( )
1 2 1
s k t kφ φ⋅ <  and ( ) ( )1 2 1
t k s kφ φ⋅ < , 
 
where ( )s k , ( )t k  are nonnegative integers depending on k , and ( )s k  and ( )t k  are 
odd and even numbers, respectively. In the meantime, Chan, Petruccelli, Tong and 
Woolford (1985) considered the multiple-regime first-order SETAR model and 
derived necessary and sufficient conditions for the model to be ergodic and stationary. 
 
It is a fact that most attention has been paid to first-order threshold models. For 
conditions for the ergodicity of a second-order SETAR model, see Kunitomol (1999). 
 
 
2.2.1.3 Testing linearity 
 
Before proceeding to the estimation of nonlinear models, it is useful to check first if 
the nonlinear model is the correct one or if the data can be described better by a 
simpler model, such as a linear one. Tsay (1989), Chan (1990) and Hansen (1996) 
studied tests of linearity against TAR models, while Luukkonen, Saikkonen and 
Teräsvirta (1988) and Van Dijk, Teräsvirta and Franses (2002) studied tests of 
linearity against STAR models. Some authors tested linearity against more specific 
threshold models, see e.g., Sollis (2009), who tested linearity against the asymmetric 
ESTAR model. 
 
 
2.2.1.4 Estimation 
 
A common method of estimating threshold models is conditional least squares. Chan 
(1993) was the first to study in a complete way the conditional least squares 
estimation procedure and its properties for the SETAR model. Under the assumptions 
of geometric ergodicity and stationarity, he established the consistency of all the 
estimators of a two-regime SETAR model. Moreover, he was the first to derive the 
limiting distribution of the threshold estimator and to establish the basis for statistical 
inference. 
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Following Chan (1993), many authors studied the threshold parameter, as it is of great 
importance in the SETAR model. For example, Qian (1998), similarly to Chan 
(1993), considered a two-regime SETAR model and obtained consistency and the 
limiting distribution of the maximum likelihood estimators under some regularity 
conditions on the error density, while Kapetanios (2000) examined the small sample 
properties of the conditional least squares estimators in SETAR models and 
demonstrated that in small samples the estimator of the threshold parameter does not 
perform well. Recently, Seo (2011) considered the least squares estimators of the 
SETAR model under misspecification and their asymptotic distribution. 
 
However, so far most authors have considered only two-regime TAR models. Li and 
Ling (2012) constitute an example of the few authors who have considered the 
multiple-regime SETAR model, obtaining its least squares estimators and their 
asymptotic properties. In addition, based on simulations they studied the behaviour of 
the least squares estimators in small samples. 
 
STAR models are typically estimated with nonlinear least squares (see Teräsvirta 
(1994)) or maximum likelihood (see Chan and McAleer (2002)). For estimating a 
generalised threshold model, see Samia and Chan (2011), who studied its maximum 
likelihood estimators and their large-sample properties (i.e., consistency and limiting 
distribution). 
 
It should be noted that obtaining reliable estimates of the smoothness parameter γ  and 
the threshold parameter c  of STAR models is not an easy task and this difficulty 
often determines the choice between a SETAR and a STAR model for real data 
applications.  
 
For a more detailed overview of fitting a TAR model, see, e.g., Tong (1990) and Fan 
and Yao (2003). 
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2.2.1.5 Applications 
 
Threshold models have been used in various fields, and examples of some early 
applications can be found in Tong and Lim (1980) and Tong (1990). Threshold 
models have been used in the field of economics and finance as well. 
 
In economics, threshold models have been applied in studies, for example, of 
unemployment rates (e.g. Hansen (1997), Koop and Potter (1999)), of GDP and GNP 
(e.g. Tiao and Tsay (1994), Li and Ling (2012)), of exchange rates (e.g. Liew, Chong 
and Lim (2003), Sarno (2000), Sarno (2000b)) and of business cycles (Proietti 
(1998)). More specifically, Tiao and Tsay (1994) examined two- and four-regime 
TAR models for modelling U.S. GNP, allowing for different regimes to relate to 
different states of the economy (concerning expansions and recessions), while Koop 
and Potter (1999) suggested using three-regime TAR models, for good, normal and 
bad periods, for modelling U.S. unemployment. 
 
Other authors applied the SETAR model to GDP data. For example, Feng and Liu 
(2003) applied it to Canadian GDP data and Potter (1995) to U.S. GNP. Moreover, Li 
and Ling (2012), following Koop and Potter (1999), used a three-regime SETAR 
model to fit the growth rate of U.S. real GNP. The SETAR model has also been used 
for modelling currencies (the German mark, French franc, Italian lira, Swiss franc and 
the Japanese yen) against the US dollar (see Kräger and Kugler (1993)). 
 
On the other hand, the STAR model has been applied mainly to exchange rates. Liew, 
Chong and Lim (2003) applied it to the real exchange rates of different Asian 
countries (India, Indonesia, Japan, Korea, Malaysia, Nepal, Pakistan, Singapore, Sri 
Lanka, Thailand and the Philippines), while Sollis (2009) applied it  to the real 
exchange rates of four Nordic countries (Denmark, Finland, Norway, Sweden) against 
the U.S dollar. Sarno (2000b) applied it to the consumer price indices for Turkey, the 
US, the UK, Germany and France, and to the real bilateral Turkish lira exchange rates 
between Turkey and UK sterling, German mark, French franc and the US dollar, 
while Sarno (2001) used it in order to model the U.S. debt-GDP ratio. Bec, Salem and 
Carrasco (2010) modelled the real exchange rates of various countries (United-States, 
Germany, United-Kingdom, Italy, Canada, France, Belgium and Finland) by a Multi-
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Regime Logistic Smooth Transition AutoRegression (MR-LSTAR), allowing for both 
ESTAR-type and SETAR-type dynamics. 
 
Regarding the forecasting performance of SETAR models, see Feng and Liu (2003) 
(with an application to Canadian GDP), Clements and Smith (1997, 1997b) (with 
applications to U.S. GNP) and Clements and Smith (2001) (with various applications, 
such as exchange rates, U.S. GNP, Lynx and sunspot data), while for the forecasting 
performance of STAR models, see Van Dijk, Teräsvirta and Franses (2002).  
 
For a more analytical overview of threshold models, see the report of Tong (2010), 
while for a recent analytic review of applications of TAR and SETAR models in 
economics see Hansen (2011). 
 
 
2.2.2 Exponential Autoregressive models 
 
2.2.2.1 General aspects 
 
Another classic nonlinear time series model is the Exponential Autoregressive 
(ExpAR) model, which was first reported by Ozaki and Oda (1978) and then 
introduced more explicitly by Ozaki (1980) and Haggan and Ozaki (1981) in order to 
explain nonlinear stochastic phenomena like amplitude dependent frequency shifts, 
jump phenomena and perturbed limit cycles (see, e.g., Haggan and Ozaki (1981) for 
more analytic description and Ozaki (1982) for definitions).  
 
An ExpAR model of order s is defined as 
 
2 2
1 1 1 1 2 2 1 2
2
1
{ exp( )} { exp( )}
{ exp( )} ,
t t t t t
s s t t s t
y y y y y
y y u
φ π γ φ π γ
φ π γ
− − − −
− −
= + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅ +
+ + ⋅ − ⋅ ⋅ +
⋯
 
 
where ~ . . .(0,1)tu n i d  and 'i sφ , 'i sπ , 1,...,i s= , and γ   are the unknown parameters 
that need to be estimated. The parameter γ  can be considered as an adjusting 
parameter for the amplitude of the series. 
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In fact, the ExpAR model has an autoregressive formula with amplitude-dependent 
coefficients. When the γ  parameter is equal to zero, the coefficient of each lag of ty  
is equal to the sum of the corresponding iφ  and iπ , 1,...,i s= , coefficients. On the 
other hand, if the value of the γ  parameter goes to plus infinity (so that 2 1( )tyγ −− ⋅  
goes to minus infinity and 2
1exp( )tyγ −− ⋅  goes to zero) or if 'i sπ  are equal to zero, 
then the coefficient of each lag of ty  is equal to the corresponding 'i sφ , while if the 
'i sφ  are equal to zero, the coefficients of the lags are equal to the respective products 
of the corresponding 'i sπ  with the exponential term. 
 
It should be noted, however, that Ozaki’s (1980) Exponential Autoregressive model is 
different from Jacobs and Lewis’ (1977) EARMA model and from Lawrance and 
Lewis’ (1979) EAR, EMA and EARMA models, which have exponential marginal 
distributions. 
 
Tong (1990) considered a more general version of this model, the modified ExpAR 
model, which is defined as 
 
( )2
1
exp
s
t j j t j t j t
j
y y y uφ π γ − −
=
 = + ⋅ − ⋅ ⋅ + ∑ , 
 
where tu ~i.i.d. 
 
Ozaki (1981) suggested another version of an ExpAR model, the Extended 
Exponential Autoregressive (Extended ExpAR) model, which is defined as 
 
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
 
 
where again ~ . . .(0,1)tu n i d  and 'i sφ   and 'i
i
j sπ , 1,...,i s= , 0,1,...,j k= , are 
constants to be estimated. It can be noticed that this model is of autoregressive form 
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too, where the coefficients are approximated by a constant ( iφ ) plus a Hermitian-type 
polynomial 
 
( ) ( )( )( ) ( ) ( ) 21 2 1 1 1expii ki i it k t ty y yπ π π− − −+ ⋅ + + ⋅ ⋅ −⋯ . 
 
Typically, the order of nonlinear models does not need to be high in order to explain 
well nonlinear time series. In the case of the Exponential Autoregressive model, a 
second order is enough to capture both amplitude-dependent frequency and limit 
cycle behaviour (Ozaki and Oda (1978), Ozaki (1980), Haggan and Ozaki (1981)). 
 
Furthermore, Haggan and Ozaki (1980) showed some necessary conditions for the 
solution of an ExpAR(2) model to exhibit limit cycle behaviour and gave a sufficient 
condition for the possible existence of a limit cycle, and then generalised these 
conditions for the ExpAR(s) model. More specifically, the necessary conditions they 
found for the solution of an ExpAR(s) model to display limit cycles are that 
1) The roots of 1
1 0
s s
sλ φ λ φ
−− ⋅ − − =⋯  lie inside the unit circle, and 
2) The roots of ( ) ( )11 1 0s s s sλ φ π λ φ π−− + ⋅ − − + =⋯  do not all lie inside the unit 
circle, while a sufficient condition for the possible existence of a limit cycle of an 
ExpAR(s), i.e., for the model to have no real solution, is 
3) 
1 1
1 1
s s
i i
i i
φ π
= =
 
− > 
 
∑ ∑  or 
1 1
1 0
s s
i i
i i
φ π
= =
 
− < 
 
∑ ∑ ,  
which ensures that a singular point (fixed point) does not exist for this model. 
Nevertheless, an ExpAR model which does not satisfy the last condition might still 
have a stable limit cycle, due to an unstable singular point (Ozaki (1982)). An 
additional condition given by Ozaki (1982) in order to check if the singular points are 
stable when the third condition is not satisfied is the following: 
3a) The singular point of an ExpAR(s) model, if it exists, is stable if and only if the 
absolute values of the characteristic roots of 1
1 0
s s
sh hλ λ
−− ⋅ − =⋯  are less than 
unity, where 
1 1 1 1
1 1 1 1 1 1
/ 2 1 log 1 /
s s s s s s
j j j j j j
j j j j j j
h π φ π π φ π φ φ π
= = = = = =
       
= + ⋅ − ⋅ + ⋅ − ⋅ −      
       
∑ ∑ ∑ ∑ ∑ ∑  
and 
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1 1 1
/ , 2,3, ,
s s s
i i i j i j j
j j j
h i sπ φ π π φ π
= = =
 
= + ⋅ − ⋅ = 
 
∑ ∑ ∑ … . 
 
 
2.2.2.2 Stationarity and Ergodicity 
 
Regarding stationarity and geometric ergodicity properties, the ExpAR(s) model gives 
a stationary ergodic time series when the characteristic roots of  
 
1
1 0
s s
sλ φ λ φ
−− ⋅ − − =⋯  
 
all lie inside the unit circle (Ozaki, 1979). Chan and Tong (1985), while showing the 
geometric ergodicity of general nonlinear models, considered the case of the first-
order ExpAR model as well, where the absolute value of 1φ  needs to be less than 1. 
Later, An and Huang (1996) examined the geometric ergodicity of different nonlinear 
autoregressive models of order s, one of which was a more general Exponential 
Autoregressive model, and they showed that for this class of models, the conditions 
for geometric ergodicity, 
1) ( )sup
y K
f y
<
< ∞ , for each K>0 and, 
2)
( )
lim 0
y
f y y
y
φ′− ⋅
= , 
where ( )( )2 1
1
( ) exp( )
s
i i t t i
i
f y y yφ π γ − −
=
= + ⋅ − ⋅ ⋅∑  and ( )1, , 'sφ φ φ= … , are satisfied. 
 
Tong (1990) gave some conditions for general nonlinear models to be stationary and 
ergodic and showed that the modified ExpAR model, among others, fulfilled these 
conditions. 
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2.2.2.3 Testing linearity 
 
Concerning testing linearity against the alternative of an Exponential Autoregressive 
model, Allal and Melhaoui (2006) tested the hypothesis of a simple Autoregressive 
model of order one against a first-order Exponential Autoregressive model (in a semi-
parametric context where the density of tu  is not specified), while Lee and Ulhah 
(2000) examined nonparametric tests for neglected nonlinearity and tested linearity 
against different nonlinear time series models, one of which was a higher order 
ExpAR model, using bootstrap procedures for their analysis.  
 
 
2.2.2.4 Estimation 
 
Concerning the estimation of an ExpAR model, which is a nonlinear optimisation 
problem, Haggan and Ozaki(1981) proposed setting the γ  coefficient at a specific 
value (often it is set equal to one) and then determining the order of the model, s, and 
the parameters 'i sφ  and 'i sπ , 1,...,i s= , in order to bypass some of the estimation 
difficulties. 
 
In terms of order determination, Ozaki and Oda (1978) used Akaike’s Information 
Criterion (AIC), which until then had been mainly applied to linear time series 
identification, in the nonlinear case, it being defined as 
 
( ) ( )2ˆ( ) ( ) log 2 2 1 ,sAIC s T m sσ= − ⋅ + ⋅ ⋅ +  
 
where s is the optimal order of the model, T is the total number of observations, m is 
the maximum order of the model to be considered, (2s+1) is the number of the 
parameters to be estimated, and 
 
( ) ( )2 2 2 21 2ˆ ˆ ˆ ˆ /s m m ne e e n mσ + += + + + −⋯  
 
is the least squares estimate of the residual variance of the model.  
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After having determined the order of the model, the next step is to estimate the 'i sφ  
and 'i sπ , 1,...,i s= , which constitutes a problem of running a linear regression of ty  
on sy  and on ( ) stt yy −− ⋅⋅− 2 1exp γ , s t< . Moreover, as γ  is a scaling parameter, it is 
advisable to search for values of γ  that lead to values of ( )2 1exp −⋅− tyγ  which are not 
equal to zero or to unity, so that we do not end up with the linear case.  
 
Consequently, after having fixed the γ  coefficient, Haggan and Ozaki (1981) 
proposed that the model can be estimated by the method of nonlinear least squares 
regression. In matrix form, the ExpAR(s) model is written as eAy n +⋅= β)( , where 
 
( )( ) 1 ( 1), , ,t t t t n my y y y− − − −
′
= … , 
 
( )2 2 2( ) 1 ( 1), , ,t t ty y yt t t t n mx e y e y e yγ γ γ− ⋅ − ⋅ − ⋅− − − −
′
= ⋅ ⋅ ⋅… , 
 
( ))()()2()2()1()1( ,,,,,, pnpnnnnn xyxyxyA −−−−−−= … , 
 
( )′= pp πφπφπφβ ,,,,,, 2211 … , 
 
( )′= +− 11,, mnn eeee … , 
 
for , ,t n m n= − … . The estimator of the vector of the unknown parameters, β , can be 
calculated from the usual least squares estimator formula 
 
( ) )(1ˆ nAyAA −′=β . 
 
Shi, Tamura and Ozaki (2001) considered maximum likelihood estimation of the 
ExpAR(s) model, which is a similar procedure to the least squares estimation 
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described above. However, they proposed determining the parameter γ  from the 
original data as 
 
{ }21 1
log
max t ty
ε
γ
− −
= − , 
 
where ε  is a small positive number and { }21 1maxt ty− − stands for the square of the 
maximum amplitude among the data, in order to make sure that the model has a limit 
cycle, although it is not an optimal definition. 
 
Koul and Schick (1997) proposed an adaptive estimator of the vector ( )1 1,φ π ′  in a 
restricted ExpAR(1) model (a model in which γ  is supposed to be known) in order to 
get efficient estimates, while Shi and Aoyama (1997) considered the nonlinear 
optimisation problem of the ExpAR model, i.e., they considered the estimation of the 
γ  parameter along with the 'i sφ  and 'i sπ , 1,...,i s= , and they estimated the model 
by using a genetic algorithm. More specifically, they applied the genetic algorithm to 
the γ  parameter and estimated the remaining parameters by a recursive least squares 
procedure. However, they estimated the order s by minimising the AIC value as well. 
 
Regarding asymptotic inference, Koul (1996) considered different estimators of a 
general class of nonlinear models, including the ExpAR model, while Allal and 
Melhaoui (2006) established a local asymptotic normality property for the first order 
ExpAR model. 
 
 
2.2.2.5 Applications  
 
Concerning fitting the ExpAR model to real life data, Haggan and Ozaki (1981) and 
Ozaki (1982) used it in order to study the annual number of trappings of Canadian 
Lynx in the Mackenzie River district of North-West Canada. These data are very 
important for ecologists. Moran (1953) was the first to consider this time series, and 
Campbell and Walker (1977), Tong (1977) and Tong and Lim (1980), among others, 
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were other authors who tried to analyse it as well. Other examples of applications of 
the ExpAR model include monitoring the dynamic evolution of a boiling water 
reactor (Shi, Tamura and Ozaki (2001)), which is an attractive subject in the nuclear 
energy field, and voice activity detection from speech signal analysis (Ishizuka and 
Kato (2006)). 
 
 
2.2.3 Other nonlinear in conditional mean models 
 
Other popular nonlinear in conditional mean models are the nonlinear MA and 
nonlinear ARMA models, the Bilinear model, the Markov-switching regression 
model, the  M-M models, Artificial Neural Network  models and Polynomial models. 
However, these classes of models have not found many applications in economics and 
finance, fields in which the TAR, SETAR and STAR models seem to be the 
prominent ones in terms of the number of applications. 
 
 
2.2.3.1 Nonlinear Moving Average and nonlinear ARMA models 
 
A general nonlinear MA model of order q  is defined as 
 
( )1 2, , , ;t t t t q ty f u u u uθ− − −= +… , 
 
while a general nonlinear ARMA(p,q) model is defined as 
 
( )1 2 1 2, , , , , , , ; ,t t t t p t t t q ty f y y y u u u uφ θ− − − − − −= +… … , 
 
where ,φ θ  are the vectors of the parameters and } ( ){ 2~ 0,tu iid σ .  
 
An example of a nonlinear ARMA model is the Self-Exciting Threshold 
Autoregressive-Moving Average model proposed by Tong (1990, p. 101) and which 
is defined as 
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( ) ( ), 1 1
1
r
t i t it i i t i t d i
i
y z u u I c y cφ θ − − −
=
′ ′= ⋅ + + ⋅ ⋅ < <∑ , 
 
where ( )′= −− pttt yyz ,,,1 1 … , ( )0 1, , ,i i i ipφ φ φ φ ′= … , ( )1, ,i i iqθ θ θ ′= … , it i tu uσ= ⋅ , with 
tu ~i.i.d. ( )1,0N , and ( ), 1 1, ,i t i t t qu u uσ− − − ′= ⋅ … , 1, ,i r= … . 
 
It should be noted that, even in the case of the pure Threshold Moving Average 
model, the threshold variable is a lag of the process ty , and not a lag of the error term 
tu . 
 
However, the invertibility conditions of these models might be unknown and as a 
result they cannot be used much in practice, due to the fact that non-invertible models 
are not employed for forecasting time series. 
 
 
2.2.3.2 Bilinear model 
 
The Bilinear model, introduced by Granger and Andersen (1978), and then studied in 
more depth by Subba Rao (1981) and Gabr and Subba Rao (1981, 1984), permits 
product terms between the innovations and the process. The bilinear model is defined 
as 
 
0
1 1 ' 1 1
p l m r
t i t i kk t k t k j t j t
i k k j
y y b y u c u uφ φ ′ ′− − − −
= = = =
= + ⋅ + ⋅ ⋅ + ⋅ +∑ ∑∑ ∑ , 
 
where tu ~i.i.d. ( )2,0 σ . 
 
An application of the bilinear model in economics can be found in Hristova (2005), 
who applied it to monthly consumer or retail price indices (CPI or RPI) for 105 
countries. 
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Nevertheless, again due to the fact that the invertibility conditions can be unknown, it 
is not an easy task to establish a complete estimation theory for it, and consequently it 
has not found many applications, especially in economics.  
 
 
2.2.3.3 Markov-switching regression model 
 
Another popular nonlinear model is the Markov-switching regression (MSR) model, 
which belongs to the class of switching-regime models and is similar to the Threshold 
Autoregressive model, but in the case of the MSR model, instead of an observable 
state determining variable, we have an unobservable discrete stochastic variable tλ  , 
which is independent of tu , can take r different values, }{ 1, , rv v… , and needs to be 
estimated from the data. The stochastic variable }{ tλ  commonly follows a Markov 
chain, usually of first order, with transition probabilities 
 
}{ 1Pr /ji t i t jp v vλ λ −= = = , , 1, ,i j r= … , 
 
and the resulting model, called the Markov-switching (MS) or hidden Markov 
regression model, can be described as  
 
( ) ( )
1
r
t i t it t i
i
y z u I vφ λ
=
′= ⋅ + ⋅ =∑ , 
 
where it i tu uσ= ⋅ , with tu ~i.i.d. ( )1,0N , and the indicator function ( )I ⋅  equals one if 
tλ  equals iv , and zero otherwise. Some early work on this model can be found in 
Baum, Petrie, Soules and Weiss (1970).  For an early empirical application of this 
model in macroeconomics, see Hamilton (1989). 
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2.2.3.4 M-M models 
 
Granger and Hyung (2006) introduced the Min-Max model, which is a nonlinear 
model that consists of bivariate processes defined as 
 
( )1 , 1max ,t t t x tx x a y b uα β+ += ⋅ + ⋅ + + , 
 
( )1 , 1min ,t t t y ty x c y d uγ δ+ += ⋅ + ⋅ + + , 
 
where 
,x tu  and ,y tu  are i.i.d. with variances 
2
xσ  and 
2
yσ , respectively. This model can 
be modified, so that Max-Max or Min-Min models can be used instead, resulting in 
the wider class of M-M processes. 
 
For an application of this type of model in economics, see Granger and Hyung (2006), 
who applied the Min-Max model to U.S. interest rates. 
 
 
2.2.3.5 Artificial neural network models 
 
Another class of nonlinear model which has become popular, in economics as well as 
other fields, is that of Artificial Neural Networks (ANN). These models have been 
widely applied in cases where there are many input variables, but the individual 
impact of each input on the output is not always clear ex ante. 
 
The single hidden-layer model is the simplest form of this class of models and is 
defined as 
 
( )0
1
q
t t j j t t
j
y z G z uβ β γ
=
′ ′= ⋅ + ⋅ ⋅ +∑  
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where ty  is the output, ( )1 11, , , , , ,t t t p t ktz y y x x− − ′= … …  is the vector of inputs, 
( )0 00 01 0,, , , p kβ β β β + ′= … , ( )G ⋅  is a bounded, asymptotically constant, usually 
monotonically increasing, function such as the logistic, the jγ , 1, ,j q= … , are 
parameter vectors, and ( )2~ i.i.d. 0,tu σ .  
 
For a review of ANN models from an econometric perspective, see Kuan and White 
(1994).  
 
For applications of ANN models in economics, see Kuan and Liu (1995), who applied 
them to daily exchange rate data, and Teräsvirta, van Dijk and Medeiros (2005), who 
applied them to monthly macroeconomic data.  
 
 
2.2.3.6 Polynomial model 
 
Another nonlinear model which involves multiple inputs itx , 1, ,i M= … , and a single 
output }{ ty  is the Kolmogorov-Gabor polynomial, defined for the thk  order as  
 
1 1 1 2 1 2 1 2 1 2
1 1 2 1 1 2 1 11 1 1
k k
k k
M M M M M M
t i i t i i i t i t i i i i t i t i t t
i i i i i i i i i
y x x x x x x uα α α
−= = = = = =
= ⋅ + ⋅ ⋅ + + ⋅ ⋅ ⋅ ⋅ +∑ ∑∑ ∑∑ ∑ …… … … . 
 
In the case of two inputs, the polynomial can be written as 
 
tttttttt uxxxxxxy +⋅+⋅+⋅⋅+⋅+⋅+=
2
25
2
1421322110 αααααα , 
 
and represents the relationship of the output ty  with the two inputs, itx , 2,1=i , and 
the error term. 
 
For a comprehensive theory of this class of models, see, e.g., Ivakhnenko (1971). 
Applications of the model can be found in fields such as engineering. 
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It should be noted, though, that if the inputs are lags of the output, i.e. it t ix y −= , 
1, ,i M= … , and 1k > , the polynomial can be explosive and hence it cannot be useful 
in terms of forecasting.  
 
 
2.3 Nonlinear in conditional variance models 
 
Up until three decades ago the focus of time series analysis in fields such as 
macroeconomics and finance was on modelling the conditional first moments, while 
higher moments were not taken into consideration. Nevertheless, it has become well-
known that many financial time series, such as asset returns, display changes in their 
second moments over time and this fact generated the need for new time series tools 
that allow for a time-varying variance. This led some econometricians to construct 
models which could account for that. Engle (1982) was the first to develop such a 
model. He introduced the Autoregressive Conditional Heteroskedasticity (ARCH) 
model, which later was extended to the Generalised Autoregressive Conditional 
Heteroskedasticity (GARCH) model by Bollerslev (1986). 
 
Since the introduction of the ARCH model, of which the fundamental characteristic is 
that the conditional variance changes over time and is defined as a linear function of 
past squared errors, and later of the GARCH model, in which the conditional variance 
is a linear function of both past squared errors and past variances, there have been 
proposed many extensions of these models, which form the huge family of GARCH-
type models, and there have been a lot of advances in modelling the conditional 
variance, both in the univariate and multivariate case. The initial autoregressive 
heteroskedastic models have been generalised in various directions in order to be able 
to capture more and more real world characteristics. Time series tools for the 
conditional mean have been extended to provide analogous tools for the conditional 
variance. 
 
GARCH-type models have been broadly applied in financial economics, mainly in 
modelling stock returns and foreign exchange rates, as they are able to capture various 
features of financial time series, such as volatility clustering and heavy tailed 
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distributions. They have been extensively used to study and forecast the volatility of 
financial time series. The most commonly used model is the GARCH(1,1), which is 
found in many applications. However, even for financial time series, it often seems 
too restrictive to assume that the observed processes follow pure GARCH-type 
models. In fact, in practice it is usual to model return series using an autoregressive 
moving average (ARMA) model with GARCH-type errors. Allowing for an ARMA 
model for the mean along with a GARCH-type model for the variance broadens the 
range of possible applications.  
 
It should be noted that the literature on GARCH-type models is vast, and here only a 
concise review of the most popular models is provided. 
 
 
2.3.1 General aspects 
 
As mentioned above, the fact that many financial time series exhibit time-varying 
volatilities led many authors to develop new tools that can explain phenomena related 
to time changing variances. The first author who came up with such a model was 
Engle (1982), who assumed a linear model for the mean but introduced errors 
following an Autoregressive Conditional Heteroscedastic (ARCH) process. More 
specifically, having a model for the mean, the error term tu  can be divided into a 
stochastic variable tz  and a time-dependent standard deviation th ,  so that 
t t tu h z= ⋅ , where the random variable tz  is a white noise process and the series th  
is modelled as an ARCH(q) model defined as 
 
2 2 2
0 1 1 0
1
q
t t q t q i t i
i
h u u uα α α α α− − −
=
= + ⋅ + + ⋅ = + ⋅∑⋯ , 
 
where 0 0α >  and 0, 0i iα ≥ > , 1, ,i q= … . 
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Bollerslev (1986) extended the ARCH(q) to the Generalised ARCH (GARCH(p,q)) 
model, in order to allow for past conditional variances as well in the current 
conditional variance equation, which is defined as 
 
2 2 2
0 1 1 1 1 0
1 1
q p
t t q t q t p t p i t i j t j
i j
h u u h h u hα α α β β α α β− − − − − −
= =
= + ⋅ + + ⋅ + ⋅ + + ⋅ = + ⋅ + ⋅∑ ∑⋯ ⋯ , 
 
with 0 0α >  and 0, 0i iα ≥ > , 1, ,i q= … , and 0jβ ≥ , 1, ,j p= … . 
 
After the introduction of the ARCH and GARCH models, there have since been 
proposed many variants of these models. Engle and Bollerslev (1986) considered a 
restricted version of the GARCH model, the Integrated GARCH (IGARCH) model, 
where the parameters of the conditional variance equation sum to one, i.e. 
 
1 1
1
q p
i j
i j
α β
= =
+ =∑ ∑ . 
 
In this model, there is a unit root in the conditional variance, and therefore previous 
shocks persist for a long time. 
 
Another extension of the GARCH model was the GARCH-in-mean (GARCH-M) 
model, which was proposed by Engle, Lilien and Robins (1987). In this model, a 
heteroskedasticity term, usually the conditional standard deviation, is added to the 
mean equation, so that the conditional variance is a determinant of the mean, i.e.  
 
t t t ty x h uβ λ= ⋅ + ⋅ + . 
 
Later, Nelson (1991) extended the GARCH model to the Exponential Generalised 
Autoregressive Conditional Heteroskedastic (EGARCH) model, which has become 
one of the most popular extensions. The EGARCH model was proposed in order to 
overcome problems often met in practice when applying the models that had been 
developed up until then, such as the many parameter restrictions imposed, which are 
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often violated, as has been observed empirically. The EGARCH(p,q) model is defined 
as 
 
( )0
1 1
log log
q p
t i t i j t j
i j
h g Z hα α β− −
= =
= + ⋅ + ⋅∑ ∑ , 
 
where ( ) ( )( )t t t tg Z Z Z E Zθ λ= ⋅ + ⋅ − , th  is the conditional variance, 0 , , ,i jα α β θ  
and λ  are parameters, 1, , , 1, ,i q j p= =… … , and tZ  can be a standard normal 
variable or come from a generalised error distribution. ( )tg Z  is a function of both the 
magnitude and sign of tZ , so that it can capture asymmetries in the relation of stock 
returns and the respective variance changes, and can be very useful, e.g., in asset 
pricing. Moreover, log th  can take negative values and, hence, there are fewer 
restrictions on the parameters. 
 
Another popular model from the family of GARCH models is the Nonlinear GARCH 
(NGARCH) model, also known as Nonlinear Asymmetric GARCH (NAGARCH), 
which was suggested by Engle and Ng (1993). The NGARCH(1,1) model is defined 
as 
 
( )20 1 1 1 1 1t t t th u h hα α θ β− − −= + ⋅ − ⋅ + ⋅ , 
 
where 1 1, 0α β ≥  and 0 0α > . 
 
In empirical applications to stock returns, the parameter θ  is often estimated to be 
positive, which reflects the leverage effect, i.e., the fact that previous negative returns 
increase volatility more than previous positive returns of equal size. It should be 
noted, though, that Engle and Ng’s (1993) NGARCH model is different to Higgins 
and Bera’s (1992) NARCH and NGARCH models. Higgins and Bera’s NARCH(q) 
model is a general functional form for the ARCH model and is defined as 
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( ) ( ) ( )
1/
2 2 2
0 1 1 ,t t q t qh u u
δδ δ δ
φ σ φ φ− −
 = + + +  
⋯  
 
where 
2 0,σ >  0iφ ≥  for 0,1, , ,i q= …  0δ >  and the iφ ’s are such that 
0
1
q
i
i
φ
=
=∑ , while their 
NGARCH(p,q) model is defined similarly. 
 
Sentana’s (1995) Quadratic GARCH (QGARCH) model is another extension of the 
GARCH model and it is also used to allow for dynamic asymmetries of positive and 
negative innovations. In the case of a QGARCH(1,1) model, we have 
 
2
0 1 1 1 1 1t t t th u h c uα α β− − −= + ⋅ + ⋅ + ⋅ , 
 
while, e.g., a QGARCH(2,1) is defined as 
 
2 2
0 1 1 2 2 1 1 1 1 2 2 12 1 22t t t t t t t th u u h c u c u d u uα α α β− − − − − − −= + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ ⋅ ⋅ . 
 
Similar to Sentana’s (1995) QGARCH model, the Glosten-Jaggannathan-Runkle 
(1993) GARCH (GJR-GARCH) model also accounts for asymmetric effects as well 
and is defined as 
 
2 2
0 1 1 1 1 1 1t t t t th u h c u Iα α β− − − −= + ⋅ + ⋅ + ⋅ ⋅ , 
 
where 1 1tI − =  if 1 0tu − ≥ , and 1 0tI − =  if 1 0tu − < . 
 
Zakoian (1994) introduced the Threshold GARCH (TGARCH) model, which is 
analogous to the GJR-GARCH model in the sense that it allows for different volatility 
responses to opposite signs of the previous shocks, with the difference being that, in 
the case of the TGARCH model, the conditional standard deviation is used instead of 
the conditional variance. Hence the TGARCH(1,1) model is defined as 
 
0 1 1 1 1 1t t t th u u hα α α β
+ + − −
− −= + ⋅ + ⋅ + ⋅ , 
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where 0 0α > , 1 0α
+ ≥ , 1 0α
− ≥  and 1 0β ≥ , 1 1t tu u
+
− −=  if 1 0tu − > , and 1 0tu
+
− =  if 
1 0tu − ≤ . Likewise, 1 1t tu u
−
− −=  if 1 0tu − ≤ , and 1 0tu
−
− =  if 1 0tu − > , while the 
TGARCH(p,q) model is defined as 
 
( )0
1 1
q p
t i t i i t i j t j
i j
h u u hα α α β+ + − −− − −
= =
= + ⋅ − ⋅ + ⋅∑ ∑ , 
 
with 0 0α > , 0iα
+ ≥ , 0iα
− ≥  and 0jβ ≥ , t i t iu u
+
− −=  if 0t iu − > , and 0t iu
+
− =  if 
0t iu − ≤ , t i t iu u
−
− −=  if 0t iu − ≤ , and 0t iu
−
− =  if 0t iu − > , for all , 1, ,i i q= … , and 
, 1, ,j j p= … . 
 
Apart from the extensions mentioned above, there have been many more models 
proposed in the literature. It should be noted, though, that the correct determination of 
the conditional variance function is crucial for explaining the behaviour of time series 
and for forecasting. For early reviews of GARCH-type models, see, for example, 
Bollerslev, Chou and Kroner (1992), Bera and Higgins (1993), Bollerslev, Engle and 
Nelson (1994) and Pagan (1996).  
 
Furthermore, apart from the univariate extensions, there can be found in the literature 
many multivariate generalisations as well, which were first proposed in the mid 
1980s; see, e.g., Engle, Granger, and Kraft (1984) for the bivariate ARCH model, and 
Bollerslev, Engle, and Wooldridge (1988) and Engle and Kroner (1995), among 
others, for multivariate GARCH-type models. Most of these multivariate models have 
empirical applications. Nevertheless, applying multivariate models is not easy, mainly 
because the more series that are included, the higher the number of parameters that 
need to be estimated, which complicates the estimation procedure. For a survey on 
multivariate GARCH-type models, see, e.g., Gouriéroux (1997), Franses and van Dijk 
(2000) and Bauwens, Laurent and Rombouts (2006). 
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2.3.2 Stationarity and Ergodicity 
 
Engle (1982) provided the stationarity condition for the ARCH model. As he 
demonstrated, an ARCH(q) process, with 0 0α > , is covariance stationary if, and only 
if, all the roots of the respective characteristic equation, 
 
2
1 2
1 ,qqz z zα α α− ⋅ − ⋅ − − ⋅…  
 
lie outside the unit circle. 
 
Bollerslev (1986) considered the stationarity condition of the GARCH model. As he 
proved, the necessary and sufficient condition for a GARCH(p,q) model to define a 
unique strictly stationary process ty , with ( )2tE y < ∞ , is that  
 
1 1
1
q p
i j
i j
α β
= =
+ <∑ ∑ . 
 
As a result, in the case of the IGARCH(1,1) model, there is a unit root in the 
conditional variance and therefeore previous shocks persist for a long time (see Engle 
and Bollerslev (1986)). 
 
Sentana (1995) showed that a QGARCH(p,q) model is covariance stationary if  
 
1 1
1
q p
i j
i j
α β
= =
+ <∑ ∑ . 
 
For the stationarity and ergodicity conditions of EGARCH models, see Nelson (1991) 
and Bollerslev, Engle and Nelson (1994), while for stationarity conditions of the 
TARCH(q) and the TGARCH(1,1), see Zakoian (1994). For ergodicity and 
stationarity conditions of general GARCH models, both in the univariate and 
multivariate case, see Bollerslev, Engle and Nelson (1994). 
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Nevertheless, when the models become more complicated, it becomes a much more 
difficult task to establish stationarity. For stationarity and ergodicity conditions in a 
general framework of GARCH-type models, both in the univariate and multivariate 
case, see, e.g., Bollerslev, Engle and Nelson (1994) and Straumann and Mikosch 
(2006). 
 
 
2.3.3 Testing linearity 
 
As in the case of nonlinear models in conditional mean, we need first to test whether 
there are nonlinearities in the conditional variance before proceeding to using 
GARCH-type models. Engle (1982) tested the hypothesis of homoscedasticity against 
the alternative that the errors are an ARCH process by employing the Lagrange 
multiplier (LM) test. The LM test is relatively simple to calculate and to derive. 
Similarly, Bollerslev (1986) considered testing ARCH against GARCH using the LM 
test as well. Later, Higgins and Bera (1992) developed an LM test of the linear ARCH 
model against a range of nonlinear ARCH models. Apart from the LM test, Wald type 
tests or Likelihood Ratio tests could also be used. However, these tests have uncertain 
distributions under the null hypothesis. Engle, Hendry and Trumble (1985) examined 
the power of various ARCH tests. 
 
Moreover, it has been argued that the tests for ARCH listed above are tests for 
volatility clustering and not for general conditional heteroskedasticity. Another test 
that has been proposed in the literature and has been commonly used when modelling 
GARCH-type processes is the BDS test proposed by Brock, Dechert and Scheinkman. 
This test concerns general deviations from i.i.d. observations. For more details, see 
Brock, Scheinkman and Dechert (1987). 
 
 
2.3.4 Estimation 
 
The most common procedure of estimating GARCH-type models is maximum 
likelihood under the assumption of a conditional normal or a conditional Student-t 
distribution for the innovations. Usually, for GARCH-type models, numerical 
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techniques are employed in order to approximate the score vector. Fiorentini, 
Calzolari and Panattoni (1996) showed that using analytical scores and analytical 
hessian matrices in the estimation procedure ameliorates the accuracy of the estimates 
and enhances the speed of the maximum likelihood estimation, as it decreases the 
number of iterations required to approach the maximum. Most applications of 
GARCH models, though, use the Newton-Raphson or the Berndt, Hall, Hall and 
Hausman (BHHH) algorithm in order to maximise the likelihood function, since the 
lags of the conditional variance complicate the procedure. 
 
It can be noted that Engle (1982) considered both the maximum likelihood estimators 
and the ordinary least squares estimators for the ARCH model. However, although he 
found that the least squares method retains its optimality properties, maximum 
likelihood is more efficient. Bollerslev (1986) considered maximum likelihood 
estimation for the GARCH model and proposed using the BHHH algorithm. Engle 
and Bollerslev (1986) and Engle, Lilien and Robins (1987) used the BHHH algorithm 
in order to obtain maximum likelihood estimates for the IGARCH and the GARCH-M 
models, respectively. 
 
For small sample properties of maximum likelihood estimators for the GARCH and 
IGARCH models, see, for example, Lumsdaine (1995). For asymptotic properties of 
the GARCH model, see, e.g., Bollerslev (1986). For asymptotic theory of multivariate 
GARCH models, see Comte and Lieberman (2001). 
 
However, assuming normal errors is often difficult to verify in practice. Moreover, 
Pagan and Sabau (1992) proved that a misspecified model of a GARCH-type process 
for the innovations may lead to inconsistent maximum likelihood estimators, which 
prompted the making of different assumptions about the distribution. Alternatively, 
the maximum likelihood estimator based on the normal density can be considered as a 
quasi-maximum likelihood estimator (QMLE). The asymptotic properties of the 
QMLE can be found for the GARCH(1,1) model in Lee and Hansen (1994), 
Lumsdaine (1996) and Straumann and Mikosch (2003), and for the general 
GARCH(p,q) in Berkes and Horváth (2004), Francq and Zakoian (2004) and 
Straumann and Mikosch (2006), among others. 
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It is a fact that since the introduction of the ARCH and GARCH models, there has 
been an important improvement in computational power and speed, while difficulties 
can be surpassed now using different econometric softwares. Brooks, Burke and 
Persand (2001) compared various software packages concerning the estimation of 
GARCH models and their forecasting precision, and indicated that the results are 
software-dependent. 
 
 
2.3.5 Applications 
 
GARCH-type models have been very popular due to the fact that they can capture 
various real world features, but also because they can be applied in various fields. 
Engle (1982) introduced the ARCH model in order to study the behaviour of inflation 
in the U.K., while Bollerslev (1986) applied the GARCH model to the rate of growth 
of the implicit GNP deflator in the U.S. Engle, Lilien and Robins (1987) applied the 
GARCH-M model to excess holding yields of treasury bills and Nelson (1991) 
applied the EGARCH model to the risk premium on the CRSP Value-Weighted 
Market Index and compared the results to the GARCH-M model. Sentana (1995) 
applied the QARCH model to U.S. and U.K. stock returns and Zakoian (1994) applied 
the TGARCH to the French CAC stock index. For other applications of GARCH-type 
models in financial economics, see, e.g., Engle and Bollerslev (1986) for asset pricing 
models, and Engle (2001) for value at risk. 
 
For applications of multivariate GARCH-type models, see, e.g., Engle, Granger and 
Kraft (1984) for a bivariate ARCH model for inflation, Bollerslev, Engle, and 
Wooldridge (1988), who extended the GARCH(1,1) to the multivariate case in order 
to test a conditional CAPM with time-varying covariances of asset returns, Kroner 
and Lastrapes (1993), who applied a multivariate GARCH-M model to study the 
effect of nominal exchange rate volatility on exports and exports prices, and Higgins 
and Bera (1992), who applied a nonlinear ARCH model to the exchange rates of the 
British pound, Canadian dollar, French franc, German mark, Japanese yen and Swiss 
franc against the U.S. dollar, among others. 
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Multivariate GARCH models have found many applications when considering the 
relations between the volatilities and co-volatilities of financial time series or of 
several markets. It is now known that financial volatilities move together over time 
across assets and across markets. Hence, using a multivariate model, considering this 
fact can often be more reasonable than working with separate univariate models. For a 
survey of multivariate GARCH models, see Gouriéroux (1997) and Bauwens, Laurent 
and Rombouts (2006).  
 
For a review of empirical applications to various financial data both in the univariate 
and multivariate cases, see Bollerslev, Chou and Kroner (1992). 
 
Another reason justifying the fact that GARCH-type models have been so widely used 
is their accuracy in forecasting. When forecasting in economic and financial 
applications, the forecast error uncertainty can often be more precisely estimated by 
conditioning on the current information set. When a process exhibits the ARCH 
effect, the current information set can improve the accuracy in forecasting, in contrast 
with linear models, such as ARMA, with homoskedastic errors.  
 
For some early work on forecasting processes with time-dependent conditional 
variances in a univariate framework, see, for example, Engle and Kraft (1983), Baillie 
and Bollerslev (1992) and Bera and Higgins (1993). Engle, Granger and Kraft (1984) 
studied the effectiveness of ARCH models concerning their forecasting performance. 
 
For comparisons of multivariate GARCH-type models in terms of forecasting 
performance, see Laurent, Rombouts and Violante (2011, 2012). 
 
However, one major factor linked to the accuracy of the forecasts is the selection of 
the correct model which relates the future conditional variance to the current 
information set. 
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2.4 Combining nonlinear models in conditional mean and in 
conditional variance 
 
As was mentioned earlier, linear models might often be too restrictive. This was 
noticed early on and for this reason many authors have tried to capture possible 
nonlinearities of real life data by using nonlinear models. As a result this led to a huge 
literature on linear models in the conditional mean with heteroscedastic errors and on 
nonlinear models in the conditional mean with usually normal errors. 
 
However, despite the fact that some time series exhibit asymmetries which could be 
better explained by models that have both a nonlinear conditional mean and a 
changing conditional variance, there has not been much work on combining these two 
forms of nonlinearity, and especially on studying the theoretical properties of the 
resulted models. Tong (1990, p. 116), was the first to suggest combining the first-
generation models in order to produce second-generation models, as he called them, 
giving as examples the specification of a SETAR-ARCH model and a Bilinear-ARCH 
model, which combine a SETAR or a Bilinear model, respectively, for the conditional 
mean with a conditional variance following an ARCH model. Since then, such models 
have gradually become popular and are being used more widely, mainly in 
applications to financial data. The class of these second-generation models that has 
been applied most is the TAR-GARCH family (and especially the STAR-GARCH 
and STAR-STGARCH models), due to the fact that asymmetries in the conditional 
mean can be modelled by the (piecewise linear) TAR model, as mentioned earlier, 
and for this reason several authors proposed the use of threshold models for the 
conditional mean in order to capture the asymmetries exhibited by financial time 
series, while also allowing the conditional variance to change at the same time. 
 
Li and Lam (1995), following Tong’s (1990) idea, introduced ARCH into the 
residuals of the threshold autoregressive model (TAR-ARCH), which they called the 
TARCH model, and they applied it to the annual and biennial daily data of the Hong 
Kong Hang Seng index, in order to capture any possible asymmetric behaviour of 
these series during bear and bull markets. 
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A threshold autoregressive (TAR) model of order ( 1p , 2p ) with a conditional 
variance that follows an ARCH(r) model (or a TARCH ( )1 2, ,p p r  model as Li and 
Lam (1995) called it) for a process ty  is defined as 
 
1 1
2 2
0 1 1
0 1 1
, ,
, ,
t p t p t t
t
t p t p t
y y u if z c
y
y y u otherwise
φ φ φ
φ φ φ
− −
− −
+ ⋅ + + ⋅ + ≥
=  ′ ′ ′+ ⋅ + + ⋅ +
⋯
⋯
 
 
where c is a constant and tu  is assumed to be normally distributed with mean 0 and 
conditional variance th  given by 
 
2 2
0 1 1 ,t t r t rh u uα α α− −= + ⋅ + + ⋅⋯  
 
with 0 0α > , 0iα ≥ , 1, ,i r= … . If 1 2p p=  and if j jφ φ ′= , for all j, then we have the 
usual AR model with heteroscedasticity. It is also possible to have different 
conditional variances for each regime of the model. 
 
When t t dz y −= , the resulting model is the SETAR-ARCH, while when the 
conditional variance depends not only on the lags of the squared errors, but on the 
lags of the conditional variance as well, we have the TAR-GARCH and the SETAR-
GARCH models, respectively. 
 
Meanwhile, Li and Li (1996) extended the threshold model to the double-threshold 
ARCH (DTARCH) model, which specifies both the conditional mean and the 
conditional variance as piecewise linear, and they suggested it could model financial 
time series which exhibit different behaviour in a rising and in a falling market, and 
for business cycle modelling as well. Moreover, they applied it to the daily Hong 
Kong Hang Seng stock index. 
 
Nevertheless, it should be noted that both Li and Lam’s (1995) and Li and Li’s (1996) 
model are different from Zakoian’s (1994) TARCH model, as Zakoian modelled  only 
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the conditional standard deviation as a piecewise linear function of the lags of the 
white noise and applied his model to the French CAC stock index. 
 
Lee and Li (1998) generalised the DTARCH model by allowing the links between the 
regimes in the conditional mean and the conditional variance of the series to be 
smooth transition functions, obtaining consequently the Smooth Transition Double 
Threshold model.  
 
Following Lee and Li (1998), Lundbergh and Teräsvirta (1999) used the smooth 
transition in the conditional mean as well, but they used a Smooth Transition GARCH 
(STGARCH) model instead for the conditional variance. Hence, Lundbergh and 
Teräsvirta (1999) proposed the STAR-STGARCH model to study nonlinearities both 
in the conditional mean and in the conditional variance, and they applied it to the 
daily returns of the Swedish OMX index, which consists of the values of the thirty 
most traded stocks at the Stockholm Stock Exchange, and to the daily exchange rate 
of the Japanese yen against the US dollar (JPY/USD). 
 
There can be found just a few applications of TAR-GARCH-type models. Amendola 
and Niglio (2000) used the SETAR-ARCH model, in comparison with an AR-
GARCH model, in order to study the behaviour of the daily and the 5-minute returns 
of the Italian Mibtel Stock Market Index. Later, Osinska and Witkowski (2004) 
applied the TAR-GARCH and the SETAR-GARCH models to weekly returns on 
Polish stocks of the Warsaw Stock Exchange Market.  
 
Chiang and Doong (2001) used the TAR-GARCH(1,1)-in-mean model to examine 
how the daily stock returns of several Asian stock markets (Hong Kong, Malaysia, the 
Philippines, Singapore, South Korea, Thailand, and Taiwan) were related to their 
time-varying volatilities. 
The TAR-GARCH(1,1)-in-mean model is defined as  
 
1/2
0 ,
1
n
it j i t j it it
j
y y h uφ φ γ−
=
= + ⋅ + ⋅ +∑ , 
( )1/ ~ 0,it t itu N h−Ω , and 
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( ) 20 1 , 1 1 , 1it i t t i th h c d I uα α − − −= + ⋅ + + ⋅ ⋅ . 
 
Muñoz, Marquez and Acosta (2007) studied the predictive ability of the SETAR-
Threshold GARCH (SETAR-TGARCH) and the SETAR-Threshold Stochastic 
Volatility (SETAR-THSV) models when applied to data from the IBEX 35 and S&P 
500 indices and they compared the results with the forecasting performance of the 
GARCH and Stochastic Volatility (SV) models on the same series. 
 
A SETAR(2; 1p , 2p )-TGARCH(1,1) model of a process ty  is defined as 
 
1 1
2 2
1 1 1
0 1 1 1
2 2 2
0 1 1 1
,
,
t p t p t t
t
t p t p t t
y y u y T
y
y y u y T
φ φ φ
φ φ φ
− − −
− − −
 + ⋅ + + ⋅ + <
= 
+ ⋅ + + ⋅ + ≥
⋯
⋯
 
 
where t t tu σ ε= ⋅  and 
 
2 1 1 2 1 2
0 1 1 1 1 1,t t t tu if y Tσ α α β σ− − −= + ⋅ + ⋅ <  
2 2 2 2 2 2
0 1 1 1 1 1,t t t tu if y Tσ α α β σ− − −= + ⋅ + ⋅ ≥  
 
with 
0 1 10, 0, 0, 1, 2,
i i i iα α β> ≥ ≥ =  and { }tε  follows a standard Normal or a 
standardised Student’s-t distribution, while the SETAR-THSV model is defined as 
 
1 1
2 2
1 1 1
0 1 1 1
2 2 2
0 1 1 1
,
,
t p t p t t
t
t p t p t t
y y u y T
y
y y u y T
φ φ φ
φ φ φ
− − −
− − −
 + ⋅ + + ⋅ + <
= 
+ ⋅ + + ⋅ + ≥
⋯
⋯
 
 
where t t tu σ ε= ⋅ , 
 
2 1 1 2
0 1 1 1log log ,t t t tif y Tσ α β σ η− −= + ⋅ + <  
2 2 2 2
0 1 1 1log log ,t t t tif y Tσ α β σ η− −= + ⋅ + ≥  
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and { }tε  can follow either an (0,1)N  or a Student’s-t distribution with v  degrees of 
freedom and the model is called as SETAR-THSV or SETAR-THSVt respectively. 
However, in either case { }tη  follows an ( )0,N ησ , and { }tε  and { }tη  are 
independent. 
 
Busetti and Manera (2003) employed the STAR and STAR-GARCH models as tools 
for studying the relationship between the stock markets of Japan, US and five 
countries in the Pacific Basin region (Korea, Singapore, Malaysia, Hong Kong and 
Taiwan), and for checking the openness of Asian countries’ financial markets. An 
important assumption they made was that the stock market of a leading country does 
not have necessarily a linear relationship with the other financial markets.  
 
Concerning theoretical properties of the estimators of these models, Chan and 
McAleer (2002) examined the finite sample properties of the MLE and the QMLE of 
the STAR and STAR-GARCH models via numerical simulation and used this model 
to study the behaviour of Standard and Poor’s 500 (S&P) Index returns, while Chan, 
McAleer and Medeiros (2015) found necessary conditions for strict stationarity and 
ergodicity of three different specifications of STAR-GARCH models. In addition, the 
latter authors considered a general nonlinear conditional mean model with first-order 
GARCH errors and gave sufficient conditions for consistency and asymptotic 
normality of the QMLE. 
 
A different class of model that combines a nonlinear conditional mean and conditional 
variance is the Exponential Autoregressive model with GARCH errors, which, 
however, has not been much used or developed. This model, introduced by LeBaron 
(1992) with the purpose of exploring the relationship between volatility and serial 
correlation for different stock return series (the S & P composite index, the value-
weighted index from the Centre for Research in Securities Prices (CRSP), the Dow 
Jones Index, and IBM returns) at daily and weekly frequencies, was a combination of 
Bollerslev’s (1986) GARCH model, Ozaki’s (1980) ExpAR model and Stock’s 
(1988) time deformation model, and was defined as 
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( ) 1 ,t t t ty c f h y u−= + ⋅ +  
1/2 ,t t tu h z= ⋅  
2
0 1 1 1 1,t t th u hα α β− −= + ⋅ + ⋅  
( ) 2/0 1 ,th btf h b b e−= + ⋅ and 
( )~ 0,1 .tz N  
 
Later, Koutmos (1997) used an Exponential Autoregressive model for the conditional 
mean with a Threshold GARCH model for the conditional standard deviation (EAR-
TGARCH) along with a Generalised Error Distribution, in order to study the daily 
stock returns in some equity markets of the Pacific Basin area (Korea, Malaysia, the 
Philippines, Singapore, Taiwan and Thailand) and to examine if the behaviour of 
these markets were similar to the behaviour of developed markets. 
 
Koutmos’ (1997) EAR(k)-GARCH(p,q) model was a generalised version of 
LeBaron’s (1992) model and was defined as follows 
 
( )21/ ~ , , ,t t t ty I f vµ σ−   
,
1
,
k
t l t t l
l
c c yµ −
=
= + ⋅∑  
( )2 2, 1exp / , 1, , ,l t l l t lc for l kφ π σ σ− += + ⋅ − = …  
( )0
1 1
p q
t i t i i t i j t j
i j
u uσ α α α β σ+ + − −− − −
= =
= + ⋅ − ⋅ + ⋅∑ ∑ ,  
 
with 0 0, 0, 0i iα α α
+ −> ≥ ≥  and 0jβ ≥ , for 1, ,i p= …  and 1, ,j q= … , where 1tI −  is 
the information set at time 1t − , 
 
( )1/t t tE y Iµ −=  is the conditional mean, 
t t tu y µ= − , 
( )2 2 1/t t tE u Iσ −=  is the conditional variance, 
( )1 1max 0,t tu u+− −= , 
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( )1 1min ,0t tu u−− −=  
v is a scale parameter or degrees of freedom, and ( )f ⋅  is the conditional density 
function of ty . 
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Chapter 3 Research gaps and objectives 
 
 
3.1 Introduction 
 
In this chapter the research gaps found in the literature on modelling nonlinear time 
series and our research objectives are presented. We then display our suggested 
nonlinear models, which consist of a nonlinear model for the conditional mean and a 
nonlinear model for the conditional variance, that are used throughout this research. 
Moreover, we present some additional nonlinear models that, although not used in this 
thesis, are of interest for future work. However, it is very important to be able to 
distinguish nonlinear from linear models before we introduce any new nonlinear 
model; hence we begin by defining nonlinearity.  
 
 
3.2 Defining nonlinearity 
 
When discussing linear and nonlinear models, one needs to start by focusing on the 
difference between the two types of models, and hence it is important to define 
nonlinearity. A general definition of nonlinearity is the following: 
 
( , )t t ty f z θ ε= + , 
 
where ty  is the time series that is being studied, ~ . . .(0,1)t n i dε , tz  is the 1k×  vector 
of the explanatory variables which can contain lags of ty  and/or exogenous variables 
1tx , 2tx , …, tkx , θ  is the parameter vector, and ( )f ⋅  is a nonlinear function. 
 
Lee, White and Granger (1993) gave a definition of linearity in the conditional mean. 
According to this definition, if 
 
{ }/ * 1t t tP E y z z θ ′= ⋅ =   for some *
kθ ∈ℝ , 
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then the process { }ty  is linear in mean conditional on tz , while if 
 
{ }/ * 1t t tP E y z z θ ′= ⋅ <   for all *
kθ ∈ℝ , 
 
then { }ty  is nonlinear in mean conditional on tz . In other words, if 
 
{ } ( )/t t t tE y z z g zθ′= ⋅ + , 
 
where ( )g ⋅  is a function of tz , then the model for the conditional mean is linear if 
( ) 0tg z ≡ . It should be noted that a process exhibiting, e.g., autoregressive 
conditional heteroscedasticity (ARCH) (Engle (1982)) may nevertheless exhibit 
linearity of this sort, since ARCH does not refer to the conditional mean. 
 
 
3.3 Research gaps and questions 
 
The analysis of time series has long been the subject of interest in different fields, 
such as economics and finance. Although the last decades have seen an explosion of 
research in time series analysis, most studies and applications have been concerned 
with linear modelling. However, it has also been realised that there are a lot of real 
life data which exhibit nonlinearities, so creating the question of whether there could 
be developed models that are able to beat linear ones in terms of fitting and 
forecasting the time series under investigation. This naturally led to the introduction 
of nonlinear models that could explain these series better, typically various extensions 
of linear models to nonlinear ones, which usually included the linear models as a 
special case. Classes of nonlinear models which have received much attention, both at 
the theoretical level and in empirical applications, consider nonlinearities in the 
conditional mean or in the conditional variance. Combining these two forms of 
nonlinearity is still a recent advance, but seems to be gaining in popularity, as many 
of these ‘second-generation’ models (as Tong (1990) called them) have proved to be 
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capable of explaining some series better than those which are linear in conditional 
mean even if they have heteroskedastic errors and those which are nonlinear in the 
conditional mean with normal errors. However, research has tended to focus on the 
applications of such models, mainly to financial data, rather than on studying their 
theoretical properties. Moreover, the ‘second-generation’ models that have been 
proposed so far consist usually of a Threshold Autoregressive (TAR) model for the 
conditional mean, along with ARCH or GARCH errors, although there are other 
important nonlinear models in the literature (e.g., the ExpAR model for the 
conditional mean and the NGARCH, the EGARCH or the GARCH-in-mean models 
for the conditional variance).  
 
Consequently, the literature on modelling nonlinear time series, and especially on 
combining different kinds of nonlinearity, has left a lot of gaps to be explored, both in 
terms of introducing new models which could explain some time series better than the 
already existing models, and in terms of studying their theoretical properties (e.g., the 
small sample and asymptotic properties of different estimators and their ergodicity 
and stationarity conditions). 
 
 
3.4 Research objectives 
 
The aim of this research is to construct new nonlinear parametric models, to study 
their theoretical properties, to simulate the proposed models, to estimate the unknown 
parameters using different algorithms and to study the properties of the estimators, to 
apply them to real stationary and nonstationary data and to evaluate their forecasting 
performance. More specifically, my objective is to propose and study new models 
which combine nonlinearities both in the conditional mean and in the conditional 
variance and which can explain and predict real world data better than already 
existing models. Moreover, I am interested in simulating the new models in order to 
see what real data that could be explained by them should be like, in finding data - 
especially economic and financial data - which can be explained and forecasted by 
these models, and in comparing the results obtained with the well-known and widely 
used AR-ARCH and AR-GARCH models. In addition, I am interested in studying the 
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conditions required for the ergodicity and stationarity properties to hold in the case of 
our suggested models, in studying and comparing different numerical techniques 
when estimating the parameters of these highly nonlinear models, and in studying the 
properties of the estimators. 
 
 
3.5 Models 
 
Based on the research gaps found in the literature, in this section our new suggested 
models, which consist of nonlinear models in the conditional mean and nonlinear 
models in the conditional variance, are presented. 
 
Two nonlinear in conditional mean models in which I am particularly interested and 
which have not found many applications, especially in economics and finance, are the 
ExpAR (Ozaki (1980)) and the Extended ExpAR (Ozaki (1981)). Hence, our 
suggested  models are based on these two, combined with an ARCH (Engle (1982)) or 
GARCH (Bollerslev (1986)) model for the conditional variance. In the following 
sections, we suppose that we have a sample of T observations of a variable ty  that 
follows one of the subsequent processes over time.  
 
The Exponential Autoregressive model of order s (ExpAR(s)) is defined as 
 
2 2
1 1 1 1 2 2 1 2
2
1
{ exp( )} { exp( )}
{ exp( )} ,
t t t t t
s s t t s t
y c y y y y
y y u
φ π γ φ π γ
φ π γ
− − − −
− −
= + + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅ +
+ + ⋅ − ⋅ ⋅ +
⋯
 
 
where tu  ~ n.i.d. (0, 1) and c , 1φ , …, sφ , 1π ,…, sπ , and γ ,  0γ > , are the unknown 
parameters that need to be estimated.  
 
We could allow for different lags of ty  in the exponential term as follows 
 
2 2
1 1 1 1 2 2 2 2
2
{ exp( )} { exp( )}
{ exp( )} ,
t t t t t
s s t s t s t
y y y y y
y y u
φ π γ φ π γ
φ π γ
− − − −
− −
= + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅ +
+ + ⋅ − ⋅ ⋅ +
⋯
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or for different γ ’s as follows  
 
2 2
1 1 1 1 1 2 2 2 1 2
2
1
{ exp( )} { exp( )}
{ exp( )} ,
t t t t t
s s s t t s t
y c y y y y
y y u
φ π γ φ π γ
φ π γ
− − − −
− −
= + + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅ +
+ + ⋅ − ⋅ ⋅ +
⋯
 
 
although in the latter case the number of parameters would increase and that would 
complicate the model unduly. 
 
The first order Exponential Autoregressive (ExpAR(1)) model is defined as 
 
2
1 1 1 1{ exp( )}t t t ty c y y uφ π γ − −= + + ⋅ − ⋅ ⋅ + , 
 
or equivalently  
 
2
1 1 1 1 1exp( )t t t t ty c y y y uφ π γ− − −= + ⋅ + ⋅ − ⋅ ⋅ +  
 
where tu  ~ n.i.d. (0, 1).  
 
It can be noticed that the γ  parameter is a scale parameter, while the term 
 is a smooth and bounded function with range , and the ExpAR 
model is amplitude-dependent. It can be easily seen that for 1 0π = , for γ →+∞  or 
for very large 1ty −  in absolute value, we obtain the AR(1) model. 
 
The Exponential Autoregressive model can be seen as a special case of the Smooth 
Transition Autoregressive (STAR) model, 
 
( )( )0
1
1 ; ,
s
t j t j j t t j t
j
y y G s c y uφ π γ− −
=
 = ⋅ + ⋅ − ⋅ + ∑ , 
 
and particularly of the Exponential Smooth Transition Autoregressive (ESTAR) 
model which has a transition function of the form 
( )2 1exp −⋅− tyγ [ ]1,0
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( ) ( )( )20 0; , 1 expt tG s c s cγ γ= − − ⋅ − , 
 
in which case we have that 
 
( )( )20
1
exp
s
t j t j j t t j t
j
y y s c y uφ π γ− −
=
 = ⋅ + ⋅ − ⋅ − ⋅ +  ∑ . 
 
Obviously, when the transition variable ts  is equal to a lagged endogenous variable, 
i.e.,  t t ds y −= , 1d ≥ , and the threshold variable 0c  is equal to zero, 0 0c = , we obtain 
the ExpAR  model. 
 
The Extended Exponential Autoregressive (Extended ExpAR) model of order s is 
defined as 
 
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
 
 
where tu  ~ n.i.d. (0, 1). 
 
Again we could allow for different γ ’s in this model as well, as follows  
 
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
 
 
although in this case the model would become too complicated. 
 
If the model depends on the same polynomial order, it takes the following form 
 
 
( ) ( ){ }
( ) ( ){ }
2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp .
k
t t k t t t
k
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
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The first order Extended ExpAR model is defined as 
 
( ) ( ){ }21 1 2 1 1 1 1 1expkt t k t t t ty c y y y y uφ π π π γ− + − − −= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +⋯ , 
 
which can equivalently be written as   
 
 ( ) ( )21 1 1 2 1 1 1 1 1expkt t t k t t t ty c y y y y y uφ π π π γ− − + − − −= + ⋅ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +⋯  
 
( ) ( ) ( )2 2 2 1 21 1 1 1 1 2 1 1 1 1 1exp exp expkt t t t t t k t t ty c y y y y y y y uφ π π γ π γ+− − − − − + − −⇔ = + ⋅ + ⋅ ⋅ − + ⋅ ⋅ − ⋅ + + ⋅ ⋅ − ⋅ +⋯  
 
( )( )
1
2
1 1 1 1
1
exp
k
i
t t i t t t
i
y c y y y uφ π γ
+
− − −
=
⇔ = + ⋅ + ⋅ ⋅ − ⋅ +∑ , 
 
where tu  ~ n.i.d. (0, 1) and c , 1φ , 1π ,…, 1kπ + , γ  are the unknown parameters that 
need to be estimated.  
 
Obviously the simplest case of the Extended ExpAR model is for k=1, in which case 
we have 
 
( ) ( ){ }
( ) ( ){ }
1 1 2
1 1 2 1 1 1
2
1 2 1
exp
exp ,
t t t t
s s
s t s t t s t
y c y y y
y y y u
φ π π γ
φ π π γ
− − −
− − −
= + + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ ⋅ − ⋅ ⋅ +
⋯
 
 
and the first order model for k=1 is written as 
 
2
1 1 2 1 1 1{ ( ) exp( )} ,t t t t ty c y y y uφ π π γ− − −= + + + ⋅ ⋅ − ⋅ ⋅ +  
 
where now the only unknown parameters we have are the c , 1φ , 1π , 2π  and γ  
parameters. Similar to the ExpAR model, the γ  parameter is a scale parameter, while 
the term  is a smooth and bounded function with range , and the 
Extended ExpAR model is also amplitude-dependent. We can notice that for , 
( )2 1exp −⋅− tyγ [ ]1,0
2 0π =
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we obtain the ExpAR(1) model, while for  and  or for for  we 
obtain the linear AR(1) model. 
 
It should be remarked that Ozaki (1982) suggested the use of the Extended ExpAR 
model where the orders of the polynomials are odd integers in order to obviate any 
criticism about the fact that time series generated from the ExpAR model might 
appear almost symmetric, while real time series might show asymmetries. In fact, 
Ozaki (1982) used an Extended ExpAR model with a second autoregressive order and 
a fixed first order for the polynomials for modelling the number of Canadian Lynx 
data trapped and the reason for suggesting odd integers for the polynomials was the 
fact that they can deal with asymmetries. 
 
For this reason, and due to the fact that when 1k >  the model becomes very 
complicated, in the applications in the following chapters we consider mainly the case 
of 1k = , although more complex data could be fitted when we add higher orders of 
the polynomials (Bolker (2008)).  
 
On the other hand, the conditional variance models that are used in this research are 
the Autoregressive Conditional Heteroscedasticity (ARCH) and the Generalised 
Autoregressive Conditional Heteroscedasticity (GARCH) models. Having a model for 
the mean, the error term tu  can be divided into a stochastic variable tε  and a time-
dependent standard deviation th ,  so that  
 
t t tu hε= ⋅ , 
 
where the random variable tε  is a white noise process and th  is the conditional 
variance. 
 
The ARCH(1) model is defined as  
 
2
0 1 1t th uα α −= + ⋅ , 
 
1 0π = 2 0π = γ →+∞
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with 0 0α >  and 1 0α ≥ , while the ARCH(q) model is defined as 
 
2 2 2
0 1 1 0
1
q
t t q t q i t i
i
h u u uα α α α α− − −
=
= + ⋅ + + ⋅ = + ⋅∑⋯ , 
 
where 0 0α >  and 0, 0i iα ≥ > , 1, ,i q= … . 
 
The ARCH(q) can also be written as 
 
tt znnhh ⋅′== )( ,  
 
with 
0 1( , , , )qn a a a ′= … , and 
2 2
1(1, , , )t t t qz u u− − ′= … . 
 
The GARCH(1,1) model is defined as 
 
2
0 1 1 1 1t t th u hα α β− −= + ⋅ + ⋅ , 
 
with 0 0α > , 1 0α ≥  and 1 0β ≥ , while the GARCH(p,q) is defined as 
 
2 2 2
0 1 1 1 1 0
1 1
q p
t t q t q t p t p i t i j t j
i j
h u u h h u hα α α β β α α β− − − − − −
= =
= + ⋅ + + ⋅ + ⋅ + + ⋅ = + ⋅ + ⋅∑ ∑⋯ ⋯ , 
 
with 0 0α > , 0, 0i iα ≥ > , 1, ,i q= … , and 0jβ ≥ , 1, ,j p= … . 
 
Similarly, the GARCH(p,q) can also be written as 
 
tt znnhh ⋅′== )( ,  
 
with 
0 1 1( , , , , , ..., )q pn a a a β β ′= … , and 
2 2
1 1(1, , , , ,..., )t t t q t t pz u u h h− − − − ′= … . 
 
Next our suggested models are presented, which consist of an ExpAR or an Extended 
ExpAR model for the conditional mean with conditional heteroscedastic errors. It 
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should be highlighted that these models are different from the ones proposed by 
LeBaron (1992) and by Koutmos (1997) in the variable contained in the exponential 
term of the conditional mean model. While LeBaron (1992) and Koutmos (1997) used 
an Exponential Autoregressive model which contains the conditional variance as a 
variable in the exponential term in order to capture asymmetries between high and 
low volatility periods, our models are in accordance with the ExpAR and Extended 
ExpAR models, as suggested by Ozaki (1980) and Ozaki (1981), respectively, 
containing a lagged endogenous variable in the exponential term, and, as mentioned 
earlier, the Extended ExpAR model can capture asymmetries of the data by allowing 
for orders of the polynomials which are odd integers, More discussion about the 
interpretation of our suggested models can be found in section 4.2. 
 
It should also be noted that in this research our interest lies particularly on low order 
models as such models can explain nonlinearities well (e.g., it is well-known that the 
first order GARCH model can catch most of the nonlinearity of the conditional 
variance). However, high orders of the models could be interesting as well, at least 
theoretically, and therefore we present them in this chapter.  
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1) ExpAR-ARCH model 
 
The ExpAR(s)-ARCH(q) model is defined as 
 
2 2
1 1 1 1 2 2 1 2
2
1
{ exp( )} { exp( )}
{ exp( )} ,
t t t t t
s s t t s t
y c y y y y
y y u
φ π γ φ π γ
φ π γ
− − − −
− −
= + + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅ +
+ + ⋅ − ⋅ ⋅ +
⋯
 
 
where 
 
t t tu hε= ⋅ , 
tε  ~ n.i.d. (0, 1), and 
tt znnhh ⋅′== )( ,  
 
with 
0 1( , , , )qn a a a ′= … , 
2 2
1(1, , , )t t t qz u u− − ′= … , 0 0α >  and 0, 0i iα ≥ > , 1, ,i q= … . 
 
 
2) Extended ExpAR-ARCH model 
 
The Extended ExpAR(s)-ARCH(q) model is defined as 
 
( ) ( ){ }
( ) ( ){ }
11 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
 
 
where 
 
t t tu hε= ⋅ , 
tε  ~ n.i.d. (0, 1), and 
tt znnhh ⋅′== )( ,  
 
with 
0 1( , , , )qn a a a ′= … , 
2 2
1(1, , , )t t t qz u u− − ′= … , 0 0α >  and 0, 0i iα ≥ > , 1, ,i q= … . 
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3) ExpAR-GARCH model 
 
Accordingly, the ExpAR(s)-GARCH(p,q)  model is defined as 
 
2 2
1 1 1 1 2 2 1 2
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{ exp( )} { exp( )}
{ exp( )} ,
t t t t t
s s t t s t
y c y y y y
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⋯
 
 
where 
 
t t tu hε= ⋅ , 
tε  ~ n.i.d. (0, 1), and 
tt znnhh ⋅′== )( ,  
 
with 
0 1 1( , , , , , ..., )q pn a a a β β ′= … , 
2 2
1 1(1, , , , ,..., )t t t q t t pz u u h h− − − − ′= … , and 0 0α > , 
0, 0i iα ≥ > , 1, ,i q= … , and 0jβ ≥ , 1, ,j p= … . 
 
 
4) Extended ExpAR-GARCH model 
 
The Extended ExpAR(s)-GARCH(p,q) model is defined as 
 
( ) ( ){ }
( ) ( ){ }
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⋯ ⋯
⋯
 
 
where 
 
t t tu hε= ⋅ , 
tε  ~ n.i.d. (0, 1), and 
tt znnhh ⋅′== )( ,  
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with 
0 1 1( , , , , , ..., )q pn a a a β β ′= … , 
2 2
1 1(1, , , , ,..., )t t t q t t pz u u h h− − − − ′= … , and 0 0α > , 
0, 0i iα ≥ > , 1, ,i q= … , and 0jβ ≥ , 1, ,j p= … . 
 
 
The models presented above are the ones that are used in chapters 4-7. Nevertheless, 
we propose the following additional models for future research. 
 
 
• ExpAR-EGARCH Model 
 
The ExpAR-EGARCH model is defined as 
 
 
 
where 
 
,
 
, 
 
and . 
 
 can be a standard normal variable or can come from a generalised error 
distribution.  can be negative and as a result we have fewer restrictions on the 
parameters. 
 
 
• Extended ExpAR-EGARCH Model 
 
The Extended ExpAR-EGARCH model is defined as 
 
2 2
1 1 1 1 1{ exp( )} { exp( )} ,t t t s s t t s ty c y y y y uφ π γ φ π γ− − − −= + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ +⋯
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~ . . .(0,1)t n i dε
( )( ) ( )0
1 1
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t j t j i t i
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h g Z hα α β− −
= =
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( ) ( )( )t t t tg Z v Z Z E Zλ= ⋅ + ⋅ −
tZ
log th
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where 
 
,
 
 
 
and 
.
 
 
Again  can be a standard normal variable or can come from a generalised error 
distribution and, since  can be negative, we have fewer restrictions on the 
parameters. 
 
 
• ExpAR-NGARCH model 
 
The ExpAR-NGARCH model is defined as 
 
 
 
where 
 
, 
,
 
,
 
 
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
t t tu hε= ⋅
~ . . .(0,1)t n i dε
( )( ) ( )0
1 1
log log
q p
t j t j i t i
j i
h g Z hα α β− −
= =
= + ⋅ + ⋅∑ ∑
( ) ( )( )t t t tg Z v Z Z E Zλ= ⋅ + ⋅ −
tZ
log th
2 2
1 1 1 1 1{ exp( )} { exp( )} ,t t t s s t t s ty c y y y y uφ π γ φ π γ− − − −= + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ +⋯
t t tu hε= ⋅
~ . . .(0,1)t n i dε
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and  and , i.e. the errors are modelled by a Nonlinear Generalised 
Autoregressive Conditional Heteroskedasticity (NGARCH) model. 
 
 
• Extended ExpAR-NGARCH model 
 
The Extended ExpAR-NGARCH model is defined as 
 
 
 
where 
 
, 
 
 
 
and  and . 
 
 
• ExpAR-QGARCH model 
 
The ExpAR-QGARCH model is defined as 
 
 
 
where 
 
, 
, and 
0 0α > 1 1, 0α β ≥
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~ . . .(0,1)t n i dε
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, 
 
i.e. the errors are modelled by a Quadratic Generalised Autoregressive Conditional 
Heteroskedasticity (QGARCH).  
 
 
• Extended ExpAR-QGARCH model 
 
The Extended ExpAR-QGARCH model is defined as 
 
 
 
where 
 
, 
 and
 
.
 
 
 
• ExpAR-GARCH-M model 
 
The ExpAR-GARCH-M model is defined as 
 
 
 
where 
 
, 
 and
 
,
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i.e.  we have a GARCH-in-mean model, which adds a heteroskedasticity term into the 
mean equation, which has an Exponential Autoregressive form. 
 
 
• Extended ExpAR-GARCH-M model 
 
The simplest case of the Extended ExpAR-GARCH model is defined as 
 
 
 
where 
 
, 
 and
 
,
 
 
i.e.  we have a heteroskedasticity term in the mean equation, which has an Extended 
Exponential Autoregressive form.  
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Chapter 4 Theoretical Properties 
 
 
4.1 Introduction 
 
In this chapter we study some theoretical properties of our suggested models. More 
specifically, we start by interpreting the nonlinear models and then we discuss the 
conditions for the models’ stability, so that their Markov chain representation is 
geometrically ergodic, and more precisely Q-geometrically ergodic, which implies 
that an initial distribution which renders our models strictly stationary and β-mixing 
exists. Moreover, we consider those conditions that are required in order to be able to 
establish consistency and asymptotic normality for the estimator vector.  
 
In addition, we present the multivariate versions of our suggested models, which, 
despite the fact that they are not used in empirical applications in this thesis, could be 
interesting, at least at a theoretical level. 
 
 
4.2 Interpretation of the models 
 
In this section our aim is to interpret our suggested nonlinear models. When moving 
from a linear autoregressive model to accommodate nonlinearities, the derived 
nonlinear models need to be readily interpreted in order to be of practical use. Since it 
is well-known that many time series have a time-varying variance and since the 
GARCH-type models have found many applications to financial and economic data, 
our focus here will be on the interpretation of the conditional mean models. 
 
When the Exponential Autoregressive model was initially introduced (Ozaki and Oda 
(1978), Ozaki (1980) and Haggan and Ozaki (1981)), the aim was to construct 
nonlinear models that could explain nonlinear phenomena, such as nonlinear 
oscillations, related to random vibrations (Ozaki (1980)). Nonlinear oscillations can 
be found in various fields, from mechanical systems in engineering (see, e.g., Ozaki 
(1980)) to dynamic systems in economics (limit cycles) (see, e.g., Benhabib (1992)). 
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The ExpAR(s) model  
 
2 2
1 1 1 1 1{ exp( )} { exp( )} ,t t t s s t t s ty c y y y y uφ π γ φ π γ− − − −= + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ +⋯  
 
is amplitude-dependent, which means that the model depends on the amplitude of the 
data, which is determined by the terms 2
1exp( ), 1, ,i ty i sπ γ −⋅ − ⋅ = … , and so explains 
self-sustained oscillations  (Kato and Ozaki (2002)). The γ  parameter was used to 
scale the series (Ozaki (1980)) by adjusting the lowest degree under which 
2
1exp( )tyγ −− ⋅  affects ty  (Kato and Ozaki (2002)).  
 
Generally, a parameter found in a formula of the type xγ  adjusts the scaling of the 
curve along the x  axis by either straining or compressing it, but nevertheless 
maintaining its qualitative shape, and has inverse- x  units (Bolker (2008)). Hence, in 
our case γ  will have the units of ( ) 12 1ty
−
− . It can be noticed that the form xγ  can be 
equivalently written as /x δ , with 1/δ γ= , in which case δ  might have a more direct 
interpretation, as it has the same units as x . 
 
Another interpretation of the ExpAR model is that it can be seen as a model with a 
continuum of switches (Teräsvirta (2006)), as it can be written as 
 
( )
( ){ }
1
1
,
, ,
t t t t t
t t t
y z z G y u
G y z u
φ π γ
φ π γ
−
−
′ ′= ⋅ + ⋅ ⋅ +
′= + ⋅ ⋅ +
 
 
where ( )11,t tz y − ′′= , ( )0 1, , , sφ φ φ φ ′= …  and ( )0 1, , , sπ π π π ′= …  are parameter vectors 
with 
0 0 0φ π= =  when the model does not contain an intercept, 
{ }21 1( , ) expt tG y yγ γ− −= − ⋅  is the transition function, with 0γ > , and ( )2~ 0,tu iid σ . 
 
The equation 
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( ){ }1,t t t ty G y z uφ π γ − ′= + ⋅ ⋅ +  
 
shows that the model can also be interpreted as a linear model with stochastic time-
varying coefficients ( )1, tG yφ π γ −+ ⋅  (Teräsvirta (2006)). 
 
The Exponential Autoregressive model can also be seen to be a special case of the 
ESTAR model (Teräsvirta (2006)), which has a transition function of the form 
 
( ){ }20 0( , , ) 1 exp , 0, 1,t d t dG c y y c dγ γ γ− −= − − ⋅ − > ≥  
 
where 
0c  is a threshold and γ  defines the speed and smoothness of the transition. 
 
It should be noted that when 0γ = , the ExpAR(s) model takes the following linear 
form  
 
1 1 1{ } { }t t s s t s ty c y y uφ π φ π− −= + + ⋅ + + + ⋅ +⋯  
 
On the other hand, if γ →∞  or 
1 0sπ π= = =⋯  or 1ty − →∞ , the linear 
autoregressive model 
 
1 1t t s t s ty c y y uφ φ− −= + ⋅ + + ⋅ +⋯  
 
is obtained. 
 
The general Extended ExpAR model of order s   
 
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
= + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
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can be interpreted in a similar way. Despite the fact that high orders make the model 
very complicated, when we add high-order polynomials, more complex data can be 
fitted (Bolker (2008)). 
 
 
4.3 Geometric ergodicity 
 
There have been several studies of the stability of nonlinear autoregressive models 
with heteroskedastic errors. However, most of them have concentrated mainly on 
Threshold Autoregressive models for the conditional mean with conditional 
heteroskedasticity (e.g., Ling (1999), Liu, Li and Li (1999)) or on nonlinear 
autoregressions with ARCH-type, but not GARCH-type, errors (Masry and Tjøstheim 
(1995)). 
 
In this section we adopt the analysis of Meitz and Saikkonen (2006), who considered 
the case of a general nonlinear autoregressive model of order s with first-order 
generalised autoregressive conditional heteroskedastic (GARCH(1,1)) errors, and 
provided the conditions for its stability, in the sense of geometric ergodicity and, 
specifically, Q-geometric ergodicity. Since such a model may be represented as a 
Markov chain, Meitz and Saikkonen’s analysis is based on the theory for Markov 
chains (for a detailed analysis of Markov chains and their stability theory, see Meyn 
and Tweedie (2008)).  
 
It should be noted that their results are restricted to smooth nonlinear functions for the 
conditional mean and conditional variance models, in the sense that their derivatives 
exist and are continuous. This condition, which is not convenient in the case of, for 
example, Threshold Autoregressive or Threshold GARCH models, is convenient in 
our models, as they all have an exponential term and no discontinuities, so that they 
are all smooth. This fact justifies our decision to follow Meitz and Saikkonen’s 
analysis. 
 
It should also be noted, though, that the choice of a first, but not higher, order 
GARCH model is due to the arduousness of establishing irreducibility of the Markov 
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chain, a necessary property for proving geometric ergodicity (Meitz and Saikkonen 
(2006)). However, their results hold not only for nonlinear autoregressive models with 
GARCH errors, but also for nonlinear autoregressive models combined with any 
smooth nonlinear GARCH-type model for the conditional variance. 
 
It is also worth mentioning that the property of Q-geometric ergodicity is more useful 
than the property of geometric ergodicity, as the former not only suggests that an 
initial distribution rendering the Markov chain strictly stationary and β-mixing exists, 
as geometric ergodicity does, but also suggests the existence of some moments of the 
stationary distribution and that the β-mixing property holds for different nonstationary 
initial distributions as well (Meitz and Saikkonen (2006)). Consequently, limit 
theorems can be applied and an asymptotic theory can be established. 
 
In order to establish the above results, we must transform our models, which were 
presented in Chapter 3, to a Markov chain representation. This transformation is 
presented in the next subsection. 
 
 
4.3.1 Markov chain representation 
 
Let ty , 1, 2, ,t T= … , be the stochastic process of interest and which is generated by  
 
( )1, ,t t t s ty f y y u− −= +… , 
1/2
t t tu h ε= , 
( )1 1,t t th g u h− −= , 
 
where ( )f  denotes our nonlinear autoregressive process for ty  (e.g., ExpAR, 
Extended ExpAR, etc.) of order s , th  is the conditional variance of ty , which is 
specified as a GARCH(1,1) model by assumption, and ( )~ . . . 0,1t i i dε . 
 
Meitz and Saikkonen (2006) showed that such a model may be transformed to a 
Markov chain on 1s+ +Ζ = ×ℝ ℝ  as follows 
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( )1,t t tZ F Z ε−=  
 
where 
 
[ ]
def
t t t s t t tZ y y h Y h−
′′  ′= =
 
⋯  
 
and 
 
( )
( )
( )
( )1/21 1
1
1
1
, ,
0
,
0
0
t t s t t t
t
t t
t s
t t
f y y h Z
y
F Z
y
h Z
ε
ε
− − −
−
−
−
−
  
  
  
  = +
  
  
  
   
…
⋮ ⋮  
 
where :F Z Z× →ℝ . 
 
 
4.3.2 Q-geometric ergodicity 
 
Next the definition of Q-geometric ergodicity for a Markov chain, as given by Meitz 
and Saikkonen (2006), is presented. 
 
Definition: The Markov chain tZ  on Ζ  is Q-geometrically ergodic if there exists a 
function [ ): 0,Q Z → ∞ , a probability measure π  on ( )B Z , and constants 0a > , 
0b > , and 0 1ρ< <  such that ( ) ( )
Z
dz Q zπ <∞∫  and 
( ) ( ) ( ) ( ) ( )( )
: 1
sup ,n n
Z Zv v
P z dw v w dw v w a bQ zπ ρ
≤
− ≤ +∫ ∫  for all z Z∈  and all 1n ≥ , 
where ( ) ( ) ( )0, Pr , ,n nP z A Z A Z z z A B= ∈ = ∈Ζ ∈ Ζ  is the n-step transition 
probability measure of the Markov chain tZ  defined on the Borel sets of Ζ , ( )B Z . 
 
65 
 
 
4.3.3 Assumptions 
 
In this subsection we present conditions which are sufficient for establishing Q-
geometric ergodicity and the existence of certain moments for the Markov chain 
representation of our nonlinear autoregressive model with GARCH errors, as shown 
by Meitz and Saikkonen (2006) and discussed further by Chan, McAleer and 
Medeiros (2015). Most of the assumptions required apply to the conditional mean and 
conditional variance individually, which makes it easier when checking if the 
assumptions hold, and merely one assumption applies to both the conditional mean 
and conditional variance models.  
 
Assumption 1: tε  has a (Lebesgue) density which is positive and lower 
semicontinuous on ℝ . Moreover, for some real 0r > , 2rtE ε  <∞  . 
 
Assumption 2: The function f  is of the form ( ) ( ) ( ), sf x a x x b x x′= + ∈ℝ , where the 
functions : s sa →ℝ ℝ  and : sb →ℝ ℝ  are bounded and  smooth. 
 
Assumption 3: Using the function ( )a x  from Assumption 2, set 
[ ]1( ) ( ) ( )sa x a x a x ′= ⋯  and define the ( 1) ( 1)s s+ × +  matrix  
 
( ) ( ) ( )1 2 0
1 0 0 0
( ) 0 1 0 0
0 0 1 0
sa x a x a x
A x
 
 
 
 =
 
 
  
⋯
⋯
⋯
⋮ ⋮ ⋱ ⋮ ⋮
⋯
.  
 
Then there exists a matrix norm 
*
⋅  induced by a vector norm, such that 
*
A ρ≤  
for all *A∈Α  , where { }* ( ) : sA x xΑ = ∈ℝ , and 0 1ρ< < . 
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One sufficient condition for Assumption 3 to hold is if 
1
1
s
jj
a
=
<∑  or, equivalently, 
that the roots of the characteristic polynomial 
1
1 0
s s
sλ α λ α
−− − − =…  lie inside the 
unit circle, where ( )sup , 1, ,sj jxa a x j s∈= =ℝ …  (see Meitz and Saikkonen (2006), 
Lemma 1). 
 
Assumption 4: 
(a) The function :g + +× →ℝ ℝ ℝ  is smooth and ( , ) *inf ( , )u x g u x g+∈ × =ℝ ℝ  for some *g . 
(b) For all x +∈ℝ , ( , )g u x →∞  as u → ∞ . 
(c) There exists an *h +∈ℝ  such that the sequence , 1, 2, ,kh k = …  defined by 
( )10,k kh g h −= , 1,2,k = … , converges to *h  as k →∞  for all 0h +∈ℝ . If *( , )g u x h≥  
for all u∈ℝ  and all *x h≥  it suffices that this convergence holds for all *
0h h≥ . 
(d) There exist a , [ )0,c∈ ∞  and a Borel measurable function :ψ +→ℝ ℝ  such that 
( ) ( )( )1/2 ,t tg x x a x cε ψ ε≤ + +  for all x +∈ℝ . Furthermore, (0) 1a ψ+ < . 
 
Assumption 5: Let the real number 0r >  be as in Assumption 1 and a and ( )ψ ⋅  as 
in Assumption 4(d). Assume that either 
(a) ( )( ) 1rtE a ψ ε + <   , or 
(b) ( )( )rtE ψ ε  < ∞    and ( )( )log 0
r
tE a ψ ε + <  
. 
 
Assumption 6: For each initial value 0z Z∈ , there exists a control sequence 
(0) (0)
1 2, , pe e +…  such that the ( 2) ( 2)p p+ × +  matrix 
 
( ) ( )(0) (0) (0) (0) (0)2 2 0 1 2 2 0 1 2
1 2
, , , : : , , ,p p p p p
p
F F z e e F z e e
e e+ + + + ++
 ∂ ∂
∇ =  
∂ ∂  
… ⋯ …  
 
is nonsingular. 
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As can be seen from the above, Assumption 1 concerns the error term tε , 
Assumptions 2 and 3 concern only the conditional mean model, Assumptions 4 and 5 
restrict only the conditional variance model, and only Assumption 6 concerns both the 
conditional mean and conditional variance. However, Meitz and Saikkonen (2006) 
argued that Assumption 6 may be checked by examining merely the conditional 
variance model.  
 
The above Assumptions are required for the proof of the Q-geometric ergodicity of 
the Markov chain and under appropriate initial distributions the process ( ),t ty h  is β -
mixing and there exists a stationary initial distribution such that ty  and th  have 
moments of orders 2r  and r , respectively,  if Assumption 5(a) holds (or 02r  and 0r , 
respectively, with an unknown ( )0 0,r r∈ , if Assumption 5(b) holds instead) (Meitz 
and Saikkonen (2006)). 
 
 
4.3.4 Verifying the conditions 
 
Now we will consider our models and we will show that the above results apply to 
these models as well. Since the first condition holds by assumption, it suffices to 
discuss only Assumptions 2-6. 
 
For the ExpAR model of order s, we have  
 
( ) ( )( )∑
=
−−−− ⋅⋅−⋅++=
s
i
ittiistt yycyyf
1
2
11 exp,, γπφ… , 
 
where , , 1, ,i i i sφ π ∈ =ℝ … , and ( )2 1exp −⋅− tyγ  is a smooth function with range [ ]1,0 . 
Hence, this model satisfies Assumptions 2, as it can be written in the form of this 
Assumption and the function is bounded and smooth. A sufficient condition for 
Assumption 3 is { } 1,
1
<+∑
=
s
i
iii πφφ  (Chen and Tsay (1993), Meitz and Saikkonen 
(2006)). 
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Regarding Assumptions 4-6, it is adequate to check only the conditional variance 
model. Obviously the ARCH and GARCH models consist of smooth functions. 
 
If r is as in Assumption 1 and th  is generated by, for example, a GARCH(1,1) model, 
then either ( )21 1 1
r
tE β α ε + ⋅ <  
, or 
2r
tE ε  < ∞   and ( )
2
1 1log 0tE β α ε + ⋅ <  , in 
order for Assumptions 4-6 to hold (see Meitz and Saikkonen (2006) for proof). 
 
Similarly, we can verify the conditions for the Extended ExpAR model with an 
ARCH or GARCH model for the conditional variance. 
 
 
4.4 Estimation 
 
One proposed estimation procedure that could be used is maximum likelihood. 
Assuming that the sequence { }tu  is identically normally distributed and conditioning 
on the observation at time 0t = , 0y , the conditional log- likelihood function is 
 
1
( ) ( )
T
T t
t
L lθ θ
=
=∑  
 
where 
 
2
1 1 1
log(2 ) log( )
2 2 2
t
t t
t
u
l h
h
π= − ⋅ − ⋅ − ⋅  
 
is the log-likelihood at time t, which means that the overall conditional log-likelihood 
function is 
 
2
1 1
1 1
( ) log(2 ) log( )
2 2 2
T T
t
T t
t t t
uT
L h
h
θ π
= =
= − ⋅ − ⋅ − ⋅∑ ∑ . 
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In the previous formulae tu  should be replaced by  
 
( )1, , ;t t t sy f y y b− −− … , 
 
where b  is the parameter vector for the conditional mean model and ( )⋅f  is our 
particular nonlinear function. Maintaining tu  makes the notation less complicated and 
keeps it close to Bollerslev (1986). 
 
The gradient of the overall conditional log-likelihood is defined as 
 
,T TT
L L
G
b ω
∂ ∂ =  ′ ′∂ ∂ 
, 
 
while the gradient of the log-likelihood function at time t is given by  
 
,t tt
l l
g
b ω
∂ ∂ =  ′ ′∂ ∂ 
, 
 
where b  is the parameter vector for the conditional mean model and ω  is the 
parameter vector for the conditional variance model. 
 
Nevertheless, since the distribution of tε  is not known in reality, θ ′  can be estimated 
by the quasi-maximum likelihood (QML) method, in which case ( )TL θ  has the same 
formula, but is not conditional on the true initial values ( )0 0,y h , rendering it more 
appropriate in practice. 
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4.5 Asymptotic theory 
 
In this section we consider the conditions required in order to be able to develop 
asymptotic theory for the estimator vector. Here we follow the analysis of Chan, 
McAleer and Medeiros (2015), who proved the existence, consistency and asymptotic 
normality of the QML estimator (QMLE) of a general nonlinear autoregressive model 
with first order GARCH errors. Their results are also based on the fact that a general 
nonlinear autoregressive model with conditional heteroskedastic errors can be 
represented as a Markov chain. 
 
 
4.5.1 Assumptions 
 
In this subsection we present the conditions which are required for proving the 
existence, consistency and asymptotic normality of the QMLE, as given by Chan, 
McAleer and Medeiros (2015). 
 
Assumption 7: The sequence tε  of ( ). . . 0,1i i d  random variables is drawn from a 
continuous (with respect to Lebesgue measure on the real line), unimodal, positive 
everywhere density, and is bounded in a neighbourhood of 0 . 
 
Assumption 8: The −ℝ valued process { },ty t∈ℤ  follows the following nonlinear 
autoregressive process with GARCH(1,1) errors (NAR-GARCH(1,1)): 
 
( );t ty f b u= +t-1y , 
t t tu hε= , 
2
0 1 1 1 1t t th u hα α β− −= + ⋅ + ⋅ , 
 
where ( )1, ,t t sy y− − ′=t-1y …  , b  is the vector of parameters of the conditional mean 
and ( ). . . 0,1t i i dε ∼ . 
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Assumption 9: The nonlinear function ( );f bt-1y  satisfies the following set of 
restrictions: 
(i) ( );f bt-1y  is continuous in b  and measurable in t-1y . 
(ii) ( );f bt-1y  is parameterised such that the parameters are well defined. 
(iii) ( );f bt-1y  and tu , are independent. 
(iv) ( ); , 1, 2,4
q
E f b q< ∞ =
t-1
y . 
(v) ( ){ }exp ; , 1,2,4qE f b q  < ∞ = t-1y . 
(vi) ( ); , 1, 2, 4
q
E f b q
b
∂
< ∞ =
∂ t-1
y . 
(vii) ( )
2
; , 1,2
q
E f b q
b b
∂
< ∞ =
′∂ ∂ t-1
y . 
 
If ( )0 1 1, ,ω α α β ′=  is the vector of conditional variance parameters, we can set 
( ),bθ ω′ ′= . 
 
Assumption 10: The true parameter vector 
0
Nθ ∈Θ ⊆ ℝ  is in the interior of Θ , a 
compact and convex parameter space, where ( ) ( )dim dimN b ω= +  is the total 
number of parameters. 
 
Under the assumptions of this subsection, the QMLE Tθˆ  is strongly consistent for 0θ , 
. .
0
ˆ
a s
Tθ θ→ , and if there also exists no set Λ  of cardinal 2 such that [ ]Pr 1tε ∈Λ = and 
2
4tE u µ  = < ∞  , then 
 
( ) ( )1/2 0ˆ ,
d
TT Nθ θ− → 0 Ω , 
 
where  
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( ) ( ) ( )1 10 0 0θ θ θ
− −
=Ω A B A  
 
with  
 
( ) ( )
0
2
,
0
u tlE
θ
θ
θ
θ θ
 ∂
= − 
′∂ ∂  
A  and ( ) ( ) ( )
0 0
, ,
0
u t u tl lE
θ θ
θ θ
θ
θ θ
 ∂ ∂
=  
′∂ ∂  
B . 
 
For the proofs of the existence of the QMLE, its consistency and its asymptotic 
normality, see Chan, McAleer and Medeiros (2015). 
 
  
4.5.2 Verifying the conditions 
 
Here we shall show that the above results can also be applied to our models. 
 
Since conditions 7, 8 and 10 hold by assumption, it suffices to check Assumption 9. 
For example, for the ExpAR model of order s  with GARCH(1,1) errors 
 
( ) ( )( )21 1
1
, , exp
s
t t s i i t t i
i
f y y c y yφ π γ− − − −
=
= + + ⋅ − ⋅ ⋅∑… , 
 
where , , 1, ,i i i sφ π ∈ =ℝ … , we have that ( );f bt-1y  is continuous in 
( )1 1, , , , , , ,s sb c φ φ π π γ= … …  and measurable in t-1y  (9(i)), parameterised such that the 
parameters are well defined (9(ii)), and is independent from tu  (9(iii)).  
 
If we assume without loss of generality that we have a first-order model and that 
0c = , so that 
 
( ) ( )( )21 1 1 1 1, expt t tf y b y yφ π γ− − −= + ⋅ − ⋅ ⋅ , 
 
then, since ( ) ( ]2 1exp 0,1tyγ −− ⋅ ∈ , as 0γ > , we have  
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( ) ( )( )
( )
( )
2
1 1 1 1 1
2
1 1 1 1 1
1 1 1 1
1 1 1 1
1 1 1
, exp
exp
.
t t t
t t t
t t
t t
t
f y b y y
y y y
y y
y y
y
φ π γ
φ π γ
φ π
φ π
φ π
− − −
− − −
− −
− −
−
= + ⋅ − ⋅ ⋅
≤ ⋅ + ⋅ − ⋅ ⋅
≤ ⋅ + ⋅
≤ ⋅ + ⋅
≤ + ⋅
 
 
Hence,  
 
( ) ( ) ( )1 1 1 1 1 1 1,
qq q q
t t tE f y b E y E yφ π φ π− − − ≤ + ⋅ = + ⋅   
 
for 1, 2,4q = . Consequently, if 1φ < ∞ , 1π < ∞  and 1
q
tE y − < ∞  for 1, 2,4q = , so 
that ( )1 1 1
q q
tE yφ π −+ ⋅ < ∞ , assumption 9(iv) holds. 
 
Now if we assume that tW  is a random variable such that 
 
( )( )21 1 1 1expt t tW c y yφ π γ − −= + + ⋅ − ⋅ ⋅ , 
 
which follows a Normal distribution with mean m  and variance 2s , i.e., 
 
( )( ) ( )2 21 1 1 1exp ~ ,t t tW c y y N m sφ π γ − −= + + ⋅ − ⋅ ⋅ , 
 
then the random variable tX , which is defined as  
 
( )expt tX W= , 
 
follows the log-Normal distribution with mean m  and variance 2s , i.e., 
 
( ) ( )2exp ~ ln ,t tX W N m s= . 
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All moments of the log-normal distribution exist and it holds that  
 
( )
2 2
2
q s
qmq
tE X e
+  =   
 
for any q. 
 
Consequently, for 1, 2,4q =  we have that 
 
[ ]
2
2
s
m
tE X e
+
= , 
 
( ) ( )
222 m s
tE X e
+  =   
 
and 
 
( ) ( )
24 24 m s
tE X e
+  =  , 
 
respectively. Therefore, as long as 
2
2
s
m
e
+
< ∞ , ( )
22 m s
e
+
< ∞  and ( )
24 2m s
e
+
< ∞ , 
assumption 9(v) holds. 
 
Moreover, the gradient vector of the function 
 
( ) ( )( )21 1 1 1 1, expt t tf y b c y yφ π γ− − −= + + ⋅ − ⋅ ⋅  
 
is equal to 
 
( ) ( ) ( )2 3 21 1 1 1 1 1 1
1 1
, 1 exp exp .t t t t t t
f f f f
f y b y y y y y
b c
γ π γ
φ π γ− − − − − −
′∂ ∂ ∂ ∂ ∂ ′  = = ⋅ − ⋅ − ⋅ ⋅ − ⋅  ∂ ∂ ∂ ∂ ∂ 
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Hence,  
 
( ) ( ) ( )2 3 21 1 1 1 1 1 1, 1 exp exp
q
q
t t t t t tE f y b E y y y y yb
γ π γ− − − − − −
∂
= ⋅ − ⋅ − ⋅ ⋅ − ⋅
∂
. 
 
It holds that ( )21 1 1exp
q q
t t tE y y E yγ− − −⋅ − ⋅ ≤ , ( ) 33 21 1 1exp
q q
t t tE y y E yγ− − −⋅ − ⋅ ≤  and 
1
q
E < ∞ , so as long as 1π < ∞ , 1
q
tE y − < ∞  and 
3
1
q
tE y − < ∞  for 1, 2,4q = , 
assumption 9(vi) will hold. 
 
Finally, since 
 
( )
( )
2 2 2 2
2
1 1
2 2 2 2
22
1 1 1 1 1
1 2 2 2 2
2
1 1 1 1 1
2 2 2 2
2
1 1
3 2
1 1
1
,
0 0 0 0
0 0 0 0
0 0 0 exp
0 0
t
t t
t
f f f f
c c c c
f f f f
c
f y b
b b f f f f
c
f f f f
c
y y
y
φ π γ
φ φ φ π φ γ
π π φ π π γ
γ γ φ γ π γ
γ
−
− −
−
 ∂ ∂ ∂ ∂
 ∂ ∂ ∂ ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂
 
∂ ∂ ∂ ∂ ∂ ∂ ∂∂  =  ′∂ ∂ ∂ ∂ ∂ ∂ 
∂ ∂ ∂ ∂ ∂ ∂ ∂ 
 
∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂ ∂ ∂ ∂ 
= − ⋅ − ⋅
− ( ) ( )3 2 5 21 1 1 1exp expt t ty y yγ π γ− − −
 
 
 
 
 
 ⋅ − ⋅ ⋅ ⋅ − ⋅ 
 
 
in order for assumption 9(vii), ( )
2
1,
q
tE f y bb b −
∂
< ∞
′∂ ∂
, 1,2,4q = , to hold, it must 
hold that ( )3 21 1exp
q
t tE y yγ− −⋅ − ⋅ < ∞  and ( )5 21 1 1exp
qq
t tE y yπ γ− −⋅ ⋅ − ⋅ < ∞  for 
1,2,4q = . Nevertheless, since ( ) 33 21 1 1exp
q q
t t tE y y E yγ− − −⋅ − ⋅ ≤  and 
( ) 55 21 1 1exp
q q
t t tE y y E yγ− − −⋅ − ⋅ ≤ , it suffices that 1π < ∞ , 
3
1
q
tE y − < ∞  and 
5
1
q
tE y − < ∞ . 
76 
 
 
The conditions for the ExpAR-ARCH, Extended ExpAR-ARCH and Extended 
ExpAR-GARCH models can be verified accordingly. 
 
It can be noticed that if the time series under consideration is stationary, it is easy to 
see that the above assumptions hold. However, the above conditions can also be 
verified similarly for our suggested models for dealing with nonstationarity, which 
will be presented in chapter 8. 
 
 
4.6 Multivariate models 
 
In this section the multivariate versions of our models are presented. It should be 
noted that the following multivariate models are not used in this research, but are 
presented here as they could be interesting, at least theoretically. 
 
Let ( )1 2, , ,t t Nty y y ′=tY …  represent an ( )1N×  vector of the time series having time 
varying conditional covariance matrix tH , i.e., 
 
( )1/ ,tE F−= +t t tY Y u  
( )1/ ,t tVar F H− =tY  
 
where 1tF −  is the information set { }1 1, ,tY Y− …  at time 1t − , tu  is an ( )1N×  
unobservable zero mean white noise vector process (serially uncorrelated or 
independent), and  tH  is almost surely (a.s.) positive definite for all t .  
 
The conditional mean model of order s  takes the following form 
 
, 1, ,t T= + + + + + =t 1 t-1 2 t-2 s t-s tY c Π X Π X Π X u⋯ …  
 
where the 
iΠ , 1, ,i s= … , are ( )N N×  coefficient matrices. 
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For example, a bivariate Vector ExpAR(2) model equation by equation has the form 
 
( ) ( )
( ) ( )
( )
1 1 1 2 1 1 1 2
11 11 11 1 1 12 12 12 1 1
1 1 11
1 1 1 2 1 1 1 2
2 2 12
21 21 21 2 1 22 22 22 2 1
2 2 2 2 2 2 2
11 11 11 1 1 12 12 12 1 1
exp exp
exp exp
exp exp
t tt t
t tt t
t t
y yy yc
y yc y y
y y
φ π γ φ π γ
φ π γ φ π γ
φ π γ φ π γ
− − −
−− −
− −
 + ⋅ − ⋅ + ⋅ − ⋅      = +           + ⋅ − ⋅ + ⋅ − ⋅
 
+ ⋅ − ⋅ + ⋅ − ⋅
+
( )
( ) ( )
2
1 2 1
2 2 2 2 2 2 2 2
2 2 2
21 21 21 2 1 22 22 22 2 1exp exp
t t
t tt t
y u
y uy yφ π γ φ π γ
−
−− −
 
     +        + ⋅ − ⋅ + ⋅ − ⋅
 
 
 
or 
 
( ){ } ( ){ }
( ){ } ( ){ }
1 1 1 2 1 1 1 2
1 1 11 11 11 1 1 1 1 12 12 12 1 1 2 1
2 2 2 2 2 2 2 2
11 11 11 1 1 1 2 12 12 12 1 1 2 2 1
exp exp
exp exp
t t t t t
t t t t t
y c y y y y
y y y y u
φ π γ φ π γ
φ π γ φ π γ
− − − −
− − − −
= + + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅
+ + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅ +
 
 
and 
 
( ){ } ( ){ }
( ){ } ( ){ }
1 1 1 2 1 1 1 2
2 2 21 21 21 2 1 1 1 22 22 22 2 1 2 1
2 2 2 2 2 2 2 2
21 21 21 2 1 1 2 22 22 22 2 1 2 2 2
exp exp
exp exp ,
t t t t t
t t t t t
y c y y y y
y y y y u
φ π γ φ π γ
φ π γ φ π γ
− − − −
− − − −
= + + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅
+ + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅ +
 
 
while the simplest case of a bivariate Vector Extended ExpAR(2) model equation by 
equation takes the following form 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 1 1 2 1 1 1 1 2
11 11 11 1 1 11 1 1 12 12 12 1 1 12 1 1
1 1 11
1 1 1 1 2 1 1 1 1 2
2 2 12
21 21 21 2 1 21 2 1 22 22 22 2 1 22 2 1
2
11
exp exp
exp exp
t t t tt t
t tt t t t
y y y yy yc
y yc y y y y
φ π ψ γ φ π ψ γ
φ π ψ γ φ π ψ γ
φ
− − − − −
−− − − −
 + + ⋅ ⋅ − ⋅ + + ⋅ ⋅ − ⋅      = +           + + ⋅ ⋅ − ⋅ + + ⋅ ⋅ − ⋅
 
+
+
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2 2 2 2 2 2 2
11 11 1 1 11 1 1 12 12 12 1 1 12 1 1
1 2 1
2 2 2 2 2 2 2 2 2 2
2 2 2
21 21 21 2 1 21 2 1 22 22 22 2 1 22 2 1
exp exp
exp exp
t t t t t t
t tt t t t
y y y y y u
y uy y y y
π ψ γ φ π ψ γ
φ π ψ γ φ π ψ γ
− − − − −
−− − − −
 + ⋅ ⋅ − ⋅ + + ⋅ ⋅ − ⋅      +        + + ⋅ ⋅ − ⋅ + + ⋅ ⋅ − ⋅
 
 
 
or 
 
( ) ( ){ } ( ) ( ){ }
( ) ( ){ } ( ) ( ){ }
1 1 1 1 2 1 1 1 1 2
1 1 11 11 11 1 1 11 1 1 1 1 12 12 12 1 1 12 1 1 2 1
2 2 2 2 2 2 2 2 2 2
11 11 11 1 1 11 1 1 1 2 12 12 12 1 1 12 1 1 2 2 1
exp exp
exp exp
t t t t t t t
t t t t t t t
y c y y y y y y
y y y y y y u
φ π ψ γ φ π ψ γ
φ π ψ γ φ π ψ γ
− − − − − −
− − − − − −
= + + + ⋅ ⋅ − ⋅ ⋅ + + + ⋅ ⋅ − ⋅ ⋅
+ + + ⋅ ⋅ − ⋅ ⋅ + + + ⋅ ⋅ − ⋅ ⋅ +
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and 
 
( ) ( ){ } ( ) ( ){ }
( ) ( ){ } ( ) ( ){ }
1 1 1 1 2 1 1 1 1 1 2
2 2 21 21 21 2 1 21 2 1 1 1 22 22 22 2 1 22 22 2 1 2 1
2 2 2 2 2 2 2 2 2 2
21 21 21 2 1 21 2 1 1 2 22 22 22 2 1 22 2 1 2 2 2
exp exp
exp exp .
t t t t t t t
t t t t t t t
y c y y y y y y
y y y y y y u
φ π ψ γ φ π ψ π γ
φ π ψ γ φ π ψ γ
− − − − − −
− − − − − −
= + + + ⋅ ⋅ − ⋅ ⋅ + + + ⋅ ⋅ − ⋅ ⋅
+ + + ⋅ ⋅ − ⋅ ⋅ + + + ⋅ ⋅ − ⋅ ⋅ +
 
The remaining models can be written accordingly. 
 
Regarding the conditional variance model, if we assume time varying conditional 
variances and covariances, but constant conditional correlations, as in Bollerslev 
(1990), who modeled several European-U.S. dollar exchange rates, we can write 
every conditional variance in the case of GARCH errors as  
 
2
0
1 1
, 1, ,
q p
iit ik it k il iit l
k l
h u h i Nα α β− −
= =
= + + =∑ ∑ … , 
 
while in the case of ARCH errors we have 
 
Niuh
q
k
kitikiit ,,1,
1
2
0 …=+= ∑
=
−αα . 
 
We can also write every conditional variance as follows 
 
2 , 1, ,iit i ith i Nωσ≡ = … , 
 
where iω  is a positive time invariant constant and  
2 0itσ >  is positive almost surely 
for all t . In this case, we can partition tH  as 
 
t t tH D D= Γ , 
 
where tD  is the N N×  stochastic diagonal matrix with elements 1 , ,t Ntσ σ… , and Γ  
is an N N×  time invariant matrix with ( )ij i jρ ω ω  as elements, where 
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( )ijt ijt iit jjth h hρ = ,  
 
is the conditional correlation, with ijh  representing the 
thij  element in tH .  
 
Although Tse (2000) showed that the spot-futures and foreign exchange data he used 
had constant correlations, thus validating Bollerslev’s (1990) assumption, the 
correlations across the national stock market returns he used were time varying, in 
which case we need to model some interdependence among the iitjtit huu ,,  and jjth  
for ji ≠ .  
 
In order to capture completely past information, then, similar to the univariate case, 
there are various model specifications for the multivariate conditional variance. 
However, in the latter case, iith  should contain some past information, not only from 
itu  but also from jtu . 
 
In order to allow for such interdependence among different assets and/or markets, 
Ling and McAleer (2003) considered, along with an ARMA specification for the 
conditional mean, the following GARCH model for the conditional variance 
 
1 1
q p
t i t i j t j
i j
H W Au B H− −
= =
= + +∑ ∑

, 
 
where  
 
( )2 21 , ,t t Ntu u u ′= …  and ( )1 , ,t t NtH h h ′= … . 
 
Accordingly, in the case of ARCH errors we have 
 
1
q
t i t i
i
H W Au −
=
= +∑  , 
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where  
 
( )2 21 , ,t t Ntu u u ′= … . 
 
In any case, we should test the hypothesis of constant correlations prior to specifying 
the multivariate GARCH-type model. 
 
If we assume conditional normality, in the multivariate case the log-likelihood 
function can be written as 
 
( ) ( )1
1
1
log 2 log
2
T
t t t t
t
T
L H u H u
N
θ π −
=
′= − − +∑ , 
 
where θ  is the vector of all the unknown parameters in both the conditional mean and 
conditional variance models and the maximum likelihood estimator can be defined as 
 
( )1
1
1ˆ argmax log
2
T
t t t t
t
H u H u
θ
θ −
=
 ′= − + 
 
∑ .  
 
Under standard regularity conditions the maximum likelihood estimator for θ  is 
asymptotically normal and inferential procedures can be developed (Bollerslev, 
1990).  
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Chapter 5 Simulations 
 
 
5.1 Introduction 
 
In this chapter simulated series of our basic proposed models (ExpAR-ARCH, 
ExpAR-GARCH, Extended ExpAR-ARCH and Extended ExpAR-GARCH) are 
presented. Since new models are introduced, simulating them for various values of the 
models’ parameters is important in order to see what characteristics real data, which 
could be described by these models, would have. For this purpose, several simulations 
of first and second-order conditional mean models combined with a first-order 
conditional variance model are run for different values of the parameters. 
 
The simulated series are compared to the well-known AR-ARCH and AR-GARCH 
models, which can be considered as benchmarks. The comparison is made by using 
the same values for the common parameters (samec and φ ’s for all the models, same 
γ  and π’s for the models that are described by an ExpAR or an Extended ExpAR 
model for the conditional mean, same 0α  and 1α  for all the models with ARCH(1) 
errors, and same 0α , 1α  and 1β  for all the models with GARCH(1,1) errors). 
 
Moreover, since estimation plays a very important role when fitting data to models, it 
is essential to estimate the coefficients of the models in order to see how close the 
assumed and estimated parameters are and to suggest effective estimating methods. 
The method used here is Maximum Likelihood, but since the models are highly 
nonlinear, there being nonlinearities in both the conditional mean and the conditional 
variance, numerical techniques are needed as the analytical gradients and, especially, 
the analytical hessian matrices, require many calculations and much computational 
time - a fact which would make the estimation procedure too difficult, if not 
impossible, in the case of higher orders.  
 
It should be noted that the software which is chosen for simulations and for estimation 
is Matlab, which is widely used nowadays and contains a wide range of algorithms as 
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numerical techniques. Hence, various algorithms are used and compared in order to 
check their estimation performance when it comes to the suggested nonlinear models 
and to the classic AR-ARCH and AR-GARCH models. More specifically, the 
algorithms used are the Nelder-Mead simplex direct search method (NM), the Quasi-
Newton line search algorithm (QN), the Active-Set algorithm (AS), the Sequential 
Quadratic Programming algorithm (SQP), the Interior Point algorithm (IP) and a 
Genetic Algorithm (GA), none of which require the first or second derivatives to be 
provided.  
 
The NM and the QN algorithms are used for unconstrained optimisation, i.e. for 
optimising the log-likelihood function without considering the constraints, while the 
AS, the SQP and the IP algorithms are used for constrained optimisation. In addition, 
the GA is used for both unconstrained and constrained optimisation. 
 
When using the algorithms which solve constrained optimisation problems we have 
imposed one constraint, which requires the positiveness of the conditional variance 
parameters. We also impose a constraint requiring 1α  to be less than one in the case 
of an ARCH(1) model or the sum of 1α  and 1β  to be less than unity in the case of a 
GARCH(1,1) model.  
 
In the next section a short description of the algorithms used in this chapter is 
provided. It should be emphasised that detailed comparison of their technical 
characteristics is not undertaken here, as our purpose is only to compare their 
estimation performance when it comes to fitting such nonlinear models. 
 
 
5.2 Description of the algorithms 
 
5.2.1 Nelder-Mead (NM) simplex direct search method  
 
The Nelder-Mead algorithm, or simplex search algorithm (Nelder and Mead, 1965), is 
well-known for multidimensional nonlinear unconstrained optimisation, simply 
requiring values of the function, and not any first or second derivatives, a fact that 
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renders it convenient, especially in the case of, for example, non-smooth or 
discontinuous problems. It belongs to the family of direct search methods, with the 
property of optimising a problem by using simplices during the iterative procedure. 
  
Assuming that the function we want to minimise has N  parameters to be estimated, a 
simplex in the N -dimensional space is a geometric figure defined by 1N +  vertices 
and the related function values. During every iteration there is a different point 
produced where the function value is calculated, and it substitutes the vertex with the 
highest value to update the simplex, this procedure continuing until some specified 
tolerance criterion is reached. 
 
Due to the algorithm’s relative simplicity, this method has been widely used in many 
different fields for dealing with statistical problems, such as estimation of parameters. 
However, like other optimisation methods, it may sometimes give local solutions and 
not the global optimum.  
 
For a more detailed review of the Nelder-Mead algorithm, see Nelder and Mead 
(1965) and Lagarias, Reeds, Wright and Wright (1998). 
 
 
5.2.2 Quasi-Newton (QN) line search algorithm  
 
The idea behind Quasi-Newton algorithms when searching for optima is grounded in 
Newton's method, which approximates the objective function around the optimum by 
a quadratic form requiring both the first and second derivatives for the optimisation. 
Nevertheless, Quasi-Newton methods do not require the second derivatives to be 
calculated, rather, they approximate the Hessian matrix using the gradient at every 
iteration while trying to find an optimum. 
 
The first Quasi-Newton algorithm was suggested by Davidon (1959). However, two 
of the most popular Quasi-Newton algorithms are the BHHH algorithm of Berndt, 
Hall, Hall and Hausman (1974) and the BFGS method, proposed by Broyden (1969), 
Fletcher (1970), Goldfarb (1970), and Shanno (1970).  
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Quasi-Newton methods’ main advantage is that they do not require the Hessian matrix 
to be inverted, since they approximate the inverse of the Hessian matrix directly, in 
contrast to Newton's method, which does need the inversion of the Hessian matrix, a 
requirement which could result in failure of the algorithm. Nevertheless, the algorithm 
does require the objective function to be continuous and it might give local solutions 
instead of the global one. 
 
For an early review of Quasi-Newton methods, see Dennis and Moré (1977), while 
for more recent reviews, see Nocedal and Wright (1999) and Boyd and Vandenberghe 
(2004). 
 
 
5.2.3 Sequential Quadratic Programming (SQP) algorithm 
 
Sequential Quadratic Programming constitutes another commonly used algorithm 
when solving optimisation problems which include nonlinear constraints. Both the 
function and the constraints need to be twice continuously differentiable. The purpose 
of this algorithm is to optimise a sequence of subproblems. Every subproblem 
optimises the function under a linearisation of the constraints. In the case where there 
are no constraints, the SQP method is equivalent to Newton's method, while if there 
are only equality constraints, it is identical to Newton's method with Karush-Kuhn-
Tucker conditions. 
 
If the subproblems are selected correctly, the SQP algorithm could be considered as a 
constrained Newton or Quasi-Newton method. However, the presence of constraints 
renders the SQP algorithm notably more complicated. 
 
For a more detailed description of Sequential Quadratic Programming, see Boggs and 
Tolle (1995). 
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5.2.4 Active-Set (AS) algorithm 
 
The Active-Set algorithms are similar to SQP methods for dealing with nonlinear 
optimisation problems. However, this class of algorithms distinguishes the constraints 
of the optimisation problem as being either active or inactive. A constraint is said to 
be active at a point when it equals zero. Once this separation is done, the inactive 
constraints are not taken into consideration and the value of the next iteration can be 
found by searching in the area which is determined merely by the active set. The 
Active-Set algorithms perform well in the case of small-scale and medium-scale 
problems. (A medium-scale algorithm “uses dense linear algebra and internally 
creates full matrices”, while a large-scale method “uses linear algebra that does not 
need to store, nor operate on, full matrices. If a problem is sufficiently large, full 
matrices take up a significant amount of memory, and the dense linear algebra may 
require a long time to execute” (Matlab manual).) Nevertheless, a large number of 
iterations are needed if the active set changes significantly.  
 
The Active-Set algorithms are usually sorted as modified simplex type methods, 
which run simplex type pivots on matrices obtained from the Karush-Kuhn-Tucker 
conditions, and as projection methods, which work with projections on active 
constraints. 
 
Another distinction of these algorithms is between primal and dual active set methods. 
The primal methods begin by searching for feasible starting values and then, at each 
iteration, they keep satisfying every constraint. When there are few active constraints, 
they are capable of fast performance. However, the fact that a feasible initial value 
needs to be found at the beginning of the optimisation leads to more computational 
effort and time. In addition, the primal methods often only increase or decrease by one 
the number of constraints at every iteration, and consequently in large-scale problems 
a large number of iterations may be needed for convergence to an optimum. 
 
In contrast to the primal methods, which have to find a feasible starting point and 
satisfy all the constraints at every iteration, the dual methods do not necessarily need a 
feasible initial value and they satisfy every single constraint solely at the last iteration, 
a fact that makes the dual methods often preferable. Moreover, if there are few active 
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constraints at the optimum and the optimum is close to the unconstrained minimum, 
the dual algorithm is more likely to be preferred to the primal algorithm. However, the 
dual methods begin from an unconstrained minimum, which often results in numerical 
difficulties unless the Hessian matrix is well conditioned. 
 
For a more detailed discussion of Active-Set methods, see Nocedal and Wright 
(1999). 
 
 
5.2.5 Interior Point (IP) algorithm 
 
In contrast to simplex methods, which find extreme points of the feasible set as 
solutions, Interior Point methods, known alternatively as barrier methods, are either 
linear or nonlinear programming algorithms for solving linear or nonlinear convex 
optimisation problems which find the optimum by searching in the interior part of 
the feasible region, instead of going across its surface. The idea of searching for an 
optimum in the interior part only of the feasible area was first suggested by 
Karmarkar (1984), and since then various interior point algorithms have been 
introduced as alternative optimisation methods to active set and simplex methods.  
 
Interior Point algorithms consist of a barrier function which encodes the feasible set. 
These algorithms apply Newton's method to a sequence of problems which include 
equality constraints, or to a sequence of alternated Karush-Kuhn-Tucker conditions, in 
order to converge to an optimum.  
 
The benefit of using an Interior Point algorithm is the need for only a few iterations in 
order to solve the problem, although every iteration requires more computational 
time, in contrast to the Active-Set algorithms which require more iterations, but each 
with fewer computational demands. The Interior Point methods do not need feasible 
initial values and their computational time does not really depend on how many active 
constraints there are in the problem. They can deal with large sparse problems and 
small dense problems. 
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For a more detailed description of Interior Point methods, see Nocedal and Wright 
(1999). 
 
 
5.2.6 Genetic Algorithm (GA) 
 
A different method to those discussed so far is the Genetic algorithm, which is used 
for solving either constrained or unconstrained optimisation problems according to 
natural selection, and can be employed even in cases where the problems cannot 
easily be solved by the classic derivative-based algorithms, e.g. when the objective 
function and/or when the constraints are not continuous. During every generation, this 
method gives a population of solutions from which it chooses values randomly in 
order to generate values at the following iteration, and gradually the algorithm reaches 
an optimum. 
 
It can be noted that the Genetic algorithm differs from a classic derivative-based 
algorithm in two main respects. Firstly, at every iteration, while a classic algorithm 
gives only one value, the Genetic algorithm gives a plethora of values. Secondly, 
while a classic algorithm computes the values at each iteration using deterministic 
formulae, the Genetic algorithm chooses the populations using random number 
generator procedures. 
 
For a more detailed presentation of Genetics Algorithms, see Whitley (1994). 
 
Although there have been various attempts at proving whether one algorithm 
performs better than others, it should be well understood that each nonlinear 
optimisation problem is different and that it is not an easy task to predict which 
method will give the most accurate results. Applying more than one algorithm may 
then help to solve the problem more effectively. 
 
In the next sections we present various simulations containing results obtained by the 
algorithms presented above. It should be noted that higher orders of the models or 
more complicated models in the conditional variance, such as EGARCH, NGARCH, 
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TGARCH, etc, along with an ExpAR or Extended ExpAR model for the conditional 
mean, can be run accordingly. 
 
 
5.3 Simulations 
 
In this section simulations of the proposed models are reported along with the results 
obtained from the algorithms presented above, i.e. the NM method, the QN algorithm, 
the AS algorithm, the SQP algorithm, the IP algorithm and the GA. The results 
include estimates for the parameters, their respective standard errors, the value of the 
log-likelihood function, and the number of iterations/generations required for the 
convergence of the algorithm to the optimum.  
 
More specifically, simulated data are obtained from the first or second order ExpAR, 
Extended ExpAR and AR models, all of which are combined with a first-order ARCH 
or GARCH model for the conditional variance. In order to obtain simulated series 
which are close to real ones, the values given to the parameters are chosen so that they 
are close to some parameter estimates obtained in chapter 6, where our models are 
applied to real data. Due to purposes of comparability among the models, the same 
parameter values are used for the common parameters. Moreover, in order to compare 
the simulated data obtained from the different models further, for each simulated 
series the first four moments and the respective plots are given.  
 
It should be noted, though, that the following simulation results are based on only one 
drawing of the random errors for the time series processes considered. However, this 
research can be extended in the future by considering multiple draws of the random 
errors. 
 
It should also be noted that in the following tables the values of the real parameters 
for every simulation are shown in the first column, while in the remaining columns 
the estimates obtained from each algorithm can be found. The NM and the QN 
methods solve unconstrained optimisation problems, while the GA, the AS, the SQP 
and the IP algorithms solve the constrained optimisation problem. The GA was used 
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to solve the unconstrained optimisation problem as well, but it never produced good 
results, as it gave some negative estimates for the ARCH or GARCH parameters, 
resulting in complex values of the log-likelihood function and of the standard errors, 
and therefore these results are not displayed.  
 
Next we present some options used which are common for all the simulations and for 
all the algorithms. 
 
For all the simulations, there are 3400T =  simulated data points and the first 
observation, 
1y , is equal to / 2c . For the second order conditional in mean models 
the second observation, 
2y , is also set equal to / 2c . Furthermore, 1 0u = , while 
( )1 0 1/ 1h α α= −  when we have an ARCH(1) model and ( )1 0 1 1/ 1h α α β= − −  when 
we have a GARCH(1,1) model.  
 
When using the algorithms which solve constrained optimisation problems (i.e. AS, 
SQP, IP and GA) we have imposed one constraint, which requires 1α  to be less than 
one in the case of an ARCH(1) model or the sum of 1α  and 1β  to be less than unity in 
the case of a GARCH(1,1) model. We have also imposed a constraint requiring the 
positiveness of the conditional variance parameters so that the conditional variance is 
non-negative. 
  
In the following tables, the standard errors of the estimates have been obtained in 
three different ways and can be found in the brackets below the respective estimate. In 
the first way, the standard errors are obtained from the Hessian matrix given by 
Matlab, when applicable (i.e. for the QN, AS, SQP and IP algorithms), using the 
BFGS formula for updating the approximation of the Hessian matrix 
 
1 ,
T T
k k k k k k
k k T T
k k k k k
B s s B w w
B B
s B s w s
+
⋅ ⋅ ⋅ ⋅
= − +
⋅ ⋅ ⋅
 
 
where 1k k ks y y+= −  and 1k k kw g g+= − , with g being the gradient vector, and with B0 set 
to a symmetric positive definite matrix, e.g. the identity matrix. 
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The second way calculates the second derivatives according to the next formulae 
 
( )
( ) ( ) ( ) ( )
( ) ( ) ( )
0 0 0 0
0 0 0
0 2
2
f x h f x f x f x h
f x h f x h f xh hf x
h h
+ − − −
− + + − − ⋅
′′ =≃  
 
and 
 
( ) ( ) ( )
( ) ( )
0 0 0 00 0
2
0 0 0 0
2
/ 2, / 2 / 2, / 2,
/ 2, / 2 / 2, / 2
,
f x h y h f x h y hf x y
x y h
f x h y h f x h y h
h
 + + − + −∂  
∂ ∂
 − + − − − −
≃
 
 
where f is the function under optimisation. 
 
Nevertheless, it might not be a good idea to use the same spacing, like many finite 
difference methods do, when the last spacing is unknown, hence in the third way the 
Hessian matrix is approximated numerically again, but here an initial step is chosen 
and then appropriate Romberg extrapolation terms are used to improve the second 
order finite difference estimates of the partials. For more details see D’Errico (2007). 
 
In all the subsequent simulations, we start running the algorithms by giving them the 
initial values shown in Table 5.1. As can be seen from Table 5.1, we have used the 
same initial values for the common parameters across the different models, again for 
comparability purposes. It can also be noted that the initial guesses of all the 
conditional mean parameters, apart from that for the γ  parameter, are equal to zero, 
with the initial guess for the scale parameter γ  equal to one. This choice of initial 
guesses seems reasonable to start with when we have no or little information about the 
data. On the other hand, the initial guesses for the conditional variance parameters are 
chosen arbitrarily. It can be noted, though, that different initial guesses could have 
been used instead. 
 
In addition, once we obtain the estimates from the algorithms, the algorithms are run 
again, but this time the initial values are not arbitrary. Instead, they are chosen 
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according to which algorithm gave better results in terms of closeness to the real 
values, so that the accuracy and speed of the algorithms are tested when the initial 
guess for the values of the parameters is indeed close to the real parameters. 
 
  
92 
 
Initial values 
 c 1φ  11π  12π  γ  2φ  21π  22π  0α  1α  1β  
ExpAR(1)-
ARCH(1) 
0.00 0.00 0.00 - 1.00 - - - 0.10 0.10 - 
ExpAR(1)-
GARCH(1,1) 
0.00 0.00 0.00 - 1.00 - - - 0.10 0.10 0.20 
Extended 
ExpAR(1)-
ARCH(1) 
0.00 0.00 0.00 0.00 1.00 - - - 0.10 0.10 - 
Extended 
ExpAR(1)-
GARCH(1,1) 
0.00 0.00 0.00 0.00 1.00 - - - 0.10 0.10 0.20 
AR(1)-
ARCH(1) 
0.00 0.00 - - - - - - 0.10 0.10 - 
AR(1)-
GARCH(1,1) 
0.00 0.00 - - - - - - 0.10 0.10 0.20 
ExpAR(2)-
ARCH(1) 
0.00 0.00 0.00 - 1.00 0.00 0.00 - 0.10 0.10 - 
ExpAR(2)-
GARCH(1,1) 
0.00 0.00 0.00 - 1.00 0.00 0.00 - 0.10 0.10 0.20 
Extended 
ExpAR(2)-
ARCH(1) 
0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.10 0.10 - 
Extended 
ExpAR(2)-
GARCH(1,1) 
0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.10 0.10 0.20 
AR(2)-
ARCH(1) 
0.00 0.00 - - - 0.00 - - 0.10 0.10 - 
AR(2)-
GARCH(1,1) 
0.00 0.00 - - - 0.00 - - 0.10 0.10 0.20 
Table 5.1 Initial values 
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5.3.1 Simulation 1 
 
For the first simulation we consider first-order models. The values of the conditional 
mean parameters are 
 
c= 2.00, 
1φ = 0.10, 
11π = -0.17, 
12π = -0.25, 
γ = 0.0010. 
 
For the models with an ARCH(1) specification, the values of the conditional variance 
parameters are 
 
0α = 2250.00, 
1α = 0.20, 
 
while for models with GARCH(1,1) errors, the values of the conditional variance 
parameters are 
 
0α = 18.00, 
1α = 0.0625, 
1β = 0.93. 
 
The combination of parameter values for running the first simulation was chosen 
according to combinations of estimates obtained from the first-order models when 
applied to real data, as will be seen in chapter 6, and particularly to the first 
differences of the French CAC40 index. 
 
Table 5.2 shows the mean, standard deviation, kurtosis and skewness of each 
simulated series, while the estimation results obtained from the algorithms presented 
in the previous section when using the initial values of Table 5.1 are given in Tables 
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5.3-5.8. Moreover, Tables 5.10-5.15 present the estimation results of the algorithms 
when using initial guesses which are close to the real parameter values; these can be 
found in Table 5.9. In addition, the plots of the simulated series and their 
autocorrelation and partial autocorrelation plots can be found at the end of the 
subsection as Figures 5.1-5.14. 
 
 
Simulation 1 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
Mean 1.8258 2.0769 -34.9350 -36.2743 1.8329 2.0968 
Standard 
deviation 
52.8553 47.6442 60.0291 57.2974 52.9005 47.6969 
Kurtosis 3.1526 4.2162 3.0523 3.5507 3.1521 4.2096 
Skewness -0.0569 0.0558 -0.0140 0.0696 -0.0527 0.0571 
Table 5.2 Simulation 1: Moments of the simulated series 
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ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 2.00 -5.9952 
 
( ) 
(0.0000+0.0003i) 
(0.0000-0.0006i) 
1.6622 
 
(0.6152) 
(0.6138) 
(0.6148) 
NaN 
 
() 
(NaN) 
(NaN) 
1.6592 
 
(0.5119) 
(0.6127) 
(0.6156) 
1.6648 
 
(0.1699) 
(0.6154) 
(0.6154) 
1.5206 
 
( ) 
(0.6529) 
(0.6529) 
φ1= 0.10 0.1330 
 
( ) 
(0.0000+0.0000i) 
(0.0000-0.0000i) 
0.1017 
 
(0.0130) 
(0.0130) 
(0.0130) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1015 
 
(0.0132) 
(0.0130) 
(0.0130) 
0.1007 
 
(0.1004) 
(0.0130) 
(0.0130) 
0.1458 
 
( ) 
(0.0134) 
(0.0134) 
π11= -0.17 -47.3262 
 
( ) 
(38093.014 
+0.0022i) 
(29.9042 
-0.0000i) 
-664.4130 
 
(0+571.2788i) 
(38.5064) 
(0+425.6030i) 
NaN 
 
() 
(NaN) 
(NaN) 
1.5789 
 
(1.0027) 
(3.5828) 
(3.6836) 
0.4477 
 
(0.2460) 
(0.5794) 
(0.5796) 
-0.3042 
 
( ) 
(4.6920) 
(3.1691) 
γ= 0.0010 2745.0745 
 
( ) 
(38093.0257 
+0.0022i) 
(0.0000-
226.4552i) 
219.8380 
 
(0+71.1390i) 
(52.4442) 
(3.6851) 
NaN 
 
() 
(NaN) 
(NaN) 
0.2268 
 
(0.0052) 
(0.2760) 
(0.2763) 
0.0146 
 
(0.0823) 
(0.0127) 
(0.0127) 
3.4750 
 
( ) 
(0+4.6311i) 
(0+2.6647i) 
α0= 2250.00 727.3270 
 
( ) 
(0.0000+0.0039i) 
(3.5140-0.0865i) 
2304.3938 
 
(54.5595) 
(10.3689) 
(54.5435) 
NaN 
 
() 
(NaN) 
(NaN) 
2311.1057 
 
(58.1924) 
(7.7829) 
(54.8555) 
2309.1123 
 
(842.4196) 
(8.5581) 
(54.8904) 
2742.1127 
 
( ) 
(8.1307) 
(72.9551) 
α1= 0.20 -0.1855 
 
( ) 
(0.0000+0.0000i) 
(0.0000-0.0000i) 
0.1665 
 
(0.0180) 
(0.0149) 
(0.0180) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1662 
 
(0.0309) 
(0.0149) 
(0.0180) 
0.1671 
 
(0.0048) 
(0.0150) 
(0.0181) 
0.1209 
 
( ) 
(0.0151) 
(0.0186) 
       
LL 
0.0000 
-2541.5485i 
-33402.5382 NaN -33400.4231 -33400.1186 -33433.4706 
       
Iterations 470 96 400 61 151 51 
Table 5.3 Simulation 1: Estimation results with arbitrary initial values - ExpAR(1)-ARCH(1)  
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ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP  GA 
c= 2.00 -0.0671 
 
( ) 
(0.4856) 
(0.4844) 
1.9211 
 
(0.4801) 
(0.4801) 
(0.4801) 
NaN 
 
() 
(NaN) 
(NaN) 
1.9209 
 
(0.3767) 
(0.4796) 
(0.4801) 
1.9227 
 
(0.0256) 
(0.4799) 
(0.4798) 
1.9127 
 
( ) 
(0.4832) 
(0.4835) 
φ1= 0.10 0.0984 
 
( ) 
(0.0124) 
(0.0124) 
0.0953 
 
(0.0124) 
(0.0124) 
(0.0124) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0953 
 
(0.0118) 
(0.0124) 
(0.0124) 
0.0949 
 
(0.0069) 
(0.0124) 
(0.0124) 
0.0813 
 
( ) 
(0.0123) 
(0.0123) 
π11= -0.17 0.0019 
 
( ) 
(0+0.0932i) 
(0+0.0932i) 
0.0295 
 
(0.6760) 
(1.0340) 
(0.8910) 
NaN 
 
() 
(NaN) 
(NaN) 
-9.4184 
 
(54.1101) 
(0+10.3814i) 
(0+16.0661i) 
1.5785 
 
(0.0234) 
(1.6263) 
(1.6347) 
-1.5209 
 
( ) 
(6.6327) 
(11.4579) 
γ= 0.0010  0.0114 
 
( ) 
(0+0.0295i) 
(0+0.0296i) 
1.0001 
 
(0+0.1233i) 
(0+1.1399i) 
(0+1.0055i) 
NaN 
 
() 
(NaN) 
(NaN) 
47.7208 
 
(0.0136) 
(0+21.1246i) 
(0+19.7355i) 
0.0617 
 
(0.0171) 
(0.0651) 
(0.0652) 
9.1250 
 
( ) 
(9.2949) 
(0+68.9388i) 
α0= 18.00 -0.0003 
 
( ) 
(2.1224) 
(2.0810) 
16.8656 
 
(4.0976) 
(4.0079) 
(4.1770) 
NaN 
 
() 
(NaN) 
(NaN) 
16.8783 
 
(4.0919) 
(0+4.4455i) 
(4.1794) 
16.8172 
 
(0.1870) 
(3.8857) 
(4.1755) 
4.0417 
 
( ) 
(2.0272) 
(2.0732) 
α1= 0.0625 0.0543 
 
( ) 
(0.0053) 
(0.0053) 
0.0575 
 
(0.0057) 
(0.0057) 
(0.0058) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0575 
 
(0.0055) 
(0.0046) 
(0.0058) 
0.0577 
 
(0.0047) 
(0.0057) 
(0.0058) 
0.0422 
 
( ) 
(0.0041) 
(0.0041) 
β1= 0.93 0.9482 
 
( ) 
(0.0046) 
(0.0046) 
0.9349 
 
(0.0064) 
(0.0064) 
(0.0066) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9349 
 
(0.0064) 
(0+0.0008i) 
(0.0066) 
0.9348 
 
(0.0042) 
(0.0064) 
(0.0066) 
0.9576 
 
( ) 
(0.0037) 
(0.0037) 
       
LL -32202.2956 -32178.8478 NaN -32179.3049 -32177.6442 -32191.4646 
       
Iterations 696 57 400 42 97 51 
Table 5.4 Simulation 1: Estimation results with arbitrary initial values - ExpAR(1)-GARCH(1,1) 
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Extended ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 2.00 -5.2583 
 
( ) 
(0.0004+0.000i) 
(0.0004) 
-48.0512 
 
(0.8938) 
(0.9429) 
(0.8938) 
NaN 
 
() 
(NaN) 
(NaN) 
-48.8445 
 
(1.8012) 
(0.9672) 
(0.9952) 
-0.9516 
 
(1.5608) 
(1.1434) 
(1.1528) 
1.9689 
 
( ) 
(1.0147) 
(0.8044) 
φ1= 0.10 -0.0825 
 
( ) 
(0.0000+0.0000i) 
(0.0000) 
-0.1874 
 
(0.0132) 
(0.0135) 
(0.0132) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1919 
 
(0.0168) 
(0.0135) 
(0.0138) 
0.0978 
 
(0.0215) 
(0.0129) 
(0.0129) 
0.3080 
 
( ) 
(0.0296) 
(0.0202) 
π11= -0.17 3.7334 
 
( ) 
(1.2083+0.0000i) 
(0+1.1191i) 
257.0217 
 
(238.2429) 
(0+14.3441i) 
(236.9140) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1749 
 
(1.4331) 
(1.1169) 
(1.1151) 
-0.1871 
 
(0.9276) 
(0.0961) 
(0.0962) 
-0.9508 
 
( ) 
(0+24.8791i) 
(659.4713) 
π12= -0.25 -3.7963 
 
( ) 
(0.0000+21.1083i) 
(11.3188) 
113.8666 
 
(0+367.2461i) 
(23.3408) 
(0+366.5746i) 
NaN 
 
() 
(NaN) 
(NaN) 
4.6345 
 
(2.2475) 
(0.4926) 
(0.4933) 
-0.2404 
 
(0.0152) 
(0.0074) 
(0.0074) 
-1.6137 
 
( ) 
(0+69.0726i) 
(101.2400) 
γ= 0.0010 26.0165 
 
( ) 
(0.0000+22.8813i) 
(12.4940) 
61.7072 
 
(0+11.3510i) 
(29.7914) 
(0+12.2716i) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0325 
 
(0.0088) 
(0.0026) 
(0.0026) 
0.0010 
 
(0.0074) 
(0.0000) 
(0.0000) 
9.3092 
 
( ) 
(0+78.8859i) 
(4.7924) 
α0= 
2250.00 
157.0462 
 
( ) 
(0.1816+0.0000i) 
(0.1778) 
26287.9625 
 
(53.5430) 
(27.8709) 
(53.5284) 
NaN 
 
() 
(NaN) 
(NaN) 
2887.2452 
 
(69.5156) 
(10.0263) 
(66.6702) 
2306.0488 
 
(49.7006) 
(10.4004) 
(54.6767) 
4997.000 
 
( ) 
(0+39.3893i) 
(0+87.1271i) 
α1= 0.20 -1.5773 
 
( ) 
(0.0016+0.0000i) 
(0.0016) 
0.1977 
 
(0.0171) 
(0.0159) 
(0.0171) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1646 
 
(0.0228) 
(0.0144) 
(0.0169) 
0.1659 
 
(0.1818) 
(0.0149) 
(0.0180) 
0.1326 
 
( ) 
(0.0764) 
(0+0.0471i) 
       
LL 
0.0000  
-9383.9373i 
-34365.4499 NaN -34153.5793 -33391.9534 -35467.7697 
       
Iterations 733 72 400 82 110 51 
Table 5.5 Simulation 1: Estimation results with arbitrary initial values - Extended ExpAR(1)-
ARCH(1) 
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Extended ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 2.00 -41.5339 
 
( ) 
(0.3522-0.0000i) 
(0.3855-0.0000i) 
-53.3407 
 
(0.8851) 
(0.8756) 
(0.8821) 
NaN 
 
() 
(NaN) 
(NaN) 
-53.3406 
 
(0.8920) 
(0.8684) 
(0.8821) 
-53.3409 
 
(39.3356) 
(0.8729) 
(0.8821) 
-2.6102 
 
( ) 
(2.0226) 
(1.4111) 
φ1= 0.10 -0.1658 
 
( ) 
(0.0057-0.0000i) 
(0.0059+0.0000i) 
-0.2627 
 
(0.0128) 
(0.0127) 
(0.0128) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.2627 
 
(0.0114) 
(0.0127) 
(0.0128) 
-0.2627 
 
(672.5756) 
(0.0127) 
(0.0128) 
0.1661 
 
( ) 
(0.0175) 
(0.0159) 
π11= -0.17 147.7645 
 
( ) 
(0.0000-20.3054i) 
(185.4585+0.0006i) 
1.8956 
 
(0.9547) 
(0.9513) 
(0.9537) 
NaN 
 
() 
(NaN) 
(NaN) 
1.8956 
 
(0.5430) 
(0.9478) 
(0.9537) 
1.8946 
 
(240.0085) 
(0.9495) 
(0.9537) 
1.1477 
 
( ) 
(214.1103) 
(370.9482) 
π12= -0.25 -194.9395 
 
( ) 
(33.1833-0.0000i) 
(0.0010+32922.3647i) 
4.8096 
 
(0.5656) 
(0.5459) 
(0.5457) 
NaN 
 
() 
(NaN) 
(NaN) 
4.8096 
 
(0.5803) 
(0.5444) 
(0.5457) 
4.8095 
 
(314.2725) 
(0.5439) 
(0.5456) 
40.2961 
 
( ) 
(364.7037) 
(2550.0076) 
γ= 0.0010  4153.0995 
 
( ) 
(0.0000-33.1588i) 
(14866.8501+0.9952i) 
0.0293 
 
(0.0028) 
(0.0026) 
(0.0026) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0293 
 
(0.0025) 
(0.0026) 
(0.0026) 
0.0293 
 
(104.0859) 
(0.0026) 
(0.0026) 
46.2184 
 
( ) 
(59.6621) 
(0+31.5733i) 
α0= 18.00 -4.3637 
 
( ) 
(0.0010-0.0000i) 
(0.0013+0.0000i) 
43.5299 
 
(10.4388) 
(0+6.5161i) 
(10.8613) 
NaN 
 
() 
(NaN) 
(NaN) 
43.5159 
 
(24.5897) 
(7.3885) 
(10.8578) 
43.5447 
 
(150.9930) 
(5.9925) 
(10.8653) 
4998.8750 
 
( ) 
(60.0103) 
(0+258.6350i) 
α1= 0.0625 -0.0002 
 
( ) 
(0.0000+0.0000i) 
(0.0000+0.0000i) 
0.0579 
 
(0.0069) 
(0.0050) 
(0.0070) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0579 
 
(0.0222) 
(0.0062) 
(0.0070) 
0.0579 
 
(16.3031) 
(0.0060) 
(0.0070) 
0.0072 
 
( ) 
(0.0398) 
(0.0348) 
β1= 0.93 0.9875 
 
( ) 
(0.0000+0.0000i) 
(0.0000+0.0000i) 
0.9275 
 
(0.0091) 
(0.0017) 
(0.0095) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9275 
 
(0.0276) 
(0.0074) 
(0.0095) 
0.9274 
 
(16.5540) 
(0.0067) 
(0.0095) 
0.0910 
 
( ) 
(0.0328) 
(0.0283) 
       
LL 
-0.0212 
+10119.0699i 
-34365.4499 NaN -33433.1774 -33433.1774 -35052.3915 
       
Iterations 6244 136 400 85 62 61 
Table 5.6 Simulation 1: Estimation results with arbitrary initial values - Extended ExpAR(1)-
GARCH(1,1)  
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AR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 2.00 -3.6913 
 
( ) 
(0.0000+ 
0.0004i) 
(0+0.0004i) 
2.1175 
 
(0.6122) 
(0.6096) 
(0.6119) 
1.6507 
 
(0.6079) 
(0.6149) 
(0.6160) 
1.6514 
 
(0.0911) 
(0.6158) 
(0.6160) 
1.6514 
 
(0.0192) 
(0.5155) 
(0.6160) 
1.5961 
 
( ) 
(0.5779) 
(0.5770) 
φ1= 0.10 -0.6166 
 
( ) 
(0.0000+ 
0.0000i) 
(0+0.0000i) 
0.1136 
 
(0.0129) 
(0.0129) 
(0.0129) 
0.1149 
 
(0.0133) 
(0.0130) 
(0.0130) 
0.1149 
 
(0.0112) 
(0.0130) 
(0.0130) 
0.1149 
 
(0.0157) 
(0.0130) 
(0.0130) 
0.1218 
 
( ) 
(0.0129) 
(0.0129) 
α0= 2250.00 153.1596 
 
( ) 
(0.0000+ 
0.1999i) 
(0+0.2342i) 
2262.8483 
 
(53.1148) 
(0+9.8118i) 
(53.0978) 
2309.9214 
 
(55.0547) 
(9.3353) 
(54.7588) 
2309.9611 
 
(26.2332) 
(0+10.5920i) 
(54.7601) 
2309.9554 
 
(24.5694) 
(0+68.2113i) 
(54.7600) 
1892.0064 
 
( ) 
(0+6.7262i) 
(41.7685) 
α1= 0.20 -0.2458 
 
( ) 
(0.0000+ 
0.0003i) 
(0+0.0004i) 
0.1743 
 
(0.0181) 
(0.0148) 
(0.0181) 
0.1662 
 
(0.0179) 
(0.0149) 
(0.0180) 
0.1662 
 
(0.0100) 
(0.0147) 
(0.0180) 
0.1662 
 
(0.0060) 
(0.0082) 
(0.0180) 
0.2699 
 
( ) 
(0.0174) 
(0.0208) 
        
LL 
-6315.7908  
-7216.2383i 
-33399.1155 -33398.4414 -33398.4414 -33398.4414 -33433.9603 
        
Iterations 4065 86 40 47 100 51 
Table 5.7 Simulation 1: Estimation results with arbitrary initial values - AR(1)-ARCH(1) 
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AR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 2.00 -0.0125 
 
( ) 
(0.4861) 
(0.4850) 
1.9391 
 
(0.4807) 
(0.4803) 
(0.1006) 
1.9394 
 
(0.4219) 
(0.4805) 
(0.4807) 
1.9392 
 
(0.4272) 
(0.4810) 
(0.4807) 
1.9392 
 
(0.0028) 
(0.4793) 
(0.4807) 
1.8107 
 
( ) 
(0.5114) 
(0.5118) 
φ1= 0.10 0.1196 
 
( ) 
(0.0123) 
(0.0123) 
0.1160 
 
(0.0124) 
(0.0124) 
(0.0036) 
0.1160 
 
(0.0133) 
(0.0124) 
(0.0124) 
0.1160 
 
(0.0142) 
(0.0124) 
(0.0124) 
0.1160 
 
(0.0020) 
(0.0124) 
(0.0124) 
0.1083 
 
( ) 
(0.0136) 
(0.0136) 
α0= 18.00 -0.0118 
 
( ) 
(2.2437) 
(2.0956) 
17.2923 
 
(4.1365) 
(4.3930) 
(0.0280) 
17.2920 
 
(4.6171) 
(4.6799) 
(4.2145) 
17.2913 
 
(3.1886) 
(5.0527) 
(4.2145) 
17.2977 
 
(0.0446) 
(3.9111) 
(4.2156) 
378.9206 
 
( ) 
(0+20.8372i) 
(0+38.7673i) 
α1= 0.0625 0.0546 
 
( ) 
(0.0053) 
(0.0053) 
0.0578 
 
(0.0057) 
(0.0058) 
(0.0002) 
0.0578 
 
(0.0063) 
(0.0059) 
(0.0058) 
0.0578 
 
(0.0059) 
(0.0060) 
(0.0058) 
0.0578 
 
(0.0029) 
(0.0057) 
(0.0058) 
0.1735 
 
( ) 
(0.0110) 
(0.0098) 
β1= 0.93 0.9479 
 
( ) 
(0.0046) 
(0.0046) 
0.9344 
 
(0.0065) 
(0.0067) 
(0+ 
5.8083e+10i) 
0.9344 
 
(0.0070) 
(0.0069) 
(0.0066) 
0.9344 
 
(0.0064) 
(0.0072) 
(0.0066) 
0.9344 
 
(0.0017) 
(0.0064) 
(0.0066) 
0.6635 
 
( ) 
(0+0.0069i) 
(0+0.0198i) 
        
LL -32200.3247 -32176.6339 -32176.6339 -32176.6339 -32176.6339 -32373.9307 
        
Iterations 254 60 66 45 112 51 
Table 5.8 Simulation 1: Estimation results with arbitrary initial values - AR(1)-GARCH(1,1) 
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According to the results obtained for the first simulation, we note that for the 
ExpAR(1)-ARCH(1) model (Table 5.3) the algorithm which gave the best estimates 
and the maximum log-likelihood value (-33400.1186) was the IP, although its 
estimate of the 
11π  parameter was not close to the real parameter value. The SQP and 
the QN methods gave similar estimates to the ones obtained from the IP for all the 
parameters, apart from the 
11π  and γ  parameters, the estimates of which deviated 
even more from the real values. Interestingly, the GA gave the best estimate of the 
11π  parameter, although it did not give a good estimate for the γ  parameter and its 
estimates for the remaining parameters deviated more than the ones obtained from the 
IP algorithm. The GA also required the lowest number of generations in order to 
converge to a solution (51). On the other hand, the NM method gave estimates which 
deviated a great deal from the true parameter values and the AS algorithm failed to 
converge to a solution.  
 
In the case of the ExpAR(1)-GARCH(1,1) model (Table 5.4), again the IP, SQP and 
QN methods gave similar estimates and were close to the real values for all the 
parameters, apart from the 
11π  and γ  parameters. The GA also gave quite similar 
estimates for the c , 
1φ , 1α  and 1β  parameters, while the NM method gave similar 
estimates only for the 
1φ , 1α  and 1β  parameters. However, none of the algorithms 
managed to give a good estimate for the 
11π  parameter, while the best estimates of the 
γ  parameter were given from the NM and IP methods. The IP algorithm also gave the 
highest log-likelihood value (-32177.6442). The algorithm which required the fewest 
iterations was the SQP (42). It can also be noted that the AS algorithm failed to 
converge again. 
 
In the case of the Extended ExpAR(1)-ARCH(1) model (Table 5.5), only the IP 
algorithm gave good estimates. In fact, the IP gave estimates which were close to the 
real values for all the parameters, except for the constant c , and the maximum log-
likelihood value (-33391.9534) . The AS failed to converge once again, while all the 
remaining algorithms failed to give any good estimates. 
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For the Extended ExpAR(1)-GARCH(1,1) model (Table 5.6), none of the algorithms 
managed to give good estimates, at least for the conditional mean parameters, and the 
AS algorithm failed once again to converge to a solution. Although the IP, SQP and 
QN methods gave very similar estimates for all the parameters and the same log-
likelihood values, they gave good estimates only for the γ , 
1α  and 1β  parameters. 
 
When running the algorithms for estimating the AR(1)-ARCH(1) model parameters 
(Table 5.7), we notice that the QN, AS, SQP and IP performed well and gave very 
similar estimates and log-likelihood values, while the GA gave quite good estimates 
as well. Now the AS not only did not fail to converge, but also required the lowest 
number of iterations (40) in order to reach a solution. 
 
Similar results hold for the AR(1)-GARCH(1,1) model (Table 5.8). The QN, AS, SQP 
and IP algorithms performed well and gave the same estimates and log-likelihood 
values. Here the NM method gave similar estimates for the 
1φ , 1α  and 1β  parameters, 
as well, while the GA gave a good estimate for the c  parameter and the best estimate 
for the 
1φ  parameter, but not good estimates for the conditional variance parameters.  
Now the algorithm which required the fewest iterations was the SQP (45). 
 
It can be noticed from the previous tables that the NM method gave complex log-
likelihood values and complex standard errors for most of the parameter estimates in 
the case of the ExpAR(1)-ARCH(1), Extended ExpAR(1)-ARCH(1), Extended 
ExpAR(1)-GARCH(1,1) and AR(1)-ARCH(1) models. This can be explained by the 
fact that it gave negative estimates for some of the conditional variance parameters, 
which is a result of solving the unconstrained optimisation problem.  
 
However, the QN medthod, which also solves unconstrained optimisation problems, 
and the SQP and GA, which solve constrained optimisation problems, gave some 
complex standard errors as well, even though they did not give any negative estimate 
for the conditional variance parameters. In their case, this could be due to the fact that 
the algorithms might have reached a local solution, instead of the global one. In any 
case, it should be highlighted that complex standard errors cannot be interpreted in a 
meaningful way. 
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When estimating the above models, the IP algorithm gave estimates closer to the real 
values of the parameters in most cases, compared to the remaining methods used. 
Hence, since the IP algorithm performed better, it seems logical to use the estimates 
obtained from it as initial guesses and to run the algorithms again in order to check if 
there is any improvement in their estimation performance when we know that the 
initial values we give to the algorithms are closer to the true parameter values. The 
initial values used for the second round of optimisations are shown in Table 5.9, while 
the new estimation results are presented in Tables 5.10-5.15. 
 
 
Initial values 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
c 1.6648 1.9227 -0.9516 -53.3409 1.6514 1.9392 
1φ  0.1007 0.0949 0.0978 -0.2627 0.1149 0.1160 
11π  0.4477 1.5785 -0.1871 1.8946 - - 
12π  - - -0.2404 4.8095 - - 
γ  0.0146 0.0617 0.0010 0.0293 - - 
0α  2309.1123 16.8172 2306.0488 43.5447 2309.9554 17.2977 
1α  0.1671 0.0577 0.1659 0.0579 0.1662 0.0578 
1β  - 0.9348 - 0.9274 - 0.9344 
Table 5.9 Simulation 1: Initial guesses close to the real parameter values 
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ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 2.00 1.6650 
 
( ) 
(0.6133) 
(0.6154) 
1.6648 
 
(0.6155) 
(0.6141) 
(0.6154) 
NaN 
 
() 
(NaN) 
(NaN) 
1.6652 
 
(0.5658) 
(0.6168) 
(0.6154) 
1.6653 
 
(0.0113) 
(0.6158) 
(0.6154) 
9.6387 
 
( ) 
(0+0.0226i) 
(0+0.0226i) 
φ1= 0.10 0.1007 
 
( ) 
(0.0130) 
(0.0130) 
0.1007 
 
(0.0130) 
(0.0130) 
(0.0130) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1006 
 
(0.0107) 
(0.0130) 
(0.0130) 
0.1006 
 
(0.0073) 
(0.0130) 
(0.0130) 
-0.1893 
 
( ) 
(0+0.0018i) 
(0+0.0018i) 
π11= -0.17 0.4479 
 
( ) 
(0.5775) 
(0.5798) 
0.4477 
 
(0.5796) 
(0.5799) 
(0.5796) 
NaN 
 
() 
(NaN) 
(NaN) 
0.4476 
 
(0.2204) 
(0.5792) 
(0.5796) 
0.4482 
 
(0.0169) 
(0.5789) 
(0.5799) 
0.4444 
 
( ) 
(0.2672) 
(0.2673) 
γ= 0.0010 0.0146 
 
( ) 
(0.0126) 
(0.0127) 
0.0146 
 
(0.0130) 
(0.0127) 
(0.0127) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0146 
 
(0.0117) 
(0.0127) 
(0.0127) 
0.0146 
 
(0.0143) 
(0.0127) 
(0.0127) 
0.6538 
 
( ) 
(0.0177) 
(0.0178) 
α0= 2250.00 2309.1138 
 
( ) 
(9.0512) 
(54.8904) 
2309.1123 
 
(54.9090) 
(13.2920) 
(54.8903) 
NaN 
 
() 
(NaN) 
(NaN) 
2309.1123 
 
(1.0000) 
(0+18.0390i) 
(54.8904) 
2309.1123 
 
(1.0738) 
(7.7988) 
(54.8904) 
17.0960 
 
( ) 
(0.1203) 
(0.1203) 
α1= 0.20 0.1671 
 
( ) 
(0.0150) 
(0.0181) 
0.1671 
 
(0.0181) 
(0.0151) 
(0.0181) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1671 
 
(0.0164) 
(0.0145) 
(0.0181) 
0.1671 
 
(0.0141) 
(0.0149) 
(0.0181) 
0.9727 
 
( ) 
(0.0061) 
(0.0061) 
       
LL -33400.1186 -33400.1186 NaN -33400.1186 -33400.1186 -64788.9343 
       
Iterations 150 4 400 8 39 73 
Table 5.10 Simulation 1: Estimation results with new initial values - ExpAR(1)-ARCH(1) 
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ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 2.00 1.9226 
 
( ) 
(0.4802) 
(0.4798) 
1.9227 
 
(0.4798) 
(0.4796) 
(0.4798) 
1.9227 
 
(0.3903) 
(0.4806) 
(0.4798) 
1.9225 
 
(0.5384) 
(0.4813) 
(0.4798) 
1.9227 
 
(0.1891) 
(0.4788) 
(0.4798) 
1.5982 
 
( ) 
(0.4853) 
(0.4846) 
φ1= 0.10 0.0949 
 
( ) 
(0.0124) 
(0.0124) 
0.0949 
 
(0.0124) 
(0.0124) 
(0.0124) 
0.0949 
 
(0.0133) 
(0.0124) 
(0.0124) 
0.0949 
 
(0.0135) 
(0.0124) 
(0.0124) 
0.0949 
 
(2.2172) 
(0.0124) 
(0.0124) 
0.1056 
 
( ) 
(0.0131) 
(0.0130) 
π11= -0.17 1.5780 
 
( ) 
(1.6531) 
(1.6337) 
1.5785 
 
(1.6401) 
(1.6472) 
(1.6350) 
1.5784 
 
(0.5686) 
(1.6711) 
(1.6346) 
1.5787 
 
(0.2370) 
(1.6777) 
(1.6350) 
1.5790 
 
(0.3853) 
(1.6100) 
(1.6352) 
4.0869 
 
( ) 
(3.2499) 
(3.1319) 
γ= 0.0010  0.0617 
 
( ) 
(0.0657) 
(0.0652) 
0.0617 
 
(0.0659) 
(0.0656) 
(0.0653) 
0.0617 
 
(0.0383) 
(0.0661) 
(0.0653) 
0.0617 
 
(0.0568) 
(0.0663) 
(0.0653) 
0.0617 
 
(0.1399) 
(0.0646) 
(0.0653) 
0.2737 
 
( ) 
(0.4139) 
(0.4130) 
α0= 18.00 16.8094 
 
( ) 
(4.1113) 
(4.1741) 
16.8172 
 
(4.0969) 
(4.6533) 
(4.1755) 
16.8166 
 
(1.0062) 
(4.2832) 
(4.1754) 
16.8149 
 
(1.1334) 
(4.7494) 
(4.1750) 
16.8123 
 
(1.7688) 
(3.6895) 
(4.1746) 
120.9340 
 
( ) 
(9.7707) 
(0+42.9831i) 
α1= 0.0625 0.0577 
 
( ) 
(0.0058) 
(0.0058) 
0.0577 
 
(0.0058) 
(0.0059) 
(0.0058) 
0.0577 
 
(0.0055) 
(0.0058) 
(0.0058) 
0.0577 
 
(0.0062) 
(0.0059) 
(0.0058) 
0.0577 
 
(0.0071) 
(0.0057) 
(0.0058) 
0.1325 
 
( ) 
(0.0106) 
(0+0.0177i) 
β1= 0.93 0.9348 
 
( ) 
(0.0065) 
(0.0066) 
0.9348 
 
(0.0065) 
(0.0070) 
(0.0066) 
0.9348 
 
(0.0049) 
(0.0067) 
(0.0066) 
0.9348 
 
(0.0052) 
(0.0070) 
(0.0066) 
0.9348 
 
(0.0076) 
(0.0062) 
(0.0066) 
0.8159 
 
( ) 
(0.0116) 
(0+0.0369i) 
       
LL -32177.6442 -32177.6442 
-
3.2178e+04 
-32177.6442 -32177.6442 -32248.1846 
       
Iterations 225 10 8 14 39 52 
Table 5.11 Simulation 1: Estimation results with new initial values - ExpAR(1)-GARCH(1,1) 
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Extended ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 2.00 -0.9580 
 
( ) 
(1.1602) 
(1.1528) 
-0.9516 
 
(2.1000) 
(1.1392) 
(1.1528) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.9593 
 
(0.0594) 
(1.1558) 
(1.1528) 
-0.9517 
 
(0.1163) 
(1.0654) 
(1.1528) 
-1.5808 
 
( ) 
(0.4106) 
(1.9673) 
φ1= 0.10 0.0977 
 
( ) 
(0.0130) 
(0.0129) 
0.0978 
 
(0.0134) 
(0.0129) 
(0.0129) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0977 
 
(0.0097) 
(0.0129) 
(0.0129) 
0.0978 
 
(0.0105) 
(0.0125) 
(0.0129) 
0.1822 
 
( ) 
(0.0137) 
(0.0170) 
π11= -0.17 -0.1870 
 
( ) 
(0.0962) 
(0.0962) 
-0.1871 
 
(0.0959) 
(0.0961) 
(0.0962) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1869 
 
(0.0659) 
(0.0962) 
(0.0962) 
-0.1871 
 
(0.0938) 
(0.0957) 
(0.0962) 
0.1496 
 
( ) 
(2.2417) 
(2.3855) 
π12= -0.25 -0.2404 
 
( ) 
(0.0074) 
(0.0074) 
-0.2404 
 
(0.0124) 
(0.0074) 
(0.0074) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.2404 
 
(0.0063) 
(0.0074) 
(0.0074) 
-0.2404 
 
(0.0071) 
(0.0072) 
(0.0074) 
-1.3027 
 
( ) 
(0.2778) 
(0.6189) 
γ= 0.0010 0.0010 
 
( ) 
(0.0000) 
(0.0000) 
0.0010 
 
(0.0001) 
(0.0000) 
(0.0000) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0010 
 
(0.0000) 
(0.0000) 
(0.0000) 
0.0010 
 
(0.0000) 
(0.0000) 
(0.0000) 
0.0633 
 
( ) 
(0+0.0291i) 
(0+0.0287i) 
α0= 2250.00 2306.2520 
 
( ) 
(6.2148) 
(54.6781) 
2306.0488 
 
(62.4427) 
(10.8033) 
(54.6762) 
NaN 
 
() 
(NaN) 
(NaN) 
2306.0503 
 
(1.0187) 
(12.6934) 
(54.6711) 
2306.0488 
 
(1.0001) 
(0+16.6743i) 
(54.6772) 
4997.5000 
 
( ) 
(0+40.0981i) 
(202.0258) 
α1= 0.20 0.1658 
 
( ) 
(0.0149) 
(0.0180) 
0.1659 
 
(0.0180) 
(0.0150) 
(0.0180) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1658 
 
(0.0155) 
(0.0150) 
(0.0180) 
0.1659 
 
(0.0133) 
(0.0145) 
(0.0180) 
0.0001 
 
( ) 
(0.0157) 
(0.0240) 
       
LL -33391.9533 -33391.9534 NaN -33391.9534 -33391.9534 -35193.2638 
       
Iterations 533 2 400 15 13 51 
Table 5.12 Simulation 1: Estimation results with new initial values - Extended ExpAR(1)-
ARCH(1) 
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Extended ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP GA 
c= 2.00 -53.3406 
 
( ) 
(0.8775) 
(0.8821) 
-53.3409 
 
(0.8851) 
(0.9201) 
(0.8821) 
NaN 
 
() 
(NaN) 
(NaN) 
-53.3410 
 
(1.1630) 
(0.8733) 
(0.8821) 
-53.3405 
 
(1.3696) 
(0.8654) 
(0.8820) 
-5.6474 
 
( ) 
(1.2578) 
(1.2651) 
φ1= 0.10 -0.2627 
 
( ) 
(0.0128) 
(0.0128) 
-0.2627 
 
(0.0128) 
(0.0132) 
(0.0128) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.2627 
 
(0.0154) 
(0.0127) 
(0.0128) 
-0.2627 
 
(0.0107) 
(0.0126) 
(0.0128) 
0.1773 
 
( ) 
(0.0156) 
(0.0157) 
π11= -0.17 1.8946 
 
( ) 
(0.9588) 
(0.9537) 
1.8946 
 
(0.9574) 
(0.9993) 
(0.9537) 
NaN 
 
() 
(NaN) 
(NaN) 
1.8943 
 
(0.7109) 
(0.9503) 
(0.9537) 
1.8936 
 
(0.0409) 
(0.9545) 
(0.9536) 
1.8064 
 
( ) 
(3.2452) 
(3.0871) 
π12= -0.25 4.8095 
 
( ) 
(0.5472) 
(0.5456) 
4.8095 
 
(0.5658) 
(0.5467) 
(0.5456) 
NaN 
 
() 
(NaN) 
(NaN) 
4.8095 
 
(0.6877) 
(0.5450) 
(0.5456) 
4.8093 
 
(0.1375) 
(0.5455) 
(0.5456) 
1.1820 
 
( ) 
(1.5700) 
(1.4916) 
γ= 0.0010 0.0293 
 
( ) 
(0.0026) 
(0.0026) 
0.0293 
 
(0.0028) 
(0.0026) 
(0.0026) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0293 
 
(0.0034) 
(0.0026) 
(0.0026) 
0.0293 
 
(0.0016) 
(0.0026) 
(0.0026) 
0.1449 
 
( ) 
(0+0.0789i) 
(0+0.0803i) 
α0= 18.00 43.5170 
 
( ) 
(15.0549) 
(10.8581) 
43.5447 
 
(10.4481) 
(16.1071) 
(10.8653) 
NaN 
 
() 
(NaN) 
(NaN) 
43.5506 
 
(1.3496) 
(7.7203) 
(10.8668) 
43.5116 
 
(0.5243) 
(7.0529) 
(10.8567) 
0.0164 
 
( ) 
(4.3141) 
(3.8229) 
α1= 0.0625 0.0579 
 
( ) 
(0.0081) 
(0.0070) 
0.0579 
 
(0.0069) 
(0.0085) 
(0.0070) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0579 
 
(0.0057) 
(0.0063) 
(0.0070) 
0.0579 
 
(0.0053) 
(0.0062) 
(0.0070) 
0.0152 
 
( ) 
(0.0024) 
(0.0023) 
β1= 0.93 0.9275 
 
( ) 
(0.0122) 
(0.0095) 
0.9274 
 
(0.0092) 
(0.0131) 
(0.0095) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9274 
 
(0.0054) 
(0.0076) 
(0.0095) 
0.9275 
 
(0.0049) 
(0.0073) 
(0.0095) 
0.9855 
 
( ) 
(0.0018) 
(0.0018) 
       
LL -33433.1774 -33433.1774 NaN -33433.1774 -33433.1774 -34710.5317 
       
Iterations 414 6 400 14 57 51 
Table 5.13 Simulation 1: Estimation results with new initial values - Extended ExpAR(1)-
GARCH(1,1)  
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AR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 2.00 2.9668 
 
( ) 
(0.5661) 
(0.5660) 
2.9668 
 
(0.5660) 
(0.5660) 
(0.5660) 
2.9662 
 
(0.5304) 
(0.5782) 
(0.5660) 
2.9665 
 
(0.0921) 
(0.5665) 
(0.5660) 
2.9668 
 
(0.0658) 
(0.5654) 
(0.5660) 
0.2087 
 
( ) 
(0.8585) 
(0.8588) 
φ1= 0.10 0.1450 
 
( ) 
(0.0132) 
(0.0132) 
0.1450 
 
(0.0132) 
(0.0132) 
(0.0132) 
0.1450 
 
(0.0140) 
(0.0132) 
(0.0132) 
0.1450 
 
(0.0132) 
(0.0132) 
(0.0132) 
0.1450 
 
(0.0198) 
(0.0132) 
(0.0132) 
2.7027 
 
( ) 
(0.0175) 
(0.0175) 
α0= 2250.00 1922.1046 
 
( ) 
(8.3446) 
(45.5031) 
1922.1048 
 
(45.5173) 
(7.6091) 
(45.5032) 
1922.1060 
 
(43.8805) 
(22.9098) 
(45.5032) 
1922.1037 
 
(41.6201) 
(0+9.8134i) 
(45.5031) 
1922.1061 
 
(15.4139) 
(8.3434) 
(45.5032) 
4997.2500 
 
( ) 
(14.0318) 
(0+2.7816e+
02i) 
α1= 0.20 0.2087 
 
( ) 
(0.0155) 
(0.0182) 
0.2087 
 
(0.0183) 
(0.0155) 
(0.0182) 
0.2087 
 
(0.0190) 
(0.0162) 
(0.0182) 
0.2087 
 
(0.0143) 
(0.0143) 
(0.0182) 
0.2087 
 
(0.0119) 
(0.0155) 
(0.0182) 
0.0335 
 
( ) 
(0.0207) 
(0.0163) 
        
LL -32910.2840 -32910.2840 -32910.2840 -32910.2840 -32910.2840 -33753.4666 
        
Iterations 118 36 18 22 40 55 
Table 5.14 Simulation 1: Estimation results with new initial values - AR(1)-ARCH(1) 
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AR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 2.00 1.9394 
 
( ) 
(0.4801) 
(0.4807) 
1.9392 
 
(0.4806) 
(0.4801) 
(0.1006) 
1.9395 
 
(0.3985) 
(0.4794) 
(0.4807) 
1.9395 
 
(0.2118) 
(0.4806) 
(0.4807) 
1.9396 
 
(0.0039) 
(0.4806) 
(0.4807) 
1.8808 
 
( ) 
(0.5304) 
(0.5304) 
φ1= 0.10 0.1160 
 
( ) 
(0.0124) 
(0.0124) 
0.1160 
 
(0.0124) 
(0.0124) 
(0.0005) 
0.1160 
 
(0.0123) 
(0.0124) 
(0.0124) 
0.1160 
 
(0.0117) 
(0.0124) 
(0.0124) 
0.1160 
 
(0.0044) 
(0.0124) 
(0.0124) 
0.1034 
 
( ) 
(0.0139) 
(0.0139) 
α0= 18.00 17.2936 
 
( ) 
(4.1364) 
(4.2148) 
17.2977 
 
(4.1377) 
(3.8680) 
(0.0491) 
17.2969 
 
(1.2180) 
(3.6389) 
(4.2155) 
17.2972 
 
(1.1013) 
(3.9902) 
(4.2155) 
17.2965 
 
(0.0257) 
(3.8076) 
(4.2153) 
713.0553 
 
( ) 
(12.2129) 
(0+57.0369i) 
α1= 0.0625 0.0578 
 
( ) 
(0.0057) 
(0.0058) 
0.0578 
 
(0.0057) 
(0.0057) 
(0.0002) 
0.0578 
 
(0.0052) 
(0.0056) 
(0.0058) 
0.0578 
 
(0.0052) 
(0.0057) 
(0.0058) 
0.0578 
 
(0.0026) 
(0.0057) 
(0.0058) 
0.1966 
 
( ) 
(0.0137) 
(0.0134) 
β1= 0.93 0.9344 
 
( ) 
(0.0065) 
(0.0066) 
0.9344 
 
(0.0065) 
(0.0063) 
(0+1.7208e+10i) 
0.9344 
 
(0.0048) 
(0.0062) 
(0.0066) 
0.9344 
 
(0.0048) 
(0.0064) 
(0.0066) 
0.9344 
 
(0.0017) 
(0.0063) 
(0.0066) 
0.5018 
 
( ) 
(0.0130) 
(0+0.0240i) 
        
LL -32176.6339 -32176.6339 -32176.6339 -32176.6339 -32176.6339 -32475.1772 
        
Iterations 106 5 8 10 31 51 
Table 5.15 Simulation 1: Estimation results with new initial values - AR(1)-GARCH(1,1) 
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When the initial guesses are closer to the true values of the parameters, we note that 
for the ExpAR(1)-ARCH(1) (Table 5.10), Extended ExpAR(1)-ARCH(1) (Table 
5.12) and Extended ExpAR(1)-GARCH(1,1) (Table 5.13) models the IP, SQP, QN 
and NM methods performed better and, in fact, gave quite similar estimates and log-
likelihood values. However, all these estimates were very close to the new initial 
guesses, which were, in fact, equal to the estimates obtained from the IP algorithm 
previously when we used “arbitrary” initial guesses. Moreover, in all these cases the 
AS algorithm failed to converge to a solution.  
 
For the ExpAR(1)-GARCH(1,1), AR(1)-ARCH(1) and AR(1)-GARCH(1,1) models 
(Tables 5.11, 5.14 and 5.15, respectively) all the algorithms, apart from the GA, gave 
very similar estimates and log-likelihood values. Nevertheless, it can be noted that for 
the ExpAR(1)-GARCH(1,1) and AR(1)-GARCH(1,1) models all the estimates were 
again very close to the new initial values given to the algorithms.  
 
Furthermore, the algorithms which required the fewest iterations in order to converge 
to a solution were the AS, in the case of the ExpAR(1)-GARCH(1,1) and AR(1)-
ARCH(1) models, and the QN for the remaining models. 
 
We can also note that the GA and the SQP algorithms gave again some complex 
standard errors, which cannot be interpreted in a meaningful way, but rather represent 
failure of the variance estimation method. 
 
Finally, Figures 5.1 and 5.2 depict the plots of the simulated series for the full 
simulation size (T=3400) as well as for the first 300 observations, while Figures 5.3-
5.14 illustrate the autocorrelation and partial autocorrelation plots for each simulated 
series. It can be easily noticed that, similarly to the simulated series from the AR(1)-
ARCH(1) and AR(1)-GARCH(1,1) models, for the simulated series generated from 
our first order suggested models for the above assumed parameter values the only 
value of the autocorrelation and partial autocorrelation sequences which lies outside 
the 95% confidence bounds occurs at lag 1. 
 
Nevertheless, in the case of the ExpAR(1)-ARCH(1) and ExpAR(1)-GARCH(1,1) 
models, although both the first autocorrelation and the first partial autocorrelation had 
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the same sign as those for the AR(1)-ARCH(1) and AR(1)-GARCH(1,1) models, the 
magnitude was smaller for the first autocorrelation of the ExpAR(1)-ARCH(1) model 
and for the first autocorrelation and partial autocorrelation of the ExpAR(1)-
GARCH(1,1) model. This could be explained by the fact that in the case of the 
ExpAR(1)-ARCH(1) and ExpAR(1)-GARCH(1,1) models there is a nonlinear 
mechanism and, therefore, the autocorrelation and partial autocorrelation do not 
depend only on the value of the 1φ  parameter, but also on the value of the nonlinear 
term ( )211 1exp tyπ γ −⋅ − ⋅ , which is negative in this case since 11 0π <  and 
( ) ( )2 1exp 0,1tyγ −− ⋅ ∈ . 
 
On the other hand, in the case of the simulated series from the Extended ExpAR(1)-
ARCH(1) and Extended ExpAR(1)-GARCH(1,1) models, the first autocorrelation and 
the first partial autocorrelation were both negative. Again this can be due to the fact 
that the autocorrelation and partial autocorrelation depend not only on the 1φ  
parameter, but also on the values of the 11π , 12π  and γ  parameters and on their 
interaction through the nonlinear term ( ) ( )211 12 1 1expt ty yπ π γ− −+ ⋅ ⋅ − ⋅ . In fact, it can be 
noticed that here the assumed values of the 11π  and 12π  parameters are both negative 
compared to the assumed value of the 1φ  parameter, which is positive and of a smaller 
magnitude. 
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(a) 
 
 
(b) 
Figure 5.1 Simulation 1: Plots of ExpAR(1)-ARCH(1), Extended ExpAR(1)-ARCH(1) and 
AR(1)-ARCH(1) models for (a) T=3400 and (b) T=300 
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(a) 
 
 
(b) 
Figure 5.2 Simulation 1: Plots of ExpAR(1)-GARCH(1,1), Extended ExpAR(1)-GARCH(1,1) 
and AR(1)-GARCH(1,1) models for (a) T=3400 and (b) T=300 
  
114 
 
Figure 5.3 Simulation 1: Autocorrelation plot of ExpAR(1)-ARCH(1) 
 
 
Figure 5.4 Simulation 1: Partial autocorrelation plot of ExpAR(1)-ARCH(1) 
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Figure 5.5 Simulation 1: Autocorrelation plot of ExpAR(1)-GARCH(1,1) 
 
 
Figure 5.6 Simulation 1: Partial autocorrelation plot of ExpAR(1)-GARCH(1,1) 
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Figure 5.7 Simulation 1: Autocorrelation plot of Extended ExpAR(1)-ARCH(1) 
 
 
Figure 5.8 Simulation 1: Partial autocorrelation plot of Extended ExpAR(1)-ARCH(1) 
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Figure 5.9 Simulation 1: Autocorrelation plot of Extended ExpAR(1)-GARCH(1,1) 
 
 
Figure 5.10 Simulation 1: Partial autocorrelation plot of Extended ExpAR(1)-GARCH(1,1) 
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Figure 5.11 Simulation 1: Autocorrelation plot of AR(1)-ARCH(1) 
 
 
Figure 5.12 Simulation 1: Partial autocorrelation plot of AR(1)-ARCH(1) 
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Figure 5.13 Simulation 1: Autocorrelation plot of AR(1)-GARCH(1,1) 
 
 
Figure 5.14 Simulation 1: Partial autocorrelation plot of AR(1)-GARCH(1,1) 
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5.3.2 Simulation 2 
 
For the second simulation we consider again first-order models. The real parameter 
values which are used are shown below 
 
c= 0.05, 
1φ = 0.25, 
11π = -0.05, 
12π = 0.80, 
γ = 3.50, 
0α = 0.80, 
1α = 0.07, 
1β = 0.92. 
 
The chosen parameter values for running the second simulation are similar to 
parameter estimates obtained from the first-order models when applied to real data as 
will be seen in chapter 6, and specifically to the first differences of the OPEC prices. 
 
The first four moments of every simulated series are shown in Table 5.16, while the 
estimation results obtained from each model when using the initial values of Table 5.1 
are displayed in Tables 5.17-5.22. Furthermore, Tables 5.24-5.29 present the 
estimation results of the algorithms when using initial guesses which are closer to the 
real parameter values, and which can be found in Table 5.23. Once again at the end of 
this subsection, the plots of the simulated series and their autocorrelation and partial 
autocorrelation plots can be found (Figures 5.15-5.28). 
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Simulation 2 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
Mean 0.0576 -0.0023 0.1054 0.0051 0.0579 -0.0023 
Standard 
deviation 
0.9556 8.4385 0.9559 8.4385 0.9562 8.4386 
Kurtosis 3.3003 3.4856 3.2863 3.4859 3.2991 3.4855 
Skewness 0.0316 0.0157 0.0218 0.0150 0.0311 0.0157 
Table 5.16 Simulation 2: Moments of the simulated series 
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ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP GA 
c= 0.05  0.0455 
 
( ) 
(0.0111) 
(0.0111) 
0.0455 
 
(0.0111) 
(0.0111) 
(0.0111) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0455 
 
(0.0111) 
(0.0111) 
(0.0111) 
0.0455 
 
(0.0358) 
(0.0111) 
(0.0111) 
0.0285 
 
( ) 
(0.0111) 
(0.0111) 
φ1= 0.25  0.1447 
 
( ) 
(0.7653) 
(0.7657) 
0.2453 
 
(0+0.0372i) 
(0+0.0395i) 
(0+0.0371i) 
NaN 
 
() 
(NaN) 
(NaN) 
0.2428 
 
(0.0212) 
(0.0243) 
(0.0243) 
0.2428 
 
(0.0646) 
(0.0243) 
(0.0243) 
0.2351 
 
( ) 
(0.0136) 
(0.0136) 
π11= -0.05  0.1087 
 
( ) 
(0.7689) 
(0.7694) 
0.0151 
 
(0+0.0071i) 
(0+0.0203i) 
(0+0.0109i) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0167 
 
(0.0465) 
(0.0474) 
(0.0474) 
0.0167 
 
(0.0563) 
(0.0474) 
(0.0474) 
0.0779 
 
( ) 
(0.0613) 
(0.0615) 
γ= 3.50  0.0164 
 
( ) 
(0.1177) 
(0.1178) 
1.0005 
 
(0+8.7868i) 
(0+9.1533i) 
(0+8.6981i) 
NaN 
 
() 
(NaN) 
(NaN) 
0.5982 
 
(1.1340) 
(1.6732) 
(1.6676) 
0.5960 
 
(0.0927) 
(1.6586) 
(1.6622) 
2.7862 
 
( ) 
(0+2.5517i) 
(0+2.5438i) 
α0= 0.80  0.7760 
 
( ) 
(0.0179) 
(0.0179) 
0.7756 
 
(0.0179) 
(0.0179) 
(0.0179) 
NaN 
 
() 
(NaN) 
(NaN) 
0.7756 
 
(0.0175) 
(0.0179) 
(0.0179) 
0.7756 
 
(0.0179) 
(0.0179) 
(0.0179) 
0.7742 
 
( ) 
(0.0178) 
(0.0178) 
α1= 0.07  0.0967 
 
( ) 
(0.0165) 
(0.0165) 
0.0973 
 
(0.0164) 
(0.0164) 
(0.0164) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0973 
 
(0.0166) 
(0.0164) 
(0.0164) 
0.0973 
 
(0.0159) 
(0.0164) 
(0.0164) 
0.0967 
 
( ) 
(0.0163) 
(0.0163) 
       
LL -5979.6998 -5979.7208 NaN -5979.7041 -5979.7041 -5981.5294 
       
Iterations 575 28 400 45 36 61 
Table 5.17 Simulation 2: Estimation results with arbitrary initial values - ExpAR(1)-
ARCH(1) 
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ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05  -0.1543 
 
( ) 
(0.0876) 
(0.0875) 
-0.0094 
 
(0.0878) 
(0.0878) 
(0.0878) 
-0.0087 
 
(0.0918) 
(0.0878) 
(0.0878) 
-0.0087 
 
(0.0825) 
(0.0878) 
(0.0878) 
-0.0087 
 
(0.0411) 
(0.0878) 
(0.0878) 
-0.0082 
 
( ) 
(0.0868) 
(0.0868) 
φ1= 0.25  0.2911 
 
( ) 
(0+0.0251i) 
(0+0.0249i) 
0.2544 
 
(0.0121) 
(0.0121) 
(0.0121) 
0.2546 
 
(0.0132) 
(0.0121) 
(0.0121) 
0.2546 
 
(0.0128) 
(0.0121) 
(0.0121) 
0.2546 
 
(0.0490) 
(0.0121) 
(0.0121) 
0.2856 
 
( ) 
(0.0129) 
(0.0129) 
π11= -0.05  -0.0235 
 
( ) 
(0+0.0250i) 
(0+0.0249i) 
1.3990 
 
(0.8812) 
(0.8806) 
(0.8819) 
1.8005 
 
(1.0474) 
(0.9704) 
(0.9664) 
1.7997 
 
(0.6489) 
(0.9681) 
(0.9662) 
1.7992 
 
(0.0249) 
(0.9608) 
(0.9661) 
1.8152 
 
( ) 
(0.9908) 
(0.9862) 
γ= 3.50  -0.0020 
 
( ) 
(0+0.0010i) 
(0+0.0010i) 
0.8315 
 
(0.4765) 
(0.4762) 
(0.4766) 
1.1086 
 
(0.6151) 
(0.5828) 
(0.5810) 
1.1079 
 
(0.4392) 
(0.5809) 
(0.5806) 
1.1077 
 
(0.0417) 
(0.5781) 
(0.5805) 
1.3411 
 
( ) 
(0.6947) 
(0.6914) 
α0= 0.80 -0.0416 
 
( ) 
(0.0881) 
(0.0881) 
1.1555 
 
(0.2327) 
(0.2365) 
(0.2365) 
1.1576 
 
(0.2479) 
(0.2369) 
(0.2368) 
1.1575 
 
(0.1967) 
(0.2369) 
(0.2368) 
1.1576 
 
(0.0310) 
(0.2368) 
(0.2368) 
4.3751 
 
( ) 
(2.9669) 
(2.9256) 
α1= 0.07 0.0753 
 
( ) 
(0.0062) 
(0.0062) 
0.0746 
 
(0.0066) 
(0.0067) 
(0.0067) 
0.0746 
 
(0.0068) 
(0.0067) 
(0.0067) 
0.0746 
 
(0.0068) 
(0.0067) 
(0.0067) 
0.0746 
 
(0.0045) 
(0.0067) 
(0.0067) 
0.2175 
 
( ) 
(0.0961) 
(0.0948) 
β1= 0.92 0.9306 
 
( ) 
(0.0050) 
(0.0050) 
0.9063 
 
(0.0081) 
(0.0083) 
(0.0083) 
0.9093 
 
(0.0084) 
(0.0083) 
(0.0083) 
0.9093 
 
(0.0077) 
(0.0083) 
(0.0083) 
0.9093 
 
(0.0050) 
(0.0083) 
(0.0083) 
0.7512 
 
( ) 
(0.1084) 
(0.1069) 
       
LL -20530.2495 -20498.7702 -20498.6335 -20498.6335 -20498.6335 -20577.3186 
       
Iterations 542 62 47 43 89 53 
Table 5.18 Simulation 2: Estimation results with arbitrary initial values - ExpAR(1)-
GARCH(1,1)  
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Extended ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05  0.1520 
 
( ) 
(0.0200) 
(0.0200) 
0.1096 
 
(0.0188) 
(0.0187) 
(0.0187) 
0.1097 
 
(0.0181) 
(0.0188) 
(0.0188) 
0.0279 
 
(0.0167) 
(0.0165) 
(0.0165) 
0.0279 
 
(4.7916) 
(0.0165) 
(0.0165) 
0.1674 
 
( ) 
(0.0756) 
(0.0758) 
φ1= 0.25  0.2010 
 
( ) 
(0.0209) 
(0.0209) 
0.2377 
 
(0.0204) 
(0.0204) 
(0.0204) 
0.2377 
 
(0.0201) 
(0.0204) 
(0.0204) 
0.2514 
 
(0.0134) 
(0.0131) 
(0.0131) 
0.2514 
 
(83.2109) 
(0.0131) 
(0.0131) 
0.2333 
 
( ) 
(0.0177) 
(0.0178) 
π11= -0.05  0.1079 
 
( ) 
(0.0483) 
(0.0483) 
0.0312 
 
(0.0476) 
(0.0476) 
(0.0476) 
0.0312 
 
(0.0446) 
(0.0476) 
(0.0476) 
-0.0152 
 
(0.1179) 
(0.1181) 
(0.1181) 
-0.0152 
 
(37.4545) 
(0.1181) 
(0.1181) 
0.0501 
 
( ) 
(0.0571) 
(0.0571) 
π12= 0.80  -0.2360 
 
( ) 
(0.1021) 
(0.1021) 
-0.0977 
 
(0.0682) 
(0.0681) 
(0.0681) 
-0.0978 
 
(0.0691) 
(0.0681) 
(0.0681) 
2.2234 
 
(0.8520) 
(0.6080) 
(0.6088) 
2.2235 
 
(34.9772) 
(0.6086) 
(0.6088) 
-0.4809 
 
( ) 
(0.2210) 
(0.2216) 
γ= 3.50  0.7467 
 
( ) 
(0.2141) 
(0.2140) 
0.6453 
 
(0.2741) 
(0.2735) 
(0.2735) 
0.6452 
 
(0.2858) 
(0.2734) 
(0.2734) 
5.7395 
 
(1.3693) 
(0.9978) 
(0.9996) 
5.7396 
 
(9.2192) 
(0.9994) 
(0.9996) 
1.4187 
 
( ) 
(2.1067) 
(2.1136) 
α0= 0.80  0.7781 
 
( ) 
(0.0180) 
(0.0180) 
0.7776 
 
(0.0179) 
(0.0179) 
(0.0179) 
0.7776 
 
(0.0170) 
(0.0179) 
(0.0179) 
0.7735 
 
(0.0174) 
(0.0178) 
(0.0178) 
0.7735 
 
(23.0503) 
(0.0178) 
(0.0178) 
0.7708 
 
( ) 
(0.0179) 
(0.0179) 
α1= 0.07  0.0975 
 
( ) 
(0.0166) 
(0.0166) 
0.0962 
 
(0.0165) 
(0.0165) 
(0.0165) 
0.0962 
 
(0.0160) 
(0.0165) 
(0.0165) 
0.0989 
 
(0.0169) 
(0.0165) 
(0.0165) 
0.0989 
 
(0.5244) 
(0.0165) 
(0.0165) 
0.1027 
 
( ) 
(0.0168) 
(0.0168) 
       
LL -5989.1872 -5984.8038 -5984.8038 -5975.5477 -5975.5477 -5994.5103 
       
Iterations 786 53 60 42 50 70 
Table 5.19 Simulation 2: Estimation results with arbitrary initial values - Extended 
ExpAR(1)-ARCH(1) 
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Extended ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP GA 
c= 0.05 -0.2688 
 
( ) 
(0.0886) 
(0.0888) 
-0.0454 
 
(0.0542) 
(0.0531) 
(0.0539) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1332 
 
(0.1002) 
(0.1105) 
(0.1105) 
-0.1332 
 
(0.0571) 
(0.1105) 
(0.1105) 
0.1741 
 
( ) 
(0.0935) 
(0.0940) 
φ1= 0.25 0.2532 
 
( ) 
(0.0120) 
(0.0120) 
0.2538 
 
(0.0121) 
(0.0121) 
(0.0121) 
NaN 
 
() 
(NaN) 
(NaN) 
0.2533 
 
(0.0132) 
(0.0122) 
(0.0122) 
0.2533 
 
(0.0154) 
(0.0122) 
(0.0122) 
0.2451 
 
( ) 
(0.0121) 
(0.0121) 
π11= -0.05 -0.1814 
 
( ) 
(1.6245) 
(1.6705) 
1.4281 
 
(0+0.9821i) 
(0+0.9910i) 
(0+0.9849i) 
NaN 
 
() 
(NaN) 
(NaN) 
0.6158 
 
(0.6018) 
(0.4514) 
(0.4515) 
0.6150 
 
(0.0289) 
(0.4499) 
(0.4505) 
2.5615 
 
( ) 
(1.5961) 
(1.6101) 
π12= 0.80 -0.1989 
 
( ) 
(2.2083) 
(2.4312) 
0.5703 
 
(0.4870) 
(0.4843) 
(0.4863) 
NaN 
 
() 
(NaN) 
(NaN) 
0.5751 
 
(0.3015) 
(0.3872) 
(0.3872) 
0.5741 
 
(0.0318) 
(0.3858) 
(0.3862) 
-0.2755 
 
( ) 
(3.7694) 
(3.9455) 
γ= 3.50 4.6999 
 
( ) 
(0+1.9160i) 
(0+1.6860i) 
0.7504 
 
(0+0.6142i) 
(0+0.6203i) 
(0+0.6155i) 
NaN 
 
() 
(NaN) 
(NaN) 
0.3625 
 
(0.1834) 
(0.1920) 
(0.1920) 
0.3621 
 
(0.0106) 
(0.1913) 
(0.1915) 
3.6687 
 
( ) 
(0+2.1438i) 
(0+2.0759i) 
α0= 0.80 0.0702 
 
( ) 
(0.0954) 
(0.0954) 
1.1477 
 
(0.2299) 
(0.2336) 
(0.2337) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1370 
 
(0.2378) 
(0.2325) 
(0.2325) 
1.1369 
 
(0.0095) 
(0.2324) 
(0.2325) 
1.1290 
 
( ) 
(0.2203) 
(0.2204) 
α1= 0.07 0.0735 
 
( ) 
(0.0061) 
(0.0061) 
0.0747 
 
(0.0066) 
(0.0066) 
(0.0066) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0750 
 
(0.0066) 
(0.0066) 
(0.0066) 
0.0750 
 
(0.0034) 
(0.0066) 
(0.0066) 
0.0615 
 
( ) 
(0.0053) 
(0.0053) 
β1= 0.92 0.9298 
 
( ) 
(0.0051) 
(0.0051) 
0.9093 
 
(0.0081) 
(0.0082) 
(0.0082) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9092 
 
(0.0081) 
(0.0082) 
(0.0082) 
0.9092 
 
(0.0030) 
(0.0082) 
(0.0082) 
0.9214 
 
( ) 
(0.0070) 
(0.0070) 
       
LL -20528.6940 -20498.0782 NaN -20497.3729 -20497.3729 -20505.1403 
       
Iterations 1508 63 400 108 110 57 
Table 5.20 Simulation 2: Estimation results with arbitrary initial values - Extended 
ExpAR(1)-GARCH(1,1) 
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AR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05  0.0457 
 
( ) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.0111) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.0108) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.0111) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.7095) 
(0.0111) 
(0.0111) 
0.0467 
 
( ) 
(0.0112) 
(0.0112) 
φ1= 0.25  0.2517 
 
( ) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.0125) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.0118) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.0129) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.6326) 
(0.0125) 
(0.0125) 
0.2518 
 
( ) 
(0.0125) 
(0.0125) 
α0= 0.80  0.7759 
 
( ) 
(0.0179) 
(0.0179) 
0.7759 
 
(0.0179) 
(0.0179) 
(0.0179) 
0.7759 
 
(0.0180) 
(0.0179) 
(0.0179) 
0.7759 
 
(0.0180) 
(0.0179) 
(0.0179) 
0.7759 
 
(0.5326) 
(0.0179) 
(0.0179) 
0.7905 
 
( ) 
(0.0184) 
(0.0184) 
α1= 0.07  0.0970 
 
( ) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.0164) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.0164) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.0154) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.0566) 
(0.0164) 
(0.0164) 
0.0908 
 
( ) 
(0.0163) 
(0.0163) 
        
LL - 5980.0405 -5980.0404 -5980.0404 -5980.0404 -5980.0404 -5980.3858 
        
Iterations 291 19 29 35 30 51 
Table 5.21 Simulation 2: Estimation results with arbitrary initial values - AR(1)-ARCH(1) 
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AR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05 -0.0279 
 
( ) 
(0.0876) 
(0.0876) 
-0.0096 
 
(0.0878) 
(0.0878) 
(0.0132) 
-0.0094 
 
(0.1114) 
(0.0878) 
(0.0878) 
-0.0094 
 
(0.1449) 
(0.0878) 
(0.0878) 
-0.0094 
 
(0.3279) 
(0.0878) 
(0.0878) 
-0.1921 
 
( ) 
(0.0880) 
(0.0880) 
φ1= 0.25 0.2259 
 
( ) 
(0.0120) 
(0.0120) 
0.2562 
 
(0.0121) 
(0.0121) 
(0.0124) 
0.2562 
 
(0.0129) 
(0.0121) 
(0.0121) 
0.2562 
 
(0.0129) 
(0.0121) 
(0.0121) 
0.2562 
 
(0.1774) 
(0.0121) 
(0.0121) 
0.2590 
 
( ) 
(0.0121) 
(0.0121) 
α0= 0.80 -0.0068 
 
( ) 
(0.0906) 
(0.0906) 
1.1463 
 
(0.2318) 
(0.2354) 
(0.0213) 
1.1450 
 
(0.2208) 
(0.2352) 
(0.2352) 
1.1449 
 
(0.1812) 
(0.2352) 
(0.2352) 
1.1450 
 
(0.4946) 
(0.2352) 
(0.2352) 
0.9235 
 
( ) 
(0.1909) 
(0.1908) 
α1= 0.07 0.0746 
 
( ) 
(0.0061) 
(0.0061) 
0.0747 
 
(0.0066) 
(0.0067) 
(0.0236) 
0.0747 
 
(0.0078) 
(0.0067) 
(0.0067) 
0.0747 
 
(0.0066) 
(0.0067) 
(0.0067) 
0.0747 
 
(0.0096) 
(0.0067) 
(0.0067) 
0.0691 
 
( ) 
(0.0060) 
(0.0060) 
β1= 0.92 0.9304 
 
( ) 
(0.0050) 
(0.0050) 
0.9094 
 
(0.0081) 
(0.0082) 
(0+1.5382e+11i) 
0.9024 
 
(0.0099) 
(0.0082) 
(0.0082) 
0.9094 
 
(0.0075) 
(0.0082) 
(0.0082) 
0.9094 
 
(0.0174) 
(0.0082) 
(0.0082) 
0.9186 
 
( ) 
(0.0069) 
(0.0069) 
        
LL -20528.4765 -20502.0113 -20502.0112 -20502.0112 -20502.0112 -2050.5043 
        
Iterations 262 43 36 42 45 51 
Table 5.22 Simulation 2: Estimation results with arbitrary initial values - AR(1)-GARCH(1,1) 
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For the second simulation, when using the initial guesses shown in Table 5.1, in the 
case of the ExpAR(1)-ARCH(1) model (Table 5.17) all the algorithms, apart from the 
AS which failed to converge to a solution, gave similar estimates for the conditional 
variance parameters. Regarding the conditional mean parameters, the IP and SQP 
gave the same estimates. The QN also gave quite similar estimates for the c  and 
1φ  
parameters, while its estimates for the 
11π  and γ  parameters were closer to the real 
values, although they still deviated quite substantially. The GA gave a similar 
estimate only for the 
1φ  parameter, while it gave the best estimate for the γ  parameter. 
However, the highest log-likelihood value was given from the NM (-5979.6998), 
although its estimates for the 
1φ , 11π  and γ  parameters were not good, and then for 
the IP and SQP algorithms (-5979.7041), while the lowest number of iterations was 
given for the QN (28). 
 
For the ExpAR(1)-GARCH(1,1) model (Table 5.18), the IP, SQP and AS algorithms 
gave very similar estimates for all the parameters and the highest log-likelihood value 
(-20498.6335). Similar estimates were also obtained from the QN method for all the 
parameters, except for the 
11π  and γ  parameters, from the GA for the conditional 
mean parameters, and from the NM method for the 
1φ , 1α  and 1β  parameters. Here 
the SQP algorithm required the fewest iterations in order to converge to a solution 
(43) as well. 
 
In the case of the Extended ExpAR(1)-ARCH(1) model (Table 5.19), all the 
algorithms gave similar estimates for the conditional variance parameters. As for the 
conditional mean parameters, the QN and AS methods gave the same estimates, while 
the IP algorithm agreed with the SQP algorithm. Although none of the algorithms 
managed to give good estimates for the 
12π  and γ  parameters, the IP and SQP 
algorithms gave overall better estimates and the highest log-likelihood value (-
5975.5477). The SQP algorithm also required the minimum number of iterations to 
reach a solution (42). 
 
In the case of the Extended ExpAR(1)-GARCH(1,1) model (Table 5.20), the IP, SQP, 
QN and GA gave very similar estimates for the conditional variance parameters, 
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while the NM gave quite similar estimates for the 
1α  and 1β  parameters as well. 
Concerning the conditional mean parameters, all the algorithms, apart from the AS 
which failed to converge to a solution, gave similar estimates only for the 
1φ  
parameter. Only the IP and SQP algorithms gave very similar estimates for the 
remaining parameters as well. These also gave the highest log-likelihood value (-
20497.3729), although their estimates for the 
11π  and γ  parameters were not close to 
the real values. Nevertheless, here the GA required the lowest number of generations 
in order to give a solution.  
 
For the AR(1)-ARCH(1) model (Tables 5.21) all the algorithms, apart from the GA, 
gave exactly the same estimates and log-likelihood values, while the GA also gave 
very similar results. The lowest number of iterations was now given by the QN 
method (19). 
 
In the case of the AR(1)-GARCH(1,1) models (Table 5.22), the IP, SQP, AS and QN 
methods gave very similar estimates and the same log-likelihood values, with the AS 
algorithm requiring the minimum number of iterations to converge to a solution (36). 
Good estimates were also obtained from the GA for the 
1φ , 0α , 1α  and 1β  parameters 
and from the NM method for the 
1φ , 1α  and 1β  parameters, although the latter gave a 
negative estimate for the 
0α  parameter. 
 
According to the previous tables, it can also be noted that the GA, NM and QN 
methods gave again some complex standard errors for some parameter estimates of 
our suggested models. This result indicates that the algorithms might have reached a 
local solution, while the complex standard errors cannot be interpreted in a 
meaningful way. 
 
Next we examine the algorithms’ estimation performance when using initial guesses 
which are closer to the real parameter values, instead of arbitrary ones, in order to 
check if there is any improvement. This time we are using the QN method’s estimates 
as initial guesses, since in some cases this method gave better estimates and it often 
required fewer iterations compared to other algorithms, such as the IP. These values 
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can be seen in Table 5.23, while the new estimation results are shown in the Tables 
5.24-5.29. 
 
 
Initial values 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
c 0.0455 -0.0094 0.1096 -0.0454 0.0457 -0.0096 
1φ  0.2453 0.2544 0.2377 0.2538 0.2518 0.2562 
11π  0.0151 1.3990 0.0312 1.4281 - - 
12π  - - -0.0977 0.5703 - - 
γ  1.0005 0.8315 0.6453 0.7504 - - 
0α  0.7756 1.1555 0.7776 1.1477 0.7759 1.1463 
1α  0.0973 0.0746 0.0962 0.0747 0.0970 0.0747 
1β  - 0.9063 - 0.9093 - 0.9094 
Table 5.23 Simulation 2: Initial guesses close to the real parameter values 
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ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05  0.0455 
 
( ) 
(0.0111) 
(0.0111) 
0.0455 
 
(0.0111) 
(0.0111) 
(0.0111) 
0.0455 
 
(0.0108) 
(0.0111) 
(0.0111) 
0.0455 
 
(0.0111) 
(0.0111) 
(0.0111) 
0.0455 
 
(0.0265) 
(0.0111) 
(0.0111) 
0.0597 
 
( ) 
(0.0111) 
(0.0111) 
φ1= 0.25  0.2428 
 
( ) 
(0.0243) 
(0.0243) 
0.2428 
 
(0.0242) 
(0.0243) 
(0.0243) 
0.2428 
 
(0.0254) 
(0.0243) 
(0.0243) 
0.2428 
 
(0.0226) 
(0.0243) 
(0.0243) 
0.2428 
 
(0.0229) 
(0.0243) 
(0.0243) 
0.2368 
 
( ) 
(0.0130) 
(0.0130) 
π11= -0.05  0.0167 
 
( ) 
(0.0474) 
(0.0474) 
0.0167 
 
(0.0474) 
(0.0474) 
(0.0474) 
0.0167 
 
(0.0453) 
(0.0474) 
(0.0474) 
0.0167 
 
(0.0493) 
(0.0474) 
(0.0474) 
0.0167 
 
(0.0744) 
(0.0474) 
(0.0474) 
0.0483 
 
( ) 
(0.0610) 
(0.0610) 
γ= 3.50  0.5966 
 
( ) 
(1.6613) 
(1.6637) 
0.5964 
 
(1.6626) 
(1.6634) 
(1.6631) 
0.5952 
 
(2.2399) 
(1.6559) 
(1.6596) 
0.5973 
 
(1.7102) 
(1.6623) 
(1.6655) 
0.5968 
 
(0.0340) 
(1.6581) 
(1.6643) 
1.8467 
 
( ) 
(0+2.2885i) 
(0+2.2827i) 
α0= 0.80  0.7756 
 
( ) 
(0.0179) 
(0.0179) 
0.7756 
 
(0.0179) 
(0.0179) 
(0.0179) 
0.7756 
 
(0.0178) 
(0.0179) 
(0.0179) 
0.7756 
 
(0.0179) 
(0.0179) 
(0.0179) 
0.7756 
 
(0.0280) 
(0.0179) 
(0.0179) 
0.7829 
 
( ) 
(0.0176) 
(0.0176) 
α1= 0.07  0.0973 
 
( ) 
(0.0164) 
(0.0164) 
0.0973 
 
(0.0164) 
(0.0164) 
(0.0164) 
0.0973 
 
(0.0163) 
(0.0164) 
(0.0164) 
0.0973 
 
(0.0160) 
(0.0164) 
(0.0164) 
0.0973 
 
(0.0256) 
(0.0164) 
(0.0164) 
0.0709 
 
( ) 
(0.0144) 
(0.0144) 
       
LL -5979.7041 -5979.7041 -5979.7041 -5979.7041 -5979.7041 -5982.5892 
       
Iterations 174 24 12 13 35 54 
Table 5.24 Simulation 2: Estimation results with new initial values - ExpAR(1)-ARCH(1) 
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ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05  -0.0087 
 
( ) 
(0.0878) 
(0.0878) 
-0.0130 
 
(0.0878) 
(0.0878) 
(0.0878) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.0087 
 
(0.1027) 
(0.0878) 
(0.0878) 
-0.0087 
 
(0.0321) 
(0.0878) 
(0.0878) 
0.0112 
 
( ) 
(0.0878) 
(0.0878) 
φ1= 0.25  0.2546 
 
( ) 
(0.0121) 
(0.0121) 
0.2547 
 
(0.0121) 
(0.0121) 
(0.0121) 
NaN 
 
() 
(NaN) 
(NaN) 
0.2546 
 
(0.0129) 
(0.0121) 
(0.0121) 
0.2546 
 
(0.0120) 
(0.0121) 
(0.0121) 
0.2727 
 
( ) 
(0.0120) 
(0.0120) 
π11= -0.05  1.7991 
 
( ) 
(0.9672) 
(0.9660) 
1.4552 
 
(0.8532) 
(0.8539) 
(0.8537) 
NaN 
 
() 
(NaN) 
(NaN) 
1.7996 
 
(0.7591) 
(0.9678) 
(0.9662) 
1.7984 
 
(0.1084) 
(0.9618) 
(0.9658) 
-0.6943 
 
( ) 
(0+1.6123i) 
(0+1.2978i) 
γ= 3.50  1.1076 
 
( ) 
(0.5814) 
(0.5805) 
0.9633 
 
(0.5568) 
(0.5569) 
(0.5569) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1078 
 
(0.1349) 
(0.5816) 
(0.5805) 
1.1073 
 
(0.1481) 
(0.5784) 
(0.5803) 
9.1854 
 
( ) 
(0+6.6538i) 
(0+5.0557i) 
α0= 0.80 1.1575 
 
( ) 
(0.2368) 
(0.2368) 
1.1503 
 
(0.2317) 
(0.2355) 
(0.2354) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1576 
 
(0.3638) 
(0.2368) 
(0.2368) 
1.1576 
 
(0.0731) 
(0.2368) 
(0.2368) 
0.4461 
 
( ) 
(0.1176) 
(0.1176) 
α1= 0.07 0.0746 
 
( ) 
(0.0067) 
(0.0067) 
0.0746 
 
(0.0066) 
(0.0066) 
(0.0067) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0746 
 
(0.0077) 
(0.0067) 
(0.0067) 
0.0746 
 
(0.0055) 
(0.0067) 
(0.0067) 
0.0597 
 
( ) 
(0.0049) 
(0.0049) 
β1= 0.92 0.9093 
 
( ) 
(0.0083) 
(0.0083) 
0.9094 
 
(0.0081) 
(0.0083) 
(0.0083) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9093 
 
(0.0113) 
(0.0083) 
(0.0083) 
0.9093 
 
(0.0049) 
(0.0083) 
(0.0083) 
0.9345 
 
( ) 
(0.0049) 
(0.0049) 
       
LL -20498.6335 -20498.7166 NaN -20498.6335 -20498.6335 -20512.1159 
       
Iterations 647 45 400 18 35 51 
Table 5.25 Simulation 2: Estimation results with new initial values - ExpAR(1)-GARCH(1,1) 
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Extended ExpAR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05  0.1096 
 
( ) 
(0.0187) 
(0.0187) 
0.1096 
 
(0.0188) 
(0.0188) 
(0.0187) 
0.1096 
 
(0.4110) 
(0.0187) 
(0.0187) 
0.1096 
 
(0.0187) 
(0.0188) 
(0.0187) 
0.1096 
 
(0.0033) 
(0.0187) 
(0.0187) 
0.0631 
 
( ) 
(0.0213) 
(0.0212) 
φ1= 0.25  0.2377 
 
( ) 
(0.0204) 
(0.0204) 
0.2377 
 
(0.0204) 
(0.0204) 
(0.0204) 
0.2377 
 
(0.9352) 
(0.0204) 
(0.0204) 
0.2377 
 
(0.0204) 
(0.0204) 
(0.0204) 
0.2377 
 
(0.0032) 
(0.0204) 
(0.0204) 
0.2504 
 
( ) 
(0.0139) 
(0.0139) 
π11= -0.05  0.0312 
 
( ) 
(0.0476) 
(0.0476) 
0.0312 
 
(0.0476) 
(0.0476) 
(0.0476) 
0.0312 
 
(1.0084) 
(0.0476) 
(0.0476) 
0.0312 
 
(0.0515) 
(0.0476) 
(0.0476) 
0.0312 
 
(0.0051) 
(0.0476) 
(0.0476) 
-0.1127 
 
( ) 
(0.1070) 
(0.1070) 
π12= 0.80  -0.0977 
 
( ) 
(0.0681) 
(0.0681) 
-0.0978 
 
(0.0682) 
(0.0681) 
(0.0681) 
-0.0977 
 
(1.0242) 
(0.0681) 
(0.0681) 
-0.0977 
 
(0.1457) 
(0.0681) 
(0.0681) 
-0.0977 
 
(0.0037) 
(0.0681) 
(0.0681) 
0.4819 
 
( ) 
(0.5042) 
(0.5037) 
γ= 3.50  0.6449 
 
( ) 
(0.2734) 
(0.2734) 
0.6453 
 
(0.2740) 
(0.2735) 
(0.2735) 
0.6453 
 
(1.0062) 
(0.2735) 
(0.2735) 
0.6451 
 
(0.8466) 
(0.2735) 
(0.2734) 
0.6451 
 
(0.0052) 
(0.2734) 
(0.2734) 
3.2794 
 
( ) 
(1.1147) 
(1.1135) 
α0= 0.80  0.7776 
 
( ) 
(0.0179) 
(0.0179) 
0.7776 
 
(0.0179) 
(0.0179) 
(0.0179) 
0.7776 
 
(0.2671) 
(0.0179) 
(0.0179) 
0.7776 
 
(0.0181) 
(0.0179) 
(0.0179) 
0.7776 
 
(0.0045) 
(0.0179) 
(0.0179) 
0.8438 
 
( ) 
(0.0205) 
(0.0205) 
α1= 0.07  0.0962 
 
( ) 
(0.0165) 
(0.0165) 
0.0962 
 
(0.0165) 
(0.0165) 
(0.0165) 
0.0961 
 
(0.0518) 
(0.0165) 
(0.0165) 
0.0962 
 
(0.0177) 
(0.0165) 
(0.0165) 
0.0962 
 
(0.0060) 
(0.0165) 
(0.0165) 
0.0734 
 
( ) 
(0.0165) 
(0.0165) 
       
LL -5984.8038 -5984.8038 -5984.8038 -5984.8038 -5984.8038 -5989.7495 
       
Iterations 113 12 4 11 72 71 
Table 5.26 Simulation 2: Estimation results with new initial values - Extended ExpAR(1)-
ARCH(1)  
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Extended ExpAR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05  -0.1332 
 
( ) 
(0.1105) 
(0.1105) 
-0.1331 
 
(0.1106) 
(0.1105) 
(0.1105) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1331 
 
(0.1091) 
(0.1105) 
(0.1105) 
-0.1331 
 
(0.0991) 
(0.1105) 
(0.1105) 
-0.0281 
 
( ) 
(0.1049) 
(0.1045) 
φ1= 0.25  0.2533 
 
( ) 
(0.0122) 
(0.0122) 
0.2533 
 
(0.0122) 
(0.0122) 
(0.0122) 
NaN 
 
() 
(NaN) 
(NaN) 
0.2533 
 
(0.0122) 
(0.0122) 
(0.0122) 
0.2533 
 
(0.1022) 
(0.0122) 
(0.0122) 
0.3047 
 
( ) 
(0.0122) 
(0.0122) 
π11= -0.05  0.6151 
 
( ) 
(0.4507) 
(0.4507) 
0.6159 
 
(0.4523) 
(0.4510) 
(0.4516) 
NaN 
 
() 
(NaN) 
(NaN) 
0.6149 
 
(0.4002) 
(0.4505) 
(0.4502) 
0.6150 
 
(0.1002) 
(0.4502) 
(0.4506) 
1.9918 
 
( ) 
(1.2988) 
(1.2856) 
π12= 0.80  0.5742 
 
( ) 
(0.3863) 
(0.3863) 
0.5750 
 
(0.3877) 
(0.3867) 
(0.3871) 
NaN 
 
() 
(NaN) 
(NaN) 
0.5739 
 
(0.4748) 
(0.3864) 
(0.3861) 
0.5742 
 
(0.0425) 
(0.3862) 
(0.3863) 
0.9496 
 
( ) 
(1.3362) 
(1.3322) 
γ= 3.50  0.3621 
 
( ) 
(0.1915) 
(0.1915) 
0.3625 
 
(0.1927) 
(0.1918) 
(0.1920) 
NaN 
 
() 
(NaN) 
(NaN) 
0.3619 
 
(0.1241) 
(0.1914) 
(0.1912) 
0.3621 
 
(0.0649) 
(0.1915) 
(0.1915) 
1.4106 
 
( ) 
(1.1443) 
(1.1337) 
α0= 0.80  1.1369 
 
( ) 
(0.2324) 
(0.2325) 
1.1370 
 
(0.2289) 
(0.2325) 
(0.2325) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1367 
 
(0.2218) 
(0.2324) 
(0.2324) 
1.1369 
 
(0.0629) 
(0.2324) 
(0.2325) 
1.7913 
 
( ) 
(0.4324) 
(0.4323) 
α1= 0.07  0.0750 
 
( ) 
(0.0066) 
(0.0066) 
0.0750 
 
(0.0066) 
(0.0066) 
(0.0066) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0750 
 
(0.0066) 
(0.0066) 
(0.0066) 
0.0750 
 
(0.0075) 
(0.0066) 
(0.0066) 
0.0643 
 
( ) 
(0.0064) 
(0.0064) 
β1= 0.92 0.9092 
 
( ) 
(0.0082) 
(0.0082) 
0.9092 
 
(0.0080) 
(0.0082) 
(0.0082) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9092 
 
(0.0080) 
(0.0082) 
(0.0082) 
0.9092 
 
(0.0074) 
(0.0082) 
(0.0082) 
0.9100 
 
( ) 
(0.0110) 
(0.0110) 
       
LL -20497.3729 -20497.3729 NaN -20497.3729 -20497.3729 -20515.5319 
       
Iterations 601 96 400 18 82 59 
Table 5.27 Simulation 2: Estimation results with new initial values - Extended ExpAR(1)-
GARCH(1,1)  
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AR(1)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05 0.0457 
 
( ) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.0111) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.9836) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.0103) 
(0.0111) 
(0.0111) 
0.0457 
 
(0.0097) 
(0.0111) 
(0.0111) 
0.0566 
 
( ) 
(0.0111) 
(0.0111) 
φ1= 0.25 0.2518 
 
( ) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.0125) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.6212) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.0126) 
(0.0125) 
(0.0125) 
0.2518 
 
(0.0110) 
(0.0125) 
(0.0125) 
0.2392 
 
( ) 
(0.0125) 
(0.0125) 
α0= 0.80 0.7758 
 
( ) 
(0.0179) 
(0.0179) 
0.7759 
 
(0.0179) 
(0.0179) 
(0.0179) 
0.7758 
 
(0.9345) 
(0.0179) 
(0.0179) 
0.7759 
 
(0.0177) 
(0.0179) 
(0.0179) 
0.7759 
 
(0.0178) 
(0.0179) 
(0.0179) 
0.7685 
 
( ) 
(0.0177) 
(0.0177) 
α1= 0.07 0.0970 
 
( ) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.0164) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.3846) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.0164) 
(0.0164) 
(0.0164) 
0.0970 
 
(0.0131) 
(0.0164) 
(0.0164) 
0.1054 
 
( ) 
(0.0169) 
(0.0169) 
        
LL -5980.0404 -5980.0404 -5980.0404 -5980.0404 -5980.0404 -5981.1099 
        
Iterations 43 4 3 8 15 51 
Table 5.28 Simulation 2: Estimation results with new initial values - AR(1)-ARCH(1) 
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AR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP  IP  GA 
c= 0.05 -0.0094 
 
( ) 
(0.0878) 
(0.0878) 
-0.0096 
 
(0.0878) 
(0.0878) 
(0.0132) 
-0.0094 
 
(0.0924) 
(0.0878) 
(0.0878) 
-0.0094 
 
(0.1864) 
(0.0878) 
(0.0878) 
-0.0094 
 
(0.0075) 
(0.0878) 
(0.0878) 
0.0186 
 
( ) 
(0.0898) 
(0.0898) 
φ1= 0.25 0.2562 
 
( ) 
(0.0121) 
(0.0121) 
0.2562 
 
(0.0121) 
(0.0121) 
(0.0144) 
0.2562 
 
(0.0117) 
(0.0121) 
(0.0121) 
0.2562 
 
(0.0119) 
(0.0121) 
(0.0121) 
0.2562 
 
(0.0022) 
(0.0121) 
(0.0121) 
0.2538 
 
( ) 
(0.0124) 
(0.0124) 
α0= 0.80 1.1449 
 
( ) 
(0.2352) 
(0.2352) 
1.1463 
 
(0.2318) 
(0.2355) 
(0.0038) 
1.1448 
 
(0.2366) 
(0.2352) 
(0.2352) 
1.1449 
 
(0.4606) 
(0.2352) 
(0.2352) 
1.1451 
 
(0.0049) 
(0.2352) 
(0.2353) 
2.7891 
 
( ) 
(1.7013) 
(1.6949) 
α1= 0.07 0.0747 
 
( ) 
(0.0067) 
(0.0067) 
0.0747 
 
(0.0066) 
(0.0067) 
(0.0209) 
0.0747 
 
(0.0064) 
(0.0067) 
(0.0067) 
0.0747 
 
(0.0072) 
(0.0067) 
(0.0067) 
0.0747 
 
(0.0019) 
(0.0067) 
(0.0067) 
0.0864 
 
( ) 
(0.0191) 
(0.0190) 
β1= 0.92 0.9094 
 
( ) 
(0.0082) 
(0.0082) 
0.9094 
 
(0.0082) 
(0.0081) 
(0+3.4797e+11i) 
0.9094 
 
(0.0078) 
(0.0082) 
(0.0082) 
0.9094 
 
(0.0124) 
(0.0082) 
(0.0082) 
0.9094 
 
(0.0021) 
(0.0082) 
(0.0082) 
0.8759 
 
( ) 
(0.0408) 
(0.0407) 
        
LL -2.0502e+04 -20502.0113 -20502.0112 -20502.0112 -20502.0112 -20516.1243 
        
Iterations 107 4 7 9 32 51 
Table 5.29 Simulation 2: Estimation results with new initial values - AR(1)-GARCH(1,1) 
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Now that the initial guesses are closer to the true parameter values, we note that for 
the ExpAR(1)-ARCH(1) (Table 5.24) and Extended ExpAR(1)-ARCH(1) (Table 
5.26) models all the algorithms, except for the GA, gave exactly the same estimates 
and log-likelihood values, with the AS requiring the lowest number of iterations. It 
can be noted that the estimates of the Extended ExpAR(1)-ARCH(1) model 
parameters were almost the same as the new initial guesses. However, given the fact 
that the log-likelihood value was lower compared to the one obtained from the IP 
when using “arbitrary” initial guesses, we could expect that the algorithms have now 
reached a local optimum. Moreover, in the case of the ExpAR(1)-ARCH(1) model the 
estimates of the c , 
1φ , 0α  and 1α  parameters were very close to the new initial 
guesses too, while the estimates of the 
11π  and γ  parameters were close to the 
estimates obtained previously from the IP algorithm. In fact, all these estimates were 
very close to the estimates obtained from the IP algorithm beforehand when using 
“arbitrary” initial guesses. In addition, the GA has given some better estimates than 
the other algorithms, giving lower log-likelihood values in both cases, though. 
 
Regarding the ExpAR(1)-GARCH(1,1) (Table 5.25) and Extended ExpAR(1)-
GARCH(1,1) (Table 5.27) models, the AS algorithm failed to converge to a solution, 
while the IP, SQP, NM and QN methods gave similar estimates, with the SQP 
requiring the lowest number of iterations . These estimates were again very close to 
the ones obtained from the IP algorithm previously. 
 
Finally, for the AR(1)-ARCH(1) and AR(1)-GARCH(1,1) models (Tables 5.28 and 
5.29) all the algorithms, except for the GA, gave very similar estimates, which were 
the same as or close to the new initial guesses. In the case of the AR(1)-ARCH(1) 
model the GA gave very close estimates as well. However, in the case of the AR(1)-
GARCH(1,1) model the estimates obtained from the GA deviated more from the real 
values. 
 
Next the plots (Figures 5.15 and 5.16) and the autocorrelation and partial 
autocorrelation plots (Figures 5.17-5.28) of the simulated series can be found. It can 
be noticed that interestingly for the assumed parameter values all the simulated series 
with ARCH errors gave very similar plots and autocorrelation and partial 
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autocorrelation plots, and the same result holds for all the models with GARCH 
errors, which gave very similar plots and autocorrelation and partial autocorrelation 
plots as well. 
 
It can also be pointed out that for the second simulation the assumed values of the 1φ  
and 12π  parameters are both positive compared to the assumed value of the 11π  
parameter, which is negative and of a smaller magnitude. 
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(a) 
 
 
(b) 
Figure 5.15 Simulation 2: Plots of ExpAR(1)-ARCH(1), Extended ExpAR(1)-ARCH(1) and 
AR(1)-ARCH(1) models for (a) T=3400 and (b) T=300 
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(a) 
 
 
 (b) 
Figure 5.16 Simulation 2: Plots of ExpAR(1)-GARCH(1,1), Extended ExpAR(1)-
GARCH(1,1) and AR(1)-GARCH(1,1) models for (a) T=3400 and (b) T=300 
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Figure 5.17 Simulation 2: Autocorrelation plot of ExpAR(1)-ARCH(1) 
 
 
Figure 5.18 Simulation 2: Partial autocorrelation plot of ExpAR(1)-ARCH(1) 
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Figure 5.19 Simulation 2: Autocorrelation plot of ExpAR(1)-GARCH(1,1) 
 
 
Figure 5.20 Simulation 2: Partial autocorrelation plot of ExpAR(1)-GARCH(1,1) 
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Figure 5.21 Simulation 2: Autocorrelation plot of Extended ExpAR(1)-ARCH(1) 
 
 
Figure 5.22 Simulation 2: Partial autocorrelation plot of Extended ExpAR(1)-ARCH(1) 
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Figure 5.23 Simulation 2: Autocorrelation plot of Extended ExpAR(1)-GARCH(1,1) 
 
 
Figure 5.24 Simulation 2: Partial autocorrelation plot of Extended ExpAR(1)-GARCH(1,1) 
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Figure 5.25 Simulation 2: Autocorrelation plot of AR(1)-ARCH(1) 
 
 
Figure 5.26 Simulation 2: Partial autocorrelation plot of AR(1)-ARCH(1) 
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Figure 5.27 Simulation 2: Autocorrelation plot of AR(1)-GARCH(1,1) 
 
 
Figure 5.28 Simulation 2: Partial autocorrelation plot of AR(1)-GARCH(1) 
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5.3.3 Simulation 3 
 
For the third simulation we consider second-order models. The values of the 
conditional mean parameters which are used are the following 
 
c= 0.70, 
1φ = 0.10, 
11π = 0.32, 
12π = -0.08, 
γ = 0.04, 
2φ = -0.05, 
21π = 0.06, 
22π = 0.001, 
 
while the conditional variance parameters are set to 
 
0α = 0.88, 
1α = 0.16, 
1β = 0.82. 
 
The combination of parameter values for running this simulation was again chosen 
according to some combinations of parameter estimates obtained from the second-
order models when applied to real data as will be seen in chapter 6, and particularly to 
the first differences of the S&P500 index. 
 
Table 5.30 presents the mean, standard deviation, kurtosis and skewness of each 
simulated series, while each algorithm’s estimation results when using the initial 
values of Table 5.1 are given in Tables 5.31-5.36. Moreover, Tables 5.38-5.43 show 
the algorithms’ estimation results when using initial guesses which are closer to the 
real parameter values, and which are given in Table 5.37. In addition, Figures 5.29-
5.42 illustrate the plots of the simulated series and their autocorrelation and partial 
autocorrelation plots. 
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Simulation 3 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)-
ARCH(1) 
AR(2)-
GARCH(1,1) 
Mean 1.1375 0.9412 0.9417 0.5392 0.7556 0.8437 
Standard 
deviation 
1.1011 6.3635 1.0766 6.3788 1.0369 6.3271 
Kurtosis 3.7006 10.9072 3.6253 10.9293 3.6873 11.2223 
Skewness 0.0664 0.3913 -0.0045 0.4424 0.1425 0.4175 
Table 5.30 Simulation 3: Moments of the simulated series 
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ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.70 0.3308 
 
( ) 
(0.0000-0.0000i) 
(0.0000-0.0000i) 
0.7505 
 
(0.0213) 
(0.0213) 
(0.0213) 
0.6738 
 
(0.0225) 
(0.0221) 
(0.0221) 
0.6738 
 
(0.0220) 
(0.0221) 
(0.0221) 
0.7174 
 
(0.0236) 
(0.0231) 
(0.0231) 
0.8087 
 
( ) 
(0.0216) 
(0.0216) 
φ1= 0.10 -2.8482 
 
( ) 
(0.0000-0.0001i) 
(0.0000-0.0000i) 
0.3551 
 
(0.0174) 
(0.0174) 
(0.0174) 
0.3178 
 
(0.0396) 
(0.0412) 
(0.0412) 
0.3178 
 
(0.0376) 
(0.0412) 
(0.0412) 
0.3341 
 
(0.0235) 
(0.0440) 
(0.0440) 
0.3432 
 
( ) 
(0.0172) 
(0.0172) 
π11= 0.32 2.4879 
 
( ) 
(0.0000-0.0001i) 
(0.0038-0.0080i) 
0.1599 
 
(0.0607) 
(0.0607) 
(0.0607) 
0.1693 
 
(0.0500) 
(0.0510) 
(0.0510) 
0.1693 
 
(0.0439) 
(0.0510) 
(0.0510) 
0.1064 
 
(0.0359) 
(0.0514) 
(0.0514) 
-0.1774 
 
( ) 
(0+0.0358i) 
(0+0.0358i) 
γ= 0.04 -0.0024 
 
( ) 
(0.0000+0.0000i) 
(0.0000-0.0000i) 
0.9947 
 
(0+0.2077i) 
(0+0.2076i) 
(0+0.2076i) 
0.1171 
 
(0.0464) 
(0.0475) 
(0.0475) 
0.1171 
 
(0.0443) 
(0.0475) 
(0.0475) 
0.1309 
 
(0.0827) 
(0.0782) 
(0.0782) 
1.2992 
 
( ) 
(0+0.2288i) 
(0+0.2288i) 
φ2= -0.05 6.1131 
 
( ) 
(0.0000-0.0004i) 
(0.0987 -0.0168i) 
-0.0390 
 
(0.0161) 
(0.0161) 
(0.0161) 
-0.1250 
 
(0.0651) 
(0.0676) 
(0.0676) 
-0.1250 
 
(0.0562) 
(0.0676) 
(0.0676) 
-0.0526 
 
(0.0437) 
(0.0495) 
(0.0495) 
-0.0420 
 
( ) 
(0.0159) 
(0.0159) 
π21= 0.06 -5.4898 
 
( ) 
(0.0000-0.0004i) 
(0.0000-0.0000i) 
0.0675 
 
(0.0306) 
(0.0306) 
(0.0306) 
0.1453 
 
(0.0730) 
(0.0755) 
(0.0755) 
0.1453 
 
(0.0633) 
(0.0755) 
(0.0755) 
0.0750 
 
(0.0471) 
(0.0577) 
(0.0577) 
0.0911 
 
( ) 
(0.0327) 
(0.0327) 
α0= 0.88 1.0353 
 
( ) 
(0.0000-0.0000i) 
(0.0019-0.0091i) 
0.8234 
 
(0.0191) 
(0.0190) 
(0.0190) 
0.8591 
 
(0.0197) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.0206) 
(0.0198) 
(0.0198) 
0.8854 
 
(0.0194) 
(0.0209) 
(0.0209) 
0.7843 
 
( ) 
(0.0187) 
(0.0187) 
α1= 0.16 -0.5236 
 
( ) 
(0.0000-0.0000i) 
(0.0000-0.0000i) 
0.2389 
 
(0.0206) 
(0.0206) 
(0.0206) 
0.1833 
 
(0.0151) 
(0.0174) 
(0.0174) 
0.1833 
 
(0.0147) 
(0.0174) 
(0.0174) 
0.1695 
 
(0.0183) 
(0.0179) 
(0.0179) 
0.3440 
 
( ) 
(0.0278) 
(0.0278) 
       
LL 
0.0000 
-3348.9378i 
-6625.7046 -6598.6509 -6598.6509 -6.6619e+03 -6671.6178 
       
Iterations 1237 61 55 134 130 63 
Table 5.31 Simulation 3: Estimation results with arbitrary initial values - ExpAR(2)-
ARCH(1)  
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ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.70 -0.0034 
 
( ) 
(0.0595) 
(0.0595) 
0.7525 
 
(0.0568) 
(0.0568) 
(0.0568) 
NaN 
 
() 
(NaN) 
(NaN) 
0.7525 
 
(0.0899) 
(0.0568) 
(0.0568) 
0.7529 
 
(0.3342) 
(0.0568) 
(0.0568) 
0.6636 
 
( ) 
(0.0587) 
(0.0587) 
φ1= 0.10 0.1225 
 
( ) 
(0.0193) 
(0.0193) 
0.1098 
 
(0.0196) 
(0.0195) 
(0.0195) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1098 
 
(0.0209) 
(0.0195) 
(0.0195) 
0.1098 
 
(0.0723) 
(0.0195) 
(0.0195) 
0.2123 
 
( ) 
(0.0131) 
(0.0131) 
π11= 0.32 0.4838 
 
( ) 
(0.0557) 
(0.0557) 
0.4112 
 
(0.0532) 
(0.0532) 
(0.0532) 
NaN 
 
() 
(NaN) 
(NaN) 
0.4112 
 
(0.1391) 
(0.0532) 
(0.0532) 
0.4116 
 
(0.2763) 
(0.0532) 
(0.0532) 
1.1927 
 
( ) 
(0.9147) 
(0.9152) 
γ= 0.04 0.0412 
 
( ) 
(0.0071) 
(0.0071) 
0.0384 
 
(0.0071) 
(0.0070) 
(0.0070) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0384 
 
(0.0125) 
(0.0070) 
(0.0070) 
0.0384 
 
(0.0084) 
(0.0069) 
(0.0069) 
3.3305 
 
( ) 
(1.3110) 
(1.3115) 
φ2= -0.05 -0.0352 
 
( ) 
(0.0239) 
(0.0239) 
-0.1040 
 
(0.0263) 
(0.0262) 
(0.0262) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1040 
 
(0.0232) 
(0.0262) 
(0.0262) 
-0.1050 
 
(0.0832) 
(0.0263) 
(0.0263) 
-0.0221 
 
( ) 
(0.0137) 
(0.0137) 
π21= 0.06 0.0695 
 
( ) 
(0.0355) 
(0.0355) 
0.1330 
 
(0.0370) 
(0.0370) 
(0.0370) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1330 
 
(0.0349) 
(0.0370) 
(0.0370) 
0.1346 
 
(0.1969) 
(0.0371) 
(0.0371) 
0.4724 
 
( ) 
(0.1132) 
(0.1132) 
α0= 0.88 0.0041 
 
( ) 
(0.0443) 
(0.0443) 
1.1544 
 
(0.1439) 
(0.1444) 
(0.1444) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1544 
 
(0.1061) 
(0.1444) 
(0.1444) 
1.1632 
 
(0.0954) 
(0.1460) 
(0.1460) 
2.4719 
 
( ) 
(0.3913) 
(0.3916) 
α1= 0.16 0.1336 
 
( ) 
(0.0086) 
(0.0086) 
0.1631 
 
(0.0108) 
(0.0108) 
(0.0108) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1631 
 
(0.0098) 
(0.0108) 
(0.0108) 
0.1629 
 
(0.0670) 
(0.0109) 
(0.0109) 
0.1701 
 
( ) 
(0.0129) 
(0.0129) 
β1= 0.82 0.8810 
 
( ) 
(0.0067) 
(0.0067) 
0.8053 
 
(0.0120) 
(0.0120) 
(0.0120) 
NaN 
 
() 
(NaN) 
(NaN) 
0.8053 
 
(0.0098) 
(0.0120) 
(0.0120) 
0.8050 
 
(0.0678) 
(0.0121) 
(0.0121) 
0.7491 
 
( ) 
(0.0225) 
(0.0225) 
       
LL -17880.5850 -17714.7118 NaN - 17714.7118 -17692.7396 -17829.5053 
       
Iterations 805 104 400 138 54 55 
Table 5.32 Simulation 3: Estimation results with arbitrary initial values - ExpAR(2)-
GARCH(1,1)  
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Extended ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS  SQP  IP GA 
c= 0.70 -0.0263 
 
( ) 
(0+0.1009i) 
(0+0.1012i) 
0.6583 
 
(0.0306) 
(0.0306) 
(0.0306) 
NaN 
 
() 
(NaN) 
(NaN) 
0.7258 
 
(0.0194) 
(0.0206) 
(0.0208) 
0.6827 
 
(0.0388) 
(0.0248) 
(0.0248) 
1.1162 
 
( ) 
(0.0238) 
(0.0238) 
φ1= 0.10 0.0170 
 
( ) 
(0+0.2548i) 
(0+0.2556i) 
0.2594 
 
(0.0181) 
(0.0181) 
(0.0181) 
NaN 
 
() 
(NaN) 
(NaN) 
0.2582 
 
(0.0137) 
(0.0139) 
(0.0140) 
0.1704 
 
(0.1261) 
(0.0456) 
(0.0456) 
0.0984 
 
( ) 
(0.0160) 
(0.0160) 
π11= 0.32 -0.4088 
 
( ) 
(0+0.3723i) 
(0+0.3735i) 
0.1855 
 
(0.0670) 
(0.0670) 
(0.0670) 
NaN 
 
() 
(NaN) 
(NaN) 
3.9711 
 
(2.3532) 
(0.7304) 
(2.1602) 
0.3146 
 
(0.0760) 
(0.0586) 
(0.0586) 
-0.1062 
 
( ) 
(0.2584) 
(0.2884) 
π12= -0.08 -0.1762 
 
( ) 
(0+0.0132i) 
(0+0.0132i) 
0.1857 
 
(0.1072) 
(0.1072) 
(0.1072) 
NaN 
 
() 
(NaN) 
(NaN) 
-78.8323 
 
(54.4773) 
(0+68.6284i) 
(49.0002) 
-0.0751 
 
(0.3446) 
(0.0238) 
(0.0238) 
-0.5094 
 
( ) 
(0.2215) 
(0.2204) 
γ= 0.04  0.0405 
 
( ) 
(0+0.0187i) 
(0+0.0187i) 
0.9823 
 
(0+0.2209i) 
(0+0.2210i) 
(0+0.2210i) 
NaN 
 
() 
(NaN) 
(NaN) 
122.2297 
 
(60.5546) 
(0+56.5151i) 
(52.7387) 
0.1150 
 
(0.1013) 
(0.0428) 
(0.0428) 
9.9292 
 
( ) 
(0+0.5533i) 
(0+0.5538i) 
φ2= -0.05 -0.0602 
 
( ) 
(0+0.6322i) 
(0+0.6340i) 
-0.0263 
 
(0.0188) 
(0.0188) 
(0.0188) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.0016 
 
(0.0116) 
(0.0122) 
(0.0122) 
-0.0844 
 
(0.1849) 
(0.0644) 
(0.0644) 
-0.0915 
 
( ) 
(0.0133) 
(0.0133) 
π21= 0.06 0.0879 
 
( ) 
(0+0.6313i) 
(0+0.6330i) 
0.0653 
 
(0.0361) 
(0.0361) 
(0.0361) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1400 
 
(0.1010) 
(0.1011) 
(0.1019) 
0.1325 
 
(0.0508) 
(0.0709) 
(0.0709) 
0.2609 
 
( ) 
(0.0549) 
(0.0549) 
π22= 0.001 -0.0935 
 
( ) 
(0+0.0064i) 
(0+0.0065i) 
-0.0009 
 
(0.0128) 
(0.0128) 
(0.0128) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.0179 
 
(0.0599) 
(0.0470) 
(0.0588) 
-0.0176 
 
(0.1004) 
(0.0085) 
(0.0085) 
-0.2131 
 
( ) 
(0.0235) 
(0.0235) 
α0= 0.88 0.1286 
 
( ) 
(0+0.0088i) 
(0+0.0088i) 
0.8966 
 
(0.0219) 
(0.0219) 
(0.0219) 
NaN 
 
() 
(NaN) 
(NaN) 
0.8638 
 
(0.0191) 
(0.0199) 
(0.0199) 
0.8591 
 
(0.0964) 
(0.0198) 
(0.0198) 
0.8811 
 
( ) 
(0.0212) 
(0.0212) 
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α1= 0.16 2.0305 
 
( ) 
(0.0367) 
(0.0366) 
0.2162 
 
(0.0205) 
(0.0204) 
(0.0204) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1908 
 
(0.0175) 
(0.0173) 
(0.0173) 
0.1829 
 
(0.0235) 
(0.0174) 
(0.0174) 
0.2439 
 
( ) 
(0.0194) 
(0.0194) 
        
LL -13032.1052 -6625.1804 NaN -6641.4008 -6597.1575 -6843.5078 
        
Iterations 1574 69 400 103 194 100 
Table 5.33 Simulation 3: Estimation results with arbitrary initial values - Extended 
ExpAR(2)-ARCH(1) 
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Extended ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.70 0.0218 
 
( ) 
(0.0999) 
(0.0999) 
1.0605 
 
(0.0957) 
(0.0957) 
(0.0957) 
NaN 
 
() 
(NaN) 
(NaN) 
1.0605 
 
(0.0799) 
(0.0957) 
(0.0957) 
1.0605 
 
(0.0540) 
(0.0957) 
(0.0957) 
1.2849 
 
( ) 
(0.0655) 
(0.0655) 
φ1= 0.10 0.1000 
 
( ) 
(0.0136) 
(0.0136) 
0.1006 
 
(0.0192) 
(0.0191) 
(0.0191) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1006 
 
(0.0146) 
(0.0191) 
(0.0191) 
0.1006 
 
(0.0282) 
(0.0191) 
(0.0191) 
0.1858 
 
( ) 
(0.0136) 
(0.0136) 
π11= 0.32 -0.0682 
 
( ) 
(0.0124) 
(0.0124) 
0.3690 
 
(0.0480) 
(0.0480) 
(0.0480) 
NaN 
 
() 
(NaN) 
(NaN) 
0.3690 
 
(0.0440) 
(0.0480) 
(0.0480) 
0.3690 
 
(0.0408) 
(0.0480) 
(0.0480) 
1.1689 
 
( ) 
(0.5867) 
(0.5952) 
π12= -0.08 0.0612 
 
( ) 
(0.0436) 
(0.0436) 
-0.1024 
 
(0.0164) 
(0.0163) 
(0.0163) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1024 
 
(0.0177) 
(0.0163) 
(0.0163) 
-0.1024 
 
(0.0337) 
(0.0163) 
(0.0163) 
0.3426 
 
( ) 
(0.9506) 
(0.9318) 
γ= 0.04 0.1030 
 
( ) 
(0+0.0085i) 
(0+0.0085i) 
0.0299 
 
(0.0034) 
(0.0033) 
(0.0033) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0299 
 
(0.0042) 
(0.0033) 
(0.0033) 
0.0299 
 
(0.0608) 
(0.0033) 
(0.0033) 
3.3393 
 
( ) 
(0+1.2418i) 
(0+1.2328i) 
φ2= -0.05 -0.1308 
 
( ) 
(0.0181) 
(0.0181) 
-0.1049 
 
(0.0273) 
(0.0273) 
(0.0273) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1049 
 
(0.0579) 
(0.0273) 
(0.0273) 
-0.1049 
 
(0.0378) 
(0.0273) 
(0.0273) 
-0.1425 
 
( ) 
(0.0139) 
(0.0139) 
π21= 0.06 0.0608 
 
( ) 
(0.0324) 
(0.0324) 
0.1309 
 
(0.0378) 
(0.0378) 
(0.0378) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1309 
 
(0.0718) 
(0.0378) 
(0.0378) 
0.1309 
 
(0.0155) 
(0.0378) 
(0.0378) 
0.4937 
 
( ) 
(0.0169) 
(0.0184) 
π22= 0.001 0.0039 
 
( ) 
(0.0029) 
(0.0029) 
-0.0057 
 
(0.0023) 
(0.0023) 
(0.0023) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.0057 
 
(0.0025) 
(0.0023) 
(0.0023) 
-0.0057 
 
(0.0176) 
(0.0023) 
(0.0023) 
-0.0117 
 
( ) 
(0.0061) 
(0.0061) 
α0= 0.88 -0.0018 
 
( ) 
(0.0494) 
(0.0494) 
1.1379 
 
(0.1433) 
(0.1439) 
(0.1439) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1380 
 
(0.0800) 
(0.1439) 
(0.1439) 
1.1379 
 
(0.1311) 
(0.1439) 
(0.1439) 
1.4689 
 
( ) 
(0.1888) 
(0.1888) 
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α1= 0.16 0.1333 
 
( ) 
(0.0095) 
(0.0095) 
0.1617 
 
(0.0108) 
(0.0108) 
(0.0108) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1616 
 
(0.0133) 
(0.0108) 
(0.0108) 
0.1616 
 
(0.0121) 
(0.0108) 
(0.0108) 
0.2271 
 
( ) 
(0.0179) 
(0.0179) 
β1= 0.82 0.8818 
 
( ) 
(0.0071) 
(0.0071) 
0.8069 
 
(0.0120) 
(0.0120) 
(0.0120) 
NaN 
 
() 
(NaN) 
(NaN) 
0.8069 
 
(0.0130) 
(0.0120) 
(0.0120) 
0.8069 
 
(0.0152) 
(0.0120) 
(0.0120) 
0.7537 
 
( ) 
(0.0166) 
(0.0166) 
        
LL -17949.8868 -17706.4950 NaN -17706.4950 -17706.4950 -17952.6115 
        
Iterations 1417 130 400 122 85 63 
Table 5.34 Simulation 3: Estimation results with arbitrary initial values - Extended 
ExpAR(2)-GARCH(1,1) 
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AR(2)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.70 0.5484 
 
( ) 
(0+0.0001i) 
(0+0.0001i) 
0.6167 
 
(0.0166) 
(0.0166) 
(0.0166) 
0.6965 
 
(0.0173) 
(0.0172) 
(0.0172) 
0.6965 
 
(0.0186) 
(0.0172) 
(0.0172) 
0.6965 
 
(0.0211) 
(0.0172) 
(0.0172) 
0.7012 
 
( ) 
(0.0173) 
(0.0173) 
φ1= 0.10 0.2254 
 
( ) 
(0.0000) 
(0.0000) 
0.1729 
 
(0.0133) 
(0.0133) 
(0.0133) 
0.1259 
 
(0.0138) 
(0.0133) 
(0.0133) 
0.1259 
 
(0.0137) 
(0.0133) 
(0.0133) 
0.1259 
 
(0.0635) 
(0.0133) 
(0.0133) 
0.1133 
 
( ) 
(0.0133) 
(0.0133) 
φ2= -0.05 -0.1649 
 
( ) 
(0+0.0000i) 
(0+0.0000i) 
-0.0311 
 
(0.0117) 
(0.0117) 
(0.0117) 
-0.0537 
 
(0.0121) 
(0.0118) 
(0.0118) 
-0.0537 
 
(0.0125) 
(0.0118) 
(0.0118) 
-0.0537 
 
(0.0263) 
(0.0118) 
(0.0118) 
-0.0564 
 
( ) 
(0.0118) 
(0.0118) 
α0= 0.88 0.3515 
 
( ) 
(0+0.0018i) 
(0+0.0019i) 
0.7884 
 
(0.0178) 
(0.0177) 
(0.0177) 
0.8610 
 
(0.0200) 
(0.0198) 
(0.0198) 
0.8610 
 
(0.0204) 
(0.0198) 
(0.0198) 
0.8610 
 
(0.0120) 
(0.0198) 
(0.0198) 
0.8518 
 
( ) 
(0.0197) 
(0.0197) 
α1= 0.16 -0.8353 
 
( ) 
(0+0.0045i) 
(0+0.0045i) 
0.2417 
 
(0.0198) 
(0.0198) 
(0.0198) 
0.1828 
 
(0.0173) 
(0.0173) 
(0.0173) 
0.1828 
 
(0.0170) 
(0.0173) 
(0.0173) 
0.1828 
 
(0.0041) 
(0.0173) 
(0.0173) 
0.1957 
 
( ) 
(0.0180) 
(0.0180) 
        
LL 
-0.0000 
+5614.0261i 
-6624.3478 -6603.8278 -6603.8278 -6603.8278 -6604.7801 
        
Iterations 294 57 42 43 70 75 
Table 5.35 Simulation 3: Estimation results with arbitrary initial values - AR(2)-ARCH(1) 
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AR(2)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.70 0.0753 
 
( ) 
(0.0588) 
(0.0588) 
0.7675 
 
(0.0563) 
(0.0563) 
(0.0195) 
0.7675 
 
(0.0579) 
(0.0563) 
(0.0563) 
0.7675 
 
(0.2624) 
(0.0563) 
(0.0563) 
0.7675 
 
(0.0022) 
(0.0563) 
(0.0563) 
0.7741 
 
( ) 
(0.0557) 
(0.0557) 
φ1= 0.10 0.1645 
 
( ) 
(0.0126) 
(0.0126) 
0.1276 
 
(0.0128) 
(0.0128) 
(0.0145) 
0.1276 
 
(0.0140) 
(0.0128) 
(0.0128) 
0.1276 
 
(0.0448) 
(0.0128) 
(0.0128) 
0.1276 
 
(0.0024) 
(0.0128) 
(0.0128) 
0.1403 
 
( ) 
(0.0131) 
(0.0131) 
φ2= -0.05 -0.0486 
 
( ) 
(0.0126) 
(0.0126) 
-0.0565 
 
(0.0126) 
(0.0126) 
(0.0133) 
-0.0565 
 
(0.0137) 
(0.0126) 
(0.0126) 
-0.0565 
 
(0.0149) 
(0.0126) 
(0.0126) 
-0.0565 
 
(0.0036) 
(0.0126) 
(0.0126) 
-0.0593 
 
( ) 
(0.0128) 
(0.0128) 
α0= 0.88 -0.0018 
 
( ) 
(0.0454) 
(0.0454) 
1.1596 
 
(0.1446) 
(0.1451) 
(0.0322) 
1.1590 
 
(0.1368) 
(0.1450) 
(0.1450) 
1.1590 
 
(0.8693) 
(0.1450) 
(0.1450) 
1.1590 
 
(0.0037) 
(0.1450) 
(0.1450) 
1.6105 
 
( ) 
(0.2058) 
(0.2058) 
α1= 0.16 0.1412 
 
( ) 
(0.0092) 
(0.0092) 
0.1629 
 
(0.0109) 
(0.0109) 
(0.0037) 
0.1629 
 
(0.0109) 
(0.0109) 
(0.0109) 
0.1629 
 
(0.0162) 
(0.0109) 
(0.0109) 
0.1629 
 
(0.0021) 
(0.0109) 
(0.0109) 
0.2437 
 
( ) 
(0.0185) 
(0.0185) 
β1= 0.82 0.8757 
 
( ) 
(0.0070) 
(0.0070) 
0.8053 
 
(0.0120) 
(0.0121) 
(0+7.1843e+11i) 
0.8053 
 
(0.0116) 
(0.0121) 
(0.0121) 
0.8053 
 
(0.0402) 
(0.0121) 
(0.0121) 
0.8053 
 
(0.0022) 
(0.0121) 
(0.0121) 
0.7304 
 
( ) 
(0.0181) 
(0.0181) 
        
LL -17870.8297 -17719.6660 -17719.6660 -17719.6660 -17719.6660 -17739.5545 
        
Iterations 424 54 35 55 91 51 
Table 5.36 Simulation 3: Estimation results with arbitrary initial values - AR(2)-GARCH(1,1) 
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For this third simulation, we note that for the ExpAR(2)-ARCH(1) model (Table 5.31) 
the IP and QN methods gave quite similar estimates, while the AS and SQP 
algorithms agreed, giving exactly the same estimates, standard errors and log-
likelihood value. Interestingly, the estimates of the 
11π  parameter were close to the 
real 
1φ  parameter value and the estimates of the 1φ  parameter were close to the real 
11π  parameter value. However, this result did not hold for the 2φ  and 21π  parameters. 
Although the highest log-likelihood value was given by the AS and SQP algorithms (-
6598.6509), the algorithm that gave overall better estimates was the IP. The AS 
algorithm required the fewest iterations (55) in order to converge to a solution. 
Moreover, the GA gave relatively good estimates only for the c , 
2φ , 21π  and 0α  
parameters, while the NM method did not give any good estimates, resulting in a 
complex log-likelihood value and complex standard errors. 
 
For the ExpAR(2)-GARCH(1,1) model (Table 5.32) the IP, SQP and QN methods 
gave quite good and similar estimates for all the parameters, while the NM method 
gave quite good estimates for all the parameters, except for the c  and 
0α  parameters. 
Nevertheless, the GA did not give good estimates this time, while the AS failed. This 
time the highest log-likelihood value (-17692.7396) and the smallest number of 
iterations required (54) were both given from the IP algorithm. 
 
In the case of the Extended ExpAR(2)-ARCH(1) model (Table 5.33), the results 
varied. The best estimates in terms of closeness to the real parameter values were 
given from the IP and QN methods. More specifically, the IP algorithm gave the best 
estimates for c , 
1φ , 11π , 12π , γ  and 1α , while the QN method gave the best estimates 
for the 
2φ , 21π , 22π  and 0α  parameters. The QN method also required the lowest 
number of iterations (69) in order to converge to a solution, while the IP algorithm 
gave the highest log-likelihood value (-6597.1575). Regarding the remaining 
algorithms, the SQP algorithm gave some similar estimates, but its estimates for the 
11π , 12π  and γ  parameters deviated a lot from the real values, the NM method gave 
good estimates only for the γ , 
2φ  and 21π  parameters and the GA gave good 
estimates only for the 
1φ , 2φ  and 0α  parameters, while the AS failed to converge to a 
solution. 
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For the Extended ExpAR(2)-GARCH(1,1) model (Table 5.34), the IP, SQP and QN 
methods gave quite good estimates, being exactly the same, and the highest log-
likelihood value (-17706.4950). The NM method also gave some relatively good 
estimates for the 
1φ , γ , 2φ , 21π , 22π  and 1α  parameters. However, the GA did not 
give any good estimates this time, even though it required the fewest generations in 
order to produce a solution, and the AS algorithm failed to converge to a solution.  
 
In the case of the AR(2)-ARCH(1) (Table 5.35) the IP, SQP and AS algorithms gave 
exactly the same estimates and the maximum log-likelihood value (-6603.8278), 
while the AS algorithm also required the fewest iterations (42). The QN method and 
the GA gave quite similar estimates as well. However, the NM method did not give 
any good estimates, resulting in a complex log-likelihood value and complex standard 
errors. 
 
Finally in the case of the AR(2)-GARCH(1,1) models (Table 5.36), the IP, SQP, AS 
and QN methods gave exactly the same estimates, and the AS algorithm required 
again the fewest iterations (35). Now the NM method also gave relatively good 
estimates for the 
1φ , 2φ , 1α  and 1β  parameters  and the GA gave quite similar 
estimates for the conditional mean parameters too. 
 
It can also be noticed that once again the GA, NM, QN and SQP methods gave some 
complex standard errors for some of the parameter estimates, indicating that the 
algorithms might have reached a local solution, and not the global optimum, while the 
complex standard errors cannot be interpreted in a meaningful way. 
 
Next we use the estimates obtained from the IP algorithm as initial guesses in order to 
check the algorithms performance when the initial guesses are closer to the real 
values. These initial values are shown in Table 5.37, while the new estimation results 
are presented in Tables 5.38-5.43. 
 
  
159 
 
Initial values 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)-
ARCH(1) 
AR(2)-
GARCH(1,1) 
c 0.7174 0.7529 0.6827 1.0605 0.6965 0.7675 
1φ  0.3341 0.1098 0.1704 0.1006 0.1259 0.1276 
11π  0.1064 0.4116 0.3146 0.3690 - - 
12π  - - -0.0751 -0.1024 - - 
γ  0.1309 0.0384 0.1150 0.0299 - - 
2φ  -0.0526 -0.1050 -0.0844 -0.1049 -0.0537 -0.0565 
21π  0.0750 0.1346 0.1325 0.1309 - - 
22π  - - -0.0176 -0.0057 - - 
0α  0.8854 1.1632 0.8591 1.1379 0.8610 1.1590 
1α  0.1695 0.1629 0.1829 0.1616 0.1828 0.1629 
1β  - 0.8050 - 0.8069 - 0.8053 
Table 5.37 Simulation 3: Initial guesses close to the real parameter values 
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ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.70 0.6738 
 
( ) 
(0.0221) 
(0.0221) 
0.6738 
 
(0.0221) 
(0.0221) 
(0.0221) 
0.6738 
 
(0.0210) 
(0.0221) 
(0.0221) 
0.6738 
 
(0.0219) 
(0.0221) 
 (0.0221)  
0.6738 
 
(0.1566) 
(0.0221) 
(0.0221) 
0.8087 
 
( ) 
(0.0216) 
(0.0216) 
φ1= 0.10 0.3179 
 
( ) 
(0.0412) 
(0.0412) 
0.3178 
 
(0.0413) 
(0.0412) 
(0.0412) 
0.3178 
 
(0.0417) 
(0.0412) 
(0.0412) 
0.3178 
 
(0.0323) 
(0.0412) 
(0.0412) 
0.3138 
 
(0.7291) 
(0.0412) 
(0.0412) 
0.3432 
 
( ) 
(0.0172) 
(0.0172) 
π11= 0.32 0.1693 
 
( ) 
(0.0510) 
(0.0510) 
0.1693 
 
(0.0510) 
(0.0510) 
(0.0510) 
0.1693 
 
(0.0514) 
(0.0510) 
(0.0510) 
0.1693 
 
(0.0456) 
(0.0510) 
(0.0510) 
0.1693 
 
(0.1044) 
(0.0510) 
(0.0510) 
-0.1774 
 
( ) 
(0+0.0358i) 
(0+0.0358i) 
γ= 0.04 0.1172 
 
( ) 
(0.0475) 
(0.0475) 
0.1171 
 
(0.0481) 
(0.0475) 
(0.0475) 
0.1171 
 
(0.0462) 
(0.0474) 
(0.0475) 
0.1171 
 
(0.0452) 
(0.0475) 
(0.0475) 
0.1171 
 
(0.2680) 
(0.0475) 
(0.0475) 
1.2992 
 
( ) 
(0+0.2288i) 
(0+0.2288i) 
φ2= -0.05 -0.1249 
 
( ) 
(0.0676) 
(0.0676) 
-0.1250 
 
(0.0681) 
(0.0676) 
(0.0676) 
-0.1250 
 
(0.0668) 
(0.0676) 
(0.0676) 
-0.1250 
 
(0.0643) 
(0.0676) 
(0.0676) 
-0.1250 
 
(0.3170) 
(0.0676) 
(0.0676) 
-0.0420 
 
( ) 
(0.0159) 
(0.0159) 
π21= 0.06 0.1453 
 
( ) 
(0.0755) 
(0.0755) 
0.1453 
 
(0.0760) 
(0.0756) 
(0.0756) 
0.1453 
 
(0.0741) 
(0.0756) 
(0.0756) 
0.1453 
 
(0.0705) 
(0.0756) 
(0.0756) 
0.1453 
 
(0.2920) 
(0.0755) 
(0.0756) 
0.0911 
 
( ) 
(0.0327) 
(0.0327) 
α0= 0.88 0.8591 
 
( ) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.0198) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.0191) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.0195) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.2237) 
(0.0198) 
(0.0198) 
0.7843 
 
( ) 
(0.0187) 
(0.0278) 
α1= 0.16 0.1883 
 
( ) 
(0.0174) 
(0.0174) 
0.1833 
 
(0.0174) 
(0.0174) 
(0.0174) 
0.1833 
 
(0.0170) 
(0.0174) 
(0.0174) 
0.1883 
 
(0.0171) 
(0.0174) 
(0.0174) 
0.1833 
 
(0.0248) 
(0.0174) 
(0.0174) 
0.3440 
 
( ) 
(0.0278) 
() 
       
LL - 6598.6509 -6598.6509 -6598.6509 - 6598.6509 -6598.6509 - 6671.6178 
       
Iterations 606 46 20 22 28 63 
Table 5.38 Simulation 3: Estimation results with new initial values - ExpAR(2)-ARCH(1) 
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ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.70 0.7525 
 
( ) 
(0.0658) 
(0.0568) 
0.7525 
 
(0.0568) 
(0.0568) 
(0.0568) 
NaN 
 
() 
(NaN) 
(NaN) 
0.7525 
 
(0.0550) 
(0.0568) 
(0.0568) 
0.7525 
 
(0.0145) 
(0.0568) 
(0.0568) 
0.6752 
 
( ) 
(0.0584) 
(0.0584) 
φ1= 0.10 0.1098 
 
( ) 
(0.0195) 
(0.0195) 
0.1098 
 
(0.0196) 
(0.0195) 
(0.0195) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1098 
 
(0.0202) 
(0.0195) 
(0.0195) 
0.1098 
 
(0.0175) 
(0.0195) 
(0.0195) 
0.1855 
 
( ) 
(0.0135) 
(0.0135) 
π11= 0.32 0.4112 
 
( ) 
(0.0532) 
(0.0532) 
0.4112 
 
(0.0532) 
(0.0532) 
(0.0532) 
NaN 
 
() 
(NaN) 
(NaN) 
0.4112 
 
(0.0498) 
(0.0532) 
(0.0532) 
0.4112 
 
(0.0267) 
(0.0532) 
(0.0532) 
1.4742 
 
( ) 
(0.1963) 
(0.1964) 
γ= 0.04 0.0384 
 
( ) 
(0.0070) 
(0.0070) 
0.0384 
 
(0.0071) 
(0.0070) 
(0.0070) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0384 
 
(0.0094) 
(0.0070) 
(0.0070) 
0.0384 
 
(0.0068) 
(0.0070) 
(0.0070) 
0.9972 
 
( ) 
(0+0.3479i) 
(0+0.3476i) 
φ2= -0.05 -0.1040 
 
( ) 
(0.0262) 
(0.0262) 
-0.1040 
 
(0.0263) 
(0.0262) 
(0.0262) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1040 
 
(0.0251) 
(0.0262) 
(0.0262) 
-0.1040 
 
(0.0063) 
(0.0262) 
(0.0262) 
0.0263 
 
( ) 
(0.0151) 
(0.0151) 
π21= 0.06 0.1330 
 
( ) 
(0.0370) 
(0.0370) 
0.1331 
 
(0.0370) 
(0.0370) 
(0.0370) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1330 
 
(0.0362) 
(0.0370) 
(0.0370) 
0.1330 
 
(0.0269) 
(0.0370) 
(0.0370) 
-0.1302 
 
( ) 
(0.0437) 
(0.0437) 
α0= 0.88 1.1544 
 
( ) 
(0.1444) 
(0.1444) 
1.1544 
 
(0.1439) 
(0.1444) 
(0.1444) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1544 
 
(0.0793) 
(0.1444) 
(0.1444) 
1.1544 
 
(0.0209) 
(0.1444) 
(0.1444) 
3.5626 
 
( ) 
(0.5742) 
(0.5747) 
α1= 0.16 0.1630 
 
( ) 
(0.0108) 
(0.0108) 
0.1631 
 
(0.0108) 
(0.0108) 
(0.0108) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1631 
 
(0.0105) 
(0.0108) 
(0.0108) 
0.1631 
 
(0.0038) 
(0.0108) 
(0.0108) 
0.3549 
 
( ) 
(0.0374) 
(0.0374) 
β1= 0.82 0.8053 
 
( ) 
(0.0120) 
(0.0120) 
0.8053 
 
(0.0120) 
(0.0120) 
(0.0120) 
NaN 
 
() 
(NaN) 
(NaN) 
0.8053 
 
(0.0095) 
(0.0120) 
(0.0120) 
0.8053 
 
(0.0028) 
(0.0120) 
(0.0120) 
0.5992 
 
( ) 
(0.0368) 
(0.0369) 
       
LL -17714.7118 -17714.7118 NaN -17714.7118 -17714.7118 -17855.5340 
       
Iterations 228 46 400 16 56 53 
Table 5.39 Simulation 3: Estimation results with new initial values - ExpAR(2)-GARCH(1,1) 
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Extended ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS  SQP  IP GA 
c= 0.70 0.6827 
 
( ) 
(0.0248) 
(0.0248) 
0.6827 
 
(0.0247) 
(0.0248) 
(0.0248) 
0.6827 
 
(1.1185) 
(0.0248) 
(0.0248) 
0.6827 
 
(0.0283) 
(0.0248) 
(0.0248) 
0.6827 
 
(0.0219) 
(0.0248) 
(0.0248) 
1.1162 
 
( ) 
(0.0238) 
(0.0238) 
φ1= 0.10 0.1703 
 
( ) 
(0.0456) 
(0.0456) 
0.1704 
 
(0.0456) 
(0.0456) 
(0.0456) 
0.1704 
 
(0.8689) 
(0.0456) 
(0.0456) 
0.1704 
 
(0.1091) 
(0.0456) 
(0.0456) 
0.1704 
 
(0.0469) 
(0.0456) 
(0.0456) 
0.0984 
 
( ) 
(0.0160) 
(0.0160) 
π11= 0.32 0.3147 
 
( ) 
(0.0586) 
(0.0586) 
0.3146 
 
(0.0586) 
(0.0586) 
(0.0586) 
0.3146 
 
(0.9672) 
(0.0586) 
(0.0586) 
0.3146 
 
(0.1454) 
(0.0586) 
(0.0586) 
0.3146 
 
(0.0175) 
(0.0586) 
(0.0586) 
-0.1062 
 
( ) 
(0.2584) 
(0.2584) 
π12= -0.08 -0.0751 
 
( ) 
(0.0238) 
(0.0238) 
-0.0751 
 
(0.0237) 
(0.0238) 
(0.0238) 
-0.0751 
 
(0.9521) 
(0.0238) 
(0.0238) 
-0.0751 
 
(0.0259) 
(0.0238) 
(0.0238) 
-0.0751 
 
(0.0770) 
(0.0238) 
(0.0238) 
-0.5094 
 
( ) 
(0.2215) 
(0.2204) 
γ= 0.04  0.1150 
 
( ) 
(0.0428) 
(0.0428) 
0.1150 
 
(0.0429) 
(0.0429) 
(0.0429) 
0.1150 
 
(1.1081) 
(0.0429) 
(0.0429) 
0.1150 
 
(0.0867) 
(0.0428) 
(0.0428) 
0.1150 
 
(0.0251) 
(0.0428) 
(0.0428) 
9.9292 
 
( ) 
(0+0.5533i) 
(0+0.5538i) 
φ2= -0.05 -0.0845 
 
( ) 
(0.0644) 
(0.0644) 
-0.0844 
 
(0.0645) 
(0.0644) 
(0.0644) 
-0.0845 
 
(0.8034) 
(0.0644) 
(0.0644) 
-0.0844 
 
(0.2508) 
(0.0644) 
(0.0644) 
-0.0844 
 
(0.0367) 
(0.0644) 
(0.0644) 
-0.0915 
 
( ) 
(0.0133) 
(0.0133) 
π21= 0.06 0.1325 
 
( ) 
(0.0709) 
(0.0709) 
0.1325 
 
(0.0709) 
(0.0709) 
(0.0709) 
0.1325 
 
(0.8786) 
(0.0709) 
(0.0709) 
0.1325 
 
(0.2710) 
(0.0709) 
(0.0709) 
0.1325 
 
(0.0099) 
(0.0709) 
(0.0709) 
0.2609 
 
( ) 
(0.0549) 
(0.0549) 
π22= 0.001 -0.0176 
 
( ) 
(0.0085) 
(0.0085) 
-0.0176 
 
(0.0085) 
(0.0085) 
(0.0085) 
-0.0176 
 
(0.4700) 
(0.0085) 
(0.0085) 
-0.0176 
 
(0.0091) 
(0.0085) 
(0.0085) 
-0.0176 
 
(0.0224) 
(0.0085) 
(0.0085) 
-0.2131 
 
( ) 
(0.0235) 
(0.0235) 
α0= 0.88 0.8591 
 
( ) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.0198) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.8677) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.0201) 
(0.0198) 
(0.0198) 
0.8591 
 
(0.0130) 
(0.0198) 
(0.0198) 
0.8811 
 
( ) 
(0.0212) 
(0.0212) 
163 
 
α1= 0.16 0.1829 
 
( ) 
(0.0174) 
(0.0174) 
0.1829 
 
(0.0174) 
(0.0174) 
(0.0174) 
0.1829 
 
(0.8265) 
(0.0174) 
(0.0174) 
0.1829 
 
(0.0179) 
(0.0174) 
(0.0174) 
0.1829 
 
(0.0079) 
(0.0174) 
(0.0174) 
0.2439 
 
( ) 
(0.0194) 
(0.0194) 
        
LL -6597.1575 -6597.1575 -6597.1575 -6597.1575 -6597.1575 -6843.5080 
        
Iterations 125 14 4 15 54 100 
Table 5.40 Simulation 3: Estimation results with new initial values - Extended ExpAR(2)-
ARCH(1) 
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Extended ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.70 1.0605 
 
( ) 
(0.0957) 
(0.0957) 
1.0605 
 
(0.0957) 
(0.0957) 
(0.0957) 
NaN 
 
() 
(NaN) 
(NaN) 
1.0605 
 
(0.1092) 
(0.0957) 
(0.0957) 
1.0605 
 
(0.0620) 
(0.0957) 
(0.0957) 
0.3368 
 
( ) 
(0.0563) 
(0.0563) 
φ1= 0.10 0.1005 
 
( ) 
(0.0191) 
(0.0191) 
0.1006 
 
(0.0192) 
(0.0191) 
(0.0191) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1006 
 
(0.0277) 
(0.0191) 
(0.0191) 
0.1006 
 
(0.0412) 
(0.0191) 
(0.0191) 
0.1381 
 
( ) 
(0.0126) 
(0.0126) 
π11= 0.32 0.3691 
 
( ) 
(0.0480) 
(0.0480) 
0.3690 
 
(0.0480) 
(0.0480) 
(0.0480) 
NaN 
 
() 
(NaN) 
(NaN) 
0.3690 
 
(0.0858) 
(0.0480) 
(0.0480) 
0.3690 
 
(0.0394) 
(0.0480) 
(0.0480) 
0.1127 
 
( ) 
(1.2263) 
(1.2172) 
π12= -0.08 -0.1024 
 
( ) 
(0.0163) 
(0.0163) 
-0.1024 
 
(0.0164) 
(0.0163) 
(0.0163) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1024 
 
(0.0211) 
(0.0163) 
(0.0163) 
-0.1024 
 
(0.0171) 
(0.0163) 
(0.0163) 
3.4759 
 
( ) 
(1.7724) 
(1.7090) 
γ= 0.04 0.0299 
 
( ) 
(0.0033) 
(0.0033) 
0.0299 
 
(0.0034) 
(0.0033) 
(0.0033) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0299 
 
(0.0037) 
(0.0033) 
(0.0033) 
0.0299 
 
(0.0377) 
(0.0033) 
(0.0033) 
5.8690 
 
( ) 
(0+0.8778i) 
(0+0.8900i) 
φ2= -0.05 -0.1049 
 
( ) 
(0.0273) 
(0.0273) 
-0.1049 
 
(0.0273) 
(0.0273) 
(0.0273) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.1049 
 
(0.0366) 
(0.0273) 
(0.0273) 
-0.1049 
 
(0.0251) 
(0.0273) 
(0.0273) 
0.0406 
 
( ) 
(0.0131) 
(0.0131) 
π21= 0.06 0.1310 
 
( ) 
(0.0378) 
(0.0378) 
0.1309 
 
(0.0378) 
(0.0378) 
(0.0378) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1309 
 
(0.0521) 
(0.0378) 
(0.0378) 
0.1309 
 
(0.0305) 
(0.0378) 
(0.0378) 
-0.2047 
 
( ) 
(0.0613) 
(0.0613) 
π22= 0.001 -0.0057 
 
( ) 
(0.0023) 
(0.0023) 
-0.0057 
 
(0.0023) 
(0.0023) 
(0.0023) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.0057 
 
(0.0022) 
(0.0023) 
(0.0023) 
-0.0057 
 
(0.0471) 
(0.0023) 
(0.0023) 
-0.0467 
 
( ) 
(0.0072) 
(0.0071) 
α0= 0.88 1.1379 
 
( ) 
(0.1439) 
(0.1439) 
1.1379 
 
(0.1433) 
(0.1439) 
(0.1439) 
NaN 
 
() 
(NaN) 
(NaN) 
1.1378 
 
(0.1730) 
(0.1439) 
(0.1439) 
1.1378 
 
(0.0397) 
(0.1438) 
(0.1439) 
0.4168 
 
( ) 
(0.0666) 
(0.0666) 
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α1= 0.16 0.1616 
 
( ) 
(0.0108) 
(0.0108) 
0.1616 
 
(0.0108) 
(0.0108) 
(0.0108) 
NaN 
 
() 
(NaN) 
(NaN) 
0.1616 
 
(0.0135) 
(0.0108) 
(0.0108) 
0.1616 
 
(0.0157) 
(0.0108) 
(0.0108) 
0.1099 
 
( ) 
(0.0072) 
(0.0072) 
β1= 0.82 0.8069 
 
( ) 
(0.0120) 
(0.0120) 
0.8069 
 
(0.0120) 
(0.0120) 
(0.0120) 
NaN 
 
() 
(NaN) 
(NaN) 
0.8069 
 
(0.0169) 
(0.0120) 
(0.0120) 
0.8069 
 
(0.0109) 
(0.0120) 
(0.0120) 
0.8780 
 
( ) 
(0.0072) 
(0.0072) 
        
LL -17706.4950 -17706.4950 NaN -17706.4950 -17706.4950 -17857.6240 
        
Iterations 173 8 400 19 48 58 
Table 5.41 Simulation 3: Estimation results with new initial values - Extended ExpAR(2)-
GARCH(1,1) 
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AR(2)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.70 0.6964 
 
( ) 
(0.0172) 
(0.0172) 
0.6965 
 
(0.0172) 
(0.0172) 
(0.0172) 
0.6965 
 
(0.7653) 
(0.0172) 
(0.0172) 
0.6965 
 
(0.0173) 
(0.0172) 
(0.0172) 
0.6965 
 
(0.7063) 
(0.0172) 
(0.0172) 
0.7012 
 
( ) 
(0.0173) 
(0.0173) 
φ1= 0.10 0.1259 
 
( ) 
(0.0133) 
(0.0133) 
0.1259 
 
(0.0133) 
(0.0133) 
(0.0133) 
0.1250 
 
(0.4078) 
(0.0133) 
(0.0133) 
0.1259 
 
(0.0135) 
(0.0133) 
(0.0133) 
0.1259 
 
(3.8703) 
(0.0133) 
(0.0133) 
0.1133 
 
( ) 
(0.0133) 
(0.0133) 
φ2= -0.05 -0.0537 
 
( ) 
(0.0118) 
(0.0118) 
-0.0537 
 
(0.0118) 
(0.0118) 
(0.0118) 
-0.0537 
 
(0.5749) 
(0.0118) 
(0.0118) 
-0.0537 
 
(0.0117) 
(0.0118) 
(0.0118) 
-0.0537 
 
(4.5544) 
(0.0118) 
(0.0118) 
-0.0564 
 
( ) 
(0.0118) 
(0.0118) 
α0= 0.88 0.8609 
 
( ) 
(0.0198) 
(0.0198) 
0.8610 
 
(0.0198) 
(0.0198) 
(0.0198) 
0.8609 
 
(0.9542) 
(0.0198) 
(0.0198) 
0.8610 
 
(0.0201) 
(0.0198) 
(0.0198) 
0.8610 
 
(0.1160) 
(0.0198) 
(0.0198) 
0.8518 
 
( ) 
(0.0197) 
(0.0197) 
α1= 0.16 0.1828 
 
( ) 
(0.0173) 
(0.0173) 
0.1828 
 
(0.0173) 
(0.0173) 
(0.0173) 
0.1828 
 
(0.4375) 
(0.0173) 
(0.0173) 
0.1828 
 
(0.0172) 
(0.0173) 
(0.0173) 
0.1828 
 
(0.0424) 
(0.0173) 
(0.0173) 
0.1957 
 
( ) 
(0.0180) 
(0.0180) 
        
LL -6603.8278 -6603.8278 -6603.8278 -6603.8278 -6603.8278 -6604.7801 
        
Iterations 62 5 4 8 17 75 
Table 5.42 Simulation 3: Estimation results with new initial values - AR(2)-ARCH(1) 
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AR(2)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.70 0.7675 
 
( ) 
(0.0563) 
(0.0563) 
0.7675 
 
(0.0563) 
(0.0563) 
(0.0187) 
0.7675 
 
(0.9983) 
(0.0563) 
(0.0563) 
0.7675 
 
(0.0405) 
(0.0563) 
(0.0563) 
0.7675 
 
(0.0215) 
(0.0563) 
(0.0563) 
0.7605 
 
( ) 
(0.0570) 
(0.0570) 
φ1= 0.10 0.1276 
 
( ) 
(0.0128) 
(0.0128) 
0.1276 
 
(0.0128) 
(0.0128) 
(0.0092) 
0.1276 
 
(0.5242) 
(0.0128) 
(0.0128) 
0.1276 
 
(0.0127) 
(0.0128) 
(0.0128) 
0.1276 
 
(0.0104) 
(0.0128) 
(0.0128) 
0.1265 
 
( ) 
(0.0127) 
(0.0127) 
φ2= -0.05 -0.0565 
 
( ) 
(0.0126) 
(0.0126) 
-0.0565 
 
(0.0126) 
(0.0126) 
(0.0128) 
-0.0565 
 
(0.9011) 
(0.0126) 
(0.0126) 
-0.0565 
 
(0.0109) 
(0.0126) 
(0.0126) 
-0.0565 
 
(0.0630) 
(0.0126) 
(0.0126) 
-0.0394 
 
( ) 
(0.0126) 
(0.0126) 
α0= 0.88 1.1590 
 
( ) 
(0.1450) 
(0.1450) 
1.1590 
 
(0.1445) 
(0.1451) 
(0.0340) 
1.1590 
 
(0.9997) 
(0.1451) 
(0.1451) 
1.1590 
 
(0.0457) 
(0.1450) 
(0.1450) 
1.1590 
 
(0.1496) 
(0.1450) 
(0.1450) 
1.4372 
 
( ) 
(0.1777) 
(0.1777) 
α1= 0.16 0.1629 
 
( ) 
(0.0109) 
(0.0109) 
0.1629 
 
(0.0109) 
(0.0109) 
(0.0220) 
0.1629 
 
(0.8159) 
(0.0109) 
(0.0109) 
0.1629 
 
(0.0083) 
(0.0109) 
(0.0109) 
0.1629 
 
(0.0255) 
(0.0109) 
(0.0109) 
0.1259 
 
( ) 
(0.0079) 
(0.0079) 
β1= 0.82 0.8053 
 
( ) 
(0.0121) 
(0.0121) 
0.8053 
 
(0.0120) 
(0.0121) 
(0+2.5242e+12i) 
0.8053 
 
(0.6163) 
(0.0121) 
(0.0121) 
0.8053 
 
(0.0065) 
(0.0121) 
(0.0121) 
0.8053 
 
(0.0325) 
(0.0121) 
(0.0121) 
0.8185 
 
( ) 
(0.0123) 
(0.0123) 
        
LL -17719.6660 -17719.6660 -17719.6660 -17719.6660 -17719.6660 17735.3537 
        
Iterations 93 4 3 14 27 51 
Table 5.43 Simulation 3: Estimation results with new initial values - AR(2)-GARCH(1,1) 
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Now that the initial guesses are closer to the true parameter values, in the case of the 
ExpAR(2)-ARCH(1) model (Table 5.38) we notice that all the algorithms, apart from 
the GA, gave the same estimates, which stayed relatively close to the new initial 
guesses for most of the parameters, with the AS requiring the fewest iterations in 
order to converge to a solution (20). It can also be noted that now the estimates 
obtained were better for the 
1φ , 11π  and γ  parameters, but worse for the c , 2φ , 21π , 
0α  and 1α parameters. Moreover, although the GA did not give many good estimates 
in this case, it gave better estimates for the parameters 
2φ  and 21π . 
 
In the case of the Extended ExpAR(2)-ARCH(1) model (Table 5.40), all the 
algorithms, except for the GA, gave again exactly the same estimates, which now 
were exactly the same as the new initial guesses, and the GA gave good estimates 
only for the 
1φ , 2φ  and 0α  parameters. 
 
For the ExpAR(2)-GARCH(1,1) (Table 5.39) and Extended ExpAR(2)-GARCH(1,1) 
(Table 5.41) models, we note that the GA did not give good estimates and the AS 
algorithm failed to converge to a solution, while the IP, SQP, QN and NM methods 
gave exactly the same estimates, which were once again very close to or the same as 
the new initial values. Here the algorithms which required the minimum number of 
iterations were the SQP for the ExpAR(2)-GARCH(1,1) model (16) and the QN for 
the Extended ExpAR(2)-GARCH(1,1) model (8). 
 
Similar results hold for the AR(2)-ARCH(1) and AR(2)-GARCH(1,1) models (Tables 
5.42 and 5.43), in which all the algorithms, except for the GA, gave almost exactly the 
same estimates, which, in fact, were again exactly the same as the new initial guesses. 
Here the GA gave very good estimates as well. Furthermore, the algorithm which 
required the fewest iterations was the AS (3 for the AR(2)-ARCH(1) and 4 for the 
AR(2)-GARCH(1,1)).  
 
What is more, now only the GA gave some complex standard errors when estimating 
our suggested models’ parameters. However, as mentioned earlier, the complex 
standard errors represent failure of the variance estimation method. 
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Lastly, Figures 5.29 and 5.30 depict the plots and Figures 5.31-5.42 illustrate the 
autocorrelation and partial autocorrelation plots of the simulated series. Nevertheless, 
now the autocorrelation and partial autocorrelation plots of the simulated series of our 
suggested models are very different from the ones obtained for the simulated series 
from the AR(2)-ARCH(1) and AR(2)-GARCH(1,1) models, in which case the values 
of the autocorrelation and partial autocorrelation sequences outside the 95% 
confidence bounds occur at lags 1 and 2 and are positive and negative, respectively, as 
could be expected from the assumed 1φ  and 2φ  parameter values. 
 
Interestingly, in the case of the simulated series from our suggested models only the 
value of the first partial autocorrelation lies outside the 95% confidence bounds. 
Consequently, this result suggests that the correct order of our nonlinear conditional 
mean models cannot always be determined through the partial autocorrelation plot, as 
in the case of the linear autoregressive model. 
 
Regarding the autocorrelation plots, in the case of the ExpAR(2)-ARCH(1) and 
Extended ExpAR(2)-ARCH(1) models, although both the first and second 
autocorrelations lie outside the 95% confidence bounds, they are both positive in 
contrast to the AR(2)-ARCH(1) and AR(2)-GARCH(1,1) models, while in the case of 
the ExpAR(2)-GARCH(1,1) and Extended ExpAR(2)-GARCH(1,1) models the only 
value of the autocorrelation sequence outside the 95% confidence bounds occurs at 
lag 1. 
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(a) 
 
 
(b) 
Figure 5.29 Simulation 3: Plots of ExpAR(2)-ARCH(1), Extended ExpAR(2)-ARCH(1) and 
AR(2)-ARCH(1) models for (a) T=3400 and (b) T=300 
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(a) 
 
 
(b) 
Figure 5.30 Simulation 3: Plots of ExpAR(2)-GARCH(1,1), Extended ExpAR(2)-
GARCH(1,1) and AR(2)-GARCH(1,1) models for (a) T=3400 and (b) T=300 
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Figure 5.31 Simulation 3: Autocorrelation plot of ExpAR(2)-ARCH(1) 
 
 
Figure 5.32 Simulation 3: Partial autocorrelation plot of ExpAR(2)-ARCH(1) 
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Figure 5.33 Simulation 3: Autocorrelation plot of ExpAR(2)-GARCH(1,1) 
 
 
Figure 5.34 Simulation 3: Partial autocorrelation plot of ExpAR(2)-GARCH(1,1) 
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Figure 5.35 Simulation 3: Autocorrelation plot of Extended ExpAR(2)-ARCH(1) 
 
 
Figure 5.36 Simulation 3: Partial autocorrelation plot of Extended ExpAR(2)-ARCH(1) 
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Figure 5.37 Simulation 3: Autocorrelation plot of Extended ExpAR(2)-GARCH(1,1) 
 
 
Figure 5.38 Simulation 3: Autocorrelation plot of Extended ExpAR(2)-GARCH(1,1) 
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Figure 5.39 Simulation 3: Autocorrelation plot of AR(2)-ARCH(1) 
 
 
Figure 5.40 Simulation 3: Autocorrelation plot of AR(2)-ARCH(1) 
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Figure 5.41 Simulation 3: Autocorrelation plot of AR(2)-GARCH(1,1) 
 
 
Figure 5.42 Simulation 3: Autocorrelation plot of AR(2)-GARCH(1,1) 
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5.3.4 Simulation 4 
 
For the last simulation we consider again second-order models. The values of the 
conditional mean parameters which are used are the following 
 
c= 0.05, 
1φ = 0.25, 
11π = -0.05,  
12π = 0.80, 
γ = 3.50, 
2φ = -0.0735, 
21π = 0.03, 
22π = -0.0180, 
 
while the conditional variance parameters are set to 
 
0α = 0.0035, 
1α = 0.07, 
1β = 0.92. 
 
The choice of the parameter values for running this simulation was once again chosen 
according to some combinations of parameter estimates obtained from the second 
order models when applied to real data as will be seen in chapter 6, and specifically to 
the first differences of the OPEC prices. 
 
Similarly to the previous subsections, Table 5.44 presents the first four moments of 
every simulated series, while each algorithm’s estimation results when using the 
initial values of Table 5.1 are given in Tables 5.45-5.50. Furthermore, Tables 5.52-
5.57 show the algorithms’ estimation results when using initial guesses which are 
closer to the real parameter values, and which are found in Table 5.51. In addition, 
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Figures 5.43-5.56 depict the plots of the simulated series and their autocorrelation and 
partial autocorrelation plots. 
 
 
Simulation 4 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)-
ARCH(1) 
AR(2)-
GARCH(1,1) 
Mean 0.0583 0.0550 0.0655 0.1017 0.0596 0.0547 
Standard 
deviation 
0.0623 0.5875 0.0638 0.5877 0.0629 0.5889 
Kurtosis 3.1405 4.7362 3.1473 4.7163 3.1487 4.7181 
Skewness -0.0332 0.0838 0.0021 0.0675 -0.0365 0.0815 
Table 5.44 Simulation 4: Moments of the simulated series 
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ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.05 0.0486 
 
( ) 
(0.0013) 
(0.0013) 
0.0489 
 
(0.0012) 
(0.0012) 
(0.0012) 
0.0487 
 
(0.0012) 
(0.0013) 
(0.0013) 
0.0487 
 
(0.0012) 
(0.0012) 
(0.0013) 
0.0486 
 
(0.1790) 
(0.0013) 
(0.0012) 
0.0976 
 
( ) 
(0.0026) 
(0.0026) 
φ1= 0.25 -0.1579 
 
( ) 
(0.8480) 
(0.8405) 
0.0951 
 
(0.2592) 
(0.2808) 
(0.3097) 
-1.4170 
 
(0.5766) 
(0+11.8760i) 
(0+12.7158i) 
-2.7284 
 
(13.2563) 
(0+5.8824i) 
(51.4739) 
0.0891 
 
(0.2423) 
(0.1227) 
(0+0.3798i) 
0.5677 
 
( ) 
(0.5559) 
(0.5571) 
π11= -0.05 0.3558 
 
( ) 
(0.8604) 
(0.8530) 
0.0937 
 
(0.2424) 
(0.2657) 
(0.2965) 
1.6171 
 
(0.5845) 
(0+11.8715i) 
(0+12.7126i) 
2.9283 
 
(13.2255) 
(0+5.8842i) 
(51.4719) 
0.1162 
 
(0.0239) 
(0.1309) 
(0+0.3424i) 
-0.8191 
 
( ) 
(0.5803) 
(0.5809) 
γ= 3.50 1.0734 
 
( ) 
(0+1.9559i) 
(0+2.0266i) 
1.0000 
 
(0+1.4829i) 
(0+1.5308i) 
(0+1.5275i) 
0.4540 
 
(0.4012) 
(0+3.4258i) 
(0+3.6417i) 
0.2435 
 
(0.8070) 
(0+0.4750i) 
(4.3332) 
9.8478 
 
(0.4836) 
(9.5315) 
(0+54.1353i) 
3.5197 
 
( ) 
(1.7030) 
(1.7789) 
φ2= -0.0735 -0.3737 
 
( ) 
(0+1.1679i) 
(0+1.2060i) 
-0.0116 
 
(1.2668) 
(1.2883) 
(1.2808) 
0.5176 
 
(0.4655) 
(0+3.0691i) 
(0+3.6128i) 
0.9027 
 
(16.6254) 
(4.9384) 
(17.2677) 
0.0081 
 
(0.2563) 
(0.1479) 
(0.0771) 
3.7867 
 
( ) 
(2.1353) 
(2.2222) 
π21= 0.03 0.3527 
 
( ) 
(0+1.1697i) 
(0+1.2081i) 
-0.0121 
 
(1.2758) 
(1.2974) 
(1.2899) 
-0.5430 
 
(0.4702) 
(0+3.0595i) 
(0+3.6065i) 
-0.9279 
 
(16.6113) 
(4.9470) 
(17.2705) 
-0.0339 
 
(0.0275) 
(0.1572) 
(0.0980) 
-4.0972 
 
( ) 
(2.1445) 
(2.2312) 
α0= 0.0035 0.0035 
 
( ) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0006) 
(0.0001) 
(0.0001) 
0.0208 
 
( ) 
(0+0.0005i) 
(0+0.0005i) 
α1= 0.07 0.0608 
 
( ) 
(0.0146) 
(0.0146) 
0.0602 
 
(0.0146) 
(0.0145) 
(0.0145) 
0.0611 
 
(0.0142) 
(0.0146) 
(0.0146) 
0.0611 
 
(0.0152) 
(0.0146) 
(0.0146) 
0.0613 
 
(0.0198) 
(0.0146) 
(0.0146) 
0.3131 
 
( ) 
(0+0.0949i) 
(0+0.0948i) 
       
LL 12481.5009 12481.3237 12481.6063 12481.6018 12481.8327 9143.0495 
       
Iterations 1253 51 49 52 95 94 
Table 5.45 Simulation 4: Estimation results with arbitrary initial values - ExpAR(2)-
ARCH(1)  
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ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
Values 
NM QN AS SQP  IP GA 
c= 0.05 0.0512 
 
( ) 
(0.0058) 
(0.0058) 
0.0442 
 
(0.0058) 
(0.0058) 
(0.0058) 
0.0444 
 
(0.0061) 
(0.0058) 
(0.0058) 
0.0444 
 
(0.0058) 
(0.0058) 
(0.0058) 
0.0443 
 
(0.0038) 
(0.0058) 
(0.0058) 
0.0303 
 
( ) 
(0.0058) 
(0.0058) 
φ1= 0.25 0.0310 
 
( ) 
(0.0363) 
(0.0363) 
0.2712 
 
(0+0.0073i) 
(0+0.0075i) 
(0.0075i) 
7.5744 
 
(4.3966) 
(15.1512) 
(24.6902) 
13.8075 
 
(25.0867) 
(0+12.5079i) 
(26.1924) 
-0.0516 
 
(0.0103) 
(0.3611) 
(0.3612) 
-0.8367 
 
( ) 
(0.0701) 
(0.0701) 
π11= -0.05 0.1109 
 
( ) 
(0.0271) 
(0.0271) 
-0.0976 
 
(0.0357) 
(0.0355) 
(0.0356) 
-7.3936 
 
(4.3999) 
(15.1515) 
(24.6899) 
-13.6267 
 
(25.0871) 
(0+12.5079i) 
(26.1930) 
0.2412 
 
(0.0146) 
(0.3500) 
(0.3500) 
1.2824 
 
( ) 
(0.0838) 
(0.0838) 
γ= 3.50 -0.1832 
 
( ) 
(0+0.0355i) 
(0+0.0355i) 
1.0040 
 
(0+0.6067i) 
(0+0.6062i) 
(0+0.6059i) 
0.0062 
 
(0.0054) 
(0.0130) 
(0.0211) 
0.0033 
 
(0.0071) 
(0+0.0029i) 
(0.0065) 
-0.1254 
 
(0.0107) 
(0.1171) 
(0.1171) 
0.1871 
 
( ) 
(0+0.0066i) 
(0+0.0066i) 
φ2= -0.0735 0.0346 
 
( ) 
(0+0.0371i) 
(0+0.0371i) 
-0.0466 
 
(0.0426) 
(0.0426) 
(0.0426) 
-5.0323 
 
(1.3373) 
(9.8610) 
(16.6443) 
-9.1716 
 
(17.0299) 
(0+7.5363i) 
(17.8105) 
0.1435 
 
(0.0357) 
(0.2631) 
(0.2632) 
-1.1317 
 
( ) 
(0.1264) 
(0.1264) 
π21= 0.03 0.0043 
 
( ) 
(0+0.0365i) 
(0+0.0365i) 
0.0138 
 
(0.0512) 
(0.0512) 
(0.0512) 
5.0049 
 
(1.3319) 
(9.8608) 
(16.6444) 
9.1441 
 
(17.0303) 
(0+7.5335i) 
(17.8116) 
-0.1730 
 
(0.0346) 
(0.2588) 
(0.2588) 
1.1419 
 
( ) 
(0.1340) 
(0.1340) 
α0= 0.0035 0.0050 
 
( ) 
(0.0010) 
(0.0010) 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0008) 
0.0035 
 
(0.0007) 
(0.0007) 
(0.0007) 
0.0035 
 
(0.0008) 
(0.0007) 
(0.0007) 
0.0035 
 
(0.0009) 
(0.0007) 
(0.0007) 
0.0043 
 
( ) 
(0.0008) 
(0.0008) 
α1= 0.07 0.0801 
 
( ) 
(0.0069) 
(0.0069) 
0.0749 
 
(0.0063) 
(0.0061) 
(0.0061) 
0.0736 
 
(0.0061) 
(0.0061) 
(0.0061) 
0.0736 
 
(0.0067) 
(0.0061) 
(0.0061) 
0.0736 
 
(0.0036) 
(0.0061) 
(0.0061) 
0.0752 
 
( ) 
(0.0052) 
(0.0052) 
β1= 0.92 0.9053 
 
( ) 
(0.0086) 
(0.0086) 
0.9151 
 
(0.0073) 
(0.0069) 
(0.0070) 
0.9167 
 
(0.0068) 
(0.0069) 
(0.0069) 
0.9167 
 
(0.0076) 
(0.0069) 
(0.0069) 
0.9167 
 
(0.0044) 
(0.0069) 
(0.0069) 
0.9103 
 
( ) 
(0.0063) 
(0.0063) 
       
LL -2141.9673 -2120.1133 -2114.9593 -2114.9402 -2114.4259 -2347.3926 
       
Iterations 1068 90 88 164 109 61 
Table 5.46 Simulation 4: Estimation results with arbitrary initial values - ExpAR(2)-
GARCH(1,1)  
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Extended ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.05 0.0505 
 
( ) 
(0.0015) 
(0.0018) 
0.0488 
 
(0.0013) 
(0.0013) 
(0.0013) 
0.0491 
 
(0.0015) 
(0.0014) 
(0.0014) 
0.0489 
 
(0.0013) 
(0.0012) 
(0.0013) 
0.0490 
 
(0.0059) 
(0.0015) 
(0.0015) 
0.0983 
 
( ) 
(0.0050) 
(0.0044) 
φ1= 0.25 0.1565 
 
( ) 
(0.1705) 
(0.4205) 
0.1602 
 
(0.5752) 
(0.4904) 
(0.5104) 
-2.8260 
 
(0.6057) 
(0+5.3877i) 
(0+29.5329i) 
4.7579 
 
(0.9158) 
(0+5.6407i) 
(118.9468) 
0.7411 
 
(0.0054) 
(9.2306) 
(10.0750) 
-2.4396 
 
( ) 
(0+1.8766i) 
(0+2.0156i) 
π11= -0.05 0.0800 
 
( ) 
(0.1708) 
(0.4169) 
0.0610 
 
(0.5775) 
(0.4926) 
(0.5127) 
3.0444 
 
(0.6076) 
(0+5.3880i) 
(0+29.5325i) 
-4.5403 
 
(0.9177) 
(0+5.6403i) 
(118.9467) 
-0.5228 
 
(0.0030) 
(9.2299) 
(10.0747) 
3.3803 
 
( ) 
(0+2.1466i) 
(0+2.2730i) 
π12= 0.80 0.0056 
 
( ) 
(0.2660) 
(0.3177) 
0.4797 
 
(0.1877) 
(0.1870) 
(0.1871) 
0.4288 
 
(0.2082) 
(0.2524) 
(0.2696) 
0.4797 
 
(0.1900) 
(0.1764) 
(0.2296) 
0.4517 
 
(0.0069) 
(0.3006) 
(0.3081) 
-1.6954 
 
( ) 
(0+2.5999i) 
(0+2.7146i) 
γ= 3.50  -9.9087 
 
( ) 
(7.8324) 
(34.9140) 
0.9873 
 
(0+1.4323i) 
(0+1.3490i) 
(0+1.3612i) 
-0.0542 
 
(0.1685) 
(0.1891) 
(0+0.4923i) 
0.0110 
 
(0.2257) 
(0.2006) 
(0+0.0401i) 
0.1320 
 
(0.0038) 
(0.7054) 
(0.9684) 
4.9119 
 
( ) 
(0+10.7159i) 
(0+10.5964i) 
φ2= -0.0735 -0.2019 
 
( ) 
(0.2202) 
(0.8582) 
0.0093 
 
(1.2124) 
(1.2021) 
(1.2186) 
-4.4586 
 
(0.8046) 
(16.4841) 
(0+30.0198i) 
-1.6788 
 
(1.2658) 
(0+8.4900i) 
(38.0586) 
1.7365 
 
(0.0051) 
(6.4064) 
(14.3723) 
0.8310 
 
( ) 
(0+5.4999i) 
(0+5.4763i) 
π21= 0.03 0.1844 
 
( ) 
(0.2190) 
(0.8600) 
-0.0524 
 
(1.2175) 
(1.2072) 
(1.2237) 
4.4240 
 
(0.7994) 
(16.4820) 
(0+30.0243i) 
1.6453 
 
(1.2605) 
(0+8.4890i) 
(38.0613) 
-1.7712 
 
(0.0128) 
(6.4070) 
(14.3746) 
-1.4646 
 
( ) 
(0+5.6302i) 
(0+5.6058i) 
π22= -0.0180 -0.1933 
 
( ) 
(0.1266) 
(0.2201) 
0.1391 
 
(0.1343) 
(0.1342) 
(0.1343) 
0.0581 
 
(0.0835) 
(0.1312) 
(0.1330) 
0.0675 
 
(0.1040) 
(0.1267) 
(0.1274) 
0.0589 
 
(0.0042) 
(0.1321) 
(0.1335) 
0.5149 
 
( ) 
(0+1.0441i) 
(0+1.0120i) 
α0= 0.0035 0.0035 
 
( ) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.1540 
 
( ) 
(0+0.0029i) 
(0+0.0029i) 
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α1= 0.07 0.0640 
 
( ) 
(0.0150) 
(0.0154) 
0.0615 
 
(0.0147) 
(0.0147) 
(0.0147) 
0.0613 
 
(0.0136) 
(0.0147) 
(0.0147) 
0.0612 
 
(0.0143) 
(0.0147) 
(0.0147) 
0.0613 
 
(0.0067) 
(0.0147) 
(0.0147) 
0.0001 
 
( ) 
(0+0.1680i) 
(0+0.1705i) 
        
LL 12479.8304 12482.5142 12482.8371 12482.7961 12482.8202 3102.8563 
        
Iterations 2385 67 78 43 604 54 
Table 5.47 Simulation 4: Estimation results with arbitrary initial values - Extended 
ExpAR(2)-ARCH(1) 
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Extended ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS 
SQP 
 
IP GA 
c= 0.05 0.0761 
 
( ) 
(0.0062) 
(0.0062) 
0.0765 
 
(0.0076) 
(0.0076) 
(0.0076) 
0.0368 
 
(0.0000) 
(0.0391) 
(0.0392) 
0.0516 
 
(0.0097) 
(0.0105) 
(0.0105) 
0.0516 
 
(0.0750) 
(0.0105) 
(0.0105) 
0.0753 
 
( ) 
(0.0105) 
(0.0104) 
φ1= 0.25 0.2154 
 
( ) 
(0.0145) 
(0.0145) 
0.2513 
 
(0.0208) 
(0.0207) 
(0.0207) 
-0.4735 
 
(0.0000) 
(0.0634) 
(0.0634) 
0.2344 
 
(0.0153) 
(0.0157) 
(0.0157) 
0.2344 
 
(0.0154) 
(0.0157) 
(0.0157) 
0.2260 
 
( ) 
(0+0.1095i) 
(0+0.1094i) 
π11= -0.05 -0.0435 
 
( ) 
(0.0702) 
(0.0702) 
-0.0426 
 
(0.0394) 
(0.0393) 
(0.0393) 
4.9721 
 
(0.0000) 
(0.2809) 
(0.2810) 
-0.0359 
 
(0.0566) 
(0.0583) 
(0.0583) 
-0.0358 
 
(0.0396) 
(0.0583) 
(0.0583) 
0.0971 
 
( ) 
(0+0.1239i) 
(0+0.1239i) 
π12= 0.80 -0.1483 
 
( ) 
(0+0.1464i) 
(0+0.1483i) 
0.0130 
 
(0.0249) 
(0.0251) 
(0.0251) 
0.0061 
 
(0.0000) 
(1.2858) 
(1.2914) 
0.8657 
 
(0.2697) 
(0.3501) 
(0.3511) 
0.8656 
 
(0.0496) 
(0.3507) 
(0.3511) 
0.0726 
 
( ) 
(0.0445) 
(0.0445) 
γ= 3.50  8.9445 
 
( ) 
(0+1.4610i) 
(0+1.4640i) 
1.0102 
 
(0+0.4913i) 
(0+0.4916i) 
(0+0.4916i) 
8.5207 
 
(0.0000) 
(0+0.1590i) 
(0+0.1588i) 
5.5502 
 
(1.0920) 
(1.5701) 
(1.5780) 
5.5497 
 
(0.0949) 
(1.5761) 
(1.5778) 
0.5193 
 
( ) 
(0+0.0329i) 
(0+0.0329i) 
φ2= -0.0735 0.0243 
 
( ) 
(0.0186) 
(0.0186) 
-0.0532 
 
(0.0424) 
(0.0424) 
(0.0424) 
-4.2183 
 
(0.0000) 
(0.0273) 
(0.0274) 
-0.0479 
 
(0.0203) 
(0.0215) 
(0.0215) 
-0.0479 
 
(0.0393) 
(0.0215) 
(0.0215) 
-1.4878 
 
( ) 
(0+0.0782i) 
(0+0.0782i) 
π21= 0.03 -0.1739 
 
( ) 
(0.0332) 
(0.0332) 
0.0174 
 
(0.0513) 
(0.0513) 
(0.0513) 
4.9575 
 
(0.0000) 
(0.0830) 
(0.0830) 
0.0178 
 
(0.0335) 
(0.0344) 
(0.0344) 
0.0178 
 
(0.0316) 
(0.0344) 
(0.0344) 
1.6883 
 
( ) 
(0+0.0852i) 
(0+0.0852i) 
π22= -0.0180 0.0404 
 
( ) 
(0.0279) 
(0.0279) 
0.0202 
 
(0.0192) 
(0.0192) 
(0.0192) 
0.6977 
 
(0.0000) 
(0.1057) 
(0.1058) 
0.0123 
 
(0.0280) 
(0.0262) 
(0.0262) 
0.0123 
 
(0.0125) 
(0.0262) 
(0.0262) 
0.0334 
 
( ) 
(0.0185) 
(0.0185) 
α0= 0.0035 0.0033 
 
( ) 
(0.0007) 
(0.0007) 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0008) 
3.1585 
 
(0.0000) 
(0.0310) 
(0.0310) 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0008) 
0.0036 
 
(0.0009) 
(0.0008) 
(0.0008) 
0.2431 
 
( ) 
(0.0076) 
(0.0076) 
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α1= 0.07 0.0747 
 
( ) 
(0.0060) 
(0.0060) 
0.0755 
 
(0.0063) 
(0.0062) 
(0.0062) 
0.9298 
 
(0.0000) 
(0.0991) 
(0.0991) 
0.0754 
 
(0.0065) 
(0.0062) 
(0.0062) 
0.0754 
 
(0.0084) 
(0.0062) 
(0.0062) 
0.3048 
 
( ) 
(0.0207) 
(0.0207) 
β1= 0.92 0.9163 
 
( ) 
(0.0067) 
(0.0067) 
0.9146 
 
(0.0073) 
(0.0070) 
(0.0070) 
0.0074 
 
(0.0000) 
(0.0220) 
(0.0220) 
0.9146 
 
(0.0075) 
(0.0069) 
(0.0069) 
0.9146 
 
(0.0097) 
(0.0069) 
(0.0070) 
0.1212 
 
( ) 
(0+0.0053i) 
(0+0.0053i) 
        
LL -2139.3280 -2120.9712 -10872.7788 -2115.8220 -2115.8220 -2884.2547 
        
Iterations 2415 103 59 97 67 95 
Table 5.48 Simulation 4: Estimation results with arbitrary initial values - Extended 
ExpAR(2)-GARCH(1,1) 
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AR(2)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.05 0.0489 
 
( ) 
(0.0012) 
(0.0012) 
0.0489 
 
(0.0012) 
(0.0012) 
(0.0012) 
0.0489 
 
(0.0012) 
(0.0012) 
(0.0012) 
0.0489 
 
(0.0013) 
(0.0012) 
(0.0012) 
0.0489 
 
(0.4067) 
(0.0012) 
(0.0012) 
0.0431 
 
( ) 
(0.0016) 
(0.0016) 
φ1= 0.25 0.2344 
 
( ) 
(0.0127) 
(0.0127) 
0.2344 
 
(0.0127) 
(0.0127) 
(0.0127) 
0.2344 
 
(0.0131) 
(0.0127) 
(0.0127) 
0.2344 
 
(0.0148) 
(0.0127) 
(0.0127) 
0.2344 
 
(0.2343) 
(0.0127) 
(0.0127) 
0.2806 
 
( ) 
(0.0161) 
(0.0161) 
φ2= -0.0735 -0.0525 
 
( ) 
(0.0121) 
(0.0121) 
-0.0526 
 
(0.0121) 
(0.0121) 
(0.0121) 
-0.0526 
 
(0.0125) 
(0.0121) 
(0.0121) 
-0.0526 
 
(0.0123) 
(0.0121) 
(0.0121) 
-0.0526 
 
(0.2538) 
(0.0121) 
(0.0121) 
0.0024 
 
( ) 
(0.0162) 
(0.0162) 
α0= 0.0035 0.0035 
 
( ) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0003) 
(0.0001) 
(0.0001) 
0.0065 
 
( ) 
(0.0004) 
(0.0004) 
α1= 0.07 0.0600 
 
( ) 
(0.0145) 
(0.0145) 
0.0600 
 
(0.0146) 
(0.0145) 
(0.0145) 
0.0600 
 
(0.0149) 
(0.0145) 
(0.0145) 
0.0600 
 
(0.0151) 
(0.0145) 
(0.0145) 
0.0600 
 
(0.0046) 
(0.0145) 
(0.0145) 
0.0081 
 
( ) 
(0.0326) 
(0.0326) 
        
LL 12480.9792 12480.9792 12480.9792 12480.9792 12480.9792 12026.1443 
        
Iterations 408 53 29 27 54 203 
Table 5.49 Simulation 4: Estimation results with arbitrary initial values - AR(2)-ARCH(1) 
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AR(1)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.05 0.0567 
 
( ) 
(0.0059) 
(0.0059) 
0.0438 
 
(0.0058) 
(0.0058) 
(0.0011) 
0.0438 
 
(0.0064) 
(0.0058) 
(0.0058) 
0.0438 
 
(0.0061) 
(0.0058) 
(0.0058) 
0.0438 
 
(0.0153) 
(0.0058) 
(0.0058) 
0.0442 
 
( ) 
(0.0064) 
(0.0064) 
φ1= 0.25 0.1096 
 
( ) 
(0.0130) 
(0.0130) 
0.2336 
 
(0.0126) 
(0.0126) 
(0.0074) 
0.2337 
 
(0.0135) 
(0.0126) 
(0.0126) 
0.2337 
 
(0.0135) 
(0.0126) 
(0.0126) 
0.2337 
 
(0.0373) 
(0.0126) 
(0.0126) 
0.2404 
 
( ) 
(0.0143) 
(0.0143) 
φ2= -0.0735 -0.1515 
 
( ) 
(0.0127) 
(0.0127) 
-0.0544 
 
(0.0125) 
(0.0125) 
(0.0122) 
-0.0544 
 
(0.0128) 
(0.0125) 
(0.0125) 
-0.0544 
 
(0.0134) 
(0.0125) 
(0.0125) 
-0.0544 
 
(0.0074) 
(0.0125) 
(0.0125) 
-0.0417 
 
( ) 
(0.0131) 
(0.0131) 
α0= 0.0035 0.0020 
 
( ) 
(0.0005) 
(0.0005) 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0001) 
0.0036 
 
(0.0007) 
(0.0008) 
(0.0008) 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0008) 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0008) 
0.1408 
 
( ) 
(0+0.0123i) 
(0+0.0123i) 
α1= 0.07 0.0747 
 
( ) 
(0.0058) 
(0.0058) 
0.0755 
 
(0.0063) 
(0.0062) 
(0.0139) 
0.0755 
 
(0.0062) 
(0.0062) 
(0.0062) 
0.0755 
 
(0.0063) 
(0.0062) 
(0.0062) 
0.0755 
 
(0.0241) 
(0.0062) 
(0.0062) 
0.2476 
 
( ) 
(0.0176) 
(0.0176) 
β1= 0.92 0.9220 
 
( ) 
(0.0057) 
(0.0057) 
0.9143 
 
(0.0073) 
(0.0070) 
(0+3.3813e+11i) 
0.9143 
 
(0.0069) 
(0.0070) 
(0.0070) 
0.9143 
 
(0.0071) 
(0.0070) 
(0.0070) 
0.9143 
 
(0.0159) 
(0.0070) 
(0.0070) 
0.3327 
 
( ) 
(0+0.0362i) 
(0+0.0362i) 
        
LL -2223.2357 -2121.0590 -2121.0590 -2121.0590 -2121.0590 -2459.9642 
        
Iterations 724 69 51 58 38 120 
Table 5.50 Simulation 4: Estimation results with arbitrary initial values - AR(2)-GARCH(1,1) 
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In this simulation, it can be seen that for the ExpAR(2)-ARCH(1) model (Table 5.45) 
the results varied. All the algorithms, except for the GA, gave very similar and quite 
good estimates for the c , 
0α  and 1α  parameters. The IP and QN methods gave 
similar estimates for the 
1φ  and 21π  parameters as well. However, none of the 
algorithms managed to give estimates close to the real parameter values for any of the 
1φ , 11π , γ , 2φ  or 21π  parameters. Here the lowest number of iterations was required 
for the AS algorithm (49), but the highest log-likelihood value was given from the IP 
algorithm (12481.8327). 
 
For the ExpAR(2)-GARCH(1,1) model (Table 5.46), again the results varied. All the 
algorithms gave quite good and similar estimates for the constant c  and the 
conditional variance parameters. Nevertheless, regarding the remaining parameters 
only the QN method gave good estimates. The highest log-likelihood value was given 
by the IP algorithm, and the GA was the algorithm requiring the fewest generations in 
order to reach a solution (66). It is also worth mentioning that the estimate given from 
the IP algorithm for the 
1φ  parameter was close to the real 11π  parameter value and the 
estimate given for the 
11π  parameter was close to the real 1φ  parameter. 
 
In the case of the Extended ExpAR(2)-ARCH(1) model (Table 5.47), it can be noticed 
that again the results varied. Although the QN method gave the best estimates for the 
conditional mean parameters in terms of closeness to the real parameter values, even 
though some of them were not that good, the algorithm which gave the highest log-
likelihood value was the AS (12482.8371), even though it did not give good estimates 
for the conditional mean parameters, while the IP algorithm, which gave better 
estimates than the AS, gave a slightly lower log-likelihood value (12482.8202). 
Moreover, the fewest iterations were required from the SQP (43). 
 
In the case of the Extended ExpAR(2)-GARCH(1,1) model (Table 5.48), we note that 
the IP and SQP algorithms gave exactly the same estimates and the highest log-
likelihood value (-2115.8220), the QN method gave quite similar estimates for all the 
parameters apart from the 
12π  and γ  parameters, the NM method gave similar 
estimates for the c , 
1φ , 11π , 22π , 0α , 1α  and 1β  parameters, while the GA gave 
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similar estimates only for the c  and 
1φ  parameters and the AS algorithm did not give 
any good estimates, although it required the fewest iterations in order to converge to a 
solution (59). More specifically, the best estimates of the conditional variance 
parameters were given by the IP, SQP and QN methods, while the best estimates of 
the conditional mean parameters were given by the IP and SQP algorithms for the c , 
12π , γ , 21π  and 22π  parameters, by the QN method for the 1φ  and 2φ  parameters and 
by the NM method for the 
11π  parameter. 
 
As for the AR(2)-ARCH(1) model (Table 5.49), all the algorithms, apart from the 
GA, gave the same estimates, which were all quite close to the real parameters values. 
The GA also gave quite good estimates for the c , 
1φ , 0α  and 1α  parameters, but not 
for the 
2φ  parameter. Furthermore, the algorithm which required the fewest iterations 
was the SQP (27). 
 
For the AR(2)-GARCH(1,1) model (Table 5.50), again the IP, SQP, AS and QN 
methods gave the same estimates. The NM method also gave quite good estimates for 
the c , 
0α , 1α  and 1β  parameters, but not very good ones for the 1φ  and 2φ  
parameters, while the GA gave good estimates only for the conditional mean model 
parameters, but not for the conditional variance parameters. Here the algorithm 
requiring the smallest number of iterations was the IP (38). 
 
It can also be noted that, similarly to the estimation results of the previous 
simulations, most of the algorithms gave once again some complex standard errors, a 
result which indicates that the algorithms might have reached a local solution, while 
the complex standard errors cannot be interpreted. 
 
Next we use initial guesses which are closer to the true parameter values in order to 
compare the performance of all the algorithms in the case where the initial guesses are 
closer to the true values of the parameters. To do so, this time we will use the 
estimates obtained from the QN method as initial guesses, since the QN algorithm 
gave quite good estimates overall and sometimes even better than the ones obtained 
from the other algorithms. Table 5.51 shows the new initial guesses used, while the 
new estimation results are presented in Tables 5.52-5.57. 
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Initial values 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)-
ARCH(1) 
AR(2)-
GARCH(1,1) 
c 0.0489 0.0442 0.0488 0.0765 0.0489 0.0438 
1φ  0.0951 0.2712 0.1602 0.2513 0.2344 0.2336 
11π  0.0937 -0.0976 0.0610 -0.0426 - - 
12π  - - 0.4797 0.0130 - - 
γ  1.0000 1.0040 0.9873 1.0102 - - 
2φ  -0.0116 -0.0466 0.0093 -0.0532 -0.0526 -0.0544 
21π  -0.0121 0.0138 -0.0524 0.0174 - - 
22π  - - 0.1391 0.0202 - - 
0α  0.0035 0.0036 0.0035 0.0036 0.0035 0.0036 
1α  0.0602 0.0749 0.0615 0.0755 0.0600 0.0755 
1β  - 0.9151 - 0.9146 - 0.9143 
Table 5.51 Simulation 4: Initial guesses close to the real parameter values 
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ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.05 0.0483 
 
( ) 
(0.0013) 
(0.0013) 
0.0489 
 
(0.0012) 
(0.0012) 
(0.0012) 
0.0487 
 
(0.0012) 
(0.0013) 
(0.0013) 
0.0483 
 
(0.0013) 
(0.0013) 
(0.0013) 
0.0483 
 
(0.1170) 
(0.0013) 
(0.0013) 
0.0562 
 
( ) 
(0.0013) 
(0.0013) 
φ1= 0.25 0.1672 
 
( ) 
(0.0184) 
(0.0201) 
0.0951 
 
(0.2654) 
(0.3576) 
(0.3102) 
-1.4170 
 
(0.5766) 
(0+11.8760i) 
(0+12.7158i) 
0.1672 
 
(0.0205) 
(0.0140) 
(0.0201) 
0.1672 
 
(0.0832) 
(0.0184) 
(0.0201) 
-0.4535 
 
( ) 
(0.3177) 
(0.3181) 
π11= -0.05 0.1056 
 
( ) 
(0.0447) 
(0.0475) 
0.0937 
 
(0.2496) 
(0.3464) 
(0.2970) 
1.6171 
 
(0.5845) 
(0+11.8715i) 
(0+12.7126i) 
0.1057 
 
(0.0331) 
(0.0377) 
(0.0475) 
0.1056 
 
(0.4730) 
(0.0447) 
(0.0475) 
0.6471 
 
( ) 
(0.3291) 
(0.3295) 
γ= 3.50 147.8173 
 
( ) 
(10.6300) 
(86.0711) 
1.0000 
 
(0+1.4734i) 
(0+1.5870i) 
(0+1.5278i) 
0.0450 
 
(0.4012) 
(0+3.4258i) 
(0+3.6417i) 
147.9185 
 
(85.3975) 
(0+125.9824i) 
(86.1315) 
147.7665 
 
(154.3500) 
(9.7645) 
(86.0302) 
2.9626 
 
( ) 
(0+0.2150i) 
(0+0.2147i) 
φ2= -0.0735 -0.0129 
 
( ) 
(0.0220) 
(0.0221) 
-0.0116 
 
(1.2680) 
(1.3196) 
(1.2810) 
0.5176 
 
(0.4655) 
(0+3.0691i) 
(0+3.6128i) 
-0.0129 
 
(0.0226) 
(0.0220) 
(0.0220) 
-0.0129 
 
(0.2521) 
(0.0220) 
(0.0221) 
-1.9383 
 
( ) 
(0.3118) 
(0.3119) 
π21= 0.03 -0.0198 
 
( ) 
(0.0337) 
(0.0339) 
-0.0121 
 
(1.2770) 
(1.3290) 
(1.2901) 
-0.5430 
 
(0.4702) 
(0+3.0595i) 
(0+3.6065i) 
-0.0198 
 
(0.0325) 
(0.0334) 
(0.0338) 
-0.0198 
 
(1.8106) 
(0.0337) 
(0.0339) 
1.9140 
 
( ) 
(0.3207) 
(0.3208) 
α0= 0.0035 0.0035 
 
( ) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
( ) 
(0.0001) 
(0.0001) 
α1= 0.07 0.0599 
 
( ) 
(0.0145) 
(0.0145) 
0.0602 
 
(0.0146) 
(0.0145) 
(0.0145) 
0.0611 
 
(0.0142) 
(0.0146) 
(0.0146) 
0.0599 
 
(0.0145) 
(0.0145) 
(0.0145) 
0.0599 
 
(0.1473) 
(0.0145) 
(0.0145) 
0.1750 
 
( ) 
(0.0208) 
(0.0208) 
       
LL 12484.0407 12481.3237 12481.8367 12484.0407 12484.0407 12400.0734 
       
Iterations 1480 5 49 58 66 94 
Table 5.52 Simulation 4: Estimation results with new initial values - ExpAR(2)-ARCH(1) 
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ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP  GA 
c= 0.05 0.0444 
 
( ) 
(0.0058) 
(0.0058) 
0.0444 
 
(0.0058) 
(0.0058) 
(0.0058) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0444 
 
(0.0058) 
(0.0058) 
(0.0058) 
0.0444 
 
(0.0053) 
(0.0058) 
(0.0058) 
0.0616 
 
( ) 
(0.0066) 
(0.0066) 
φ1= 0.25 183.3545 
 
( ) 
(9.0584) 
(40.6606) 
8.2691 
 
(0+4.3563i) 
(7.8593) 
(16.5288) 
NaN 
 
() 
(NaN) 
(NaN) 
13.3775 
 
(16.8700) 
(0+15.3652i) 
(42.1233) 
9.4017 
 
(0.2605) 
(7.1489) 
(34.2876) 
0.2392 
 
( ) 
(0.0172) 
(0.0172) 
π11= -0.05 -183.3545 
 
( ) 
(9.0588) 
(40.6812) 
-8.0885 
 
(0+4.3562i) 
(7.8598) 
(16.5296) 
NaN 
 
() 
(NaN) 
(NaN) 
-13.1964 
 
(16.8707) 
(0+15.3646i) 
(42.1227) 
-9.2208 
 
(0.2574) 
(7.1491) 
(34.2871) 
0.4602 
 
( ) 
(0+0.0411i) 
(0+0.0410i) 
γ= 3.50 0.0002 
 
( ) 
(0.0001) 
(0+0.0001i) 
0.0056 
 
(0+0.0027i) 
(0.0058) 
(0.0117) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0035 
 
(0.0047) 
(0+0.0039i) 
(0.0112) 
0.0050 
 
(0.0014) 
(0.0041) 
(0.0187) 
9.9945 
 
( ) 
(0+1.6639i) 
(0+1.6637i) 
φ2= -0.0735 26.7691 
 
( ) 
(8.5511) 
(0+53.9371i) 
-4.9162 
 
(1.0439) 
(4.7687) 
(9.0958) 
NaN 
 
() 
(NaN) 
(NaN) 
-9.4026 
 
(11.9422) 
(0+10.7497i) 
(31.1746) 
-6.3763 
 
(0.1326) 
(5.4468) 
(23.8271) 
-0.2011 
 
( ) 
(0.0154) 
(0.0154) 
π21= 0.03 -26.8087 
 
( ) 
(8.5515) 
(0+53.9385i) 
4.8876 
 
(1.0630) 
(4.7706) 
(9.0950) 
NaN 
 
() 
(NaN) 
(NaN) 
9.3757 
 
(11.9423) 
(0+10.7482i) 
(31.1764) 
6.3491 
 
(0.1330) 
(5.4493) 
(23.8276) 
0.2179 
 
( ) 
(0.0311) 
(0.0311) 
α0= 0.0035 0.0035 
 
( ) 
(0.0007) 
(0.0007) 
0.0035 
 
(0.0008) 
(0.0007) 
(0.0007) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0035 
 
(0.0007) 
(0.0007) 
(0.0007) 
0.0035 
 
(0.0008) 
(0.0007) 
(0.0007) 
0.2329 
 
( ) 
(0+0.0294i) 
(0+0.0294i) 
α1= 0.07 0.0741 
 
( ) 
(0.0061) 
(0.0061) 
0.0736 
 
(0.0061) 
(0.0061) 
(0.0061) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0736 
 
(0.0060) 
(0.0061) 
(0.0061) 
0.0736 
 
(0.0053) 
(0.0061) 
(0.0061) 
0.2413 
 
( ) 
(0+0.0167i) 
(0+0.0168i) 
β1= 0.92 0.9161 
 
( ) 
(0.0069) 
(0.0069) 
0.9167 
 
(0.0070) 
(0.0069) 
(0.0069) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9167 
 
(0.0067) 
(0.0069) 
(0.0069) 
0.9167 
 
(0.0060) 
(0.0069) 
(0.0069) 
0.0982 
 
( ) 
(0+0.0633i) 
(0+0.0633i) 
       
LL -2116.9231 -2114.9842 NaN -2114.9410 -2114.9499 -2607.3410 
       
Iterations 7449 130 400 90 150 133 
Table 5.53 Simulation 4: Estimation results with new initial values - ExpAR(2)-GARCH(1,1) 
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Extended ExpAR(2)-ARCH(1) 
Algorithm 
Real  
Values 
NM QN AS SQP IP GA 
c= 0.05 0.0485 
 
( ) 
(0.0014) 
(0.0014) 
0.0488 
 
(0.0013) 
(0.0013) 
(0.0013) 
0.0490 
 
(0.0017) 
(0.0017) 
(0.0015) 
0.0490 
 
(0.0016) 
(0.0014) 
(0.0015) 
0.0491 
 
(2.9807) 
(0.0014) 
(0.0015) 
0.0829 
 
( ) 
(0.0007) 
(0.0007) 
φ1= 0.25 0.3699 
 
( ) 
(0.0849) 
(0.0850) 
0.1602 
 
(0.5769) 
(0.4781) 
(0.4994) 
0.3416 
 
(0.5386) 
(13.9608) 
(10.3811) 
0.9824 
 
(1.4398) 
(3.3377) 
(11.2116) 
1.1757 
 
(0.5590) 
(4.4958) 
(17.3229) 
-2.1063 
 
( ) 
(1.7355) 
(1.7263) 
π11= -0.05 -0.1311 
 
( ) 
(0.0843) 
(0.0850) 
0.0610 
 
(0.5791) 
(0.4804) 
(0.5016) 
-0.1234 
 
(0.5516) 
(13.9581) 
(10.3802) 
-0.7642 
 
(1.4412) 
(3.3376) 
(11.2116) 
-0.9574 
 
(16.0978) 
(4.4958) 
(17.3227) 
2.4304 
 
( ) 
(1.7401) 
(1.7311) 
π12= 0.80 0.5170 
 
( ) 
(0.2386) 
(0.2411) 
0.4797 
 
(0.1879) 
(0.1889) 
(0.1874) 
0.4629 
 
(0.3025) 
(0.4281) 
(0.3211) 
0.4493 
 
(0.2672) 
(0.2333) 
(0.2968) 
0.4474 
 
(2.1995) 
(0.2201) 
(0.3021) 
-1.9452 
 
( ) 
(0.2751) 
(0.2744) 
γ= 3.50  -19.9021 
 
( ) 
(5.1674) 
(8.1489) 
0.9873 
 
(0+1.4229i) 
(0+1.3267i) 
(0+1.3685i) 
0.1302 
 
(1.4639) 
(0.4544) 
(1.0529) 
0.1210 
 
(1.1335) 
(0.5868) 
(0.8189) 
0.0769 
 
(1.4697) 
(0.3483) 
(0.7206) 
0.8574 
 
( ) 
(0+0.0347i) 
(0+0.0345i) 
φ2= -0.0735 -0.0319 
 
( ) 
(0.0496) 
(0.0496) 
0.0093 
 
(1.2125) 
(1.2230) 
(1.2193) 
1.6979 
 
(1.7619) 
(0+8.9686i) 
(14.1603) 
1.7150 
 
(4.8433) 
(3.6691) 
(13.2610) 
3.2907 
 
(19.9261) 
(7.2127) 
(33.8407) 
-0.7212 
 
( ) 
(2.8002) 
(2.7855) 
π21= 0.03 0.0017 
 
( ) 
(0.0471) 
(0.0471) 
-0.0524 
 
(1.2176) 
(1.2282) 
(1.2245) 
-1.7326 
 
(1.7661) 
(0+8.9699i) 
(14.1620) 
-1.7495 
 
(4.8394) 
(3.6699) 
(13.2637) 
-3.3254 
 
(12.8018) 
(7.2128) 
(33.8426) 
0.4980 
 
( ) 
(2.8148) 
(2.8003) 
π22= -0.0180 0.0284 
 
( ) 
(0.1015) 
(0.1017) 
0.1391 
 
(0.1343) 
(0.1343) 
(0.1343) 
0.0597 
 
(0.2173) 
(0.1329) 
(0.1338) 
0.0596 
 
(0.1271) 
(0.1314) 
(0.1338) 
0.0580 
 
(5.3240) 
(0.1317) 
(0.1332) 
0.5239 
 
( ) 
(0.2613) 
(0.2611) 
α0= 0.0035 0.0035 
 
( ) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0341) 
(0.0001) 
(0.0001) 
0.0184 
 
( ) 
(0+0.0005i) 
(0+0.0005i) 
194 
 
α1= 0.07 0.0587 
 
( ) 
(0.0145) 
(0.0145) 
0.0615 
 
(0.0147) 
(0.0147) 
(0.0147) 
0.0613 
 
(0.0146) 
(0.0147) 
(0.0147) 
0.0613 
 
(0.0148) 
(0.0147) 
(0.0147) 
0.0613 
 
(1.1886) 
(0.0147) 
(0.0147) 
0.0011 
 
( ) 
(0+0.1525i) 
(0+0.1525i) 
        
LL 12479.8304 12482.5142 12482.8371 12483.6910 12482.8202 9612.9889 
        
Iterations 2989 5 71 31 71 82 
Table 5.54 Simulation 4: Estimation results with new initial values - Extended ExpAR(2)-
ARCH(1) 
 
  
195 
 
Extended ExpAR(2)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.05 0.0819 
 
( ) 
(0.0071) 
(0.0071) 
0.0809 
 
(0.0075) 
(0.0072) 
(0.0073) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0807 
 
(0.0069) 
(0.0072) 
(0.0072) 
0.0516 
 
(0.0286) 
(0.0105) 
(0.0105) 
0.0880 
 
( ) 
(0.0142) 
(0.0143) 
φ1= 0.25 668.4281 
 
( ) 
(14.0570) 
(0.0120) 
12.9249 
 
(3.6590) 
(0+13.8610i) 
(104.8867) 
NaN 
 
() 
(NaN) 
(NaN) 
12.6884 
 
(30.2766) 
(17.0621) 
(33.2953) 
0.2344 
 
(0.0174) 
(0.0157) 
(0.0157) 
0.2793 
 
( ) 
(0.0193) 
(0.0193) 
π11= -0.05 -668.2251 
 
( ) 
(14.0572) 
(0.0269) 
-12.7252 
 
(3.6641) 
(0+13.8612i) 
(104.8892) 
NaN 
 
() 
(NaN) 
(NaN) 
-12.4881 
 
(30.2769) 
(17.0616) 
(0.0153) 
-0.0358 
 
(0.1130) 
(0.0583) 
(0.0583) 
-0.0799 
 
( ) 
(0.0992) 
(0.0992) 
π12= 0.80 -0.0170 
 
( ) 
(0.0150) 
(0.0152) 
-0.0154 
 
(0.0161) 
(0.0152) 
(0.0154) 
NaN 
 
() 
(NaN) 
(NaN) 
-0.0148 
 
(0.0154) 
(0.0153) 
(0.0080) 
0.8656 
 
(0.0541) 
(0.3506) 
(0.3511) 
-0.7935 
 
( ) 
(0.5549) 
(0.5549) 
γ= 3.50  0.0000 
 
( ) 
(0.0000) 
(0.0001) 
0.0029 
 
(0.0013) 
(0+0.0031i) 
(0.0244) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0030 
 
(0.0080) 
(0.0042) 
(28.4975) 
5.5500 
 
(0.2881) 
(1.5745) 
(1.5779) 
8.2196 
 
( ) 
(0+1.8074i) 
(0+1.8066i) 
φ2= -0.0735 -39.9728 
 
( ) 
(21.0726) 
(1.1781e+03) 
-9.5456 
 
(7.5565) 
(0+8.2921i) 
(73.0800) 
NaN 
 
() 
(NaN) 
(NaN) 
-10.2838 
 
(24.4853) 
(16.1815) 
(28.4992) 
-0.0479 
 
(0.0214) 
(0.0215) 
(0.0215) 
0.1475 
 
( ) 
(0.0128) 
(0.0128) 
π21= 0.03 39.9311 
 
( ) 
(21.0729) 
(1.1781e+03) 
9.5126 
 
(7.5693) 
(0+8.2880i) 
(73.0748) 
NaN 
 
() 
(NaN) 
(NaN) 
10.2517 
 
(24.4851) 
(16.1844) 
(0.0143) 
0.0178 
 
(0.0420) 
(0.0344) 
(0.0344) 
0.2169 
 
( ) 
(0+0.0571) 
(0+0.0570i) 
π22= -0.0180 0.0177 
 
( ) 
(0.0142) 
(0.0147) 
0.0198 
 
(0.0144) 
(0.0143) 
(0.0144) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0200 
 
(0.0171) 
(0.0143) 
(0.0007) 
0.0123 
 
(0.0557) 
(0.0262) 
(0.0262) 
0.1806 
 
( ) 
(0.0272) 
(0.0272) 
α0= 0.0035 0.0035 
 
( ) 
(0.0007) 
(0.0008) 
0.0034 
 
(0.0008) 
(0.0007) 
(0.0007) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0034 
 
(0.0008) 
(0.0007) 
(0.0061) 
0.0036 
 
(0.0010) 
(0.0008) 
(0.0008) 
0.3997 
 
( ) 
(0+0.0158i) 
(0+0.0158i) 
α1= 0.07 0.0744 
 
( ) 
(0.0061) 
(0.0063) 
0.0741 
 
(0.0061) 
(0.0061) 
(0.0061) 
NaN 
 
() 
(NaN) 
(NaN) 
0.0741 
 
(0.0061) 
(0.0061) 
(0.0068) 
0.0754 
 
(0.0067) 
(0.0062) 
(0.0062) 
0.1251 
 
( ) 
(0.0242) 
(0+0.0042i) 
196 
 
β1= 0.92 0.9160 
 
( ) 
(0.0069) 
(0.0069) 
0.9165 
 
(0.0070) 
(0.0068) 
(0.0068) 
NaN 
 
() 
(NaN) 
(NaN) 
0.9164 
 
(0.0071) 
(0.0068) 
(0.0068) 
0.9146 
 
(0.0072) 
(0.0069) 
(0.0069) 
0.2508 
 
( ) 
(0+0.0043i) 
(0+0.0042i) 
        
LL -2117.6286 -2116.4588 NaN -2116.4522 -2115.8220 -3321.9597 
        
Iterations 15660 166 400 80 63 52 
Table 5.55 Simulation 4: Estimation results with new initial values - Extended ExpAR(2)-
GARCH(1,1) 
 
  
197 
 
AR(2)-ARCH(1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.05 0.0489 
 
( ) 
(0.0012) 
(0.0012) 
0.0489 
 
(0.0012) 
(0.0012) 
(0.0012) 
0.0489 
 
(1.0012) 
(0.0012) 
(0.0012) 
0.0489 
 
(1.0012) 
(0.0012) 
(0.0012) 
0.0489 
 
(0.0395) 
(0.0012) 
(0.0012) 
0.0297 
 
( ) 
(0.0014) 
(0.0014) 
φ1= 0.25 0.2344 
 
( ) 
(0.0127) 
(0.0127) 
0.2344 
 
(0.0127) 
(0.0127) 
(0.0127) 
0.2344 
 
(1.0000) 
(0.0127) 
(0.0127) 
0.2344 
 
(1.0000) 
(0.0127) 
(0.0127) 
0.2344 
 
(0.0072) 
(0.0127) 
(0.0127) 
0.2813 
 
( ) 
(0.0178) 
(0.0178) 
φ2= -0.0735 -0.0526 
 
( ) 
(0.0121) 
(0.0121) 
-0.0526 
 
(0.0121) 
(0.0121) 
(0.0121) 
-0.0526 
 
(1.0007) 
(0.0121) 
(0.0121) 
-0.0526 
 
(1.0007) 
(0.0122) 
(0.0122) 
-0.0526 
 
(0.0165) 
(0.0121) 
(0.0121) 
0.1288 
 
( ) 
(0.0151) 
(0.0151) 
α0= 0.0035 0.0035 
 
( ) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0031) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0031) 
(0.0001) 
(0.0001) 
0.0035 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0082 
 
( ) 
(0+0.0005i) 
(0+0.0005i) 
α1= 0.07 0.0600 
 
( ) 
(0.0145) 
(0.0145) 
0.0600 
 
(0.0146) 
(0.0145) 
(0.0145) 
0.0600 
 
(1.0041) 
(0.0145) 
(0.0145) 
0.0600 
 
(1.0041) 
(0.0146) 
(0.0146) 
0.0600 
 
(0.0194) 
(0.0145) 
(0.0145) 
0.0048 
 
( ) 
(0.0424) 
(0.0424) 
        
LL 12480.9792 12480.9792 12480.9792 12480.9792 12480.9792 11569.4507 
        
Iterations 71 2 2 2 15 109 
Table 5.56 Simulation 4: Estimation results with new initial values - AR(2)-ARCH(1) 
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AR(2)-GARCH(1,1) 
Algorithm 
Real  
values 
NM QN AS SQP IP GA 
c= 0.05 0.0438 
 
( ) 
(0.0058) 
(0.0058) 
0.0438 
 
(0.0058) 
(0.0058) 
() 
0.0438 
 
(0.0058) 
(0.0058) 
(0.0058) 
0.0438 
 
(0.0058) 
(0.0058) 
(0.0058) 
0.0438 
 
(0.0199) 
(0.0058) 
(0.0058) 
0.0436 
 
( ) 
(0.0064) 
(0.0064) 
φ1= 0.25 0.2337 
 
( ) 
(0.0126) 
(0.0126) 
0.2336 
 
(0.0126) 
(0.0126) 
() 
0.2337 
 
(0.0126) 
(0.0126) 
(0.0126) 
0.2337 
 
(0.0126) 
(0.0126) 
(0.0126) 
0.2337 
 
(0.0122) 
(0.0126) 
(0.0126) 
0.2381 
 
( ) 
(0.0144) 
(0.0144) 
φ2= -0.0735 -0.0545 
 
( ) 
(0.0125) 
(0.0125) 
-0.0544 
 
(0.0125) 
(0.0125) 
() 
-0.0544 
 
(0.0125) 
(0.0125) 
(0.0125) 
-0.0544 
 
(0.0125) 
(0.0125) 
(0.0125) 
-0.0544 
 
(0.0329) 
(0.0125) 
(0.0125) 
-0.0573 
 
( ) 
(0.0131) 
(0.0131) 
α0= 0.0035 0.0036 
 
( ) 
(0.0008) 
(0.0008) 
0.0036 
 
(0.0008) 
(0.0008) 
() 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0008) 
0.0036 
 
(0.0008) 
(0.0008) 
(0.0008) 
0.0036 
 
(0.0067) 
(0.0008) 
(0.0008) 
0.1390 
 
( ) 
(0+0.0127i) 
(0+0.0127i) 
α1= 0.07 0.0755 
 
( ) 
(0.0062) 
(0.0062) 
0.0755 
 
(0.0063) 
(0.0062) 
() 
0.0755 
 
(0.0062) 
(0.0062) 
(0.0062) 
0.0755 
 
(0.0061) 
(0.0062) 
(0.0062) 
0.0755 
 
(0.00181) 
(0.0062) 
(0.0062) 
0.2602 
 
( ) 
(0.0183) 
(0.0183) 
β1= 0.92 0.9143 
 
( ) 
(0.0070) 
(0.0070) 
0.9143 
 
(0.0073) 
(0.0070) 
() 
0.9143 
 
(0.0072) 
(0.0070) 
(0.0070) 
0.9143 
 
(0.0069) 
(0.0070) 
(0.0070) 
0.9143 
 
(0.0064) 
(0.0070) 
(0.0070) 
0.3284 
 
( ) 
(0+0.0379i) 
(0+0.0379i) 
        
LL -2121.0590 -2121.0591 -2121.0590 -2121.0590 -2121.0590 -2460.0681 
        
Iterations 61 2 9 10 38 57 
Table 5.57 Simulation 4: Estimation results with new initial values - AR(2)-GARCH(1,1) 
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Now that the initial guesses were equal to the estimates obtained from the QN 
method, we notice that in the case of the ExpAR(2)-ARCH(1) model (Table 5.52) the 
IP, SQP and NM methods gave very similar estimates and they also gave the highest 
log-likelihood value (12484.0407). We notice that there was an improvement in the 
estimates of the 
1φ , 11π , 2φ  and 21π  parameters. However, their estimates for the c , 
1α  and γ  parameters were worse. Especially for the scale parameter the estimates 
deviated a great deal from the true parameter values. As for the remaining algorithms, 
the estimates of the QN method, which required the fewest iterations (5) to give a 
solution, were equal to the initial guesses, the AS algorithm gave good estimates only 
for the c , 
0α  and 1α  parameters, and the GA gave good estimates only for the c , γ  
and 
0α  parameters.  
 
When estimating the ExpAR(2)-GARCH(1,1) model (Table 5.53), we note that the 
AS algorithm failed to converge to a solution, while the IP, SQP, QN and NM 
methods gave very similar estimates for the c , 
0α , 1α  and 1β  parameters, which 
were very close both to the new initial guesses and to the true parameter values. 
However, none of the algorithms managed to give good estimates for the remaining 
conditional mean parameters. The highest log-likelihood value (-2114.9410) and the 
lowest number of iterations (90) were both obtained from the SQP algorithm. 
 
As to the Extended ExpAR(2)-ARCH(1) model (Table 5.54), all the algorithms, 
except for the GA, gave good estimates for the c , 
0α  and 1α  parameters, which were 
very close to the new initial guesses and to the true parameter values. The GA gave a 
good estimate for the c  parameter as well. However, the results for the remaining 
parameters varied. The best estimates were given by the QN and NM methods for the 
1φ  parameter, by the AS for the 11π parameter, by the NM for the 12π , 2φ , 21π  and 22π  
parameters, and by the QN for the γ parameter. The estimates of the QN method, 
which required the minimum number of iterations (5), were equal to the new initial 
guesses, while the highest log-likelihood value (12483.6910) was given this time by 
the SQP. 
 
200 
 
On the other hand, in the case of the Extended ExpAR(2)-GARCH(1,1) model (Table 
5.55), only the IP algorithm gave good estimates for all the parameters. These values 
were the same as the ones it gave previously when using “arbitrary” initial guesses. It 
also gave the highest log-likelihood value (-2115.8220) and it required the second 
smallest number of iterations (63) after the GA (52) in order to reach a solution.  
 
Finally, for both the AR(1)-ARCH(1) and the AR(1)-GARCH(1,1) models (Tables 
5.56 and 5.57), all the algorithms, except for the GA, gave the same estimates, which 
were also the same as the new initial guesses. The GA also gave good estimates for 
the c  and 
1φ  parameters, but not for the remaining parameters. 
 
It can also be noted that once again most of the algorithms gave some complex 
standard errors when estimating the parameters of our suggested models. As a result 
the standard errors cannot be interpreted in a meaningful way. 
 
In addition, Figures 5.43 and 5.44 depict the plots of the simulated series, while 
Figures 5.45-5.56 illustrate their autocorrelation and partial autocorrelation plots. It 
can be noticed that for all the simulated series, except for the one from the Extended 
ExpAR(2)-ARCH(1) model, the only value of the autocorrelation sequence which lies 
outside the 95% confidence bounds occurs at lag 1, while in the case of the simulated 
series from the Extended ExpAR(2)-ARCH(1) the values of both the first and second 
autocorrelations lie outside the 95% confidence bounds. 
 
Regarding the partial autocorrelation plot, similarly to the AR(2)-ARCH(1) and 
AR(2)-GARCH(1,1) models, for the ExpAR(2)-GARCH(1,1) and Extended 
ExpAR(2)-GARCH(1,1) models the values of both the first and second partial 
autocorrelations lie outside the 95% confidence bounds. However, in the case of the 
simulated series from the ExpAR(2)-ARCH(1) and Extended ExpAR(2)-ARCH(1) 
models the only value of the partial autocorrelation sequences which lies outside the 
95% confidence bounds occurs at lag 1. This fact indicates that the correct order of 
the nonlinear model cannot always be determined merely through the partial 
autocorrelation plot, as in the case of the linear autoregressive model. 
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(a) 
 
 
(b) 
Figure 5.43 Simulation 4: Plots of ExpAR(2)-ARCH(1), Extended ExpAR(2)-ARCH(1) and 
AR(2)-ARCH(1) models for (a) T=3400 and (b) T=300 
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(a) 
 
  
(b) 
Figure 5.44 Simulation 4: Plots of ExpAR(2)-GARCH(1,1), Extended ExpAR(2)-
GARCH(1,1) and AR(2)-GARCH(1,1) models for (a) T=3400 and (b) T=300 
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Figure 5.45 Simulation 4: Autocorrelation plot of ExpAR(2)-ARCH(1) 
 
 
Figure 5.46 Simulation 4: Partial autocorrelation plot of ExpAR(2)-ARCH(1) 
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Figure 5.47 Simulation 4: Autocorrelation plot of ExpAR(2)-GARCH(1,1) 
 
 
Figure 5.48 Simulation 4: Partial autocorrelation plot of ExpAR(2)-GARCH(1,1) 
 
  
205 
 
Figure 5.49 Simulation 4: Autocorrelation plot of Extended ExpAR(2)-ARCH(1) 
 
 
Figure 5.50 Simulation 4: Partial autocorrelation plot of Extended ExpAR(2)-ARCH(1) 
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Figure 5.51 Simulation 4: Autocorrelation plot of Extended ExpAR(2)-GARCH(1,1) 
 
 
Figure 5.52 Simulation 4: Partial autocorrelation plot of Extended ExpAR(2)-GARCH(1,1) 
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Figure 5.53 Simulation 4: Autocorrelation plot of AR(2)-ARCH(1) 
 
 
Figure 5.54 Simulation 4: Partial autocorrelation plot of AR(2)-ARCH(1) 
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Figure 5.55 Simulation 4: Autocorrelation plot of AR(2)-GARCH(1,1) 
 
 
Figure 5.56 Simulation 4: Partial autocorrelation plot of AR(2)-GARCH(1,1) 
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5.4 Conclusions 
 
The aim of this chapter was to present simulated series of our suggested models 
(ExpAR-ARCH, ExpAR-GARCH, Extended ExpAR-ARCH and Extended ExpAR-
GARCH) in order to see what characteristics real data, which could be described by 
them, would have. For this purpose, several simulations of both first and second- 
order conditional mean models combined with a first-order conditional variance 
model have been run for different parameter values. Moreover, these simulated series 
have been compared with simulated series from the AR-ARCH and AR-GARCH 
models.  
 
Furthermore, the plots and autocorrelation and partial autocorrelation plots have been 
illustrated. It has been shown that in the case of our nonlinear models, although the 
partial autocorrelation plot sometimes indicates correctly a first order for the 
conditional mean model, it might also indicate a first order conditional mean model 
even if the correct order is higher. Consequently, in contrast to the linear 
autoregressive model, the order selection of the nonlinear conditional mean models 
cannot be determined merely based on the partial autocorrelation plot, especially in 
the case where the correct order is higher than one, as the partial autocorrelations of 
the nonlinear models do not only depend on the 'i sφ , but also on the additional 
parameters and their nonlinear interaction with each other. 
 
In addition, since estimation is of high importance when fitting data to models, 
several algorithms, namely the Nelder-Mead simplex direct search (NM), the Quasi-
Newton line search (QN), the Active-Set (AS), the Sequential Quadratic 
Programming (SQP), the Interior Point (IP) and a Genetic Algorithm (GA), have been 
used as numerical techniques and have been compared in order to check their 
estimation performance when it comes to our suggested nonlinear models and to the 
AR-ARCH and AR-GARCH models and to suggest effective estimating methods. 
 
According to the simulations shown above and the estimates obtained from the 
algorithms presented earlier, it was found that most of the algorithms are sensitive to 
initial values, as would be expected, when estimating the ExpAR-ARCH, ExpAR-
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GARCH, Extended ExpAR-ARCH and Extended ExpAR-GARCH models, giving 
estimates that often deviate a good deal from the true parameter values and/or 
producing some complex standard errors and complex log-likelihood values, or even 
failing to converge to a solution, when using arbitrary initial guesses.  
 
Particularly when the parameter estimates deviate much from the true parameter 
values, it is conjectured that the algorithms have reached a local solution, and not the 
global optimum. On the other hand, when complex values are obtained, in some cases 
this can be the result of using an algorithm, such as the NM, which solves the 
unconstrained optimisation problem and which reaches a local optimum where some 
of the conditional variance parameter estimates are negative, resulting in a negative 
conditional variance and, hence, in a complex log-likelihood value so that the 
calculated standard errors are complex. In other cases, even if the algorithms solve the 
constrained optimisation problem and the conditional variance estimates satisfy the 
constraints, the algorithms might still reach a local solution. In any case, complex 
standard errors cannot be interpreted in a meaningful way. Instead they represent 
failure of the variance estimation method. 
 
More specifically, for the ExpAR-ARCH, ExpAR-GARCH, Extended ExpAR-ARCH 
and Extended ExpAR-GARCH models, when using arbitrary initial values the 
algorithm which performed better overall was the IP, giving estimates which were 
closer to the assumed parameter values and the maximum log-likelihood values most 
of the time. The remaining algorithms requiring initial values would give some 
similar estimates, but mainly for the constant c and the conditional variance 
parameters, with the AS algorithm often failing to converge to a solution, while the 
GA would sometimes give better estimates for the scale parameter γ , but not for most 
of the other parameters. On the other hand, when using initial guesses which were 
closer to the real parameter values, it was found that most of the algorithms would 
give similar estimates to the ones obtained from the IP when using arbitrary initial 
guesses. 
 
However, in the case of the AR-ARCH and AR-GARCH models all the algorithms 
that require initial guesses would give the same estimates and, therefore, the same 
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standard errors and log-likelihood values, with either arbitrary initial guesses or initial 
guesses which were close to the assumed parameters values, while the GA, which 
does not require initial values, gave similar results as well. 
 
Another finding was regarding the number of iterations required for the algorithms to 
converge to a solution. It was found that, although the number of iterations required 
would be smaller for less complicated models, e.g. AR-ARCH, the algorithms 
requiring the fewest iterations most of the time, irrespective of the underlying model, 
were the AS, when it did not fail to converge, and the SQP. It should be emphasised, 
though, that a smaller number of iterations does not mean better estimates. 
 
All in all, despite the fact that when estimating the parameters of nonlinear models it 
is more difficult to get accurate estimates, as different combinations of parameter 
values can give similar objective function values, the IP algorithm performed quite 
well even when using arbitrary initial guesses, even though it might require more 
iterations in order to converge to a solution. Consequently, it is recommended that the 
IP algorithm be used when estimating the parameters of our suggested models. 
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Chapter 6 Applications to real data 
 
 
6.1 Introduction 
 
In this chapter we examine whether the four new nonlinear models (ExpAR-ARCH, 
ExpAR-GARCH, Extended ExpAR-ARCH and Extended ExpAR-GARCH) can 
explain real data. Our interest here lies particularly with financial and economic time 
series and, therefore, the financial data used are the FTSE100, the CAC40 and the 
S&P500, all found at http://uk.finance.yahoo.com/, while the economic data used are 
OPEC oil prices, found at http://www.opec.org/, although the choice of all these 
datasets was arbitrary. Moreover, we use once again the AR-ARCH and AR-GARCH 
models as benchmarks with which to compare the results and to see if the new models 
can provide a better fit to the data than these well-known and commonly used models. 
 
It should be noted, however, that our interest is in low-order nonlinear models, as they 
should be sufficient to explain nonlinearities quite well, as we mentioned earlier, and, 
hence, here we compare the results only of first- and second-order models. 
 
It should also be pointed out that for all the time series used in this chapter the data 
modelled are the first differences of the prices, since attempting to model the levels 
led to the estimates of the 1φ  parameter showing non-stationarity. Applications to 
nonstationary data are not considered here, but they will be in chapter 9, where the 
case of non-stationarity will be examined analytically. 
 
 
6.2 Applications 
 
As an illustration of the practical potential of our new models, here we will consider 
several applications, using real time series data. Our data set consists of daily values 
for three stock price indices, namely the FTSE100, the CAC40 and the S&P500 
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between January 2000 and May 2013, and for the OPEC basket of oil prices between 
January 2003 and December 2013, series which are all important and well-known. 
 
In all the following applications, we model the first differences of the data, while the 
estimation method used in this chapter is again Maximum Likelihood. Furthermore, 
here only the Interior Point method is used, since it was found in chapter 5 that this 
performed better than the other algorithms overall when estimating the parameters of 
the new models, although the standard errors are again calculated in the three ways 
described previously in chapter 5.  
 
In addition, we use the Akaike Information Criterion (AIC) and the Bayesian 
Information Criterion (BIC) for model selection, in order to help us decide which 
model describes the data better. For given data sets, these Information Criteria 
consider both how good the fitting of the model is and how many parameters there are 
in the model and, particularly, they reward a better fitting and penalise an increased 
number of parameters. 
 
The AIC is defined as 
 
2 2ln( )AIC k L= − , 
 
where k is the number of parameters in the model and ln(L) is the maximised log-
likelihood value. 
 
On the other hand, the BIC is defined as 
 
ln( ) 2ln( )BIC k T L= − , 
 
where T is the number of observations, k is the number of parameters and ln(L) is the 
maximised log-likelihood value.  
 
In either case, the preferred model is the one with the respective minimum criterion 
value. 
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In the next subsections, there can be found the results for each time series, including 
the estimates, the standard errors, the log-likelihood value and the AIC and BIC 
values for every model.  
 
 
6.2.1 FTSE100 
 
The first application considers the FTSE100 index, which is one of the most widely 
followed stock indices. The data used are the first differences of the daily high values 
from 4 January 2000 until 10 May 2013. 
 
The first four moments for the first differences of this time series can be found in 
Table 6.1, while the respective histogram can be seen in Figure 6.1, and the 
autocorrelation and the partial autocorrelation plots are illustrated in Figures 6.2 and 
6.3 respectively. The maximum likelihood estimates of the models are reported in 
Tables 6.2 and 6.3. 
 
 
Moments 
Number of observations 3371 
Mean -0.0867 
Standard deviation 51.4955 
Kurtosis 6.2750 
Skewness -0.1923 
Table 6.1 Moments of the first differences of the FTSE100 index 
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Figure 6.1 Histogram of the first differences of the FTSE100 index 
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Figure 6.2 Autocorrelation plot of the first differences of the FTSE100 index 
 
 
Figure 6.3 Partial autocorrelation plot of the first differences of the FTSE100 index 
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FTSE100 
Model 
 
Parameters 
ExpAR(1)- 
ARCH(1) 
ExpAR(1)- 
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
 AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
c 1.1517 
 
(0.4775) 
(0.0901) 
(0.5900) 
1.7354 
 
(0.2496) 
(0.1619) 
(0.4451) 
2.6732 
 
(0.9772) 
(0.0720) 
(0.9271) 
2.0375 
 
(0.0270) 
(0.0923) 
(0.6040) 
1.1350 
 
(0.0577) 
(0.1234) 
(0.5902) 
1.8171 
 
(0.0989) 
(0.0798) 
(0.4443) 
φ1 0.1274 
 
(0.0151) 
(0.0160) 
(0.0157) 
0.0806 
 
(0.0423) 
(0.0284) 
(0.0300) 
0.1329 
 
(0.9621) 
(0.0154) 
(0.0161) 
0.1268 
 
(0.0175) 
(0.0132) 
(0.0129) 
0.1416 
 
(0.0233) 
(0.0145) 
(0.0148) 
0.1305 
 
(0.0147) 
(0.0126) 
(0.0125) 
π11 0.0022 
 
(0.0574) 
(0.0029) 
(0.0029) 
0.1046 
 
(0.0390) 
(0.0386) 
(0.0399) 
0.1674 
 
(0.1524) 
(0.0629) 
(0.1040) 
0.5202 
 
(0.0286) 
(0.2095) 
(0.4893) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.0188 
 
(0.9888) 
(0.0098) 
(0.0122) 
-0.0238 
 
(0.0241) 
(0.0364) 
(0.0453) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
γ 0.0001 
 
(0.0001) 
(0.0000) 
(0.0000) 
0.0002 
 
(0.0001) 
(0.0001) 
(0.0001) 
0.0020 
 
(0.1151) 
(0.0008) 
(0.0008) 
0.0131 
 
(0.0065) 
(0.0082) 
(0.0140) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
α0 2036.0043 
 
(41.2352) 
(0.0070) 
(45.2742) 
8.6843 
 
(8.0969) 
(0.2625) 
(2.1835) 
2046.3827 
 
(42.3238) 
(0.0671) 
(45.7969) 
8.5820 
 
(0.1077) 
(0.1279) 
(2.1669) 
2051.735 
 
(66.1153) 
(0.0858) 
(45.8298) 
8.6920 
 
(0.1562) 
(0.0798) 
(2.1793) 
α1 0.2250 
 
(0.0158) 
(0.0175) 
(0.0191) 
0.0590 
 
(0.0072) 
(0.0044) 
(0.0046) 
0.2217 
 
(0.3062) 
(0.0171) 
(0.0194) 
0.0592 
 
(0.0047) 
(0.0044) 
(0.0046) 
0.2200 
 
(0.0375) 
(0.0173) 
(0.0194) 
0.0591 
 
(0.0148) 
(0.0044) 
(0.0046) 
β1 - 
 
(-) 
(-) 
(-) 
0.9388 
 
(0.0107) 
(0.0037) 
(0.0046) 
- 
 
(-) 
(-) 
(-) 
0.9387 
 
(0.0040) 
(0.0037) 
(0.0046) 
- 
 
(-) 
(-) 
(-) 
0.9387 
 
(0.0255) 
(0.0038) 
(0.0046) 
       
LL -32796.9147 -31921.7083 -32801.7723 -31922.9556 -32805.4019 -31925.1829 
       
AIC 65605.8294 63857.4166 65617.5446 63861.9112 65618.8038 63860.3658 
       
BIC 65642.5674 63900.2776 65660.4056 63910.8952 65643.2958 63890.9808 
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FTSE100 
Model 
 
Parameters 
ExpAR(2)- 
ARCH(1) 
ExpAR(2)- 
GARCH(1,1) 
Extended 
ExpAR(2)- 
ARCH 
Extended 
ExpAR(2)- 
GARCH(1,1) 
 AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
c 1.5825 
 
(0.1688) 
(0.1399) 
(0.5859) 
2.0119 
 
(0.4472) 
(0.4476) 
(0.4472) 
1.4181 
 
(1.1243) 
(0.0418) 
(0.6301) 
1.7241 
 
(0.0110) 
(0.1010) 
(0.4945) 
1.3129 
 
(0.0231) 
(0.0773) 
(0.5874) 
1.9375 
 
(0.0133) 
(0.0770) 
(0.4460) 
φ1 0.1428 
 
(0.0470) 
(0.0154) 
(0.0152) 
0.1358 
 
(0.0127) 
(0.0127) 
(0.0127) 
0.1420 
 
(0.5137) 
(0.0148) 
(0.0151) 
0.1355 
 
(0.0364) 
(0.0130) 
(0.0127) 
0.1513 
 
(0.0887) 
(0.0152) 
(0.0155) 
0.1380 
 
(0.0048) 
(0.0126) 
(0.0127) 
π11 0.1650 
 
(0.1831) 
(0.1678) 
(1.5770) 
-0.5068 
 
(0.2795) 
(0.2894) 
(0.2703) 
0.3635 
 
(0.5536) 
(0.0426) 
(1.6872) 
0.6968 
 
(0.0203) 
(0.0935) 
(1.3878) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
0.1573 
 
(1.6717) 
(0.1092) 
(0.6743) 
0.6195 
 
(0.0057) 
(0.0783) 
(0.4677) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
γ 0.0981 
 
(0.0510) 
(0.0273) 
(0.0277) 
0.1662 
 
(0.1003) 
(0.1009) 
(0.1002) 
0.1065 
 
(0.0346) 
(0.0291) 
(0.0299) 
0.0876 
 
(0.0036) 
(0.0300) 
(0.0449) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
φ2 -0.0829 
 
(0.0098) 
(0.0128) 
(0.0129) 
-0.0527 
 
(0.0137) 
(0.0136) 
(0.0136) 
-0.0830 
 
(0.0972) 
(0.0125) 
(0.0129) 
-0.0512 
 
(0.0099) 
(0.0139) 
(0.0134) 
-0.1104 
 
(0.0255) 
(0.0120) 
(0.0123) 
-0.0663 
 
(0.0128) 
(0.0125) 
(0.0126) 
π21 -0.3497 
 
(0.0523) 
(0.0521) 
(0.0535) 
-0.2198 
 
(0.0631) 
(0.0626) 
(0.0629) 
-0.3581 
 
(0.0903) 
(0.0502) 
(0.0550) 
-0.1856 
 
(0.0126) 
(0.0537) 
(0.0680) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π22 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
0.0007 
 
(0.0059) 
(0.0004) 
(0.0004) 
-0.0002 
 
(0.0012) 
(0.0006) 
(0.0006) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
α0 1998.0225 
 
(124.1962) 
(0.1427) 
(44.8239) 
8.5657 
 
(2.1415) 
(2.1842) 
(2.1626) 
1996.9510 
 
(317.7243) 
(0.0666) 
(44.7378) 
8.5096 
 
(0.0542) 
(0.1060) 
(2.1467) 
2027.2832 
 
(11.1964) 
(0.0655) 
(44.9849) 
8.6197 
 
(0.0036) 
(0.0559) 
(2.1652) 
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α1 0.2279 
 
(0.0242) 
(0.0164) 
(0.0196) 
0.0579 
 
(0.0044) 
(0.0043) 
(0.0046) 
0.2280 
 
(0.0114) 
(0.0169) 
(0.0195) 
0.0582 
 
(0.0019) 
(0.0043) 
(0.0046) 
0.2184 
 
(0.0141) 
(0.0165) 
(0.0190) 
0.0589 
 
(0.0044) 
(0.0043) 
(0.0046) 
β1 - 
 
(-) 
(-) 
(-) 
0.9399 
 
(0.0046) 
(0.0046) 
(0.0046) 
- 
 
(-) 
(-) 
(-) 
0.9396 
 
(0.0051) 
(0.0037) 
(0.0046) 
- 
 
(-) 
(-) 
(-) 
0.9395 
 
(0.0027) 
(0.0037) 
(0.0046) 
       
LL -32761.4365 -31902.4509 -32736.7536 -31901.7374 -32761.4365 -31909.6353 
       
AIC 65538.8730 63822.9018 65493.5072 63825.4748 65532.8730 63831.2706 
       
BIC 65587.8570 63878.088 65554.7368 63892.8278 65563.4880 63868.0086 
Table 6.3 FTSE100 – Second-order models 
 
 
ExpAR(2)-GARCH(1,1) 
 c φ1 π1 γ φ2 π2 α0 α1 β1 
Estimates 2.0119 
 
(0.4472) 
(0.4476) 
(0.4472) 
0.1358 
 
(0.0127) 
(0.0127) 
(0.0127) 
-0.5068 
 
(0.2795) 
(0.2894) 
(0.2703) 
0.1662 
 
(0.1003) 
(0.1009) 
(0.1002) 
-0.0527 
 
(0.0137) 
(0.0136) 
(0.0136) 
-0.2198 
 
(0.0631) 
(0.0626) 
(0.0629) 
8.5657 
 
(2.1415) 
(2.1842) 
(2.1626) 
0.0579 
 
(0.0044) 
(0.0043) 
(0.0046) 
0.9399 
 
(0.0046) 
(0.0046) 
(0.0046) 
t-statistic 4.4989 
4.4949 
4.7989 
10.6929 
10.6929 
10.6929 
-1.8132 
-1.7512 
-1.8750 
1.6570 
1.6472 
1.6587 
-3.8467 
-3.8750 
-3.8750 
-3.4834 
-3.5112 
-3.4944 
3.9999 
3.9217 
3.9608 
13.1591 
13.4651 
12.5870 
204.3261 
204.3261 
204.3261 
Table 6.4 FTSE100 - t-statistics for the ExpAR(2)-GARCH(1,1) model 
 
 
As can be seen from Tables 6.2 and 6.3, the estimates of the 0α  and 1α  parameters 
are similar across the models with ARCH errors and the estimates of the 0α , 1α  and 
1β  parameters are similar across the models with GARCH errors. For the second-
order models the estimates of the 2φ  parameter are relatively similar as well. 
However, as to the additional parameters, the results varied. 
 
Regarding the Information Criteria values, it can be noticed that both the AIC and 
BIC values were lower for the models with GARCH errors, compared to the models 
with ARCH errors, and are smaller when using second-order models for the 
conditional mean, compared to when using first-order models, indicating the use of a 
second-order conditional mean model with a GARCH specification for the conditional 
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variance. More specifically, the lowest AIC value was obtained for the ExpAR(2)-
GARCH(1,1) model (63822.5934) and then for the Extended ExpAR(2)-GARCH(1,1) 
model (63825.4748), while the lowest BIC value was for the AR(2)-GARCH(1,1) 
model (63868.0086) and then for the ExpAR(2)-GARCH(1,1) model (63877.7004). 
As a result, the preferred model is the ExpAR(2)-GARCH(1,1) according to Akaike’s 
Information Criterion, while according to the Bayesian Information Criterion the 
preferred model is the AR(2)-GARCH(1,1).  
 
Table 6.4 shows the t-statistics for the estimates of the parameters of the ExpAR(2)-
GARCH(1,1) model. It is worth noting that the estimates of all the parameters for the 
preferred model, according to the AIC, except for the 1π  and γ  parameters, are 
statistically significant at any level using the standard errors which were calculated 
according to any of the three methods, while the estimates of the 1π  and γ  parameters 
are statistically significant for a 10% level. 
 
Figures 6.4-6.7 depict the autocorrelation and partial autocorrelation plots of the 
residuals and the standardised residuals of the estimated ExpAR(2)-GARCH(1,1) 
model. As can be seen from these plots, most sample autocorrelations and partial 
autocorrelations fall inside the 95% confidence bounds and change sign, so indicating 
the residuals to be random. Consequently, the choice of the ExpAR(2)-GARCH(1,1) 
model for the first differences of the FTSE100 time series seems to be appropriate. 
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Figure 6.4 FTSE100 - Autocorrelation plot of the residuals of the ExpAR(2)-GARCH(1,1) 
model 
Figure 6.5 FTSE100 - Partial autocorrelation plot of the residuals of the ExpAR(2)-
GARCH(1,1) model 
 
Figure 6.6 FTSE100 - Autocorrelation plot of the standardised residuals of the ExpAR(2)-
GARCH(1,1) model 
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Figure 6.7 FTSE100 - Partial autocorrelation plot of the standardised residuals of the 
ExpAR(2)-GARCH(1,1) model 
 
(a) 
 
(b) 
Figure 6.8 Partial derivatives of the ExpAR(2) with respect to 1x  (a) and 2x  (b)  
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Finally, Figures 6.8 (a) and (b) depict the partial derivatives of the following function 
 
( )( ) ( )( )2 21 1 1 1 2 2 1 2ˆ ˆˆ ˆˆ ˆ ˆexp exp ,y c x x x xφ π γ φ π γ= + + ⋅ − ⋅ ⋅ + + ⋅ − ⋅ ⋅  
 
where cˆ , 1φˆ , 1πˆ , 2πˆ  and γˆ  are the estimated parameters of the conditional mean of 
the ExpAR(2)-GARCH(1,1) model for the FTSE100 index.  
 
The partial derivatives with respect to 1x  and 2x  are given by the following formulae 
 
( ) ( )( )21 1 1 1 1 2 2
1
ˆ ˆ ˆ ˆ ˆexp 2 1
y
x x x x
x
φ γ γ π π
∂
= + − ⋅ ⋅ − ⋅ ⋅ ⋅ ⋅ + ⋅ +
∂
 
 
and 
 
( )22 2 1
2
ˆ ˆˆ exp ,
y
x
x
φ π γ
∂
= + ⋅ − ⋅
∂
 
 
respectively, and measure the steepness of the graph of the function at some particular 
point, i.e., they show how fast y  changes with respect to 1x  and 2x . Obviously, for 
,  and  we obtain the ExpAR(2) model, and in this case the 
above partial derivatives show the marginal effect of 1ty −  and 2ty − , respectively, on 
ty .  
 
As can be noticed from Figures 6.8 (a) and (b), the partial derivatives are both 
symmetric around zero. In fact, in the interval [ ]2,2−  the partial derivative with 
respect to 1x  is positive, while the partial derivative with respect to 2x  is negative, 
indicating that the function is increasing as 1x  increases and decreasing as 2x  
increases. 
 
ty y= 1 1tx y −= 2 2tx y −=
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More specifically, the partial derivative with respect to 1x  (Figure 6.8 (a)) is 
increasing for ( )1 2, 1.4x ∈ − − , decreasing for ( )1 1.4,0x ∈ − , increasing for 
( )1 0,1.4x ∈  and decreasing for ( )1 1.4, 2x ∈ , and shows that the marginal effect of 1x  
is higher for values of 1x  around -1.4 and around 1.4 and lower for values of 1x  
around -2, 0 and 2.  
 
On the other hand, the partial derivative with respect to 2x  (Figure 6.8 (b)) is 
decreasing for ( )2 2,0x ∈ −  and increasing for ( )2 0,2x ∈  showing that the marginal 
effect of 2x  increases in absolute value as 2 0x →  and decreases in absolute value as 
2x  increases in absolute value.  
 
As expected, the partial derivatives of this function are nonlinear, in contrast to the 
function 
 
1 1 2 2
ˆ ˆˆy c x xφ φ= + ⋅ + ⋅ , 
 
which results in the AR(2) model for ty y= , 1 1tx y −=  and 2 2tx y −=  or in the 
Integrated AR(2) model for ty y= ∆ , 1 1tx y −= ∆  and 2 2tx y −= ∆ , with the partial 
derivatives being constant in either case. 
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6.2.2 CAC40 
 
The second application we consider is to the French CAC40 stock market index, 
which is one of the main national indices in Europe. The data used are the first 
differences of the daily high values from 3 January 2000 until 10 May 2013.  
 
The mean, standard deviation, kurtosis and skewness for the first differences of this 
time series are reported in Table 6.5. The histogram is illustrated in Figure 6.9, while 
the autocorrelation and the partial autocorrelation plots are depicted in Figures 6.10 
and 6.11, respectively. In addition, the maximum likelihood estimates of the models’ 
parameters are listed in Tables 6.6 and 6.7. 
 
 
Moments 
Number of observations 3413 
Mean -0.6241 
Standard deviation 53.0005 
Kurtosis 6.3320 
Skewness -0.4080 
Table 6.5 Moments of the first differences of the CAC40 index 
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Figure 6.9 Histogram of the first differences of the CAC40 index 
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Figure 6.10 Autocorrelation plot of the first differences of the CAC40 index 
 
 
Figure 6.11 Partial autocorrelation plot of the first differences of the CAC40 index  
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CAC40 
Model 
 
Parameters 
ExpAR(1)- 
ARCH(1) 
ExpAR(1)- 
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
 AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
c -0.4159 
 
(0.0128) 
(0.1755) 
(0.6049) 
1.7209 
 
(0.0043) 
(0.4770) 
(0.4774) 
0.7034 
 
(0.0533) 
(0.0676) 
(0.7553) 
2.6554 
 
(0.0157) 
(0.1072) 
(0.5931) 
-0.5251 
 
(3.1148) 
(0.0767) 
(0.6023) 
1.5560 
 
(0.0738) 
(0.4733) 
(0.4745) 
φ1 0.1295 
 
(0.0089) 
(0.0165) 
(0.0172) 
0.1071 
 
(0.0048) 
(0.0161) 
(0.0161) 
0.1154 
 
(0.0130) 
(0.0147) 
(0.0148) 
0.0823 
 
(0.0034) 
(0.0125) 
(0.0126) 
0.1145 
 
(0.3440) 
(0.0150) 
(0.0147) 
0.0814 
 
(0.0097) 
(0.0126) 
(0.0126) 
π11 -0.1582 
 
(0.0078) 
(0.0720) 
(0.0888) 
-0.1689 
 
(0.0035) 
(0.0606) 
(0.0606) 
-0.2765 
 
(0.0549) 
(0.0959) 
(0.3810) 
-0.7075 
 
(0.0071) 
(0.1073) 
(0.4174) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.1702 
 
(0.0365) 
(0.1000) 
(0.1007) 
-0.2573 
 
(0.0060) 
(0.0724) 
(0.1015) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
γ 0.0011 
 
(0.0005) 
(0.0005) 
(0.0005) 
0.0008 
 
(0.0002) 
(0.0003) 
(0.0003) 
0.0127 
 
(0.0085) 
(0.0053) 
(0.0055) 
0.0201 
 
(0.0043) 
(0.0041) 
(0.0055) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
α0 2244.5880 
 
(34.9905) 
(0.1118) 
(50.1120) 
17.4354 
 
(0.0555) 
(2.9912) 
(3.3023) 
2249.5474 
 
(9.9137) 
(0.0781) 
(49.9813) 
17.2793 
 
(0.1011) 
(0.0949) 
(3.2890) 
2250.5357 
 
(144.2562) 
(0.0787) 
(49.9542) 
17.0749 
 
(0.0908) 
(3.0317) 
(3.2688) 
α1 0.1956 
 
(0.0065) 
(0.0168) 
(0.0186) 
0.0631 
 
(0.0020) 
(0.0051) 
(0.0052) 
0.1925 
 
(0.0130) 
(0.0165) 
(0.0184) 
0.0628 
 
(0.0039) 
(0.0047) 
(0.0051) 
0.1930 
 
(0.0810) 
(0.0157) 
(0.0184) 
0.0624 
 
(0.0024) 
(0.0050) 
(0.0051) 
β1 - 
 
(-) 
(-) 
(-) 
0.9306 
 
(0.0016) 
(0.0053) 
(0.0055) 
- 
 
(-) 
(-) 
(-) 
0.9309 
 
(0.0027) 
(0.0040) 
(0.0055) 
- 
 
(-) 
(-) 
(-) 
0.9314 
 
(0.0021) 
(0.0053) 
(0.0054) 
       
LL -33464.6378 -32655.7635 -33462.1964 -32653.1747 -33466.5246 -32660.4245 
       
AIC 66941.2756 65325.5270 66938.3928 65322.3494 66941.0492 65330.8490 
       
BIC 66978.0874 65368.4741 66981.3399 65371.4318 66965.5904 65361.5255 
Table 6.6 CAC40 - First-order models   
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CAC40 
Model 
 
Parameters 
ExpAR(2)- 
ARCH(1) 
ExpAR(2)- 
GARCH(1,1) 
Extended 
ExpAR(2)- 
ARCH(1) 
Extended 
ExpAR(2)- 
GARCH(1,1) 
 AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
c -0.5048 
 
(1.6360) 
(0.0270) 
(0.6004) 
1.8938 
 
(0.4805) 
(0.4804) 
(0.4805) 
1.0189 
 
(0.0251) 
(0.0679) 
(0.7810) 
2.9026 
 
(0.0476) 
(0.0993) 
(0.6026) 
-0.3863 
 
(0.0932) 
(0.0760) 
(0.5983) 
1.7083 
 
(1.1716) 
(0.0615) 
(0.4752) 
φ1 0.0430 
 
(0.7332) 
(0.0443) 
(0.0496) 
0.0959 
 
(0.0171) 
(0.0159) 
(0.0159) 
0.1100 
 
(0.0230) 
(0.0145) 
(0.0149) 
0.0782 
 
(0.0075) 
(0.0132) 
(0.0127) 
0.1104 
 
(0.1938) 
(0.0145) 
(0.0148) 
0.0776 
 
(0.1911) 
(0.0125) 
(0.0127) 
π11 0.1051 
 
(0.5758) 
(0.0514) 
(0.0606) 
-0.1580 
 
(0.0634) 
(0.0640) 
(0.0640) 
-0.2249 
 
(0.0456) 
(0.0208) 
(0.3274) 
-0.6748 
 
(0.0104) 
(0.0837) 
(0.1108) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.1276 
 
(0.0443) 
(0.0871) 
(0.0946) 
-0.2212 
 
(0.0087) 
(0.0811) 
(0.0983) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
γ 0.0001 
 
(0.0021) 
(0.0000) 
(0.0000) 
0.0010 
 
(0.0006) 
(0.0004) 
(0.0004) 
0.0100 
 
(0.0030) 
(0.0047) 
(0.0053) 
0.0191 
 
(0.0030) 
(0.0044) 
(0.0056) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
φ2 -0.0593 
 
(0.2256) 
(0.0254) 
(0.0705) 
-0.0230 
 
(0.0217) 
(0.0216) 
(0.0216) 
-0.0204 
 
(0.0186) 
(0.0151) 
(0.0145) 
-0.0373 
 
(0.0068) 
(0.0146) 
(0.0145) 
-0.0336 
 
(0.2687) 
(0.0122) 
(0.0124) 
-0.0406 
 
(0.3928) 
(0.0124) 
(0.0127) 
π21 0.0291 
 
(0.0882) 
(0.0264) 
(0.0785) 
-0.0335 
 
(0.0369) 
(0.0356) 
(0.0357) 
-0.0716 
 
(0.0288) 
(0.0441) 
(0.0404) 
-0.0113 
 
(0.0068) 
(0.0041) 
(0.0044) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π22 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.0001 
 
(0.0333) 
(0.0004) 
(0.0004) 
-0.0007 
 
(0.0004) 
(0.0004) 
(0.0004) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
α0 2201.6073 
 
(46.2556) 
(0.1169) 
(49.4225) 
17.5283 
 
(3.3227) 
(3.2273) 
(3.3590) 
2198.8343 
 
(35.7425) 
(0.0228) 
(49.3345) 
17.5173 
 
(1.0783) 
(0.1461) 
(3.3711) 
2205.3897 
 
(158.4121) 
(0.0793) 
(49.2934) 
17.2169 
 
(2.4656) 
(0.0865) 
(3.3352) 
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α1 0.2005 
 
(0.0249) 
(0.0168) 
(0.0188) 
0.0652 
 
(0.0053) 
(0.0053) 
(0.0053) 
0.2007 
 
(0.0098) 
(0.0162) 
(0.0188) 
0.0653 
 
(0.0042) 
(0.0049) 
(0.0054) 
0.1990 
 
(0.2295) 
(0.0161) 
(0.0186) 
0.0647 
 
(0.0392) 
(0.0048) 
(0.0053) 
β1 - 
 
(-) 
(-) 
(-) 
0.9289 
 
(0.0056) 
(0.0055) 
(0.0056) 
- 
 
(-) 
(-) 
(-) 
0.9288 
 
(0.0035) 
(0.0042) 
(0.0057) 
- 
 
(-) 
(-) 
(-) 
0.9296 
 
(0.0464) 
(0.0041) 
(0.0056) 
       
LL -33414.0454 -32619.3963 -33410.4060 -32615.1931 -33416.2445 -32623.3300 
       
AIC 66844.0908 65256.7926 66840.8120 65252.3862 66842.4890 65258.6600 
       
BIC 66893.1732 65312.0103 66902.1655 65319.8745 66873.1655 65295.4718 
Table 6.7 CAC40 - Second-order models 
 
 
Extended ExpAR(2)-GARCH(1,1) 
 c φ1 π11 π12 γ φ2 π21 π22 α0 α1 β1 
Estimates 2.9026 
 
(0.0476) 
(0.0993) 
(0.6026) 
0.0782 
 
(0.0075) 
(0.0132) 
(0.0127) 
-0.6748 
 
(0.0104) 
(0.0837) 
(0.1108) 
-0.2212 
 
(0.0087) 
(0.0811) 
(0.0983) 
0.0191 
 
(0.0030) 
(0.0044) 
(0.0056) 
-0.0373 
 
(0.0068) 
(0.0146) 
(0.0145) 
-0.0113 
 
(0.0068) 
(0.0041) 
(0.0044) 
-0.0007 
 
(0.0004) 
(0.0004) 
(0.0004) 
17.5173 
 
(1.0783) 
(0.1461) 
(3.3711) 
0.0653 
 
(0.0042) 
(0.0049) 
(0.0054) 
0.9288 
 
(0.0035) 
(0.0042) 
(0.0057) 
t-statistic 60.9790 
29.2306 
4.8168 
10.4267 
5.9242 
6.1575 
-
64.8846 
-8.0621 
-6.0903 
-
25.4253 
-2.7275 
-2.2503 
6.3667 
4.3409 
3.4107 
-5.4853 
-2.5548 
-2.5724 
-1.6618 
-2.7561 
-2.5682 
-1.7500 
-1.7500 
-1.7500 
16.2453 
119.8994 
5.1963 
15.5476 
13.3265 
12.0926 
265.3714 
221.1429 
162.9474 
Table 6.8 CAC40 - t-statistics for the Extended ExpAR(2)-GARCH(1,1) model 
 
 
As can be seen from Tables 6.6 and 6.7, the results among the different models 
varied. However, it can be observed that the estimates of the parameters 0α  and 1α  
were quite similar across all the first-order and second-order models with ARCH(1) 
errors and the estimates of the parameters 0α , 1α  and 1β  were similar among all the 
first-order and second-order models with GARCH(1,1) errors. 
 
It can be noticed that both the AIC and BIC values were smaller for the models with a 
GARCH specification for the conditional variance, compared to the models with an 
ARCH specification, and decreased when using second-order models for the 
conditional mean, compared to when using first-order models, indicating the use of a 
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second-order conditional mean model with GARCH errors. In fact, the lowest AIC 
value was given by the Extended ExpAR(2)-GARCH(1,1) model (65252.3862) and 
then for the ExpAR(2)-GARCH(1,1) model (65256.7926), while the lowest BIC value 
was obtained for the AR(2)-GARCH(1,1) model (65295.4718). Consequently, 
according to Akaike’s Information Criterion, we would choose the Extended 
ExpAR(2)-GARCH(1,1) model as the correct model, while according to the Bayesian 
Information Criterion, we would select the AR(2)-GARCH(1,1) model.  
 
As shown in Table 6.8, where the t-statistics for the estimates of the Extended 
ExpAR(2)-GARCH(1,1) model can be found, when using the standard errors which 
were calculated according to either the second or third method, the estimates of all the 
parameters, apart from 22π , are statistically significant at a 5% level, while the 
estimate of 22π  is statistically significant at a 10% level. Moreover, when using the 
standard errors which were calculated according to the first method, the estimates of 
all the parameters, except for 21π  and 22π , are statistically significant at a 1% level, 
with the estimates of the 21π  and 22π  parameters being statistically significant at a 
10% level. 
 
Furthermore, Figures 6.12-6.15 show the autocorrelation and partial autocorrelation 
plots of the residuals and the standardised residuals of the estimated Extended 
ExpAR(2)-GARCH(1,1) model. As can be seen from these plots, most sample 
autocorrelations and partial autocorrelations fall inside the 95% confidence bounds 
and change sign indicating the residuals to be random. The choice of the Extended 
ExpAR(2)-GARCH(1,1) model for fitting to the first differences of the CAC40 time 
series seems to be appropriate, therefore. 
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Figure 6.12 CAC40 - Autocorrelation plot of the residuals of the Extended ExpAR(2)-
GARCH(1,1) model 
 
Figure 6.13 CAC40 – Partial autocorrelation plot of the residuals of the Extended ExpAR(2)-
GARCH(1,1) model 
 
Figure 6.14 CAC40 - Autocorrelation plot of the standardised residuals of the Extended 
ExpAR(2)-GARCH(1,1) model  
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Figure 6.15 CAC40 - Partial autocorrelation plot of the standardised residuals of the Extended 
ExpAR(2)-GARCH(1,1) model 
 
(a) 
 
(b) 
Figure 6.16 Partial derivatives of the Extended ExpAR(2) with respect to 1x  (a) and 2x  (b) 
234 
 
 
Lastly, Figures 6.16 (a) and (b) depict the partial derivatives of the following function 
 
( ) ( ){ } ( ) ( ){ }2 21 11 12 1 1 1 2 21 22 2 1 2ˆ ˆˆ ˆˆ ˆ ˆ ˆ ˆexp exp ,y c x x x x x xφ π π γ φ π π γ= + + + ⋅ ⋅ − ⋅ ⋅ + + + ⋅ ⋅ − ⋅ ⋅  
 
where cˆ , 1φˆ , 11πˆ , 12πˆ , 21πˆ , 22πˆ  and γˆ  are the estimated parameters of the conditional 
mean of the Extended ExpAR(2)-GARCH(1,1) model for the first differences of the 
CAC index.  
 
The partial derivatives with respect to 1x  and 2x  are given by the following formulae 
 
( ) ( ) ( )( ){ }21 1 11 1 12 1 11 12 1 2 21 22 2
1
ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆexp 2
y
x x x x x x
x
φ γ π π γ π π π π
∂  = + − ⋅ ⋅ + ⋅ ⋅ − ⋅ ⋅ + ⋅ + ⋅ + ⋅ ∂
 
 
and  
 
( ) { }22 1 21 22 2
2
ˆ ˆ ˆ ˆexp 2 ,
y
x x
x
φ γ π π
∂
= + − ⋅ ⋅ + ⋅ ⋅
∂
 
 
respectively, and measure the steepness of the graph of the function, by showing how 
fast y  changes with respect to 1x  and 2x . For ,  and  the 
Extended ExpAR(2) model is obtained and in this case the above partial derivatives 
show the marginal effect of 1ty −  and 2ty − , respectively, on ty .  
 
The partial derivatives of this function are also nonlinear, in contrast to the function 
 
1 1 2 2
ˆ ˆˆy c x xφ φ= + ⋅ + ⋅ , 
 
which gives us the AR(2) model for ty y= , 1 1tx y −=  and 2 2tx y −=  or the Integrated 
AR(2) model for ty y= ∆ , 1 1tx y −= ∆  and 2 2tx y −= ∆ , with the partial derivatives being 
constant in both cases.  
 
ty y= 1 1tx y −= 2 2tx y −=
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More specifically, as can be noticed from Figure 6.16 (a), the partial derivative with 
respect to 1x  is positive in ( )8.5, 1.5− −  and in ( )6.5,10  indicating that the function is 
increasing as 1x  increases in these intervals, and negative elsewhere indicating that 
the function is decreasing as 1x  increases in the remaining intervals. It can also be 
noted that the partial derivative with respect to 1x  is increasing for 
( ) ( )1 10, 4 2.5,10x ∈ − − ∪  and decreasing for ( )1 4, 2.5x ∈ − , and the marginal effect of 
1x  is higher in absolute value for values of 1x  around -4, 2.5 and 10.  
 
On the other hand, the partial derivative with respect to 2x  (Figure 6.16 (b)) is 
negative in the interval [ ]10,10− , indicating that the function is decreasing as 2x  
increases, while the marginal effect of 2x  increases in absolute value as 2 2.5x →  and 
decreases in absolute value as 2 10x →− .  
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6.2.3 S&P500 
 
The next application is about the S&P500, which is a stock index of the 500 largest 
companies and is often thought to be a good representation of the broader U.S. stock 
market. The data we have used consist of the first differences of the daily high values 
from 3 January 2000 until10 May 2013.  
 
The first four moments of this series can be found in Table 6.9, while the histogram 
can be seen in Figure 6.17 and the autocorrelation and partial autocorrelation plots can 
be found in Figures 6.18 and 6.19, respectively. The maximum likelihood estimates of 
the models are reported in Tables 6.10 and 6.11. 
 
 
Moments 
Number of observations 3358 
Mean 0.0464 
Standard deviation 11.4567 
Kurtosis 6.4136 
Skewness -0.0323 
Table 6.9 Moments of the first differences of the S&P500 index 
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Figure 6.17 Histogram of the first differences of the S&P500 index 
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Figure 6.18 Autocorrelation plot of the first differences of the S&P500 index 
 
 
Figure 6.19 Partial autocorrelation plot of the first differences of the S&P500 index  
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S&P500 
Model 
 
Parameters 
ExpAR(1)- 
ARCH(1) 
ExpAR(1)- 
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
 AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
c 0.3201 
 
(0.0237) 
(0.0950) 
(0.1327) 
0.4633 
 
(0.0042) 
(0.0949) 
(0.1075) 
0.9807 
 
(0.0260) 
(0.1166) 
(0.2100) 
0.7505 
 
(0.0041) 
(0.0854) 
(0.1631) 
0.3573 
 
(0.2202) 
(0.1357) 
(0.1358) 
0.4887 
 
(0.0059) 
(0.1073) 
(0.1073) 
φ1 -0.3063 
 
(0.2749) 
(0.0881) 
(0.1033) 
0.0875 
 
(0.0047) 
(0.0137) 
(0.0140) 
0.0596 
 
(0.0120) 
(0.0160) 
(0.0159) 
0.0869 
 
(0.0078) 
(0.0133) 
(0.0136) 
0.0891 
 
(0.8005) 
(0.0141) 
(0.0141) 
0.1030 
 
(0.0028) 
(0.0126) 
(0.0126) 
π11 0.5118 
 
(0.2416) 
(0.0830) 
(0.0993) 
0.3468 
 
(0.0042) 
(0.0950) 
(0.1317) 
0.4556 
 
(0.0303) 
(0.0890) 
(0.0969) 
0.3446 
 
(0.0148) 
(0.0636) 
(0.1050) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.1085 
 
(0.0312) 
(0.0286) 
(0.0354) 
-0.0821 
 
(0.0048) 
(0.0311) 
(0.0397) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
γ 0.0005 
 
(0.0002) 
(0.0002) 
(0.0002) 
0.0474 
 
(0.0022) 
(0.0185) 
(0.0219) 
0.0265 
 
(0.0048) 
(0.0051) 
(0.0053) 
0.0431 
 
(0.0022) 
(0.0099) 
(0.0113) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
α0 105.2625 
 
(2.0520) 
(0.1521) 
(2.2630) 
0.8771 
 
(0.0031) 
(0.1015) 
(0.1683) 
107.3478 
 
(1.7612) 
(0.1357) 
(2.3252) 
0.8801 
 
(0.0034) 
(0.1077) 
(0.1690) 
108.7348 
 
(17.1783) 
(2.2797) 
(2.3509) 
0.8920 
 
(0.0017) 
(0.1696) 
(0.1696) 
α1 0.1860 
 
(0.0114) 
(0.0151) 
(0.0167) 
0.0563 
 
(0.0037) 
(0.0044) 
(0.0046) 
0.1681 
 
(0.0261) 
(0.0153) 
(0.0172) 
0.0564 
 
(0.0038) 
(0.0044) 
(0.0046) 
0.1605 
 
(0.0665) 
(0.0170) 
(0.0171) 
0.0563 
 
(0.0012) 
(0.0046) 
(0.0046) 
β1 - 
 
(-) 
(-) 
(-) 
0.9366 
 
(0.0038) 
(0.0043) 
(0.0052) 
- 
 
(-) 
(-) 
(-) 
0.9364 
 
(0.0069) 
(0.0043) 
(0.0052) 
- 
 
(-) 
(-) 
(-) 
0.9364 
 
(0.0063) 
(0.0052) 
(0.0052) 
       
LL 
-
22622.5470 
-21881.1602 -22633.0021 -21878.3836 -22653.7876 -21887.6667 
       
AIC 45257.0940 43776.3204 45280.0042 43772.7672 45315.5752 43785.3334 
       
BIC 45293.8086 43819.1541 45322.8379 43821.7200 45340.1164 43815.929 
Table 6.10 S&P500 - First-order models   
240 
 
S&P500 
Model 
 
Parameters 
ExpAR(2)- 
ARCH(1) 
ExpAR(2)- 
GARCH(1,1) 
Extended 
ExpAR(2)- 
ARCH 
Extended 
ExpAR(2)- 
GARCH(1,1) 
 AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
c 0.4012 
 
(0.0896) 
(0.1058) 
(0.1365) 
0.5279 
 
(0.1510) 
(0.2878) 
(0.1079) 
0.8705 
 
(0.0126) 
(0.1287) 
(0.2298) 
0.6805 
 
(0.0038) 
(0.1383) 
(0.1734) 
0.3823 
 
(0.1124) 
(0.0896) 
(0.1358) 
0.5037 
 
(0.0082) 
(0.0834) 
(0.1076) 
φ1 0.0858 
 
(0.0393) 
(0.0142) 
(0.0143) 
0.1010 
 
(0.2423) 
(0.0128) 
(0.0127) 
0.0570 
 
(0.0061) 
(0.0168) 
(0.0171) 
0.0878 
 
(0.0027) 
(0.0135) 
(0.0139) 
0.0871 
 
(0.0610) 
(0.0143) 
(0.0143) 
0.1030 
 
(0.0141) 
(0.0127) 
(0.0127) 
π11 3.1435 
 
(1.3826) 
(0.1199) 
(2.5325) 
2.6804 
 
(1.1512) 
(0.6290) 
(1.5093) 
0.4209 
 
(0.0164) 
(0.0956) 
(0.0986) 
0.3147 
 
(0.0097) 
(0.0935) 
(0.1025) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.0799 
 
(0.0286) 
(0.0335) 
(0.0398) 
-0.0619 
 
(0.0029) 
(0.0303) 
(0.0304) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
γ 1.5980 
 
(2.1850) 
(0.1089) 
(1.5609) 
1.8408 
 
(0.3746) 
(0.2841) 
(1.1380) 
0.0217 
 
(0.0071) 
(0.0064) 
(0.0067) 
0.0365 
 
(0.0038) 
(0.0109) 
(0.0108) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
φ2 -0.0142 
 
(0.1266) 
(0.0134) 
(0.0137) 
-0.0106 
 
(0.3701) 
(0.0141) 
(0.0135) 
-0.0676 
 
(0.0169) 
(0.0234) 
(0.0253) 
-0.0471 
 
(0.0077) 
(0.0210) 
(0.0218) 
-0.0147 
 
(0.0739) 
(0.0126) 
(0.0128) 
-0.0178 
 
(0.0167) 
(0.0126) 
(0.0127) 
π21 -0.0132 
 
(1.6495) 
(0.0478) 
(0.0505) 
-0.0820 
 
(0.2490) 
(0.0489) 
(0.0518) 
0.0954 
 
(0.0122) 
(0.0340) 
(0.0371) 
0.0569 
 
(0.0061) 
(0.0243) 
(0.0263) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π22 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
0.0003 
 
(0.0008) 
(0.0009) 
(0.0009) 
0.0010 
 
(0.0005) 
(0.0006) 
(0.0006) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
α0 107.9825 
 
(5.3241) 
(0.1216) 
(2.3619) 
0.8910 
 
(0.1324) 
(0.4726) 
(0.1700) 
106.7230 
 
(0.6703) 
(0.1155) 
(2.3356) 
0.8821 
 
(0.0052) 
(0.1689) 
(0.1696) 
108.1557 
 
(12.7612) 
(0.0883) 
(2.3605) 
0.8919 
 
(0.0316) 
(0.1080) 
(0.1701) 
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α1 0.1621 
 
(0.5043) 
(0.0153) 
(0.0176) 
0.0567 
 
(0.0105) 
(0.0073) 
(0.0047) 
0.1676 
 
(0.0266) 
(0.0154) 
(0.0176) 
0.0565 
 
(0.0022) 
(0.0047) 
(0.0046) 
0.1612 
 
(0.0074) 
(0.0152) 
(0.0175) 
0.0566 
 
(0.0038) 
(0.0043) 
(0.0047) 
β1 - 
 
(-) 
(-) 
(-) 
0.9361 
 
(0.0120) 
(0.0112) 
(0.0052) 
- 
 
(-) 
(-) 
(-) 
0.9364 
 
(0.0021) 
(0.0052) 
(0.0052) 
- 
 
(-) 
(-) 
(-) 
0.9362 
 
(0.0022) 
(0.0043) 
(0.0052) 
       
LL -22634.2004 -21873.1221 -22610.8215 -21865.7563 - 22637.0795 -21877.3272 
       
AIC 45284.4008 43764.2442 45241.6430 43753.5126 45284.1590 43766.6544 
       
BIC 45333.3536 43819.3161 45302.8340 43820.8227 45314.7545 43803.3690 
Table 6.11 S&P - Second-order models 
 
 
Extended ExpAR(2)-GARCH(1,1) 
 c φ1 π11 π12 γ φ2 π21 π22 α0 α1 β1 
Estimates 0.6805 
 
(0.0038) 
(0.1383) 
(0.1734) 
0.0878 
 
(0.0027) 
(0.0135) 
(0.0139) 
0.3147 
 
(0.0097) 
(0.0935) 
(0.1025) 
-0.0619 
 
(0.0029) 
(0.0303) 
(0.0304) 
0.0365 
 
(0.0038) 
(0.0109) 
(0.0108) 
-0.0471 
 
(0.0077) 
(0.0210) 
(0.0218) 
0.0569 
 
(0.0061) 
(0.0243) 
(0.0263) 
0.0010 
 
(0.0005) 
(0.0006) 
(0.0006) 
0.8821 
 
(0.0052) 
(0.1689) 
(0.1696) 
0.0565 
 
(0.0022) 
(0.0047) 
(0.0046) 
0.9364 
 
(0.0021) 
(0.0052) 
(0.0052) 
t-statistic 179.0789 
4.9205 
3.9245 
32.5185 
6.5037 
6.3165 
32.4433 
3.3658 
3.0702 
-21.3448 
-2.0429 
-2.0362 
9.6053 
3.3486 
3.3796 
-6.1169 
-2.2429 
-2.1606 
9.3279 
2.3416 
2.1635 
2.0000 
1.6667 
1.6667 
169.6346 
5.2226 
5.2011 
25.6818 
12.0213 
12.2826 
445.9048 
180.0769 
180.0769 
Table 6.12 S&P- t-statistics for the Extended ExpAR(2)-GARCH(1,1) model 
 
 
According to the results found in Tables 6.10 and 6.11, it can be seen that once again 
the estimates of the 0α  and 1α  parameters are quite similar across the first-order and 
second-order models with an ARCH specification for the conditional variance, and 
the estimates of the 0α , 1α  and 1β  parameters are similar across the first-order and 
second-order models with a GARCH specification for the conditional variance. 
 
As to the Information Criteria values, it can be noticed that both the AIC and BIC 
values were lower for the models with GARCH errors, compared to the models with 
ARCH errors, indicating the use of a conditional mean model with a GARCH 
specification for the conditional variance. More specifically, the lowest AIC value 
was given for the Extended ExpAR(2)-GARCH(1,1) model (43753.5126), while the 
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lowest BIC value was obtained for the AR(2)-GARCH(1,1) model (43803.3690). 
Thus, according to Akaike’s Information Criterion, the preferred model is the 
Extended ExpAR(2)-GARCH(1,1) model, while according to the Bayesian 
Information Criterion the preferred model is the AR(2)-GARCH(1,1) model. 
 
As shown in Table 6.12, where the t-statistics for the estimates of the Extended 
ExpAR(2)-GARCH(1,1) model can be found, when using the standard errors which 
were calculated according to either the second or third method, the estimates of all the 
parameters, apart from 22π , are statistically significant at a 5% level, while the 
estimate of 22π  is statistically significant at a 10%. However, when using the standard 
errors which were calculated according to the first method, the estimates of all the 
parameters are statistically significant at a 5% level. 
 
Moreover, Figures 6.20-6.23 show the autocorrelation and partial autocorrelation 
plots of the residuals and the standardised residuals of the estimated Extended 
ExpAR(2)-GARCH(1,1) model. As can be seen from these plots, most sample 
autocorrelations and partial autocorrelations fall inside the 95% confidence bounds 
and change sign, indicating the residuals to be random. Consequently, the choice of 
the Extended ExpAR(2)-GARCH(1,1) model for the first differences of the S&P500 
time series seems to be appropriate. 
 
 
Figure 6.20 S&P500 - Autocorrelation plot of the residuals of the Extended ExpAR(2)-
GARCH(1,1) model 
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Figure 6.21 S&P500 – Partial autocorrelation plot of the residuals of the Extended ExpAR(2)-
GARCH(1,1) model 
 
Figure 6.22 S&P500 - Autocorrelation plot of the standardised residuals of the Extended 
ExpAR(2)-GARCH(1,1) model 
 
Figure 6.23 S&P500 – Partial autocorrelation plot of the standardised residuals of the 
Extended ExpAR(2)-GARCH(1,1) model 
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(a) 
 
(b) 
Figure 6.24 Partial derivatives of the Extended ExpAR(2) with respect to 1x  (a) and 2x  (b)  
 
 
Finally, Figures 6.24 (a) and (b) present the partial derivatives of the following 
function 
 
( ) ( ){ } ( ) ( ){ }2 21 11 12 1 1 1 2 21 22 2 1 2ˆ ˆˆ ˆˆ ˆ ˆ ˆ ˆexp exp ,y c x x x x x xφ π π γ φ π π γ= + + + ⋅ ⋅ − ⋅ ⋅ + + + ⋅ ⋅ − ⋅ ⋅  
 
where cˆ , 1φˆ , 11πˆ , 12πˆ , 21πˆ , 22πˆ  and γˆ  are the estimated parameters of the conditional 
mean of the Extended ExpAR(2)-GARCH(1,1) model for the first differences of the 
S&P500 data. Similar to the previous subsection, for ty y= , 1 1tx y −=  and 2 2tx y −=  
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we obtain the Extended ExpAR(2) model, and the partial derivatives with respect to 
1x  and 2x  are given by the formulae 
 
( ) ( ) ( )( ){ }21 1 11 1 12 1 11 12 1 2 21 22 2
1
ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆexp 2
y
x x x x x x
x
φ γ π π γ π π π π
∂  = + − ⋅ ⋅ + ⋅ ⋅ − ⋅ ⋅ + ⋅ + ⋅ + ⋅ ∂
 
 
and  
 
( ) { }22 1 21 22 2
2
ˆ ˆ ˆ ˆexp 2 ,
y
x x
x
φ γ π π
∂
= + − ⋅ ⋅ + ⋅ ⋅
∂
 
 
respectively, both being nonlinear. 
 
It can be noted that these figures differ from those shown in the previous subsection. 
This could be due to the fact that we have a highly nonlinear function with different 
estimates for each parameter in each case, and the combination of these parameter 
estimates can result in different graphs. 
 
More specifically, the partial derivative with respect to 1x  (Figure 6.24 (a)) is positive 
in ( ) ( )5,2.5 5,10− ∪  indicating that the function is increasing as 1x  increases in this 
interval, and negative elsewhere where it is indicated that the function is decreasing as 
1x  increases. It can also be noted that the partial derivative with respect to 1x  is 
increasing for ( ) ( )1 7, 1 4,10x ∈ − − ∪  and decreasing for ( ) ( )1 10, 7 1,4x ∈ − − ∪ − , and 
the marginal effect of 1x  is higher for values of 1x  around -1.  
 
On the other hand, the partial derivative with respect to 2x  (Figure 6.24 (b)) is 
positive for ( )2 2,3x ∈ − , indicating that the function is increasing as 2x  increases in 
this interval, and negative elsewhere, while the marginal effect of 2x  increases in 
absolute value as 2 10x → .  
 
Once again the results can be contrasted to the ones derived from the function 
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1 1 2 2
ˆ ˆˆy c x xφ φ= + ⋅ + ⋅ , 
 
which gives the AR(2) model for ty y= , 1 1tx y −=  and 2 2tx y −=  or the Integrated 
AR(2) model for ty y= ∆ , 1 1tx y −= ∆  and 2 2tx y −= ∆ , with the partial derivatives being 
constant in either case.  
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6.2.4 OPEC prices 
 
The last application considers the OPEC basket of oil prices. The OPEC basket is a 
weighted average of oil prices from different oil producing countries and is based on 
the production and exports of these countries. It is important as it is used to examine 
oil market conditions across the world. 
 
The data we have used consist of the first differences of the daily basket of oil prices 
from 2 January 2003 until 20 December 2013. The first four moments for this series 
can be found in Table 6.13, while the histogram can be seen in Figure 6.25. The 
autocorrelation and partial autocorrelation plots are illustrated in Figures 6.26 and 
6.27, respectively. The maximum likelihood estimates of the models are reported in 
Tables 6.14 and 6.15. 
 
 
Moments 
Number of observations 2832 
Mean 0.0276 
Standard deviation 1.1038 
Kurtosis 8.0189 
Skewness -0.4241 
Table 6.13 Moments of the first differences of the OPEC prices 
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Figure 6.25 Histogram of the first differences of the OPEC prices 
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Figure 6.26 Autocorrelation plot of the first differences of the OPEC prices 
 
 
Figure 6.27 Partial autocorrelation plot of the first differences of the OPEC prices 
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OPEC prices 
Model 
 
Parameters 
ExpAR(1)- 
ARCH(1) 
ExpAR(1)- 
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
 AR(1)-
ARCH(1) 
AR(1)-
GARCH(1,1) 
c 0.0327 
 
(0.5510) 
(0.0126) 
(0.0126) 
0.0350 
 
(0.0137) 
(0.0102) 
(0.0102) 
0.0668 
 
(0.0165) 
(0.0153) 
(0.0154) 
-0.0075 
 
(0.0194) 
(0.0210) 
(0.0168) 
0.0291 
 
(0.0046) 
(0.0126) 
(0.0126) 
0.0348 
 
(0.0389) 
(0.0101) 
(0.0101) 
φ1 0.3792 
 
(0.2736) 
(0.0300) 
(0.0305) 
0.2639 
 
(0.0211) 
(0.0275) 
(0.0294) 
0.3831 
 
(0.0799) 
(0.0408) 
(0.0429) 
0.2609 
 
(0.0428) 
(0.0148) 
(0.0147) 
0.3051 
 
(0.0121) 
(0.0150) 
(0.0150) 
0.2587 
 
(0.0019) 
(0.0133) 
(0.0133) 
π11 -0.1466 
 
(0.8268) 
(0.0458) 
(0.0463) 
-0.0093 
 
(0.0350) 
(0.0442) 
(0.0449) 
-0.1047 
 
(0.0967) 
(0.0567) 
(0.0595) 
-0.0416 
 
(0.5034) 
(0.0759) 
(0.0752) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.0673 
 
(0.0137) 
(0.0222) 
(0.0226) 
0.8668 
 
(0.0979) 
(0.2825) 
(0.3320) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
γ 0.2868 
 
(0.5448) 
(0.1106) 
(0.1299) 
0.2729 
 
(0.3590) 
(0.2691) 
(0.8430) 
0.0810 
 
(0.1758) 
(0.0748) 
(0.0766) 
3.5509 
 
(0.2139) 
(0.3858) 
(0.8093) 
- 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
α0 0.7808 
 
(0.4370) 
(0.0216) 
(0.0217) 
0.0036 
 
(0.0023) 
(0.0012) 
(0.0012) 
0.7766 
 
(0.0768) 
(0.0218) 
(0.0219) 
0.0036 
 
(0.0086) 
(0.0012) 
(0.0012) 
0.7923 
 
(0.0655) 
(0.0219) 
(0.0219) 
0.0036 
 
(0.0011) 
(0.0012) 
(0.0012) 
α1 0.3542 
 
(0.1536) 
(0.0279) 
(0.0280) 
0.0701 
 
(0.0195) 
(0.0075) 
(0.0075) 
0.3570 
 
(0.1673) 
(0.0286) 
(0.0288) 
0.0705 
 
(0.0835) 
(0.0075) 
(0.0075) 
0.3391 
 
(0.0944) 
(0.0279) 
(0.0279) 
0.0701 
 
(0.0072) 
(0.0075) 
(0.0075) 
β1 - 
 
(-) 
(-) 
(-) 
0.9293 
 
(0.0189) 
(0.0073) 
(0.0074) 
- 
 
(-) 
(-) 
(-) 
0.9290 
 
(0.0868) 
(0.0074) 
(0.0074) 
- 
 
(-) 
(-) 
(-) 
0.9293 
 
(0.0070) 
(0.0073) 
(0.0073) 
       
LL -5569.1521 -4881.3210 -5562.8319 -4876.1631 -5573.8525 -4881.3427 
       
AIC 11150.3042 9776.6420 11139.6638 9768.3262 11155.7050 9772.6854 
       
BIC 11185.9964 9818.2829 11181.3047 9815.9158 11179.4998 9802.4289 
Table 6.14 OPEC prices- First-order models   
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OPEC prices 
Model 
 
Parameters 
ExpAR(2)- 
ARCH(1) 
ExpAR(2)- 
GARCH(1,1) 
Extended 
ExpAR(2)- 
ARCH 
Extended 
ExpAR(2)- 
GARCH(1,1) 
 AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
c 0.0342 
 
(0.0133) 
(0.0126) 
(0.0126) 
0.0372 
 
(0.0821) 
(0.0103) 
(0.0103) 
0.0812 
 
(0.0173) 
(0.0157) 
(0.0158) 
-0.0011 
 
(0.0056) 
(0.0139) 
(0.0172) 
0.0296 
 
(0.0272) 
(0.0125) 
(0.0126) 
0.0374 
 
(0.0128) 
(0.0102) 
(0.0102) 
φ1 0.3554 
 
(0.0360) 
(0.0374) 
(0.0374) 
0.2791 
 
(0.4718) 
(0.0163) 
(0.0168) 
0.4196 
 
(0.0356) 
(0.0769) 
(0.0933) 
0.2794 
 
(0.0102) 
(0.0154) 
(0.0156) 
0.3169 
 
(0.0118) 
(0.0161) 
(0.0161) 
0.2747 
 
(0.0093) 
(0.0137) 
(0.0137) 
π11 -0.1097 
 
(0.0611) 
(0.0540) 
(0.0544) 
-0.0332 
 
(0.7009) 
(0.0772) 
(0.0826) 
-0.1191 
 
(0.0318) 
(0.0877) 
(0.1018) 
-0.0478 
 
(0.0054) 
(0.0237) 
(0.0242) 
- 
 
(-) 
- 
 
(-) 
π12 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.0593 
 
(0.0226) 
(0.0157) 
(0.0160) 
0.8890 
 
(0.0133) 
(0.1907) 
(0.3454) 
- 
 
(-) 
- 
 
(-) 
γ 0.3652 
 
(0.1788) 
(0.1625) 
(0.1781) 
3.9170 
 
(2.0518) 
(1.4044) 
(8.2035) 
0.0455 
 
(0.0335) 
(0.0245) 
(0.0255) 
3.6826 
 
(0.0232) 
(0.3011) 
(0.8493) 
- 
 
(-) 
- 
 
(-) 
φ2 0.0207 
 
(0.0235) 
(0.0402) 
(0.0401) 
-0.0714 
 
(0.2032) 
(0.0241) 
(0.0197) 
-0.1529 
 
(0.0335) 
(0.1416) 
(0.1742) 
-0.0735 
 
(0.0077) 
(0.0199) 
(0.0199) 
-0.0299 
 
(0.0186) 
(0.0131) 
(0.0131) 
-0.0629 
 
(0.0226) 
(0.0137) 
(0.0137) 
π21 -0.0644 
 
(0.0317) 
(0.0507) 
(0.0503) 
0.0228 
 
(0.7827) 
(0.0485) 
(0.0445) 
0.1200 
 
(0.0324) 
(0.1483) 
(0.1821) 
0.0291 
 
(0.0033) 
(0.0175) 
(0.0176) 
- 
 
(-) 
- 
 
(-) 
π22 - 
 
(-) 
(-) 
(-) 
- 
 
(-) 
(-) 
(-) 
-0.0173 
 
(0.0058) 
(0.0060) 
(0.0060) 
-0.0183 
 
(0.0087) 
(0.0104) 
(0.0104) 
- 
 
(-) 
- 
 
(-) 
α0 0.7818 
 
(0.0233) 
(0.0219) 
(0.0219) 
0.0035 
 
(0.0012) 
(0.0012) 
(0.0012) 
0.7813 
 
(0.0178) 
(0.0219) 
(0.0219) 
0.0035 
 
(0.0017) 
(0.0012) 
(0.0012) 
0.7399 
 
(0.0205) 
(0.0220) 
(0.0221) 
0.0035 
 
(0.0012) 
(0.0012) 
(0.0012) 
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α1 0.3524 
 
(0.0334) 
(0.0283) 
(0.0285) 
0.0702 
 
(0.0095) 
(0.0074) 
(0.0074) 
0.3449 
 
(0.0255) 
(0.0281) 
(0.0282) 
0.0703 
 
(0.0038) 
(0.0074) 
(0.0075) 
0.3372 
 
(0.0094) 
(0.0282) 
(0.0283) 
0.0701 
 
(0.0193) 
(0.0074) 
(0.0074) 
β1 - 
 
(-) 
(-) 
(-) 
0.9293 
 
(0.0087) 
(0.0073) 
(0.0073) 
- 
 
(-) 
(-) 
(-) 
0.9292 
 
(0.0045) 
(0.0073) 
(0.0073) 
- 
 
(-) 
(-) 
(-) 
0.9294 
 
(0.0196) 
(0.0073) 
(0.0073) 
       
LL -5566.4895 -4871.3742 -5554.8006 -4865.6868 -5571.5261 -4871.6160 
       
AIC 11148.9790 9760.7484 11129.6012 9753.3736 11115.0522 9755.2320 
       
BIC 11196.5686 9814.2867 11189.0882 9818.8093 11182.7957 9790.9242 
Table 6.15 OPEC prices - Second-order models 
 
 
Extended ExpAR(2)-GARCH(1,1) 
 c φ1 π11 π12 γ φ2 π21 π22 α0 α1 β1 
Estimates -0.0011 
 
(0.0056) 
(0.0139) 
(0.0172) 
0.2794 
 
(0.0102) 
(0.0154) 
(0.0156) 
-0.0478 
 
(0.0054) 
(0.0237) 
(0.0242) 
0.8890 
 
(0.0133) 
(0.1907) 
(0.3454) 
3.6826 
 
(0.0232) 
(0.3011) 
(0.8493) 
-0.0735 
 
(0.0077) 
(0.0199) 
(0.0199) 
0.0291 
 
(0.0033) 
(0.0175) 
(0.0176) 
-0.0183 
 
(0.0087) 
(0.0104) 
(0.0104) 
0.0035 
 
(0.0017) 
(0.0012) 
(0.0012) 
0.0703 
 
(0.0038) 
(0.0074) 
(0.0075) 
0.9292 
 
(0.0045) 
(0.0073) 
(0.0073) 
t-statistic -0.1964 
-0.0791 
-0.0639 
27.3922 
18.1429 
17.9103 
-8.8519 
-2.0169 
-1.9752 
66.8421 
4.6618 
2.5738 
158.7328 
12.2305 
4.3360 
-9.5455 
-3.6935 
-3.6935 
8.8182 
1.6629 
1.6534 
-2.1034 
-1.7596 
-1.7596 
2.0588 
2.9167 
2.9167 
18.5000 
9.5000 
9.3733 
206.4889 
127.2876 
127.2876 
Table 6.16 OPEC prices- t-statistics for the Extended ExpAR(2)-GARCH(1,1) model 
 
 
Regarding the first differences of the OPEC basket prices, it can be noticed that once 
again the estimates of the 0α  and 1α  parameters were similar across the models with 
ARCH errors, and the estimates of the 0α , 1α  and 1β  parameters were similar across 
the models with GARCH errors as well.  
 
Concerning the Information Criteria values, it can be noticed that both the AIC and 
BIC values were lower for the models with GARCH errors, compared to the models 
with ARCH errors, indicating the use of a model with a GARCH specification for the 
conditional variance. The minimum AIC value was obtained for the Extended 
ExpAR(2)-GARCH(1,1) model (9753.3736), while the lowest BIC value was given 
for the AR(2)-GARCH(1,1) model (9790.9242). Therefore, according to Akaike’s 
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Information Criterion, the preferred model is the Extended ExpAR(2)-GARCH(1,1) 
model, while according to the Bayesian Information Criterion the preferred model is 
the AR(2)-GARCH(1,1) model. 
 
According to the t-statistics obtained for the estimates of the parameters of the 
Extended ExpAR(2)-GARCH(1,1) model, which are shown in Table 6.16, we notice 
that when using the standard errors which are calculated according to the first method, 
the estimates of all the parameters, except for the c parameter, are statistically 
significant at a 5% level, while when using the standard errors calculated according to 
either the second or third method, the estimates of all the parameters, apart from the c, 
21π  and 22π  parameters, are statistically significant at a 5% level, with the estimates 
of the 21π  and 22π  parameters being significant at a 10% level. 
 
Figures 6.28-6.31 depict the autocorrelation and partial autocorrelation plots of the 
residuals and the standardised residuals of the estimated Extended ExpAR(2)-
GARCH(1,1) model. It can be seen from these plots that most sample autocorrelations 
and partial autocorrelations fall inside the 95% confidence bounds and change sign 
indicating the residuals to be random. Consequently, the choice of the Extended 
ExpAR(2)-GARCH(1,1) model for the first differences of the OPEC prices seems to 
be appropriate. 
 
 
Figure 6.28 OPEC - Autocorrelation plot of the residuals of the Extended ExpAR(2)-
GARCH(1,1) model 
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Figure 6.29 OPEC – Partial autocorrelation plot of the residuals of the Extended ExpAR(2)-
GARCH(1,1) model 
 
Figure 6.30 OPEC - Autocorrelation plot of the standardised residuals of the Extended 
ExpAR(2)-GARCH(1,1) model 
Figure 6.31 OPEC – Partial autocorrelation plot of the standardised residuals of the Extended 
ExpAR(2)-GARCH(1,1) model 
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(a) 
 
(b) 
Figure 6.32 Partial derivatives of the Extended ExpAR(2) with respect to 1x  (a) and 2x  (b)  
 
 
Finally, Figures 6.32 (a) and (b) illustrate the partial derivatives of the function 
 
( ) ( ){ } ( ) ( ){ }2 21 11 12 1 1 1 2 21 22 2 1 2ˆ ˆˆ ˆˆ ˆ ˆ ˆ ˆexp exp ,y c x x x x x xφ π π γ φ π π γ= + + + ⋅ ⋅ − ⋅ ⋅ + + + ⋅ ⋅ − ⋅ ⋅  
 
where cˆ , 1φˆ , 11πˆ , 12πˆ , 21πˆ , 22πˆ  and γˆ  are the estimated parameters of the conditional 
mean of the Extended ExpAR(2)-GARCH(1,1) model for first differences of the daily 
OPEC basket of oil prices. Similar to the last two subsections, for ty y= , 1 1tx y −=  
and 2 2tx y −=  we obtain the Extended ExpAR(2) model, and the partial derivatives 
with respect to 1x  and 2x  are given by the following formulae 
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( ) ( ) ( )( ){ }21 1 11 1 12 1 11 12 1 2 21 22 2
1
ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆexp 2
y
x x x x x x
x
φ γ π π γ π π π π
∂  = + − ⋅ ⋅ + ⋅ ⋅ − ⋅ ⋅ + ⋅ + ⋅ + ⋅ ∂
 
 
and  
 
( ) { }22 1 21 22 2
2
ˆ ˆ ˆ ˆexp 2 ,
y
x x
x
φ γ π π
∂
= + − ⋅ ⋅ + ⋅ ⋅
∂
 
 
respectively, both being nonlinear. 
 
Figures 6.32 (a) and (b) are somewhat different from the ones seen in subsections 
6.2.2 and 6.2.3. As mentioned previously, this can be explained by the fact that we 
have a highly nonlinear function with different estimates for each parameter, and 
especially for the scale parameter, γ , which can result in different graphs. However, 
here we have also used a different domain for 1x  and 2x , [ ]1 2, 2, 2x x ∈ − , compared to 
that used in subsections 6.2.2 and 6.2.3 [ ]( )1 2, 10,10x x ∈ − , since we would expect that 
the first differences of the oil prices will have a smaller magnitude than the first 
differences of a stock market index. 
 
It can be noted that the partial derivative with respect to 1x  (Figure 6.32 (a)) is 
negative for ( )1 0.35, 0.15x ∈ − −  indicating that the function is decreasing as 1x  
increases in this interval, and positive elsewhere where it is indicated that the function 
is increasing as 1x  increases. Moreover, the partial derivative with respect to 1x  is 
increasing for ( ) ( ) ( )1 1.5, 0.8 0.25,0.25 0.8,1.5x ∈ − − ∪ − ∪  and decreasing for 
( ) ( )1 0.8, 0.25 0.25,0.8x ∈ − − ∪ , while the marginal effect of 1x  is higher for values of 
1x  around -0.8 and around 0.25.  
 
Regarding the partial derivative with respect to 2x  (Figure 6.32 (b)), it can be noticed 
that it is negative everywhere, indicating that the function is decreasing as 2x  
increases, while the marginal effect of 2x  increases in absolute value as 2x  increases. 
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Once again the results can be contrasted to the ones derived from a linear function, 
such as  
 
1 1 2 2
ˆ ˆˆy c x xφ φ= + ⋅ + ⋅ , 
 
which results in the AR(2) model for ty y= , 1 1tx y −=  and 2 2tx y −=  or the Integrated 
AR(2) model for ty y= ∆ , 1 1tx y −= ∆  and 2 2tx y −= ∆ , and which has constant partial 
derivatives.  
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6.3 Conclusions 
 
In this chapter we have shown that our new models, indeed low order versions of 
them, can describe specific financial and economic time series data and, in addition, 
according to Akaike’s Information Criterion, they can even fit better than the well-
known and widely used AR-ARCH and AR-GARCH models. More specifically, the 
data used here were the first differences of the FTSE100, CAC40 and S&P500 indices 
and OPEC basket prices. However, the new models could possibly explain other 
economic and financial time series or even time series data from other disciplines as 
well. 
 
According to the results obtained, it was found that, although the results varied among 
the different models, for every data set used, the estimates of the 0α  and 1α  
parameters were quite similar across the first- and second-order models with ARCH 
errors (ExpAR(1)-ARCH(1), ExpAR(2)-ARCH(1), Extended ExpAR(1)-ARCH(1), 
Extended ExpAR(2)-ARCH(1), AR(1)-ARCH(1), AR(2)-ARCH(1)), and the 
estimates of the 0α , 1α  and 1β  parameters were similar across the first- and second-
order models with GARCH errors (ExpAR(1)-GARCH(1,1), ExpAR(2)-
GARCH(1,1), Extended ExpAR(1)-GARCH(1,1), Extended ExpAR(2)-GARCH(1,1), 
AR(1)-GARCH(1,1) and AR(2)-GARCH(1,1)).  
 
Regarding the Information Criteria results, it was found that both the AIC and BIC 
values were lower for the models with GARCH errors, compared to the models with 
ARCH errors, indicating the use of a conditional mean model with a GARCH 
specification for the conditional variance. More specifically, for every dataset used, 
the lowest AIC value was given by either the ExpAR-GARCH (FTSE100) or the 
Extended ExpAR-GARCH (CAC40, S&P500 and OPEC) model. Hence, according to 
the Akaike’s Information Criterion, the preferred model was either the ExpAR-
GARCH(1,1) or the Extended ExpAR-GARCH, respectively. Nevertheless, it should 
be noted that, according to the Bayesian Information Criterion, we should select the 
AR-GARCH model in every case, as the lowest BIC value was given for this model, 
and then for either the ExpAR-GARCH or the Extended ExpAR-GARCH model. 
However, this could be due to the fact that the Bayesian Information Criterion 
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penalises a higher number of parameters more than the Akaike’s Information 
Criterion. 
 
Furthermore, it was found that the estimates of the parameters of the preferred model 
according to the AIC were statistically significant, at least at a 10% level, while the 
autocorrelation and partial autocorrelation plots of the residuals and standardised 
residuals of the preferred model according to the AIC showed that most sample 
autocorrelations and partial autocorrelations fell inside the 95% confidence bounds 
and changed sign, indicating the residuals to be random. 
 
All in all, the ExpAR and Extended ExpAR models with conditional heteroscedastic 
errors can be useful tools in describing nonlinear behaviour in financial and economic 
time series and have the potential for describing and fitting various real time series 
data. Later on, applications to the levels and not the differences of data will be 
considered as well. 
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Chapter 7 Forecasting 
 
 
7.1 Introduction 
 
In the previous chapter we showed that our new models can perform better in terms of 
goodness-of-fit to financial and economic time series compared to the AR-ARCH and 
AR-GARCH models. However, model selection is often not only based on a model’s 
goodness-of-fit to data, but also on the underlying purpose of the study as well. If our 
purpose is forecasting, it is important to also check the models’ predictive ability 
when suggesting new models, as a better fitting model does not always lead to better 
forecasts. Hence, in this chapter we examine the forecasting performance of our four 
new basic nonlinear models (ExpAR-ARCH, ExpAR-GARCH, Extended ExpAR-
ARCH and Extended ExpAR-GARCH). More precisely, we examine model selection 
in terms of multiple 1-step-ahead and multi-step-ahead forecasting. Furthermore, the 
AR-ARCH and AR-GARCH models are used once again as benchmarks with which 
to compare the results and to assess whether the new models can forecast observed 
time series better than these well-known models. 
 
The time series used here are the same as those used in chapter 6 (FTSE100, CAC40, 
S&P500 and OPEC prices), whereas the observations used in forecast evaluation are 
different from the ones used in model fitting, i.e., we check the models’ out-of-sample 
predictive ability.  
 
The measures of forecasting performance used are the Mean Squared Error (MSE), 
Root Mean Squared Error (RMSE), Mean Squared Percentage Error (MSPE), Root 
Mean Squared Percentage Error (RMSPE), Mean Error (ME), Mean Absolute Error 
(MAE), Mean Percentage Error (MPE) and Mean Absolute Percentage Error 
(MAPE). Although the MSE is the most commonly used measure of predictive 
ability, the additional measures have been used in order to verify the results. It should 
be noted, though, that we do not check the absolute values of the measures for each 
model, but rather compare the relative differences among the models, as our interest 
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lies mainly in checking whether there are any relative forecast improvements when 
using the new models. 
 
When forecasting, there are three main ways in which a sequence of estimates can be 
obtained in order to make forecasts: the recursive, rolling and fixed schemes (see, e.g., 
McCracken (2000), Pantelidis and Pittis (2005)). When using the recursive method, 
the size of the sample used in estimating the parameter vector increases as we forecast 
sequential observations. When using the rolling method, the vector of parameter 
estimates is always obtained from a sample of the same size. On the other hand, when 
using the fixed scheme, the parameter vector is estimated only for the initial 
forecasting period and then we continue using the same estimate for the following 
forecasts. The latter is often preferred when it is not an easy task to update the 
estimates.  
 
Since it is computationally quite difficult to update the parameter estimates for our 
highly nonlinear models, the fixed scheme is employed here to compare forecasts and 
the estimates used are the ones which were obtained in the previous chapter when 
comparing the models’ estimation performance, although this might not be optimal as 
any new information which becomes available, and which could modify the parameter 
estimates, is not considered. However, since the datasets used in this work consist of 
first differences - and not the levels - of prices, we could expect that the newly 
available information should not change the parameter estimates much.  
 
 
7.2 Applications 
 
In this section, applications regarding the models’ forecasting performance are 
considered. Similar to chapter 6, the datasets used consist of first differences of the 
high prices of the FTSE100, CAC40 and S&P500 indices and of the first differences 
of the OPEC prices, while the fixed scheme is used for estimating the parameters in 
order to make forecasts.  
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In chapter 6, it was found that, according to Akaike’s Information Criterion, the 
preferred model in terms of goodness-of-fit is the ExpAR(2)-GARCH(1,1) model for 
the FTSE100 data and the Extended ExpAR(2)-GARCH(1,1) model for the CAC40, 
S&P500 and OPEC prices, while according to the Bayesian Information Criterion the 
model which is preferred in every case is the AR(2)-GARCH(1,1). Here our aim is to 
check which models are preferred in terms of predictive ability and to see if the 
results agree with those obtained when fitting the models to the data. For this purpose, 
we compare the results of both multiple 1-step-ahead and multi-step-ahead forecasts. 
 
 
7.2.1 FTSE100 
 
The first application considers the first differences of the FTSE100 index. The 
estimation subsample consists of data from the period between 4 January 2000 and 10 
May 2013, while the forecasting subsample consists of data from 13 May 2013 to 22 
July 2013, which corresponds to 50 observations in total. The estimates of the 
parameters for every model can be found in Tables 6.2 and 6.3.  
 
Tables 7.1-7.4 show the results for 20 and 50 1-step-ahead forecasts for all the first- 
and second-order models used, while Tables 7.5-7.8 present the results of 20-step-
ahead and 50-step-ahead forecasts. 
 
According to the results, when making 20 1-step-ahead forecasts for the first 
differences of the FTSE100 data (Tables 7.1 and 7.2), we notice that the model with 
the smallest MSE (and RMSE) and MAE was the ExpAR(1)-GARCH(1,1) and the 
model with the lowest ME in absolute value was the ExpAR(1)-ARCH(1), while the 
minimum MSPE, RMSPE, MPE and MAPE were given for the Extended ExpAR(1)-
ARCH(1) model.  
 
When making 50 1-step-ahead forecasts (Tables 7.3 and 7.4), the minimum MSE, 
RMSE, MSPE, RMSPE, MPE and MAPE were given for the Extended ExpAR(1)-
ARCH(1) model, while the smallest ME in absolute value and the smallest MAE were 
given for the ExpAR(1)-ARCH(1) model.  
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FTSE100 20 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 3.2926e+03 3.2097e+03 3.2135e+03 3.3121e+03 5.5853e+03 5.5663e+03 
RMSE 57.3814 56.6544 56.6882 57.5506 74.7348 74.6079 
MSPE 0.0495 0.0484 0.0482 0.0498 0.0526 0.0526 
RMSPE 0.2224 0.2199 0.2196 0.2232 0.2293 0.2293 
ME -10.8070 -12.1568 -11.1216 -11.5053 -11.1380 -11.9169 
MAE 42.2771 41.5786 41.8386 42.0283 58.3378 58.2782 
MPE 0.0497 0.0492 0.0491 0.0499 0.0513 0.0513 
MAPE 0.0497 0.0492 0.0491 0.0499 0.0513 0.0513 
Table 7.1: FTSE100 20 1-period-ahead forecasts – First order models  
 
 
FTSE100 20 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 3.7077e+03 3.5303e+03 3.8013e+03 3.4613e+03 3.3297e+03 3.3181e+03 
RMSE 60.8909 59.4161 61.6550 58.8330 57.7040 57.6026 
MSPE 0.0538 0.0523 0.0547 0.0515 0.0492 0.0496 
RMSPE 0.2320 0.2286 0.2338 0.2269 0.2219 0.2227 
ME -13.5514 -13.1875 -13.8368 -12.6725 -11.6515 -12.0583 
MAE 45.5950 44.1931 45.9744 43.9030 44.2148 43.2732 
MPE 0.0519 0.0511 0.0523 0.0507 0.0496 0.0498 
MAPE 0.0519 0.0511 0.0523 0.0507 0.0496 0.0498 
Table 7.2: FTSE100 20 1-period-ahead forecasts – Second order models 
 
 
FTSE100 50 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 2.7687e+03 2.7565e+03 2.7526e+03 2.7883e+03 5.1263e+03 5.1036e+03 
RMSE 52.6188 52.5027 52.4656 52.8043 71.5983 71.4398 
MSPE 0.0189 0.0188 0.0187 0.0190 0.0205 0.0205 
RMSPE 0.1374 0.1372 0.1368 0.1379 0.1433 0.1431 
ME -1.0968 -1.9585 -1.2381 -1.7406 -1.3014 -1.9741 
MAE 39.8832 39.9340 39.9662 39.9162 54.5419 54.4451 
MPE 0.0194 0.0194 0.0193 0.0195 0.0203 0.0202 
MAPE 0.0194 0.0194 0.0193 0.0195 0.0203 0.0202 
Table 7.3: FTSE100 50 1-period-ahead forecasts – First order models 
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FTSE100 50 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 2.9932e+03 2.8782e+03 3.0206e+03 2.8575e+03 2.7916e+03 2.7789e+03 
RMSE 54.7099 53.6484 54.9596 53.4552 52.8356 52.7156 
MSPE 0.0199 0.0194 0.0200 0.0193 0.0188 0.0189 
RMSPE 0.1411 0.1394 0.1415 0.1391 0.1372 0.1374 
ME -1.3680 -2.0661 -1.5216 -1.6321 -1.1290 -1.8052 
MAE 41.6786 40.8904 41.7377 40.8024 40.7515 40.3976 
MPE 0.0200 0.0197 0.0200 0.0197 0.0194 0.0194 
MAPE 0.0200 0.0197 0.0200 0.0197 0.0194 0.0194 
Table 7.4: FTSE100 50 1-period-ahead forecasts - Second order models 
 
 
On the other hand, when making 20-period-ahead forecasts (Tables 7.5 and 7.6), 
although the smallest MSE (and RMSE) and MAE were given for the AR(2)-
ARCH(1) model, the minimum ME in absolute value was given for the ExpAR(1)-
ARCH(1) model and the lowest values of the remaining criteria used (MSPE, 
RMSPE, MPE and MAPE) were obtained for the ExpAR(2)-GARCH(1,1) model. 
 
Similarly, when making 50-period-ahead forecasts (Tables 7.7 and 7.8), again the 
model with the minimum MSE, RMSE and MAE was the AR(2)-ARCH(1), the 
model with the lowest ME in absolute value was the ExpAR(1)-ARCH(1) and the 
model with the smallest RMSPE was the ExpAR(2)-GARCH(1,1). However, the 
values of the MSPE, MPE and MAPE were the same among all the six first-order 
models and the same among all the six second-order models, with those obtained for 
the second-order models being lower, though. 
 
Consequently, it seems that overall for the first differences of the high prices of the 
FTSE100 index, when making multi-period-ahead forecasts the models that 
performed better are the AR(2)-ARCH(1), ExpAR(2)-GARCH(1,1) and ExpAR(1)-
ARCH(1), whereas when making multiple 1-period-ahead forecasts the models which 
performed better are the Extended ExpAR(1)-ARCH(1), ExpAR(1)-GARCH(1,1) and 
ExpAR(1)-ARCH(1). It can be noted here that in chapter 6 it was found that the 
preferred model in terms of goodness-of-fit was the ExpAR(2)-GARCH(1,1) 
according to the AIC and the AR(2)-GARCH(1,1) according to the BIC.  
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FTSE100 20-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 3.3021e+03 3.3216e+03 3.3603e+03 3.3721e+03 5.2390e+03 5.2601e+03 
RMSE 57.4643 57.6336 57.9680 58.0700 72.3812 72.5263 
MSPE 0.0504 0.0507 0.0512 0.0513 0.0502 0.0504 
RMSPE 0.2245 0.2251 0.2262 0.2265 0.2241 0.2245 
ME -12.4454 -13.3378 -14.5148 -14.9116 -12.8699 -13.6035 
MAE 42.6011 42.7849 42.9765 43.0413 57.5682 57.5491 
MPE 0.0502 0.0503 0.0506 0.0506 0.0501 0.0502 
MAPE 0.0502 0.0503 0.0506 0.0506 0.0501 0.0502 
Table 7.5: FTSE100 20-period-ahead forecasts - First order models 
 
 
FTSE100 20-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 3.1834e+03 3.1791e+03 3.1953e+03 3.2823e+03 3.1760e+03 3.1981e+03 
RMSE 56.4219 56.3832 56.5274 57.2913 56.3558 56.5514 
MSPE 0.0463 0.0460 0.0464 0.0473 0.0462 0.0463 
RMSPE 0.2151 0.2145 0.2154 0.2175 0.2150 0.2153 
ME -15.1929 -15.3035 -15.5700 -18.0304 -15.0981 -15.9023 
MAE 40.3634 40.4137 40.4743 41.1665 40.2227 40.5001 
MPE 0.0481 0.0480 0.0482 0.0486 0.0481 0.0481 
MAPE 0.0481 0.0480 0.0482 0.0486 0.0481 0.0481 
Table 7.6: FTSE100 20-period-ahead forecasts - Second order models 
 
 
FTSE100 50-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 2.8833e+03 2.8855e+03 2.8934e+03 2.8963e+03 4.8984e+03 4.9016e+03 
RMSE 53.6963 53.7172 53.7908 53.8174 69.9886 70.0111 
MSPE 0.0200 0.0200 0.0200 0.0200 0.0200 0.0200 
RMSPE 0.1414 0.1414 0.1414 0.1414 0.1414 0.1414 
ME -1.2961 -2.1370 -3.4197 -3.8263 -1.4870 -2.2416 
MAE 40.2014 40.3072 40.4379 40.4804 53.3124 53.2977 
MPE 0.0200 0.0200 0.0200 0.0200 0.0200 0.0200 
MAPE 0.0200 0.0200 0.0200 0.0200 0.0200 0.0200 
Table 7.7: FTSE100 50-period-ahead forecasts - First order models 
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FTSE100 50-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 2.8349e+03 2.8335e+03 2.8363e+03 2.8578e+03 2.8325e+03 2.8364e+03 
RMSE 53.2435 53.2310 53.2567 53.4583 53.2212 53.2577 
MSPE 0.0192 0.0192 0.0192 0.0192 0.0192 0.0192 
RMSPE 0.1386 0.1385 0.1386 0.1387 0.1387 0.1386 
ME -2.4720 -2.4821 -2.9142 -5.4749 -2.3846 -3.1371 
MAE 39.3114 39.3292 39.3752 39.7572 39.2518 39.3915 
MPE 0.0196 0.0196 0.0196 0.0196 0.0196 0.0196 
MAPE 0.0196 0.0196 0.0196 0.0196 0.0196 0.0196 
Table 7.8: FTSE100 50-period-ahead forecasts - Second order models 
 
 
7.2.2 CAC40 
 
The second application studies the first differences of the CAC40 stock price index. 
The estimation subsample includes data from 3 January 2000 until 10 May 2013, 
while the forecasting subsample consists of data from 13 May 2013 to 19 July 2013 
(50 observations). The estimates of the parameters for every model can be found in 
Tables 6.6 and 6.7.  
 
Tables 7.9-7.12 illustrate the results for 20 and 50 1-step-ahead forecasts and Tables 
7.13-7.16 show the results of 20-step-ahead and 50-step-ahead forecasts for the first- 
and second-order models. 
 
We notice that when making 20 1-step-ahead forecasts for the first differences of the 
CAC40 time series (see Tables 7.9 and 7.10), the lowest MSE (and RMSE) was given 
for the AR(2)-ARCH(1) model, while the smallest MSPE, RMSPE, ME in absolute 
value, MPE and MAPE were given for the AR(1)-ARCH(1) model. The minimum 
MAE was given for the ExpAR(2)-ARCH(1) model, though. 
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CAC40 20 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 1.0719e+03 1.0819e+03 1.0760e+03 1.0961e+03 1.7323e+03 1.7276e+03 
RMSE 32.7402 32.8929 32.8020 33.1076 41.6205 41.5640 
MSPE 0.0518 0.0525 0.0519 0.0531 0.0511 0.0512 
RMSPE 0.2275 0.2291 0.2277 0.2305 0.2260 0.2264 
ME -3.2486 -5.5071 -3.1050 -5.4581 -2.9120 -5.1726 
MAE 24.4497 24.3681 24.5296 24.8864 32.8912 32.7044 
MPE 0.0509 0.0512 0.0509 0.0515 0.0505 0.0506 
MAPE 0.0509 0.0512 0.0509 0.0515 0.0505 0.0506 
Table 7.9: CAC40 20 1-period-ahead forecasts - First order models 
 
 
CAC40 20 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 1.0690e+03 1.1000e+03 1.0924e+03 1.1141e+03 1.0684e+03 1.0767e+03 
RMSE 32.6960 33.1663 33.0510 33.3786 32.6859 32.8131 
MSPE 0.0513 0.0533 0.0527 0.0539 0.0515 0.0521 
RMSPE 0.2265 0.2308 0.2296 0.2322 0.2270 0.2284 
ME -3.2479 -5.8110 -3.2180 -5.7484 -3.4493 -5.6631 
MAE 24.1660 24.8387 24.7526 25.2460 24.2342 24.4302 
MPE 0.0506 0.0516 0.0513 0.0519 0.0508 0.0511 
MAPE 0.0506 0.0516 0.0513 0.0519 0.0508 0.0511 
Table 7.10: CAC40 20 1-period-ahead forecasts - Second order models 
 
 
CAC40 50 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 1.3753e+03 1.3822e+03 1.3648e+03 1.3779e+0.3 2.1481e+03 2.1353e+03 
RMSE 37.0849 37.1775 36.9430 37.1201 46.3471 46.2089 
MSPE 0.0198 0.0200 0.0196 0.0199 0.0201 0.0201 
RMSPE 0.1406 0.1413 0.1400 0.1410 0.1418 0.1418 
ME -0.4880 -2.6247 -0.1832 -2.5300 -0.0561 -2.1329 
MAE 26.5283 26.8099 26.4702 26.9764 36.0196 35.9394 
MPE 0.0199 0.0200 0.0198 0.0199 0.0201 0.0200 
MAPE 0.0199 0.0200 0.0198 0.0199 0.0201 0.0200 
Table 7.11: CAC40 50 1-period-ahead forecasts - First order models 
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CAC40 50 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 1.3680e+03 1.3863e+03 1.3729e+03 1.3863e+03 1.3673e+03 1.3734e+03 
RMSE 36.9860 37.2332 37.0525 37.2325 36.9768 37.0598 
MSPE 0.0196 0.0200 0.0197 0.0200 0.0197 0.0198 
RMSPE 0.1401 0.1414 0.1404 0.1414 0.1403 0.1409 
ME -0.4392 -2.8315 -0.2994 -2.7837 -0.5645 -2.6787 
MAE 26.6139 27.1563 26.7845 27.2553 26.5871 26.9960 
MPE 0.0198 0.0200 0.0199 0.0200 0.0198 0.0199 
MAPE 0.0198 0.0200 0.0199 0.0200 0.0198 0.0199 
Table 7.12: CAC40 50 1-period-ahead forecasts - Second order models 
 
 
However, when making 50 1-step-ahead forecasts (Tables 7.11 and 7.12), the 
Extended ExpAR(1)-ARCH(1) model performed better. In fact, now the minimum 
MSE (and RMSE), RMSPE and MAE values were given for the Extended ExpAR(1)-
ARCH(1) model and the lowest MSPE value was obtained for the Extended 
ExpAR(1)-ARCH(1) and ExpAR(2)-ARCH(1) models, while the smallest MPE and 
MAPE were given for the Extended ExpAR(1)-ARCH(1), ExpAR(2)-ARCH(1) and 
AR(2)-ARCH(1) models. Moreover, the AR(1)-ARCH(1) model gave once again the 
lowest ME in absolute value. 
 
When making multi-step-ahead forecasts, we notice that in the case of the 20-period-
ahead forecasting (Tables 7.13 and 7.14), the smallest MSE (and RMSE) was given 
for the ExpAR(1)-ARCH(1) model and the minimum MSPE (and RMSPE), MPE and 
MAPE were given for the ExpAR(2)-ARCH(1) and the AR(2)-ARCH(1) models, 
while the minimum ME in absolute value was obtained for the AR(1)-ARCH(1) 
model. Nevertheless, the model with the smallest MAE value was the Extended 
ExpAR(1)-GARCH(1,1). 
 
In the case of the 50-period-ahead forecasting (Tables 7.15 and 7.16), the smallest 
MSE, RMSE and MAE were given for the ExpAR(1)-ARCH(1) model, while the 
lowest RMSPE was given for the ExpAR(2)-ARCH(1) and AR(2)-ARCH(1) models, 
and the lowest ME in absolute value was obtained for the AR(1)-ARCH(1) model. 
However, the MPE, MAPE and MSPE were very similar among all the models, both 
first- and second-order.   
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CAC40 20-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 1.0214e+03 1.0391e+03 1.0336e+03 1.0776e+03 1.6730e+03 1.6939e+03 
RMSE 31.9592 32.2357 32.1502 32.8266 40.9027 41.1567 
MSPE 0.0499 0.0507 0.0505 0.0525 0.0499 0.0505 
RMSPE 0.2235 0.2252 0.2247 0.2291 0.2234 0.2246 
ME -3.8177 -5.7761 -4.7151 -5.2627 -3.6694 -5.8818 
MAE 23.9863 23.8242 24.1060 24.6652 33.1247 32.8481 
MPE 0.0500 0.0503 0.0502 0.0512 0.0500 0.0502 
MAPE 0.0500 0.0503 0.0502 0.0512 0.0500 0.0502 
Table 7.13: CAC40 20-period-ahead forecasts - First order models 
 
 
CAC40 20-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 1.0272e+03 1.0461e+03 1.0385e+03 1.0338e+03 1.0269e+03 1.0499e+03 
RMSE 32.0507 32.3430 32.2251 32.1529 32.0456 32.4029 
MSPE 0.0497 0.0505 0.0504 0.0501 0.0497 0.0506 
RMSPE 0.2230 0.2247 0.2246 0.2238 0.2230 0.2249 
ME -4.5010 -6.5489 -5.5362 -6.2936 -4.5869 -6.7157 
MAE 24.3707 24.2568 24.1521 23.9903 24.6025 24.3776 
MPE 0.0499 0.0502 0.0502 0.0501 0.0499 0.0503 
MAPE 0.0499 0.0502 0.0502 0.0501 0.0499 0.0503 
Table 7.14: CAC40 20-period-ahead forecasts - Second order models 
 
 
CAC40 50-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 1.3713e+03 1.3770e+03 1.3749e+03 1.3925e+03 2.1089e+03 2.1139e+03 
RMSE 37.0308 37.1074 37.0794 37.3159 45.9228 45.9775 
MSPE 0.0200 0.0200 0.0200 0.0202 0.0200 0.0200 
RMSPE 0.1414 0.1416 0.1416 0.1423 0.1414 0.1415 
ME -0.5691 -2.5679 -1.5069 -2.0631 -0.0585 -2.3145 
MAE 26.7966 26.9748 26.9603 27.3994 35.8036 35.7844 
MPE 0.0200 0.0200 0.0200 0.0201 0.0200 0.0200 
MAPE 0.0200 0.0200 0.0200 0.0201 0.0200 0.0200 
Table 7.15: CAC40 50-period-ahead forecasts - First order models 
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CAC40 50-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 1.3740e+03 1.3798e+03 1.3767e+03 1.3771e+03 1.3735e+03 1.3814e+03 
RMSE 37.0669 37.1453 37.1036 37.1091 37.0610 37.1668 
MSPE 0.0200 0.0200 0.0200 0.0200 0.0200 0.0200 
RMSPE 0.1413 0.1415 0.1415 0.1414 0.1413 0.1415 
ME -0.7416 -2.9205 -1.9678 -2.6653 -0.8683 -3.0352 
MAE 26.9302 27.1566 27.0052 26.9270 26.9214 27.2145 
MPE 0.0200 0.0200 0.0200 0.0200 0.0200 0.0200 
MAPE 0.0200 0.0200 0.0200 0.0200 0.0200 0.0200 
Table 7.16: CAC40 50-period-ahead forecasts - Second order models 
 
 
Therefore, it can be noticed that when forecasting the first differences of the CAC40 
data the models with an ARCH specification for the conditional variance performed 
better. Although when making 20 1-period-ahead forecasts, the AR-ARCH models 
performed better overall, when making 50 1-period-ahead and when making multi-
period-ahead forecasts the models that performed best are the ExpAR-ARCH and 
Extended ExpAR-ARCH. Nevertheless, in chapter 6 it was found that the preferred 
model in terms of goodness-of-fit was the Extended ExpAR(2)-GARCH(1,1) 
according to the AIC and the AR(2)-GARCH(1,1) according to the BIC. 
 
 
7.2.3 S&P500 
 
Our next application considers the first differences of the S&P500 index. The data 
used in the estimation subsample are from the period between 3 January 2000 and 10 
May 2013, while the forecasting subsample uses data from 13 May 2013 to 23 July 
2013 (50 observations). For the estimates of the parameters for every model, see 
Tables 6.10 and 6.11.  
 
Tables 7.17-7.20 show the results for multiple 1-step-ahead forecasts, while in Tables 
7.21-7.24 the results of multi-step-ahead forecasts can be found. 
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S&P500 20 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 202.9627 196.1327 199.9485 197.9046 196.4894 197.9508 
RMSE 14.2465 14.0047 14.1403 14.0679 14.0175 14.0695 
MSPE 0.0532 0.0514 0.0525 0.0519 0.0516 0.0519 
RMSPE 0.2306 0.2268 0.2292 0.2278 0.2272 0.2277 
ME 0.1654 0.2111 0.2202 0.1727 0.3503 0.2125 
MAE 11.0851 10.8071 10.8729 10.8208 10.8439 10.8204 
MPE 0.0516 0.0507 0.0512 0.0509 0.0508 0.0509 
MAPE 0.0516 0.0507 0.0512 0.0509 0.0508 0.0509 
Table 7.17: S&P500 20 1-period-ahead forecasts - First order models 
 
 
S&P500 20 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 195.7483 197.4894 197.8919 195.7001 195.3316 196.8703 
RMSE 13.9910 14.0531 14.0674 13.9893 13.9761 14.0310 
MSPE 0.0514 0.0517 0.0519 0.0512 0.0513 0.0515 
RMSPE 0.2267 0.2274 0.2279 0.2262 0.2265 0.2269 
ME 0.3484 0.2063 0.2692 0.1589 0.3188 0.1883 
MAE 10.8763 10.8453 10.8083 10.7708 10.8325 10.8102 
MPE 0.0507 0.0508 0.0509 0.0506 0.0506 0.0507 
MAPE 0.0507 0.0508 0.0509 0.0506 0.0506 0.0507 
Table 7.18: S&P500 20 1-period-ahead forecasts - Second order models 
 
 
S&P500 50 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 140.1241 135.3283 139.7955 136.8372 136.4035 136.1596 
RMSE 11.8374 11.6331 11.8235 11.6977 11.6792 11.6687 
MSPE 0.0199 0.0193 0.0199 0.0195 0.0195 0.0194 
RMSPE 0.1410 0.1388 0.1411 0.1395 0.1395 0.1391 
ME 0.5720 0.6754 0.7330 0.6579 0.8327 0.6840 
MAE 8.8538 8.6766 8.7461 8.6856 8.7248 8.6700 
MPE 0.0199 0.0196 0.0200 0.0197 0.0197 0.0197 
MAPE 0.0199 0.0196 0.0200 0.0197 0.0197 0.0197 
Table 7.19: S&P500 50 1-period-ahead forecasts - First order models 
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S&P500 50 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 136.1400 135.9894 139.9526 136.3608 136.0080 135.6903 
RMSE 11.6679 11.6614 11.8302 11.6774 11.6622 11.6486 
MSPE 0.0194 0.0193 0.0199 0.0194 0.0194 0.0193 
RMSPE 0.1394 0.1391 0.1412 0.1393 0.1394 0.1389 
ME 0.8446 0.6907 0.7397 0.6570 0.8276 0.6900 
MAE 8.7509 8.6925 8.7469 8.6714 8.7201 8.6638 
MPE 0.0197 0.0197 0.0200 0.0197 0.0197 0.0196 
MAPE 0.0197 0.0197 0.0200 0.0197 0.0197 0.0196 
Table 7.20: S&P500 50 1-period-ahead forecasts - Second order models 
 
 
We notice that when making 20 1-step-ahead forecasts for the first differences of the 
S&P500 data (see Tables 7.17 and 7.18), although the minimum MSE and RMSE 
were given for the AR(2)-ARCH(1) model, the minimum MSPE, RMSPE, ME and 
MAE were given for the Extended ExpAR(2)-GARCH(1,1) model, and the smallest 
MPE and MAPE were obtained for both the AR(2)-ARCH(1) and the Extended 
ExpAR(2)-GARCH(1,1) models. 
 
However, when making 50 1-step-ahead forecasts (Tables 7.19 and 7.20), the smallest 
MSE, RMSE and RMSPE were given for the ExpAR(1)-GARCH(1,1) model and the 
smallest ME was obtained for the ExpAR(1)-ARCH(1), while the lowest MAE was 
given for the AR(2)-GARCH(1,1) model. Moreover, the minimum MPE and MAPE 
were given for the ExpAR(1)-ARCH(1) and AR(2)-GARCH(1,1) models and the 
minimum MSPE was given for the ExpAR(1)-GARCH(1,1), ExpAR(2)-GARCH(1,1) 
and AR(2)-GARCH(1,1). 
 
When making 20-period-ahead forecasts (Tables 7.21 and 7.22), although the 
minimum MSE and RMSE were given for the AR(2)-ARCH(1) model, the smallest 
MSPE, RMSPE, MPE and MAPE were obtained for the ExpAR(2)-GARCH(1,1) and 
the smallest ME was obtained for the ExpAR(1)-GARCH(1,1), while the ExpAR(2)-
ARCH(1) model gave the lowest MAE. 
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S&P500 20-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 188.5004 189.0541 189.5803 189.0323 188.3649 188.2940 
RMSE 13.7295 13.7497 13.7688 13.7489 13.7246 13.7220 
MSPE 0.0499 0.0499 0.0497 0.0498 0.0499 0.0498 
RMSPE 0.2234 0.2234 0.2229 0.2231 0.2233 0.2232 
ME 0.3688 0.0208 -0.6390 -0.2922 0.3655 0.2154 
MAE 10.8387 10.8056 10.6926 10.7458 10.8274 10.7992 
MPE 0.0499 0.0500 0.0498 0.0499 0.0499 0.0499 
MAPE 0.0499 0.0500 0.0498 0.0499 0.0499 0.0499 
Table 7.21: S&P500 20-period-ahead forecasts - First order models 
 
 
S&P500 20-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 178.6068 178.6427 179.6389 178.7411 177.7211 177.8291 
RMSE 13.3644 13.3657 13.4029 13.3694 13.3312 13.3353 
MSPE 0.0448 0.0446 0.0448 0.0448 0.0449 0.0448 
RMSPE 0.2118 0.2113 0.2116 0.2117 0.2118 0.2117 
ME -0.8661 -0.8737 -1.1936 -0.8491 -0.2945 -0.4309 
MAE 10.0567 10.1077 10.0686 10.1184 10.1832 10.1577 
MPE 0.0473 0.0472 0.0473 0.0473 0.0474 0.0473 
MAPE 0.0473 0.0472 0.0473 0.0473 0.0474 0.0473 
Table 7.22: S&P500 20-period-ahead forecasts - Second order models 
 
 
S&P500 50-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 137.9733 137.6815 137.4637 137.4079 137.9352 137.6871 
RMSE 11.7462 11.7338 11.7245 11.7221 11.7446 11.7340 
MSPE 0.0199 0.0198 0.0195 0.0196 0.0199 0.0198 
RMSPE 0.1409 0.1405 0.1397 0.1401 0.1409 0.1407 
ME 0.9076 0.5277 -0.1425 0.2161 0.9126 0.7611 
MAE 8.8720 8.7946 8.6719 8.7247 8.8692 8.8335 
MPE 0.0199 0.0199 0.0198 0.0198 0.0199 0.0199 
MAPE 0.0199 0.0199 0.0198 0.0198 0.0199 0.0199 
Table 7.23: S&P500 50-period-ahead forecasts - First order models 
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S&P500 50-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 133.2678 133.3295 133.5099 133.3539 133.6475 133.4932 
RMSE 11.5442 11.5468 11.5546 11.5479 11.5606 11.5539 
MSPE 0.0186 0.0185 0.0185 0.0186 0.0188 0.0187 
RMSPE 0.1362 0.1361 0.1359 0.1363 0.1369 0.1368 
ME 0.0173 0.0434 -0.3149 0.0455 0.6367 0.4990 
MAE 8.4378 8.4830 8.4289 8.4842 8.6083 8.5760 
MPE 0.0193 0.0193 0.0192 0.0193 0.0194 0.0193 
MAPE 0.0193 0.0193 0.0192 0.0193 0.0194 0.0193 
Table 7.24: S&P500 50-period-ahead forecasts - Second order models 
 
On the other hand, when making 50-period-ahead forecasts (Tables 7.23 and 7.24), 
the minimum MSE, RMSE and ME were given for the ExpAR(2)-ARCH(1) model, 
the smallest MSPE value was given for the ExpAR(2)-GARCH(1,1) and Extended 
ExpAR(2)-ARCH(1) models, while the lowest RMSPE, MAE, MPE and MAPE were 
given for the Extended ExpAR(2)-ARCH(1) model. 
 
Hence, the results for the first differences of the S&P500 data varied. When making 
multiple 1-period-ahead forecasts, the best models in terms of predictive ability are 
the AR(2)-ARCH(1) and Extended ExpAR(2)-GARCH(1,1) in the case of the 20 1-
period-ahead forecasts, and the ExpAR(1)-GARCH(1,1), AR(2)-GARCH(1,1) and 
ExpAR(1)-ARCH(1) in the case of the 50 1-period-ahead forecasts. When making 
multi-period-ahead forecasts instead, the models that performed overall better are the 
ExpAR(2)-ARCH(1), AR(2)-ARCH(1), Extended ExpAR(2)-ARCH(1) and 
ExpAR(2)-GARCH(1,1). However, the preferred model in terms of goodness-of-fit 
was the Extended ExpAR(2)-GARCH(1,1) according to the AIC and the AR(2)-
GARCH(1,1) according to the BIC. 
 
 
7.2.4 OPEC prices 
 
The last application considers the first differences of the OPEC prices. The estimation 
subsample consists of data from 2 January 2003 to 20 December 2013, while the 
forecasting subsample consists of data from 23 December 2013 to 5 March 2014. 
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OPEC 20 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 0.3353 0.3408 0.3246 0.3448 0.3278 0.3404 
RMSE 0.5791 0.5838 0.5697 0.5872 0.5725 0.5835 
MSPE 0.0362 0.0374 0.0339 0.0375 0.0349 0.0373 
RMSPE 0.1902 0.1933 0.1842 0.1936 0.1869 0.1932 
ME -0.1240 -0.1325 -0.1338 -0.1297 -0.1216 -0.1324 
MAE 0.4111 0.4201 0.4120 0.4195 0.4102 0.4201 
MPE 0.0425 0.0432 0.0412 0.0433 0.0418 0.0432 
MAPE 0.0425 0.0432 0.0412 0.0433 0.0418 0.0432 
Table 7.25: OPEC prices 20 1-period-ahead forecasts - First order models 
 
 
OPEC 20 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 0.3356 0.3457 0.3297 0.3512 0.3282 0.3453 
RMSE 0.5793 0.5880 0.5742 0.5927 0.5729 0.5876 
MSPE 0.0362 0.0382 0.0344 0.0385 0.0351 0.0381 
RMSPE 0.1903 0.1954 0.1854 0.1961 0.1873 0.1951 
ME -0.1277 -0.1412 -0.1467 -0.1401 -0.1246 -0.1414 
MAE 0.4101 0.4197 0.4155 0.4199 0.4098 0.4207 
MPE 0.0425 0.0437 0.0414 0.0439 0.0419 0.0436 
MAPE 0.0425 0.0437 0.0414 0.0439 0.0419 0.0436 
Table 7.26: OPEC prices 20 1-period-ahead forecasts - Second order models 
 
 
OPEC 50 1-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 0.4936 0.4852 0.4721 0.4897 0.4848 0.4846 
RMSE 0.7026 0.6965 0.6871 0.6998 0.6963 0.6961 
MSPE 0.0176 0.0177 0.0166 0.0177 0.0172 0.0177 
RMSPE 0.1328 0.1330 0.1288 0.1332 0.1311 0.1329 
ME -0.0810 -0.0868 -0.0886 -0.0834 -0.0801 -0.0868 
MAE 0.4962 0.4963 0.4907 0.4957 0.4924 0.4961 
MPE 0.0188 0.0188 0.0182 0.0188 0.0185 0.0188 
MAPE 0.0188 0.0188 0.0182 0.0188 0.0185 0.0188 
Table 7.27: OPEC prices 50 1-period-ahead forecasts - First order models 
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OPEC 50 1-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 0.4911 0.4828 0.4728 0.4887 0.4837 0.4830 
RMSE 0.7008 0.6948 0.6876 0.6991 0.6955 0.6950 
MSPE 0.0175 0.0175 0.0164 0.0176 0.0171 0.0175 
RMSPE 0.1324 0.1323 0.1281 0.1327 0.1307 0.1323 
ME -0.0826 -0.0864 -0.0959 -0.0829 -0.0796 -0.0877 
MAE 0.4950 0.4922 0.4902 0.4917 0.4898 0.4941 
MPE 0.0187 0.0187 0.0181 0.0188 0.0185 0.0187 
MAPE 0.0187 0.0187 0.0181 0.0188 0.0185 0.0187 
Table 7.28: OPEC prices 50 1-period-ahead forecasts  - Second order models 
 
 
For the estimates of the parameters for every model, see Tables 6.14 and 6.15. Tables 
7.25-7.28 present the results of the multiple 1-step-ahead forecasts, while Tables 7.29-
7.32 show the results of the multi-step-ahead forecasts. 
 
For the first differences of the OPEC prices, we notice that when making 20 1-step-
ahead forecasts (Tables 7.25 and 7.26), although the smallest ME in absolute value 
was given for the AR(1)-ARCH(1) model and the smallest MAE for the AR(2)-
ARCH(1) model, the minimum MSE, RMSE, MSPE, RMSPE, MPE and MAPE were 
all given for the Extended ExpAR(1)-ARCH(1). 
 
When making 50 1-step-ahead forecasts (Tables 7.27, 7.28), the smallest ME in 
absolute value and MAE were given for the AR(2)-ARCH(1) mode and the lowest 
MSE (and RMSE) was obtained for the Extended ExpAR(1)-ARCH(1) model. 
However, now the minimum MSPE, RMSPE, MPE and MAPE were given for the 
Extended ExpAR(2)-ARCH(1) model.  
 
In the case of 20-period-ahead forecasts for the OPEC prices (Tables 7.29 and 7.30), 
the smallest ME in absolute value was given for the Extended ExpAR(2)-
GARCH(1,1), while the minimum values of the remaining forecasting criteria were 
all obtained for the Extended ExpAR(1)-GARCH(1,1) model. 
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OPEC 20-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 0.4334 0.4349 0.4542 0.4132 0.4320 0.4348 
RMSE 0.6583 0.6594 0.6740 0.6428 0.6572 0.6594 
MSPE 0.0502 0.0503 0.0518 0.0479 0.0499 0.0503 
RMSPE 0.2240 0.2242 0.2276 0.2189 0.2234 0.2242 
ME -0.1792 -0.1839 -0.2273 -0.1360 -0.1820 -0.1841 
MAE 0.4748 0.4757 0.4857 0.4620 0.4738 0.4757 
MPE 0.0501 0.0501 0.0509 0.0489 0.0499 0.0501 
MAPE 0.0501 0.0501 0.0509 0.0489 0.0499 0.0501 
Table 7.29: OPEC prices 20-period-ahead forecasts - First order models 
 
 
OPEC 20-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 0.4484 0.4507 0.4737 0.4323 0.4447 0.4512 
RMSE 0.6696 0.6714 0.6883 0.6575 0.6668 0.6717 
MSPE 0.0505 0.0508 0.0527 0.0487 0.0502 0.0508 
RMSPE 0.2248 0.2253 0.2296 0.2208 0.2240 0.2254 
ME -0.1489 -0.1510 -0.2142 -0.1098 -0.1515 -0.1519 
MAE 0.5001 0.5019 0.5083 0.4905 0.4963 0.5021 
MPE 0.0503 0.0504 0.0513 0.0494 0.0501 0.0504 
MAPE 0.0503 0.0504 0.0513 0.0494 0.0501 0.0504 
Table 7.30: OPEC prices 20-period-ahead forecasts - Second order models 
 
 
OPEC 50-period-ahead forecasts 
 
ExpAR(1)-
ARCH(1) 
ExpAR(1)-
GARCH(1,1) 
Extended 
ExpAR(1)-
ARCH(1) 
Extended 
ExpAR(1)-
GARCH(1,1) 
AR(1)- 
ARCH(1) 
AR(1)-
GARCH(1,1) 
MSE 0.5163 0.5172 0.5293 0.5064 0.5157 0.5171 
RMSE 0.7185 0.7191 0.7276 0.7116 0.7181 0.7191 
MSPE 0.0200 0.0201 0.0203 0.0197 0.0200 0.0201 
RMSPE 0.1416 0.1416 0.1425 0.1404 0.1415 0.1416 
ME -0.1048 -0.1093 -0.1536 -0.0563 -0.1056 -0.1094 
MAE 0.5189 0.5196 0.5294 0.5112 0.5185 0.5196 
MPE 0.0200 0.0200 0.0201 0.0199 0.0200 0.0200 
MAPE 0.0200 0.0200 0.0201 0.0199 0.0200 0.0200 
Table 7.31: OPEC prices 50-period-ahead forecasts - First order models 
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OPEC 50-period-ahead forecasts 
 
ExpAR(2)-
ARCH(1) 
ExpAR(2)-
GARCH(1,1) 
Extended 
ExpAR(2)-
ARCH(1) 
Extended 
ExpAR(2)-
GARCH(1,1) 
AR(2)- 
ARCH(1) 
AR(2)-
GARCH(1,1) 
MSE 0.5223 0.5235 0.5396 0.5141 0.5207 0.5238 
RMSE 0.7227 0.7235 0.7345 0.7170 0.7216 0.7237 
MSPE 0.0201 0.0201 0.0204 0.0198 0.0200 0.0201 
RMSPE 0.1418 0.1419 0.1429 0.1408 0.1416 0.1419 
ME -0.0929 -0.0958 -0.1590 -0.0507 -0.0931 -0.0968 
MAE 0.5291 0.5301 0.5412 0.5226 0.5274 0.5302 
MPE 0.0200 0.0201 0.0202 0.0199 0.0200 0.0201 
MAPE 0.0200 0.0201 0.0202 0.0199 0.0200 0.0201 
Table 7.32: OPEC prices 50-period-ahead forecasts - Second order models 
 
 
Similarly to when making 20-period-ahead forecasts, when making 50-period-ahead 
forecasts (Tables 7.31 and 7.32) again the smallest ME in absolute value was given 
for the Extended ExpAR(2)-GARCH(1,1) model and the smallest MSE, RMSE, 
MSPE, RMSPE and MAE were given for the Extended ExpAR(1)-GARCH(1,1) 
model, while now both these models gave the minimum MPE and MAPE. 
 
Consequently, for the first differences of the OPEC prices, when making multiple 1-
step-ahead forecasts the Extended ExpAR(1)-ARCH(1) and Extended ExpAR(2)-
ARCH(1) models performed better, while in the case of multi-period-ahead forecasts 
the model with the best forecasting performance was the Extended ExpAR(1)-
GARCH(1,1) and then the Extended ExpAR(2)-GARCH(1,1). The Extended 
ExpAR(2)-GARCH(1,1) model was also the preferred model in terms of goodness-of-
fit according to the AIC. 
 
 
7.3 Conclusions 
 
In this chapter we have checked the new models’ forecasting performance using 
financial (FTSE100, CAC40 and S&P500) and economic (OPEC prices) time series 
and we have compared the results to those obtained for the AR-ARCH and AR-
GARCH models. We have used the fixed scheme for estimating the parameters in 
order to make forecasts, while eight forecasting measures have been used (MSE, 
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RMSE, MSPE, RMSPE, ME, MAE, MPE and MAPE) and the relative differences 
among the six models have been examined. 
 
It was found that the results often varied depending on whether multiple 1-step-ahead 
or multi-step-ahead forecasts were used, on the forecast horizon and on the measure 
of predictive ability. Nevertheless, it was often found that when making multi-step-
ahead, and specifically 50-step-ahead, forecasts, the values of the MPE and MAPE 
were similar across all models with a first-order model for the conditional mean, and 
similar across all models with a second-order model for the conditional mean, in 
contrast to the remaining measures, and especially to the MSE (and RMSE), ME and 
MAE. 
 
Interestingly, although the models with a GARCH specification for the conditional 
variance gave lower AIC and BIC values, according to which they should be preferred 
to the models with an ARCH specification, when fitting the models to the data used, 
when it came to forecasting the models with the ARCH specification for the 
conditional variance often gave smaller values for the forecasting error criteria, 
indicating better predictive ability. 
 
Another interesting finding is that, although the values of the AIC and BIC criteria 
were smaller when using second-order models for the conditional mean compared to 
when using first-order models, indicating the use of second-order models when fitting 
the models to our data, the models that gave the lowest forecasting error criteria 
values were often first-order nonlinear models, confirming that a low order of 
nonlinear models can be enough to forecast well the time series used. 
 
According to the results obtained, when making multiple 1-period-ahead forecasts, the 
models that gave the smallest values for some of the forecasting error measures are 
the Extended ExpAR-ARCH (FTSE100, CAC40, S&P500 and OPEC), ExpAR-
ARCH (CAC40, S&P500 and FTSE100), ExpAR-GARCH (FTSE100 and S&P500) 
and AR-ARCH (CAC40 and S&P500) and AR-GARCH (S&P500). 
 
On the other hand, when making multi-step forecasts the models that gave the 
smallest values for some of the forecasting error measures were the ExpAR-ARCH 
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(CAC40, S&P500 and FTSE100), ExpAR-GARCH (FTSE100 and S&P500), 
Extended ExpAR-ARCH (CAC40 and S&P500), Extended ExpAR-GARCH (OPEC) 
and AR-ARCH (FTSE100 and S&P500). 
 
Consequently, although it is difficult to ‘beat’ the AR-ARCH and AR-GARCH 
models, and despite the fact that the forecast horizon and the forecasting measure 
affect the optimal choice of forecasting model, it seems that the ExpAR and Extended 
ExpAR models along with an ARCH or a GARCH model for the conditional variance 
can be useful tools, not only in fitting, but in forecasting nonlinear time series as well. 
 
What is more, comparing the models’ predictive ability using the recursive or rolling 
method for estimating the parameters in order to make forecasts could be interesting 
future research. 
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Chapter 8 Models for nonstationary data 
 
 
8.1 Introduction 
 
In our previous chapters the models studied were the ExpAR-ARCH, ExpAR-
GARCH, Extended ExpAR-ARCH and Extended ExpAR-GARCH in order to fit and 
forecast stationary time series data. In this chapter, we consider various special cases 
of our suggested models, namely the Integrated ExpAR (IExpAR) and Integrated 
Extended ExpAR (IExtExpAR), the Modified Integrated ExpAR (MIExpAR) and 
Modified Integrated Extended ExpAR (MIExtExpAR), the Differenced ExpAR 
(DExpAR), Differenced Extended ExpAR (DExtExpAR) and Partially Differenced 
Extended ExpAR (PDExtExpAR), a Restricted Integrated ExpAR (RIExpAR) and a 
Restricted Integrated Extended ExpAR (RIExtExpAR), a Restricted ExpAR 
(RExpAR) and a Restricted Extended ExpAR (RExtExpAR), and an Exponential and 
an Extended Exponential model, all of which are combined with an ARCH or a 
GARCH specification for the conditional variance, in order to model nonstationary 
data. These models are presented in section 8.2, while applications to nonstationary 
economic and financial time series can be found in chapter 9. 
 
 
8.2 Models 
 
In this section our new suggested models for modelling nonstationary data are 
presented. These are special cases of the ones considered in the previous chapters, 
and, hence, they also consist of a nonlinear model in the conditional mean and a 
nonlinear model in the conditional variance. It should be highlighted, though, that the 
models presented in this chapter are all designed to model the levels of nonstationary 
data, as opposed to the ones used in earlier chapters where first differences were 
taken, in order to transform the considered time series into stationary data, before 
application of the models. 
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As seen in the previous chapters, the Exponential Autoregressive model of order s 
(ExpAR(s)) is defined as 
 
            (8.1) 
 
and the simplest case of the Extended Exponential Autoregressive model of order s 
(ExtExpAR(s)) is defined as 
 
              (8.2) 
 
For nonstationary data we can define the Integrated ExpAR model of order s 
(IExpAR(s)) as 
 
   (8.3) 
 
and accordingly the Integrated Extended ExpAR model of order s (IExtExpAR(s)) 
can be defined as 
 
            (8.4) 
 
where . 
 
It should be noted that the Integrated ExpAR and Integrated Extended ExpAR models 
and the ExpAR and Extended ExpAR models are alternative parameterisations of the 
same models, where 
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and 
 
. 
 
For , we can also define the Modified Integrated ExpAR (MIExpAR(s)) and 
Modified Integrated Extended ExpAR (MIExtExpAR(s)) models as 
 
  (8.3')
 
 
and 
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respectively, where in this case we allow for higher order lagged variables in the 
exponential terms, compared to the IExpAR(s) and IExtExpAR(s) models, where we 
only have  in all the exponential terms. 
 
Furthermore, we can define for comparison purposes the Differenced ExpAR 
(DExpAR(s)) model as 
 
              (8.5) 
 
and the Differenced Extended ExpAR (DExtExpAR(s)) and Partially Differenced 
Extended ExpAR (PDExtExpAR(s)) models as 
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respectively. 
 
By setting  in equations (8.3) and (8.4), we obtain the following 
Restricted Integrated ExpAR (RIExpAR(s)) and Restricted Integrated Extended 
ExpAR (RIExtExpAR(s)) models respectively of order s, 
 
                        (8.7) 
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                        (8.8)  
 
In addition, if we set  in equations (8.1) and (8.2), we obtain the 
following Restricted ExpAR (RExpAR(s)) and Restricted Extended ExpAR 
(RExtExpAR(s)) models respectively of order s, 
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                      (8.10) 
 
Moreover, we also consider the following Exponential and Extended Exponential 
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            (8.11) 
 
and 
 
.                                      (8.12) 
 
It should be noted that, similarly to the previous chapters, in the applications 
considered in chapter 9 our interest lies particularly on low order models as such 
models can explain nonlinearities well. Nevertheless, high orders of the models could 
be interesting as well, at least theoretically, and therefore we present them in this 
chapter.  
 
Next our suggested models for modelling nonstationary data are presented. These 
consist of a nonlinear model for the conditional mean (Integrated ExpAR, Integrated 
Extended ExpAR, Modified Integrated ExpAR, Modified Integrated Extended 
ExpAR, Differenced ExpAR, Differenced Extended ExpAR, Partially Differenced 
Extended ExpAR, Restricted Integrated ExpAR, Restricted Integrated Extended 
ExpAR, Restricted ExpAR, Restricted Extended ExpAR, Exponential or Extended 
Exponential) and a nonlinear model for the conditional variance (ARCH or GARCH). 
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5) Integrated ExpAR-ARCH 
 
The Integrated ExpAR(s)-ARCH(q) model is defined as 
 
 
 
where 
 
, 
 ~ n.i.d. (0, 1), and 
,  
 
with , ,  and , . 
 
 
6) Integrated Extended ExpAR-ARCH 
 
The Integrated Extended ExpAR(s)-ARCH(q) model is defined as 
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7) Integrated ExpAR-GARCH 
 
The Integrated ExpAR(s)-GARCH(p,q) model is defined as 
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8) Integrated Extended ExpAR-GARCH  
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with , , and , 
, , and , . 
 
 
9) Modified Integrated ExpAR-ARCH 
 
The Modified Integrated ExpAR(s)-ARCH(q) model is defined as 
 
 
 
where 
 
, 
 ~ n.i.d. (0, 1), and 
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where , ,  and , . 
 
 
10) Modified Integrated Extended ExpAR-ARCH 
 
The Modified Integrated Extended ExpAR(s)-ARCH(q) model is defined as 
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,  
 
with , ,  and , . 
 
 
11) Modified Integrated ExpAR-GARCH 
 
The Modified Integrated ExpAR(s)-GARCH(p,q) model is defined as 
 
 
 
where 
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with , , and , 
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12) Modified Integrated Extended ExpAR-GARCH 
 
The Modified Integrated Extended ExpAR(s)-GARCH(p,q) model is defined as 
 
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t s t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
∆ = + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
 
 
where 
 
, 
tt znnhh ⋅′== )(
0 1( , , , )qn a a a ′= …
2 2
1(1, , , )t t t qz u u− − ′= … 0 0α > 0, 0i iα ≥ > 1, ,i q= …
2 2
1 1 1 1{ exp( )} { exp( )} ,t t t s s t s t s ty c y y y y uφ π γ φ π γ− − − −∆ = + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ +⋯
t t tu hε= ⋅
tε
tt znnhh ⋅′== )(
0 1 1( , , , , , ..., )q pn a a a β β ′= …
2 2
1 1(1, , , , ,..., )t t t q t t pz u u h h− − − − ′= … 0 0α >
0, 0i iα ≥ > 1, ,i q= … 0jβ ≥ 1, ,j p= …
t t tu hε= ⋅
290 
 
 ~ n.i.d. (0, 1), 
,  
 
with , , and , 
, , and , . 
 
 
13) Differenced ExpAR-ARCH 
 
The Differenced ExpAR(s)-ARCH(q) model is defined as 
 
 
 
where 
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with , ,  and , . 
 
 
14) Differenced Extended ExpAR-ARCH 
 
The Differenced Extended ExpAR(s)-ARCH(q) model is defined as 
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15) Partially Differenced Extended ExpAR-ARCH 
 
The Partially Differenced Extended ExpAR(s)-ARCH(q) model is defined as 
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16) Differenced ExpAR-GARCH 
 
The Differenced ExpAR(s)-GARCH(p,q) model is defined as 
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17) Differenced Extended ExpAR-GARCH 
 
The Differenced Extended ExpAR(s)-GARCH(p,q) model is defined as 
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18) Partially Differenced Extended ExpAR-GARCH 
 
The Partially Differenced Extended ExpAR(s)-GARCH(p,q) model is defined as 
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19) Restricted Integrated ExpAR-ARCH 
 
The Restricted Integrated ExpAR(s)-ARCH(q) model is defined as 
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20) Restricted Integrated Extended ExpAR-ARCH 
 
The Restricted Integrated Extended ExpAR(s)-ARCH(q) model is defined as 
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21) Restricted Integrated ExpAR-GARCH 
 
The Restricted Integrated ExpAR(s)-GARCH(p,q) model is defined as 
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22) Restricted Integrated Extended ExpAR-GARCH 
 
The Restricted Integrated Extended ExpAR(s)-GARCH(p,q) model is defined as 
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23) Restricted ExpAR-ARCH 
 
The Restricted ExpAR(s)-ARCH(q) model is defined as 
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24) Restricted Extended ExpAR-ARCH 
 
The Restricted Extended ExpAR(s)-ARCH(q) model is defined as 
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25) Restricted ExpAR-GARCH 
 
The Restricted ExpAR(s)-GARCH(p,q) model is defined as 
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26) Restricted Extended ExpAR-GARCH 
 
The Restricted Extended ExpAR(s)-GARCH(p,q) model is defined as 
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27) Exponential-ARCH  
 
The Exponential(s)-ARCH(q) model is defined as 
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2 2
1 1exp( ) exp( )t t s t s ty c y y uπ γ π γ− −= + ⋅ − ⋅ + + ⋅ − ⋅ +⋯
t t tu hε= ⋅
tε
tt znnhh ⋅′== )(
0 1( , , , )qn a a a ′= …
2 2
1(1, , , )t t t qz u u− − ′= … 0 0α > 0, 0i iα ≥ > 1, ,i q= …
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28) Extended Exponential-ARCH 
 
The Extended Exponential(s)-ARCH(q) model is defined as 
 
( ) ( )
( ) ( )
1
1
1 1 1 2
1 2 1 1 1 1
2
1 2 1
exp
exp ,s
s
k
t t k t t
ks s s
t s k t s t s t
y c y y y
y y y u
π π π γ
π π π γ
− + − −
− + − −
= + + ⋅ + + ⋅ ⋅ − ⋅ +
+ + ⋅ + + ⋅ ⋅ − ⋅ +
⋯ ⋯
⋯
 
 
where 
 
, 
 ~ n.i.d. (0, 1), and 
,  
 
with , ,  and , . 
 
 
29) Exponential-GARCH 
 
The Exponential(s)-GARCH(p,q) model is defined as 
 
, 
 
where 
 
, 
 ~ n.i.d. (0, 1), 
,  
 
with , , and , 
, , and , .  
t t tu hε= ⋅
tε
tt znnhh ⋅′== )(
0 1( , , , )qn a a a ′= …
2 2
1(1, , , )t t t qz u u− − ′= … 0 0α > 0, 0i iα ≥ > 1, ,i q= …
2 2
1 1exp( ) exp( )t t s t s ty c y y uπ γ π γ− −= + ⋅ − ⋅ + + ⋅ − ⋅ +⋯
t t tu hε= ⋅
tε
tt znnhh ⋅′== )(
0 1 1( , , , , , ..., )q pn a a a β β ′= …
2 2
1 1(1, , , , ,..., )t t t q t t pz u u h h− − − − ′= … 0 0α >
0, 0i iα ≥ > 1, ,i q= … 0jβ ≥ 1, ,j p= …
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30) Extended Exponential-GARCH 
 
The Extended Exponential(s)-GARCH(p,q) model is defined as 
 
( ) ( )
( ) ( )
1
1
1 1 1 2
1 2 1 1 1 1
2
1 2 1
exp
exp ,s
s
k
t t k t t
ks s s
t s k t s t s t
y c y y y
y y y u
π π π γ
π π π γ
− + − −
− + − −
= + + ⋅ + + ⋅ ⋅ − ⋅ +
+ + ⋅ + + ⋅ ⋅ − ⋅ +
⋯ ⋯
⋯
 
 
where 
 
, 
 ~ n.i.d. (0, 1), 
,  
 
with , , and , 
, , and , . 
 
 
The models presented above are the ones which are used in the applications 
considered in chapter 9. However, we propose the following additional models for 
future research. 
 
 
• Integrated ExpAR-EGARCH model 
 
The Integrated ExpAR-EGARCH model is defined as 
 
 
 
where , 
 
, 
t t tu hε= ⋅
tε
tt znnhh ⋅′== )(
0 1 1( , , , , , ..., )q pn a a a β β ′= …
2 2
1 1(1, , , , ,..., )t t t q t t pz u u h h− − − − ′= … 0 0α >
0, 0i iα ≥ > 1, ,i q= … 0jβ ≥ 1, ,j p= …
2 2
1 1 1 1 1{ exp( )} { exp( )} ,t t t s s t t s ty c y y y y uφ π γ φ π γ− − − −∆ = + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ +⋯
1t t ty y y −∆ = −
t t tu hε= ⋅
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, 
 
and . 
 
 
• Integrated Extended ExpAR-EGARCH model 
 
The Integrated Extended ExpAR-EGARCH model is defined as 
 
 
 
where , 
 
, 
, 
 
and . 
 
 
• Integrated ExpAR-NGARCH model 
 
The Integrated ExpAR-NGARCH model is defined as 
 
 
 
where , 
 
~ . . .(0,1)t n i dε
( )( ) ( )0
1 1
log log
q p
t j t j i t i
j i
h g Z hα α β− −
= =
= + ⋅ + ⋅∑ ∑
( ) ( )( )t t t tg Z v Z Z E Zλ= ⋅ + ⋅ −
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
∆ = + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
1t t ty y y −∆ = −
t t tu hε= ⋅
~ . . .(0,1)t n i dε
( )( ) ( )0
1 1
log log
q p
t j t j i t i
j i
h g Z hα α β− −
= =
= + ⋅ + ⋅∑ ∑
( ) ( )( )t t t tg Z v Z Z E Zλ= ⋅ + ⋅ −
2 2
1 1 1 1 1{ exp( )} { exp( )} ,t t t s s t t s ty c y y y y uφ π γ φ π γ− − − −∆ = + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ +⋯
1t t ty y y −∆ = −
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, 
,
 
,
 
 
and  and . 
 
 
• Integrated Extended ExpAR-NGARCH model 
 
The Integrated Extended ExpAR-NGARCH model is defined as 
 
 
 
where , 
 
, 
,
 
,
 
 
and  and . 
 
 
• Integrated ExpAR-QGARCH model 
 
The Integrated ExpAR-QGARCH model is defined as 
 
 
 
t t tu hε= ⋅
~ . . .(0,1)t n i dε
( )20 1 1 1 1 1t t t th u v h hα α β− − −= + ⋅ − ⋅ + ⋅
0 0α > 1 1, 0α β ≥
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
∆ = + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
1t t ty y y −∆ = −
t t tu hε= ⋅
~ . . .(0,1)t n i dε
( )20 1 1 1 1 1t t t th u v h hα α β− − −= + ⋅ − ⋅ + ⋅
0 0α > 1 1, 0α β ≥
2 2
1 1 1 1 1{ exp( )} { exp( )} ,t t t s s t t s ty c y y y y uφ π γ φ π γ− − − −∆ = + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ +⋯
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where , 
 
, 
 and
 
.
 
 
 
• Integrated Extended ExpAR-QGARCH model 
 
The Integrated Extended ExpAR-QGARCH model is defined as 
 
 
 
where , 
 
, 
 and
 
.
 
 
 
• Integrated ExpAR-GARCH-M model 
 
The Integrated ExpAR-GARCH-M model is defined as 
 
 
 
where , 
 
, 
1t t ty y y −∆ = −
t t tu hε= ⋅
~ . . .(0,1)t n i dε
2
0 1 1 1 1 1t t t th u h v uα α β− − −= + ⋅ + ⋅ + ⋅
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t
y c y y y y
y y y y u
φ π π π γ
φ π π π γ
− + − − −
− + − − −
∆ = + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
⋯ ⋯
⋯
1t t ty y y −∆ = −
t t tu hε= ⋅
~ . . .(0,1)t n i dε
2
0 1 1 1 1 1t t t th u h v uα α β− − −= + ⋅ + ⋅ + ⋅
2 2
1 1 1 1 1{ exp( )} { exp( )} ,t t t s s t t s t ty c y y y y h uφ π γ φ π γ λ− − − −∆ = + + ⋅ − ⋅ ⋅ + + + ⋅ − ⋅ ⋅ + ⋅ +⋯
1t t ty y y −∆ = −
t t tu hε= ⋅
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 and
 
.
 
 
 
• Integrated Extended ExpAR-GARCH-M model 
 
The Integrated Extended ExpAR-GARCH-M model is defined as 
 
 
 
where , 
 
, 
 and
 
.
 
 
 
The Modified Integrated ExpAR, Modified Integrated Extended ExpAR, Differenced 
ExpAR, Differenced Extended ExpAR, Partially Differenced Extended ExpAR, 
Restricted Integrated ExpAR, Restricted Integrated Extended ExpAR, Restricted 
ExpAR, Restrcted Extended ExpAR, Exponential and Extended Exponential models 
combined with EGARCH, NGARCH, QGARCH or GARCH-M errors can be defined 
accordingly. 
  
~ . . .(0,1)t n i dε
2
0 1 1 1 1t t th u hα α β− −= + ⋅ + ⋅
( ) ( ){ }
( ) ( ){ }
1
1
1 1 1 2
1 1 2 1 1 1 1 1
2
1 2 1 1
exp
exp ,s
s
k
t t k t t t
ks s s
s t s k t s t t s t t
y c y y y y
y y y y h u
φ π π π γ
φ π π π γ λ
− + − − −
− + − − −
∆ = + + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ +
+ + + ⋅ + + ⋅ ⋅ − ⋅ ⋅ + ⋅ +
⋯ ⋯
⋯
1t t ty y y −∆ = −
t t tu hε= ⋅
~ . . .(0,1)t n i dε
2
0 1 1 1 1t t th u hα α β− −= + ⋅ + ⋅
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Chapter 9 Applications to nonstationary data 
 
 
9.1 Introduction 
 
In this chapter, our aim is to study our suggested models’ estimation performance 
when it comes to nonstationary time series data. For this purpose, we consider several 
applications of nonstationary real world data and we use our suggested models for 
dealing with nonstationarity, namely the Integrated ExpAR (IExpAR) and Integrated 
Extended ExpAR (IExtExpAR), the Modified Integrated ExpAR (MIExpAR) and 
Modified Integrated Extended ExpAR (MIExtExpAR), the Differenced ExpAR 
(DExpAR), Differenced Extended ExpAR (DExtExpAR) and Partially Differenced 
Extended ExpAR (PDExtExpAR), the Restricted Integrated ExpAR (RIExpAR) and 
Restricted Integrated Extended ExpAR (RIExtExpAR), the Restricted ExpAR 
(RExpAR) and Restricted Extended ExpAR (RExtExpAR), and the Exponential and 
Extended Exponential model, all of which are combined with an ARCH or a GARCH 
specification for the conditional variance, as presented in chapter 8. 
 
The datasets considered here consist of nonstationary economic and financial time 
series. However, it should be emphasised that in this chapter we use the levels, and 
not the first differences of the data, since, as mentioned in chapter 8, our suggested 
models for dealing with nonstationarity are all designed to model the levels of 
nonstationary data, as opposed to earlier chapters where first differences were taken 
before application of the models, in order to transform the considered time series into 
stationary data. 
 
 
9.2 Applications 
 
In this section we will consider several applications, using observed data, in order to 
check the new models’ estimation and fitting performance when it comes to 
nonstationary time series. Hence, in the following subsections, all the models, which 
were presented in chapter 8, are used and compared in applications to nonstationary 
305 
 
economic and financial data. For the first three applications we also consider the 
RExpAR, RExtExpAR, Exponential and Extended Exponential models without 
constants. 
 
Since we use nonstationary data, here we compare the estimation results of our 
models with the ones obtained for the Integrated AR-ARCH and Integrated AR-
GARCH models, in order to see if our suggested models can give a better fit to the 
nonstationary time series used than these well-established models. The estimation 
method used in this chapter is again Maximum Likelihood and, similarly to chapter 6, 
the algorithm used is the Interior Point, which solves constrained optimisation 
problems, while here only the standard errors which are calculated according to the 
second way as described previously in chapter 5 are reported, since the second and 
third ways tend to give similar standard errors most of the time. Furthermore, similar 
to chapter 6, we use Akaike’s Information Criterion and the Bayesian Information 
Criterion for model selection, in order to help us decide which model describes the 
data better. 
 
The datasets used consist of daily values of the U.S. Dollar to U.K. Pound, of the 
Euro to U.S. Dollar and of the Euro to U.K. Pound exchange rates, and of the daily 
logarithmic high values of the Dow Jones stock market index. It should be noticed, 
though, that in this chapter we use the levels, and not the first differences of the data, 
in contrast to earlier chapters where first differences were taken before application of 
the models. 
 
In the next subsections, for each time series there are presented the first four 
moments, the plot, the histogram, the autocorrelation and partial autocorrelation plots, 
and the estimation results for every model, which include the estimates, the standard 
errors, the log-likelihood values and the AIC and BIC values.  
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9.2.1 USD to GBP exchange rate 
 
The first application we consider is the daily U.S. Dollar (USD) to British Pound 
(GBP) exchange rate for the period between 4 January 2000 and 1 August 2014, as 
found in http://www.federalreserve.gov/releases/h10/hist/dat00_uk.htm (Board of 
Governors of the Federal Reserve System). The first moments of this series can be 
found in Table 9.1 (prices in USD per GBP). The plot and the histogram can be seen 
in Figures 9.1 and 9.2, respectively, while the autocorrelation and partial 
autocorrelation plots can be found in Figures 9.3 and 9.4, respectively. The estimation 
results of the first order models are reported in Tables 9.2-9.8. 
 
Moments 
Number of observations 3667 
Mean 1.6659 
Standard deviation 0.1757 
Kurtosis 2.2492 
Skewness 0.5627 
Table 9.1 Moments of the USD to GBP rate 
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Figure 9.1 Plot of the USD to GBP rate 
 
Figure 9.2 Histogram of the USD to GBP rate 
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Figure 9.3 Autocorrelation plot of the USD to GBP rate 
 
Figure 9.4 Partial autocorrelation of the USD to GBP rate 
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USD to GBP rate 
Model 
 
 
Parameters 
Integrated 
ExpAR(1)- 
ARCH(1) 
Integrated 
ExpAR(1)- 
GARCH(1,1) 
Integrated 
Extended 
ExpAR(1)- 
ARCH(1) 
Integrated 
Extended 
ExpAR(1)- 
GARCH(1,1) 
c 0.3389 
 
(0.0839) 
0.2759 
 
(0.0501) 
0.2808 
 
(0.0480) 
0.2371 
 
(0.0617) 
φ1 -0.1310 
 
(0.0325) 
-0.1079 
 
(0.0196) 
-0.1119 
 
(0.0196) 
-0.0950 
 
(0.0258) 
π11 -0.3006 
 
(0.0752) 
-0.2477 
 
(0.0454) 
-0.1790 
 
(0.0809) 
-0.1652 
 
(0.0390) 
π12 - 
 
(-) 
- 
 
(-) 
-0.0850 
 
(0.0866) 
-0.0593 
 
(0.0626) 
γ 0.5126 
 
(0.0111) 
0.5256 
 
(0.0117) 
0.6242 
 
(0.0964) 
0.6206 
 
(0.0715) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1756 
 
(0.0205) 
0.1023 
 
(0.0061) 
0.1756 
 
(0.0199) 
0.1023 
 
(0.0061) 
β1 - 
 
(-) 
0.8756 
 
(0.0063) 
- 
 
(-) 
0.8756 
 
(0.0064) 
     
LL 27008.3642 27477.1685 27008.3628 27477.1635 
     
AIC -54004.7284 -54940.3370 -54002.7256 -54938.3270 
     
BIC -53967.4858 -54896.8873 -53959.2759 -54888.6702 
Table 9.2 USD to GBP rate - Integrated models 
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USD to GBP rate 
Model 
 
 
Parameters 
Differenced 
ExpAR(1)- 
ARCH(1) 
Differenced 
ExpAR(1)- 
GARCH(1,1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
c 0.0001 
 
(0.0001) 
0.0003 
 
(0.0001) 
0.0001 
 
(0.0001) 
0.0002 
 
(0.0001) 
0.0001 
 
(0.0001) 
0.0003 
 
(0.0001) 
φ1 -0.1697 
 
() 
0.0000 
 
(0.0137) 
-0.1714 
 
(0.0445) 
-0.0616 
 
(0.0450) 
-0.0986 
 
(0.0344) 
0.0014 
 
(0.0125) 
π11 0.1848 
 
(0.6076) 
0.0144 
 
(0.0579) 
-0.8049 
 
(0.0910) 
-0.3537 
 
(0.0744) 
0.0970 
 
(0.0388) 
0.8874 
 
(0.0851) 
π12 - 
 
(-) 
- 
 
(-) 
0.8419 
 
(0.0596) 
0.3539 
 
(0.1545) 
-0.9323 
 
(0.1118) 
-1.7128 
 
(0.1110) 
γ 0.0484 
 
(0.7658) 
0.8482 
 
(0.0643) 
0.4503 
 
(0.0853) 
0.4583 
 
(0.2028) 
0.0001 
 
(0.0849) 
4.0657 
 
(0.0834) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1751 
 
(0.0325) 
0.1023 
 
(0.0060) 
0.1747 
 
(0.0188) 
0.1023 
 
(0.0061) 
0.1796 
 
(0.0207) 
0.1023 
 
(0.0061) 
β1 - 
 
(-) 
0.8754 
 
(0.0063) 
- 
 
(-) 
0.8754 
 
(0.0064) 
- 
 
(-) 
0.8754 
 
(0.0064) 
       
LL 26995.7045 27465.9739 26995.9231 27466.0024 27000.4433 27465.9745 
       
AIC -53979.4090 -54917.9478 -53977.8462 -54916.0048 -53986.8866 -54915.9490 
       
BIC -53942.1664 -54874.4981 -53934.3965 -54866.3480 -53943.4369 -54866.2922 
Table 9.3 USD to GBP rate - Differenced models 
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USD to GBP rate 
Model 
 
 
Parameters 
Restricted 
Integrated 
ExpAR(1)- 
ARCH(1) 
Restricted 
Integrated 
ExpAR(1)- 
GARCH(1,1) 
Restricted 
Integrated 
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Integrated 
Extended 
ExpAR(1)-
GARCH(1,1) 
 Integrated 
AR(1)- 
ARCH(1) 
Integrated 
AR(1)- 
GARCH(1,1) 
c -0.0003 
 
(0.0002) 
0.0000 
 
(0.0002) 
0.0003 
 
(0.0003) 
0.0002 
 
(0.0002) 
0.0001 
 
(0.0001) 
0.0002 
 
(0.0001) 
φ1 - 
 
(-) 
- 
 
(-) 
- 
 
(-) 
- 
 
(-) 
-0.0087 
 
(0.0149) 
-0.0002 
 
(0.0120) 
π11 0.0110 
 
(0.0060) 
0.0100 
 
(0.0057) 
0.1998 
 
(0.0405) 
0.0801 
 
(0.0628) 
- 
 
(-) 
- 
 
(-) 
π12 - 
 
(-) 
- 
 
(-) 
-0.1338 
 
(0.0293) 
-0.0495 
 
(0.0442) 
- 
 
(-) 
- 
 
(-) 
γ 1.4987 
 
(0.0809) 
1.5678 
 
(0.0667) 
1.5999 
 
(0.0503) 
1.6477 
 
(0.1391) 
- 
 
(-) 
- 
 
(-) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1730 
 
(0.0187) 
0.1021 
 
(0.0060) 
0.1744 
 
(0.0188?) 
0.1021 
 
(0.0061) 
0.1749 
 
(0.0199) 
0.0498 
 
(0.0043) 
β1 - 
 
(-) 
0.8754 
 
(0.0063) 
- 
 
(-) 
0.8755 
 
(0.0064) 
- 
 
(-) 
0.9386 
 
(0.0047) 
       
LL 27003.0503 27472.9615 27004.5966 27473.1950 26998.8677 27474.2946 
       
AIC -53996.1006 -54933.9230 -53997.1932 -54932.3900 -53989.7354 -54938.5892 
       
BIC -53965.0651 -54896.6804 -53959.9506 -54888.9403 -53964.9078 -54907.5547 
Table 9.4 USD to GBP rate - Restricted Integrated models 
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USD to GBP rate 
Model 
 
 
Parameters 
Restricted 
ExpAR(1)- 
ARCH(1) 
Restricted 
ExpAR(1)- 
GARCH(1,1) 
Restricted  
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Extended 
ExpAR(1)-
GARCH(1,1) 
c 0.0072 
 
(0.0073) 
0.0018 
 
(0.0061) 
0.3229 
 
(0.0317) 
0.2686 
 
(0.0765) 
π11 0.9941 
 
(0.0064) 
0.9990 
 
(0.0054) 
0.4613 
 
(0.0516) 
0.5439 
 
(0.1263) 
π12 - 
 
(-) 
- 
 
(-) 
0.2719 
 
(0.0237) 
0.2372 
 
(0.0595) 
γ -0.0005 
 
(0.0007) 
0.0000 
 
(0.0006) 
0.0454 
 
(0.0037) 
0.0406 
 
(0.0092) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1733 
 
(0.0194) 
0.1020 
 
(0.0060) 
0.1754 
 
(0.0190) 
0.1023 
 
(0.0061) 
β1 - 
 
(-) 
0.8757 
 
(0.0063) 
- 
 
(-) 
0.8755 
 
(0.0064) 
     
LL 27002.7738 27472.8315 27008.1222 27477.2847 
     
AIC -53995.5476 -54933.6630 -54004.2444 -54940.5694 
     
BIC -53964.5121 -54896.4204 -53967.0018 -54897.1197 
Table 9.5 USD to GBP rate - Restricted models with constant 
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USD to GBP rate 
Model 
 
 
Parameters 
Restricted 
ExpAR(1)- 
ARCH(1) 
Restricted 
ExpAR(1)- 
GARCH(1,1) 
Restricted  
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Extended 
ExpAR(1)-
GARCH(1,1) 
π11 1.0005 
 
(0.0003) 
1.0007 
 
(0.0003) 
1.0050 
 
(0.0065) 
1.0011 
 
(0.0055) 
π12 - 
 
(-) 
- 
 
(-) 
-0.0052 
 
(0.0076) 
-0.0006 
 
(0.0064) 
γ 0.0002 
 
(1.0291e-04) 
0.0002 
 
(9.3182e-05) 
-0.0014 
 
(0.0022) 
0.0001 
 
(0.0019) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1733 
 
(0.0180) 
0.1020 
 
(0.0061) 
0.1733 
 
(0.0200) 
0.1020 
 
(0.0061) 
β1 - 
 
(-) 
0.8758 
 
(0.0063) 
- 
 
(-) 
0.8758 
 
(0.0063) 
     
LL 27002.2695 27472.7851 27002.5650 27472.7913 
     
AIC -53996.5390 -54935.5702 -53995.1300 -54933.5826 
     
BIC -53971.7106 -54904.5347 -53964.0945 -54896.3400 
Table 9.6 USD to GBP rate - Restricted models without constant   
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USD to GBP rate 
Model 
 
 
Parameters 
Exponential(1)- 
ARCH(1) 
Exponential(1)- 
GARCH(1,1) 
Extended 
Exponential(1)-
ARCH(1) 
Extended 
Exponential(1)-
GARCH(1,1) 
c 3.4379 
 
(0.0201) 
3.4069 
 
(0.0192) 
3.7830 
 
(0.0565) 
2.8673 
 
(0.0377) 
π11 -2.8424 
 
(0.0166) 
-2.8173 
 
(0.0158) 
-3.3634 
 
(0.0737) 
-2.8658 
 
(0.0376) 
π12 - 
 
(-) 
- 
 
(-) 
0.2775 
 
(0.0353) 
0.9989 
 
(0.0015) 
γ 0.1703 
 
(0.0020) 
0.1735 
 
(0.0020) 
0.1135 
 
(0.0069) 
0.0002 
 
(0.0014) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1765 
 
(0.0196) 
0.1026 
 
(0.0061) 
0.1758 
 
(0.0195) 
0.1020 
 
(0.0060) 
β1 - 
 
(-) 
0.8751 
 
(0.0064) 
- 
 
(-) 
0.8758 
 
(0.0063) 
     
LL 27006.0292 27473.3224 27008.0989 27472.8373 
     
AIC -54002.0584 -54934.6448 -54004.1978 -54931.6746 
     
BIC -53971.0229 -54897.4022 -53966.9552 -54888.2249 
Table 9.7 USD to GBP rate – Exponential and Extended Exponential models with constant 
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USD to GBP rate 
Model 
 
 
Parameters 
Exponential(1)- 
ARCH(1) 
Exponential(1)- 
GARCH(1,1) 
Extended 
Exponential(1)-
ARCH(1) 
Extended 
Exponential(1)-
GARCH(1,1) 
π11 1.0311 
 
(0.0012) 
1.0313 
 
(0.0012) 
0.0072 
 
(0.0073) 
0.0018 
 
(0.0061) 
π12 - 
 
(-) 
- 
 
(-) 
0.9941 
 
(0.0064) 
0.9990 
 
(0.0054) 
γ -0.1708 
 
(0.0004) 
-0.1709 
 
(0.0004) 
-0.0005 
 
(0.0007) 
0.0000 
 
(0.0006) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.7441 
 
(0.0242) 
0.1679 
 
(0.0101) 
0.1733 
 
(0.0191) 
0.1021 
 
(0.0061) 
β1 - 
 
(-) 
0.8183 
 
(0.0103) 
- 
 
(-) 
0.8756 
 
(0.0064) 
     
LL 22825.1535 23498.2646 27002.7739 27472.8335 
     
AIC -45642.3070 -46986.5292 -53995.5478 -54933.6670 
     
BIC -45617.4786 -46955.4937 -53964.5123 -54896.4244 
Table 9.8 USD to GBP rate – Exponential and Extended Exponential models without constant 
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Although the results vary across the different models, it can be seen from these Tables 
that the estimate of 0α  is close to zero for all the models. Moreover, the estimates of 
the 1α  parameter are quite similar among most of the models with ARCH(1) errors, 
while the estimates of the 1α  and 1β  parameters are similar among most of the 
models with GARCH(1,1) errors.  
 
Furthermore, overall the values of AIC and BIC for the Restricted Integrated models 
were higher (lower in absolute value) than those for their Integrated counterparts. In 
addition, the AIC and BIC values increased (decreased in absolute value) for the 
Exponential-ARCH, Exponential-GARCH and Extended Exponential-ARCH models 
when not including the constant, compared to when including it. The opposite holds, 
though, for the Extended Exponential-GARCH model. 
 
We can also notice that in the case of the BIC, among all the models with GARCH 
errors, the ones with the fewest parameters gave smaller values, and the same result 
holds for the models with ARCH errors as well. This result can be explained by the 
fact that the BIC penalises more heavily a higher number of parameters in the model. 
Nevertheless, the smallest values of both the BIC and AIC criteria are given for 
models with GARCH, and not ARCH, errors. 
 
Tables 9.9 and 9.10 present the models with the lowest AIC and BIC values, 
respectively, for the USD to GBP exchange rate. As can be seen from Table 9.9, 
among all the models used, the minimum AIC value was given for the Restricted 
Extended ExpAR-GARCH model with constant (-54940.5694). On the other hand, 
the minimum BIC value was given for the Integrated AR-GARCH model (-
54907.5547). Hence, according to the AIC, the preferred model is the Restricted 
Extended ExpAR-GARCH model with constant, while, according to the BIC, it is the 
Integrated AR-GARCH model.  
 
Furthermore, Table 9.11 presents the t-statistics for the estimates of the Restricted 
Extended ExpAR-GARCH model. We notice that the estimates of all the parameters 
of the preferred model, according to AIC, are statistically significant at a 1% level. In 
addition, Figures 9.5- 9.8 show the autocorrelation and partial autocorrelation plots of 
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the residuals and the standardised residuals of the estimated Restricted Extended 
ExpAR-GARCH model, which are useful tools to assess the presence of 
autocorrelation at individual lags. According to these plots, most sample 
autocorrelations and partial autocorrelations fall inside the 95% confidence bounds 
and change sign, indicating the residuals to be random. Hence, the choice of the 
Restricted Extended ExpAR(1)-GARCH(1,1) model seems to be appropriate for the 
US Dollar to British Pound exchange rate.  
 
 
AIC 
Restricted Extended ExpAR(1)-
GARCH(1,1) (with constant) 
-54940.5694 
Integrated ExpAR(1)-GARCH(1,1)  
(with constant) 
-54940.3370 
Integrated AR(1)-GARCH(1,1)  
(with constant) 
-54938.5892 
Integrated Extended ExpAR(1)-
GARCH(1,1) (with constant) 
-54938.3270 
Restricted ExpAR(1)-GARCH(1,1)  
(without constant) 
-54935.5702 
Table 9.9 Models with the lowest AIC values for USD to GBP rate 
 
BIC 
Integrated AR(1)-GARCH(1,1)  
(with constant) 
-54907.5547 
Restricted ExpAR(1)-GARCH(1,1)  
(without constant) 
-54904.5347 
Exponential(1)-GARCH(1,1)  
(with constant) 
-54897.4022 
Restricted Extended ExpAR(1)-
GARCH(1,1) (with constant) 
 -54897.1197 
Integrated ExpAR(1)-GARCH(1,1)  
(with constant) 
-54896.8873 
Table 9.10 Models with the lowest BIC values for USD to GBP rate 
 
 
Restricted Extended ExpAR(1)-GARCH(1,1) (with constant) 
 c π11 π12 γ α0 α1 β1 
Estimates 0.2686 
(0.0765) 
0.5439 
(0.1263) 
0.2372 
(0.0595) 
0.0406 
(0.0092) 
2.2207e-06 
(2.8763e-07) 
0.1023 
(0.0061) 
0.8755 
(0.0064) 
t-statistic 3.5111 4.3064 3.9866 4.4130 7.7207 16.7705 136.7969 
Table 9.11 USD to GBP rate - t-statistics for the Restricted Extended ExpAR-GARCH with 
constant model 
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Figure 9.5 USD to GBP rate - Autocorrelation plot of the residuals of the Restricted Extended 
ExpAR-GARCH with constant model 
 
Figure 9.6 USD to GBP rate - Partial autocorrelation plot of the residuals of the Restricted 
Extended ExpAR-GARCH with constant model 
 
Figure 9.7 USD to GBP rate - Autocorrelation plot of the standardised residuals of the 
Restricted Extended ExpAR-GARCH with constant model  
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Figure 9.8 USD to GBP rate - Partial autocorrelation plot of the standardised residuals of the 
Restricted Extended ExpAR-GARCH with constant model 
 
(a) 
 
(b) 
Figure 9.9 Function (a) and first derivative (b) of Restricted Extended ExpAR with constant 
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Finally, Figure 9.9 (a) shows the function 
 
( ) ( )211 12 ˆˆ ˆ ˆ expy c x x xπ π γ= + + ⋅ ⋅ − ⋅ ⋅ , 
 
where cˆ , 11πˆ , 12πˆ  and γˆ  are the estimated parameters of the conditional mean of the 
Restricted Extended ExpAR(1)-GARCH(1,1) model for the USD to GBP rate. 
Obviously, for ty y=  and 1tx y −=  we obtain the Restricted Extended ExpAR with 
constant model. 
 
In addition, Figure 9.9 (b) shows the first derivative of this function, which is given 
by the following formula 
 
( ) ( ) ( ){ }2 211 12 11ˆ ˆˆ ˆ ˆexp 2 1 ,y x x xx γ π π γ π
∂
= − ⋅ ⋅ + ⋅ ⋅ − ⋅ −
∂
 
 
for [ ]1, 2.5x∈ , which are values that the USD to GBP rate could take. It is seen that 
the first derivative is positive, implying that the function is increasing for these 
values. 
 
As might be expected, the first derivative of this function is nonlinear, in contrast to 
the function 
 
1
ˆˆy c xφ= + ⋅ , 
 
which gives us the Integrated AR(1) model for ty y= ∆  and 1tx y −= ∆ , and the first 
derivative of which is constant and equal to 1φˆ .  
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9.2.2 Euro to USD exchange rate  
 
The second application considered is the daily Euro to U.S. Dollar (USD) exchange 
rate for the period between 3 January 2000 and 29 November 2013, as found in 
http://www.federalreserve.gov/releases/h10/hist/dat00_uk.htm (Board of Governors 
of the Federal Reserve System). The first moments of this exchange rate can be found 
in Table 9.12 (prices in Euro per USD), while the plot and the histogram can be seen 
in Figures 9.10 and 9.11, and the autocorrelation and partial autocorrelation plots can 
be found in Figures 9.12 and 9.13, respectively. The estimation results of the first 
order models are reported in Tables 9.13-9.19. 
 
 
Moments 
Number of observations 3499 
Mean 1.2288 
Standard deviation 0.1877 
Kurtosis 2.4098 
Skewness -0.5823 
Table 9.12 Moments of the Euro to USD exchange rate 
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 Figure 9.10 Plot of the Euro to USD rate 
 
Figure 9.11 Histogram of the Euro to USD rate 
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Figure 9.12 Autocorrelation plot of the Euro to USD rate 
 
 Figure 9.13 Partial autocorrelation plot of the Euro to USD rate  
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 Euro to USD 
Model 
 
 
Parameters 
Integrated 
ExpAR(1)- 
ARCH(1) 
Integrated 
ExpAR(1)- 
GARCH(1,1) 
Integrated 
Extended 
ExpAR(1)- 
ARCH(1) 
Integrated 
Extended 
ExpAR(1)- 
GARCH(1,1) 
c 0.0143 
 
(0.0047) 
0.0197 
 
(0.0079) 
0.0141 
 
(0.0290) 
0.0216 
 
(0.0264) 
φ1 -0.0094 
 
(0.0031) 
-0.0125 
 
(0.0048) 
-0.0095 
 
(0.0151) 
-0.0135 
 
(0.0148) 
π11 -0.0254 
 
(0.0091) 
-0.0312 
 
(0.0119) 
-0.0308 
 
(0.0389) 
-0.0403 
 
(0.0368) 
π12 - 
 
(-) 
- 
 
(-) 
0.0178 
 
(0.0279) 
0.0172 
 
(0.0082) 
γ 1.7299 
 
(0.0860) 
1.5106 
 
(0.1250) 
1.1126 
 
(1.6573) 
1.0981 
 
(0.1307) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.0691 
 
(0.0139) 
0.0923 
 
(0.0059) 
0.0691 
 
(0.0139) 
0.0923 
 
(0.0059) 
β1 - 
 
(-) 
0.8785 
 
(0.0066) 
- 
 
(-) 
0.8785 
 
(0.0066) 
     
LL 27039.2518 27344.8462 27039.2080 27344.8159 
     
AIC -54066.5036 -54675.6924 -54064.4160 -54673.6318 
     
BIC -54029.5424 -54632.5710 -54021.2946 -54624.3502 
Table 9.13 Euro to USD rate - Integrated models  
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Euro to USD rate 
Model 
 
 
Parameters 
Differenced 
ExpAR(1)- 
ARCH(1) 
Differenced 
ExpAR(1)- 
GARCH(1,1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
c 0.0002 
 
(0.0001) 
0.0003 
 
(0.0001) 
0.0002 
 
(0.0001) 
0.0003 
 
(0.0001) 
0.0002 
 
(0.0001) 
0.0003 
 
(0.0001) 
φ1 -0.0169 
 
(0.0272) 
-0.0244 
 
(0.0202) 
0.2143 
 
(0.0395) 
0.0598 
 
(0.0138) 
-0.1042 
 
(0.1948) 
-0.0600 
 
(0.0676) 
π11 0.1011 
 
(0.1355) 
0.1439 
 
(0.0644) 
0.7019 
 
(0.0882) 
0.6155 
 
(0.0393) 
0.1075 
 
(0.1889) 
0.0706 
 
(0.0645) 
π12 - 
 
(-) 
- 
 
(-) 
-1.1107 
 
(0.0533) 
-0.7051 
 
(0.0719) 
-0.9497 
 
(0.2049) 
-0.8925 
 
(0.0668) 
γ 0.9948 
 
(0.1266) 
0.9737 
 
(0.0759) 
0.7150 
 
(0.0633) 
0.9957 
 
(0+0.0389i) 
0.0003 
 
(0.1211) 
0.0000 
 
(0.0927) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.0726 
 
(0.0142) 
0.0930 
 
(0.0059) 
0.0743 
 
(0.0141) 
0.0929 
 
(0.0059) 
0.0691 
 
(0.0146) 
0.0928 
 
(0.0059) 
β1 - 
 
(-) 
0.8772 
 
(0.0067) 
- 
 
(-) 
0.8777 
 
(0.0067) 
- 
 
(-) 
0.8779 
 
(0.0067) 
       
LL 27031.8504 27335.7464 27032.6055 27335.9574 27034.8858 27337.7310 
       
AIC -54051.7008 -54657.4928 -54051.2110 -54655.9148 -54055.7716 -54659.4620 
       
BIC -54014.7396 -54614.3714 -54008.0896 -54606.6332 -54012.4218 -54610.1804 
Table 9.14 Euro to USD rate - Differenced models 
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 Euro to USD 
Model 
 
 
Parameters 
Restricted 
Integrated 
ExpAR(1)- 
ARCH(1) 
Restricted 
Integrated 
ExpAR(1)- 
GARCH(1,1) 
Restricted 
Integrated 
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Integrated 
Extended 
ExpAR(1)-
GARCH(1,1) 
 Integrated 
AR(1)- 
ARCH(1) 
Integrated 
AR(1)- 
GARCH(1,1) 
c -0.0094 
 
 (0.0037) 
-0.0086 
 
(0.0034) 
-0.0050 
 
(0.0018) 
-0.0053 
 
(0.0040) 
0.0002 
 
(0.0001) 
0.0003 
 
(0.0001) 
φ1 - 
 
(-) 
- 
 
(-) 
- 
 
(-) 
- 
 
(-) 
0.0052 
 
(0.0135) 
0.0061 
 
(0.0126) 
π11 0.0149 
 
(0.0054) 
0.0136 
 
(0.0051) 
0.0009 
 
(0.0023) 
0.0036 
 
(0.0111) 
- 
 
(-) 
- 
 
(-) 
π12 - 
 
(-) 
- 
 
(-) 
0.0112 
 
(0.0046) 
0.0080 
 
(0.0089) 
- 
 
(-) 
- 
 
(-) 
γ 0.4109 
 
(0.0292) 
0.4084 
 
(0.0226) 
0.7918 
 
(0.0515) 
0.6965 
 
(0.3475) 
- 
 
(-) 
- 
 
(-) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.0694 
 
(0.0139) 
0.0923 
 
(0.0058) 
0.0694 
 
(0.0136) 
0.0923 
 
(0.0067) 
0.0722 
 
(0.0140) 
0.0419 
 
(0.0034) 
β1 - 
 
(-) 
0.8786 
 
(0.0066) 
- 
 
(-) 
0.8786 
 
(0.0075) 
- 
 
(-) 
0.9416 
 
(0.0038) 
       
LL 27038.9532 27344.2889 27038.9978 27344.3217 27035.4320 27343.4126 
       
AIC -54067.9064 -54676.5778 -54065.9956 -54674.6434 -54062.8640 -54676.8258 
       
BIC -54037.1054 -54639.6166 -54029.0344 -54631.5220 -54030.0645 -54646.0257 
Table 9.15 Euro to USD rate - Restricted Integrated models  
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 Euro to USD 
Model 
 
 
Parameters 
Restricted 
ExpAR(1)- 
ARCH(1) 
Restricted 
ExpAR(1)- 
GARCH(1,1) 
Restricted  
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Extended 
ExpAR(1)-
GARCH(1,1) 
c -0.0050 
 
(0.0024) 
-0.0048 
 
 (0.0022) 
-0.0055 
 
(0.0137) 
0.0025 
 
(0.0227) 
π11 1.0074 
 
(0.0031) 
1.0072 
 
(0.0029) 
1.0087 
 
(0.0349) 
0.9882 
 
(0.0584) 
π12 - 
 
(-) 
- 
 
(-) 
-0.0011 
 
(0.0293) 
0.0160 
 
(0.0488) 
γ 0.0020 
 
(0.0007) 
0.0019 
 
(0.0007) 
0.0017 
 
(0.0080) 
0.0062 
 
(0.0132) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.0693 
 
(0.0138) 
0.0923 
 
(0.0059) 
0.0694 
 
(0.0137) 
0.0923 
 
(0.0059) 
β1 - 
 
(-) 
0.8786 
 
(0.0066) 
- 
 
(-) 
0.8786 
 
(0.0066) 
     
LL 27038.9605 27344.4452 27038.9611 27344.5191 
     
AIC -54067.9210 -54676.8904 -54065.9222 -54675.0382 
     
BIC -54037.1200 -54639.9292 -54028.9610 -54637.9168 
Table 9.16 Euro to USD rate - Restricted models with constant 
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 Euro to USD 
Model 
 
 
Parameters 
Restricted 
ExpAR(1)- 
ARCH(1) 
Restricted 
ExpAR(1)- 
GARCH(1,1) 
Restricted  
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Extended 
ExpAR(1)-
GARCH(1,1) 
π11 1.0009 
 
(0.0003) 
1.0008 
 
(0.0003) 
0.9946 
 
(0.0031) 
0.9946 
 
(0.0028) 
π12 - 
 
(-) 
- 
 
(-) 
0.0106 
 
(0.0051) 
0.0106 
 
(0.0047) 
γ 0.0005 
 
(0.0002) 
0.0004 
 
(0.0002) 
0.0048 
 
(0.0021) 
0.0048 
 
(0.0020) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.0698 
 
(0.0139) 
0.0924 
 
(0.0059) 
0.0692 
 
(0.0141) 
0.0923 
 
(0.0058) 
β1 - 
 
(-) 
0.8782 
 
(0.0067) 
- 
 
(-) 
0.8786 
 
(0.0066) 
     
LL 27036.7287 27341.9697 27038.9318 27344.5068 
     
AIC -54065.4574 -54673.9394 -54067.8636 -54677.0136 
     
BIC -54040.8166 -54643.1384 -54037.0626 -54640.0524 
Table 9.17 Euro to USD rate - Restricted models without constant  
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 Euro to USD 
Model 
 
 
Parameters 
Exponential(1)- 
ARCH(1,1) 
Exponential(1)- 
GARCH(1,1) 
Extended 
Exponential(1)-
ARCH(1) 
Extended 
Exponential(1)-
GARCH(1,1) 
c 2.4110 
 
(0.0081) 
2.3768 
 
(0.0090) 
1.1925 
 
(0.0519) 
1.2027 
 
(0.0491) 
π11 -2.0051 
 
(0.0069) 
-1.9761 
 
(0.0077) 
-1.1960 
 
(0.0520) 
-1.2060 
 
(0.0492) 
π12 - 
 
(-) 
- 
 
(-) 
1.0032 
 
(0.0016) 
1.0032 
 
(0.0014) 
γ 0.3499 
 
(0.0023) 
0.3598 
 
(0.0027) 
0.0029 
 
(0.0011) 
0.0029 
 
(0.0011) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.0633 
 
(0.0133) 
0.0925 
 
(0.0058) 
0.0693 
 
(0.0137) 
0.0923 
 
(0.0059) 
β1 - 
 
(-) 
0.8777 
 
(0.0066) 
- 
 
(-) 
0.8784 
 
(0.0066) 
     
LL 26924.0484 27218.7771 27038.9558 27344.4764 
     
AIC -53838.0968 -54425.5542 -54065.9116 -54674.9528 
     
BIC -53807.2958 -54388.5930 -54028.9504 -54631.8314 
Table 9.18 Euro to USD rate – Exponential and Extended Exponential models with constant 
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Euro to USD 
Model 
 
 
Parameters 
Exponential(1)- 
ARCH(1) 
Exponential(1)- 
GARCH(1,1) 
Extended 
Exponential(1)-
ARCH(1) 
Extended 
Exponential(1)-
GARCH(1,1) 
π11 0.7813 
 
(0.0015) 
0.7836 
 
(0.0012) 
-0.0050 
 
(0.0024) 
-0.0048 
 
(0.0022) 
π12 - 
 
(-) 
- 
 
(-) 
1.0074 
 
(0.0031) 
1.0072 
 
(0.0029) 
γ -0.2996 
 
(0.0012) 
-0.2981 
 
(0.0009) 
0.0020 
 
(0.0007) 
0.0019 
 
(0.0007) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.8328 
 
(0.0212) 
0.1075 
 
(0.0088) 
0.0695 
 
(0.0139) 
0.0923 
 
(0.0059) 
β1 - 
 
(-) 
0.8845 
 
(0.0090) 
- 
 
(-) 
0.8783 
 
(0.0066) 
     
LL 21110.0081 21693.6867 27038.9603 27344.4560 
     
AIC -42212.0162 -43377.3734 -54067.9206 -54676.9120 
     
BIC -42187.3754 -43346.5724 -54037.1196 -54639.9508 
Table 9.19 Euro to USD rate – Exponential and Extended Exponential models without 
constant 
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It can be noticed from the above Tables that, although the results for the estimates of 
the conditional mean parameters varied, the results for the conditional variance 
parameters agreed among the dTifferent models. More specifically, the estimate of 0α  
was close to zero for all the models, while the estimates of the 1α  parameter were 
quite similar among most of the models with ARCH(1) errors, and the estimates of 
the 1α  and 1β  parameters were similar among all the models with GARCH(1,1) 
errors. 
 
It can also be remarked that here the values of the AIC and BIC for the Restricted 
Integrated models were lower (higher in absolute value) than the ones for their 
Integrated counterparts. Yet, the AIC and BIC values increased (decreased in absolute 
value) for Exponential-ARCH and Exponential-GARCH models when not including 
the constant, compared to when including it, but the opposite holds for the Extended 
Exponential-ARCH and Extended Exponential-ARCH models. 
 
In addition, similar to the first application, in the case of the BIC, among all the 
models with GARCH errors, the ones with the fewest parameters tended to give the 
smallest values, and similar results hold for the models with ARCH errors too. 
Nevertheless, here as well the smallest values of both the BIC and AIC criteria were 
obtained for models with GARCH, and not ARCH, errors. 
 
Tables 9.20 and 9.21 show the models with the lowest AIC and BIC values, 
respectively. As can be seen from Table 9.20, the lowest AIC value was given for the 
Restricted Extended ExpAR-GARCH model without constant (-54677.0136). 
However, as can be seen from Table 9.21, similarly to the previous application, the 
minimum BIC value was given for the Integrated AR-GARCH model (-54646.0257). 
As a result, according to the AIC, the preferred model is the Restricted Extended 
ExpAR-GARCH model without constant, while according to the BIC, it is the 
Integrated AR-GARCH model.  
 
In addition, in Table 9.22 the t-statistics for the estimates of the Restricted Extended 
ExpAR-GARCH without constant model can be found. We notice that the estimates 
of all the parameters of the preferred model, according to AIC, are statistically 
332 
 
significant at a 1% level. Furthermore, Figures 9.14-9.17 depict the autocorrelation 
and partial autocorrelation plots of the residuals and the standardised residuals of the 
estimated Restricted Extended ExpAR-GARCH without constant model, which are 
useful tools to assess the presence of autocorrelation at individual lags. According to 
these plots, most sample autocorrelations and partial autocorrelations fall inside the 
95% confidence bounds and change sign, indicating the residuals to be random. 
Consequently, the choice of the Restricted Extended ExpAR(1)-GARCH(1,1) model 
without constant seems to be appropriate for the Euro to US Dollar exchange rate.  
 
 
AIC 
Restricted Extended ExpAR(1)-
GARCH(1) (without constant) 
-54677.0136 
Extended Exponential(1)- 
GARCH(1,1) (without constant) 
-54676.9120 
Restricted ExpAR(1)-GARCH(1,1)  
(with constant) 
-54676.8904 
Integrated AR(1)-GARCH(1,1) 
(with constant) 
-54676.8252 
Restricted Integrated ExpAR(1)-
GARCH(1,1) (with constant) 
-54676.5778 
Table 9.20 Models with the lowest AIC values for Euro to USD rate 
 
BIC 
Integrated AR(1)-GARCH(1,1)  
(with constant) 
-54646.0257 
Restricted ExpAR(1)-GARCH(1,1)  
(without constant) 
-54643.1384 
Restricted Extended ExpAR(1)-
GARCH(1,1) (without constant) 
-54640.0524 
Extended Exponential(1)- 
GARCH(1,1) (without constant) 
-54639.9508 
Restricted ExpAR(1)-GARCH(1,1)  
(with constant) 
-54639.9292 
Table 9.21 Models with the lowest BIC values for Euro to USD rate 
 
 
Restricted Extended ExpAR(1)-GARCH(1,1) (without constant) 
 π11 π12 γ α0 α1 β1 
Estimates 0.9946 
(0.0028)  
0.0106 
(0.0047) 
0.0048 
(0.0020) 
1.9676e-06 
(2.3577e-07) 
0.0923 
(0.0058) 
0.8786 
(0.0066) 
t-statistic 355.2143 2.2553 2.4000 8.3454 15.9138 133.1212 
Table 9.22 Euro to USD rate - t-statistics for the Restricted Extended ExpAR-GARCH 
without constant model   
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Figure 9.14 Euro to USD rate - Autocorrelation plot of the residuals of the Restricted 
Extended ExpAR-GARCH without constant model 
 
Figure 9.15 Euro to USD rate - Partial autocorrelation plot of the residuals of the Restricted 
Extended ExpAR-GARCH without constant model 
 
Figure 9.16 Euro to USD rate - Autocorrelation plot of the standardised residuals of the 
Restricted Extended ExpAR-GARCH without constant model  
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Figure 9.17 Euro to USD rate - Partial autocorrelation plot of the standardised residuals of the 
Restricted Extended ExpAR-GARCH without constant model 
 
(a) 
 
(b) 
Figure 9.18 Function (a) and first derivative (b) of Restricted Extended ExpAR without 
constant   
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Finally, Figure 9.18 (a) depicts the function 
 
( ) ( )211 12 ˆˆ ˆ expy x x xπ π γ= + ⋅ ⋅ − ⋅ ⋅ , 
 
where 11πˆ , 12πˆ  and γˆ  are the estimated parameters of the conditional mean without 
constant model of the Restricted Extended ExpAR(1)-GARCH(1,1) model for the 
Euro to USD rate. Clearly, for ty y=  and 1tx y −=  the Restricted Extended ExpAR 
without constant model is obtained. 
 
Furthermore, Figure 9.18 (b) illustrates the first derivative of this function, which is 
given by the following formula as seen in the previous section, 
 
( ) ( ) ( ){ }2 211 12 11ˆ ˆˆ ˆ ˆexp 2 1 ,y x x xx γ π π γ π
∂
= − ⋅ ⋅ + ⋅ ⋅ − ⋅ −
∂
 
 
for ( )0, 2.5x∈ , which are values that the Euro to USD rate could take. The function 
is increasing for these values, which might be expected from the fact that the first 
derivative is positive. It can be noted that these graphs differ from those shown in the 
previous section. This can be explained by the fact that we have different estimates 
for each parameter, and especially for the scale parameter, γ . 
 
Again the first derivative of this function, which is nonlinear, can be compared to the 
constant first derivative of the function 
 
1
ˆˆy c xφ= + ⋅ , 
 
which results in the Integrated AR(1) model for ty y= ∆  and 1tx y −= ∆ .  
 
 
  
336 
 
9.2.3 Euro to GBP exchange rate 
 
The next application we consider is the daily Euro to GBP exchange rate, using data 
for the period between 4 January 2000 and 29 November 2013, as found at the 
website of the Bank of England (http://www.bankofengland.co.uk). In Table 9.23 
there can be found the first moments of this time series. The plot and the histogram 
are shown in Figures 9.19 and 9.20, respectively, and the autocorrelation and partial 
autocorrelation plots can be found in Figures 9.21 and 9.22, respectively. Moreover, 
the estimation results of each model can be found in Tables 9.24-9.30. 
 
 
Moments 
Number of observations 3517 
Mean 1.3771 
Standard deviation 0.1799 
Kurtosis 1.6220 
Skewness -0.0729 
Table 9.23 Moments of the Euro to GBP exchange rate 
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Figure 9.19 Plot of the Euro to GBP exchange rate 
 
Figure 9.20 Histogram of the Euro to GBP exchange rate 
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Figure 9.21 Autocorrelation plot of the Euro to GBP exchange rate 
 
Figure 9.22 Partial autocorrelation plot of the Euro to GBP exchange rate 
  
339 
 
Euro to GBP 
Model 
 
 
Parameters 
Integrated 
ExpAR(1)- 
ARCH(1) 
Integrated 
ExpAR(1)- 
GARCH(1,1) 
Integrated 
Extended 
ExpAR(1)- 
ARCH(1) 
Integrated 
Extended 
ExpAR(1)- 
GARCH(1,1) 
c 0.2757 
 
(0.0109) 
0.2170 
 
(0.0380) 
0.2088 
 
(0.0460) 
0.1574 
 
(0.0322) 
φ1 -0.1309 
 
(0.0052) 
-0.1040 
 
(0.0181) 
-0.1032 
 
(0.0218) 
-0.0791 
 
(0.0158) 
π11 -0.3035 
 
(0.0121) 
-0.2391 
 
(0.0421) 
-0.1397 
 
(0.0687) 
-0.0871 
 
(0.0755) 
π12 - 
 
(-) 
- 
 
(-) 
-0.1322 
 
(0.0418) 
-0.1245 
 
(0.0888) 
γ 0.7769 
 
(0.0124) 
0.7874 
 
(0.0155) 
0.9952 
 
(0.0748) 
1.0499 
 
(0.1520) 
α0 0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1777 
 
(0.0181) 
0.0793 
 
(0.0053) 
0.1776 
 
(0.0177) 
0.0791 
 
(0.0053) 
β1 - 
 
(-) 
0.8918 
 
(0.0054) 
- 
 
(-) 
0.8924 
 
(0.0054) 
     
LL 28482.5618 28734.5524 28482.5240 28734.5300 
     
AIC -56953.1236 -57455.1048 -56951.0480 -57453.0600 
     
BIC -56916.1312 -57411.9470 -56907.8902 -57403.7368 
Table 9.24 Euro to GBP rate - Integrated models 
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Euro to GBP rate 
Model 
 
 
Parameters 
Differenced 
ExpAR(1)- 
ARCH(1) 
Differenced 
ExpAR(1)- 
GARCH(1,1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
c -0.0001 
 
(0.0001) 
-0.0001 
 
(0.0001) 
-0.0001 
 
(0.0001) 
-0.0001 
 
(0.0001) 
-0.0001 
 
(0.0001) 
-0.0001 
 
(0.0001) 
φ1 0.8439 
 
(0.1167) 
0.5404 
 
(0.0543) 
0.8823 
 
(0.0677) 
0.4726 
 
(0+0.0195i) 
0.0274 
 
(0.0147) 
0.0197 
 
(0.0131) 
π11 -0.9013 
 
(0.1964) 
-0.6398 
 
(0.0498) 
-0.2215 
 
(0.0995) 
-0.5974 
 
(0.0431) 
0.6577 
 
(0.2047) 
0.6170 
 
(0.0575) 
π12 - 
 
(-) 
- 
 
(-) 
-0.8943 
 
(0.0661) 
0.2998 
 
(0.0169) 
2.2482 
 
(0.1142) 
0.5759 
 
(0.5113) 
γ 0.0509 
 
(0.0653) 
0.1079 
 
(0.0573) 
0.2705 
 
(0.0254) 
-0.4880 
 
(0+0.0044i) 
5.5655 
 
(0.0940) 
8.8317 
 
(0.0617) 
α0 0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1750 
 
(0.0194) 
0.0798 
 
(0.0053) 
0.1736 
 
(0.0176) 
0.0799 
 
(0.0053) 
0.1736 
 
(0.0178) 
0.0797 
 
(0.0053) 
β1 - 
 
(-) 
0.8915 
 
(0.0054) 
- 
 
(-) 
0.8914 
 
(0.0054) 
- 
 
(-) 
0.8914 
 
(0.0054) 
       
LL 28464.3199 28721.2106 28465.8487 28721.6591 28463.0067 28718.7319 
       
AIC -56916.6398 -57428.4212 -56917.6974 -57427.3182 -56912.0134 -57421.4638 
       
BIC -56879.6474 -57385.2634 -56874.5396 -57377.9950 -56868.8556 -57372.1406 
Table 9.25 Euro to GBP rate - Differenced models 
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Euro to GBP 
Model 
 
 
Parameters 
Restricted  
Integrated 
ExpAR(1)- 
ARCH(1) 
Restricted  
Integrated 
ExpAR(1)- 
GARCH(1,1) 
Restricted  
Integrated 
Extended 
ExpAR(1)-
ARCH(1) 
Restricted  
Integrated 
Extended 
ExpAR(1)-
GARCH(1,1) 
Integrated 
AR(1)- 
ARCH(1) 
Integrated 
AR(1)- 
GARCH(1,1) 
c 0.0074 
 
(0.0059) 
-0.0006 
 
(0.0002) 
0.0082 
 
(0.0075) 
0.0001 
 
(0.0008) 
-0.0001 
 
(0.0001) 
-0.0001 
 
(0.0001) 
φ1 - 
 
(-) 
- 
 
(-) 
- 
 
(-) 
- 
 
(-) 
0.0275 
 
(0.0138) 
0.0196 
 
(0.0124) 
π11 -0.0085 
 
(0.0072) 
0.0030 
 
(0.0011) 
-0.0105 
 
(0.0122) 
0.0136 
 
(0.0135) 
- 
 
(-) 
- 
 
(-) 
π12 - 
 
(-) 
- 
 
(-) 
0.0014 
 
(0.0073) 
-0.0112 
 
(0.0143) 
- 
 
(-) 
- 
 
(-) 
γ 0.2310 
 
(0.0357) 
1.1449 
 
(0.0690) 
0.1733 
 
(0.3148) 
1.2323 
 
(0.1046) 
- 
 
(-) 
- 
 
(-) 
α0 0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1742 
 
(0.0173) 
0.0794 
 
(0.0053) 
0.1742 
 
(0.0178) 
0.0795 
 
(0.0053) 
0.1736 
 
(0.0180) 
0.0537 
 
(0.0041) 
β1 - 
 
(-) 
0.8921 
 
(0.0054) 
- 
 
(-) 
0.8914 
 
(0.0054) 
- 
 
(-) 
0.9234 
 
(0.0043) 
       
LL 28469.8317 28725.7622 28469.8595 28726.0968 28467.0359 -28729.3504 
       
AIC -56929.6634 -57439.5244 -56927.7190 -57438.1936 -56926.0718 -57448.7008 
       
BIC -56898.8364 -57402.5320 -56890.7266 -57395.0358 -56901.4114 -57417.8753 
Table 9.26 Euro to GBP rate - Restricted Integrated models 
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Euro to GBP 
Model 
 
 
Parameters 
Restricted 
ExpAR(1)- 
ARCH(1) 
Restricted 
ExpAR(1)- 
GARCH(1,1) 
Restricted 
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Extended 
ExpAR(1)-
GARCH(1,1) 
c 0.0040 
 
(0.0041) 
0.0014 
 
(0.0040) 
0.2689 
 
(0.5098) 
0.2132 
 
(0.0261) 
π11 0.9959 
 
(0.0045) 
0.9989 
 
(0.0045) 
0.4456 
 
(1.0247) 
0.5561 
 
(0.0530) 
π12 - 
 
(-) 
- 
 
(-) 
0.3438 
 
(0.5704) 
0.2829 
 
(0.0308) 
γ -0.0006 
 
(0.0008) 
0.0000 
 
(0.0008) 
0.0702 
 
(0.1056) 
0.0594 
 
(0.0059) 
α0 0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1744 
 
(0.0183) 
0.0792 
 
(0.0053) 
0.1773 
 
(0.0297) 
0.0791 
 
(0.0053) 
β1 - 
 
(-) 
0.8927 
 
(0.0053) 
- 
 
(-) 
0.8924 
 
(0.0053) 
     
LL 28469.5512 28725.8480 28482.3404 28734.2995 
     
AIC -56929.1024 -57439.6960 -56952.6808 -57454.5990 
     
BIC -56898.2754 -57402.7036 -56915.6884 -57411.4412 
Table 9.27 Euro to GBP rate - Restricted models with constant 
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Euro to GBP 
Model 
 
 
Parameters 
Restricted 
ExpAR(1)- 
ARCH(1) 
Restricted 
ExpAR(1)- 
GARCH(1,1) 
Restricted  
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Extended 
ExpAR(1)-
GARCH(1,1) 
π11 1.0003 
 
(0.0003) 
1.0006 
 
(0.0002) 
1.0028 
 
(0.0044) 
1.0008 
 
(0.0043) 
π12 - 
 
(-) 
- 
 
(-) 
-0.0037 
 
(0.0065) 
-0.0003 
 
(0.0063) 
γ 0.0002 
 
(0.0001) 
0.0003 
 
(0.0001) 
-0.0012 
 
(0.0024) 
0.0002 
 
(0.0023) 
α0 0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1750 
 
(0.0041) 
0.0792 
 
(0.0053) 
0.1746 
 
(0.0178) 
0.0792 
 
(0.0052) 
β1 - 
 
(-) 
0.8928 
 
(0.0053) 
- 
 
(-) 
0.8925 
 
(0.0053) 
     
LL 28469.0764 28725.7859 28469.2624 28725.8037 
     
AIC -56930.1528 -57441.5718 -56928.5248 -57439.6074 
     
BIC -56905.4912 -57410.7448 -56897.6978 -57402.6150 
Table 9.28 Euro to GBP rate - Restricted models without constant 
  
344 
 
Euro to GBP 
Model 
 
 
Parameters 
Exponential(1)- 
ARCH(1) 
Exponential(1)- 
GARCH(1,1) 
Extended 
Exponential(1)-
ARCH(1) 
Extended 
Exponential(1)-
GARCH(1,1) 
c 2.8005 
 
(0.0133) 
2.7877 
 
(0.0131) 
3.0753 
 
(0.0294) 
3.1650 
 
(0.0355) 
π11 -2.3182 
 
(0.0113) 
-2.3064 
 
(0.0111) 
-2.7341 
 
(0.0409) 
-2.8701 
 
(0.0478) 
π12 - 
 
(-) 
- 
 
(-) 
0.2743 
 
(0.0275) 
0.3663 
 
(0.0302) 
γ 0.2570 
 
(0.0024) 
0.2591 
 
(0.0024) 
0.1726 
 
(0.075) 
0.1476 
 
(0.0081) 
α0 0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.1822 
 
(0.0187) 
0.0796 
 
(0.0053) 
0.1782 
 
(0.0173) 
0.0792 
 
(0.0053) 
β1 - 
 
(-) 
0.8915 
 
(0.0055) 
- 
 
(-) 
0.8923 
 
(0.0054) 
     
LL 28477.7072 28725.8004 28482.2591 28734.0003 
     
AIC -56945.4144 -57439.6008 -56952.5182 -57454.0006 
     
BIC -56914.5874 -57402.6084 -56915.5258 -57410.8428 
Table 9.29 Euro to GBP rate – Exponential and Extended Exponential models with constant 
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Euro to GBP 
Model 
 
 
Parameters 
Exponential(1)- 
ARCH(1) 
Exponential(1)- 
GARCH(1,1) 
Extended 
Exponential(1)-
ARCH(1) 
Extended 
Exponential(1)-
GARCH(1,1) 
π11 0.7946 
 
(0.0006) 
0.7957 
 
(0.0006) 
0.0040 
 
(0.0041) 
0.0015 
 
(0.0040) 
π12 - 
 
(-) 
- 
 
(-) 
0.9959 
 
(0.0045) 
0.9989 
 
(0.0045) 
γ -0.2846 
 
(0.0004) 
-0.2838 
 
(0.0004) 
-0.0006 
 
(0.0008) 
1.4283e-05 
 
(0.0008) 
α0 0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.8698 
 
(0.0230) 
0.1467 
 
(0.0108) 
0.1744 
 
(0.0184) 
0.0796 
 
(0.0053) 
β1 - 
 
(-) 
0.8417 
 
(0.0111) 
- 
 
(-) 
0.8916 
 
(0.0054) 
     
LL 22979.2309 23519.8516 28469.5513 28725.8970 
     
AIC -45950.4618 -47029.7032 -56929.1026 -57439.7940 
     
BIC -45925.8002 -46998.8762 -56898.2756 -57402.8016 
Table 9.30 Euro to GBP rate – Exponential and Extended Exponential models without 
constant 
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Once again, the results shown in the above Tables varied across the different models. 
However, the conditional variance estimates agreed once again. More specifically, the 
estimate of the 0α  parameter was close to zero for all the models used, while the 
estimates of the 1α  parameter were quite similar across most of the models with 
ARCH(1) errors, and the estimates of the 1α  and 1β  parameters were similar across 
most of the models with GARCH(1,1) errors.  
 
It can also be noticed that here the values of the AIC and BIC for the Restricted 
Integrated models were higher (lower in absolute value) than the ones for their 
Integrated counterparts.  
 
Tables 9.31 and 9.32 present the models with the lowest AIC and BIC values, 
respectively, for the Euro to GBP exchange rate. As can be easily seen from Table 
9.31, the lowest AIC value was given for the Integrated ExpAR-GARCH model with 
constant (-57455.1048). On the other hand, the minimum BIC value was given for the 
Integrated AR-GARCH model (-57417.8753) and then for the Integrated ExpAR-
GARCH (-57411.9470) model. Hence, according to the AIC, the preferred model is 
the Integrated ExpAR-GARCH model, while, according to the BIC, it is the 
Integrated AR-GARCH model. However, since the BIC penalises more a higher 
number of model parameters, we could expect that the Integrated ExpAR-GARCH 
model is the appropriate model for the Euro to GBP exchange rate. 
 
Furthermore, Table 9.33 shows the t-statistics for the estimates of the Integrated 
ExpAR-GARCH model. It can be seen that the estimates of all the parameters of this 
model are statistically significant at a 1% level. In addition, Figures 9.23-9.26 show 
the autocorrelation and partial autocorrelation plots of the residuals and the 
standardised residuals of the estimated Integrated ExpAR-GARCH model. As can be 
seen from these plots, most sample autocorrelations and partial autocorrelations fall 
inside the 95% confidence bounds and change sign, indicating the residuals to be 
random. As a result, the choice of the Integrated ExpAR(1)-GARCH(1,1) model 
seems to be appropriate for the Euro to GBP exchange rate.  
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AIC 
Integrated ExpAR(1)-GARCH(1,1)  
(with constant) 
-57455.1048 
Restricted Extended ExpAR(1)-
GARCH(1,1) (with constant) 
-57454.5990 
 Extended Exponential(1)- 
GARCH(1,1) (with constant) 
-57454.0006 
 Integrated Extended ExpAR(1)-
GARCH(1,1) (with constant) 
-57453.0600 
Integrated AR(1)-GARCH(1,1)  
(with constant) 
-57448.7008 
Table 9.31 Models with the lowest AIC values for Euro to GBP rate 
 
BIC 
Integrated AR(1)-GARCH(1,1)  
(with constant) 
-57417.8753 
Integrated ExpAR(1)-GARCH(1,1)  
(with constant) 
-57411.9470 
Restricted Extended ExpAR(1)-
GARCH(1,1) (with constant) 
-57411.4412 
 Extended Exponential(1)-
GARCH(1,1) (with constant) 
-57410.8428 
  Restricted ExpAR(1)-GARCH(1,1) 
(without constant) 
-57410.7448 
Table 9.32 Models with the lowest BIC values for Euro to GBP rate 
 
 
Integrated ExpAR(1)-GARCH(1,1) 
 c φ1 π1 γ α0 α1 β1 
Estimates 0.2170 
(0.0380) 
-0.1040 
(0.0181) 
-0.2391 
(0.0421) 
0.7874 
(0.0155) 
1.2715e-06 
(1.1017e-07) 
0.0793 
(0.0053) 
0.8918 
(0.0054) 
t-statistic 5.7105 -5.7459 -5.6793 50.8000 11.5413 14.9623 165.1481 
Table 9.33 Euro to GBP rate - t-statistics for the Integrated ExpAR-GARCH model 
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Figure 9.23 Euro to GBP rate - Autocorrelation plot of the residuals of the Integrated ExpAR-
GARCH model 
 
Figure 9.24 Euro to GBP rate - Partial autocorrelation plot of the residuals of the Integrated 
ExpAR-GARCH model 
 
Figure 9.25 Euro to GBP rate - Autocorrelation plot of the standardised residuals of the 
Integrated ExpAR-GARCH model   
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Figure 9.26 Euro to GBP rate - Partial autocorrelation plot of the standardised residuals of the 
Integrated ExpAR-GARCH model 
 
 
(a) 
 
(b) 
Figure 9.27 Function (a) and first derivative (b) of Integrated ExpAR  
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Lastly, Figure 9.27 (a) depicts the function 
 
2
1 1
ˆ ˆˆ ˆ{ exp( )} ,y c x xφ π γ= + + ⋅ − ⋅ ⋅  
 
where cˆ , 1φˆ , 1πˆ , and γˆ  are the estimated parameters of the conditional mean of the 
Integrated ExpAR(1)-GARCH(1,1) model for the Euro to GBP rate. Obviously, for 
ty y= ∆  and 1tx y −=  the Integrated ExpAR model is obtained. 
 
Moreover, Figure 9.27 (b) shows the first derivative of this function, which is given 
by the following formula 
 
( ) ( )2 21 1 1 1
1
ˆ ˆ ˆˆ 1 2 exp ,t t t
t
y
y y
y
φ π γ γ− −
−
∂∆
= + ⋅ − ⋅ ⋅ ⋅ − ⋅
∂
 
 
for ( )1, 2.5x∈  and which is negative, implying that the function is decreasing for 
these values, a fact which is also shown in Figure 9.27 (a). 
 
As expected, the first derivative of this function is nonlinear, in contrast to the 
function 
 
1
ˆˆy c xφ= + ⋅ , 
 
which gives us the Integrated AR model for ty y= ∆  and 1tx y −= ∆ , with the first 
derivative being constant and equal to 1φˆ .  
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9.2.4 Dow Jones stock index 
 
The last application considered is the daily logarithmic high values of the Dow Jones 
stock market index for the period between 3 January 2000 and 13 May 2013, as found 
at https://uk.finance.yahoo.com/. Table 9.34 shows the first moments of this time 
series (prices in USD). The plot and the histogram are shown in Figures 9.28 and 
9.29, respectively. In addition, the autocorrelation and partial autocorrelation plots, 
which indicate the use of second order models, can be found in Figures 9.30 and 9.31, 
respectively. The estimation results of both the first order and the second order 
models can be found in Tables 9.35-9.43. 
 
 
Moments 
Number of observations 3339 
Mean 9.2935 
Standard deviation 0.1442 
Kurtosis 2.7957 
Skewness -0.2494 
Table 9.34 Moments of the Dow Jones index 
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Figure 9.28 Plot of Dow Jones index 
 
Figure 9.29 Histogram of Dow Jones index 
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Figure 9.30 Autocorrelation plot of Dow Jones index 
 
Figure 9.31 Partial autocorrelation plot of Dow Jones index  
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Dow Jones 
Model 
 
 
Parameters 
Integrated 
ExpAR(1)- 
ARCH(1) 
Integrated 
ExpAR(1)- 
GARCH(1,1) 
Integrated 
Extended 
ExpAR(1)- 
ARCH(1) 
Integrated 
Extended 
ExpAR(1)- 
GARCH(1,1) 
 Integrated 
AR(1)- 
ARCH(1) 
Integrated 
AR(1)-
GARCH(1,1) 
c -0.2573 
 
(0.1039) 
-0.1145 
 
(0.0555) 
-0.2138 
 
(0.0706) 
-0.1441 
 
(0.0566) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
φ1 0.0251 
 
(0.0100) 
0.0114 
 
(0.0054) 
0.0212 
 
(0.0070) 
0.0144 
 
(0.0056) 
0.0888 
 
(0.0147) 
0.1210 
 
(0.0128) 
π11 0.8791 
 
(0.1545) 
0.8848 
 
(0.0777) 
0.5603 
 
(0.0721) 
0.1571 
 
(0.0763) 
- 
 
(-) 
- 
 
(-) 
π12 - 
 
(-) 
- 
 
(-) 
0.3235 
 
(0.0402) 
0.1918 
 
(0.0632) 
- 
 
(-) 
- 
 
(-) 
γ 0.0673 
 
(0.0070) 
0.0791 
 
(0.0068) 
0.0879 
 
(0.0047) 
0.0858 
 
(0.0070) 
- 
 
(-) 
- 
 
(-) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.2818 
 
(0.0248) 
0.0992 
 
(0.0065) 
0.2819 
 
(0.0241) 
0.0991 
 
(0.0064) 
0.2806 
 
(0.0237) 
0.0771 
 
(0.0054) 
β1 - 
 
(-) 
0.8873 
 
(0.0060) 
- 
 
(-) 
0.8869 
 
(0.0060) 
- 
 
(-) 
0.9099 
 
(0.0054) 
       
LL 24983.6789 25845.1082 24983.9834 25845.3631 24995.2350 25875.7732 
       
AIC -49955.3578 -51676.2164 -49953.9668 -51674.7262 -49982.4700 -51741.5464 
       
BIC -49918.6774 -51633.4226 -49911.1730 -51625.8190 -49958.0176 -51710.9809 
Table 9.35 Dow Jones index – First order Integrated models 
 
  
355 
 
Dow Jones 
Model 
 
 
Parameters 
Integrated 
ExpAR(2)- 
ARCH(1) 
Integrated 
ExpAR(2)- 
GARCH(1,1) 
Integrated 
Extended 
ExpAR(2)- 
ARCH(1) 
Integrated 
Extended 
ExpAR(2)- 
GARCH(1,1) 
c -0.3917 
 
(0.0899) 
-0.0618 
 
(0.1728) 
-0.1817 
 
(0.0537) 
-0.0864 
 
(0.0431) 
φ1 0.1223 
 
(0.0194) 
0.1228 
 
(0.0203) 
0.0980 
 
(0.0230) 
0.0966 
 
(0.0142) 
π11 -0.0341 
 
(0.0260) 
-0.4401 
 
(0.1150) 
0.8721 
 
(0.2397) 
0.7503 
 
(0.0727) 
π12 - 
 
(-) 
- 
 
(-) 
0.8298 
 
(0.0049) 
0.8212 
 
(0.0567) 
γ 0.0557 
 
(0.0030) 
0.0696 
 
(0.0209) 
0.1063 
 
(0.0037) 
0.1191 
 
(0.0059) 
φ2 -0.0849 
 
(0.0155) 
-0.1168 
 
(0.0131) 
-0.0797 
 
(0.0224) 
-0.0878 
 
(0.0136) 
π21 0.6147 
 
(0.0830) 
0.6966 
 
(0.2343) 
-0.3771 
 
(0.0978) 
-0.4422 
 
(0.0463) 
π22 - 
 
(-) 
- 
 
(-) 
0.4650 
 
(0.0208) 
0.8050 
 
(0.0698) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.2893 
 
(0.0278) 
0.0961 
 
(0.0067) 
0.2897 
 
(0.0303) 
0.0972 
 
(0.0063) 
β1 - 
 
(-) 
0.8908 
 
(0.0062) 
- 
 
(-) 
0.8894 
 
(0.0058) 
     
LL 25010.8791 25880.3453 25011.3534 25879.3852 
     
AIC -50005.7582 -51742.6906 -50002.7068 -51736.7704 
     
BIC -49956.8510 -51687.6700 -49941.5725 -51669.5230 
Table 9.36 Dow Jones index – Second order Integrated models 
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Dow Jones 
Model 
 
 
Parameters 
Differenced 
ExpAR(1)- 
ARCH(1) 
Differenced 
ExpAR(1)- 
GARCH(1,1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Partially 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
Differenced 
Extended 
ExpAR(1)- 
ARCH(1) 
Differenced 
Extended 
ExpAR(1)- 
GARCH(1,1) 
c 0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
φ1 0.0888 
 
(0.0146) 
0.1180 
 
(0.0131) 
0.0888 
 
(0.0149) 
0.7002 
 
(0.0205) 
0.0888 
 
(0.0054) 
0.1200 
 
(0.0267) 
π11 0.2995 
 
(0.5243) 
0.3012 
 
(0.3029) 
-0.0065 
 
(0+0.5736i) 
-1.4227 
 
(0.0658) 
-0.2590 
 
(0.5182) 
-0.0046 
 
(0.0578) 
π12 - 
 
(-) 
- 
 
(-) 
-0.0062 
 
(0.1032) 
0.0492 
 
(0.0854) 
0.1802 
 
(0+6.6570e+
10i) 
-0.8230 
 
(0.1119) 
γ 0.2688 
 
(0.5240) 
0.2552 
 
(0.0043) 
0.2181 
 
(0.1932) 
0.0059 
 
(0.0096) 
0.4018 
 
(0.0401) 
0.0089 
 
(0.0350) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.2806 
 
(0.0242) 
0.0982 
 
(0.0064) 
0.2806 
 
(0.0257) 
0.0983 
 
(0.0064) 
0.2806 
 
(0.0234) 
0.0979 
 
(0.0064) 
β1 - 
 
(-) 
0.8882 
 
(0.0059) 
- 
 
(-) 
0.8878 
 
(0.0059) 
- 
 
(-) 
0.8887 
 
(0.0058) 
       
LL 24992.7352 25877.9513 24992.7352 25878.3359 24992.7352 25878.0430 
       
AIC -49973.4704 -51741.9026 -49971.4704 -51740.6718 -49971.4704 -51740.0860 
       
BIC -49936.7900 -51699.1088 -49928.6766 -51691.7646 -49928.6766 -51691.1788 
Table 9.37 Dow Jones index – First order Differenced models 
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Dow Jones 
Model 
 
 
Parameters 
Differenced 
ExpAR(2)- 
ARCH(1) 
Differenced 
ExpAR(2)- 
GARCH(1,1) 
Partially 
Differenced 
Extended 
ExpAR(2)- 
ARCH(1) 
Partially 
Differenced 
Extended 
ExpAR(2)- 
GARCH(1,1) 
Differenced 
Extended 
ExpAR(2)- 
ARCH(1) 
Differenced 
Extended 
ExpAR(2)- 
GARCH(1,1) 
c 0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
φ1 0.0897 
 
(0.0149) 
0.1204 
 
(0.0132) 
0.0897 
 
(0.0158) 
0.2206 
 
(0.0001) 
0.0897 
 
(0.0149) 
0.2625 
 
(0.0726) 
π11 0.1114 
 
(0.2121) 
0.2397 
 
(1.1999) 
0.1682 
 
(0.2422) 
-0.5131 
 
(0.0396) 
0.0791 
 
(0+3.3106e+
04i) 
-0.1422 
 
(0.1573) 
π12 - 
 
(-) 
- 
 
(-) 
0.3150 
 
(0.3597) 
-0.8432 
 
(0.0913) 
0.1043 
 
(0+1.4243e+
06i) 
-0.7622 
 
(0.0505) 
γ 0.2019 
 
(0.2056) 
0.2328 
 
(0.2159) 
0.2195 
 
(0.2614) 
0.0514 
 
(0.1167) 
0.2815 
 
(0.0378) 
0.0001 
 
(0.0129) 
φ2 -0.0063 
 
(0.0127) 
-0.0196 
 
(0.0133) 
-0.0062 
 
(0.0128) 
-0.0646 
 
(0.0029) 
-0.0062 
 
(0.0127) 
-0.0217 
 
(0.0445) 
π21 -0.1375 
 
(0.3967) 
0.0638 
 
(0.4310) 
0.0864 
 
(0.2411) 
0.8060 
 
(0.0188) 
0.0962 
 
(0.1056) 
-0.0002 
 
(0.0446) 
π22 - 
 
(-) 
- 
 
(-) 
0.0577 
 
(0.0969) 
0.3175 
 
(0.0783) 
0.0962 
 
(0.5896) 
0.9751 
 
(0.2289) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.2785 
 
(0.0263) 
0.0979 
 
(0.0064) 
0.2785 
 
(0.0281) 
0.0981 
 
(0.0064) 
0.2786 
 
(0.0040) 
0.0977 
 
(0.0063) 
β1 - 
 
(-) 
0.8887 
 
(0.0059) 
- 
 
(-) 
0.8883 
 
(0.0059) 
- 
 
(-) 
0.8890 
 
(0.0058) 
       
LL 24987.0993 25875.1633 24987.0994 25875.7346 24987.0993 25876.4803 
       
AIC -49958.1986 -51732.3266 -49954.1988 -51729.4692 -49954.1986 -51730.9606 
       
BIC -49909.2914 -51677.3060 -49893.0648 -51662.2218 -49893.0646 -51663.7132 
Table 9.38 Dow Jones index – Second order Differenced models 
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Dow Jones 
Model 
 
 
Parameters 
Modified 
Integrated 
ExpAR(2)- 
ARCH(1) 
Modified 
Integrated 
ExpAR(2)- 
GARCH(1,1) 
Modified 
Integrated 
Extended 
ExpAR(2)- 
ARCH(1) 
Modified 
Integrated 
Extended 
ExpAR(2)- 
GARCH(1,1) 
c 0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
0.0005 
 
(0.0001) 
φ1 0.0897 
 
(0.0162) 
0.1204 
 
(0.0132) 
0.0897 
 
(0.0149) 
0.1204 
 
(0.0133) 
π11 0.1961 
 
(0.1994) 
0.6585 
 
(0.6448) 
0.0679 
 
(0.4004) 
0.1355 
 
(0.3098) 
π12 - 
 
(-) 
- 
 
(-) 
0.0662 
 
(0.2832) 
0.1170 
 
(0.2993) 
γ 0.1771 
 
(0.1297) 
0.2379 
 
(0.2357) 
0.2323 
 
(0.1995) 
0.2011 
 
(0.1558) 
φ2 -0.0062 
 
(0.0136) 
-0.0196 
 
(0.0131) 
-0.0063 
 
(0.0128) 
-0.0196 
 
(0.0134) 
π21 0.1004 
 
(0.3835) 
0.5743 
 
(0.4714) 
-0.0134 
 
(0.3003) 
0.0152 
 
(0.0860) 
π22 - 
 
(-) 
- 
 
(-) 
0.1647 
 
(0.4149) 
0.1619 
 
(0.0865) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.2786 
 
(0.0301) 
0.0980 
 
(0.0064) 
0.2786 
 
(0.0264) 
0.0979 
 
(0.0064) 
β1 - 
 
(-) 
0.8886 
 
(0.0058) 
- 
 
(-) 
0.8887 
 
(0.0058) 
     
LL 24987.0993 25875.1660 24987.0993 25875.1632 
     
AIC -49958.1986 -51732.3280 -49954.1986 -51728.3264 
     
BIC -49909.2914 -51677.3114 -49893.0643 -51661.0790 
Table 9.39 Dow Jones index – Second order modified Integrated models 
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Dow Jones 
Model 
 
 
Parameters 
Restricted 
ExpAR(1)- 
ARCH(1) 
Restricted 
ExpAR(1)- 
GARCH(1,1) 
Restricted  
Extended 
ExpAR(1)-
ARCH(1) 
Restricted 
Extended 
ExpAR(1)-
GARCH(1,1) 
c 0.6356 
 
(0.1433) 
0.6537 
 
(0.0223) 
0.9655 
 
(0.2691) 
0.9012 
 
(0.4172) 
π11 0.8999 
 
(0.0228) 
0.8961 
 
(0.0035) 
0.7948 
 
(0.0586) 
0.8382 
 
(0.0901) 
π12 - 
 
(-) 
- 
 
(-) 
0.0109 
 
(0.0045) 
0.0040 
 
(0.0051) 
γ -0.0004 
 
(1.0239e-04) 
-0.0004 
 
(1.6038e-05) 
2.7978e-06 
 
(0.0002) 
-0.0004 
 
(2.0964e-05) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.2812 
 
(0.0234) 
0.0987 
 
(0.0065) 
0.2791 
 
(0.0241) 
0.1059 
 
(0.0074) 
β1 - 
 
(-) 
0.8876 
 
(0.0059) 
- 
 
(-) 
0.8796 
 
(0.0070) 
     
LL 24981.7851 25844.5830 24982.5164 25843.4041 
     
AIC -49953.5702 -51677.1660 -49953.0328 -51672.8082 
     
BIC -49923.0032 -51640.4856 -49916.3524 -51630.0144 
Table 9.40 Dow Jones index – First order Restricted models with constant 
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Dow Jones 
Model 
 
 
Parameters 
Restricted 
ExpAR(2)- 
ARCH(1) 
Restricted 
ExpAR(2)- 
GARCH(1,1) 
Restricted  
Extended 
ExpAR(2)-
ARCH(1) 
Restricted 
Extended 
ExpAR(2)-
GARCH(1,1) 
c 0.7673 
 
(0.2725) 
0.6156 
 
(0.0230) 
0.6284 
 
(0.0447) 
0.5276 
 
(0.1612) 
π11 0.9659 
 
(0.0450) 
1.0042 
 
(0.0132) 
0.0822 
 
(0.0621) 
0.1082 
 
(0.1048) 
π12 - 
 
(-) 
- 
 
(-) 
0.0057 
 
(0.0028) 
-0.0049 
 
(0.0062) 
γ -0.0005 
 
 (0.0002) 
-0.0004 
 
(1.6252e-05) 
-0.0047 
 
(0.0002) 
-0.0067 
 
(2.7091e-05) 
π21 -0.0869 
 
(0.0136) 
-0.1020 
 
(0.0127) 
0.9999 
 
(0.0818) 
1.0014 
 
(0.0844) 
π22 - 
 
(-) 
- 
 
(-) 
-0.0551 
 
(0.0045) 
-0.0575 
 
(0.0046) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.2903 
 
(0.0251) 
0.0982 
 
(0.0065) 
0.1824 
 
(0.0148) 
0.0583 
 
(0.0031) 
β1 - 
 
(-) 
0.8870 
 
(0.0061) 
- 
 
(-) 
0.9266 
 
(0.0029) 
     
LL 25009.8245 25881.0885 24979.2055 25842.9118 
     
AIC -50007.6490 -51748.1770 -49942.4110 -51667.8236 
     
BIC -49970.9686 -51705.3832 -49893.5038 -51612.8030 
Table 9.41 Dow Jones index – Second order Restricted models 
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Dow Jones 
Model 
 
 
Parameters 
Exponential(1)- 
ARCH(1) 
Exponential(1)- 
GARCH(1,1) 
Extended 
Exponential(1)-
ARCH(1) 
Extended 
Exponential(1)-
GARCH(1,1) 
c 3.3802 
 
(0.0676) 
3.4309 
 
(0.0502) 
0.0563 
 
(0.1648) 
0.0543 
 
(0.1015) 
π11 2.7147 
 
(0.0548) 
2.6792 
 
(0.0409) 
0.5512 
 
(0.1125) 
0.4770 
 
(0.1032) 
π12 - 
 
(-) 
- 
 
(-) 
0.9033 
 
(0.0482) 
0.9150 
 
(0.0034) 
γ -0.0090 
 
(1.0187e-04) 
-0.0091 
 
(7.7860e-05) 
-0.0004 
 
(0.0002) 
-0.0003 
 
(1.3994e-05) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.4209 
 
(0.0288) 
0.1150 
 
(0.0079) 
0.1890 
 
(0.0166) 
0.1032 
 
(0.0070) 
β1 - 
 
(-) 
0.8627 
 
(0.0086) 
- 
 
(-) 
0.8836 
 
(0.0063) 
     
LL 24684.9088 25451.5103 24971.7878 25843.8096 
     
AIC -49359.8176 -50891.0206 -49931.5756 -51673.6192 
     
BIC -49329.2506 -50854.3402 -49894.8952 -51630.8254 
Table 9.42 Dow Jones index – First order Exponential and Extended Exponential models 
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Dow Jones 
Model 
 
 
Parameters 
Exponential(2)- 
ARCH(1) 
Exponential(2)- 
GARCH(1,1) 
Extended 
Exponential(2)-
ARCH(1) 
Extended 
Exponential(2)-
GARCH(1,1) 
c 3.0056 
 
(0.2870) 
3.2240 
 
(0.2003) 
4.5190 
 
(0.0424) 
4.2752 
 
(0.0836) 
π11 3.0588 
 
(0.0701) 
3.7102 
 
(0.1704) 
1.0904 
 
(0.1185) 
1.2930 
 
(0.0486) 
π12 - 
 
(-) 
- 
 
(-) 
-0.0733 
 
(0.0104) 
-0.0584 
 
(0.0041) 
γ -0.0085 
 
(0.0004) 
-0.0087 
 
(0.0003) 
-0.0256 
 
(0.0003) 
-0.0193 
 
(0.0002) 
π21 -0.0313 
 
(0.2046) 
-0.3167 
 
(0.0518) 
0.7338 
 
(0.1177) 
1.0817 
 
(0.0724) 
π22 - 
 
(-) 
- 
 
(-) 
-0.0665 
 
(0.0103) 
-0.0948 
 
(0.0060) 
α0 0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
0.0001 
 
(0.0000) 
0.0000 
 
(0.0000) 
α1 0.4552 
 
(0.0610) 
0.0872 
 
(0.0057) 
0.2778 
 
(0.0230) 
0.2304 
 
(0.0365) 
β1 - 
 
(-) 
0.8985 
 
(0.0051) 
- 
 
(-) 
0.7693 
 
(0.0303) 
     
LL 24707.3754 25499.6448 24970.1792 25448.8193 
     
AIC -49402.7508 -50985.2896 -49924.3584 -50879.6386 
     
BIC -49366.0704 -50942.4958 -49875.4512 -50824.6180 
Table 9.43 Dow Jones index – Second order Exponential and Extended Exponential models 
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Once again, although the results for the conditional mean parameters varied across the 
models, the estimates of the conditional variance parameters agreed overall. The 
estimate of 0α  was close to zero for all the models used here, while the estimates of 
the 1α  parameter were quite similar among most of the models with ARCH(1) errors, 
and the estimates of the 1α  and 1β  parameters were similar among all the models 
with GARCH(1,1) errors.  
 
It can be noticed that, regarding the second order models, it was found that 
 
(2) (2) (2) (2)
1 2 1 2
ˆ ˆ ˆ ˆ1 1 1
MIExpAR MIExpAR IExpAR IExpARφ φ φ φ+ + > + + >  
 
and 
 
(2) (2) (2) (2)
1 2 1 2
ˆ ˆ ˆ ˆ1 1 1
MIExtExpAR MIExtExpAR IExtExpAR IExtExpARφ φ φ φ+ + > + + > . 
 
In addition, with either ARCH or GARCH specification for the conditional variance, 
it was found that the values of the AIC and BIC were higher (lower in absolute value) 
for the second order Modified Integrated ExpAR and Modified Integrated Extended 
ExpAR models than those for the Integrated ExpAR and Integrated Extended ExpAR 
models.  
 
Tables 9.44 and 9.45 present the models with the lowest AIC and BIC values, 
respectively, for the logarithmic high values of the Dow Jones index. As can be 
noticed from Table 9.44, among all the models used, the minimum AIC value was 
given for the Restricted ExpAR(2)-GARCH(1,1) (-51748.1770), while the minimum 
BIC value was given for the Integrated AR(1)-GARCH(1,1) (-51710.9809) and then 
for the Restricted ExpAR(2)-GARCH(1,1) (-51705.3832). Consequently, the 
preferred model is the Restricted ExpAR(2)-GARCH(1,1) according to AIC  and the 
Integrated AR(1)-GARCH(1,1) according to BIC. 
 
Table 9.46 presents the t-statistics for the estimates of the Restricted ExpAR(2)-
GARCH(1,1) model. We notice that the estimates of all the model parameters are 
statistically significant at a 1% level. In addition, Figures 9.32-9.35 show the 
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autocorrelation and partial autocorrelation plots of the residuals and the standardised 
residuals of the estimated Restricted ExpAR(2)-GARCH(1,1) model. According to 
these plots, most sample autocorrelations and partial autocorrelations fall inside the 
95% confidence bounds and change sign, indicating the residuals to be random. 
Hence, the choice of the Restricted ExpAR(2)-GARCH(1,1) model seems to be 
appropriate for the Dow Jones index.  
 
 
AIC 
Restricted ExpAR(2)- 
GARCH(1,1) 
-51748.1770 
Integrated ExpAR(2)- 
GARCH(1,1) 
-51742.6906 
Differenced ExpAR(1)-
GARCH(1,1) 
-51741.9026 
Integrated AR(1)- 
GARCH(1,1) 
-51741.5464 
Partially Differenced Extended 
ExpAR(1)-GARCH(1,1) 
-51740.6718 
Differenced Extended ExpAR(1)-
GARCH(1,1) 
-51740.0860 
Table 9.44 Models with the lowest AIC values for Dow Jones index 
 
BIC 
Integrated AR(1)- 
GARCH(1,1) 
-51710.9809 
Restricted ExpAR(2)- 
GARCH(1,1) 
-51705.3832  
Differenced ExpAR(1)-
GARCH(1,1) 
-51699.1088 
Partially Differenced Extended 
ExpAR(1)-GARCH(1,1) 
-51691.7646 
Differenced Extended ExpAR(1)-
GARCH(1,1) 
-51691.1788 
Integtrated ExpAR(2)- 
GARCH(1,1) 
-51687.6700 
Table 9.45 Models with the lowest AIC values for Dow Jones index 
 
 
Restricted ExpAR(2)-GARCH(1,1) 
 c π1 γ π2 α0 α1 β1 
Estimates 0.6156 
(0.0230) 
1.0042 
(0.0132) 
-0.0004 
(1.6252e-05) 
-0.1020 
(0.0127) 
1.2139e-06 
(1.2205e-07) 
0.0982 
(0.0065) 
0.8870 
(0.0061) 
t-statistic 26.7652 76.0758 -24.6124 -8.0315 9.9459 15.1077 145.4098 
Table 9.46 Dow Jones - t-statistics for the Restricted ExpAR(2)-GARCH(1,1) model 
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Figure 9.32 Dow Jones - Autocorrelation plot of the residuals of the Restricted ExpAR(2)-
GARCH(1,1) model 
 
Figure 9.33 Dow Jones - Partial autocorrelation plot of the residuals of the Restricted 
ExpAR(2)-GARCH(1,1) model 
 
Figure 9.34 Dow Jones - Autocorrelation plot of the standardised residuals of the Restricted 
ExpAR(2)-GARCH(1,1) model  
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Figure 9.35 Dow Jones - Partial autocorrelation plot of the standardised residuals of the 
Restricted ExpAR(2)-GARCH(1,1) model 
 
(a) 
 
(b) 
Figure 9.36 Partial derivatives of the Restricted ExpAR(2) with respect to 1x  (a) and 2x  (b)  
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Finally, Figures 9.36 (a) and (b) depict the partial derivatives of the following 
function 
 
( ) 2 21 2 1 1 1 2 1 2ˆ ˆˆ ˆ ˆ, exp( ) exp( ) ,y f x x c x x x xπ γ π γ= = + ⋅ − ⋅ ⋅ + ⋅ − ⋅ ⋅  
 
where cˆ , 1πˆ , 2πˆ  and γˆ  are the estimated parameters of the conditional mean of the 
Restricted ExpAR(2)-GARCH(1,1) model for the logarithmic Dow Jones data. 
Obviously, for ty y= , 1 1tx y −=  and 2 2tx y −=  we obtain the Restricted ExpAR(2) with 
constant model. 
 
The partial derivatives with respect to 1x  and 2x  are given by the following formulae 
 
( ) ( ){ }21 1 1 1 2 2 1
1
ˆ ˆ ˆ ˆ ˆexp 2
y
x x x x
x
γ γ π π π
∂
= − ⋅ ⋅ − ⋅ ⋅ ⋅ ⋅ + ⋅ +
∂
 
 
and 
 
( )22 1
2
ˆˆ exp
y
x
x
π γ
∂
= ⋅ − ⋅
∂
, 
 
respectively. As expected, the partial derivatives of this function are also nonlinear, in 
contrast to the function 
 
1 1 2 2
ˆ ˆˆy c x xφ φ= + ⋅ + ⋅ , 
 
which results in the AR(2) model for ty y= , 1 1tx y −=  and 2 2tx y −=  or in the 
Integrated AR(2) model for ty y= ∆ , 1 1tx y −= ∆  and 2 2tx y −= ∆ , with the partial 
derivatives being constant in both cases.  
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9.3 Conclusions 
 
In this chapter, our objective was to examine the new models’ (Integrated ExpAR and 
Integrated Extended ExpAR, Modified Integrated ExpAR and Modified Integrated 
Extended ExpAR, Differenced ExpAR, Differenced Extended ExpAR and Partially 
Differenced Extended ExpAR, Restricted Integrated ExpAR and Restricted Integrated 
Extended ExpAR, Restricted ExpAR and Restricted Extended ExpAR, and 
Exponential and Extended Exponential models, all combined with an ARCH or a 
GARCH specification for the conditional variance) estimation performance when 
fitting nonstationary time series data. All of these models were applied to various 
observed nonstationary data and were compared to the well-known Integrated AR-
ARCH and Integrated AR-GARCH models. 
 
The data sets used consisted of the US Dollar to UK Pound, the Euro to US Dollar 
and the Euro to UK Pound exchange rates, and the logarithmic high values of the 
Dow Jones stock market index. 
 
It was found that, although the results for the conditional mean parameters varied 
across models, the estimates of the conditional variance parameters agreed overall. 
The estimates of the 0α  and the 1α  parameters were quite similar across the models 
with ARCH(1) errors, while the estimates of the 0α , 1α  and 1β  parameters were 
similar across the models with GARCH(1,1) errors.  
 
According to the results obtained for the above time series, there were some good 
model performances. Despite the fact that the Integrated AR-GARCH models were 
always the preferred models according to the BIC when fitting the data, according to 
the AIC they were not. As mentioned earlier, this could be explained by the fact that 
the BIC penalises more heavily a higher number of parameters in the model.  
 
The models that performed very well in every application were the Restricted 
Extended ExpAR and Restricted ExpAR, which were always among the models with 
the smallest Information Criteria values. In fact, the Restricted ExpAR(2)-
GARCH(1,1) model was the preferred model according to AIC for the logarithmic 
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Dow Jones data, while the Restricted Extended ExpAR(1)-GARCH(1,1) model was 
the preferred model according to AIC for both the USD to GBP and the Euro to USD 
exchange rates. Apart from these two models, the Integrated ExpAR-GARCH and the 
Integrated Extended ExpAR models were also among the models with the smallest 
AIC and BIC values. Specifically the Integrated ExpAR(1)-GARCH(1,1) model was 
the preferred model according to AIC for the Euro to GBP exchange rate. In addition, 
among the models with the smallest Information Criteria values, there were often also 
found the Exponential-GARCH and Extended Exponential-GARCH models. 
 
Hence, it has been shown that low orders of our new models can fit economic and 
financial nonstationary time series data better than conventional Integrated AR 
models with ARCH and GARCH errors according to AIC and have the potential to fit 
other nonstationary real world data as well. 
 
All in all, our new suggested models, and their special cases presented in this chapter, 
especially the Restricted ExpAR, Restricted Extended ExpAR, Integrated ExpAR and 
Integrated Exended ExpAR, combined with conditional heteroscedastic errors, could 
be useful tools when describing nonlinear nonstationary behaviour in financial and 
economic time series. Examining these models’ forecasting performance too would be 
interesting and will be one of the objectives of future research. 
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Chapter 10 Conclusions 
 
 
In this thesis new nonlinear time series models, which consist of a nonlinear model in 
the conditional mean and a nonlinear model in the conditional variance, namely the 
ExpAR-ARCH, ExpAR-GARCH, Extended ExpAR-ARCH and Extended ExpAR-
GARCH, and various special cases of them, have been introduced. Since there are 
many time series characterised by nonlinearities, a fact which implies that they can be 
best described by nonlinear models, the aim of this thesis has been the introduction of 
new nonlinear models which are capable of fitting, explaining and forecasting such 
data better than already existing models. 
 
Hence, in the first chapter the overview of the thesis was given, in the second chapter 
the relevant literature on nonlinear models in conditional mean, on nonlinear models 
in conditional variance and on combining these two types of nonlinearity was 
discussed, and in the third chapter, based on the gaps found in the literature, the 
research objectives of this thesis were given and our suggested models for fitting and 
forecasting stationary data were presented.  
 
In the fourth chapter the interpretation of our nonlinear models and some theoretical 
properties of our suggested models were studied. More specifically, we examined the 
conditions required for establishing stability of the models and consistency and 
asymptotic normality for the estimator vector. The multivariate versions of our new 
models were also presented. 
 
In chapter 5 simulated series of our suggested models were drained. Simulating new 
models is important in order to see what real data that can be explained by them 
would look like. Moreover, since estimation plays an important role when fitting data 
to models, we used different numerical techniques and we compared their estimation 
performance, in order to suggest effective estimating methods for our new nonlinear 
models. According to the results obtained, it was shown that when using arbitrary 
initial guesses, in contrast to the AR-ARCH and AR-GARCH models in which case 
all the algorithms gave very similar estimates, most of the algorithms were sensitive 
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to initial values when estimating the parameters of our new models, giving estimates 
that often deviated much from the true parameters values or even failing to converge 
to a solution, with the Interior Point method performing better overall, though. On the 
other hand, when using initial guesses which are close to the true parameter values, 
we found that all the algorithms performed better. 
 
In chapter 6, using stationary financial and economic time series, we checked if our 
suggested models could explain real life data. According to the results, it was found 
that the new models, particularly the Extended ExpAR-GARCH and ExpAR-GARCH 
models, and in fact low orders of them, could describe the data used and, in addition, 
according to Akaike’s Information Criterion, they can even fit better than the well-
known and widely used AR-ARCH and AR-GARCH models.  
 
In chapter 7, using stationary financial and economic time series again, we examined 
our suggested models’ forecasting performance and we compared the results to those 
obtained for the AR-ARCH and AR-GARCH models. Despite the fact that the 
optimal choice of forecasting model often varied depending on whether we used 
multiple 1-step-ahead or multi-step-ahead forecasts and on the forecast horizon and 
the measure of predictive ability used, it was found that the ExpAR and Extended 
ExpAR models, along with an ARCH or a GARCH model for the conditional 
variance can be useful tools, not only in fitting, but in forecasting nonlinear time 
series. 
 
Finally, in chapter 8 we presented our suggested models in order to deal with 
nonstationarity and in chapter 9 we studied their estimation performance when fitting 
nonstationary time series. For this purpose, applications of nonstationary economic 
and financial data were considered. The results were compared to those obtained from 
the Integrated AR models with an ARCH or a GARCH specification for the 
conditional variance. The models that performed best according to AIC were the 
Restricted Extended ExpAR-GARCH and Restricted ExpAR-GARCH, the Integrated 
ExpAR-GARCH and the Integrated Extended ExpAR, and the Exponential-GARCH 
and the Extended Exponential-GARCH models. 
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All in all, although it is difficult to ‘beat’ the AR-ARCH and AR-GARCH models, the 
ExpAR and Extended ExpAR models and their special cases, combined with 
conditional heteroscedastic errors, can be useful tools in fitting, describing and 
forecasting nonlinear behaviour in financial and economic time series, could have the 
potential of fitting and forecasting time series data from other disciplines as well, and 
can provide some improvement in terms of fitting and forecasting compared to the 
AR-ARCH and AR-GARCH models. 
 
It would be interesting to compare our suggested models with other families of 
nonlinear models, such as Threshold Autoregressive-type models for the conditional 
mean with conditional heteroskedastic errors, as well, but this will be the purpose of 
future research. 
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