Abstract. A v ariational formulation for the generalized singular value decomposition (GSVD) of a pair of matrices A 2 R m n and B 2 R p n is presented. In particular, a duality theory analogous to that of the SVD provides new understanding of left and right generalized singular vectors. It is shown that the intersection of row spaces of A and B play s a k ey role in the GSVD duality t h e o r y . The main result that characterizes left GSVD vectors involves a generalized singular value de ation process.
1. Introduction. The singular value decomposition (SVD) of a given matrix A 2 R m n is U T AV = S = d i a g f 1 : : : q g q = m i n fm ng (1) where U 2 R m m and V 2 R n n are orthogonal matrices, S 2 R m n is zero except for the real nonnegative e l e m e n ts 1 2 : : : r > r+1 = : : := q = 0 on the leading diagonal with r = r a n k ( A). kAxk kxk (2) where k k denotes the 2-norm of a vector. Then the singular values of A are p r ecisely the stationary values, i.e., the functional evaluations at the stationary points, of the objective function kAxk=kxk with respect to x 6 = 0 . We note that the stationary points x 2 R n in the problem (2) are the right singular vectors of A. At each o f s u c h p o i n ts, it follows from the usual duality theory that there exists a vector y 2 R m of unit Euclidean length such that y T Ax is equal to the corresponding stationary value. This y is the corresponding left singular vector of A.
The main purpose of this paper is to delineate a similar variational principle that leads to the generalized singular value decomposition (GSVD) of a pair of matrices A 2 R m n and B 2 R p n . While the variational formula analogous to (2) for the GSVD is well-known, the corresponding duality theory has apparently not been developed. (See 1] for a related treatise.) The purpose of this note is to ll the duality theory gap for the GSVD problem.
Let R(M) and N (M) denote, respectively, the range space and the null space of any given matrix M. W e will see that the intersection of row spaces of A and B, ) : (6) It is in this quotient space that we establish the duality t h e o r y .
Recall that linearly independent v ectors in N (C) that are not in S will generate naturally linearly independent v ectors in the quotient space N (C)=S through the quotient map. Thus the simplest way to represent N (C)=S is through the orthogonal complement S ? of S in N (C). De ne N(A T ) a n d N(B T ) to be matrices so that their columns span, respectively, t h e n ull spaces N (A T ) a n d N : (8) We shall have the dimension counted carefully in x2.
Our discussion is based upon the following formulation of the GSVD for A and B by P aige and where, for simplicity, w e h a ve used \0" to denote various zero matrices with appropriate sizes. Upon examining the second column block, we notice that
That is, f 2 i ji = 1 : : : s g is a subset of the eigenvalues of the symmetric pencil A T A ; B T B: (10) Similarly, w e p o i n t out the following remarks to include all other cases 3, 6]:
1. If k < n , then A T AX 4 = B T BX 4 = 0 implies that every complex number is an eigenvalue of (10) . This is the case that is considered of little interest. We will refer to eigenvalues of this type as defective. 2. Since A T AX 3 = 0 and B T BX 3 6 = 0, the pencil (10) has 0 as an eigenvalue with multiplicity k ; r ; s. 3 . Since B T BX 1 = 0 and A T AX 1 6 = 0 , w e m a y regard that the pencil (10) has 1 as an eigenvalue with multiplicity r. We view the relationships U T 2 AX 2 = S A V T 2 BX 2 = S B : as the fundamental and most important components of (9) . We refer to the corresponding columns of U 2 and V 2 as the left generalized singular vectors of A and B, respectively. Note that there are two s u c h left vectors for each generalized singular value, one for A, and one for B.
Similar to Theorem 1.1, we h a ve the following variational formulation. Obviously, the corresponding stationary points x 2 R n for the problem (11) are related to columns of the matrix X 2 (up to scalar multiplications), which are also eigenvectors of the pencil (10). What is not clear are the roles that U 2 and V 2 play i n terms of the variational formula (11). In this note we present some new insights in this regard.
In that obviously has no stationary point at all and has maximum in nity. The trouble persists so long as " x ;y # contains components from S. It is for this reason that the subspace S should be taken out of consideration. We should, instead of (16), consider the modi ed optimization problem (See (7) and (8) We will prove that each i corresponds to a stationary value for the problem (18). But rst it is worthy to point out some interesting remarks: (18) is not a concern in this case because of the homogeneity i n x, and only implies that 0 is a stationary value (or equivalently A has a zero singular value.) Thus in the case of the ordinary SVD the problem (18) reduces to (12). 2. It is clear that dim(N (C)) = m + p ; k since we assume rank(C) = k. The structure involved in (9) implies that for S de ned in (4) In the above, we h a ve used the fact that Z " # = 0. This shows that is an eigenvalue of (19) with v as the corresponding eigenvector. We n o w c haracterize the stationary points of (18). In particular, we prove t h e following result which completes our duality theory. Aside from the fundamental connection between the GSVD and its duality theory, the eigenvalue de ation of the proof should be of special interest in its own right. Note that, due to the last row i n Z 2 , t h e n ull space of Z 2 is a proper subspace of that of Z with one less dimension. We m a y therefore use a basis of the null space of Z 2 to form the columns of the matrix " 2 2 # . I n t h i s w ay, w e attain the additional property that x T 1 2 = 0 : Note that the eigenvector of (19) corresponding to eigenvalue 1 is the same as the stationary point for the problem (23) with stationary value 1 . Since (23) is simply a coordinate representation of (18) and we already assume that " x 1 ;y 1 # is a stationary point associated with (18), the eigenvector of (19) corresponding to 1 must be the unit vector e 1 A stationary point of (26) will also be a stationary point of (18) since it gives the same stationary value in both problems. This de ation procedure may b e c o n tinued until all nonzero stationary values are found.
Then, by construction,Ũ TŨ = I andṼ TṼ = I. F urthermore, we h a vẽ
which completes the proof. That is, we h a ve derived two matricesŨ andṼ that play the same role as that of U 2 and V 2 , in (9) respectively.
3. Summary. We h a ve discussed a variational formulation for the GSVD of a pair of matrices. In particular, we c haracterize the role of the left generalized singular vectors in this formulation.
We summarize the analogies between the SVD and the GSVD in the following table. The stationary values in any o f t h e v ariational formulations below g i v e rise to the corresponding singular values.
There is a close correspondence between the (generalized) eigenvalue problem and the (generalized) singular value problem, as is indicated in Theorem 1.1 and Theorem 1.2. The result in Theorem 2.1 and Theorem 2.3 apparently are new, and shed lights on the understanding of the left singular vectors.
Some of the available numerical methods and approaches for computing the GSVD are available in 2, 7, 8, 10]. The de ation process used in the characterization of the left singular vectors can be carried out e ectively by updating techniques 4]. We a n ticipate that the discussion here might lead to a new numerical algorithm, especially when a few singular values are required and the matrix C is sparse. Table 1 Comparison of variational formulations between SVD and GSVD.
