We present a formula for the trace of any symmetric power of a n × n matrix (with coefficients in a field) in terms of the ordinary powers of the matrix, an arbitrarily chosen linear function which vanishes on the identity matrix, and n − 2 polynomial functions defined recursively.
Introduction
This paper answers a question posed in [2] regarding the trace of symmetric powers of a square matrix of arbitrary size. More precisely, in [2] it was proved that given a matrix 
where S k A is the k-th symmetric power of A, that is, the matrix giving the induced transformation on homogeneous polynomials of degree k. Thus, the natural question is the following: can this result be generalized to n × n matrices by using entries of powers of A? Here, we answer this question in the affirmative in a slightly modified form (see Theorem 3.1). The main of the theorem is that the traces of arbitrary symetric powers of arbitrary matrices can be calculated by using a finite number of polynomial functions.
The paper is organized as follows. In Section 2, we recall the two identities we need, the Cayley-Hamilton theorem and a K-theory formula, and also spot their similarity. In Section 3, we define the functions we need to state Theorem 3.1, and prove it. We also give some corollaries. In Section 4 we give the explicit expressions for the various functions involved in the formulas for the cases n = 3, 4.
Let V be a vector space over a field K, S k V and k V denote its k-th symmetric and antisymmetric tensor powers respectively.
Cayley-Hamilton theorem
The characteristic polynomial of a n × n matrix A can be expressed as
where tr( i A) is the trace of the i-th exterior power of A. The Cayley-Hamilton theorem states that the matrix A satisfies its own characteristic polynomial, i.e.
This matrix identity can be multiplied by any power of A
K-theory formula
On the other hand, consider the K-theory formula [1, p.119]
We will apply this formula when W = V . Recall that n+i V = 0 for i ≥ 1 so that
This identity goes through to the induced operators S k A and k A on the symmetric and antisymmetric powers S k V and k V , and is preserved by the trace
Similarity
Here we notice the similarity between the two identities (1)
whose coefficients are
Thus, we will use these two formulas to prove the main theorem.
The formulae
Let A be an arbitrary n × n matrix with coefficients in a field K, A ∈ M n×n (K). Let σ 1 be any linear functional on M n×n (K) which vanishes on the identity matrix. We define n − 2 polynomial functions σ i , i = 2, . . . , n − 1, in the following recursive way:
Now, we have n − 1 identities
and add them all up to get
. . .
In order to simplify the notation, let us define
so that equation (4) becomes
which is the same equation as the one fulfilled by σ 1 (A k ) due to the Cayley-Hamilton theorem and the linearity of σ 1
where k ≥ n − 1. Since they are recursive formulas, all we have to do is check that the first n − 1 terms coincide, i.e. we have to check that
To begin with, recall that tr(S −s A) = 0 for s ≥ 1, so that σ 1 = P 1 . Next, the identities for σ 2 (A), . . . , σ n−1 (A) are exactly the recursive definition of such functions. Hence
for arbitrary k ∈ Z. Thus, we have proved the following.
Theorem 3.1 Let K be a field, A ∈ M n×n (K), σ 1 an arbitrary linear funtional on M n×n which vanishes on Id n×n , and polynomial functions σ j , 2 ≤ j ≤ n − 1 defined recursively in (3). Then
✷

This means that any tr(S k A) can be written in terms of values
First, we recover the result in [2] .
. ✷
Examples
Case n = 3
Setting σ 1 equal to the various linear functionals of 3 × 3 matrices vanishing on the identity matrix, we have the accompanying functions σ 2 as follows: 
Case n = 4
Setting σ 1 equal to the various linear functionals of 3 × 3 matrices vanishing on the identity matrix, we have the accompanying functions σ 2 and σ 3 as follows: 
