Abstract-Visual pattern recognition from images often involves dimensionality reduction as a key step to discover a lower dimensional image data representation and obtain a more manageable problem. Contrary to what is commonly practiced today in various recognition applications where dimensionality reduction and classification are independently treated, we propose a novel dimensionality reduction method appropriately combined with a classification algorithm. The proposed method called maximum margin projection pursuit, aims to identify a low dimensional projection subspace, where samples form classes that are better discriminated, i.e., are separated with maximum margin. The proposed method is an iterative alternate optimization algorithm that computes the maximum margin projections exploiting the separating hyperplanes obtained from training a support vector machine classifier in the identified low dimensional space. Experimental results on both artificial data, as well as, on popular databases for facial expression, face and object recognition verified the superiority of the proposed method against various state-of-the-art dimensionality reduction algorithms.
I. INTRODUCTION
O NE of the most crucial problems that every image analysis algorithm encounters is the high dimensionality of the image data, which can range from several hundreds to thousands of extracted image features. Directly dealing with such high dimensional data is not only computationally inefficient, but also yields several problems in subsequently performed statistical learning algorithms, due to the so-called "curse of dimensionality". Thus, various techniques have been proposed in the literature for efficient data embedding (or dimensionality reduction) that obtain a more manageable problem and alleviate computational complexity. Such a popular category of methods is the subspace image represen- tation algorithms which aim to discover a low dimensional representation of the image data by projecting linearly or non-linearly the high-dimensional input samples to a lowdimensional subspace, where an appropriately formed criterion is optimized.
The most popular dimensionality reduction algorithms can be roughly categorized, according to their underlying optimization criteria, into two main categories. Those that form their optimization criterion based on geometrical arguments and those that attempt to enhance data discrimination in the projection subspace. The goal of the first category methods is to embed data into a low-dimensional space, where the intrinsic data geometry is preserved. Principal Component Analysis (PCA) [1] is such a representative method that exploits the global data structure, in order to identify a subspace where the sample variance is maximized. While PCA exploits the global data characteristics in the Euclidean space, the local data manifold structure is ignored. To overcome this deficiency, manifold-based embedding algorithms assume that the data reside on a submanifold of the ambient space and attempt to discover and preserve its structure. Such representative methods include e.g. ISOMAP [2] , Locally Linear Embedding (LLE) [3] , Locality Preserving Projections [4] , Orthogonal Locality Preserving Projections (OLPP) [5] and Neighborhood Preserving Embedding (NPE) [6] .
Discrimination enhancing embedding algorithms aim to identify a discriminative subspace, in which the data samples from different classes are far apart from each other. Linear Discriminant Analysis (LDA) [7] and its variants, are such representative methods that extract discriminant information by finding projection directions that maximize the ratio of the between-class and the within-class scatter. Margin maximizing embedding algorithms [8] - [10] inspired by the great success of Support Vector Machines (SVMs) [11] also fall in this category, since their goal is to enhance class discrimination in the low dimensional space.
The Maximum Margin Projection (MMP) algorithm [9] is an unsupervised embedding method that attempts to find orthogonal projection directions that separate data in different clusters with maximum margin. To do so, MMP iteratively seeks for such a data partitioning, so that if a binary SVM classifier is trained, the resulting separating hyperplane separates the two data clusters with maximum margin. Thus, the projection direction of the corresponding SVM trained on such a data labelling, is considered as one of the directions of the sought subspace, while considering different possible data clusterings and enforcing the constraint that each subsequently found SVM hyperplane is orthogonal to the previous ones, several projections are derived and added to the subspace. He et. al [8] proposed a semisupervised dimensionality reduction method for image retrieval that aims to discover both geometrical and discriminant structures of the data manifold. To do so, the algorithm constructs a within-class and a between-class graph by exploiting both class and neighborhood information and finds a linear transformation matrix that maps image data to a subspace, where, at each local neighborhood, the margin between relevant and irrelevant images is maximized.
Recently significant attention has been attracted by Compressed Sensing (CS) [12] that combines data acquisition with data dimensionality reduction performed by Random Projections (RP). RP are a desirable alternative of traditional embedding techniques, since they offer certain advantages. Firstly, they are data independent and do not require a training phase thus being computationally efficient. Secondly, as it has been shown in the literature [13] - [15] , a Gaussian random projection matrix preserves the pairwise distances between data points in the projection subspace and, thus, can be effectively combined with distance-based classifiers, such as SVMs. Another important aspect for real life applications using sensitive biometric data is the provision of security and user privacy protection mechanisms, since the use of random features, instead of the actual biometric data for e.g. person identification, protects the original data [16] from malicious attacks.
In this paper we integrate optimal data embedding and SVM classification in a single framework to be called Maximum Margin Projection Pursuit (MMPP). MMPP algorithm first initializes the projection matrix as a semiorthogonal Gaussian RP matrix in order to exploit the aforementioned merits. Subsequently, it iteratively and till convergence trains an SVM classifier in order to identify the optimal decision hyperplanes in the low dimensional subspace and updates the projection matrix such that the separating margin between the projected samples of different classes is maximized. The MMPP approach brings certain advantages, both to data embedding and classification. In contrary to what is commonly practiced where dimensionality reduction and classification are treated independently, MMPP combines these into a single framework. Furthermore, in contrast to the conventional classification approaches, which consider that the training data points are fixed in the input space, the SVM classifier is trained over the projected data samples in the projection subspace determined by MMPP. Thus, working on low dimensional data reduces the required computational effort. Moreover, since the decision hyperplane identified by SVM training is explicitly determined by the support vectors, data outliers and the overall data samples distribution inside classes do not affect MMPP performance, in contrast to other discriminant subspace learning algorithms, such as LDA which assumes a Gaussian data distribution for optimal class discrimination. Furthermore, although the proposed method and the MMP algorithm share similar characteristics, since both capitalize on the maximum margin principle and exploit the SVM training problem, our method is radically different overcoming certain deficiencies of [9] . More precisely, MMPP is a supervised learning algorithm unlike MMP which is unsupervised build upon the assumption that samples of the same class are grouped together in the initial high dimensional input space thus being close to each other in the Euclidean sense forming compact data clusters. However, this assumption is rarely true, since usually data do not form compact data clusters but have a multimodal distribution [17] , [18] . This fact significantly affects the correctness of the projection directions identified by MMP. In addition, the proposed algorithm exploits in the learning process the actual separating hyperplanes, contrary to MMP algorithm which at each step constraints the identified by SVM normal vector so that it is orthogonal to all previously found projection directions thus the resulting subspace bases are no longer directly determined by the support vectors.
In summary, the novel contributions of this paper are the following:
• The MMPP algorithm integrates data embedding and classification into a single framework, thus possessing certain desired advantages (good classification performance, computational speed and robustness to data outliers).
• MMPP is derived both for two class and multiclass data embedding problems.
• The MMPP non-linear extension that seeks to identify a projection matrix that separates different classes in the feature space with maximum margin is also demonstrated.
• The superiority of the proposed method against various state-of-the-art embedding algorithms for facial image characterization problems and object recognition is verified by several simulation experiments on popular datasets. The rest of the paper is organized as follows. Section II presents the proposed MMPP dimensionality reduction algorithm for a two-class linear classification problem and discusses its initialization using a semiorthogonal Gaussian random projection matrix, in order to form the basis of the projection subspace. MMPP extension to a multiclass problem is presented in Section III, while its non-linear extension considering either a Gaussian Radial Basis or an arbitrary degree polynomial kernel function is derived in Section IV. Section V describes the conducted experiments and presents experimental evidence regarding the superiority of the proposed algorithm against various state-of-the-art data embedding methods. Finally, concluding remarks are drawn in Section VI.
II. MAXIMUM MARGIN PROJECTION PURSUIT
The MMPP algorithm aims to identify a low-dimensional projection subspace, where samples form classes that are better discriminated, i.e., are separated with maximum margin. To do so, MMPP involves three main steps. The first step, performed during the initialization of the MMPP algorithm, extracts the random features from the initial data and forms the basis of the low-dimensional projection subspace using RP, while the second and the third steps involve two optimization problems that are combined in a single iterative alternate optimization framework. More precisely, the second step identifies the optimal decision hyperplane that separates different classes with maximum margin, in the respective subspace determined by the projection matrix, while the third step updates the projection matrix, so that the identified separating margin between the projected samples of different classes is increased. Next, we first formulate the optimization problems considered by MMPP, discuss algorithm initialization and demonstrate the iterative optimization framework considering both a two class and a multiclass separation problem. Subsequently, we derive the non-linear MMPP algorithms extension and propose update rules considering polynomial and Gaussian kernel functions to project data into a Hilbert space, using the so-called kernel trick.
A. MMPP Algorithm for Binary Classification Problems
Given a set X = { (x 1 , y 1 ) , . . . , (x N , y N )} of N training data pairs, where x i ∈ R m , i = 1, . . . , N are the m-dimensional input feature vectors and y i ∈ {−1, 1} is the class label associated with each sample x i , a binary SVM classifier attempts to find the separating hyperplane that separates training data points of the two classes with maximum margin, while minimizing the classification error defined according to which side of the decision hyperplane training samples of each class fall in. Considering that each training sample of X is firstly projected from the initial m-dimensional input space to a low-dimensional subspace using a projection matrix R ∈ R r×m , where r m and performing the linear transformationx i = Rx i , the binary SVM optimization problem is formulated as follows:
subject to the constraints:
where w ∈ R r is the normal vector of the separating hyperplane, which is r -dimensional, since training is performed in the projection subspace, b ∈ R is its bias term, ξ = [ξ 1 , . . . , ξ N ] T are the slack variables, each one associated with a training sample and C is the term that penalizes the training error. The MMPP algorithm attempts to learn a projection matrix R, such that the low-dimensional data sample projection is performed efficiently, thus enhancing the discrimination between the two classes. To quantify the discrimination power of the projection matrix R, we formulate our MMPP algorithm based on geometrical arguments. To do so, we employ a combined iterative optimization framework, involving the simultaneous optimization of the separating hyperplane normal vector w and the projection matrix R, performed by successively updating the one variable, while keeping the other fixed. Next we first discuss the derivation of the optimal separating hyperplane normal vector w o , in the projection subspace determined by R and subsequently, we demonstrate the projection matrix update with respect to the fixed w o .
1) Finding the Optimal w o in the Projection Subspace Determined by R:
The optimization with respect to w, is essentially the conventional binary SVM training problem performed in the projection subspace determined by R, rather than in the input space. To solve the constrained optimization problem in (1) with respect to w, we introduce positive Lagrange multipliers α i and β i each associated with one of the constraints in (2) and (3), respectively and formulate the Lagrangian function L(w, ξ , R, α, β):
The solution can be found from the saddle point of the Lagrangian function, which has to be maximized with respect to the dual variables α and β and minimized with respect to the primal ones w, ξ and b. According to the Karush-Kuhn-Tucker (KKT) conditions [19] the partial derivatives of L(w, ξ , R, α,β) with respect to the primal variables w, ξ and b vanish deriving the following equalities:
By substituting terms from the above equalities into (4), we switch to the dual formulation, where the optimization problem with respect to the primal variables in (1) is reformulated to the maximization of the following Wolfe dual problem:
Consequently, solving (8) for α the optimal separating hyperplane normal vector w o in the reduced dimensional space determined by R, is subsequently derived from (5).
2) Maximum Margin Projection Matrix Update for Fixed w o :
At each optimization round t we seek to update the projection matrix R (t −1) , so that its new estimate R (t ) improves the objective function in (8) by maximizing the margin between the two classes. To do so, we first project the high dimensional training samples x i from the input space to a low dimensional subspace, using the projection matrix R (t −1) derived during the previous step, and subsequently, train the binary SVM classifier in order to obtain the optimal Lagrange multipliers α o specifying the normal vector of the separating hyperplane w (t ) o . To formulate the optimization problem for the projection matrix R, we exploit the dual form of the binary SVM cost function defined in (8) . However, since term N i=1 α i is constant with respect to R, we can remove it from the cost function. Moreover, in order to retain the geometrical correlation between samples in the projection subspace, we constrain the derived updated projection matrix R (t ) to be semiorthogonal. Consequently, the constrained optimization problem for the projection matrix R update can be summarized by the objective function O(R) as follows:
where I is an r × r identity matrix. The orthogonality constraint introduces an optimization problem on the Stiefel manifold solved to find the dimensionality reduction matrix R.
In the literature, optimization of problems with orthogonality constraints is performed using a gradient descent algorithm along the Stiefel manifold geodesics [20] , [21] . However, the simplest approach to take the constraint RR T = I into account, is to update R using any appropriate unconstrained optimization algorithm, and then to project R back to the constraint set [22] . This is the direction we have followed in this paper, where we first solve (10), without the orthonormality constraints on the rows of the projection matrix and obtainŔ. Consequently, the projection matrix update is accomplished orthonormalizing the rows ofŔ by performing a Gram-Schmidt procedure. Thus, we solve (10) for R keeping w (t ) o fixed, by applying a steepest ascent optimization algorithm, which, at a given iteration t, invokes the following update rule:
where λ t is the learning step parameter for the t-th iteration and ∇O(R (t −1) ) is the partial derivative of the objective function O(R) in (10) with respect to R (t −1) , evaluated as:
Thus,Ŕ (t ) is derived as:
Obtaining the projection matrixŔ (t ) that increases the separating margin between the two classes in the projection subspace, we subsequently orthonormalize its rows to derive R (t ) .
An efficient approach for setting an appropriate value to the learning step parameter λ t based on the Armijo rule [23] is presented in [24] , which is also adopted in this work. According to this strategy, the learning step takes the form λ t = β g t , where g t is the first non-negative integer value found satisfying:
where operator ., . is the Frobenius inner product. Parameters β and σ in our experiments have been set to β = 0.1 and σ = 0.01, which is an efficient parameter selection, as has been verified in other studies [24] , [25] . After deriving the new projection matrix R (t ) , the previously identified separating hyperplane is no longer optimal, since it has been evaluated in the projection subspace determined by R (t −1) . Consequently, it is required to re-project the training samples using R (t ) and retrain the SVM classifier to obtain the current optimal separating hyperplane and its normal vector. Thus, MMPP algorithm iteratively updates the projection matrix and evaluates the normal vector of the optimal separating hyperplane w o in the projection subspace determined by R, until the algorithm converges.
In order to verify whether the learned projection matrix R (t ) at each iteration round t is optimal or not, we track the partial derivative value in (13) to identify stationarity. The following stationarity check step is performed, which examines whether the following termination condition is satisfied:
where e R is a predefined stopping tolerance satisfying: 0 < e R < 1. In our conducted experiments, we considered that e R = 10 −3 . The combined iterative optimization process of the MMPP algorithm for the binary classification problem is summarized in Algorithm 1.
B. MMPP Algorithm Initialization
In order to initialize the iterative optimization framework, it is first required to train the binary SVM classifier and obtain the optimal w o in a low dimensional subspace determined by an initial projection matrix R (0) , used in order to perform dimensionality reduction and form the basis of the projection subspace. To do so, we construct R (0) as a semiorthogonal Gaussian random projection matrix. To derive R (0) we create the m × r matrix R of i.i.d., zero-mean, unit variance Gaussian random variables, normalize its first row and orthogonalize the remaining rows with respect to the first, via a Gram-Schmidt procedure. This procedure results in the Gaussian random projection matrix R (0) having orthonormal rows that can be used for the initialization of the iterative optimization framework.
III. MMPP ALGORITHM FOR MULTICLASS CLASSIFICATION PROBLEMS
The dominant approach for solving multiclass classification problems using SVMs has been based on reducing the multiclass task into multiple binary ones and building a set Algorithm 1 Outline of the Maximum Margin Projection Pursuit Algorithm Considering a Binary Classification Problem of binary classifiers, where each one distinguishes samples between one pair of classes [26] . However, adopting such an one-against-one multiclass SVM classification schema to our MMPP algorithm requires to learn one projection matrix for each of the k(k − 1)/2 binary SVM classifiers that handle a k-class classification problem. Clearly, this approach becomes impractical for classification tasks involving a large number of classes, as for instance, in face recognition.
A different approach to generalize SVMs to multiclass problems is to handle all available training data together forming a single optimization problem by adding appropriate constraints for every class [27] , [28] . However, the size of the generated quadratic optimization problem may become extremely large, since it is proportional to the product of the number of training samples multiplied by the number of classes in the classification task at hand. Crammer and Singer [29] proposed an elegant approach for multiclass classification, by solving a single optimization problem, where the number of added constraints is reduced and remains proportional to the number of the available training samples. More importantly, such a one-againstall multiclass SVM formulation enables us to learn a single maximum margin projection matrix common for all training samples, independently of the class they belong to. Therefore, we adopt this multiclass SVM formulation [29] in this work.
In the multiclass classification context, the training samples x i are assigned a class label y i ∈ {1, . . . , k}, where k is the number of classes. We extend the multiclass SVM formulation proposed in [29] , by considering that all training samples are first projected on a low-dimensional subspace determined by the projection matrix R. Our goal is to solve the MMPP optimization problem and to learn a common projection matrix R for all classes, such that the training samples of different classes are projected in a subspace, where they are separated with maximum margin, and also, to derive k separating hyperplanes, where the p-th hyperplane p = 1, . . . , k determined by its normal vector w p ∈ R r , separates the training vectors of the p-th class from all the others with maximum margin.
The multiclass SVM optimization problem in the projection subspace is formulated as follows:
Here bias vector b is defined as:
where δ p y i is the Kronecker delta function which is 1 for y i = p and 0, otherwise.
Similar to the binary classification case, we employ a combined iterative optimization framework that successively optimizes either variables w p , p = 1, . . . , k keeping matrix R fixed, (thus, training the multiclass SVM classifier in the projection subspace determined by R) or updates the projection matrix R, so that it improves the objective function i.e., it projects the training samples in a subspace where the margin that separates the training samples of each class from all the others, is maximized. Next, we first demonstrate the optimization process with respect to the normal vectors of the separating hyperplanes in the projection subspace of R and subsequently, we discuss the projection matrix R update, while keeping the optimal normal vectors w p,o fixed.
1) Finding the Optimal w p,o in the Projection Subspace Determined by R:
Since the derivation of the following dual optimization problem is rather technical, we will briefly demonstrate it and refer the interested reader to [30] and [31] for its complete exposition. To solve the constrained optimization problem in (17) we introduce positive Lagrange multipliers α p i , each associated with one of the constraints in (18) . Note that it is not required to introduce additional Lagrange multipliers regarding the non-negativity constraint applied on the slack variables ξ i . This is already included in (18), since, for
Switching to the dual formulation, the solution of the constrained optimization problem in (17) can be found from the saddle point of the Lagrangian function in (20) , which has to be maximized with respect to the dual variables α and minimized with respect to the primal ones w p and ξ . To find the minimum over the primal variables we require that the partial derivatives of L(w p , ξ , R, α) with respect to ξ and w p vanish, which gives the following equalities:
By substituting terms from (21) and (22) into (20) , and expressing the corresponding to the i -th training sample bias terms and Lagrange multipliers in a vector form as
T , respectively and performing the substitution n i = C1 y i − α i , (where 1 y i is a k-dimensional vector with all its components equal to zero except of the y i -th, which is equal to one) the saddle point of the Lagrangian is reformulated to the minimization of the following Wolfe dual problem:
By solving (23) for n, and consequently, deriving the optimal value of the actual Lagrange multipliers α o , the normal vector w p,o is derived from (22) , corresponding to the optimal decision hyperplane that separates the training samples of the p-th class from all the others with maximum margin in the projection subspace of R.
2) Maximum Margin Projection Matrix Update for Fixed w p,o :
Similar to the binary classification case, we formulate the optimization problem by exploiting the dual form of the multiclass SVM cost function in (23) . To do so, we remove the term (23), since it is independent of the optimized variable R and derive the objective function O(R). In addition we impose orthogonality constraints on the derived projection matrix R (t ) rows, thus leading to the following optimization problem:
To derive a new estimate of R o at a given iteration t the steepest ascent update rule in (12) is invoked, where ∇O(R (t −1) ) is the partial derivative of (25) with respect to R (t −1) :
Thus,Ŕ (t ) is updated as:
The projection matrix update is followed by the orthonormalization of the rows ofŔ (t ) , in order to to satisfy the imposed constraints. Similar to the binary classification task, MMPP algorithm for multiclass classification problems successively updates the maximum margin projection matrix R and evaluates the normal vectors w p,o p = 1, . . . , k of the k optimal separating hyperplanes in the projection subspace determined by R. The involved learning rate parameter λ t is set using the previously presented methodology for the binary classification case, while the iterative optimization process is terminated by tracking the partial derivative value in (27) and examining the termination condition in (16).
IV. NON-LINEAR MAXIMUM MARGIN PROJECTIONS
When data can not be linearly separated in the initial input space, a common approach is to perform the so-called kernel trick, using a mapping function φ(.) that maps (usually non-linearly) the input feature vectors x i to a possibly high dimensional space F , called feature space, which usually has the structure of a Hilbert space [32] , [33] , where the data are supposed to be linearly or near linearly separable. The exact form of the mapping function is not required to be known, since all required subsequent operations of the learning algorithm are expressed in terms of dot products between the input vectors in the Hilbert space performed by the kernel trick [34] .
To derive the non-linear extension of the MMPP algorithm, we assume that the low dimensional training sample representations are non-linearly mapped in a Hilbert space using a kernel function and seek to identify such a projection matrix that separates different classes in the feature space with maximum margin. Next we will only demonstrate the derivation of the update rules for the maximum margin projection matrix R, both for the two class and the multiclass classification problems, considering two popular kernel functions: an arbitrary degree polynomial kernel function and the Radial Basis Function (RBF). However, it is straightforward to extend the non-linear MMPP algorithm, such as to exploit other popular kernel functions using the presented methodology.
A d-degree polynomial kernel function is defined as:
Considering that training samples are first projected into the low dimensional subspace determined by R, the d-degree polynomial kernel function over the projected samples takes the form:
Consequently, the partial derivative ∇O(R (t −1) ) of the objective function for the binary classification case in (10) is evaluated as below:
while for the multiclass formulation is evaluated using the cost function in (25) as:
On the other hand, the RBF kernel function is defined using the projected samples as:
where γ is the Gaussian spread. Similarly, the partial derivative of (10), with respect to R (t −1) is evaluated as follows:
while, for the multiclass separation problem, it is evaluated from (25) :
The update rules for the maximum margin projection matrix are subsequently derived by substituting the respective partial derivatives in (12) . Moreover, similar extensions can be derived for other popular non-linear kernel functions, by simply evaluating their partial derivatives with respect to the projection matrix R and by modifying accordingly the respective update rules.
V. EXPERIMENTAL RESULTS
We compare the performance of the proposed method with that of several state-of-the-art dimensionality reduction techniques, such as PCA, LDA, Subclass Discrimnant Analysis (SDA) [17] , LPP, Orthogonal LPP (OLPP), MMP and the linear approximation of the LLE algorithm called Neighborhood Preserving Embedding (NPE). Moreover, in our comparison we include RP [35] and also we directly feed the initial high dimensional samples without performing dimensionality reduction to a multiclass SVM classifier, to serve as our baseline testing methods. Experiments have been performed for facial expression recognition on the Cohn-Kanade database [36] , for face recognition on "Labeled Faces in the Wild" (LFW) [37] , Extended Yale B [38] and AR [39] datasets and for object recognition on ETH-80 image dataset [40] .
On the experiments for facial expression and face recognition as our classification features, we considered the facial image intensity information and its augmented Gabor wavelet representation, which provides robustness to illumination and facial expression variations [41] . To create the augmented Gabor feature vectors we convolved each facial image with Gabor kernels considering 5 different scales and 8 directions. Thus, for each facial image, and for each Gabor kernel a complex vector containing a real and an imaginary part was generated. Based on these parts we computed the Gabor magnitude information creating in total 40 feature vectors for each facial image. Each such feature vector was subsequently downsampled, in order to reduce its dimension using interpolation and normalized to zero mean and unit variance. Finally, for each facial image we derived its augmented Gabor wavelet representation by concatenating the 40 feature vectors into a single vector. On the experiments for object recognition we used the cropped and scaled to a fixed size of 128×128 pixels binary images of ETH-80 containing the contour of each object.
To determine the optimal projection subspace dimensionality for MMPP, MMP, PCA, RP and SDA a validation step was performed exploiting the training set. Moreover, for SDA the optimal number of subclasses that each class is partitioned to has been also specified using the same validation step and exploiting the stability criterion introduced in [42] . For validation we randomly divided the training set into training (80% of the samples) and validation (20% of the samples) sets and the parameters that resulted to the best recognition rate on the validation set were subsequently adopted for the test set.
In order to train the proposed MMPP algorithm and derive the maximum margin projection matrix, we have combined our optimization algorithm with LIBLINEAR [43] , which provides an efficient implementation of the considered multiclass linear kernel SVM classifier. Moreover, for the fairness of the experimental comparison, the discriminant low-dimensional facial representations derived from each examined algorithm were also fed to the same multiclass SVM implemented in LIBLINEAR for classification. We should note that, by adopting LIBLINEAR we explicitly exploit a linear kernel. However, as it has been shown in the literature [35] , linear SVMs are already appropriate for separating different classes and this also makes it possible to directly compare between different algorithms and draw trustworthy conclusions regarding their efficacy. Nevertheless, better performance could be achieved by MMPP algorithm by projecting the input high dimensional samples non-linearly and using non-linear kernel SVMs for their classification.
A. Facial Expression Recognition in the Cohn-Kanade Database
The Cohn-Kanade AU-Coded facial expression database is among the most popular databases for benchmarking methods that perform facial expression recognition. Each subject in each video sequence of the database poses a facial expression, starting from the neutral emotional state and finishing at the expression apex. To form our data collection we discarded the intermediate video frames depicting subjects performing each facial expression in increasing intensity level and considered only the last video frame depicting each formed facial expression at its highest intensity. Face detection was performed on these images and the resulting facial Regions Of Interest (ROIs) were manually aligned with respect to the eyes position. Subsequently, they were anisotropically scaled to a fixed size of 150 × 200 pixels and converted to grayscale. Thus, in our experiments, we used in total 407 images depicting 100 subjects, posing 7 different expressions (anger, disgust, fear, happiness, sadness, surprise and the neutral emotional state). Fig. 1 shows example images from the Cohn-Kanade dataset, depicting the recognized facial expressions arranged in the following order: anger, disgust, fear, happiness, sadness, surprise and the neutral emotional state.
To measure the facial expression recognition accuracy, we randomly partitioned the available samples into 5 approximately equal sized subsets (folds) and a 5-fold cross-validation has been performed by feeding the projected discriminant facial expression representations to the linear SVM classifier. This resulted into such a test set formation, where some expressive samples of an individual were left for testing, while his rest expressive images (depicting other facial expressions) were included in the training set. This fact significantly increased the difficulty of the expression recognition problem, since person identity related issues arose. Table I summarizes the best average facial expression recognition rates achieved by each examined embedding method, both for the considered facial image intensity and the augmented Gabor features. The mean facial expression recognition rates attained by directly feeding the initial high dimensional data to the linear SVM classifier are also provided in Table I . Considering the facial image intensity as the input features, MMPP outperforms, in terms of recognition accuracy percentage points, all other competing embedding algorithms. The best average expression recognition rate attained by MMPP is 80.1% using 120D discriminant representations of the initial 30,000D input samples. Exploiting the augmented Gabor features significantly improved the recognition performance of all examined methods, verifying the appropriateness of these descriptors in the task compared against the image intensity features. MMPP algorithm performance increased by more than 9% reaching an average recognition rate of 89.2%. Again MMPP attained the highest average expression recognition rate outperforming the second best method (LDA) by 2.7%. MMP algorithm failed to provide competitive expression recognition performance on both experiments due to the applied experimental protocol. More precisely, since we do not perform person independent expression recognition where all the expressive images of an individual are left for testing, MMP failed to derive discriminative projection directions, since all facial images of the same subject belonging to different expression classes tend to cluster together in the high dimensional input space.
It is significant to highlight the difference in expression recognition performance between PCA, RP and the proposed algorithm when a varying number of features are extracted by each method. Fig. 2 plots the average facial expression recognition rate achieved by each method with respect to the number of extracted features. As it can be observed, MMPP attained the highest recognition rate while was able to extract features with higher discriminant information. Fig. 3 demonstrates the average facial expression recognition rate attained by MMPP, when the initial 48,000D augmented Gabor wavelet representations are projected on a 3D space, versus the number of MMPP learning process iterations. It should be noted that since for the initialization of MMPP it is exploited a semiorthogonal Gaussian RP matrix, thus practically dimensionality reduction is performed using RP, the reported recognition accuracy at the first iteration, which is 40.2%, is identical to that achieved by RP. As can be observed in Fig. 3 , during the iterative optimization process class discrimination in the projection subspace is enhanced and the attained mean expression recognition rate is gradually increased reaching 88.3%.
B. MMPP Algorithms Convergence and Computational Complexity
To investigate MMPP optimization performance, we examined its ability to minimize the cost function in (17) in every optimization round, thus maximizing the separating margin between the projected samples of different classes. We also investigated whether MMPP is able to reach a stationary point by monitoring the gradient magnitude in (27) .
In the conducted experiment, we used approximately half (200) of the available expressive images from Cohn-Kanade, in order to train MMPP and learn a 100D discriminant projection subspace. From the expressive facial images we extracted the augmented Gabor features by convolving each with Gabor kernels of 5 different scales and 8 orientations and downsampled, normalized and concatenated the derived filter responses following the same procedure as previously described. The resulting from each facial image 48, 000D feature vectors were used in order to train MMPP and obtain the projection matrix R of dimensions 100 × 48, 000. In Fig. 4a , the objective function in (17) value versus the number of iterations is plotted, which is monotonically decreasing, verifying that the separating margin increases per iteration. Moreover, the gradient Frobenius norm value after each update is demonstrated in Fig. 4b . In this experiment MMPP required 304 iterations in order to sufficiently decrease the gradient norm and reach the convergence point (i.e. to satisfy the termination condition in (16)). In Table II we show the recorded CPU training time, measured in seconds, required by PCA, LDA, SDA, LPP and MMPP algorithms in this dataset. All algorithms have been implemented on Matlab R2012b [44] and the required by each method CPU time during training has been recorded on a 2.66 GHz and 8 GB RAM computer. As it can be observed since PCA, LDA and LPP all solve a Generalized Eigenvalue Problem (GEP) have the shortest training times. SDA although it also solves a GEP problem its training time is significantly higher since it requires to determine the optimal subclasses partition using the stability criterion [42] which is costly. MMPP required the highest training time in the comparison which is attributed to the considered iterative optimization framework.
To visualize the ability of MMPP algorithm to estimate useful subspaces that enhance data discrimination, we run the proposed algorithm, aiming to learn a 2D projection space in a two class toy classification problem, using artificial data. To generate our toy dataset we collected 600 300D samples for each class, with the first class features drawn randomly from a standard normal distribution N (0, 1) and the second class samples drawn from a N (0.2, 1) normal distribution and used 100 samples of each class for training, while the rest were used to compose the toy test set. Fig. 5 shows the 2D projection of the two classes training data samples after different iterations of the MMPP algorithm, where circled samples denote the identified support vectors. As can be observed, the proposed algorithm was able, after a few iterations, to perfectly separate linearly the two classes, by continuously maximizing the separating margin. Moreover, as a side effect of MMPP algorithm, we observed that the SVM training process converges faster and into a more sparse solution after each iteration of MMPP algorithm, since the number of identified support vector decreases as class discrimination increases.
C. Face Recognition in LFW Image Set
LFW image set realistically simulates the variability evident to unconstrained, in the wild, face recognition problems. More precisely, LFW data set is the standard benchmark on face verification which focuses on pair matching where given two face images, the goal is to decide whether the two samples depict the same individual or not. In total LFW data consist of 13, 233 facial images depicting 5, 749 different individuals of which 4, 069 only have a single image in the database. In order to perform face recognition using the LFW image set we employed a subset of the available data, considering only the face images of those individuals that have more than 30 samples sufficient to contribute both to the training and test set. Thus the dataset we considered from LFW image set consists in total of 2, 310 face images from 32 individuals where for each subject a different number of samples were available varying from 30 to 530 images. The considered facial images were aligned, cropped and scaled to a fixed size of 64 × 64 pixels using their facial landmarks location and gray scaled. To form our testing set we randomly selected 5 images of each individual, while the remaining were used for training. Table III summarizes the highest face recognition rates achieved by each method in the comparison. The proposed MMPP algorithm performs the best reaching 93.1% recognition rate followed in order by PCA when we used the image intensity information as the input features, while for the Gabor wavelet representations MMPP reached 95% followed by SDA that attained 93.1%. 
D. Face Recognition in the Extended Yale B Database
The Extended Yale B database consists of 2, 414 frontal facial images of 38 individuals, captured under 64 different laboratory controlled lighting conditions. The database version used in this experimental evaluation has been manually aligned, cropped and then resized to 168 × 192 pixels by the database creators. For our experimental comparison, we have considered three different experimental settings, by randomly selecting 10%, 30% and 50% of the available images of each subject for training, while the rest of the images were used for testing. In this experiment we did not exploit the augmented Gabor features, since the recognition accuracy rates attained using the facial image intensity values as our classification features were already sufficiently high. Table IV presents the highest face recognition rate achieved by each method. As can be observed, the proposed MMPP method achieves the best performance across all considered experiments. Moreover, LDA, LPP and OLPP, since they are all based in the Fisher discriminant ratio, were able to handle the lighting variations in the Extended Yale B dataset [7] .
E. Face Recognition in the AR Database
The AR database is much more challenging than the Extended Yale B dataset and exhibits significant variations among its facial image samples. It contains color images corresponding to 126 different subjects, depicting their frontal facial view under different facial expressions, illumination conditions and occlusions (sunglasses and scarf). For this experiment we used the pre-aligned and cropped version of the AR database containing in total 2, 600 facial images of size 120 × 165 pixels, corresponding to 100 different subjects captured during two sessions, separated by two weeks time. Thus, 13 images are available for each subject per each session.
In order to investigate MMPP algorithms robustness, we have conducted three different experiments with increasing degree of difficulty. For the first experiment (Exp 1), we formed our training set by considering only those facial images with illumination variations captured during the first session, while for testing we considered the respective images captured during the second recording session. For the second experiment (Exp 2), we used facial images with both varying illumination conditions and facial expressions from the first session for training and the respective images from the second session for testing. Finally, for the third experiment (Exp 3), we used all the first session images for training and the rest for testing.
Table V summarizes the highest attained recognition rate and the respective subspace dimensionality, by each method in each performed experiment. The proposed method achieved recognition rates equal to 93.3% 91% and 87% in each experiment respectively using the facial image intensities, while for the augmented Gabor features attained recognition rates equal to 97.2% 96.2% and 93.4% which are the best or the second best among all examined methods.
F. Object Recognition in the ETH-80 Image Dataset
ETH-80 image dataset [40] depicts 80 objects divided into 8 different classes, where for each object 41 images have been captured from different view points, spaced equally over the upper viewing hemisphere. Thus, the database contains 3,280 images in total. For this experiment we used the cropped and scaled to a fixed size of 128 × 128 pixels binary images containing the contour of each object. In order to form our training set we randomly picked 25 binary images of each object, while the rest were used for testing. Table VI shows the highest attained object recognition accuracy rate by each method and the respective subspace dimensionality. Again MMPP outperformed in this experiment attaining the highest object recognition rate of 84.6%. It is significant to note that all discriminant dimensionality reduction algorithms in our comparison, based on Fisher discriminant ratio (i.e. LDA, LPP, OLPP and NPE) attained a reduced performance compared against the baseline approach which is feeding directly the initial high dimensional feature vectors to the linear SVM for classification. This can be attributed to the fact that since each category in the ETH-80 dataset includes images depicting 10 different objects captured from various view angles, data samples inside classes span large in-class variations. As a result all the aforementioned methods which have the Gaussian data distribution optimality assumption [17] , [45] fail to identify appropriate discriminant projection directions. In contrast to the proposed MMPP method which depends only on the support vectors and the overall data samples distribution inside classes does not affect its performance.
VI. CONCLUSION
We proposed a discrimination enhancing subspace learning method called Maximum Margin Projection Pursuit algorithm that aims to identify a low dimensional projection subspace where samples form classes that are separated with maximum margin. The proposed method is an iterative alternate optimization algorithm that computes the maximum margin projections exploiting the separating hyperplanes obtained from training an SVM classifier in the identified low dimensional space. We also demonstrated the non-linear extension of our algorithm that identifies a projection matrix that separates different classes in the feature space with maximum margin. Finally we showed that it outperforms current state-of-theart linear data embedding methods on challenging computer vision recognition tasks such as face, expression and object recognition on several popular datasets.
