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. \beta $\lambda$ , $(\beta, \lambda)$
. \beta $= \frac{1}{6}$ , \mbox{\boldmath $\lambda$} $=1$
. \mbox{\boldmath $\xi$} , $\xi=0$
, $\xi=\frac{1}{12}$ . .
,
, \epsilon -








\phi oO), $u,$ $K$ $L$ .
$(E)\{\begin{array}{l}\text{ ^{}\backslash }F_{|\iota}r_{\dot{A}}\ovalbox{\tt\small REJECT} z\not\in X\text{ }\phi=\phi(t,x)\text{ }\cdot\phi_{+u\frac{\partial\phi}{\partial x}=K}t0<x<Lt,0)=\phi(t,L)=\phi_{x}(t,L),0,x)=\phi_{O}(x),x\leq L\end{array}$
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(2)
\phi ’(x) $(D_{h}^{(\beta,\lambda)}\phi)(x)$ (2.1) .
(2.1)
$(D_{h}^{(\beta,\lambda)} \phi)(x)=\frac{(T_{\frac{h+}{2}}\phi)(x)-(T_{\frac{h+}{2}}\phi)(x-h)}{h}$






. $( \beta, \lambda)=(\frac{1}{6},0),$ $( \frac{1}{6},1)$ , .
,
, .
, \phi ’’(x) $(D_{hh}^{\xi}\phi)(x)$ (23) .




(2.4) $(D_{h\overline{h}}^{\xi} \phi)(x)-\phi’’(’.\cdot)=(\frac{2}{4!}-\xi)\phi^{(4)}(x)h^{2}+(\frac{2}{6!}-\frac{\xi}{6})\phi^{(6)}(x)h^{4}+O(h^{6})$ .
,
, .
(3) (Ex)(\mbox{\boldmath $\xi$}\beta ,\mbox{\boldmath $\lambda$})
, $h$ , 2N $(h= \frac{L}{2N})$ , 1 ,
\mbox{\boldmath $\tau$} . , $(E)$ , ,
(2.1) , (2.3) . $(E_{h}^{\tau})_{\xi}^{(\beta,\lambda)}$ .
$(E_{h}^{\tau})_{\xi}^{(\beta,\lambda)}\{\begin{array}{l}7J]\mathfrak{M}_{7^{\backslash ^{\backslash }}}\overline{\cdot}-p\phi_{k}^{o},k=1,\cdots,\cdot 2N\#gg_{|_{\llcorner}^{arrow 5\check{x}T,\grave{l}RX\ \}ffi f^{\sim}.\text{ }}}\phi_{k}^{n}\text{ }D_{\tau}\phi_{k}^{n}+uD_{h}^{(\beta,\lambda)}\phi_{k}^{n}=KD_{h\overline{h}}^{\xi}\phi_{k}^{n},k=1,2,\ldots,2N\phi_{O}^{n}=\phi_{2N}^{n},\phi_{-1}^{n}=\phi_{2N-1}^{n},\phi_{2N+1}^{n}=\phi_{1}^{n},\phi_{2N+2}^{n}=\phi_{2}^{n}\end{array}$
! $I_{\sim}\_{-}^{i}$
, $D_{\tau} \phi_{k}^{n}=\frac{\phi_{k}^{n+1}-\phi_{k}^{n}}{\tau}$ . , \phi r $=\phi(n\tau, kh)$ .
(4)\epsilon -




. $G$ \mbox{\boldmath $\theta$}, $\beta,$ $\lambda,$ $\xi$ . \epsilon $[0,2]$
. $|G|$ \epsilon \leq l-cos $\theta$ \mbox{\boldmath $\theta$} , $|G|\leq 1$
. \epsilon -. . , \epsilon $=0$
.
3.
1( ) $\beta,$ $\lambda,$ $\xi\geq 0$ , $(E_{h}^{\tau})_{\xi}^{(\beta,\lambda)}$ .
(3.1) $c^{2} \leq 2d\leq\frac{1-4\beta\mu c}{\eta}$
. , $\mu=2\lambda+1,$ $\eta=4\xi+1,$ $c= \frac{u\tau}{h}\geq 0,$ $d= \frac{K\tau}{h^{2}}\geq 0$ . , $4 \beta\mu u+\frac{2\eta K}{h}>$
$0,$ $u>0$ ,
(3.2) $\tau\leq\min(\frac{h}{4\beta\mu u+\frac{2\eta K}{h}},$ $\frac{2K}{u^{2}})$
.
, $\beta,$ $\xi\geq 0$ , $(E_{h}^{\tau})_{\xi}^{(\beta,\lambda)}$ (3.1) $\lambda$
,
(3.3) $\{\beta>0$$, \lambda\geq\max^{=}(-\frac{1}{2}\frac{1}{2}\beta=0$




2( $\epsilon$ ) $\beta,$ $\lambda,$ $\xi\geq 0$ , \epsilon $\in[0, 2]$ , $(E_{h}^{\tau})_{\xi}^{(\beta,\lambda)}$
\epsilon - , $c,$ $d,$ $\mu,$ $\eta$ 1 ,
(3.4) $\{\begin{array}{l}-4\{d+(2\xi d+c\beta\mu)\epsilon\}+4\epsilon\{d+(2\xi d+c\beta\mu)\epsilon\}^{2}+c^{2}(2-\epsilon)(1+2\beta\epsilon)^{2}\leq 02d\leq\frac{l-4\beta\mu c}{\eta}\end{array}$
, $4 \beta\mu u+\frac{2\eta K}{h}>0,$ $u>0$ ,
(3.5) $r \leq\min(\frac{h}{4\beta\mu u+\frac{2\eta K}{h}}4\epsilon t^{4\{(1+2\epsilon\xi)K_{2}+\beta\mu u\epsilon h\}}\ovalbox{\tt\small REJECT})$
.
$\xi=0$ 1 [1] . $\xi>0$
. , 1 2 [2] .
4.
$u=u(t, x)$
(4.1) $\frac{\partial u}{\partial t}+u\frac{\partial u}{\partial x}=K\frac{\partial^{2}u}{\partial x^{2}},0<x<L,$ $t>0$ ,
, $u_{0}$ , $u=u_{0}+u_{1}$ . , $L=K=1$ ,
$R= \frac{Lu_{0}}{K}$ $R=u_{0}$ , .
(4.2) $\frac{\partial u_{1}}{\partial t}+(R+u_{1})\frac{\partial u_{1}}{\partial x}=\frac{\partial^{2}u_{1}}{\partial x^{2}}$ $0<x<L,$ $t>0$ .
, $u_{1}(0, x)=A\sin(2\pi mx)$ . , $A=$
$\alpha R(0<\alpha<\backslash 1),$ $m$ . ,
. $2N(h= \frac{1}{2N})$ ,
(4.3) $D_{r}(u_{1})_{k}^{n}=-(R+u_{1})D_{h}^{(\beta,\lambda)}(u_{1})_{k}^{\mathfrak{n}}+D_{h\overline{h}}^{\xi}(u_{1})_{k}^{n}$ , $k=1,$ $\ldots,$ $2N,$ $n>0$ ,
1. $1_{\vee}^{l}J$
. ,
, $R+u_{1}$ . ,
. .
(4.4) $(u_{1})_{0}^{n}=(u_{1})_{2N}^{n}$ , $(u_{1})_{-1}^{n}=(u_{1})_{2N-1}^{n}$ , $(u_{1})_{2N+1}^{n}=(u_{1})_{1}^{n}$ , $(u_{1})_{2N+2}^{n}=(u_{1})_{2}^{n}$ .
,
. ,
(4.5) $\sum_{k=1}^{2N}|(u_{1})_{k}^{n}|^{2}\{\begin{array}{l}>\sum_{k=1}^{2N}|(u_{1})_{k}^{o}|^{2}\ldots’,\text{ }\leq\sum_{k=1}^{2N}|(u_{1})_{k}^{o}|^{2},\text{ }\end{array}$
, .
$\epsilon$ $h$ , (3.5) $\tau$ . $K=1$
, $u=100$ ,1000, 10000 , $\epsilon$ 0.0 18 0.2
1, 2, 3 . \mbox{\boldmath $\tau$} , $h$ .
, .
3 , $u=10000,$ $K=1$ , $\epsilon=0.2$ ,
$h= \frac{1}{160}$ \mbox{\boldmath $\tau$} $=1.0E-7$ ,
. , $R=10000$ , $\epsilon=0.2$
$m$ , 2 ,
. $\alpha=0.1$
4 5 .
$(u_{1})_{k}^{n}$ $n$ , .
, . , 5 1000 .
, 4 , 1 ,




, $\epsilon,$ $N$ , $\epsilon-$ $m$
$N \geq m\geq\frac{\cos^{-1}(1-\epsilon)}{\pi}\cdot N$
$\dot{\overline{\perp}}1\cdot\grave{i\prime}\prec$
.
1 , u=100( : , : )
. , $\epsilon=0.2,$ $N=80$ , $\epsilon-$





, $\epsilon$ , $h$ ,
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