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ABSTRACT 
For finite-dimensional unitary irreducible group representations, theorems are 
established giving conditions under which the transition from a representation to its 
complex conjugate may be accomplished by an inner automorphism of the group. 
The central arguments are of a purely matrix-theoretical nature. Since the investiga- 
tion naturally falls into two cases according to the Frobenius-Schur classification of 
irreducible representations, this classification is briefly discussed. 
INTRODUCTION 
This paper is concerned with finite-dimensional linear group representa- 
tions over the field of complex numbers. Given such a representation of a 
group G, we ask whether it is possible to find an inner automorphism of G 
carrying the representation into its complex conjugate. It turns out that 
necessary and sufficient conditions are easily formulated and may be estab- 
lished using only elementary linear algebra. This is done in Sec. 2. 
Since the discussion almost immediately splits up into two cases accord- 
ing to the Frobenius-Schur classification, we give in Sec. 1 a review of this 
classification. 
The present investigation was prompted by certain representation-theo- 
retic problems in the so-called Wigner-Racah algebra of groups, which is of 
great importance in theoretical chemistry and physics. For these applications 
we refer the reader to [l] and [16] and references therein. 
Matrix representations will be understood to be unitary. The symbol T is 
used for transposition of matrices; a bar over a matrix denotes complex 
LINEAR ALGEBRA AND ITS APPLICATIONS 32:125-135(1980) 125 
0 Elsevier North Holland, Inc., 1980 0024-3795/So/o40125+ 11$01.75 
126 TURE DAMHUS 
conjugation. The trace of a matrix is denoted by Tr. The d-dimensional unit 
matrix is denoted 1,; the d-dimensional zero matrix is denoted 0,. The real 
and complex fields are denoted Iw and C, respectively. If d is a natural 
number, the canonical scalar products in [Wd and Cd are both denoted ( *, . ). 
The kernel of a homomorphism q is denoted Kerv. 
Suppose m is a natural number. Let J be the matrix defined by 
A sympkctic d X d matrix, where d =2m, is a d X d matrix M satisfying 
M TJM = J. The unitary symplectic d X d matrices form a group which we 
shall denote USp(d, C). Note that J E USp(d, C). 
1. THE FROBENIUS-SCHUR CLASSIFICATION 
We shall make frequent use of the following concept: 
A conjugating matrix for a matrix M is a unitary matrix U satisfying 
UMU-‘=a. 
If gHD( g), gE G, is a matrix representation of a group G, a conjugating 
matrix for D is a unitary matrix which is a conjugating matrix for every D(g), 
g E G; that is, it is a unitary matrix U intertwining D and D (the complex 
conjugate representation): 
VgEG: UD(g)= D(g) U. 
Using the unitarity of the matrices D(g), g E G, we may rewrite (2) as 
VgEG: D(g)TUD(g)= U. (3) 
Now suppose that D is irreducible, and let d be the dimension of D. Clearly 
the action of G on the vector space of d X d matrices represented by the 
left-hand side of (3) commutes with the operation MHM T. Thus the linear 
space of all matrices U satisfying (3) is stable under transposition and is 
therefore the direct sum of two subspaces consisting of symmetric and 
antisymmetric matrices, respectively. On the other hand, by Schur’s lemma, 
the intertwining number between D and j? is at most 1, since D is 
irreducible. Thus, given D, either all matrices U satisfying (2) are symmetric 
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or all such matrices U are antisymmetric. This observation forms the basis for 
the Frobenius-Schur classification: 
DEFINITION. An irreducible unitary matrix representation is of the first 
kind if it has a symmetric conjugating matrix. 
An irreducible unitary matrix representation is of the second kind if it has 
an antisymmetric conjugating matrix. 
An irreducible unitary matrix representation is of the third kind if it is 
not equivalent to its complex conjugate. 
Suppose D is a matrix representation and U a conjugating matrix for D. 
Let A be any unitary matrix. Then it is immediately verified that KUA -r is a 
conjugating matrix for the representation gt-+AD( g)A -I, g E G. Since the 
transformation 
evidently preserves symmetry/antisymmetry of U, we see that equivalent 
matrix representations are of the same kind. 
Note that an irreducible representation of the second kind is necessarily 
of even dimension (odd-dimensional antisymmetric matrices cannot be 
unitary). 
NOTE. The above classification was discussed first by Frobenius and 
Schur [2]. Various alternative descriptions of the classification exist, includ- 
ing a simple character test for classifying an irreducible representation, but 
as we shall not need these aspects here, we refer the reader to some of the 
relevant literature [3, 4, 5, 6, 7, 81. 
We shall, however, need the following properties of representations of 
the first and second kinds: 
PROPOSITION 1. Let q be an equivalence cluw of unitay irreducible 
matrix representations of the first kind of some group. If d is the dimension 
of this representation, then any symmetric unitary d x d matrix U is a 
conjugating matrix for some matrix representation D E 9. 
PROPOSITION 2. Let 02) be an equivalence class of unitary irreducible 
matrix representations of the second kind of some group. If d is the 
dimension of this representation, then any antisymmetric unitary d xd 
matrix U is a conjugating matrix for some matrix representation D E 9. 
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In particular, an irreducible representation of the first kind may be 
chosen to have a real orthogonal form [ U = 1, inserted in (2) gives 
D(g)=D(g) for all gEG]. 
An irreducible representation of the second kind may be chosen to have _/ 
defined in (1) as a conjugating matrix, i.e., it may be chosen in a symplectic 
matrix form [since then, by (3), D(g) satisfies D( g)TJD( g) = J for all g E G]. 
NOTE. Actually, the existence of a real matrix form was the criterion for 
an irreducible representation to be of the first kind in the paper by 
Frobenius and ‘Schur [2], and this property is also often noted in modem 
texts on the subject (e.g., [3, 7, 81). Propositions 1 and 2 may be deduced 
from [2], but these properties are seldom stated explicitly in modern treat- 
ments. Occasional assertions related to Proposition 2 occur in the literature 
concerned with applications of group representations [9, lo]. A proof of 
Proposition 2 was given by Weyl [ll, 121, with whom the term “symplectic” 
seems to originate [12]. 
(For the benefit of readers desiring proofs of Propositions 1 and 2 without 
recourse to the older literature we note the following: Proposition 2 follows 
from Lemma 3 below as remarked there. To prove Proposition 1 it suffices to 
prove that given two symmetric unitary-d X d matrices U, and Us we may 
find a unitary matrix A such that Vi = AU,A -i [see (4) above]. This in turn 
easily follows if we establish that any symmetric unitary matrix U can be 
written AA - ’ for some unitary A. For a proof of this last fact see, e.g., pp. 
57-58 of [3].) 
2. COMPLEX CONJUGATION OF MATRIX REPRESENTATIONS BY 
INNER AUTOMORPHISMS 
We now consider the problem of relating inner automorphisms of a 
group G to complex conjugation of its irreducible matrix representations of 
the first and second kinds. More specifically, suppose an equivalence class 9 
of irreducible matrix representations of G of the first or second kind is given. 
If g, E G and D E 9, then the mapping 
g-( g,~‘)=D(~,)D(g)D(~)-‘, gEG, (5) 
is a representation equivalent to D. One may therefore ask whether there 
exist g, E G and D E 9 such that 
VgEG: D(g,,&‘)= D(g). 
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Some necessary conditions for this situation to be attainable may be noted 
immediately. Firstly, by inserting g = g,, in (6), we see that D( ga) is neces- 
sarily real. 
Secondly, the statement (6) is obviously [cf. (5)] equivalent to saying that 
D( ga) is a conjugating matrix for D. Thus, if D is of the first kind, D( go) is 
necessarily symmetric; if D is of the second kind, D( g,,) is necessarily 
antisymmetric. 
Combining these observations on D( gJ, we see that if D is of the first 
kind we have 
where d is the dimension of D, i.e., & E Ker D. If D is of the second kind we 
have 
(Note that if D is faithful, & must be a central involution; this remark is 
relevant to the applications referred to at the end of Sec. 2.) 
These necessary conditions in fact turn out to be sufficient as well. This is 
the content of Theorems 1 and 2, which we state now. 
THEOREM 1. Let G be a group and ‘33 an equivalence class of unitary 
irreducible matrix representations of G of the first kind. Let d be the 
dimension of 9, and let x9 be the character of g. Suppose g, E G is an 
element with $ ~Ker 9, that is, with x~( g$= d. Let P be any real 
orthogonal d X d matrix with P2 = 1, and TrP= xQ( g,,). Then there exists a 
matrix representation D E g with the following properties: 
(9 D(g,J=P; 
(ii) P is a conjugating matrix for D. 
THEOREM 2. Let G be a group and 9 an equivalence class of unitay 
irreducible matrix representations of G of the second kind. Let d be the 
dimension of 9, and let X~ be the character of Gi, . Suppose g,,~ G is an 
element with x9( g,$ = - d, that is, with D( $) = - 1, for all D E 9. Let P 
be a real orthogonal d x d matrix with P2= - 1,. Then there exists a matrix 
representation D E CO with the following properties: 
(9 D( g,,) = P; 
(ii) P is a conjugating matrix for D. 
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REMARK. It will follow from lemma 4 below (on remembering that a 
symplectic matrix form of CD may be chosen) that D( go) under the assump- 
tions of theorem 2 is equivalent to the matrix 
( 9 _‘zm), where 2m= d. 
This means that x& go) = 0. Furthermore, it will follow from Lemma 3 below 
that P under the assumptions of Theorem 2 is equivalent to the matrix J 
defined in (1). This means that TrP = 0. Thus, under the assumptions of 
Theorem 2, we automatically have TrP= X9( ga) and therefore do not 
assume this explicitly as in Theorem 1. 
Proof of Theorem 1. By inspection of the transformation rule (4) for 
conjugating matrices we see that Theorem 1 will be proved if we can show 
that for any real orthogonal d X d matrix T with T2 = 1, and Tr T= Tr P, 
there exists a unitary d X d matrix A such that 
ATA-‘=P=&A-? (7) 
Indeed, suppose this has been established. Referring to Proposition 1, we 
choose a real orthogonal representation D’ E 9, i.e., a D’E 9 having 1, as a 
conjugating matrix. Taking A to satisfy (7) with T= D’( go), we define D E 9 
bY 
D( g) = AD’( g)A -’ for gEG. 
This representation D will satisfy ( ) i and (ii). What remains then to be 
proved is actually a purely matrix-theoretic assertion, namely that of the 
existence of a matrix A satisfying (7). 
Since P and T are real orthogonal with P2 = 1, = T2 and Tr P= Tr T, there 
is a diagonal matrix X with every eigenvalue equal to 1 or - 1 and real 
orthogonal matrices Q and R such that 
QXQ-‘=P and RXR-‘= T. 
Let Y be a diagonal matrix with Y2 = X. Using the facts that diagonal 
matrices commute, that Q and R are real matrices, and that FY -’ = Y2 = X 
= X, it is then immediately verified that the matrix A = QYR -’ satisfies (7). 
n 
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For clarity, we break up part of the proof of Theorem 2 into a succession 
of small lemmas. The approach in these lemmas is modeled after the proof of 
Theorem 9.5 in [13, pp. 347-3481, but since we require less in one direction 
and more in another, we give a self-contained treatment here. 
If d is a natural number, we consider the elements of [Wd and Cd as 
column vectors. 
LEMMA 1. Zf U is an antisymmetric unitary d x d matrix and x E Cd, 
then xl CF. If U is an antisymmetric real orthogonal d X d matrix and 
x E Rd, then x I Ux. 
Proof. The two assertions follow from the common calculation (x, U?) 
=x’Ux=(xTUx)T= x’( - U)x= -(x, UX). n 
LEMMA 2. Suppose that M is a d x d matrix and that U is a conjugating 
matrix for M. Assume furthermore that x E Cd is an eigenvector for M with 
eigenvalue h. Then & is an eigenvector for M with eigenvalue x. 
Proof Mg%=EUx=m= %= 6&?=~% (using the fact that EIJ 
= UM). n 
LEMMAS. If U is an antisymmetric unitay d X d matrix, there exists a 
unitary d X d matrix Q such that QJQ -’ = U (where J is defined in (1)). Zf 
U is real, Q may be chosen real. 
Proof. Construct an orthonormal set in @” in the following way: Start 
by choosing any unit vector xi E Cd. By Lemma 1, &, Ix, (and of course 
U?i is also a unit vector). If d >2, we now choose any unit vector x2 E 
{xi, i%i } I. We claim that (xi, UT,, xs, g?a) is an orthonormal set. As before, 
i%a is a unit vector with U%a I x2. Furthermore, (V?,, r&) = 
(c,, ?a,= (x1,x,) = 0 and (xi, 6&) = (U Txl, cs> = ( - Ux,, Fs) = 
- (xs, UT,) =O. Evidently the process can be continued until we have an 
orthonormal basis for Cd; we shall arrange this as 
( -- X1,X?, )...) Xrn,UXl,UX, ,*.., &J, 
where 2m = d. Now define 
0=(x, x2 ... xm -iI%, -G2 ... -Gm), 
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that is, let Q be the d X d matrix with columns xi, x2, . . . , 
x,, - G1, - iE 2,“” - fCm. Since the columns of Q form an orthonormal 
set, Q is unitary. We see that 
UQ_l = U( 02, i?F2. + ’ i%,,, x1x2. . . xm) 
= - Q, 
where we have used U6= U( U ‘)- ’ = - UU - ’ = - I,. Rearranging and 
using --J-l=./, we get 
Q-' UQ=I, 
which is seen to be the desired result. (If U is real, the result is simply 
obtained by working in aBd instead of Cd.) n 
REMARK. Proposition 2 in Sec. 1 is easily deduced from Lemma 3. To 
see this, observe that as a consequence of the transformation law (4) for 
conjugating matrices under unitary equivalence, Proposition 2 is proved if 
we can show that given two unitary antisymmetric matricesJ, and U, there 
exists a unitary Q such that @JiQ -‘= U,. Now, with QiJQj-‘= Ui, iE 
{ 1,2}, we simply define Q = Q&-l. 
LEMMA 4. Let T ~Usp(d, C) with T2= - 1,. There exists a matrix 
Q E USp(d, C) such that 
o’TQ=( ;l _“;;,.)* 
where 2m = d. 
Proof. Since T2 = - l,, every eigenvalue of T is i or - i; both occur, 
since the only symplectic scalar multiples of 1, are ? 1,. Let Ni r Cd and 
N_, c Cd be the eigenspaces. Now carry out the construction in the proof of 
Lemma 3 with U = J in the following way: Choose xi E Ni. Then _Ei E N_ i 
by Lemma 2. If d > 2, next take xh as any eigenvector of T in { xi,.Ei}~. If 
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x; E Nj, put x, = XL. If_xl, EN_ i, we have lz E Ni by Lemma 2; in this case 
put X, = ~2, so that Jxs = J”x; = - xh EN_ i. Proceeding, we eventually get a 
matrix Q, as in the proof of Lemma 3, which is unitary, which is symplectic 
since QJQ - ’ = J, and which by the construction evidently satisfies (8). H 
LEMMA 5. Let T ~Usp(d, Cc) with T2= - 1,. There exists a matrix 
R E USp(d, C) such that 
RJR -‘=T. 
Proof By Lemma 4, T and J are both conjugate in USp(d, C) to the 
diagonal matrix in (8). n 
We are now prepared to give the 
Proof of Theorem 2. By inspection of the transformation rule (4) for 
conjugating matrices it is clear that Theorem 2 will be proved if we can 
show that for any T E USp( d, C) with T2 = - I,, there exists a unitary d x d 
matrix A such that 
ATA-‘= P=A]A-‘. (9) 
Indeed, suppose this has been established. Referring to Proposition 2, we 
choose a symplectic representation D’ E 9. Taking A to satisfy (9) with 
T= D’( go), we define D ~oi) by 
D(g)=AD’(g)A-’ for gEG. 
Then D will satisfy (i) and (ii). 
To establish the existence of an A satisfying (9), observe that since P by 
assumptions is antisymmetric, there is by Lemma 3 a real orthogonal matrix 
Q such that 
QIQ-‘=P. 
Furthermore, from the assumptions on T, there is by Lemma 5 a matrix 
R E USp( d, C) such that 
RJR -‘=T. 
It is immediately checked that A = QR -’ satisfies (9). 
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As explained in [l] and [16], one may for certain applications be 
interested in choosing matrix forms of irreducible representations which are 
transformed into their complex conjugate by inner automorphisms. For the 
group SU(2) = USp(2, C) an d several of its irreducible subgroups, it is actually 
possible to choose matrix forms of all the irreducible representations and a 
single inner automorphism of the group (induced by an element g, with $ 
equal to the unique nontrivial central involution in those groups) turning all 
of these into their complex conjugates. See [14, 161 for W(2) itself; see [15] 
for the binary octahedral group (called there the octahedral spinor group); 
and see [16] for the binary icosahedral group (called there the icosahedral 
double group). 
The author wishes to thank the referee for same comments on the 
organization of the proofs of Theorem 1 and 2. 
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