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ABSTRACT
Adequate vitamin D status is essential to maintain healthy bones and to reduce risk of frac-
ture. It is difficult, however, to determine recommended intake levels due to the complexity of
the metabolism of the vitamin D we consume. Vitamin D status depends on factors other than
consumption of vitamin D from food and supplements; for example, status depends on sun ex-
posure, skin pigmentation, adiposity and several other environmental and physiological factors.
A biomarker for vitamin D status is a person’s 25-hydroxyvitamin D (or 25(OH)D) serum level.
From a practical viewpoint, we cannot make public health recommendations using 25(OH)D levels.
Ideally we want to be able to make recommendations for intakes of vitamin D. In our work, we
model the association between intake of vitamin D from all sources and the level of 25(OH)D in the
serum. Since we can only obtain noisy measurements of vitamin D intake, we propose a nonlinear
measurement error model to describe the dependency of 25(OH)D serum levels on vitamin D intake
which accounts for the nuisance day-to-day variance when estimating long-term average intake.
Initially, we assume that the unobservable usual vitamin D intakes are normally distributed, and
discuss maximum likelihood estimation in that context. We then propose an extended model where
we no longer assume that the distribution for the unobservable predictor is normal, but instead is
a finite mixture of discrete distributions. We show an application of the nonlinear measurement
error model using data from the 2005-2006 National Health and Nutrition Examination Survey
(NHANES). In the application, we implement the extended nonlinear measurement error model
and also assume that the measurement errors follow a truncated normal distribution with mean
and variance depending on usual intake.
1CHAPTER 1. INTRODUCTION
An adequate vitamin D status is essential to maintain healthy bones. Low serum vitamin D
levels have been linked to a variety of health issues including low bone density, risk of fracture,
muscle weakness, tooth loss, and colon cancer (Bischoff-Ferrari et al., 2006) (Ross et al., 2011).
Currently, the Estimated Average Requirement (EAR) for vitamin D is 10 µg/day (400 IU/day)
(Ross et al., 2011, pp.363, 1104). The vitamin D intake recommendations are partly based on
results from feeding studies and partly on expert opinion (Dawson-Hughes et al., 2005) (Vieth
et al., 2007) (Hollis, 2005). In feeding studies, individuals consume varying doses of vitamin D and
their serum 25-hydroxyvitamin D (or 25(OH)D) — a biomarker of vitamin D intake — is measured.
The ideal level of 25(OH)D (measured in nmol/L) is the level of the biomarker which maximally
suppresses an individual’s serum parathyroid hormone (PTH) — a hormone known to be related
to various health issues such as bone loss (Hollis, 2005) (Ross et al., 2011). Previous research has
been done to estimate optimal levels of 25(OH)D given an individual’s PTH level (Joseph, 2013)
(Aloia et al., 2006) (Durazo-Arvizu et al., 2010).
From a public health perspective, vitamin D recommendations should be formulated relative to
vitamin D intake from food and supplements and not to the 25(OH)D serum level. There are two
main forms of vitamin D — vitamin D2 and vitamin D3. Vitamin D2 is mainly man-made and is
the form of vitamin D that is typically consumed from supplements. Vitamin D3 is provided by
animal-based food components. Diet alone does not typically provide individuals with sufficient
amounts of vitamin D (Vieth et al., 2007). Unlike other vitamins, vitamin D is a pro-hormone which
must first be metabolized to carry out its functions. Therefore, a challenging aspect of vitamin
D is that the association between vitamin D intake and 25(OH)D level is complex and not fully
understood, and is a function of factors beyond an individual’s diet. These factors include exposure
to sun light, adiposity, skin pigmentation and consumption of other nutrients. Vitamin D is fat
2soluble and may be stored in fat tissue where it is not always readily available. Consequently, obese
individuals need larger amounts of vitamin D to achieve desired 25(OH)D levels (Ross et al., 2011,
pp.88). Further, vitamin D is synthesized through the skin from exposure to sunlight (Ross et al.,
2011, Ch.3). Thus, an individual’s diet is only one contributing factor to their vitamin D status
and other factors such as adiposity or sun exposure (itself related to skin pigmentation, season,
latitude, or the amount of skin exposed) also play a large role (Ross et al., 2011) (Hollis, 2005).
In an effort to provide a recommended intake for vitamin D, researchers have explored the
association between vitamin D intake and 25(OH)D serum levels. Several studies have included
systematic reviews of the literature or have combined results from different experimental studies via
meta-analysis. One of the earliest analyses, by Vieth (1999), combines data from several supplemen-
tation studies and explores the relation between mean vitamin D intake dosage and corresponding
final mean 25(OH)D levels achieved in each study. They found a nonlinear association between
intake and the biomarker; where, 25(OH)D was constant up to intakes of 250 µg (around 10,000
IU) in vitamin D supplements per day and then rose sharply after this point. We note, however,
that the studies combined by Vieth (1999) not only varied in geography (and hence culture and
food fortification laws) but also used different assays to measure the biomarker 25(OH)D. Vieth
(1999) additionally combined studies with a large range of vitamin D doses, from about 200 IU/day
to almost a million IU/day. At the higher doses, participants experienced toxicity.
Heaney et al. (2008) also aggregated data, now from six studies, where again each study varied
in size, cohorts, and vitamin D3 dosages administered. Results indicated a curvilinear association
between intake and serum 25(OH)D, but the shape of the curve was different from the one in Vieth
(1999). Here, for low levels of vitamin D3 supplemental intake, 25(OH)D serum levels rise sharply
until reaching a level around 100 nmol/L (40 ng/mL) of 25(OH)D. At higher intakes, the increase
in 25(OH)D slowly tapers off. The range of doses in the studies considered by Heaney et al. (2008)
is narrower than the range in Vieth (1999).
Instead of combining data from multiple studies, Garland et al. (2011) collected data on sup-
plemental vitamin D and 25(OH)D levels from participants who volunteered to attend a vitamin
3D seminar hosted by the non-profit community service organization, GrassrootsHealth. Garland
et al. (2011) found a curvilinear association between self-reported vitamin D supplement intake and
25(OH)D serum level. They found that 25(OH)D sharply increased as vitamin D dosage increased
from 0 to around 1000 IU/day. For dosages of vitamin D above 1000 IU/day, 25(OH)D continued
to increase, but more gradually. The authors of the study investigated the effect of race on the
vitamin D intake and 25(OH)D association. They found that the interaction between sex and in-
take was negligible, but that race did have a significant interaction with intake levels on 25(OH)D
status. A drawback of the Garland et al. (2011) study is that participants were self-selected and
already had high baseline levels of 25(OH)D.
Recently, a committee of the Institute of Medicine (IOM; now National Academy of Medicine)
produced a consensus report that updated the earlier Dietary Reference Intakes (DRIs) for vitamin
D and calcium (Ross et al., 2011). The report presents results from a meta-analysis that combines
data from various studies — the committee focused specifically on studies that were carried out
in locations at high latitude (e.g., northern Norway) where sunlight exposure of participants was
minimal. By restricting participants to low sun exposure, researchers achieved two goals. First, they
mimic conditions that result from current recommendations to avoid sun exposure and thus reduce
the chance of developing skin cancer. Second, they eliminate as much as possible the variability
among participants that is due to varying degrees of exposure (Ross et al., 2011, Ch.5). The set
of studies included in the meta-analysis is shown in Table 5-4 of the Ross et al. (2011) report. To
summarize the results of the dosing studies, Ross et al. (2011) fit a mixed effects linear model to
mean serum level of 25(OH)D at each level of log intake of vitamin D. A study-level random effect
accounts for the clustering effect of study. When intake is included in the model in the log scale,
the association between 25(OH)D and intake is linear; transforming log intake into the original
scale results in a non-linear prediction curve. As was the case in the Garland et al. (2011) study,
mean 25(OH)D increases more rapidly with increasing but low vitamin D intakes and reaches a
plateau once intakes exceed about 1,000 IU/day. While the Ross et al. (2011) analysis included
total vitamin D intake (from food and from supplement sources), their analysis still has some of
4the limitations of earlier studies. For example, the laboratory assay used to measure 25(OH)D was
not the same across all studies included in the meta-analysis. Even in high latitude locations, the
effect of season (a proxy for sunlight exposure) was significant; however, the estimated association
between 25(OH)D and intake of vitamin D was not significantly different across age groups.
In our work, we use data collected from the 2005-2006 National Health and Nutrition Ex-
amination Survey (NHANES). NHANES is administered by the Centers for Disease Control and
Prevention’s (CDC) National Center for Health Statistics (NCHS) program which is responsible
for collecting data to monitor the health and nutrition status of individuals in the United States.
NHANES is a stratified, multistage survey conducted continuously in two year cycles. The survey
is the only nationally representative survey which collects data from both in-person interviews and
health examinations. The health examinations are conducted in a mobile examination center (or
MEC; see Figure 1.1). The MECs provide a standardized environment to collect data for the ma-
jority of the survey participants. Along with a health examination, NHANES interviewers conduct
a 24-hour recall dietary interview. A follow-up phone interview, using the same 24-hour recall
methodology as was used for the dietary interview in the MEC, is conducted three to ten days after
the MEC examination. NHANES has a high response rate of about 75%, but individual survey
weights are adjusted for the non-response.
Nutritionists are interested in long-term average intakes rather than in daily intakes of nutrients,
because these habitual or usual intakes are associated with health outcomes. Of interest to us is
the total vitamin D intake — amounts of vitamin D2 and vitamin D3 consumed — where intake
includes vitamin D from both food and supplements. In most studies, including NHANES, habitual
intake is not measured directly; instead, participants contribute two (conditionally) independent
daily observations of vitamin D intake, collected using survey instruments such as the 24-hour
recall. While we may plausibly assume that daily intake is an unbiased estimate of habitual intake,
the presence of day-to-day variability in food consumption makes daily intake a noisy measurement
of habitual intake. Thus, even if we could measure daily vitamin D intake accurately, we would
still say that daily intake measures habitual intake with error.
5Figure 1.1 One of the mobile examination centers (or MECs) which provide a standard-
ized environment to collect data for the majority of the survey participants of
NHANES.
We propose a nonlinear measurement error model to describe the dependency of 25(OH)D serum
levels on vitamin D intake, which accounts for the nuisance day-to-day variance when estimating
long-term average intake. In Chapter 2 we outline the methodology for estimation of parameters
in a nonlinear measurement error model. We focus on a structural measurement error model which
treats the unobservable predictor as random. Initially, we assume that unobservable, usual vitamin
D intake is normally distributed and discuss maximum likelihood estimation in that context. We
investigate properties of the maximum likelihood estimator and assess its performance in terms of
bias and root mean squared error (RMSE) in the nonlinear measurement error model via simulation.
In Chapter 3 we introduce an extended model where we no longer assume that the distribution
for the unobservable predictor is normal. We propose a finite mixture distribution composed by a
linear convex combination of a discrete number of distributions, to represent the unobservable, usual
vitamin D intake. Again, we assess the performance of the estimators in the extended nonlinear
measurement error model via simulation. An application of the nonlinear measurement error model
is shown in Chapter 4 where we model the association between vitamin D intake and 25(OH)D
6serum levels for the NHANES data. In the application, we implement the extended nonlinear
measurement error model, and assume that the measurement errors follow a truncated normal
distribution with mean and variance depending on usual intake. We draw final conclusions and
outline some open questions that can be addressed in future research in Chapter 5.
7CHAPTER 2. NONLINEAR MEASUREMENT ERROR MODEL
We address the issue of parameter estimation in a nonlinear regression model when the inde-
pendent variable is measured with error. We assume that at least for a sub-sample, we have two
or more independent noisy measurements of the predictor, to permit estimation of the measure-
ment error variances. The specific application of interest was briefly introduced in Chapter 1. We
wish to model the association between the long-run average or usual intake of vitamin D and the
long-run or usual 25(OH)D level for an individual. In practice, however, we observe daily values
of nutrient intake and serum biomarkers that are subject to day-to-day variability (in addition to
person-to-person variability). Even if we assume that daily intake is unbiased for usual intake,
day-to-day variability in daily intake tends to be large relative to between person variance. Thus, a
naive approach to estimating model parameters that does not take into account the measurement
error will result in biased estimates.
In this chapter, we introduce notation and review some results for estimation in nonlinear
measurement error models. We determine a nonlinear mean function to describe the association
between serum 25(OH)D levels and vitamin D intake for the NHANES data. We present results
from a simulation study for the nonlinear model, investigate possible bias of the maximum likelihood
estimator, and define an estimator which adjusts for small sample biases.
2.1 Methodology
We observe Wij , which is a noisy measurement of the usual intake, Xi, for individual i on day
j, where i = 1, ..., n individuals and j = 1, ...,mi days of observation for the ith individual. We
8assume that the response, Yi, is measured once for each individual. The model for the response in
terms of the predictor is,
Yi = g(Xi,β) + ei, (2.1)
where we assume that the errors ei are independent with zero mean and variance σee. The predictor
Xi is observed with additive measurement error so that,
Wij = Xi + Uij , (2.2)
where the errors, Uij , have mean zero and may or may not have constant variance (in Chapter 4
we relax the assumption of zero mean and constant variance for Uij). The error ei is assumed to
be independent of both Xi and Uij .
2.1.1 Nonlinear measurement error model
It is well established that ignoring measurement error leads to biased parameter estimates and
to a loss of power (Fuller, 1987, pp.1-4, 247-250) (Carroll et al., 2012, Ch.1). For example, if the
underlying model for Yi in terms of a single predictor is linear (i.e. the mean function g(Xi, β)
in (2.1) is Xiβ), the parameter estimate for β will be attenuated towards zero when measurement
error in the model is ignored. Consistent, closed form estimates of the parameters in the linear
measurement error model are shown in Appendix A. We now focus on a model which is nonlinear
in Xi.
2.1.1.1 Structural model
Consider the model in equations (2.1) and (2.2). Assume a structural model in which the Xi are
treated as random variables which follow some parametric distribution (in contrast to a functional
model were Xi are fixed; see Appendix C). We denote the densities for the response, the observed
predictor, and the unobserved x as fY |W,X(y|x,w,θ1), fW |X(w|x,θ2), and fX(x,θ3), respectively.
Define the likelihood for θ = (θ1,θ2,θ3)




fY |W,X(yi|xi, wi,θ1)fW |X(wi|xi,θ2)fX(xi|θ3)dx. (2.3)











for Li(θ) defined in (2.3). To maximize the log likelihood function with respect to θ we numerically
approximate the integral in (2.3) using a dense set of xk values (k = 1, ...,K) each representing a





fY |W,X(yi|xki, wi,θ1)fW |X(wi|xki,θ2). (2.6)
Details of this numerical integration are found in Appendix B. To avoid numerically evaluating the
integral, estimation using the Expectation Maximization (EM) algorithm was considered. However,
due to the multiple approximations needed to evaluate the expectations for the EM algorithm, we
instead continue to estimate parameters by maximizing the likelihood directly. See Appendix D
for more details on the EM algorithm.
2.2 Exploratory analysis of the association between vitamin D intake and
25(OH)D
2.2.1 Description of the data
We analyze data from the 2005-2006 National Health and Nutrition Examination Survey (NHANES)
(CDC, 2013). The survey instrument used to collect dietary intake data is a 24-hour recall which
attempts to capture daily food consumption by participants. Each participant is interviewed on two
occasions at least three days apart, so intake data consist of two independent observations of food
consumption per participant. Laboratory analysis of serum and urine samples are also conducted,
but only on a single occasion for each participant.
10
To convert food consumption into nutrient intake, the US Department of Agriculture has devel-
oped a food composition table that includes more than 9,000 items from simple foods to complex
recipes to spices and beverages. The food composition table is the Food and Nutrient Database for
Dietary Studies 2.0 (FNDDS) (USDA, 2006). The NHANES nutrient intake data are calculated
using the FNDDS and reported by food, by eating occasion, and by day for each survey participant.
Only the daily nutrient intake information is considered here.
In this section we study the relationship between serum 25-hydroxyvitamin D (25(OH)D) level
and total vitamin D intake. Each individual has a single measurement of 25(OH)D (nmol/L) and
one or two observations of daily vitamin D intake (µg/day) reported during their two 24-hour
dietary recall interviews. We consider total vitamin D intake by combining intakes from both food
and supplements.
2.2.1.1 Characteristics of the NHANES data
We analyze the subset of NHANES 2005-2006 consisting of just over 3,800 adults (1,731 Whites,
926 Blacks, 1,207 Others) ages 19-70 years old where the majority (3,486) of individuals provided
two days of intake data. Six individuals were considered extreme outliers who had vitamin D
intakes greater than the Tolerable Upper Intake Level (Ross et al., 2011, pp.1112) of 100 µg/day;
one individual was missing vitamin D intakes for both days. These seven individuals were removed
from the sample. As seen in Figures 2.1-2.2, both vitamin D intake and 25(OH)D have distributions
skewed to the right. Average vitamin D intake is 7.585 µg/day, median intake is 5.3 µg/day and
reported intakes have an interquartile range of 1.7 to 11.5 µg/day. Serum levels of 25(OH)D are
centered at a median value of 50 nmol/L (mean of 53.5 nmol/L) with an interquartile range of 35 to
67.5 nmol/L. We further separate the data by race, due to the known differences between 25(OH)D
levels for persons with different skin pigmentations (see Chapter 1), and by sex. For reference,
summary statistics for 25(OH)D level and vitamin D intake for each race and sex subgroup are in
Table 2.1.
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After considering a variety of transformations, a square root transformation for 25(OH)D levels
and a third root transformation for vitamin D intakes result in less skewed distributions. Since
the majority of vitamin D intakes are reported to the nearest tenth, we add a constant of 0.5 to
the intakes before taking the third root. The added constant helps to avoid large gaps in the data
for the small intake values. The histograms in Figure 2.3 and 2.4 illustrate the attributes of the
transformed data for each race and sex. In all the analyses that follow, we use observed vitamin D
intake (W ∗ij) and observed serum 25(OH)D level (Yi) in the transformed scale.
The distributions of observed vitamin D intake are bimodal. The two modes correspond to
two groups of individuals — those whose total vitamin D intake includes supplements and those
whose total vitamin D intake does not include supplements. Separating the data into subgroups
based on race, sex, and supplement usage, we see the differences between supplement users and
non-supplement users in the shape and center of the observed vitamin D intake distributions (as
seen in Figures 2.5-2.6). For the analyses that follow, we separate vitamin D intake based on race,
sex, and supplement use; levels of 25(OH)D are separated by race and sex.
The measurement error model outlined in Section 2.1 assumes that, conditional on individual,
the expectation of observed vitamin D intake is equal for the two days. We consider twelve different
subgroups defined by race, sex, and supplement use. A t-test, for equality of mean vitamin D
intake between the two days, results in a significant difference for three of the twelve subgroups
(see Table 2.2). These differences may be attributable to the fact that in NHANES, the first 24-hour
recall is implemented via an in-person interview, but the second interview is conducted over the
phone. So that we can plausibly assume that E(Wij |Xi) = Xi, we adjust the first two moments of
the second day measurements to equal those of the first day measurements. We denote the adjusted
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Vitamin D Intakes by Ethnicity
      Females
Figure 2.1 Distributions of mean vitamin D intakes for males (left) and females (right)
in the original scale. Distributions are split by race: Whites (top), Blacks
(middle), and Other (bottom).
of recorded vitamin D intake, and we set W adji1 to be equal to W
∗
i1. To adjust the second day of










1(W ∗i1 6= 0)1(W ∗i2 6= 0) where the indicator function is:
1(A) =

1 if A is true
0 else.
(2.8)
The variances of observed vitamin D intakes for the first and second days, estimated separately




























25(OH)D Serum Levels by Ethnicity
























25(OH)D Serum Levels by Ethnicity
      Females
Figure 2.2 Distributions of 25(OH)D levels for males (left) and females (right) in the
original scale. Distributions are split by race: Whites (top), Blacks (middle),
and Other (bottom).
the two days resulted in non-significant p−values for all subgroups. Regardless, we adjust the
second day of observed vitamin D intakes to ensure equal variance of observed intakes in the two






(W ∗ij − W¯ ∗.j)2. (2.9)
Then the adjusted observed vitamin D intake value for the second day is:
W adji2 =






We calculate the adjusted vitamin D intake separately by race, sex, and supplement use. In all the
analyses that follow, we use Wij to denote the transformed, adjusted observed vitamin D intake.
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Table 2.1 Summary statistics for observed vitamin D intake (top) and 25(OH)D serum
levels (bottom) in the original scales; nobs is the total number of observations in
the dataset for a given subgroup.
Vitamin D
Sex Race nobs Min Q1 Q2 Q3 Max Mean Std Dev
Males
Whites 1,584 0.00 2.40 6.88 12.70 77.10 8.62 7.81
Blacks 848 0.00 1.40 3.40 8.73 81.37 6.27 7.79
Other 1,001 0.00 1.20 3.50 8.17 46.25 5.72 6.17
Females
Whites 1,747 0.00 2.58 8.50 13.91 72.00 9.45 8.15
Blacks 897 0.00 1.17 3.50 10.10 56.90 5.92 6.28
Other 1,273 0.00 1.60 5.30 10.70 43.70 7.25 6.88
25(OH)D
Sex Race nobs Min Q1 Q2 Q3 Max Mean Std Dev
Males
Whites 1,584 15.0 50.0 62.5 75.0 155.0 63.27 19.80
Blacks 848 7.5 25.0 32.5 45.0 112.5 36.21 16.34
Other 1,001 15.0 37.5 47.5 62.5 157.5 49.86 17.38
Females
Whites 1,747 12.5 50.0 65.0 82.5 190.0 67.03 24.81
Blacks 897 7.5 22.5 35.0 47.5 100.0 36.70 17.42
Other 1,273 10.0 35.0 45.0 60.0 142.5 49.00 20.76
Table 2.2 Means of the observed vitamin D intake in the transformed scale for the first and
second days. The means are estimated separately by race, sex, and supplement
usage for those individuals with two days of data. The p−values are from a
t−test for equality of means between the two days.
Males Females
Race Supplement Day 1 Day 2 p−value Day 1 Day 2 p−value
Whites
Yes 2.3592 2.3778 0.3930 2.3740 2.3925 0.1668
No 1.6988 1.6338 0.0096 1.4775 1.52145 0.0908
Blacks
Yes 2.2907 2.3330 0.3537 2.2023 2.2356 0.1482
No 1.4824 1.5443 0.0640 1.4067 1.4166 0.7590
Other
Yes 2.1626 2.2069 0.3394 2.3161 2.3057 0.6630
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Transformed Vitamin D Intakes by Ethnicity
      Females
Figure 2.3 Distributions of individual mean vitamin D intake in the third root scale for
males (left) and females (right). Distributions are split by race: Whites (top),
Blacks (middle), and Other (bottom).
Table 2.3 The variances of observed vitamin D intake for the first and second days. The
variances are estimated separately by race, sex, and supplement usage for those
individuals with two days of data. The p−values are from Levene’s test for
equality of variances between the two days.
Males Females
Race Supplement Day 1 Day 2 p−value Day 1 Day 2 p−value
Whites
Yes 0.1640 0.1793 0.5662 0.1634 0.1621 0.9017
No 0.2600 0.2520 0.9159 0.2041 0.2302 0.0686
Blacks
Yes 0.3157 0.2435 0.7178 0.1815 0.1519 0.4143
No 0.2185 0.2119 0.5954 0.1899 0.1894 0.4461
Other
Yes 0.2402 0.2464 0.7729 0.2010 0.1718 0.3346
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Transformed 25(OH)D Serum Levels by Ethnicity
      Females
Figure 2.4 Distributions of 25(OH)D levels in the square root scale for males (left) and
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      Other Males (No Supplements)
Figure 2.5 Distributions of the transformed individual mean vitamin D intakes for males,
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      Other Females (No Supplements)
Figure 2.6 Distributions of the transformed individual mean vitamin D intakes for females,
split by race and whether or not an individual’s total vitamin D intake includes
supplements.
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2.2.2 A nonlinear mean function for 25(OH)D in the transformed scale
To determine an appropriate nonlinear mean function to describe the association between
25(OH)D level and vitamin D intake (both in the transformed scale), we first fit a local smoother
(LOESS) to the NHANES data. The LOESS curve suggests an S-shaped model form. For 25(OH)D
level Yi as a function of vitamin D intake Xi, we adopt the model,
Yi = f(Xi,β) + ei
= K +
B
1 + exp{a(Xi −m)} + ei, ei ∼ N(0, σee). (2.11)
An illustration of the role of the four parameters in β = (K,B,m, a)′ is given in the diagram
in Figure 2.7. The parameter K estimates the predicted Yi value as Xi approaches smaller and
smaller values (e.g. K is the limit of f(Xi,β) as Xi → −∞). The B parameter estimates the range
of predicted Yi values such that the value K + B is the predicted Yi value as Xi increases (e.g.
K +B is the limit of f(Xi,β) as Xi →∞). The parameter m is the Xi value where the S-shaped
curve reaches a midpoint and changes from being concave up to concave down. Evaluating the first




= −Ba. Thus the parameter a determines how steep the S-shaped curve
will be — the larger in absolute magnitude a is, the sharper the curve. If a is negative there is a












Figure 2.7 Basic diagram illustrating the role of the parameters for f(Xi,β) as in (2.11).
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2.3 Simulation study
To evaluate the performance of estimation methods for parameters in the general nonlinear
mean function in (2.11), we simulate data using the structural model outlined in Section 2.1.1.1
where,
Yi = f(Xi,β) + ei
= K +
B
1 + exp{a(Xi −m)} + ei, (2.12)
ei ∼ N(0, σee),
Wi = Xi + Ui, (2.13)
Xi ∼ N(µx, σxx), (2.14)
and,
Ui ∼ N(0, σuu). (2.15)
In the simulation study, we assume that σuu is constant for all individuals. We estimate θ =
(β, σee, µx, σxx)
′ for β = (K,B,m, a)′ by maximizing the likelihood function. The likelihood func-




























where φ(·) is the standard normal probability density function: φ(z) = 1√
2pi
exp{−12z2} for z ∈ R.
To carry out calculations, we approximate the integral in (2.16) by a sum over a dense set of discrete
Xk values approximating a N(µx, σxx) distribution (see Appendix B). We define the approximate






















We assume independence among individuals and sum the log likelihood as defined in (2.5).
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In the simulation study, we compare maximum likelihood estimates for data which are generated
assuming different variances. Values for the response error variance are chosen to be σee = 0.06 or
σee = 0.5. We set the values for σuu to be either 0.03 or 0.25. The four combinations of the values
for σee and σuu result in four different simulation scenarios. We set K = 0 and set the parameters
B, m and a to be β = (K,B,m, a)′ = (0, 2, 0.2,−5)′. We assume that the distribution of Xi is
normal with mean µx = 0 and variance σxx = 0.12. In each of the four scenarios, we generate
n = 1000 observations from model (2.12) using the selected parameter values. From the simulated
data, we obtain parameter estimates using the methods described in the following subsections. We
replicate the simulation independently 500 times (see Section 2.3.2).
To maximize the log likelihood function, we implement the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm which is an iterative method for numerical optimization that maximizes nonlinear
functions using an approximation to Newton’s method. For a twice differentiable objective function,
the algorithm does not evaluate second derivatives directly, but instead approximates the Hessian
matrix at each iteration. The BFGS method converges if the function has a quadratic Taylor
expansion near the optimum (Li and Fukushima, 2001).
2.3.1 Adjustments to improve convergence of the optimization algorithm
When we attempted to maximize the likelihood function for each simulated dataset, the opti-
mization algorithm did not always converge. Numerical errors (often the result of singular gradients)
occurred when estimating parameters. In order to improve convergence, we modify the optimiza-
tion algorithm. Chapter 18 of Gelman and Hill (2006) outlines likelihood and Bayesian inference
methods for a linear model. They propose placing priors on the parameters of the model where the
priors are incorporated into the model as additional data points. The prior variances are scaled
such that all data points (the original data and the prior parameters) have the same variance. The
approach is outlined below for three different scenarios, each building off of the previous ones.
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2.3.1.1 Data augmentation for the linear model
Let Y be the observed response vector of length n and X be any n × p design matrix for p
covariates. Assume the general linear model,
Y = Xβ + , (2.18)
where  has zero mean and covariance matrix σeeIn. To include additional information about the
parameters β = (β1, ..., βp)
′, we place a prior distribution on the model parameters. We assume,
β ∼ N(µβ,Σβ), (2.19)
for fixed values of µβ and Σβ = diag(σ
2
β1
, ..., σ2βp), which are chosen by the investigator. Using the


















which will scale all responses (parameter priors included) to have a similar variance. The weighted







2.3.1.2 Data augmentation for the nonlinear model
Now we extend the augmentation approach to a nonlinear model with a single covariate. Let
Yi = f(Xi,β) + ei for β = (K,B,m, a)
′ and for estimation purposes let ei
iid∼ N(0, σee) as in (2.12).
To aid in the interpretation of informative priors, define γ = (h,B,m, a)′ where h = (K + B)/2.
We then place a prior on γ such that γ ∼ N(µγ ,Σγ) where Σγ = diag(σ2h, σ2B, σ2m, σ2a) and µγ =
(µh, µB, µm, µa)
′. We augment the data to obtain (n+ 4) dimensional vectors,
Y∗ = (Y1, . . . , Yn,µγ)′, (2.24)
and
X∗ = (X1, . . . , Xn, 0, 0, 0, 0)′. (2.25)
In other words, for component j = 1, .., n, .., n+ 4 let,
Y ∗j =

Yi if j = i where i = 1, ..., n
µh if j = n+ 1
µB if j = n+ 2
µm if j = n+ 3





Xi if j = i where i = 1, ..., n
0 if j = n+ 1, ..., n+ 4.
(2.27)
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Finally, we weight the augmented data such that each of the components is scaled to have approx-
imately the same variance. Define weights by:
ηj =

1 for j = 1, ..., n√
σee
σ2h
for j = n+ 1√
σee
σ2B
for j = n+ 2√
σee
σ2m
for j = n+ 3√
σee
σ2a
for j = n+ 4.
(2.28)
These weights are used to create weighted indicator functions which will effectively weight the
corresponding components of the augmented data. Define weighted indicator functions by,
δ0j =

1 for j = 1, ..., n
0 for j = n+ 1, ..., n+ 4,
(2.29)
and for d = 1, .., 4 let,
δdj =

ηj for j = n+ d
0 else.
(2.30)
We then write the final model as:
faug(X
∗
j ,β) = f(X
∗
j ,β)δ0j + hδ1j +Bδ2j +mδ3j + aδ4j , (2.31)






j ,β) + ηjej . (2.32)
2.3.1.3 Data augmentation for the nonlinear model with measurement error
We extend the augmentation method to a nonlinear model with measurement error in a single
covariate. Let Y∗ be defined as in equations (2.24) and (2.26) and let the corresponding weights ηj
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be as in (2.28). The likelihood now consists of two parts. One part of the likelihood corresponds
to the observations Yi which depend on Xi. The other part of the likelihood corresponds to the
prior mean information µγ . The part of the likelihood containing the prior mean information for
the parameters depends solely on the estimates for γ plus some error. For components j = 1, ..., n
we define the first part of the likelihood, L1j (θ), for θ = (K,B,m, a, σee, µx, σxx)
′ as in (2.16).
We approximate the integral using numerical integration over a dense set of Xk values which
approximate a N(µx, σxx) distribution (as outlined in Appendix B).
For the additional j = n + 1, ..., n + 4 components (e.g. the components containing additional
information about the parameters), we assume normal priors γ ∼ N(µγ ,Σγ). Thus the second part





























The log likelihood in (2.35) now contains additional information regarding the parameters in β.
2.3.1.4 Choices for priors on the parameters
To construct informative priors for each of the four parameters in γ, we look at the data and
at properties of the nonlinear model f(Xi,β) in (2.12). Large prior standard errors are chosen to
avoid placing too much weight on the prior. The parameter B estimates the spread of fitted values
between the lower and upper limits of the S-shaped curve. Thus we use the range, RY = Ymax−Ymin,
as the prior mean for B and set the standard error equal to half the range. We set the prior mean
for h = (K +B)/2 to be Y¯ , with prior standard error equal to half the range of Y . The parameter
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m is associated with the midpoint of the S-shaped curve. The prior mean for m is set to be W¯ and
the standard error is half the range of W . We set the prior mean of a, which we denote by µa, to
be the value where 1/(1 + exp(µaW¨ )) is equal to 0.95. The value W¨ is equal to (Q.9 −Q.1)/2 such
that the S-shaped curve reaches 95% of the total height (between lower and upper thresholds) by
at least half the range of the 10th and 90th quantiles of W (Q.1 and Q.1, respectively). Solving
for µa leads to a prior mean for a to be approximately µa = −6/(Q.9 −Q.1). We set the standard
error to be twice the absolute value of the mean estimate: |2µa| = 12/(Q.9 − Q.1). Simulations
were first run with a prior standard error on a equal to the absolute value of the mean estimate,
|µa| = 6/(Q.9 − Q.1). However, a prior standard error equal to |µa| gave too much weight to the
prior mean which led to maximum likelihood estimates with large biases. In an attempt to improve
the prior mean estimate for a, we considered estimation where a previous maximum likelihood
estimate of a was the prior mean. That is, we estimated parameters using maximum likelihood
with a prior placed on a to obtain â1. Next, we maximized the likelihood again, this time setting
µa equal to â1 with prior standard error 2|â1|. The absolute magnitude of the estimated bias for
all parameters was comparable to the estimated bias for maximum likelihood estimates using the
original prior mean for a; hence those results are not shown here. We also ran simulations where
priors were placed on all components of γ and simulations where a prior was placed only on the
parameter a. Estimated bias for the parameter estimates were best when a prior was placed only
on a and therefore we focus on those results in what follows.
2.3.2 Simulation results
In this section we simulate data for the model outlined in (2.12)-(2.15) for four different scenarios
where σee is either 0.06 or 0.5 and σuu is either 0.03 or 0.25. Monte Carlo simulations were run for
500 replications each for a sample size of n = 1, 000. For each scenario we use maximum likelihood
estimation and maximum likelihood estimation with a Bayes adjustment. For comparison, we
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estimate parameters using nonlinear least squares for a model where estimation treats the observed
intake as observed without measurement error; data are still generated for the model in (2.12)-
(2.15).
We evaluate the performance of the different estimation methods for the nonlinear model
in (2.12) by computing the bias, variance, and standard error of the parameter estimates. The






(θˆjk − θj), (2.36)
where θˆjk is the maximum likelihood estimate for the kth Monte Carlo sample and jth component
of θ̂; θj is the true parameter value. The estimated variance is V̂ar(θˆj) = M̂SE(θˆj) − [B̂ias(θˆj)]2






(θˆjk − θj)2. (2.37)













where ŝe(θ̂jk) is the standard error of θ̂jk calculated from the estimated inverse of the negative













(tjk − t˜j)2, (2.41)
the proportion of t˜jk values falling above 1.96, and the proportion of t˜jk values falling below -1.96
for each parameter.
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When we treated usual intake as observed without measurement error, nonlinear least squares
did not always converge to final parameter estimates (often due to a singular gradient), unless
estimation was done with a prior on a. Even when a prior was placed on a, samples with σee = 0.06
and σuu = 0.25 did not converge for 7.6% of the 500 Monte Carlo samples and 11.2% of the
samples did not converge with σee = 0.5 and σuu = 0.25. The nonlinear least squares estimates
in Tables 2.5-2.8 are obtained from 500 samples which successfully converged. When maximizing
the likelihood for the nonlinear measurement error model in (2.12)-(2.13), optimization algorithms
converged for all samples.
2.3.2.1 Estimated Hessian matrices: a modification to ensure positive-definite
covariance matrices
The BFGS algorithm used to maximize the log likelihood in R is a quasi-Newton method which
does not compute the Hessian matrix directly. Instead, the algorithm approximates the inverse
Hessian based on an approximation to the gradient at each iteration. The approximate Hessian
matrix computed by optim in R is not always positive-definite. For the 500 Monte Carlo replicates
with σee = 0.5 and σuu = 0.25, 0.6% of the samples converged to final estimates with estimated
covariance matrices which were not positive-definite. When maximizing the model with a prior on
a, all samples except for one (when σee = 0.5 and σuu = 0.25) converged to final estimates with a
positive-definite estimated covariance matrix. Placing a prior on γ led to all samples converging to
final estimates with corresponding positive-definite covariance matrices, but results were sensitive
to the prior. Thus we show results only for the case where we placed a prior on a but no other
parameters.
When an estimated Hessian matrix from optim produced negative variance estimates, we mod-
ified the negative inverse of the estimated Hessian matrix to be positive-definite. All estimated
Hessian matrices from optim are symmetric. To modify the estimated Hessian matrix, we first
compute eigenvalues for the negative inverse of the estimated Hessian matrix. We denote the
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negative inverse Hessian matrix by M with the decomposition M = PΛP−1. The columns of the
p× p matrix P are the eigenvectors of M ; Λ is a diagonal matrix with eigenvalues λj in the main
diagonal, j = 1, ..., p.
The estimated covariance matrix is positive-definite if all eigenvalues of M are positive. If an
eigenvalue of M is negative (λj < 0), we replace the value with (2|θ̂j |)−1 where θ̂j is the corre-
sponding maximum likelihood estimate. We denote the modified diagonal matrix of the eigenvalues
by Λ∗. To transform back to a modified, now positive-definite, negative inverse of the Hessian, we
compute M∗ = PΛ∗P−1. The estimated standard errors are now calculated as the square root of
the diagonal values of the modified matrix, M∗. The results in Tables 2.5-2.8 are for 500 Monte
Carlo samples after modifying the Hessian matrix for any samples which produced negative variance
estimates.
2.3.2.2 Overall remarks on the simulation study
For the simulations, we formulate the model as in (2.12)-(2.13) for a single observed Wi and
Yi per individual i. For the NHANES data we have two observations of 24-hour vitamin D intake
data per individual, so that the observed W¯i is estimated from two replicates. Since we have two
(j = 1, 2) observations for each individual, the total variability in W¯i is equal to σxx + .5σuu if we
assume constant variance σuu. Unlike the observed predictor, there is only one observation of the
response per individual in the NHANES dataset.
The results of the simulations show that the response variance σee has a bigger impact on the
bias of estimated parameters than the measurement error variance σuu. When we fix σuu = 0.03,
the absolute biases are larger when σee = 0.5 (Table 2.6) than when σee = 0.06 (Table 2.5). When
σee is 0.06, the absolute biases of estimated parameters when σuu = 0.25 (Table 2.7) are larger
than those when σuu = 0.03 (Table 2.5) except for the estimate of σee, which has large absolute
bias regardless of the variability in the observed predictor. If σee is 0.5 and σuu is 0.25, almost all
parameters have larger absolute biases than in the other three scenarios. In particular, K, B, a,
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and σee have the largest significant biases and the magnitude of the biases are largest for the largest
σee value, regardless of the value of σuu. An example of the difference in variability in the simulated
W and Y values can also be seen in Figure 2.8.
As discussed at the beginning of Chapter 2, estimation ignoring measurement error leads to
biased parameter estimates. When we incorrectly assume Xi to be observed without error, the
bias in the parameter a leads to a flatter estimated S-shaped curve than the true curve. The
estimated biases for a in Tables 2.5-2.8 are significant for all values σee and σuu. When estimating
a model which accounts for measurement error, the maximum likelihood estimation procedures
tend to underestimate the parameters K and a but overestimate B and m in all four scenarios (see
Tables 2.5-2.8). The estimated function, on average, is an S-shaped curve which has a smaller lower
limit, a steeper slope and a larger upper limit than the true curve. The larger the error variance,
the larger the estimated biases. The estimated biases suggest average parameter estimates for β
which result in a sharper S-shaped curve — as seen most predominantly when the value of σee is
0.5. Bias estimates for µx and σxx are not significant, while estimates for the error variance σee
are significantly biased towards zero. The bias is larger for σee = 0.5 than for σee = 0.06. We
investigate the bias of the estimator for σee later in Section 2.4.
If we consider β to be known, the properties of the maximum likelihood estimators for σee,
µx, and σxx are known. In general, for a sample from a normal distribution, the distribution of
σ−2(n− 1)S2 is χ2n−1 where S2 is the sample variance. If the simulated data for Xi, Wi, and Yi are







2]1/2 for a sample size of n = 1000. When
σuu = 0.03 the RMSE for Sww is 0.0067 (ML estimated RMSE for σ̂xx is equal to 0.007) and when
σuu = 0.25 the RMSE for Sww is 0.0166 (ML estimated RMSE for σ̂xx is equal to 0.0136 and 0.0161
for Scenarios 3 and 4, respectively). Regardless of the value of σuu, the estimated RMSE of the
variance, σ̂xx, for the unobserved predictor is close to what we would expect for the RMSE of the
sample variance for the observed predictor, Wi. The RMSE for See when σee = 0.06 is 0.0027 (ML
estimated RMSE is 0.0047 and 0.0092 for Scenarios 1 and 3, respectively) and when σee = 0.5 the
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RMSE is 0.0224 (ML estimated RMSE 0.0253 and 0.0462 for Scenarios 2 and 4, respectively). The
estimated RMSE for See is larger than that for a random sample of normally distributed errors, ei.
When σuu = 0.25, the RMSE of σee is roughly twice as large than we would expect for a sample of
normal errors, ei. The estimated bias for the ML estimate σ̂ee is also large in absolute magnitude
for all scenarios, which contributes to the large estimated RMSE.
Tables 2.5-2.8 show results for maximum likelihood estimation both with and without a prior on
a. Mean estimates and standard errors for all parameters (except a) are roughly similar regardless
of whether estimation is done with or without the Bayes adjustment; however, the additional prior
information does decrease the variability for the estimate of a. To get an idea of the association










(θ̂ − θ)′(θ̂ − θ), (2.43)
where Dθ is a diagonal matrix with the jth diagonal element equal to the Monte Carlo variance of
the jth parameter estimate in θ̂, j = 1, ..., p (p = 7).
Table 2.4 The estimated correlation matrix for parameters estimated fromM = 500 Monte
Carlo samples simulated with σuu = 0.25 and σee = 0.5.
K B m a σee µx σxx
K 1.0000
B -0.8093 1.0000
m -0.1060 0.6405 1.0000
a -0.5322 0.6111 0.4121 1.0000
σee 0.4154 -0.2888 0.1545 0.0734 1.0000
µx -0.0672 0.0283 0.1048 -0.0014 0.0045 1.0000
σxx 0.2695 -0.2107 0.1226 -0.0069 0.3668 -0.0432 1.0000
The correlation estimates in Table 2.4 for Scenario 4 illustrate that estimates of a are not highly
correlated with any of the parameters; however, there is a moderate association between a and B
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(r = 0.6111) and a and K (r = −0.5322). Despite some moderate correlation between estimates
of a and other parameters, the large prior standard error on a helps explain why estimates for
parameters other than a remain largely unchanged by the prior on a.
Standard error estimates of â for Scenarios 1 and 2 (small σuu = 0.03 and prior mean µa =
−6.0641) are similar regardless of whether estimation is done with a prior on a or not. This is not
surprising as the prior variance estimate of |2µa|2 = 147 is large compared to the variance estimate
of 0.174 for â when no prior is used in estimation. Results for Scenario 3 are also not greatly
affected by placing a prior on a since the variance of â with no prior is 0.422 and the prior variance
estimate is again large (|2µa|2 = 59.8). For Scenario 4 (large σee = 0.5 and σuu = 0.25), standard
error estimates for â are smaller than we would expect given the standard error estimate of 0.1369
for estimation without a prior. In Scenario 4, we have an estimate of the variance (based on the
500 Monte Carlo samples) of â to be 9.373 when no prior is used. If we consider a simplified model












= 8.102 for the Bayes adjusted maximum likelihood estimate. However,
the average estimated variance of â is 4.234 when a prior is used in estimation. We note that there
is a strong left skew in the distribution of â estimates (ranging from −34.23 to −1.59) when no prior
is used. When a prior is placed on a, the â values range from only −10.24 to −2.06. When samples
which resulted in more extreme estimates of a (e.g. those with â values in the lower 5th percentile)
were removed, the estimates could more reasonably be approximated by a normal distribution;
thus, the expected variance (approximately 4.287) was closer to the estimated variance of 3.608
once the extreme estimates were removed.
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Table 2.5 Properties of estimated parameters for M = 500 Monte Carlo samples, each of
size n = 1, 000, simulated with σuu = 0.03 and σee = 0.06. The average of the
prior means for a is denoted µ¯a.
Scenario 1: σuu = 0.03 and σee = 0.06
Maximum Likelihood Estimation (MLE)
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
Mean Estimate -0.0008 2.0012 0.2002 −5.0399 5.9066 0.0174 12.0158
Bias -0.0008 0.0012 0.0002 −0.0399 −0.0934 0.0174 0.0158
Variance 0.0011 0.0092 0.0004 0.1738 0.2097 1.6740 0.4963
SE 0.0015 0.0043 0.0009 0.0186 0.0205 0.0579 0.0315
t (Bias) −0.5100 0.2749 0.1999 −2.1427 −4.5587 0.3010 0.5006
Mean t˜ 0.0548 −0.0967 −0.0613 −0.0296 −0.2519 0.0140 −0.0260
Var t˜ 1.0313 1.0464 1.0609 0.9551 0.9709 1.1263 1.1431
Prop t˜ > 1.96 0.042 0.006 0.020 0.024 0.018 0.032 0.020
Prop t˜ < −1.96 0.016 0.052 0.046 0.022 0.034 0.038 0.032
MLE with Bayes Adjustment: µ¯a = −6.0641
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
Mean Estimate −0.0007 2.0009 0.2001 −5.0411 5.9067 0.0174 12.0156
Bias −0.0007 0.0009 0.0001 −0.0411 −0.0933 0.0174 0.0156
Variance 0.0011 0.0092 0.0004 0.1735 0.2097 1.6740 0.4963
SE 0.0015 0.0043 0.0009 0.0186 0.0205 0.0579 0.0315
t (Bias) −0.4588 0.2154 0.1653 −2.2073 −4.5548 0.3010 0.4951
Mean t˜ 0.0570 −0.0993 −0.0627 −0.0327 −0.2517 0.014 −0.0263
Var t˜ 1.0312 1.0464 1.0610 0.9541 0.9708 1.1263 1.1432
Prop t˜ > 1.96 0.042 0.006 0.020 0.024 0.018 0.032 0.02
Prop t˜ < −1.96 0.016 0.052 0.046 0.022 0.034 0.038 0.032
Nonlinear Least Squares: µ¯a = −6.0641
K B m a 100σee
Truth 0 2 0.2 -5 6
Mean Estimate -0.0157 2.034 0.2511 -3.5317 12.5389
Bias −0.0157 0.034 0.0511 1.4683 6.5389
Variance 0.0016 0.0172 0.0011 0.1062 0.3356
SE 0.0018 0.0059 0.0015 0.0146 0.0259
t (Bias) −8.6644 5.7879 34.7532 100.7725 252.3958
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Table 2.6 Properties of estimated parameters for M = 500 Monte Carlo samples, each of
size n = 1, 000, simulated with σuu = 0.03 and σee = 0.5. The average of the
prior means for a is denoted µ¯a.
Scenario 2: σuu = 0.03 and σee = 0.5
Maximum Likelihood Estimation (MLE)
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
Mean Estimate −0.0107 2.0389 0.2042 −5.2345 49.4426 0.0174 12.0149
Bias −0.0107 0.0389 0.0042 −0.2345 −0.5574 0.0174 0.0149
Variance 0.0099 0.0928 0.0033 1.8237 6.1129 1.6739 0.5053
SE 0.0044 0.0136 0.0026 0.0604 0.1106 0.0579 0.0318
t (Bias) −2.4178 2.8572 1.6208 −3.8824 −5.0415 0.3005 0.4682
Mean t˜ 0.1290 −0.1970 −0.1519 0.0294 −0.2546 0.0141 −0.0277
Var t˜ 1.0257 1.1188 1.0134 0.7908 0.9355 1.1262 1.1552
Prop t˜ > 1.96 0.062 0 0.006 0.024 0.008 0.032 0.020
Prop t˜ < −1.96 0.002 0.078 0.054 0.002 0.040 0.038 0.030
MLE with Bayes Adjustment: µ¯a = −6.0641
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
Mean Estimate −0.0100 2.0361 0.2038 −5.2357 49.4425 0.0174 12.0147
Bias −0.0100 0.0361 0.0038 −0.2357 −0.5575 0.0174 0.0147
Variance 0.0097 0.0905 0.0033 1.7432 6.1103 1.6739 0.5054
SE 0.0044 0.0135 0.0026 0.0590 0.1105 0.0579 0.0318
t (Bias) −2.2718 2.6867 1.4911 −3.9911 −5.0432 0.3011 0.4639
Mean t˜ 0.1344 −0.2052 −0.1546 0.0162 −0.2547 0.0141 −0.0279
Var t˜ 1.0242 1.1218 1.0104 0.7895 0.9354 1.1262 1.1553
Prop t˜ > 1.96 0.064 0 0.006 0.022 0.008 0.032 0.020
Prop t˜ < −1.96 0.002 0.080 0.054 0.002 0.040 0.038 0.030
Nonlinear Least Squares: µ¯a = −6.0641
K B m a 100σee
Truth 0 2 0.2 -5 50
Mean Estimate -0.0241 2.0823 0.2602 -3.6158 56.3056
Bias −0.0241 0.0823 0.0602 1.3842 6.3056
Variance 0.0121 0.1647 0.0087 0.5920 5.7855
SE 0.0049 0.0181 0.0042 0.0314 0.1076
t (Bias) −4.9067 4.535 14.4721 40.2286 58.6188
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Table 2.7 Properties of estimated parameters for M = 500 Monte Carlo samples, each of
size n = 1, 000, simulated with σuu = 0.25 and σee = 0.06. The average of the
prior means for a is denoted µ¯a.
Scenario 3: σuu = 0.25 and σee = 0.06
Maximum Likelihood Estimation (MLE)
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
Mean Estimate −0.0050 2.0107 0.2006 −5.0751 5.8403 0.0894 11.9744
Bias −0.0050 0.0107 0.0006 −0.0751 −0.1597 0.0894 −0.0256
Variance 0.0036 0.0239 0.0008 0.4222 0.8298 4.2341 1.8517
SE 0.0027 0.0069 0.0012 0.0291 0.0407 0.0920 0.0609
t (Bias) −1.8607 1.5400 0.4488 −2.5858 −3.9196 0.9720 −0.4214
Mean t˜ 0.0169 −0.0399 −0.0306 0.0444 −0.2132 0.0472 −0.0817
Var t˜ 1.0227 0.9769 1.0121 0.9750 0.9931 1.1519 0.9947
Prop t˜ > 1.96 0.042 0.010 0.024 0.036 0.006 0.036 0.008
Prop t˜ < −1.96 0.022 0.030 0.032 0.010 0.038 0.024 0.038
MLE with Bayes Adjustment: µ¯a = −3.8668
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
Mean Estimate −0.0056 2.0123 0.2007 −5.0655 5.8338 0.0892 11.9771
Bias −0.0056 0.0123 0.0007 −0.0655 −0.1662 0.0892 −0.0229
Variance 0.0036 0.0237 0.0008 0.4110 0.8240 4.2335 1.8509
SE 0.0027 0.0069 0.0012 0.0287 0.0406 0.0920 0.0608
t (Bias) −2.0903 1.7856 0.5517 −2.2851 −4.0936 0.9689 −0.3759
Mean t˜ 0.0076 −0.0302 −0.0258 0.0537 −0.2198 0.0470 −0.0797
Var t˜ 1.0156 0.9705 1.0108 0.9753 0.9906 1.1516 0.9944
Prop t˜ > 1.96 0.038 0.010 0.024 0.036 0.006 0.036 0.008
Prop t˜ < −1.96 0.022 0.030 0.032 0.010 0.040 0.024 0.038
Nonlinear Least Squares: µ¯a = −3.8643
K B m a 100σee
Truth 0 2 0.2 -5 6
Mean Estimate -0.0658 2.8302 0.8148 -1.2546 26.6417
Bias −0.0658 0.8302 0.6148 3.7454 20.6417
Variance 0.0531 54.0389 1.1337 0.1858 1.2911
SE 0.0103 0.3288 0.0476 0.0193 0.0508
t (Bias) −6.3832 2.5252 12.9116 194.3106 406.2078
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Table 2.8 Properties of estimated parameters for M = 500 Monte Carlo samples, each of
size n = 1, 000, simulated with σuu = 0.25 and σee = 0.5. The average of the
prior means for a is denoted µ¯a.
Scenario 4: σuu = 0.25 and σee = 0.5
Maximum Likelihood Estimation (MLE)
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
Mean Estimate −0.0463 2.1256 0.2050 −5.8703 48.6380 0.0837 11.9268
Bias −0.0463 0.1256 0.0050 −0.8703 −1.3620 0.0837 −0.0732
Variance 0.0370 0.3299 0.0093 9.3730 19.4275 4.2252 2.6015
SE 0.0086 0.0257 0.0043 0.1369 0.1971 0.0919 0.0721
t (Bias) −5.3780 4.8882 1.1542 −6.3567 −6.9097 0.9107 −1.0155
Mean t˜ 0.1556 −0.2750 −0.3074 0.0966 −0.3107 0.0447 −0.0950
Var t˜ 1.0798 1.2746 1.0306 0.7089 0.9884 1.1495 1.0084
Prop t˜ > 1.96 0.054 0.002 0.002 0.020 0.010 0.038 0.024
Prop t˜ < −1.96 0.002 0.094 0.074 0 0.042 0.026 0.042
MLE with Bayes Adjustment: µ¯a = −3.8668
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
Mean Estimate −0.0554 2.1523 0.2074 −5.3711 48.6770 0.0843 11.9175
Bias −0.0554 0.1523 0.0074 −0.3711 −1.3230 0.0843 −0.0825
Variance 0.0329 0.2750 0.0090 4.2335 19.6706 4.2402 2.5997
SE 0.0081 0.0235 0.0042 0.0920 0.1983 0.0921 0.0721
t (Bias) −6.8228 6.4944 1.7478 −4.0326 −6.6701 0.9153 −1.1437
Mean t˜ 0.0724 −0.1781 −0.2431 0.0999 −0.2971 0.0450 −0.1011
Var t˜ 0.8989 0.9849 0.9704 0.7311 0.9973 1.1538 1.0097
Prop t˜ > 1.96 0.034 0 0.002 0.022 0.014 0.038 0.022
Prop t˜ < −1.96 0 0.068 0.064 0.002 0.044 0.026 0.042
Nonlinear Least Squares: µ¯a = −3.8660
K B m a 100σee
Truth 0 2 0.2 -5 50
Mean Estimate -0.143 2.9564 0.789 -1.5219 70.3923
Bias −0.143 0.9564 0.589 3.4781 20.3923
Variance 1.0772 36.4036 2.5817 0.5458 9.1595
SE 0.0464 0.2698 0.0719 0.0330 0.1353


































































Figure 2.8 Plots of a single simulated sample for each of the four scenarios: σee = 0.06
and σuu = 0.03 (top left), σee = 0.5 and σuu = 0.03 (top right), σee = 0.03 and
σuu = 0.5 (bottom left) and σee = 0.5 and σuu = 0.25 (bottom right). The
red, solid line is the true function and the blue, dashed line is the maximum
likelihood (with a Bayes adjustment) estimated function for the given sample.
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2.4 Properties of the maximum likelihood estimator
In this section we continue working with the nonlinear measurement error model in (2.12) where,
Yi = f(Xi,β) + ei
= K +
B
1 + exp(a(Xi −m)) + ei, (2.44)
ei ∼ N(0, σee) and,
Wi = Xi + Ui, (2.45)





















where θ = (β, σee, µx, σxx)
























Details on the calculation of the log likelihood are given in Appendix B.
As seen in Section 2.3, maximum likelihood estimates tend to be biased for parameters of the
nonlinear function in (2.44). The theory supporting estimators for a linear measurement error model
(as outlined in Appendix A) is given in Fuller (1987). When the mean function in a measurement
error model is nonlinear in X, consistency results for maximum likelihood estimators are not fully
established. For a functional nonlinear measurement error model (see Appendix C), maximum
likelihood estimators are generally not consistent. The estimators will approach the true values as
the sample size increases only if the error variance also decreases (Fuller, 1987, pp.240-242). The
bias in least squares estimates is a function of the curvature where the estimated function is shifted
away from the curvature. For the functional model, there are ways to reduce the bias — one such
method is outlined in Fuller (1987) (pp.249-251).
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Maximum likelihood estimators will be consistent and asymptotically efficient for structural
nonlinear measurement error models under certain regularity conditions and assuming the model
for X is correct (Carroll et al., 2012, pp.127, 368-369). We have not found proofs of consistency
for maximum likelihood estimators for structural nonlinear measurement error models specific to
maximizing the joint log likelihood. Recent work by Yi et al. (2015) shows consistency and asymp-
totic normality for nonlinear structural measurement error models; however, the proofs are for two
alternate methods of estimation. Yi et al. (2015) outline a pseudolikelihood method which uses an
additional validation dataset to estimate the parameters associated with the unknown distribution
of X. Estimation of all parameters proceeds from maximizing two different score functions. One
score function is associated with the parameters for the unobservable covariate distribution of X
and uses the validation dataset. The other score function maximizes all other parameters using the
main dataset. Another method is a semi-parametric approach which uses an adjusted estimating
function. Yi et al. (2015) first define a proposed, possibly misspecified, model for X. The proposed
model is then used to adjust the observed score function in order to define an unbiased estimating
function.
The Monte Carlo simulations in Section 2.3 provide an example where maximum likelihood
estimates are biased for some parameters of the nonlinear function in (2.44). In an attempt to
achieve minimal bias in the maximum likelihood estimates, we considered various methods to adjust
the estimators. For one alternative estimation method, we defined a nonlinear mean function using
adjustments based on predicting X from the observed data (Y,W ). These preliminary attempts
resulted in parameter estimates with a larger magnitude of estimated bias than when no adjustment
was used; therefore, we do not pursue these methods here. See Appendix F for details.
2.4.1 Properties of derivatives of the log likelihood
We compute the derivative of the log likelihood with respect to the parameters a and σee and
investigate the expectation of the derivative. To calculate the log likelihood as a function of a, we
fix all other parameters; the fixed values chosen for θ are in Table 2.9.
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Table 2.9 Fixed parameter values used to calculate the maximum likelihood estimators.
Parameter K B m a σee σuu µx σxx
Value 0 2 0.2 -5 0.12 0.12 0 0.12
For the log likelihood in (2.47), we do not observe the Xi, so we define the integral over a
surrogate random variable, Zi. We further distinguish between a true value, a
∗, and the estimated
value a. Let f(Xi,β
∗) be the true, underlying function; all other instances where a appears in the
log likelihood are values of the unknown parameter to be estimated. The log likelihood rewritten
in terms of Zi and β












(ei − [f(Zi,β)− f(Xi,β∗)])2
σee
+










where Yi = f(Xi,β













(ei − [f(Zk,β)− f(Xi,β∗)])2
σee
+





by approximating the distribution of Zi with a discrete distribution. For the discrete distribution
we define values,
Zk = µx + zk
√
σxx, (2.50)
where the values zk (k = 1, ..., 26) and the corresponding probabilities ωk approximate a standard
normal distribution. More details on the discrete distribution are given in Appendix B.
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, and determine the value of a which results in zero expectation. For a given














(ei − [f(Zk,β)− f(Xi,β∗)])2
σee
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(ei − [f(Zk,β)− f(Xi,β∗)])2
σee
+












using the discrete distribution to approximate the distribution of Z. For more details on the
derivatives of the log likelihood see Appendix E.1.

















Γ(ej , Ul, Xm)ωjωlωm, (2.52)
where the normal distributions of ei, Ui, and Xi are approximated using a discrete distribution (see
Appendix B).
Figure 2.9 is a plot of the approximate expectation in (2.52) calculated for a range of values
a ∈ [−10, 0.5] assuming a true f(Xi,β∗) where a∗ = −5. The expectation at a = −5 is−4.855×10−6
and the a value where the expectation is approximately zero is a = −5.00023. When values for σxx,
σuu, and σee are all set to be 0.5, results are similar; the expectation at a = −5 is −8.17 × 10−6
and the a value where the expectation is approximately zero is at a = −5.0028. The results suggest
that the maximum likelihood estimator for a will be consistent.
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Figure 2.9 The approximate expectation of the derivative of the log likelihood with respect
to a. A red, dashed line is at expectation zero.
In the Monte Carlo simulations (Section 2.3), maximum likelihood estimates tended to be biased
for the parameter σee as well as for a. We approximate the derivative of the log likelihood with














(ei − [f(Zk,β)− f(Xi,β)])2
σee
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(ei − [f(Zk,β)− f(Xi,β)])2
σee
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(ei − [f(Zk,β)− f(Xi,β)])2
σee
+












See Appendix E.1 for more details on the derivative of the log likelihood and Appendix B for details



















H(ej , Ul, Xm)ωjωlωm. (2.54)
Figure 2.10 is a plot of the expectation of the derivative of the log likelihood with respect to σee
computed for a range of values σee ∈ [0.05, 0.5]. The expectation at σee = 0.12 is −0.0004075 and
the σee value where the expectation is approximately zero is σee = 0.11996. As with the parameter
a, the approximation suggests that the maximum likelihood estimate for σee will be consistent.


























Figure 2.10 The approximate expectation of the derivative of the log likelihood with re-
spect to σee. A red, dashed line is at expectation zero.
We also conducted a small Monte Carlo simulation study to investigate the bias of the maximum
likelihood estimator for σee and a. In the simulation study we examined four different scenarios,
each with a different sample size ranging from n = 400 to n = 10, 000. The maximum likelihood
estimates for σee and a have small absolute bias once n is large. Results from the simulation are in
Appendix G.1.
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2.5 A bootstrap bias-correction
The Monte Carlo simulations in Section 2.3.2 demonstrated small sample bias in the parameter
estimates for the nonlinear model in (2.12)-(2.15). In this section, we outline a bootstrap bias-
correction for the maximum likelihood estimates.
2.5.1 Methodology
We are interested in the properties of the maximum likelihood estimator. For a sample of size
n, a non-parametric bootstrap sample is a sample, obtained with replacement, of size n from an
original Monte Carlo sample. By resampling from the data a number of times and calculating
the maximum likelihood estimates for each simulated dataset, we can approximate the sampling
distribution of the estimator. Instead of generating a large number of bootstrap samples for each
Monte Carlo sample, we consider a small number of b = 1, ..., nB (for a minimum of nB = 2)
bootstrap samples for each of the k = 1, ...,M original Monte Carlo samples.
For each sample and each parameter, we estimate the following quantities: the original maxi-







the bootstrap bias-corrected estimate,
θ˜k = θ̂k − B̂k
= 2θ̂k − θ¯∗k, (2.56)






(θ∗kb − θ¯∗k)2, (2.57)
where B̂k = θ¯
∗
k − θ̂k. Estimates computed using (2.56) can have large variances due to large
variability in the estimated bias. The large variability in the estimated bias can result in an adjusted
estimate with a larger standard error than the original estimate, θ̂. When the estimated bias is
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large with respect to the standard error, the correction can be effective (Efron and Tibshirani,
1994). We note that the t−ratios for the bias calculated in the Monte Carlo simulations from
Section 2.3.2 reflect a large magnitude of bias for the maximum likelihood estimates with respect
to the estimated standard errors.
The mean of the bootstrap bias-corrected estimator is the same regardless of the number of
bootstrap samples that are used in the adjustment. In the Monte Carlo simulation study, we
choose a small number, nB, of bootstrap samples and estimate the variance of the bootstrap bias-
corrected estimate, θ˜k. The variance estimate is scaled to represent the within-bootstrap sample
variance that would have been obtained had we generated B samples instead of the small number,
nB, used in the simulation. The estimator for the variance of the bootstrap bias-corrected estimator
θ˜ is:






























The estimate of V̂ar(2θ̂ − θ¯∗) using the nB bootstrap samples is:





(2θ̂k − θ¯∗k)− (2θ¯ML − θ¯BS)
]2
, (2.60)
where θ¯∗k is estimated from the nB bootstrap samples and θ¯ML and θ¯BS are averaged over the















2.5.2 Simulations with a bias-correction
In this section we perform a non-parametric bootstrap adjustment of the parameter estimates,
with nB = 2 bootstrap samples for each of the k = 1, ..., 500 original samples from the Monte
Carlo simulations. We compute maximum likelihood estimates for 500nB bootstrap samples, each
of size n = 1000. Estimation is done using maximum likelihood both with and without the Bayes
adjustment since t−ratios for the bias were significant for both estimation methods in the simulation
study (Tables 2.5-2.8). We focus on Scenario 4 (see Table 2.8) with σee = 0.5 and σuu = 0.25; results
for other scenarios are in Appendix G.2.
The new mean estimates in Table 2.10 are the bootstrap bias-corrected parameter estimates θ˜
in (2.56); the original maximum likelihood (ML) estimates are the estimates from the Monte Carlo
simulations in Section 2.3.2. The bias, variance, standard error, and t−ratio for the bootstrap bias-
corrected estimates are calculated as described in (2.36)-(2.38). The estimate of the variance for the
bootstrap bias-corrected parameter estimate, scaled to represent B = 1000 bootstrap samples, and
the ratio SDB(θ˜)[SD(θ̂)]
−1 comprise the final two rows of each table. The ratio SDB(θ˜)[SD(θ̂)]−1
compares the variability of the original maximum likelihood estimate to the variability of the
bootstrap bias-corrected estimate. The estimates of SDB(θ˜) are the standard deviations of the
bootstrap bias-corrected estimates θ˜ scaled to represent B = 1, 000 bootstrap samples (the square
root of the variance in (2.58)). The estimates of SD(θ̂) are the standard deviations of the maximum
likelihood estimates θ̂ from the Monte Carlo simulations in Section 2.3.2.
When averaging over the 500 original Monte Carlo samples, the bootstrap bias-corrected pa-
rameter estimates for a are over-adjusted. After examining individual bootstrap samples, we note
that there are a handful of bootstrap samples that result in extreme estimates of a. In Scenario
4, where data are simulated with σee = 0.5 and σuu = 0.25, the bootstrap sample estimates for
a range from −69.32 to −1.375. When we include a prior on a, the over-adjustment is greatly
reduced. Bootstrap sample prior means are estimated from the original Monte Carlo sample (e.g.
the prior mean estimate is the same for both bootstrap samples for a given original Monte Carlo
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sample). The estimates for a in the bootstrap samples range from −17.63 to −1.411 once a prior
is used in the maximum likelihood estimation.
The bootstrap bias-corrected estimates have smaller, or at least roughly similar, estimated
biases as compared to the estimated biases of the original maximum likelihood estimates. Overall,
the bootstrap bias-corrected estimates appear to have small biases except for the parameter a.
The t−ratio for the bias in a, however, is not significant once estimation is done with a prior on
a. In terms of variability, the variance estimates of the original maximum likelihood estimates
are comparable to the variance estimate of the bootstrap bias-corrected estimate (as if we took
B = 1000 bootstrap samples) as the ratio of the standard deviations SDB(θ˜)[SD(θ̂)]
−1 are all close
to one.
2.6 Discussion
In this chapter we described the NHANES data and began looking at the nonlinear association
between vitamin D intake and 25(OH)D serum levels. We focused on the estimation of a nonlinear
measurement error model using maximum likelihood, where we assumed a model with independent
and normal errors. A Monte Carlo simulation study compared scenarios for different values of
the response error variance, σee, and the measurement error variance, σuu. Overall, the maximum
likelihood estimator with the Bayes adjustment performed well. However, there were significant
estimated biases for some parameters — especially in cases where data were simulated with a large
response error variance, σee. When we investigated the derivatives of the log likelihood (with respect
to a and σee), we found that an approximation of the expectation of the derivative suggested the
maximum likelihood estimator was consistent. To adjust for the small sample bias seen in the Monte
Carlo samples, we proposed a bootstrap bias-correction. The bootstrap bias-correction worked well
when maximum likelihood estimation was done with a Bayes adjustment — where the prior on a
helped avoid extreme estimates. For the measurement error model in this chapter, we assumed the
unobserved X was normally distributed. In the following chapter, we add some flexibility to the
model by proposing a finite mixture of discrete distributions for the unobserved X distribution.
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Table 2.10 Properties of estimated parameters after the bootstrap bias-correction for
M = 500 Monte Carlo samples simulated with σuu = σee = 0.5. The variance
of the bootstrap bias-corrected estimate, VarB(θ˜), is calculated as if B = 1, 000
were sampled. The average prior mean for a is denoted by µ¯a and the prior
standard error is 2|µa|.
Scenario 4: σuu = 0.5 and σee = 0.5
Bootstrap bias-corrected MLE
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
ML Mean Estimate −0.0463 2.1256 0.2050 −5.8703 48.6380 0.0837 11.9268
New Mean Estimate 0.0061 1.9936 0.2035 −4.3895 49.7511 0.0470 11.9497
Bias 0.0061 −0.0064 0.0035 0.6105 −0.2489 0.0470 −0.0503
Variance 0.0614 0.4596 0.0160 16.0319 29.5164 6.4802 3.7422
SE 0.0111 0.0303 0.0057 0.1791 0.2430 0.1138 0.0865
t (Bias) 0.5508 −0.2113 0.6234 3.4095 −1.0246 0.4129 −0.5812
VarB(θ˜) 0.0322 0.2877 0.0090 7.4742 18.4599 4.7467 2.4332
SDB(θ˜)[SD(θ̂)]
−1 0.9327 0.9339 0.9800 0.8930 0.9748 1.0599 0.9671
Bootstrap bias-corrected MLE with Bayes Adjustment: µ¯a = −3.8668
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
ML Mean Estimate −0.0554 2.1523 0.2074 −5.3711 48.6770 0.0843 11.9175
New Mean Estimate −0.0048 1.9820 0.1979 −4.9822 49.8241 0.1050 11.9469
Bias −0.0048 −0.0180 −0.0021 0.0178 −0.1759 0.1050 −0.0531
Variance 0.0551 0.4079 0.0136 6.1339 32.0765 5.8901 3.8385
SE 0.0105 0.0286 0.0052 0.1108 0.2533 0.1085 0.0876
t (Bias) −0.4607 −0.6289 −0.4030 0.1605 −0.6944 0.9677 −0.6062
VarB(θ˜) 0.0282 0.2274 0.0066 4.1721 20.6476 4.1310 2.5021
SDB(θ˜)[SD(θ̂)]
−1 0.9253 0.9093 0.8591 0.9927 1.0245 0.9870 0.9810
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CHAPTER 3. A NONLINEAR MEASUREMENT ERROR MODEL
WHERE THE UNOBSERVED PREDICTOR IS NOT NORMALLY
DISTRIBUTED
3.1 Motivation
In Chapter 2 we assume a working model where the unobserved predictor is normally distributed.
For the simulation study in Section 2.3 we assume a model where X ∼ N(µx, σxx) and the data are
simulated from a normal distribution with mean µx and variance σxx. In this chapter we address
the issue of parameter estimation for a structural nonlinear measurement error model when the
distribution is unknown. We first revisit the model from Chapter 2 where we assume X is normally
distributed, but simulate data which are non-normal. We introduce a model where we assume the
distribution of X is a finite mixture of distributions. For a simulation study, we look at an example
where X is a mixture of a normal distribution and a chi-squared distribution.
3.1.1 Simulation study for non-normal data
In this section we evaluate the performance of maximum likelihood estimation when we estimate
the model treating X as normal, but the data are non-normal. For the simulations, we define the
model for the response Yi and the observed predictor Wi by,
Yi = f(Xi,β) + ei
= K +
B
1 + exp{a(Xi −m)} + ei, (3.1)
and
Wi = Xi + Ui, (3.2)
where (ei, Ui, Xi) ∼ NI (0,diag(σee, σuu, σxx)).
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To maximize the likelihood, we approximate the distribution of X by a discrete distribution
(see Appendix B). We simulate data for a scenario where we set σuu, σee, and σxx to 0.12. As in
Section 2.3, we set β = (K,B,m, a)′ = (0, 2, 0.2,−5)′ and µx = 0. Since food intake data often have
right skew distributions, we simulate data from a standardized chi-squared distribution. The data




σxx(D − q) + µx
and D ∼ χ2q . As an example, we simulate data from a standardized chi-squared distribution with
three degrees of freedom (q = 3). Maximum likelihood estimation is done with a Bayes adjustment
where we place a prior on the parameter a (details on the Bayes adjustment are in Section 2.3.1).
When data are simulated from the standardized chi-squared distribution (q = 3), all sam-
ples converged to final estimates with positive-definite covariance matrices. Table 3.1 summarizes
the maximum likelihood estimates of the parameters for 500 Monte Carlo samples, each of size
n = 1, 000. For comparison, results in Table 3.1 (top) are for data simulated from a N(µx, σxx)
distribution while results in Table 3.1 (bottom) are for data simulated from a standardized chi-
squared distribution (q = 3) with mean µx and variance σxx. The estimated bias for the parameters
when data for X are simulated from a normal distribution have properties similar to those discuss
in Section 2.3.2.2. Maximum likelihood estimates, when data for X are not normally distributed,
have significant estimated bias for all parameters of the nonlinear function.
As seen in Table 3.2, a bootstrap bias-correction (as described in Chapter 2, Section 2.5) does
not significantly improve the estimated bias for parameters of the nonlinear function when data
are simulated from the standardized chi-squared distribution (q = 3). For almost all parameters,
the bias-corrected estimates are further from the true parameter values than were the original
maximum likelihood estimates. The bootstrap bias-corrected estimates of B and a were closer to
the true parameter values; however, both still have significantly large t−ratios for the bias even
after the bias-correction. As seen for the simulations in Section 2.5.2, the variance estimates of the
original maximum likelihood estimates are comparable to the variance estimate of the bootstrap
bias-corrected estimate (as if we took B = 1000 bootstrap samples). Since we are assuming an
incorrect model, the bootstrap bias-correction does little to remove bias. The estimated bias in
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Table 3.1 Properties of maximum likelihood (ML) estimates for M = 500 Monte Carlo
samples simulated with σuu = σee = 0.12. The value µ¯a is the average prior
mean for a across all M samples.
ML estimates for normal data: µ¯a = −4.7971
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 12 0 12
Mean Est −0.0073 2.0165 0.2000 −5.0955 11.7395 0.0546 11.9372
Bias −0.0073 0.0165 0 −0.0955 −0.2605 0.0546 −0.0628
Variance 0.0046 0.0336 0.0010 0.5742 1.4389 2.7414 1.0822
SE 0.0030 0.0082 0.0014 0.0339 0.0536 0.0740 0.0465
t (Bias) −2.4212 2.0080 0.0101 −2.8188 −4.8568 0.7373 −1.3491
ML estimates for chi-squared data: µ¯a = −4.9707
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 12 0 12
Mean Est 0.1432 1.8970 0.2907 −6.9296 12.364 0.0554 12.4537
Bias 0.1432 −0.1030 0.0907 −1.9296 0.3640 0.0554 0.4537
Variance 0.0019 0.0151 0.0007 0.9020 1.1426 2.3302 1.5076
SE 0.0020 0.0055 0.0011 0.0425 0.0478 0.0683 0.0549
t (Bias) 72.7393 −18.7509 79.0522 −45.4301 7.6141 0.8111 8.2629
the simulations illustrate that maximum likelihood estimation for the nonlinear measurement error
model in (3.1)-(3.2) is not robust to non-normal data for the unobserved predictor. In the following
section we outline an alternative model for X.
3.2 Nonlinear measurement error model: a mixture distribution for the
unobserved predictor
In Chapter 2 and Section 3.1.1 we assume a structural nonlinear measurement error model
where X is normally distributed. In Section 3.1.1 we saw an example where maximum likelihood
estimators have significant estimated biases when we assume a normal distribution for X but data
are non-normal. Carroll et al. (2012) outline methods which do not require estimating a structural
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model with the standard assumption that X is normally distributed. One method is regression
calibration (Carroll et al., 2012, Ch.4) which involves replacing X by the regression of X on W .
The expectation E(Y |W ) is approximated by E(Y |E[X|W ]), and parameters are estimated using
nonlinear least squares for a model where we replace X with E(X|W ), the best linear approximation
of X. Regression calibration is simple to implement but can result in poor estimates for highly
nonlinear models (Carroll et al., 2012, pp.65). Other methods include simulation extrapolation
(SIMEX) (Carroll et al., 2012, Ch.5), deconvolution methods (Carroll et al., 2012, Ch.12.1), non-
parametric regression using local polynomials or splines (Carroll et al., 2012, Ch.12.2), or estimating
parameters using Bayesian methods (Carroll et al., 2012, Ch.9). For these methods we either do
not assume a structural model or we do assume a structural model but the distribution for X is
non-parametric or semi-parametric.
Joseph (2013) uses maximum likelihood estimation for a structural nonlinear measurement error
model where the distribution of X is estimated by a polynomial function. To create the modified
polynomial function, Joseph (2013) first generates the support of X. The values for X are the
quantiles from a smooth density which approximate an inverted empirical cumulative distribution
function (ECDF); the ECDF is created based on estimates of the first two moments of X. Once the
support of X is determined, Joseph (2013) defines a Q-degree polynomial function with flat ends,
to avoid poor estimation in the tails of the distribution of X. The coefficients of the polynomial
are estimated using maximum likelihood and final estimates are shrunk towards zero.
In this section, we assume a structural model and estimate parameters using maximum like-
lihood. We add flexibility to the model by defining the distribution of X to be a finite mixture
distribution. Previous applications of measurement error models, where a mixture distribution is
assumed for X, approached the problem from a Bayesian viewpoint. One common mixture distri-
bution for X is a mixture of normals where each normal distribution has its own mean and variance;
the number of components in the mixture is also estimated (Roeder and Wasserman, 1997) (Carroll
et al., 1999) (Richardson et al., 2002).
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To compute the likelihood for the structural nonlinear measurement error model, we have
relied on a discrete approximation for the distribution of X. We take advantage of the discrete
approximation to define a finite mixture of discrete distributions. In what follows, we introduce
notation for a general finite mixture distribution, define a mixture for discrete distributions, and
present results from a simulation study were we focus on a distribution for X which is a linear
combination of a normal distribution and a chi-squared distribution.
3.2.1 Methodology
Consider the measurement error model,
Yi = f(Xi,β) + ei, (3.3)
Wi = Xi + Ui, (3.4)
where we assume (ei, Ui) ∼ NI (0,diag(σee, σuu)) and we focus on a nonlinear function for f(Xi,β).
We assume a structural model where X is treated as a random variable with distribution, F (Xi; ξ).



















dF (Xi; ξ), (3.5)
with respect to θ = (β, σee, ξ)
′.
3.2.1.1 A finite mixture distribution





where Fj(z) is the jth component distribution. We set restrictions on the coefficients,
∑
cj = 1
and cj ≥ 0, such that the distribution in (3.6) is a convex linear combination of distributions. The
data for the mixture distribution in (3.6) are modeled as a random variable with some probability
cj of being drawn from distribution Fj(z) (Everitt, 1981).
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3.2.1.2 A finite mixture of discrete distributions
To maximize the likelihood function in (3.5), we approximate the integral with a sum by as-
suming a discrete distribution for X. We focus on the case where the jth component distribution




ωjk1(zjk ≤ z), (3.7)
for k = 1, ...,K values zjk and probabilities ωjk where
∑
k ωjk = 1 for each jth distribution.












k cjωjk = 1 and cjωjk ∈ (0, 1) for k = 1, ...,K discrete values and j = 1, ..., J component
distributions.
3.2.1.3 A finite mixture of discrete distributions for X
We specify the distribution of X to be a linear combination of J discrete, location-scale distri-
butions. Instead of defining the support of X and determining the corresponding probabilities for
the jth distribution, we define a set of fixed probabilities, ωk. The same probabilities, ωk, are used







cjωk1(zjk ≤ z), (3.9)
in terms of the same probabilities, ωk, for each of the j = 1, ..., J distributions.
When estimating the finite mixture distribution for X, we do not estimate a different mean and
variance for each component distribution. Instead, we set the values zjk so that all component
55
distributions, Fj(z), have the same first two moments. Specifically, we define the zjk values for
the jth distribution so that
∑




jk = 1. We define X to have mean µ and
standard deviation σ where,
Xjk = µ+ σzjk, (3.10)
and the finite mixture distribution for X is,





cjωk1(Xjk ≤ X), (3.11)























with respect to θ = (β, σee, ξ)
′ where the discrete distribution of X is the finite mixture defined
by (3.10)-(3.11).
3.2.2 Simulation Study
We now return to the nonlinear measurement error model in (3.1)-(3.2). For the simulation
study in Section 3.1.1, we assumed a normal model for X. To maximize the likelihood function,
we use a discrete approximation for the distribution of X (see Appendix B). We now specify the
distribution of X to be a finite mixture of two (j = 1, 2) component distributions — a standard
normal distribution and a standardized chi-squared distribution with three degrees of freedom
(q = 3). We let z1k and z2k, with the same corresponding probabilities ωk, denote k = 1, ..., 26
points which approximate a standard normal distribution (j = 1) and a standardized chi-squared
distribution (j = 2), respectively (see Appendix B for more details on the discrete approximation).
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ω˜jk1(Xjk ≤ X), (3.13)





σxxz1k if j = 1
µx +
√
σxxz2k if j = 2,
(3.14)
with corresponding weighted probabilities,
ω˜jk =

c1ωk if j = 1










jk ≈ σxx. The discrete distributions
which approximate the standard normal distribution and the standardized chi-squared distribution
(q = 3) along with the finite mixture distribution (with c1 = 1/3) are plotted in Figure 3.1. The
plot of the cumulative distribution functions (CDFs) provide an illustration of the flexibility of the
finite mixture distribution to allow right skew in the distribution of X.
























with respect to θ = (β, σee, µx, σxx, c1)
′ for,
f(Xjk,β) = K +
B
1 + exp{a(Xjk −m)} . (3.17)
As in Section 3.1.1, we simulate data for a scenario where we set σee, σuu, and σxx equal to 0.12, set
µx to zero, and set β = (K,B,m, a)
′ = (0, 2, 0.2,−5)′. Maximum likelihood estimation is done with
a Bayes adjustment, placing a prior on a. When maximizing the likelihood in (3.16), we restrict
the parameters σee, σxx to be positive and constrain c1 ∈ (0, 1). The program optim in R does not
allow parameter constraints for the BFGS algorithm; when the parameter restrictions are violated


















Figure 3.1 Plot of the cumulative distribution functions for the discrete approximations of
a standard normal distribution, a standardized chi-squared distribution (q = 3)
and the finite mixture (c1 = 1/3) distribution.
3.2.2.1 Simulation Results
To evaluate the model where we assume a finite mixture distribution for X, we simulate data
from four different distributions. We simulate data from a normal distribution and chi-squared
distributions with three (q = 3) and nine (q = 9) degrees of freedom; all X data are generated
to have mean µx and variance σxx. We also simulate data from the finite mixture distribution
defined in (3.13). We weight the probabilities as in (3.15) by c1 = 1/3 for the approximate normal
distribution and 1− c1 = 2/3 for the approximate chi-squared distribution (as in Figure 3.1).
To simulate a random sample of size n from the finite mixture of discrete distributions, we
first generate a random sample of ui values (i = 1, ..., n) from a standard uniform distribution.
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Each component distribution of the finite mixture is approximated by 26 values, so we let t index
the t = 1, ..., 52 X values approximating the finite mixture of two discrete distributions where




X1 if 0 < ui ≤ F (X1)
Xt+1 if F (Xt) < ui ≤ F (Xt+1)
X52 if ui > F (X51).
(3.18)
When maximizing the likelihood in (3.16), the BFGS algorithm (introduced in Section 2.3) in R
converged for all samples. When we assume the finite mixture distribution for X and simulate data
from a normal distribution or from the finite mixture distribution, the estimated Hessian matrix
from optim results in one sample with an estimated covariance matrix which is not positive-definite.
When the data are simulated to be chi-squared (q = 3), 1% of samples resulted in final parameter
estimates with estimated covariance matrices that were not positive-definite. When we simulate
data from a chi-squared distribution (q = 9), all estimated Hessian matrices resulted in estimated
covariance matrices which were positive-definite. The results in Tables 3.3-3.4 are for 500 Monte
Carlo samples after modifying the Hessian matrix for any samples whose estimated covariance
matrices were not positive-definite (see Section 2.3.2.1 for details on the modification).
Comparing the results in Table 3.3 (bottom) to the results from Table 3.1 (bottom), parameter
estimates for skewed data have smaller estimated bias when we assume the finite mixture model
as opposed to when we assume a normal model for X. Given the added flexibility of the finite
mixture model, the improvement in the estimated biases for skewed data is not surprising. In ad-
dition, almost all parameter estimates for each of the simulated data scenarios have non-significant
estimated bias after a bootstrap bias-correction (see Tables 3.5-3.6).
When the data are simulated from a normal distribution or a chi-squared (q = 3) distribution,
we are generating data from distributions which are special cases of the finite mixture distribution
(i.e. c1 is either zero or one). When we maximize the likelihood function, we restrict c1 so that the
estimate will never be equal to zero or one. Thus, the estimates for c1 will be biased when data are
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normal or chi-squared (q = 3). Also, by restricting c1 to be less than 1, the estimated distribution
for X will be skewed to the right. The parameter estimates and estimated biases in Table 3.3 (top)
are comparable to those when we assumed a normal model for X (Table 3.1 (top)) except for the
parameters K and m. Thus, when the estimated distribution for X is skewed right, the estimated
bias for K (which determines the lower threshold of the nonlinear function) has a larger magnitude
of bias than when the estimated distribution for X is normal.
When data are simulated from a chi-squared distribution with nine degrees of freedom, the value
of c1 that best approximates the distribution is unknown. To determine a plausible value for c1,
we estimate a model for the finite mixture distribution as a linear function of a normal distribution
and a chi-squared (q = 3) distribution. We first generate a sample of size n = 1, 000 from the finite
mixture distribution. The sample consists of Xi values (i = 1, ..., n) where Xi = λiZ1i+(1−λi)Z2i.
The Z1i is simulated from a standard normal distribution and Z2i is simulated from a standardized
chi-squared (q = 3) distribution where we assume λi ∈ {0, 1} follows a binomial distribution with
probability c1 = 1/3. From the sample of values, we determine the CDF value for the finite mixture
distribution F (Xi), the normal distribution F1(Xi), the chi-squared (q = 3) distribution F2(Xi),
and the chi-squared (q = 9) distribution Fnew(Xi). We estimate the coefficient c1 in,
Fnew(Xi)− F2(Xi) = c1[F (Xi)− F1(Xi)], (3.19)
using ordinary least squares for 500 different samples of size n = 1, 000. The mean estimate of c1,
averaged over the 500 samples, is 0.4747. This estimate is reasonable as a chi-squared distribution
with nine degrees of freedom has less skew than a distribution with three degrees of freedom; thus,
we expect a larger coefficient associated with the normal distribution (e.g. a c1 value between 1/3
and 1).
Some issues did arise when estimates for the parameter c1 were close to zero. For example,
when data are simulated from the finite mixture distribution, four samples had maximum likelihood
estimates of c1 close to zero (less than 5×10−5) where the estimated variance from the approximate
Hessian matrix was also very small (less than 2×10−5). The small estimated standard error paired
with the difference between the estimated c1 ≈ 0 and the true c1 = 1/3, resulted in extremely large
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t˜ values (for t˜ defined in (2.40)). To improve the standard error estimates, we estimate the Hessian
at the final parameter estimates for a likelihood which does not constrain c1 to be between zero
and one. The estimates for t˜ in Table 3.4 (bottom) are calculated using the estimated Hessian for
a likelihood that does not constrain c1.
3.3 Discussion
In this chapter, we outlined a structural measurement error model with a finite mixture for
the unobserved X distribution. We considered a finite mixture of a normal distribution and a chi-
squared distribution. A simulation study showed that the added flexibility of the model resulted in
parameter estimates with biases that were not significantly different from zero, regardless of whether
the data generated for X were normal, chi-squared, or a mixture. When maximizing the likelihood
where we assume a finite mixture distribution for X, we constrain the coefficient c1 to be between
zero and one. The simulation study illustrated that the constraints on these parameters could lead
to small standard error estimates from the approximate Hessian. To avoid standard error estimates
close to zero, we proposed re-estimating the Hessian matrix for a likelihood function which does not
constrain c1. In the next chapter, we apply the methods from this chapter to the NHANES data
in order to estimate parameters for a model describing the dependency of 25(OH)D levels based
on observed vitamin D intake. We further propose a jackknife method to compute standard errors
which avoids the issues with the approximate Hessian seen in this chapter.
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Table 3.2 Properties of maximum likelihood (ML) estimates after a bootstrap bias-correc-
tion for M = 500 Monte Carlo samples simulated with σuu = σee = 0.12. The
variance of the bootstrap bias-corrected estimate, VarB(θ˜), is calculated as if
B = 1, 000 were sampled. The average prior mean for a is denoted by µ¯a.
Bootstrap bias-corrected ML estimate for normal data: µ¯a = −4.7971
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 12 0 12
ML Mean Estimate −0.0073 2.0165 0.2000 −5.0955 11.7395 0.0546 11.9372
New Mean Estimate −0.0046 2.0084 0.2007 −4.9647 11.8619 0.1079 11.9415
Bias −0.0046 0.0084 0.0007 0.0353 −0.1381 0.1079 −0.0585
Variance 0.0080 0.0604 0.0016 0.9874 2.2207 3.8651 1.4492
SE 0.0040 0.0110 0.0018 0.0444 0.0666 0.0879 0.0538
t (Bias) −1.1593 0.7654 0.3784 0.7933 −2.0718 1.2271 −1.0869
VarB(θ˜) 0.0053 0.0410 0.0011 0.6275 1.5051 2.6218 0.9085
SDB(θ˜)[SD(θ̂)]
−1 1.0721 1.1052 1.0661 1.0454 1.0227 0.9779 0.9162
Bootstrap bias-corrected ML estimate for chi-squared data: µ¯a = −4.9707
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 12 0 12
ML Mean Estimate 0.1432 1.897 0.2907 −6.9296 12.364 0.0554 12.4537
New Mean Estimate 0.1459 1.8911 0.2908 −6.8087 12.4456 0.0790 12.4624
Bias 0.1459 −0.1089 0.0908 −1.8087 0.4456 0.0790 0.4624
Variance 0.0030 0.0236 0.0011 1.4746 1.6674 3.7023 2.4462
SE 0.0025 0.0069 0.0015 0.0543 0.0577 0.0861 0.0699
t (Bias) 59.2661 −15.8301 60.4430 −33.3062 7.7162 0.9184 6.6116
VarB(θ˜) 0.0021 0.0161 0.0008 0.9702 1.0993 2.5289 1.6420
SDB(θ˜)[SD(θ̂)]
−1 1.0516 1.0338 1.0574 1.0371 0.9809 1.0418 1.0436
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Table 3.3 Properties of maximum likelihood (ML) estimates for M = 500 Monte
Carlo samples simulated from a normal distribution (top) and a standardized
chi-squared (q = 3) distribution (bottom). We assume the distribution of X is
a finite mixture distribution.
ML estimates for normal data: µ¯a = −4.7971
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 100
Mean Est −0.0142 2.0156 0.1940 −5.0434 11.6973 0.0540 11.9126 95.6002
Bias −0.0142 0.0156 −0.0060 −0.0434 −0.3027 0.0540 −0.0874 −4.3998
Variance 0.0046 0.0291 0.0010 0.4573 1.3828 2.8225 1.0765 49.5952
SE 0.0030 0.0076 0.0014 0.0302 0.0526 0.0751 0.0464 0.3149
t (Bias) −4.7096 2.0508 −4.1438 −1.4357 −5.7555 0.7186 −1.8836 −13.9700
Mean t˜ −0.0641 −0.0448 −0.2421 0.0723 −0.2773 0.0355 −0.1342 −6.3024
Var t˜ 0.9021 0.8743 0.9416 0.8189 0.9389 1.1849 1.0236 57.8354
Prop t˜ > 1.96 0.024 0.006 0.012 0.034 0.010 0.034 0.014 0
Prop t˜ < −1.96 0.010 0.030 0.048 0.010 0.046 0.028 0.040 0.462
ML estimates for chi-squared (q = 3) data: µ¯a = −4.9707
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 0
Mean Est 0.0018 2.0091 0.2060 −5.1538 11.8851 0.0908 12.1308 5.0847
Bias 0.0018 0.0091 0.0060 −0.1538 −0.1149 0.0908 0.1308 5.0847
Variance 0.0102 0.0269 0.0011 0.6147 1.3482 2.4277 1.6216 67.0631
SE 0.0045 0.0073 0.0015 0.0351 0.0519 0.0697 0.0569 0.3662
t (Bias) 0.3939 1.2431 3.9660 −4.3871 −2.2121 1.3027 2.2976 13.8839
Mean t˜ 0.3112 −0.1379 0.2026 −0.0585 −0.1202 0.0451 0.0325 5.6975
Var t˜ 1.0491 0.8977 0.9187 0.7765 1.0613 1.0069 1.0847 57.6656
Prop t˜ > 1.96 0.062 0.002 0.036 0.020 0.026 0.020 0.026 0.434
Prop t˜ < −1.96 0.002 0.040 0.010 0.002 0.044 0.022 0.038 0
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Table 3.4 Properties of maximum likelihood (ML) estimates for M = 500 Monte Carlo
samples simulated from a standardized chi-squared (q = 9) distribution (top)
and a mixture distribution consisting of a linear combination of a normal and
chi-squared (q = 3) distribution (bottom). We assume the distribution of X is
a finite mixture distribution.
ML estimates for chi-squared (q = 9) data : µ¯a = −4.8635
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 47.47
Mean Est −0.0342 2.0573 0.1921 −5.0171 11.7473 −0.0566 12.0516 39.1761
Bias −0.0342 0.0573 −0.0079 −0.0171 −0.2527 −0.0566 0.0516 −8.2939
Variance 0.0122 0.0330 0.0015 0.6623 1.5112 2.3713 1.2451 233.3278
SE 0.0049 0.0081 0.0017 0.0364 0.0550 0.0689 0.0499 0.6831
t (Bias) −6.9224 7.0633 −4.5909 −0.4695 −4.5960 −0.8218 1.0349 −12.1411
Mean t˜ −0.0044 0.1280 −0.1266 0.1135 −0.2186 −0.0408 −0.0172 -0.5230
Var t˜ 1.0164 0.8670 0.8875 0.9058 1.0443 0.9947 0.9164 0.9546
Prop t˜ > 1.96 0.048 0.006 0.016 0.030 0.016 0.022 0.014 0.006
Prop t˜ < −1.96 0 0.024 0.020 0.004 0.034 0.032 0.018 0.082
ML estimates for normal and chi-squared (q = 3) data: µ¯a = −4.9092
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 33.33
Mean Est −0.0240 2.0335 0.1955 −5.0263 11.7419 −0.0290 12.0109 33.6793
Bias −0.0240 0.0335 −0.0045 −0.0263 −0.2581 −0.0290 0.0109 0.3460
Variance 0.0119 0.0338 0.0013 0.7439 1.3139 2.5065 1.3291 223.8718
SE 0.0049 0.0082 0.0016 0.0386 0.0513 0.0708 0.0516 0.6691
t (Bias) −4.9106 4.0723 −2.7777 −0.6819 −5.0347 −0.4096 0.2105 0.5170
Mean t˜ 0.1045 −0.0196 −0.0403 0.1153 −0.2255 −0.0250 −0.0526 0.0191
Var t˜ 0.9534 0.9387 0.8045 1.0507 0.9247 1.0557 1.0006 0.9980
Prop t˜ > 1.96 0.048 0.006 0.018 0.056 0.012 0.020 0.018 0.024
Prop t˜ < −1.96 0 0.038 0.008 0.004 0.042 0.034 0.030 0.022
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Table 3.5 Properties of estimated parameters after a bootstrap bias-correction for
M = 500 Monte Carlo samples simulated with σuu = σee = 0.12 and for a
model where we assume a finite mixture distribution for X. The variance of the
bootstrap bias-corrected estimate, VarB(θ˜), is calculated as if B = 1, 000 were
sampled. The average prior mean for a is denoted by µ¯a.
Bootstrap bias-correction, normal data
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 100
ML Mean Estimate −0.0142 2.0156 0.1940 −5.0434 11.6973 0.054 11.9126 95.6002
New Mean Estimate −0.0075 2.0032 0.1958 −4.9826 11.8326 0.1160 11.9176 96.6503
Bias −0.0075 0.0032 −0.0042 0.0174 −0.1674 0.1160 −0.0824 −3.3497
Variance 0.0064 0.0400 0.0014 0.6142 1.7422 3.5243 1.2670 94.3381
SE 0.0036 0.0089 0.0017 0.0350 0.0590 0.0840 0.0503 0.4344
t (Bias) −2.0920 0.3580 −2.5121 0.4959 −2.8354 1.3815 −1.6365 −7.7117
VarB(θ˜) 0.0041 0.0303 0.0011 0.4196 1.3616 2.7848 0.9735 65.9116
SDB(θ˜)[SD(θ̂)]
−1 0.9459 1.0208 1.0310 0.9579 0.9923 0.9933 0.9510 1.1528
Bootstrap bias-correction, chi-squared (q = 3) data
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 0
ML Mean Estimate 0.0018 2.0091 0.2060 −5.1538 11.8851 0.0908 12.1308 5.0847
New Mean Estimate 0.0102 1.9977 0.2068 −5.0794 11.9788 0.1207 12.1564 3.4926
Bias 0.0102 −0.0023 0.0068 −0.0794 −0.0212 0.1207 0.1564 3.4926
Variance 0.0147 0.0385 0.0015 0.9335 1.7949 3.2999 2.1391 106.3253
SE 0.0054 0.0088 0.0017 0.0432 0.0599 0.0812 0.0654 0.4611
t (Bias) 1.8711 −0.2628 3.8616 −1.8386 −0.3534 1.4863 2.3917 7.5739
VarB(θ˜) 0.0098 0.0264 0.0011 0.6487 1.3504 2.5481 1.6243 67.2498
SDB(θ˜)[SD(θ̂)]
−1 0.9803 0.9915 1.0118 1.0273 1.0008 1.0245 1.0008 1.0014
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Table 3.6 Properties of estimated parameters after a bootstrap bias-correction for
M = 500 Monte Carlo samples simulated with σuu = σee = 0.12 and for a
model where we assume a finite mixture distribution for X. The variance of the
bootstrap bias-corrected estimate, VarB(θ˜), is calculated as if B = 1, 000 were
sampled. The average prior mean for a is denoted by µ¯a.
Bootstrap bias-correction, chi-squared (q = 9) data
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 47.47
ML Mean Estimate −0.0342 2.0573 0.1921 −5.0171 11.7473 −0.0566 12.0516 39.1761
New Mean Estimate −0.0046 2.0159 0.1979 −4.9531 12.0252 −0.0223 12.0157 39.4449
Bias −0.0046 0.0159 −0.0021 0.0469 0.0252 −0.0223 0.0157 -8.0251
Variance 0.0219 0.0561 0.0023 0.9345 2.1606 3.6006 1.9199 377.0269
SE 0.0066 0.0106 0.0022 0.0432 0.0657 0.0849 0.0620 0.8684
t (Bias) −0.6942 1.4970 −0.9564 1.0843 0.3838 −0.2630 0.2527 -9.2417
VarB(θ˜) 0.0088 0.0273 0.0013 0.5777 1.4126 2.3881 1.2629 248.0025
SDB(θ˜)[SD(θ̂)]
−1 0.8516 0.9093 0.9201 0.9339 0.9668 1.0035 1.0071 1.0310
Bootstrap bias-correction, normal and chi-squared (q = 3) data
K B m a 100σee 100µx 100σxx 100c1
Truth 0 2 0.2 -5 12 0 12 33.33
ML Mean Estimate −0.0240 2.0335 0.1955 −5.0263 11.7419 −0.0290 12.0109 33.6793
New Mean Estimate 0.0046 1.9892 0.1988 −4.9421 11.9127 −0.0621 12.028 33.1482
Bias 0.0046 −0.0108 −0.0012 0.0579 −0.0873 −0.0621 0.0280 −0.1851
Variance 0.0202 0.0569 0.0020 1.0861 2.0140 3.7054 1.9767 327.6496
SE 0.0064 0.0107 0.0020 0.0466 0.0635 0.0861 0.0629 0.8095
t (Bias) 0.7280 −1.0120 −0.6072 1.2418 −1.3759 −0.7217 0.4459 −0.2287
VarB(θ˜) 0.0090 0.0298 0.0011 0.6184 1.2706 2.3891 1.3228 202.5766
SDB(θ˜)[SD(θ̂)]
−1 0.8713 0.9392 0.9207 0.9118 0.9834 0.9763 0.9976 0.9513
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CHAPTER 4. APPLICATION OF A NONLINEAR MEASUREMENT
ERROR MODEL TO ESTIMATE THE ASSOCIATION BETWEEN
VITAMIN D INTAKE AND 25(OH)D
In this chapter we return to the NHANES data described in Chapter 1 and Section 2.2.
NHANES is a complex survey with unequal probabilities of selection. The survey data include
individual weights based on the unequal selection probabilities. To explore whether we need to
use survey weights in estimation, we test for the effect of weights on parameter estimates. We
also investigate the assumption of normality for the measurement errors. Finally, we implement
the likelihood methods of Chapters 2 and 3 to estimate the parameters of the nonlinear model for
25(OH)D.
4.1 Defining a nonlinear model for the association between vitamin D intake
and 25(OH)D
In Section 2.2.2 we proposed an S-shaped nonlinear function to describe the dependence of
25(OH)D on usual vitamin D intake. Given the differences between 25(OH)D levels observed for
persons with different skin pigmentations (see Chapter 1) and differences between genders, we
create six subgroups defined by race (Whites, Blacks, or Others) and sex (males or females). We
use l = 1, ..., 6 to index these subgroups. Exploratory analyses of the data (e.g., fitting the nonlinear
model using least squares assuming that Xi is observed) suggest that the main differences between
estimates for different races are in the heights of the lower and upper asymptotes of the response
function. Therefore, we allow the parameters K and B to vary across the six subgroups. The







1 + exp{a(Xi −m)} , (4.1)
where Tl = 1 if the ith person belongs to the lth population subgroup and is zero otherwise.
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4.2 Survey weights
We recall from Chapter 1 and Section 2.2, that the NHANES data are collected via a stratified,
multistage survey. In this section, we briefly outline the sampling process for NHANES and explore
the necessity of including survey weights in parameter estimation.
4.2.1 Summary of the sampling process for NHANES
If survey data are collected using simple random sampling (i.e., every individual in the target
population has equal probability of selection), the resulting sample is representative of the sampled
population in the sense that different population subgroups appear, approximately, in the same
proportion in the sample and the population. If, however, data are collected via a complex un-
equal probability survey design, some groups may be over-represented or under-represented in the
sample. A survey weight can be thought of as a measure of the number of people represented by
an observation in the sample and is computed as the inverse of the probability of selection of the
individual.
The target population for NHANES is the non-institutionalized population in the contiguous
United States. The sampling design for NHANES consists of four stages that are implemented
within strata defined geographically, and by the proportion of minorities in each stratum. First,
primary sampling units (PSU) are chosen from a frame of all counties in the stratum. Within
each PSU, area segments (usually census blocks) are then selected so that the sample sizes per
PSU are approximately equal. The final two stages include the selection of dwelling units (such as
dormitories) and the selection of individuals within those dwelling units. Oversampling is done for
certain groups of individuals and varies by wave. In 2005-2006, the population groups that were
over-sampled included adolescents aged 12-19 years, adults > 60 years, Mexican Americans and
African Americans of all ages, pregnant women and persons living at or below the poverty level.
NHANES 2005-2006 includes 15 strata, with two PSUs per stratum (Curtin et al., 2012). The
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weights for the NHANES survey account for the unequal probability of selection and for the non-
response; they are scaled to sum to the population size of post-stratification groups defined by age,
sex, income, and other control variables as given by the 2000 U.S. decennial census.
4.2.2 A least squares test for the effect of survey weights on parameter estimates
Because the NHANES data includes two independent observations for most survey participants,








(Wij − W¯i.)2, (4.2)
for nR defined in (2.7). To see whether survey weights have an effect on estimates of the mea-
surement error variance, we compare the estimator in (4.2) to a corresponding estimator which














pi−1i 1(Wi1 6= 0)1(Wi2 6= 0). (4.4)
Estimates for the weighted measurement error variance, σ̂uu,pi, are shown in Table 4.1 for each of
12 subgroups defined by race, sex, and supplement use. To test whether the two estimators are
estimating the same quantity, we fit a simple linear regression model,
(Wi1 −Wi2)2 = τci + γdi + ψi, (4.5)
for ψi ∼ (0, σψ) and (ci, di) equal to (1, pi−1i ) and i = 1, ..., nR (Fuller, 2011, Ch.6). Of interest is
whether γ is significantly different from zero. Using least squares (OLS), we fit the model in (4.5)
for each of the 12 subgroups. For the hypothesis H0 : γ = 0, we calculate test statistics and
corresponding p−values which are reported in the last four columns of Table 4.1. Given the large
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p−values, we do not have significant evidence that γ is different from zero (using a Type I error of
0.05). In the remainder, we do not include survey weights when estimating the measurement error
variance.
Table 4.1 Estimates of the measurement error variance with and without incorporating
survey weights for each subgroup defined by race, sex, and supplement use.
Sex Race Supplements σ̂uu σ̂uu,pi γ̂10
4 SE(γ̂104) t−value p−value
Males
Whites
Yes 0.0646 0.0654 0.0010 0.0046 0.2265 0.8210
No 0.1479 0.1483 0.0005 0.0046 0.1048 0.9166
Blacks
Yes 0.1016 0.0826 -0.0715 0.0424 -1.6875 0.0951
No 0.1711 0.1875 0.0383 0.0196 1.9517 0.0519
Other
Yes 0.1019 0.1488 0.0205 0.0125 1.6423 0.1038
No 0.1594 0.1512 -0.0055 0.0068 -0.8100 0.4185
Females
Whites
Yes 0.0413 0.0456 0.0021 0.0012 1.8211 0.0692
No 0.1218 0.1212 -0.0006 0.0043 -0.1309 0.8960
Blacks
Yes 0.0388 0.0356 -0.0071 0.0070 -1.0135 0.3126
No 0.1497 0.1441 -0.0153 0.0174 -0.8795 0.3799
Other
Yes 0.0644 0.0615 -0.0009 0.0029 -0.3113 0.7559
No 0.1365 0.1261 -0.0051 0.0052 -0.9851 0.3252
We extend the ideas from the model in (4.5) to a nonlinear model in order to test whether survey
weights have an effect on the estimates of β in (4.1). We consider a model which incorporates survey
weights for the estimation of the parameters Kl and Bl. We have seen that these parameters are
related to differences in race and sex and hence they may be related to other demographic variables














1 + exp{a(Xi −m)} , (4.6)
where Tl = 1 if the ith person belongs to the lth population subgroup defined by race and sex and
is zero otherwise.
We estimate (β,γ) for β = (K1, ...,K6, B1, ..., B6,m, a)
′ and γ = (γK1 , ..., γK6 , γB1 , ..., γB6)′
using nonlinear least squares. We test whether survey weights have any effect on the estimates of
K and B by testing whether each component of γ is equal to zero. As seen in Table 4.2, we fail to
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reject the null hypothesis for all the parameters associated with the survey weights; so, we do not
have significant evidence that these parameters are different from zero (for a Type I error of 0.05).
Thus, we continue estimation without incorporating survey weights.
Table 4.2 Nonlinear least squares estimates to test the effect of survey weights when esti-





Whites 0.0509 0.0432 1.1778 0.2389
Blacks 0.0287 0.1361 0.2111 0.8328
Other -0.0054 0.0519 -0.1039 0.9173
Females
Whites -0.0118 0.0357 -0.3318 0.7401
Blacks -0.0859 0.1203 -0.7143 0.4751





Whites -0.0315 0.0729 -0.4314 0.6662
Blacks -0.4118 0.2954 -1.3940 0.1634
Other -0.0200 0.0996 -0.2011 0.8407
Females
Whites -0.0574 0.0516 -1.1116 0.2664
Blacks 0.0964 0.2252 0.4282 0.6686
Other -0.1258 0.0771 -1.6316 0.1028
4.3 Characteristics of the measurement errors
In Chapter 2, we assume that the measurement errors Uij are normally distributed with zero
mean and constant variance σuu. In the following sections, we examine whether these assumptions
for the measurement errors Uij are reasonable for the NHANES data.
Preliminary plots revealed extreme values for the within individual errors for certain individuals




for each individual i in group g (g = 1, ..., 5) to be no greater than 12.1; the five groups and




random variable will exceed this value is only 0.0005. For extreme observations, we shrink W1i and
W2i towards their mean, so that the standardized square is equal to the upper bound of 12.1.
Estimates of the measurement error variance for the twelve subgroups defined by race, sex, and
supplement use, are shown in Table 4.3; the variance is estimated using (4.2). The measurement
error variance appears to be a function of the interaction of vitamin D intake (e.g., whether individ-
uals use vitamin D supplements) with sex and race. To address the issue of interactions and still fit
a parsimonious model for the measurement error variance, we define G < 12 groups by combining
some of the twelve subgroups. By aggregating groups in Table 4.3 with similar measurement error
variance, we obtain five new groups with estimated measurement error variances as follows:
1. Black and Other males who took supplements: σ̂uu,1 = 0.0846,
2. Males, all races, who did not take supplements: σ̂uu,2 = 0.1568,
3. White and Black females who took supplements: σ̂uu,3 = 0.0396,
4. Females, all races, who did not take supplements: σ̂uu,4 = 0.1337,
5. White males who took supplements and Other females who took supplements: σ̂uu,5 = 0.0613.
The first four groups combine individuals of the same sex and with the same supplement use,
factors known to be related to vitamin D intake (Ross et al., 2011). The final group combines
individuals from different sexes and races. Despite the differences in demographics, individuals in
the fifth group took vitamin D supplements and the estimates for the measurement error variance
are similar.
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Table 4.3 Estimates of the measurement error variance by race, sex, and supplement use.
Measurement error variances are estimated after adjusting for extreme values.
Also shown is the number of individuals who reported two days of intake data
(nR) for each subgroup.
Race




(nR = 287) (nR = 90) (nR = 98)
No
0.1479 0.1677 0.1593




(nR = 458) (nR = 139) (nR = 216)
No
0.1212 0.1486 0.1352
(nR = 387) (nR = 285) (nR = 393)
4.3.1 Normality of the measurement errors
We next consider the shape of the distribution of measurement errors. We estimate the within
individual error by calculating the differences between replicates for individuals who reported two
days of data. Differences between two independent and identically distributed variables will always
result in a symmetric distribution regardless of the individual distributions for those random vari-
ables (Carroll et al., 2012, pp.17). Anderson-Darling tests of normality result in non-significant
p−values for all but one of the five groups, as seen in Table 4.4.
Table 4.4 Anderson-Darling normality test for the difference between days for each of the
five groups (after adjusting extreme values).
AD stat p−value
Group 1 0.4555 0.2648
Group 2 0.4913 0.2189
Group 3 1.2097 0.0037
Group 4 0.4030 0.3561
Group 5 0.5443 0.1612
73
Group 3 has a distribution of within individual errors which is significantly different from a
normal distribution. As seen in the normal quantile plots in Figure 4.1, the distribution for the
difference in days for Black and White females who take supplements (group 3) has heavier tails
than a Gaussian distribution. The estimated measurement error variance for group 3 is also the
smallest of the five groups. Females are often told to take calcium supplements to reduce health risks
and these supplements may additionally include vitamin D. Consistent daily supplement intake for
these women can plausibly lead to the small day-to-day variability that we observe in this group.
4.3.2 Mean and variance of the measurement errors
To determine whether the measurement error variance depends on intake, Carroll et al. (2012)
suggest plotting the observed individual standard deviations in intake against the observed in-
dividual mean intakes. For the NHANES data, we explore the form of the dependence of the
measurement error variance on intake by plotting the individual standard deviations against W¯i.
(for those individuals with replicate vitamin D intake data) as shown in Figure 4.2. On average,
individuals who take supplements have less day-to-day variability in intake than those who do not.
Therefore, we scale the individual sample standard deviations by the inverse of their corresponding
group standard deviation, σ̂uu,g.
The association seen in Figure 4.2 is strong evidence that the measurement error variance
depends on intake. The LOESS curve in Figure 4.2 suggests that the variance increases with intake
at a decreasing rate. Furthermore, the distribution of the measurement errors is constrained by the
fact that the observed intakes must be zero or larger.
We investigate plausible functions for the mean and variance of the measurement errors using
simulated data which share properties with the NHANES data. We simulate data from model (4.8)-
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(4.9) below, with parameter values µx = 1.03, σxx = 0.12, and σuu = 0.16. The chosen param-
eter values are similar to estimates obtained using the NHANES data. We generate n = 1, 000











Xi + Vij if Xi + Vij ≥ 0
0 else,
(4.9)
for Vij ∼ N(0, σuu). That is, we truncate the distribution of observations Wij and the distribution
of Xi at zero. Of interest is the distribution of Uij = Wij−Xi. As an example, plots of the simulated
data for a single sample are shown in Figure 4.3. The association between the standard deviation
and observed intake in Figure 4.3 (top) resembles that of the association seen with the NHANES
data (Figure 4.2). The association between the average individual measurement errors in Figure 4.3
(bottom) for the simulated data gives nonnegative measurement errors for small intake values; the
mean of the measurement errors tends to zero for large intakes. We now use the simulated data to
approximate mean and variance functions for the measurement errors.
4.3.2.1 Moments of the measurement error distribution
For a random variable Z ∼ N(µ, σ2), the truncated normal distribution for a truncation point
a, has expected value,






for α = (a − µ)/σ; φ(·) and Φ(·) are the probability density function and cumulative density
function, respectively, for the standard normal distribution. The second moment of the truncated
normal distribution is:







































































































Figure 4.1 Normal quantile plots of the difference in observed intake between day one
and day two for individuals with replicate data. Plots are for the symmetric
distribution of the pooled data of differences, W1i −W2i and W2i −W1i. Data
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Figure 4.2 Scatterplot of the scaled, within individual standard deviations plotted against
the mean observed vitamin D intake (in the transformed scale as outlined in






































Figure 4.3 Scatterplots of individual standard deviations against the observed individual
mean intake (top) and of the mean measurement errors U¯i. against usual intake
Xi (bottom) for the simulated data. LOESS curves are overlaid in blue; the
red, dashed line in the bottom plot is at a value of zero.
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Recall that Uij = Wij−Xi, and therefore the distribution of Uij depends on Xi. For any Xi = xi
greater than zero, we have Wij bounded below by zero. Thus Uij ≥ −xi and the distribution of
Uij is a truncated normal distribution with lower truncation point −xi. The first two moments of
Uij follow from (4.10)-(4.11) where the variance of Uij is
Var(Uij |Xi = xi) = E(U2ij |Xi = xi)− [E(Uij |Xi = xi)]2
≡ Var(Zu|Zu > −x), (4.12)
where Zu isN(0, σzz) and σzz is the measurement error variance with no truncation. In the following
sections, we define functions to approximate the conditional expectation and variance of Uij .
4.3.2.2 Estimation of the measurement error variance with no truncation
To estimate the variance in (4.12), we require an estimate of σzz, the measurement error variance
with no truncation. We estimate σzz as the limiting value of the error variance for each of the five
groups defined at the beginning of Section 4.3. Let σ̂uu,g be the estimated measurement error
variance for individuals in group g (g = 1, ..., 5) computed using (4.2). We define Ti,g = δgTi, for
δg = 1 if observation i is in group g, where,
Ti =

ζ1Wd − ζ2W 2d , if Wd ≤ τ1
1, otherwise,
(4.13)
and we set ζ1 = 1.1765 and ζ2 = 0.3460 so that the function passes through the points (0, 0), (τ1, 1),
and (2τ1, 0) (e.g. so that the polynomial reaches a maximum of one at τ1). We set the value of τ1
to be 1.7 — the value where the LOESS curve in Figure 4.2 begins to plateau. We define,
Wd = σ̂
−1/2
uu,g (W¯i − 0.51/3), (4.14)
so that Wd and Ti are zero when W¯i. = (0.5)
1/3. Recall that observed intakes are transformed
by adding a constant of 0.5 followed by taking the third root. Thus an intake of zero in the
original scale corresponds to an intake of (0.5)1/3 in the transformed scale. To estimate the limiting




uu,g (W1i −W2i)2 on Ti,g. Recall that Ti is a function which plateaus at one; however, we want
a function for the NHANES data to plateau at the value of the measurement error variance with
no truncation. By regressing σ̂
−1/2
uu,g (W1i −W2i)2 on Ti,g, the estimated coefficient is a value which
scales the function to plateau at the value of that coefficient (i.e. at the limiting measurement error
variance for group g). The estimated limiting measurement error variance is the calculated value
for the measurement error variance with no truncation, σzz. The values of σ̂zz for each of the five
groups defined earlier are: 0.0850, 0.1762, 0.0396, 0.1558, 0.0613.
4.3.2.3 A function to represent the conditional variance of Uij
In this section we define a function which approximates the variance of the measurement errors
as defined by (4.12). The function has an intercept equal to Var(Uij |Xi = 0) and then increases at
a decreasing rate until reaching a constant variance equal to σzz, the variance with no truncation.
To approximate the variance of the truncated normal random variable Uij of (4.12), we first
consider Z ∼ N(0, 1) and use U to denote the truncated variable created from Z. We define a
sequence of equally spaced d = dk values for dk ∈ [0, 3] and k = 1, ..., 31. A plausible approximation
for Var(U |U > −d) is:
VU (d;α) = α0 + α1d+ α2d
2 + α3d
3. (4.15)
We regress the values of Var(U |U > −dk) on the dk values; Var(U |U > −dk) is computed based
on the moments for a truncated standard normal random variable as in (4.10)-(4.11). The values
of α obtained by ordinary least squares regression are in Table 4.5. We want the variance and
expectation to be constant for large d, such that for d ≥ τ2 the functions remain constant. The
fitted function in (4.15) reaches a maximum at 2.884 and the function which approximates the
expectation, shown later in (4.17), reaches a minimum at 2.834. We average the two extrema and
set τ2 = 2.86. We further set α3 to a value for which VU (d;α) is equal to one for d = τ2. The
updated α3 value is that in Table 4.5.
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The function in (4.15) is for measurement errors with limiting variance equal to one; thus, for
the variance of any random variable Zu ∼ N(0, σzz) which depends on truncation values for any Xi
(as in (4.12)), the function in (4.15) must be rescaled. A function to approximate Var(Zu|Zu > −xi)
is,
σuu(Xi;α, σzz, τ2) =

σzz
































Plots of the variance as a function of d = Xσ
−1/2
zz , with the fitted cubic function overlaid, are shown
in Figures 4.4 and 4.6 for each of the five groups.
4.3.2.4 A function to represent the conditional expectation of Uij
As mentioned earlier, we postulate that the expected value of Uij depends on the true intake,
Xi. When the true intake is zero, the observed intake is nonnegative, which implies that the mea-
surement error, Uij , must be nonnegative at zero. We define a polynomial function to approximate
the expectation of Uij for a given Xi = xi. The function has an intercept equal to E(Uij |Xi = 0)
and then decreases at a decreasing rate until reaching zero — the expectation of Uij in the absence
of truncation.
As before, we define a sequence of equally spaced d = dk values where dk ∈ [0, 3] and k = 1, ..., 31.
We again use U to denote the truncated random variable created from a standard normal random
variable Z. A possible approximation for E(U |U > −d) is:
EU (d;γ) = γ0 + γ1d+ γ2d
2 + γ3d
3. (4.17)
We regress the values of E(U |U > −dk) on the dk values; E(U |U > −dk) is computed based on
properties of a truncated standard normal random variable as in (4.10). The values of α obtained
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by ordinary least squares regression are in Table 4.5. We want the expectation to be zero for large
d so we set γ3 to be the value such that EU (d;γ) is zero for d = τ2 (τ2 = 2.86).
Table 4.5 Values for α in VU (d;α) and γ in EU (d;γ). The value of α3 has been set such
that VU (d;α) = 1 when d = τ2 and the value of γ3 has been set such that
EU (d;γ) = 0 when d = τ2 (τ2 = 2.86).
Calculated Values
α0 0.3598 γ0 0.8045
α1 0.2323 γ1 -0.6893
α2 0.0627 γ2 0.1889
α3 -0.0230 γ3 -0.0162
The function in (4.17) is for the expected value of a truncated standard normal random variable
with limiting expectation equal to zero. We approximate the expectation of any random variable
Zu ∼ N(0, σzz), which depends on truncation values for any Xi, by rescaling the function. The
rescaled function is,







































Plots of the expectation of the measurement errors as a function of d = Xσ
−1/2
zz , with the approxi-
mate cubic function overlaid, are shown in Figures 4.5 and 4.6 for the five groups.
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Figure 4.4 Variance of Zu (open circles) and the fitted cubic function in (4.15) (solid
points) plotted against dk values.
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Figure 4.5 Expectation of Zu (open circles) and the fitted cubic function in (4.18) (solid




























Group 1 Group 2 Group 3 Group 4 Group 5
Figure 4.6 Fitted cubic functions in (4.15) and (4.18) plotted against dk values for the
five groups. Group 1 includes Black and Other males who took supplements,
Group 2 includes all males who did not take supplements, Group 3 includes
White and Black females who took supplements, Group 4 includes all females
who did not take supplements, and Group 5 includes White males and Other
females who did not take supplements.
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4.4 Estimation in the nonlinear measurement error model
In this section we propose a model and report maximum likelihood estimates for the nonlinear
association between 25(OH)D levels and vitamin D intake for the NHANES data. As previously
defined in (4.1), we assume that 25(OH)D is nonlinearly associated with vitamin D intake by,








1 + exp{a(Xi −m)} , (4.20)
where Tl = 1 if the ith person belongs to the lth population subgroup (determined by sex and race)
and is zero otherwise. In (4.19), Y denotes 25(OH)D and X denotes intake of vitamin D, both
in the transformed scale (see Section 2.2). For estimation purposes, we assume that the errors ei
follow a normal distribution where,
ei ∼ N(0, σee). (4.21)
The true vitamin D intake is unknown, and all we observe is intake with additive measurement
error so that,
Wij = Xi + Uij , (4.22)
where the error ei in (4.19) is assumed to be independent of both Xi and Uij . The measure-
ment errors Uij follow a truncated normal distribution, with lower truncation value −Xi, mean
µu(Xi;γ, σzz, τ2) and variance σuu(Xi;α, σzz, τ2) defined in (4.18) and (4.16), respectively.
We assume a structural model where the unobservable long-term intakes are random and follow
some distribution. Given differences in the shape of the distributions for observed vitamin D intake
seen in Figures 2.5-2.6, we define the distribution of long-term intake separately for each of the
twelve subgroups defined by sex, race and supplement use. For individuals who do not take
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supplements, we assume that X is distributed either as a finite mixture of a normal distribution
and a chi-squared distribution with q = 3 or 5 degrees of freedom or as a finite mixture of three chi-
squared distributions with degrees of freedom q = 3, 25, 200. For those who do take supplements,
we include an additional component to the mixture to account for the high frequency of values
around 2.5. One of the most common doses of vitamin D in supplements is 15µg (600 IU), which,
in the transformed scale is 15.51/3 = 2.49. Thus the additional component is chosen to be a normal
distribution with a mean of 15.51/3 and a small variance of 0.0005 so that the majority of values
are within 0.05 of the mean. The finite mixture distributions selected for each subgroup are shown
in Table 4.6; and, in Appendix H we briefly discuss how the finite mixture models were chosen for
each subgroup.
The distribution of X for non-supplement use groups is defined by a mixture of j = 1, ..., J
component distributions where the number of component distributions (J = 2 or 3) depends on
the subgroup (see Table 4.6). We let,












ωk for j = J,
(4.24)
where the values zjk and corresponding probabilities ωk, are the k = 1, ..., 26 points which ap-
proximate either a standard normal distribution or a standardized chi-squared distribution (see
Appendix B). The values zjk and corresponding probabilities ωk approximate different distribu-
tions depending on the subgroup, as shown in Table 4.6.
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σxxzjk for j = 1, ..., J
15.51/3 +
√











ωk for j = J + 1,
(4.26)
where the values zjk and corresponding probabilities ωk, are the k = 1, ..., 26 points which ap-
proximate either a standard normal distribution or a standardized chi-squared distribution (see
Appendix B and Table 4.6); the values zJ+1,k and corresponding probabilities ωk approximate a
standard normal distribution.
Table 4.6 In this table we show which distribution the values zjk and corresponding prob-
abilities ωk approximate (see Appendix B) for each subgroup. The zjk val-
ues approximate either a standard normal distribution (N) or a standardized
chi-squared distribution (χ2q) with q = 3, 5, 25, or 200 degrees of freedom. For
those subgroups who take supplements, there is an additional N(15.51/3, 0.0005)
component in the mixture (not shown in the table below).






























We estimate the parameter vector θ = (β,σee,µx,σxx, c)
′ where β = (K1, ...,K6, B1, ..., B6, a,m),
σee = (σee1 , ..., σee12), µx = (µx1 , ..., µx12)
′, σxx = (σxx1 , ..., σxx12)′, and c = (c1, ..., c20). The pa-
rameters ξ = (µx, σxx, c)
′ associated with the X distribution, as well as σee, are estimated separately
for each subgroup defined by sex, race, and supplement use. To estimate the parameters of the





















F (Xi, ξ)dX, (4.27)

























where J∗ = J for individuals who do not take supplements and J∗ = J + 1 for individuals who
take supplements. The expectation µu(Xi;γ, σ̂zz, τ2) and variance σuu(Xi;α, σ̂zz, τ2) for the mea-
surement error are defined in (4.18) and (4.16), respectively, and the estimates σ̂zz are those from
Section 4.3.2.2. We let X˜jk = Xjk − 0.51/3 so that we have zero intake in the original scale when
X = 0.51/3 in the transformed scale. We assume independence among individuals to get the final
likelihood and corresponding log likelihood functions defined earlier in (2.4) and (2.5), respectively.
To compute maximum likelihood estimates for θ, we use the general-purpose optimization
program optim in R which requires us to provide starting values θ̂0. To compute initial estimates
for the parameters in (4.20), we fit the nonlinear model in (4.20) using nonlinear least squares,
assuming X is observed. As discussed at the beginning of Chapter 2, it is known that these
estimates will be biased due to the measurement error in usual intake, but they are useful as
starting values.
The starting values, β̂0, are the nonlinear least squares estimates found in Table 4.7. The
starting value for σ̂ee0 is the same for all twelve subgroups. We set σ̂ee0 to be 1.3074 — the
nonlinear least squares estimate of the error variance for the model assuming intake is observed
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Table 4.7 Nonlinear least squares estimates (NLS Est.) for the model in (4.20) assuming
intake is observed without measurement error. All the parameters except for a
and m are estimated separately by race and sex. Standard errors (SE) are com-
puted from the gradient which is numerically estimated from the Gauss-Newton
algorithm.





















without measurement error. The starting values for c are set so that
∑
cj0 ≤ 1 for a given subgroup
where each cj0 value is away from the bounds of zero or one. For example, when J = 2, c10 = 0.5
and when J = 3, c10 = 1/3 and c20 = 1/3. For subgroups with individuals who take supplements,
we define cj0 values so that we place less weight on the N(15.5
1/3, 0.0005) distribution. For example,
when J = 2, c10 = 0.45 and c20 = 0.45 and when J = 3, c10 = 0.3, c20 = 0.3, and c30 = 0.3. The








σ̂xx0 = σ̂ww − σ̂uu, (4.30)
where estimators of the overall variation in the observed predictor, σ̂ww, and the average variance
for the measurement error, σ̂uu are defined in (2.9) and (4.2), respectively. The estimates µ̂x0 , σ̂xx0 ,
and σ̂uu are estimated separately by sex, race, and supplement use.
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With the starting values we just described, we perform all calculations in R using optim with
the BFGS algorithm to maximize the log likelihood. Estimation is done with a Bayes adjustment
that places a prior on a; the prior mean is −4.1758 and the prior standard error is 8.3516. The
prior mean for a is computed as −6/(Q.9 −Q.1) and the standard error is twice the absolute value
of the prior mean (see Section 2.3.1.4). To avoid errors using optim and to ensure positive variance
estimates, we maximize the log likelihood with respect to the natural logs of σee and σxx.
Final parameter estimates are found in Tables 4.8-4.10 and include the bootstrap bias-corrected
estimates (as outlined in Section 2.5). To construct each of the nB = 2 bootstrap samples, we sample
with replacement within each of the twelve subgroups in order to preserve the frequencies of each
subgroup in the sample. We restrict the estimates of c to be between zero and one; one estimate
was negative after the bootstrap bias-correction and so we set this value to zero.
4.4.1 An empirical BLUP to predict usual vitamin D intake
We predict usual vitamin D intake using an empirical best linear unbiased predictor (BLUP),
E(X|W ) (Carroll et al., 2012, pp.361-363), given by,






W¯i − (µ̂x + µu(W˜i;γ, σ̂, τ2))
]
, (4.31)
where µ̂x and σ̂xx are bootstrap bias-corrected maximum likelihood estimates. The functions
σuu(W˜i;α, σ̂zz, τ2) and µu(W˜i;γ, σ̂zz, τ2) are defined in Section 4.3 where W˜i = W¯i − 0.51/3 so that
we have zero observed mean intake in the original scale when W¯i = 0.5
1/3 in the transformed scale.
Using X̂i as our best linear unbiased predictor for usual intake, we predict 25(OH)D values for
individuals in each of the six groups defined by sex and race. The estimated nonlinear functions
are shown in Figure 4.7. Our results are consistent with those from previous studies — persons
with darker skin pigmentation tend to have lower levels of 25(OH)D at all intake levels (Ross et al.,
2011, pp.101-104).
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4.4.2 A jackknife estimator for the standard errors
In this section we use a jackknife approach to estimate the sampling distribution of the pa-
rameter estimates. Although we did not use survey weights when estimating the parameters (see
Section 4.2), we need to take into account the survey weights when computing standard errors.
As mentioned in Section 4.2, NHANES 2005-2006 includes 15 strata, with two primary sampling
units (PSUs) per stratum. We compute jackknife standard errors by creating 30 replicate datasets.
Suppose that the dth replicate dataset corresponds to the hth stratum and first PSU, and the (d+
1)st to the same stratum, second PSU. The dth dataset was created by substituting all individuals
in PSU 2, stratum h, by individuals in PSU 1, stratum h. In the (d + 1)st dataset, individuals in
PSU 2, stratum h, replaced individuals in PSU 1, stratum h. All other strata remain the same. We
repeat the process for all strata to create the 30 replicate datasets and then maximize the likelihood
function in (4.28) for each dataset to obtain 30 sets of parameter estimates.
We define a standard error estimator which will represent the within-bootstrap sample variance
that would be obtained if we had generated B = 1000 bootstrap samples instead of only nB = 2
for each of the replicate datasets. An estimator for the variance of the bootstrap bias-corrected
























where θ̂j,(hk) is the jth bootstrap bias-corrected maximum likelihood parameter estimate for the
dataset with replicated observations for individuals in the kth PSU of stratum h (h = 1, ..., 15
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and k = 1, 2). To estimate the within-bootstrap sample variance, we compute an average of the














where θ∗j,(hk)b is the bth bootstrap sample maximum likelihood estimate of parameter θj (as in (2.55))
for the dataset with observations replicated for individuals in the kth PSU of stratum h (h = 1, ..., 15
and k = 1, 2). Following (2.58), we define an estimator for the standard error of the bootstrap bias-












for Σ̂j,w and Var(θ̂j) defined above. Standard error estimates computed using (4.35) are shown in
Tables 4.8-4.10.
Table 4.8 Maximum likelihood (ML) estimates and bootstrap bias-corrected (BS) esti-
mates for parameters of the nonlinear function with measurement error in the
covariate. Estimates are for a model where we choose a finite mixture distribu-
tion for X and a distribution for the measurement errors with expectation and
variance that depend on X. Standard errors (SE) are jackknife estimates (see
Section 4.4.2) calculated as if we generated B = 1, 000 bootstrap samples.
Parameter Sex Race ML Est BS Est SE
K
Male
Whites 7.4382 7.5088 0.4271
Blacks 5.0299 5.0738 0.7094
Others 6.7146 6.7316 0.2519
Female
Whites 7.1194 7.1600 0.6296
Blacks 4.7620 4.7975 0.7849
Others 5.5490 5.6113 1.0595
B
Male
Whites 0.6879 0.5975 0.3554
Blacks 1.9701 1.8878 0.4475
Others 0.5430 0.5814 0.3007
Female
Whites 1.4735 1.4238 0.5508
Blacks 2.5908 2.5915 0.4324
Others 2.5694 2.4835 0.8762
m 1.7627 1.8040 0.5096
a −2.7090 −2.7320 0.4240
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Table 4.9 Maximum likelihood (ML) estimates and bootstrap bias-corrected (BS) esti-
mates for σee and the parameters of the distribution of X. Estimates are for a
model where we choose a finite mixture distribution for X and a distribution
for the measurement errors with expectation and variance that depend on X.
Standard errors (SE) are jackknife estimates (see Section 4.4.2) calculated as if
we generated B = 1, 000 bootstrap samples.




Yes 1.5345 1.6663 0.5181
No 1.6870 1.8459 0.3587
Blacks
Yes 1.4675 1.6907 0.3384
No 1.4428 1.4876 0.2356
Others
Yes 1.3362 1.3387 0.3087
No 1.5372 1.5934 0.3520
Female
Whites
Yes 2.0182 1.9679 0.6641
No 2.6874 2.4072 1.3073
Blacks
Yes 1.7556 1.5247 0.4281
No 1.3304 1.4829 0.3144
Others
Yes 2.0642 2.1742 0.8023




Yes 2.2461 2.2104 0.1878
No 1.6454 1.6565 0.1170
Blacks
Yes 2.0920 2.1873 0.1705
No 1.4815 1.4966 0.1069
Others
Yes 2.0127 2.0800 0.1772
No 1.4892 1.5028 0.1005
Female
Whites
Yes 2.3909 2.4030 0.1262
No 1.4448 1.4363 0.0919
Blacks
Yes 2.0960 2.1507 0.1943
No 1.4006 1.4260 0.0807
Others
Yes 2.2207 2.3484 0.1259




Yes 0.1820 0.1998 0.0520
No 0.1083 0.1209 0.0498
Blacks
Yes 0.3364 0.3450 0.0932
No 0.0961 0.1001 0.0360
Others
Yes 0.2423 0.2581 0.0851
No 0.0845 0.0860 0.0358
Female
Whites
Yes 0.1662 0.1604 0.1258
No 0.0822 0.0815 0.0261
Blacks
Yes 0.2472 0.2206 0.0896
No 0.0792 0.0817 0.0347
Others
Yes 0.2369 0.2166 0.0736
No 0.0792 0.0811 0.0290
94
Table 4.10 Maximum likelihood estimates after a bootstrap bias-correction for the param-
eter c which weights each component distribution of the chosen finite mixture
distribution assumed for X. Standard errors (in parentheses) are jackknife es-
timates (see Section 4.4.2) calculated as if we generated B = 1, 000 bootstrap
samples.






































































Figure 4.7 Fitted nonlinear functions by race using the bootstrap bias-corrected parameter
estimates. Males are shown on the top panel and females on the bottom panel.
Each point corresponds to 25(OH)D (y−axis) and observed vitamin D intake
(x−axis) for each individual. Overlaid lines are the predicted 25(OH)D levels.
Figure is drawn in the transformed scale.
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4.4.3 Approximating the estimated distribution of observed vitamin D intake
For the distribution of X, we selected a finite mixture of either a normal and a chi-squared
distribution or a mixture of three chi-squared distributions (see Appendix H and Table 4.6). For
individuals who take supplements, we also included a normal distribution with mean 15.51/3 and
variance 0.0005. To investigate the estimated distribution of observed intake, we approximate the
distribution of W¯ by simulation, separately for each subgroup defined by race, sex, and supplement
use.
We first outline how we generate values to approximate the distribution of X when the model
is a finite mixture of a normal distribution and a chi-squared distribution. For subgroups with
















σ̂xxr1 if pk ≤ ĉ1
µ̂x +
√





where r1 and r2 are randomly generated values from a standard normal distribution and a stan-
dardized chi-squared distribution with q (q = 3 or 5) degrees of freedom, respectively; µ̂x, σ̂xx, ĉ1,
and ĉ2 are the bootstrap bias-corrected estimates shown in Tables 4.8-4.10.
We now outline how we generate values to approximate the distribution of X when the model
is a finite mixture of three chi-squared distributions with q = 3, 25, 200 degrees of freedom. For
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subgroups with individuals who did not take supplements, we generate pk (k = 1, ..., 500) values





σ̂xxr1 if pk ≤ ĉ1
µ̂x +
√










σ̂xxr1 if pk ≤ ĉ1
µ̂x +
√
σ̂xxr2 if ĉ1 < pk ≤ ĉ1 + ĉ2
µ̂x +
√





where r1, r2, r3 are randomly generated values from standardized chi-squared distributions with
q = 3, 25, 200 degrees of freedom, respectively; r4 are randomly generated values from a standard
normal distribution. The estimates µ̂x, σ̂xx, ĉ1, ĉ2, and ĉ3 are the bootstrap bias-corrected estimates
shown in Tables 4.8-4.10.
To approximate the estimated distribution for W¯ , we use simulation. For each xk value, as
defined in (4.36)-(4.39), we generate u¯kj values (j = 1, ..., 50) where u¯kj is the average of two
randomly generated values from a truncated normal distribution with lower truncation value −xk,
mean µu(x˜k;γ, σ̂zz, τ2), and variance σ
1/2
uu (x˜k;α, σ̂zz, τ2) for x˜k = xk − 0.51/3. The distribution of
W¯ is approximated by the 500 × 50 generated x + u¯ values. Plots comparing the ECDF of the
simulated data to that of the original observed vitamin D intake data are in Figures 4.8-4.9 for
each of the subgroups defined by race, sex, and supplement use. Test statistics and p−values for a
Kolmogorov-Smirnov test are in Table 4.11. Overall, p−values are nonsignificant (at a Type I error
rate of α = 0.05) except for three subgroups — White females, Black females and Other males, all
who take supplements.
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Table 4.11 Results of Kolmogorov-Smirnov tests comparing the ECDF of the simulated
data to the ECDF of the observed vitamin D intake.
Gender Ethnicity Supplements n KS stat p−value
Male
Whites
Yes 311 0.0597 0.2229
No 518 0.0547 0.0956
Blacks
Yes 101 0.0469 0.9797
No 352 0.0638 0.1183
Other
Yes 108 0.1381 0.0332
No 435 0.0644 0.0584
Female
Whites
Yes 485 0.1133 0.0000
No 417 0.0557 0.1563
Blacks
Yes 155 0.1449 0.0031
No 318 0.0701 0.0913
Other
Yes 227 0.0629 0.3365



























































































Other Males, No Supplements
Figure 4.8 Plots of the ECDF of the simulated data (dashed, blue line) compared to the



























































































Other Females, No Supplements
Figure 4.9 Plots of the ECDF of the simulated data (dashed, blue line) compared to the
ECDF of the observed vitamin D intake (pink, solid line) for females.
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4.4.4 Residual analysis
To examine the behavior of the errors in the equation, ei, we calculate standardized residuals
from the fitted model. We first estimate the unstandardized residuals as,
̂i = Yi − h(X̂i, β̂), (4.40)
where X̂i is defined in (4.31). The approximate standard error of ̂i is calculated using the delta






[1 + exp{a(Xi −m)}]2 , (4.41)
for a given race and sex. By a Taylor expansion,
h(X̂i, β̂) ≈ h(Xi, β̂) + h′(X̂i, β̂)(X̂i −Xi), (4.42)
such that,
̂i = Yi − h(X̂i, β̂)
≈ h(Xi, β̂) + ei − [h(Xi, β̂) + h′(X̂i, β̂)(X̂i −Xi)], (4.43)
for


































where σ̂ee, µ̂x, and σ̂xx are the bootstrap bias-corrected estimates shown in Tables 4.8-4.10;
σuu(X˜i;α, σ̂zz, τ2) and µu(X˜i;γ, σ̂zz, τ2) are defined in Section 4.3 for X˜i = X̂i − 0.51/3. Since
we are assuming independence for the errors, the variance of the residual in (4.43) is estimated as,
V̂ (̂i) = Var(ei) + [h
′(X̂i, β̂)]2Var(X̂i −Xi)












A standardized residual for the nonlinear model is then obtained as,
˜i =
Yi − h(X̂i, β̂)
[V̂ (̂i)]1/2
, (4.46)
for V̂ (̂i) defined in (4.45). Plots of the standardized residuals against the predicted X̂i values are
shown in Figures 4.10-4.11 for each subgroup defined by race, sex, and supplement use. For all
subgroups, there does not appear to be any trend between predicted intake and the standardized
residuals. One observation (an Other male who took supplements) had a standardized residual
which exceeded 4; this observation was removed from the data and we refitted the model excluding
the outlier. As seen in Table 4.12, Anderson-Darling tests for normality are significant (at a Type
I error rate of α = 0.05) for four subgroups. Normal quantile plots of the standardized residuals
in Figures 4.12-4.13 show that the sample quantiles of the residuals for these subgroups tend to
deviate from the standard normal quantiles in the tails of the distribution.
Table 4.12 Anderson-Darling normality test for the standardized residuals for each sub-
group defined by race, sex, and supplement use (as well as for all data com-
bined).
Sex Race Supplements n AD stat p−value
Male
Whites
Yes 311 0.5438 0.1612
No 518 1.2625 0.0028
Blacks
Yes 101 0.4902 0.2160
No 352 1.1073 0.0066
Other
Yes 108 0.7037 0.0644
No 435 0.8346 0.0312
Female
Whites
Yes 485 0.6787 0.0759
No 417 0.6244 0.1033
Blacks
Yes 155 0.4035 0.3520
No 318 2.3000 0.0000
Other
Yes 227 0.1920 0.8951
No 437 0.5175 0.1879
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Residual Plot: Other Males, No Supplements
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Residual Plot: Other Females, No Supplements











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.13 Normal quantile plots of the standardized residuals for females.
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4.4.5 Predicting vitamin D intake given recommended 25(OH)D
From a public health perspective, we wish to formulate recommendations in terms of intake of
vitamin D that achieve 25(OH)D serum levels necessary for bone health. In this section, we briefly
compare current recommendations to predictions computed using our mean nonlinear function for
(transformed) 25(OH)D.
For a given (transformed) serum level, Y0, we can compute the corresponding (transformed)















where Tl = 1 if the prediction is for the lth population subgroup (defined by sex and race) and
Tl = 0 otherwise. Predictions only exist for Y0 ∈ (Kl,Kl + Bl) where Y0 is a given (transformed)
serum level for the lth population subgroup. Since Xpred is a nonlinear function of the parameters,
we use the delta method to obtain an estimator for the standard error of Xpred. The derivatives of
Xpred = h




































Y0 −Kl − 1
]
, (4.51)














. The variance of Xpred
is approximated by, d̂′CovB(β̂)d̂, where β̂ are the bootstrap bias-corrected estimates reported in
Table 4.8.
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(β̂(hk) − β¯h)′(β̂(hk) − β¯h), (4.52)
for β¯′h = (K¯h, B¯h, m¯h, a¯h); each mean parameter estimate is computed as in (4.33). Following (4.34)-
(4.35), an estimator for the covariance of the bootstrap bias-corrected estimate β̂ is,

























where β∗(hk)b is the bth bootstrap sample estimate of β for the dataset with observations replicated
for individuals in the kth PSU of stratum h; β¯∗hk is the mean of the two bootstrap sample estimates.
Optimal levels of 25(OH)D are above 50 nmol/L (20 ng/mL) (Ross et al., 2011). We consider a
range of 25(OH)D serum levels from 50, 60, to 70 nmol/L (7.071, 7.746, and 8.367 in the transformed
scale). However, predicting the intake for all of these 25(OH)D levels using the nonlinear function
in (4.47) is not possible for each of the population subgroups (defined by sex and race). The
mean function for Black males, for example, never even reaches a level of 50 nmol/L (7.071 in
the transformed scale); so, instead, we predict intake for a 25(OH)D level of 45 nmol/L (see
Table 4.13). The only mean function which reaches a 25(OH)D level of at least 70 nmol/L (8.944
in the transformed scale) is the mean function for White females.
In Table 4.13 we report the range of possible (transformed) values of 25(OH)D from which we
can predict vitamin D intake for each population subgroup (a range from K̂l to K̂l + B̂l). For
each subgroup, we also report a predicted intake value and an approximate 95% tn−p (p = 70 total
parameters) confidence interval for Xpred. To get a rough idea of the predicted intake in the original
scale, we back-transform final Xpred values and confidence bounds by taking the values to the third
power and subtracting 0.5. Currently, the Estimated Average Requirement (EAR) for vitamin D
is 10 µg/day (400 IU/day) (see Chapter 1) which is the recommended intake necessary to meet
the needs of 50% of the population (Ross et al., 2011, pp.363, 1104). The predicted intakes (in the
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original scale) are larger than the current EAR of 10 µg for Black males and females — and these
predicted intakes correspond to 25(OH)D serum levels of just 45 and 50 nmol/L, respectively. The
predicted intakes (in the original scale) for White and Other males are less than the current EAR
of 10 µg, although these predicted intakes correspond to 25(OH)D serum levels of just 60 and 50
nmol/L, respectively. Despite the differences between the EAR and the predicted intake values,
the approximate 95% confidence intervals in Table 4.13 all contain, or are below, the current EAR
of 10µg. Recall, however, that the mean functions do not even reach a 25(OH)D level of 75 nmol/L
(8.660 in the transformed scale) for any of the subgroups defined by sex and race which suggests
that intake of vitamin D from food and supplements alone may not be sufficient to achieve optimal
25(OH)D levels.
Table 4.13 Predicted intake and approximate 95% confidence intervals for a given level of
25(OH)D. Predictions are done separately by sex and race and reported both
in the original and transformed (Transf.) scales.
Sex Race K̂ K̂ + B̂
25(OH)D Xpred tn−p 95% CI for Xpred
nmol/L Transf. Transf. µg Transf. µg
Male
Whites 7.509 8.106 60 7.746 1.651 4.001 (0.881, 2.421) (0.184, 13.693)
Blacks 5.074 6.962 45 6.708 2.486 14.871 (1.886, 3.086) (6.213, 28.889)
Others 6.732 7.313 50 7.071 1.928 6.668 (1.175, 2.682) (1.121, 18.783)
Female
Whites 7.160 8.584
60 7.746 1.673 4.184 (1.391, 1.955) (2.192, 6.975)
70 8.367 2.432 13.880 (1.822, 3.041) (5.550, 27.630)
Blacks 4.797 7.389 50 7.071 2.524 15.584 (2.093, 2.955) (8.669, 25.303)
Others 5.611 8.095
50 7.071 1.934 6.733 (1.480, 2.388) (2.740, 13.121)
60 7.746 2.467 14.517 (1.877, 3.057) (6.115, 28.072)
4.5 Discussion
In this chapter we returned to the NHANES data and proposed a model to describe the depen-
dence of 25(OH)D on usual vitamin D intake. In Section 2.2 we defined a nonlinear mean function
to describe the association between 25(OH)D and usual vitamin D intake. In this chapter, we de-
termined survey weights were not needed in the estimation of the parameters. We also investigated
the assumption of normality for the measurement errors and found that the measurement errors
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depended on an individual’s usual vitamin D intake. We proposed a model where the measurement
errors were distributed as truncated normal random variables with a truncation point, mean, and
variance dependent on usual intake.
As seen in Section 2.2 the distribution of vitamin D intake differed by the sex, race, and
supplement use of individuals. Hence we chose separate models for X for each of the twelve
subgroups defined by sex, race, and supplement use. Once a final model was determined, we
implemented the likelihood methods of Chapters 2 and 3 to estimate the parameters of the nonlinear
model for 25(OH)D. We also implemented a bootstrap bias-correction for small sample bias as
discussed in Section 2.5. We accounted for the sampling design of NHANES when computing
standard errors by using a jackknife approach with replicate datasets based on a given PSU and
strata. Using final bootstrap bias-corrected maximum likelihood estimates, we predicted intake
from given 25(OH)D serum levels.
For four of the twelve subgroups (all non-supplement users), Anderson-Darling tests for nor-
mality of the residuals were significant (at a Type I error rate of α = 0.05). However, the normal
quantile plots of the residuals for these subgroups did not appear to differ greatly from patterns
shown in the normal quantile plots for the other subgroups. The residuals deviated from normality
mainly in the tails of the distribution. Also, for three of the twelve subgroups (White and Black
females who take supplements and Other males who take supplements), the selected distribution
for X resulted in an approximate estimated distribution for W¯ which differed significantly from
the observed intakes for the NHANES data. We did use the best fitting model, however, for each
of these subgroups from among the four models under consideration (see Appendix H).
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CHAPTER 5. CONCLUSIONS AND FUTURE WORK
Achieving adequate vitamin D status is important to maintain healthy bones. In contrast to
other nutrients, vitamin D status depends on factors other than intake; exposure to sun light is a
major determinant of vitamin D status. Consequently, vitamin D status is assessed using a serum
biomarker called 25-hydroxyvitamin D (25(OH)D). We do not address the question of determining
what is an adequate level of 25(OH)D for bone health. Other researchers have proposed that the
level of 25(OH)D that suppresses the activity of iPTH, a hormone that is associated with bone loss,
is indication of adequate vitamin D status (Hollis, 2005) (Ross et al., 2011). From a public health
perspective, we need to understand the association between 25(OH)D levels and vitamin D intake,
so that we can make intake recommendations that lead to adequate 25(OH)D serum levels. To
do so, we use serum 25(OH)D and daily vitamin D intake measurements on NHANES 2005-2006
participants. We consider only adults, and include vitamin D intake from food and supplement
sources. Nutrient intake varies between days for an individual, so ideally we would like to have
a large number of daily intakes which we could average to obtain an estimate of a person’s usual
or long-term average intake. NHANES participants, however, only provide two days of vitamin
D intake information; therefore, we assume that the two vitamin D intake observations are noisy
measurements of usual intake.
We propose a structural nonlinear measurement error model to explore the dependence of
25(OH)D on the unobservable vitamin D usual intake. We first assumed that the distribution of
the unobservable usual intakes was normal; however, the observed vitamin D intakes suggested
that the distribution of the usual intakes is likely to be skewed, with a long tail to the right. We
propose a distribution for the unobservable intake which is a finite mixture of distributions, where
the choice of component distributions differ across groups defined by race, sex, and supplement
usage (there are 12 groups in our dataset). For all groups, the component distributions are chosen
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from the normal or from the chi-squared families. We also find evidence that the distribution of
the measurement errors depends on usual intake. We propose a model where the measurement
errors are distributed as truncated normal random variables, with a lower truncation value, mean
and variance that depend on usual intake.
We obtain maximum likelihood estimates of all parameters in the nonlinear model for (trans-
formed) 25(OH)D, by maximizing a normal likelihood. Yet, when we checked whether the as-
sumption of normality was appropriate, we found that in four out of the twelve subgroups, the
hypothesis of normality was rejected with a Type I error of 0.05; consequently, we cannot conclude
that we have consistent estimators. We do not provide a proof of consistency of the maximum
likelihood estimators (MLEs) in the structural nonlinear measurement error model. Instead, we
explore whether the regularity conditions that must be met for consistency of MLEs are likely to
hold in our case.
In Chapter 2, we investigate the consistency of the maximum likelihood estimator for a structural
nonlinear measurement error model with normally distributed errors. The regularity conditions that
must be met to obtain consistent and asymptotically normal MLEs are detailed in Appendix E.2.
In Section 2.4, we consider the first derivative of the log likelihood with respect to two of the model
parameters and approximate its expectation to investigate whether the score function evaluated
at the true parameter value has mean zero. In Appendix E.1, we compute the first derivatives
of the log likelihood with respect to the parameters of the nonlinear mean function, β. The log
likelihood of a structural nonlinear measurement error model with normally distributed errors (as
in (E.4) of Appendix E.1) is a function of exponentials, so we assume that the log likelihood
is twice differentiable with respect to all the model parameters. As an illustration, the second
derivatives of the likelihood with respect to the parameters of the nonlinear mean function, β, are
in Appendix E.1.
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Also shown in Appendix E.2 are details on the conditions that must be met to conclude that
the MLE is asymptotically normal. We do not investigate whether these conditions hold in our
model. We compute standard errors of estimated model parameters using a jackknife approach
which does not rely on the assumption of normality for the observations.
We also investigated properties of the maximum likelihood estimator via simulation. Those
results are shown in Appendix G.1. Simulation results suggest that the likelihood function has a
unique maximum in the interior of the parameter space and that the parameter is identifiable. We
also see that as the sample size increases, the MLE appears to converge to the true parameter value.
Therefore, we hypothesize that the maximum likelihood estimator of parameters in the nonlinear
measurement error model is consistent.
The assumption of normality, however, was not met for the residuals for the nonlinear model
fit to the NHANES data. Huber (1967) proves consistency of the maximum likelihood estimator
under weaker conditions than the regularity conditions detailed in Appendix E.2 and White (1982)
examines conditions for the maximum likelihood estimator when the model may be misspecified.
White (1982) defines a quasi-maximum likelihood estimator (e.g. an MLE for a possibly misspecified
model), which is generally consistent for a parameter that minimizes the Kullback-Leibler (Kullback
and Leibler, 1951) Information Criterion (KLIC); the parameter which minimizes the KLIC is
equivalent to the true parameter if the model is correctly specified. Here, we briefly review the
conditions from White (1982):
1. Observations Yi, i = 1, ..., n are independent and identically distributed with density f(y, θ).
2. The parameter space is compact.
3. The MLE is identifiable. That means that given two estimates θˆ1 6= θˆ2, f(y, θˆ1) 6= f(y, θˆ2).
4. The log likelihood function is continuous in θ.
5. The expectation of the log likelihood exists and the absolute value of the log likelihood is
bounded above for all θ.
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6. The log likelihood function is twice continuously differentiable in a neighborhood of θˆ. That
is, both the first and second derivatives of the log likelihood exist and are continuous. (This
last condition is not needed to prove consistency of the MLE, but is required to establish that
the MLE is asymptotically normally distributed.)
By assumption, the observations in our dataset are independently and identically distributed
(within subgroup defined by race, sex, and supplement use), the parameter space is compact, and
the parameter is identifiable (e.g. different values of θ lead to different distributions). In the
model for the NHANES data, we assumed a finite mixture distribution for X and a measurement
error distribution that depended on X. The component distributions for the mixture are from
the exponential family (normal or chi-squared) and the functions which approximate the mean
and variance are third degree polynomials. Although we have not shown the derivatives of the
log likelihood for the NHANES data model, all components of the log likelihood are comprised of
exponential or polynomial functions with continuous derivatives.
Another possibility to show consistency of the maximum likelihood estimator for our model
would be to use M-estimation theory (Huber et al., 1964)(Carroll et al., 2012, pp.366-369). In
general, for M-estimation, we have an estimating equation which will be conditionally unbiased if
the mean of the estimating function is zero at the true parameter, regardless if the distributional
assumption of normality holds. Thus, if our estimating function is smooth in the parameters and
the derivative of our log likelihood exists with respect to the parameters, an M-estimator is the
critical point of the score function. Although not shown here, we hypothesize that our model could
fit into this broad class of estimators and hence M-estimation could be used to justify consistency.
From a public health perspective, we wish to formulate recommendations in terms of intake of
vitamin D that achieve 25(OH)D serum levels which contribute to bone health. In Section 4.4.5
we predicted usual intake given 25(OH)D serum levels. Standard errors for the predictions were
computed using the delta method. Ideally, intake recommendations are done separately by sex.
Currently our predictions are computed separately by both sex and race due to the limited range of
the mean nonlinear function across the different races. We also did not fully address the transfor-
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mation of our predictions back into the original scale. In future work, an estimator to predict intake
(in the original scale) based only on sex will be considered. Overall, by modeling the dependence
of 25(OH)D on total vitamin D intake, our approach will help towards establishing intake levels to
meet 25(OH)D recommended levels.
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APPENDIX A. A LINEAR MEASUREMENT ERROR MODEL
Unlike a nonlinear measurement error model, we can define closed form, consistent estimates
for the regression coefficients in a linear measurement model. In this section we outline a lin-
ear measurement error model which accounts for day-to-day variability in both the response and
predictors.
Let Sij denote an observed daily intake for the ith individual on the jth day and let Yi denote
an individual’s usual intake. The observed daily intake is composed of the usual intake plus some
deviation:
Sij = Yi + Vij , (A.1)
where Yi ∼ N(µy, σyy) and Vij ∼ N(0, σvv) for i = 1, ..., n individuals and j = 1, ...,mi days
observed per individual. The values σyy and σvv denote the between and within person variances,
respectively; Yi and Vij are assumed to be independent.
Following pp. 103-110 of Fuller (1987), a regression model which accounts for the nuisance
day-to-day variation and any correlation between a single response and predictor is defined by,
Yi = β0 +Xiβ1 +Qi, (A.2)
for an unobservable predictor, Xi. We let the Qi equation errors in (A.2) be independently dis-
tributed N(0, σqq) random variables which are also independent of the predictor, Xi, for all indi-
viduals. The response and the predictor are observed with error so that,
Sij = Yi + Vij ,
Wij = Xi + Uij , (A.3)
where Sij and Wij are the observed daily intakes associated with the usual intakes Yi and Xi,
respectively.
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Combining (A.2) and (A.3) leads to the regression model,
Sij = β0 +Xiβ1 + ij , (A.4)
where ij is composed of two parts: the error in measuring Yi, since observations vary from day to
day, and the error in the equation when measuring usual intake. That is, ij = Qi + Vij where Qi
and Vij are assumed to be independent so that cov(Ui, Vi) = cov(Ui, i). Additionally there could











In order to estimate β = (β0, β1)
′ in model (A.4), we obtain unbiased estimates for σvv, σuu















































(Sij − S¯i.)(Wij − W¯i.)
 , (A.8)
for j = 1, ...,mi days of intake for each individual. The individual sample means for the predictor












An estimator for β in (A.4) needs to account for the measurement error in both the response and
predictor as well as any correlation between the two observed values. We define,
β̂1 =
σ̂ws − σ̂vu
σ̂ww − σ̂uu , β̂0 = S¯.. − W¯..β̂1, (A.10)
where S¯.. and W¯.. are the overall averages of the response and predictor, respectively. The values
σ̂ww = v̂ar(Wij) and σ̂ws = ĉov(Wij , Sij) estimate the overall variability for the observed predictor
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and response. A consistent estimator for σqq, the variance of the error in the equation, is:







(S¯i. − β̂0 − β̂1W¯i.)2, (A.12)
for (β̂0, β̂1) in (A.10) and
φ = σ̂vv − 2β̂1σ̂vu + β̂21 σ̂uu. (A.13)






















for ψ and φ as in (A.12) and (A.13) and
σ˜ww = σ̂ww − σ̂uu. (A.15)
The methodology outlined in this section can be extended to a model with multiple responses or
predictors.
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APPENDIX B. NUMERICAL INTEGRATION
To evaluate the likelihood in (2.3), we numerically approximate the integral over x. As an
example, consider the model from Section 2.3 for the simulation study where we assume Xi is a

































K : k = 1, ...,K
}
where K is set to 500. The Zk have zero mean and variance
slightly less than one. We define a set of 500 Xk values by µx + Zk
√
σxx where µx and σxx are























An alternative calculation of the likelihood uses a 26 point discrete approximation to the stan-
dard normal distribution. The first, second, and fourth moments of the standard normal are zero,
one, and three, respectively. Let zk and ωk denote k = 1, ..., 26 points and corresponding probabil-
ities approximating a standard normal distribution. Points and probabilities are chosen such that∑
zkωk = 0,
∑
z2kωk = 0.99997, and
∑
z4kωk = 2.9885 (see Table B.1).
As an example, consider the likelihood in (B.1) from the simulation study in Section 2.3. To


























Xkωk = µx and
∑
X2kωk ≈ σxx.
We also use a 26 point discrete distribution to approximate a standardized chi-squared distri-
bution with q degrees of freedom (an example where q = 3 is shown in Table B.1). For the z1k
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Table B.1 A 26 point approximation to the standard normal distribution and a standard-
ized chi-squared (q = 3) distribution. The z1k points approximate a standard
normal distribution while the z2k points approximate a standardized chi-squared
(q = 3) distribution for fixed probabilities ωk.
z1k -2.880 -2.500 -2.150 -1.950 -1.800 -1.690 -1.519 -1.259 -0.998 -0.758 -0.525 -0.306 -0.100
z2k -1.209 -1.191 -1.161 -1.135 -1.111 -1.090 -1.052 -0.979 -0.883 -0.773 -0.644 -0.500 -0.343
ωk 0.005 0.007 0.008 0.010 0.010 0.010 0.030 0.050 0.060 0.070 0.080 0.080 0.080
z1k 0.100 0.306 0.525 0.758 0.998 1.259 1.519 1.690 1.800 1.950 2.150 2.500 2.880
z2k -0.170 0.032 0.272 0.559 0.890 1.291 1.734 2.051 2.265 2.571 3.003 3.826 4.821
ωk 0.080 0.080 0.080 0.070 0.060 0.050 0.030 0.010 0.010 0.010 0.008 0.007 0.005
values which approximate a standard normal distribution, we compute a vector of probabilities
equal to values of the standard normal CDF, Φ(z1). Using the computed vector of probabilities
from the standard normal CDF, we compute corresponding quantiles z∗2k from a chi-squared dis-
tribution with q degrees of freedom. For example, when q = 3 the z∗2k values are standardized by
z2k = (1/
√




z22kωk = 0.999, and
∑
z32kωk = 1.596. The first,
second, and third moments of a standardized chi-squared distribution (q = 3) are zero, one and√
8/q = 1.633, respectively.
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APPENDIX C. A FUNCTIONAL NONLINEAR MEASUREMENT ERROR
MODEL
In contrast to a structural model (first introduced in Section 2.1.1.1) where Xi is treated as a
random variable, an alternative model treats Xi as a fixed quantity. The functional model approach
is an option which can result in more robust model inference as no assumptions are necessary for
the unobserved Xi values (Carroll et al., 2012, pp.25-6).
For a functional model, we define Wij and Yi as in equations (2.1) and (2.2) but we no longer
place any distributional assumptions on Xi. Not only will the unknown model parameters be
estimated, but each Xi value is estimated as well. If replicates of the noisy predictor Wij are







as an estimator for Xi. In order to estimate the unknown Xi values, we define an augmented





























for g(Xi,β) as in (2.1). All errors are assumed to have mean zero and responses in Y
∗ are scaled so
that both ei and U¯i. errors have similar variances. Implementing a nonlinear least squares algorithm
provides estimates for all parameters — for β as well as for each Xi value.
The NHANES data come from a representative, random sample of individuals so in general
we assume that Xi are random variables and fit the structural model outlined in Section 2.1.1.1.
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However, for reference, we provide a small illustration of fitting a model where the usual intake is
not considered to be random. To fit the functional model, we continue with the working assumption
of normally distributed, independent errors where, ei
Ui









for the augmented response vector Y∗ defined in (C.2). We generate a small example dataset
consisting of six data points falling within the range of vitamin D intakes seen in the NHANES
data. Using parameter estimates similar to those shown in Table 4.7, we predict responses for each
of the six predictor values. A small amount of noise is added to each of these values.
We follow the functional model setup from above and define the mean function to be f(Xi,β)















δXi Xi + i, (C.4)
for indicator functions defined by,
δ0 =

1 if j = i where i = 1, ..., n




1 if j = n+ i where i = 1, ..., n





1 if j = i where i = 1, ..., n
0 if j = n+ 1, ..., 2n.
(C.7)
For simplicity, in this example we set the error variances to be small with σee = 0.02
2 and σuu =
0.022. We set the starting values for each Xi to be the observed W¯i. values. All other starting
values are the parameters used to generate the dataset. The starting values and corresponding
nonlinear least squares estimates found after fitting the model in (C.4) are shown in Table C.1.
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Table C.1 Parameter estimates for a fitted functional model using a small simulated
dataset (n = 6). Standard errors (SE) are computed from the gradient, which
is numerically estimated from the Gauss-Newton algorithm.
Parameter Truth Estimate SE
K 7.5 7.5393 0.0272
B 1.02 0.9504 0.0459
m 1.6 1.5790 0.0357
a -5.3 -5.6832 1.0696
Parameter Observed Estimate SE
X1 0.0797 0.0796 0.0317
X2 1.0109 1.0160 0.0314
X3 1.5086 1.5013 0.0291
X4 1.7562 1.7510 0.0282
X5 2.0213 2.0291 0.0308
X6 2.5139 2.5135 0.0317
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APPENDIX D. EM ALGORITHM
Instead of maximizing the likelihood directly, we can approach the problem as a missing data
problem. Consider a scenario where we have both observed data, Yobs, and unobserved (or missing)
data, Ymis. Let f(Yobs|Ymis,ψ) be the density for the observed data given the unobserved data
where ψ is an unknown parameter vector. The density for Ymis is f(Ymis|φ) for an unknown




The objective is to find maximum likelihood estimates for ψ and φ by optimizing the log likelihood
corresponding to the marginal density in (D.1). Instead of directly maximizing the observed data
likelihood, another possibility is to formulate the marginal density for the observed data as:
f(Yobs|ψ,φ) = f(Yobs, Ymis|ψ,φ)
f(Ymis|Yobs,ψ,φ) , (D.2)
where the observed log likelihood is,
`obs(θ) = log{f(Yobs|ψ,φ)},
= log{f(Yobs, Ymis|ψ,φ)} − log{f(Ymis|Yobs,ψ,φ)}, (D.3)
for θ = (ψ,φ)′.
The Expectation-Maximization (EM) algorithm outlines a way to maximize `obs(θ) by evaluat-
ing the conditional expectation of `obs(θ) given the observed data Yobs at a given value of
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the parameter, θ0. The conditional expectation of the observed likelihood in (D.3) is:
Eθ0 [log{f(Yobs|ψ,φ)}|Yobs] = Eθ0 [log{f(Yobs, Ymis|ψ,φ)}|Yobs]− Eθ0 [log{f(Ymis|Yobs,ψ,φ)}|Yobs],
(D.4)
which implies,
log{f(Yobs|ψ,φ)} = Eθ0 [log{f(Yobs, Ymis|ψ,φ)}|Yobs]− Eθ0 [log{f(Ymis|Yobs,ψ,φ)}|Yobs],
(D.5)
since f(Yobs|ψ,φ) is constant with respect to the distribution of Ymis|(Yobs,θ0). To compute maxi-
mum likelihood estimates for θ, we maximize the conditional expectation of the complete data log
likelihood,
Q(θ|θ0) = Eθ0 [log{f(Yobs, Ymis|ψ,φ)}|Yobs],
= Eθ0 [`comp(θ)|Yobs], (D.6)
which in turn maximizes the observed log likelihood (Dempster et al., 1977),
`obs(θ) = log{f(Yobs|ψ,φ)}
= Q(θ|θ0)−H(θ|θ0), (D.7)
for H(θ|θ0) = Eθ0 [log{f(Ymis|Yobs,ψ,φ)}|Yobs].
Algorithm 1 The Expectation-Maximization (EM) Algorithm
In general, the EM algorithm consists of alternating between two steps. Let θ0 denote the parameter
values from the previous iteration.
1. Expectation (E Step): Compute the expectation of the complete data log likelihood condi-
tioned on the observable data and evaluated at the current parameter values. The expectation
is:
Q(θ|θ0) = Eθ0 [`comp(θ)|Yobs], (D.8)
for the complete data log likelihood, `comp(θ), and current parameter values θ0.
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2. Maximization (M step): Maximize Q(θ|θ0) as a function of θ where the maximizing value
of θ replaces the previous θ0.
The E and M steps are repeated alternatively until convergence; where, after each iteration, the
observed, incomplete-data likelihood, `obs(θ), will not decrease (Dempster et al., 1977).
D.1 Application of the EM algorithm for a nonlinear measurement error
model
Recall the model setup for the simulation study in Section 2.3. To define Q(θ|θ0) for the
likelihood in (2.16), let Yobs ≡ (Yi,Wi) and Ymis ≡ Xi. The complete data log likelihood is defined














[Yi − f(Xi,β)]2 − 1
2σuu
























































Consider the expectation Q(θ|θ0) defined in (D.6) with parameters θ = (β, σee, µx, σxx)′. The
general idea is to substitute the expectation of Xi given the observed data for the missing Xi data
and evaluate that expectation at the current parameter values, θ0. We note that the parameters
of a previous iteration, θ0, are only fixed when computing the expectation while the complete data
log likelihood is still considered to be a function of θ.
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Given that Yi and Wi are observed, the conditional expectation is defined by,

















































To maximize Q(θ|θ0), we evaluate the following three expectations:
Eθ0 [W
2
i − 2WiXi +X2i |Yi,Wi], (D.13)
Eθ0 [X
2




i − 2Yif(Xi,β) + (f(Xi,β))2|Yi,Wi]. (D.15)
D.1.1 An approximation to the conditional distribution of X|(Y,W ) for the EM algo-
rithm
To compute the expectations in (D.13), (D.14), and (D.15) we evaluate the first and second
moments of the X|(Y,W ) distribution by approximating Yi using a first order Taylor expansion.
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Let f(Xi,β) be the nonlinear function defined by (2.12) for β = (K,B,m, a)
′. We approximate
Yi by,






[1 + exp{a(Xi −m)}]2 , (D.17)
where f(X0i ,β
0) and α(X0i ,β
0) are evaluated at the given β0 and X0i values for the current iteration
of the EM algorithm.
An approximate linear model for the observed response Yi and observed predictor Wi = Xi+Ui









where we define a vector Zi by,
Zi =
Yi − f(X0i ,β0)
Wi −X0i
 . (D.19)
The covariance matrix for Zi is:
Σ0zz =






where σ0xx and σ
0
ee are the given parameter estimates at the current iteration of the EM algorithm;
σuu is treated as known.
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The expected value and the variance of Xi given (Yi, Wi) follow from properties of conditional
normals where,
E(Xi|Zi) ≈ µ0x + [α(X0i ,β0)σxx, σxx](Σ0zz)−1
Yi − f(X0i ,β0)− α(X0i ,β0)(µ0x −X0i )












−1 [α(X0i ,β0)σ0xx, σ0xx]′ , (D.22)
where µ0x is the given parameter estimate at the current iteration of the EM algorithm. We set X
0
i
to be the estimate of the expectation of Xi given Wi:
X0i = W¯. +
σ0xx
σ0xx + σuu
(Wi − W¯.). (D.23)
D.1.2 Evaluating the conditional expectations
We expand the expectations in (D.13) and (D.14) to get:
Eθ0 [W
2
i − 2WiXi +X2i |Yi,Wi] = Eθ0 [W 2i |Yi,Wi]− Eθ0 [2WiXi|Yi,Wi] + Eθ0 [X2i |Yi,Wi],
= W 2i − 2WiEθ0 [Xi|Yi,Wi] + Eθ0 [X2i |Yi,Wi],





i − 2Xiµx + µ2x|Yi,Wi] = Eθ0 [X2i |Yi,Wi]− Eθ0 [2Xiµx|Yi,Wi] + Eθ0 [µ2x|Yi,Wi],
= Varθ0 [Xi|Yi,Wi] + (Eθ0 [Xi|Yi,Wi])2 − 2µxEθ0 [Xi|Yi,Wi] + µ2x,
(D.25)
where we use the Taylor expansion shown in Section D.1.1 to approximate Eθ0 [Xi|Yi,Wi] and
Varθ0 [Xi|Yi,Wi].
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The expectation in (D.15) is:
Eθ0 [Y
2
i − 2Yif(Xi,β) + (f(Xi,β))2|Yi,Wi] = Eθ0 [Y 2i |Yi,Wi]− Eθ0 [2Yif(Xi,β)|Yi,Wi]
+Eθ0 [(f(Xi,β))
2|Yi,Wi],
= Y 2i − 2YiEθ0 [f(Xi,β)|Yi,Wi] + Eθ0 [(f(Xi,β))2|Yi,Wi],
= Y 2i − 2YiEθ0 [f(Xi,β)|Yi,Wi] + Varθ0 [f(Xi,β)|Yi,Wi]
+ (Eθ0 [f(Xi,β)|Yi,Wi])2 . (D.26)
To calculate the conditional expectations in (D.26), we consider a quadratic approximation of
the nonlinear function f(Xi,β) in (2.12). We set X˜
0
i = Eθ0 [Xi|Yi,Wi] so that a second order Taylor
expansion around X˜0i yields:














(Xi − X˜0i )2,
≈ f(X˜0i ,β) + α˜i(Xi − X˜0i ) +
1
2
γ(X˜0i ,β)(Xi − X˜0i )2, (D.27)







[1 + exp{a(Xi −m)}]2 +
2a2Bexp{2a(Xi −m)}










The conditional expectation Eθ0 [f(Xi,β)|Yi,Wi] is approximated by,
Eθ0 [f(Xi,β)|Yi,Wi] = f(X˜0i , β) + α(X˜0i ,β)[Eθ0(Xi|Wi, Yi)− X˜0i ] +
1
2
γ(X˜0i ,β)[Varθ0(Xi|Wi, Yi) +
{Eθ0(Xi|Wi, Yi)}2 − 2X˜0i Eθ0(Xi|Wi, Yi) + (X˜0i )2]. (D.30)
The conditional variance in (D.26) is approximated by a first order Taylor expansion:
Varθ0 [f(Xi,β)|Yi,Wi] = Varθ0 [f(X˜0i ,β) + α(X˜0i ,β)(Xi − X˜0i ))|Yi,Wi],
= [α(X˜0i ,β)]
2Varθ0 [Xi|Yi,Wi], (D.31)
for Varθ0 [Xi|Yi,Wi] approximated by (D.22) in Section D.1.1. Note that we leave the β values which
are not included in Eθ0 [Xi|Yi,Wi] and Varθ0 [Xi|Yi,Wi] as unknown parameters to be estimated in
the M step of the EM algorithm.
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APPENDIX E. CONSISTENCY OF THE MAXIMUM LIKELIHOOD
ESTIMATOR
In this Appendix we show derivatives and give the regularity conditions necessary for the consis-
tency of the maximum likelihood estimator for the model defined in Chapter 2. The model defined
in Chapter 2 is a structural nonlinear measurement error model with normally distributed errors.
E.1 Derivatives of the log likelihood
Consider the nonlinear measurement error model where,
Yi = f(Xi,β) + ei
= K +
B
1 + exp(a(Xi −m)) + ei, (E.1)
for ei ∼ N(0, σee) and,
Wi = Xi + Ui, (E.2)





















To obtain estimates of the parameters, we maximize the log likelihood with respect to θ =

























Details on approximating the log likelihood using a discrete distribution for X are in Appendix B.
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The derivatives of the likelihood and log likelihood require us to differentiate under the integral.
In order to swap the order of integration and differentiation, we assume the following conditions
based on Leibnitz’s Rule (Casella and Berger, 2002, pp.69-70):
Theorem E.1.1 Assume f(x, θ) is differentiable in θ and that there exists a function g(x, θ) and
constant δ0 > 0 such that
1. for all θ and |δ| ≤ δ0 we have, ∣∣∣∣f(x, θ + δ)− f(x, θ)δ
∣∣∣∣ ≤ g(x, θ)
where,
2. g(x, θ) is an integrable function,
∫∞
−∞ g(x, θ)dx <∞.











The likelihood and log likelihood in (E.3)-(E.4) are functions of exponentials, so we assume Theo-
rem E.1.1 holds true for the derivatives that follow.
We first outline the derivatives of the log likelihood in (E.4) for each of the four parameters of
β in the nonlinear function f(Xi,β) in (E.1). We let βj denote one of the j = 1, .., 4 parameters in























































is the derivative of the likelihood in (E.3) with respect to βj .
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where the first derivatives
∂f(Xi,β)
∂βj


































































































where the second derivatives
∂2f(Xi,β)
∂β2j



















We next outline the derivatives of the likelihood and log likelihood with respect to the response











































































































































We finish by showing the derivatives of the likelihood and log likelihood with respect to µx and






































































































































































































































E.2 Conditions for consistency
Under certain regularity conditions we can establish both consistency and asymptotic normality
for maximum likelihood estimators. A wide variety of conditions have been developed which vary
depending on which result is desired. Below we outline two different sets of conditions — one set
leads to the consistency of maximum likelihood estimators while the other leads to the asymptotic
normality of maximum likelihood estimators (Casella and Berger, 2002, pp.516).
Lemma E.2.1 (Regularity conditions for consistency) Denote the log likelihood as `i(θ) =




`i(θ). For now we assume iid observations, xi.
1. Parameters are identifiable. This implies the distributions of the random variables X1, ..., Xn
are unique. That is, different values of θ must lead to different distributions such that θ1 6=
θ2 ⇒ Pθ1 6= Pθ2, for a family of distributions, Pθ.
2. Distributions of the random variables X1, ..., Xn have common support independent of θ;
which, under independence, implies the positivity condition. The positivity condition states
that the set of values for X = (X1, ..., Xn)
′ is Ω = Ω1 × Ω2 × · · · × Ωn. For example,
Ω = R3 = R× R× R = {(x1, x2, x3) : x1, x2, x3 ∈ R}.
3. The true value of θ lies in the interior of an open interval contained in the parameter space,
Θ. For example, we need θ ∈ Θ ⊂ Rp for p < n. Note that we do not necessarily need
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Θ itself to be an open interval, only that Θ must contain an open interval so that θ is an
interior point. Further, if Θ is an open interval, the roots of the likelihood equations will be
the maximum likelihood estimates. As a counterexample, consider the Unif(0,θ) distribution
where the support depends on θ and so there does not exist an open interval around θ.
4. The joint density function, f(x|θ), is differentiable with respect to all elements of θ.
If the above conditions are met, then there exists a root to the likelihood equations. That is, there




for k = 1, ..., p in the p-dimensional parameter vector, θ. Additionally the roots θ̂ will be consistent.
Theorem E.2.2 (Consistency of MLE) Assume Lemma E.2.1 holds. Further if:
1. The model has an open parameter space,
2. The likelihood equations
( ∂
∂θk
`(θ) = 0, k = 1, ..., p
)
have a unique root θ̂,
then the root, θ̂, is a unique, and consistent, maximum likelihood estimate.
Lemma E.2.3 (Additional regularity conditions for asymptotic normality) Denote the log
likelihood as `i(θ) = log[f(xi,θ)] for individual i = 1, ..., n and parameter vector θ. Denote the joint
log likelihood as `(θ) =
n∑
i=1
`i(θ). For now we assume iid observations, xi.
1. Derivatives of the log likelihood have a Taylor expansion for all xi as a function of θ.
(a) `(θ) must be three times differentiable (e.g. 1st, 2nd, 3rd derivatives with respect to θ
must exist for all xi).
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2. We must be able to differentiate under the integral.




∣∣∣∣∣ ≤M1k (x) and
∣∣∣∣∣ ∂2∂θjθk `(θ)
∣∣∣∣∣ ≤
M2jk(x) for all θ ∈ Θ and for all xi such that
∫
M1k (x)dx <∞ and
∫
M2jk(x)dx <∞.























3. The derivatives of the log likelihood have positive but finite variances.



















4. The variance of the maximum likelihood estimate exists.
(a) The p×p Fisher Information Matrix, I(θ) with elements Ijk must be positive and finite.








such that I(θ) ∈ (0,∞).
If the above conditions are met, the maximum likelihood estimator, θˆ, is asymptotically normal.
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Theorem E.2.4 (Final asymptotic results of MLE) If the above conditions in Lemmas E.2.1
and E.2.3 are met, we get:
i. Consistency: θ̂n → θ almost surely,
ii. Asymptotic normality:
√
n(θ̂n − θ) is asymptotically normal with mean 0 and covariance
[I(θ)]−1,
iii. Asymptotic efficiency: For k = 1, ..., p we have convergence in distribution of:
√




for [I(θ)]−1kk , the (k, k)
th element of the inverse Fisher information matrix.
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APPENDIX F. PROPOSED METHODS TO MINIMIZE ESTIMATED BIAS
Consider the nonlinear measurement error model where,
Yi = f(Xi,β) + ei
= K +
B
1 + exp(a(Xi −m)) + ei, (F.1)
and
Wi = Xi + Ui, (F.2)
for Ui ∼ N(0, σuu) independent of ei ∼ N(0, σee). We further assume Xi to be normally dis-
tributed with mean µx and variance σxx. The likelihood to be maximized, with respect to θ =






















F.1 Predicting X given observed Y and W
In this section we outline a method to predict Xi given the observed data, (Yi,Wi). In order to
predict X|Y,W we first approximate the response, Yi, by a first order Taylor approximation,









[1 + exp{a(X0i −m)}]2
, (F.5)
for a given β = (K,B,m, a)′ and locally fixed point X0i .
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The approximate linear model for the observed response Yi and observed predictor Wi = Xi+Ui










Yi − f(X0i ,β)
Wi −X0i
 . (F.7)
The expectation of Xi given Zi is:
E(Xi|Zi) = µx + Σ0zx(Σ0zz)−1
Yi − f(X0i ,β)− α0i (µx −X0i )





i σxx, σxx], (F.9)
and
Σ0zz =
(α0i )2σxx + σee α0i σxx
α0i σxx σxx + σuu
 . (F.10)
An iterative estimate of the expectation in (F.8) is outlined in Algorithm 2 and is used to
predict Xi given (Yi,Wi).
Algorithm 2 Predicting Xi given Zi.
This algorithm assumes we have estimates β̂, σ̂ee, and σ̂xx and a known value σuu.
1. Set k = 0 and set the initial value X̂
(0)




i = W¯ +
σ̂xx
σ̂xx + σuu
(Wi − W¯ ).
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2. At iteration k, estimate the expectation, E(Xi|Z), using a first order Taylor approximation


















































i − X̂(k)i )2].5 < δ for
some δ > 0 sufficiently small.
Once we obtain final estimates X̂i, an estimator of the variance of Xi|Zi is,










(α̂i)2σ̂xx + σ̂ee α̂iσ̂xx
α̂iσ̂xx σ̂xx + σuu
 . (F.13)
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F.2 An adjustment to minimize bias based on the variance of predicted X
given Y and W
In an attempt to estimate parameters with minimum bias, we propose a nonlinear mean func-
tion,






for f(Xi,β), the nonlinear mean function in (F.1), evaluated at,
X−i = Xi − νˆ.5xˆ , (F.15)
and
X+i = Xi + νˆ
.5
xˆ , (F.16)
for the prediction variance defined by νˆxˆ ≡ V̂ar(Xi|Zi) as in (F.11). Parameters are estimated using
maximum likelihood, now with Gν(Xi,β) replacing f(Xi,β) in the likelihood in (F.3). In Monte
Carlo simulations, absolute estimated biases for the maximum likelihood estimates were large; thus,
no further estimation using Gν(Xi,β) was pursued.
F.3 An adjustment to minimize bias based on an estimated slope
Instead of adjusting Xi by the prediction variance νˆxˆ, we attempt to estimate parameters with
minimum bias by maximizing the likelihood using the following proposed mean function:





















The values, ∆−i and ∆
+
i , are based on the first order derivatives evaluated at X
−
i (as in (F.15))
and X+i (as in (F.16)). Consider an approximation to Yi using a first order Taylor approximation
where we expand around the prediction of X̂i given (Yi,Wi) and evaluate the first order derivative
at either X+ or X−. That is, Yi is approximated by both,
Y −i ≈ f(X̂i, β̂) + α̂−i (Xi − X̂i) + ei, (F.20)
and








































≡ X̂+i + ∆+i , (F.25)
for
Σ̂zz− =
(α̂−i )2σ̂xx + σ̂ee α̂−i σ̂xx





(α̂+i )2σ̂xx + σ̂ee α̂+i σ̂xx
α̂+i σ̂xx σ̂xx + σuu
 , (F.26)
where in both cases we define Ẑi by:
Ẑi ≡
Yi − f(X̂i, β̂)
Wi − X̂i
 . (F.27)
The estimates β̂, σ̂ee, and σ̂xx are the estimates obtained when maximizing the likelihood in (F.3)
with the original nonlinear mean function, f(Xi,β). In Monte Carlo simulations, absolute esti-
mated biases for the maximum likelihood estimates were large and so no further estimation using
G∆(Xi,β) was pursued.
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APPENDIX G. ADDITIONAL MONTE CARLO SIMULATIONS
G.1 Monte Carlo simulation results for different sample sizes
In Section 2.4, we investigate properties of the maximum likelihood estimator by looking at
the derivative of the log likelihood. We estimate the expectation of the first derivative of the log
likelihood as an average over a large sample of 263 values; we did not find strong evidence of
bias when estimating a or σee. Monte Carlo simulations in Section 2.3 were for a sample size of
n = 1000. Results in Tables G.1-G.2 are estimates for Monte Carlo simulations for four different
sample sizes. The variability and the magnitude of the estimated bias in the parameter estimates
is small when n is large. The small bias and variability for large n suggests maximum likelihood
estimates which are consistent. Note all estimation uses the 26 point discrete approximation for
the distribution of X (Appendix B) when maximizing the likelihood. The values for the variances
are set to σuu = σee = σxx = 0.12 for all four scenarios.
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Table G.1 Properties of maximum likelihood estimates for M = 500 Monte Carlo samples
each of size n = 400 (top) or n = 1, 000 (bottom).
Maximum likelihood estimates, n = 400
K B 100m a 100σee 100µx 100σxx
Truth 0 2 20 -5 12 0 12
Mean Est −0.0563 2.1626 20.9220 −5.4248 11.0114 0.1263 11.7907
Bias −0.0563 0.1626 0.9220 −0.4248 −0.9886 0.1263 −0.2093
Variance 0.0432 0.3691 69.5583 4.9158 8.5917 11.6737 5.8021
SE 0.0093 0.0272 0.3730 0.0992 0.1311 0.1528 0.1077
t (Bias) −6.0535 5.9863 2.4719 −4.2844 −7.5416 0.8267 −1.9429
Mean t˜ 0.0458 −0.1087 −0.1430 0.2067 −0.7613 0.0332 −0.2163
Var t˜ 1.3874 1.3751 1.0434 1.2462 28.2370 0.9952 1.2126
Prop t˜ > 1.96 0.066 0.008 0.006 0.062 0.006 0.022 0.012
Prop t˜ < −1.96 0.018 0.066 0.052 0 0.080 0.024 0.084
Maximum likelihood estimates, n = 1,000
K B 100m a 100σee 100µx 100σxx
Truth 0 2 20 -5 12 0 12
Mean Est −0.0071 2.0159 19.9962 −5.0996 11.7405 0.0547 11.9369
Bias −0.0071 0.0159 −0.0038 −0.0996 −0.2595 0.0547 −0.0631
Variance 0.0046 0.0339 10.1047 0.5858 1.4402 2.7413 1.0821
SE 0.0030 0.0082 0.1422 0.0342 0.0537 0.0740 0.0465
t (Bias) −2.3550 1.9342 −0.0266 −2.9092 −4.8348 0.7386 −1.3568
Mean t˜ 0.0289 −0.0656 −0.1018 0.0257 −0.2457 0.0361 −0.1116
Var t˜ 1.0389 0.9983 1.0157 0.9025 0.9779 1.1515 1.0396
Prop t˜ > 1.96 0.040 0.002 0.018 0.034 0.010 0.034 0.010
Prop t˜ < −1.96 0.006 0.040 0.040 0.012 0.040 0.028 0.036
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Table G.2 Properties of maximum likelihood estimates for M = 500 Monte Carlo samples
each of size n = 4, 000 (top) or n = 10, 000 (bottom).
Maximum likelihood estimates, n = 4,000
K B 100m a 100σee 100µx 100σxx
Truth 0 2 20 -5 12 0 12
Mean Est −0.0005 2.0009 19.9998 −5.0351 11.9620 −0.0066 12.0105
Bias −0.0005 0.0009 −0.0002 −0.0351 −0.0380 −0.0066 0.0105
Variance 0.0011 0.0081 2.5143 0.1415 0.3995 0.5995 0.2929
SE 0.0015 0.0040 0.0709 0.0168 0.0283 0.0346 0.0242
t (Bias) −0.3312 0.2235 −0.0034 −2.0838 −1.3461 −0.1892 0.4357
Mean t˜ 0.0548 −0.0702 −0.0511 −0.0157 −0.0801 −0.0087 −0.0061
Var t˜ 1.0321 0.9937 1.0321 0.9152 1.0762 1.0001 1.0893
Prop t˜ > 1.96 0.030 0.010 0.020 0.022 0.020 0.024 0.028
Prop t˜ < −1.96 0.010 0.032 0.030 0.016 0.036 0.024 0.032
Maximum likelihood estimates, n = 10,000
K B 100m a 100σee 100µx 100σxx
Truth 0 2 20 -5 12 0 12
Mean Est −0.0004 1.9995 19.9501 −5.0170 12.0069 0.0177 11.9881
Bias −0.0004 −0.0005 −0.0499 −0.0170 0.0069 0.0177 −0.0119
Variance 0.0004 0.0026 0.9505 0.0430 0.1497 0.2396 0.1113
SE 0.0009 0.0023 0.0436 0.0093 0.0173 0.0219 0.0149
t (Bias) −0.5212 −0.2317 −1.1443 −1.8274 0.3997 0.8083 −0.7993
Mean t˜ 0.0137 −0.0468 −0.0783 −0.0342 0.0051 0.0363 −0.0526
Var t˜ 0.8290 0.7627 0.9818 0.7296 1.0012 1.0010 1.0438
Prop t˜ > 1.96 0.026 0.014 0.018 0.026 0.026 0.028 0.026
Prop t˜ < −1.96 0.018 0.022 0.038 0.018 0.030 0.028 0.034
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G.2 Additional bootstrap bias-corrected simulations
Monte Carlo simulations in Section 2.3.2 suggested small sample bias in the parameter estimates
for the nonlinear model in (2.12)-(2.13). To minimize small sample bias, we propose using a
bootstrap bias-correction for the maximum likelihood estimates (more details on the bootstrap
bias correction may be found in Section 2.5). The additional results mentioned in Section 2.5 for
maximum likelihood estimates after a bootstrap bias-correction are shown in Tables G.3-G.5.
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Table G.3 Properties of estimated parameters after the bootstrap bias-correction for
M = 500 Monte Carlo samples generated with σuu = 0.03 and σee = 0.06.
The variance of the bootstrap bias-corrected estimate, VarB(θ˜), is calculated
as if B = 1, 000 were sampled. Estimates for σee, µx, and σxx are multiplied
by 100. The average prior mean for a is denoted as µ¯a and the prior standard
error is 2|µa|.
Scenario 1: σuu = 0.03 and σee = 0.06
Bootstrap bias-corrected MLE
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
ML Mean Estimate -0.0008 2.0012 0.2002 -5.0399 5.9066 0.0174 12.0158
New Mean Estimate -0.0005 1.9990 0.2005 −4.9976 5.9583 0.0281 12.0471
Bias -0.0005 −0.0010 0.0005 0.0024 -0.0417 0.0281 0.0471
Variance 0.0018 0.0155 0.0006 0.2794 0.3230 2.3415 0.6792
SE 0.0019 0.0056 0.0011 0.0236 0.0254 0.0684 0.0369
t (Bias) −0.2825 −0.1837 0.4448 0.1004 −1.6409 0.4109 1.2786
VarB(θ˜) 0.0012 0.0108 0.0005 0.1909 0.2197 1.5932 0.4381
SDB(θ˜)[SD(θ̂)]
−1 1.0346 1.0851 1.0850 1.0482 1.0235 0.9756 0.9396
Bootstrap bias-corrected MLE with Bayes Adjustment: µ¯a = −6.064
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
ML Mean Estimate -0.0007 2.0009 0.2001 −5.0411 5.9067 0.0174 12.0156
New Mean Estimate -0.0005 1.9987 0.2005 −4.9989 5.9584 0.0281 12.0470
Bias -0.0005 −0.0013 0.0005 0.0011 -0.0416 0.0281 0.0470
Variance 0.0018 0.0155 0.0006 0.2790 0.3230 2.3415 0.6792
SE 0.0019 0.0056 0.0011 0.0236 0.0254 0.0684 0.0369
t (Bias) −0.2409 −0.2315 0.4169 0.0462 −1.6361 0.4113 1.2741
VarB(θ˜) 0.0012 0.0108 0.0005 0.1906 0.2196 1.5932 0.4381
SDB(θ˜)[SD(θ̂)]
−1 1.0347 1.0851 1.0849 1.0483 1.0235 0.9756 0.9396
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Table G.4 Properties of estimated parameters after the bootstrap bias-correction for
M = 500 Monte Carlo samples generated with σuu = 0.03 and σee = 0.5.
The variance of the bootstrap bias-corrected estimate, VarB(θ˜), is calculated
as if B = 1, 000 were sampled. Estimates for σee, µx, and σxx are multiplied
by 100. The average prior mean for a is denoted as µ¯a and the prior standard
error is 2|µa|.
Scenario 2: σuu = 0.03 and σee = 0.5
Bootstrap bias-corrected MLE
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
ML Mean Estimate −0.0107 2.0389 0.2042 −5.2345 49.4426 0.0174 12.0149
New Mean Estimate −0.0018 1.9910 0.1985 −4.8747 49.8341 0.0290 12.0485
Bias −0.0018 −0.0090 −0.0015 0.1253 −0.1659 0.0290 0.0485
Variance 0.0170 0.1629 0.0059 3.0500 9.8647 2.3342 0.6927
SE 0.0058 0.0181 0.0034 0.0781 0.1405 0.0683 0.0372
t (Bias) −0.3028 −0.5012 −0.4298 1.6045 −1.1813 0.4248 1.3036
VarB(θ˜) 0.0102 0.0922 0.0037 1.4711 6.7144 1.5844 0.4536
SDB(θ˜)[SD(θ̂)]
−1 1.0154 0.9970 1.0565 0.8981 1.0480 0.9729 0.9474
Bootstrap bias-corrected MLE with Bayes Adjustment: µ¯a = −6.064
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 50 0 12
ML Mean Estimate −0.0100 2.0361 0.2038 −5.2357 49.4425 0.0174 12.0147
New Mean Estimate -0.0002 1.9821 0.1974 −4.9257 49.8261 0.0279 12.0481
Bias -0.0002 −0.0179 −0.0026 0.0743 −0.1739 0.0279 0.0481
Variance 0.0169 0.1710 0.006 2.8331 9.8601 2.3332 0.6921
SE 0.0058 0.0185 0.0035 0.0753 0.1404 0.0683 0.0372
t (Bias) −0.0342 −0.9695 −0.7414 0.9872 −1.2387 0.4083 1.2919
VarB(θ˜) 0.0099 0.0816 0.0035 1.5369 6.7095 1.5826 0.4529
SDB(θ˜)[SD(θ̂)]
−1 1.0139 0.9493 1.0296 0.9390 1.0479 0.9724 0.9467
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Table G.5 Properties of estimated parameters after the bootstrap bias-correction for
M = 500 Monte Carlo samples generated with σuu = 0.25 and σee = 0.06.
The variance of the bootstrap bias-corrected estimate, VarB(θ˜), is calculated
as if B = 1, 000 were sampled. Estimates for σee, µx, and σxx are multiplied
by 100. The average prior mean for a is denoted as µ¯a and the prior standard
error is 2|µa|.
Scenario 3: σuu = 0.25 and σee = 0.06
Bootstrap bias-corrected MLE
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
ML Mean Estimate −0.0050 2.0107 0.2006 −5.0751 5.8403 0.0894 11.9744
New Mean Estimate −0.0038 2.0091 0.2027 −4.9542 5.9007 0.1789 11.9677
Bias −0.0038 0.0091 0.0027 0.0458 −0.0993 0.1789 -0.0323
Variance 0.0062 0.0434 0.0013 0.7365 1.3988 6.0108 2.5925
SE 0.0035 0.0093 0.0016 0.0384 0.0529 0.1096 0.0720
t (Bias) −1.0769 0.9745 1.7036 1.1926 −1.8776 1.6318 −0.4487
VarB(θ˜) 0.0040 0.0295 0.0009 0.4796 0.8956 4.0517 1.6251
SDB(θ˜)[SD(θ̂)]
−1 1.0541 1.1105 1.0707 1.0658 1.0389 0.9782 0.9368
Bootstrap bias-corrected MLE with Bayes Adjustment: µ¯a = −3.867
K B m a 100σee 100µx 100σxx
Truth 0 2 0.2 -5 6 0 12
ML Mean Estimate −0.0056 2.0123 0.2007 −5.0655 5.8338 0.0892 11.9771
New Mean Estimate −0.0043 2.0104 0.2028 −4.9511 5.8952 0.1784 11.9680
Bias −0.0043 0.0104 0.0028 0.0489 −0.1048 0.1784 -0.0320
Variance 0.0061 0.0428 0.0013 0.7157 1.3850 6.0087 2.5981
SE 0.0035 0.0093 0.0016 0.0378 0.0526 0.1096 0.0721
t (Bias) −1.2360 1.1223 1.7413 1.2937 −1.9914 1.6275 −0.4442
VarB(θ˜) 0.0039 0.0292 0.0009 0.4720 0.8938 4.0506 1.6304
SDB(θ˜)[SD(θ̂)]
−1 1.0533 1.1110 1.0709 1.0716 1.0415 0.9782 0.9386
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APPENDIX H. SELECTING A DISTRIBUTION FOR USUAL INTAKE
Given the differences in the shape of the distributions for observed vitamin D intake for the
NHANES data, we define the distribution of the unobserved long-term intake separately for each
of the twelve subgroups defined by sex, race, and supplement use. For each subgroup we assume
the distribution of X is one of the following models:
1. Model A: A finite mixture of a normal distribution and a chi-squared distribution with 3
degrees of freedom.
2. Model B: A finite mixture of a normal distribution and a chi-squared distribution with 5
degrees of freedom.
3. Model C: A finite mixture of three chi-squared distributions with 3, 25, and 200 degrees of
freedom.
4. Model D: A finite mixture of three chi-squared distributions with 4, 30, and 200 degrees of
freedom.
To determine which model to select for X for each subgroup, we first maximize the likelihood
assuming a model where the distribution for X is the same across all twelve subgroups. For
individuals who take supplements, we also include a normal distribution with a mean of 15.51/3
and a small variance of 0.0005. Using the maximum likelihood estimates found when assuming
each of the four candidate models for X, we approximate the distribution of W¯ by simulation (see
Section 4.4.3 for more details). Test statistics and p−values for a Kolmogorov-Smirnov test are
in Table H.1. The chosen X distributions (see Table 4.6) for each subgroup correspond to the
X distribution which resulted in the largest p−value (the bolded values in Table H.1) from these
preliminary simulations.
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Table H.1 Results of Kolmogorov-Smirnov tests comparing the ECDF of the simulated
data to the ECDF of the observed vitamin D intake. The p−values are for each
of the four candidate models for X.
Gender Ethnicity Supp nR Model A Model B Model C Model D
Male
Whites
Yes 287 0.0530 0.0607 0.0026 0.0005
No 468 0.2234 0.0046 0.0031 0.0015
Blacks
Yes 90 0.8805 0.8860 0.0142 0.0759
No 305 0.4019 0.3065 0.0759 0.0067
Others
Yes 98 0.2157 0.2449 0.4447 0.0073
No 360 0.3327 0.5117 0.0023 0.0003
Female
Whites
Yes 458 0.0611 0 0.0008 0.0385
No 387 0.4627 0.3957 0.0008 0.0004
Blacks
Yes 139 0.0140 0.0576 0.0008 0.0007
No 285 0.4068 0.3044 0.0028 0.0008
Others
Yes 216 0.0015 0.0106 0.1854 0.0241
No 393 0.4329 0.5154 0.0156 0.0150
