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Abstract 
In this paper, an approach to creating corpuscular-optical devices for transportation and transformation of charged particle 
beams has been elucidated. These devices are able to optimize and create the most convenient configuration of ionic or electron 
paths. The approach relies upon the inverse dynamics problem formulated on the basis of the Hamilton-Jacobi equation. The 
motion in the symmetry plane of a three-dimensional (3D) field was considered. The problem was solved by analytical 
methods. An algorithm for constructing electric fields providing the particle motion on the desired trajectories was described. 
А key to this algorithm lies with a concept of conformal transformation from the theory of complex-valued function. This 
procedure was illustrated by examples. Quadratic potential was chosen as a basis. Three functions of conformal transformation 
were considered, providing the rotation of the focused charged particle beam at a fixed angle, the transformation of divergent 
flow to parallel one. The calculated two-dimensional potentials were extended into 3D-space by power series expansion on 
transverse coordinate. Device embodiments were suggested on the basis of the calculated field structures. 
Copyright © 2016, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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 Introduction 
Electron spectroscopy and mass spectrometry cur-
rently are by far the main tools for analyzing sub-
stances and materials. They are of great importance
not only in fundamental research, but also in industry
and applied science where they have extensive uses.
Regardless of the type of study and object examined, it
is a flux of charged particles that is subjected to anal-
ysis. For effective performance the analyzed beams∗ Corresponding author. 
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(Peer review under responsibility of St. Petersburg Polytechnic University)should be formed according to the geometry and con-
figuration of energy and mass analyzers [1–3] . Ad-
ditionally, since it is the charged particles that carry
all the information about the studied object, losses of
electrons or ions should be minimized at all stages
prior to their analysis, which poses the problem of cre-
ating a corpuscular-optical matching element, capable
of providing the maximal yield of charged particles in
the vicinity of the source and transmitting them to the
analyzer input with minimal losses. 
This task is partially solved by using electrostatic
and magnetic lens [4] , but this approach involves con-
structing a rectilinear path, which in turn increases the
overall size of the system. Using mirrors or variousction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ) 
. 
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is not always possible to provide the desired particle 
flux configuration. 
This study demonstrates an approach to synthesiz- 
ing devices that serve as both turning units and lenses 
focusing and transporting beams. Successful search for 
such systems has been carried out based on the scien- 
tific ideology of inverse dynamics problems, with the 
analytical theory for this ideology developed by pro- 
fessor Golikov (St. Petersburg Polytechnic University). 
This ideology has found its practical implementation 
in the design of devices with record-breaking perfor- 
mance and unique features [5] . 
Problem statement 
Making a spectrometer involves constructing an 
ion-optical or an electron-optical path in a specific 
way. This requires all device elements (a source, an 
analyzer, and others) to perform to the best of their 
capacities, with mating components playing an impor- 
tant role. The problem of synthesizing such devices is 
the subject for our study. 
In its most general form, the problem is formulated 
as the need to deliver the beam of analyzed particles 
from point A to point B . Additional requirements may 
also be imposed on organizing the particle packet in 
the analyzer input, for example, a packet with a fixed 
angular spread. 
The proposed strategy for synthesizing such devices 
is in finding new electric fields that provide the re- 
quired flux transformation, so that the entire flux ra- 
diating from a single point could also be focused into 
another point. The position of both points is given by 
the arrangement of spectrometer elements (the source 
and the analyzer). Let the required field have a plane 
of symmetry and let the perfect electron beam focus- 
ing be achieved in this plane. 
Our synthesis strategy involves choosing an initial 
field whose potential is given analytically and in which 
perfect focusing is achieved at least in the plane of 
symmetry. Next, using the analytical methods of trans- 
formation (methods of the theory of complex-valued 
function, for the most part), we strive to obtain new 
potential structures where the beam focusing would 
remain perfect. Our study is based on the technique 
associated with using the conformal transformation of 
coordinates, so let us discuss this issue in more detail. 
Conformal transformation of coordinates 
The scientific ideology of the concept of confor- 
mal coordinate transformation in the Hamilton–Jacobi equation and its application to the synthesis of electro- 
static fields combining perfect focusing in the plane of 
symmetry and energy dispersive properties have been 
described in Ref. [6] . Golikov was the first to propose 
this conversion algorithm for potential structures and 
to later put into practice the synthesis of corpuscular- 
optical systems [5] . Let us establish the main points 
of this method and provide the necessary commentary 
to the terms and equations used. 
Mechanics historically developed in two main di- 
rections. One branch, which is customarily called clas- 
sical mechanics, comes directly from Newton’s laws 
of motion. The problem is in determining the behavior 
of a charged particle if the acting forces are known at 
any specific time, and it possesses an unambiguous so- 
lution. According to the second approach, commonly 
referred to as analytical mechanics [7] , the study of 
equilibrium and motion is based on two main quan- 
tities: the kinetic energy and the force function; the 
latter is often replaced by potential energy. These two 
fundamental scalars contain the total dynamics of the 
most complex material systems, provided, however, 
that these scalars are assumed as a basis of some prin- 
ciple, rather than just an equation. 
Let a particle occupy definite positions at some in- 
stants of time t 1 and t 2 , characterized by two sets of 
coordinate values P 1 and P 2 . Then the particle moves 
between these points in such a way that the time inte- 
gral of the difference between the kinetic and potential 
energies should be of the least possible value. The in- 
tegrand is called the Lagrange function of the system, 
and the integral is called the action. The principle of 
least action states the following: 
The actual motion occurring in nature is that for 
which the action takes the least value. 
The mathematical problem of minimizing a cer- 
tain integral is associated with a particular mathe- 
matical branch called the calculus of variations. Vec- 
tor and variation mechanics are two different math- 
ematical descriptions of the same group of natural 
phenomena. Newton’s theory is based on two main 
vectors, the momentum and the force, while varia- 
tion theory is based on two scalar values, i.e., the 
kinetic energy and the force function. Aside from 
mathematical feasibility, the question is whether these 
two theories are equivalent. In case of free particles 
whose motion is unlimited by specified constraints, 
these two description ways lead to similar results. For 
systems with constraints, however, the analytical ap- 
proach appears to be more effective and simple. The 
specified constraints are taken into account in a natural 
manner, as only the motion of the system along the 
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 trajectories consistent with the constraints is consid-
ered. The vector approach makes it necessary to take
into account the forces supporting the constraints, and
therefore various hypotheses about these forces have
to be introduced. 
Our study operates within the framework of varia-
tion mechanics, as this ideology seems more natural
for the analytical approach to the synthesis of new
corpuscular-optical systems. Furthermore, it should be
noted that all calculations are carried out with dimen-
sionless quantities. The expediency of this choice, and
the different character of the quantities introduced de-
pending on the type of problem is detailed in mono-
graphs [5,8] . We are going to consider a particular
case with direct relevance for our investigation where
only the electrostatic field is involved in the problem.
The actual motion of the particle in Euclidean space
with Cartesian coordinates X , Y , Z and in real time t
depends on the particle’s charge and mass, the effec-
tive electric fields and the initial conditions. All of this
is expressed in dimensional quantities and as a whole
makes up a physical model of the corpuscular-optical
system. Meanwhile, calculations and analysis of the
results can be easily simplified by eliminating the stan-
dard physical units and introducing new special ones
unifying all the relationships and making them purely
dimensionless. The change to dimensionless quanti-
ties replaces the actual physical problem by a simpler
mathematical model of motion and allows conducting
our study with as much generality as possible. Each
physical trajectory X ( t ), Y ( t ), Z ( t ) is put in correspon-
dence with a dimensionless curve x ( τ ), y ( τ ), z ( τ ). To
find the true dimensional trajectory from the dimen-
sionless curve, it is enough to multiply the functions
x ( τ ), y ( τ ), z ( τ ) by the given linear scaling factor l . Let
us show the transition to the dimensionless model of
motion for our problem. 
Let us write the Hamilton–Jacobi equation for the
motion of the particle with the charge q and the mass
m in an electrostatic field with the potential Ф ( x , y ) in
the plane ( x , y ): 
1 
2m 
[ (
∂S 
∂x 
)2 
+ 
(
∂S 
∂y 
)2 ] 
+ q · ( x, y ) = E , (1)
where E is the total energy of the particle and S is the
action (a scalar quantity). 
Given that the partial derivatives of the action with
respect to the coordinates are equal to the respective
momenta 
∂S 
∂x 
= p x , ∂S 
∂y 
= p y , (2)Eq. (1) can be rewritten in the form 
m 
2 
[ (
dX 
dt 
)2 
+ 
(
d Y 
dt 
)2 ] 
+ q · ( x, y ) = E . (3)
Let us introduce a dimensional quantity l which
will serve as a characteristic dimension of the device,
and use it as a connection between the dimensional
Cartesian coordinates X and Y and the dimensionless
scalars x and y : 
X = l · x; Y = l · y. (4)
Aside from l , let us set a characteristic value of the
potential Ф 0 , for example, the maximum potential in
magnitude at the boundary of the system: 
 = 0 · ϕ ( x, y ) (5)
Let us introduce the dimensionless time τ and the
dimensionless total energy h by the formulae 
 = T · τ ; E = H 0 · h, (6)
where T is some characteristic time (that we have not
defined yet) and H 0 is the total energy of the particle.
Then Eq. (3) can be rewritten in the following form,
replacing the differentiation with respect to the dimen-
sionless time by a variable dotted: 
m l 2 
T 2 
· ˙ x
2 + ˙ y2 
2 
+ q · 0 · ϕ(x, y) = H 0 · h. (7)
Since the parameter T is arbitrary, let us set the fol-
lowing relationship between the newly-emerged mul-
tipliers: 
m l 2 
T 2 
= H 0 = | q 0 | , (8)
which separates the common multiplier out of Eq. (7) ,
and this multiplier can be omitted. 
The Hamilton equation in dimensionless quantities
takes the form 
S 2 x + S 2 y 
2 
+ ϕ ( x, y ) = h (9)
The proposed procedure for synthesizing new po-
tential structures with useful properties (perfect angu-
lar focusing in the chosen plane) is represented by an
algorithm with the following steps. 
1. Choosing the initial potential ϕ( x , y ). 
2. Setting a complex transformation function z ( ω ). 
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Fig. 1. Particle trajectories in a harmonic field  = x 2 + y 2 − 2 z 2 . 
 
 
 
 3. Calculating a potential structure by the expressions 
2 
∂S 
∂ω 
∂S 
∂ ω 
= S 
2 
u + S 2 v 
2 
= −ϕ ∗∗( u, v ) 
= −
∣∣∣∣ dz dω 
∣∣∣∣
2 
· ( ϕ ∗( z, z ) − h ) . (10) 
(This formula was derived in Ref. [6] ). 
4. Determining the spatial distribution of the field. 
5. Analyzing the behavior of electron fluxes and 
choosing the optimal operation mode of the match- 
ing unit. 
The Hamilton–Jacobi equation for the action, which 
can be defined as truncated because it depends only on 
the coordinates, but not on time, is in the case of pla- 
nar motion ( 9 ) converted to conformal coordinates u 
and v by means of an analytic function of the complex 
variable ω : 
z = z(ω ) , ω = u + i · v. (11) 
Thus, the old coordinates x and y are the functions 
of the new ones, i.e., u and v . Eq. (10) can be inter- 
preted physically as an actual Hamilton–Jacobi equa- 
tion in the new coordinates u and v , describing the 
motion in the plane, which occurs under the action 
of a field with the potential ϕ∗∗( u , v ) at a zero total 
energy h ∗ = 0. 
All trajectories on the ( х , у ) plane of fixed energy 
h are converted by this transformation to trajectories 
with a zero total energy in the ( u , v ) plane. For finding 
these trajectories it is sufficient to use the transforma- 
tion formulae 
u = u ( x, y ) , v = v ( x, y ) , (12) 
by substituting the expressions for the х ( t ) and у ( t ) tra- 
jectories on the ( х , у ) plane into them. The families of 
isoenergetic trajectories change their forms depending 
on z ( ω ), but preserve some of their properties. 
Conformal mappings are known to retain the in- 
tersection angles of curves and decrease (or increase) 
short segments depending on the magnitude of the an- 
alytic function derivative in the location of the segment 
[9] . 
Two important physical conclusions follow from 
here. Firstly, a set of trajectories emerging from a point 
is mapped onto the ( u , v ) plane to another set emerg- 
ing from a point and having the same angular width 
as the original one. Secondly, if the set on the ( х , 
у ) plane has been focused to a short segment, then the transformed set is focused in the ( и , v ) plane to
another short segment, decreased (or increased) by a 
factor equal to the magnitude of the mapping function 
derivative z ( ω ). 
In those cases when the ( х , у ) and the ( u , v ) planes
are assumed to be the planes of symmetry of two dif- 
ferent three-dimensional harmonic fields, and the func- 
tions ϕ( x , y ) and ϕ∗∗( u , v ) to be the potential distribu-
tions in these planes, the afore-mentioned procedure 
of transforming one type of fields into another allows 
to flexibly reconstruct the structure of a field in the 
vicinity of the plane of symmetry. Let us illustrate 
this assertion by examples. 
Field transformation examples 
Let us choose a two-dimensional function 
ϕ(x, y) = x 2 + y 2 (13) 
as the initial potential. 
De facto, such a distribution can be obtained for a 
harmonic field of hyperboloids of revolution  = x 2 
+ y 2 − 2 z 2 in the plane of symmetry ϕ = | z = 0 . 
It is easy to verify that the particles that emerged 
from the point ( x 0 , y 0 ) at various angles will get to
the point ( −x 0 , −y 0 ) symmetrical with respect to the 
origin in time t = π√ 2 . For example, if we take (1, 
0) as a starting point, then after a specified period of 
time, all the particles will focus into the point ( −1, 0). 
The particle trajectories calculated in the Mathematica 
software [10] are shown in Fig. 1. 
Let us consider the changes in the set of particle 
trajectories using various conformal transformations. 
Variant 1 . Let us transform potential ( 13 ) by a log- 
arithmic function 
ω = ln ( z + 1 ) (14) 
according to Eq. (10) . Setting the total energy h = 1 
and taking into account that ϕ = z ¯z , we obtain: 
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Fig. 2. Particle trajectories calculated for a field with potential ( 15 ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Electrodes determining the system field and the trajectory 
set in this system. 
 
 
 
 
 
 
 
 
 
 
 
 ϕ ∗∗( u, v ) = exp ( 4u ) − 2 · exp ( 3 u ) · cos (v) − exp ( 2u ) . 
(15)
The trajectories in the new potential can be deter-
mined both by the transformation formulae ( 12 ) and
by integrating the equations of motion. The particle
trajectories are shown in Fig. 2 . It can be seen that the
conformal mapping ( 14 ) changes the divergent flux of
particles into a parallel one. 
Our study has focused on charged particle fluxes in
a small neighborhood of the plane of symmetry, which
allowed approximately calculating the spatial distribu-
tion of the field structure; for this we employed the
well-known expansion in powers of the small quantity
z : 
ϕ ( x, y, z ) = 
∞ ∑ 
k=0 
( −1 ) k 
(2k)! 
k xy ϕ ( x, y ) · z 2k (16)
xy = ∂ 
2 
∂ x 2 
+ ∂ 
2 
∂ y 2 
. 
The study in the degree of accuracy of the three-
dimensional potentials obtained by formula ( 16 ) and
their applicability to calculating charged particle fluxes
near the plane of symmetry with a varying number
of series terms has been carried out earlier, and the
results are published in Ref. [11] . The error in defin-
ing the three-dimensional potential by several series
terms of expansion ( 16 ) instead of an infinite number
of them is within the accuracy required when fabricat-
ing electrodes of a complex-shaped system. The fields
were calculated with an approximation to sixth-power
members including z . 
To put the calculated system into practice, it is
preferable to select equipotential surfaces forming aclosed area. Such surfaces with the values ϕ∗∗ =
−0.001 and ϕ∗∗ = −10 are suitable for this purpose.
Fig. 3 presents the electrodes of the system determin-
ing the field and the trajectory set in it. 
Variant 2. Let the mapping be expressed by the
formula 
ω = √ z . (17)
Applying formula ( 10 ) to potential ( 13 ) at h = 1,
we obtain: 
ϕ ∗∗( u, v ) = 4( ( u 2 + v 2 ) 3 − 2( u 2 + v 2 ) ) . (18)
Particle trajectories in this field are shown in
Fig. 4. 
Variant 3 . In the most general form, mapping ( 17 )
can be represented as 
ω = z γ . (19)
Let us set γ = 3/4 and apply the conformal map-
ping to potential ( 13 ), then 
ϕ ∗∗( u, v ) = 16 ( u 2 + v 2 ) 1 3 · ( ( u 2 + v 2 ) 
4 
3 − 2 ) . (20)9 
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Fig. 4. Particle trajectories in the electrostatic field described by 
formula ( 18 ). The flux of charged particles in field ( 20 ) assumes 
the configuration shown in Fig. 5. 
The divergent beam is converted into a point, and 
the focusing point is rotated by 3/4ths of a semicircle 
relative to the starting position. Fig. 5. Configuration of the flux of charged particThe questions of practical implementation 
In order to actually create one of the structures ob- 
tained, it is necessary to choose a pair of equipotential 
surfaces between which the flux of charged particles 
passes. 
Inverse scaling into some dimensional system of 
units should then be performed, with the shape of the 
equipotential surfaces reproduced by metal electrodes. 
By feeding the required potentials to these electrodes 
and directing the particle flux to the area of the field, 
it is possible to establish the movement of charged 
particles by the calculated trajectories. 
The demonstrated configurations have been, this 
far, examples of applying the technique based on con- 
formal coordinate transformation. To test the experi- 
mental scale models created from these configurations, 
it is necessary to optimize the operating modes and 
constructions. 
Trajectory stability outside the median plane is not 
guaranteed for the potentials synthesized in the plane 
of symmetry. This problem should be studied sepa- 
rately for each of the obtained field structures. The 
solution could be found in substituting the calculated 
potential by the one close in structure that would pro- 
vide trajectory stability with respect to the transverse 
coordinate at the cost of losing the quality of focusing 
or of a slight change in the flux configuration in the 
median plane. les in the field described by formula ( 20 ). 
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1978 . Alternative options could include tailoring a trans-
formation function which would generate a field struc-
ture satisfying the sufficient criterion of trajectory sta-
bility in the median plane [12] or using an additional
conformal mapping that transforms unstable solutions
into stable. 
The discussed synthesis method operates with mo-
noenergetic fluxes, so the devices created based on it,
will monochromatize the particle beam. To obtain a
quantitative assessment of this peculiarity it is nec-
essary to study its energy-dispersive properties. Since
the electrostatic fields act as a dispersive element of
the proposed devices, the trajectories for charged par-
ticles of different masses will be the same. Such de-
vices may also find application in mass spectrometry
in combination with mass analyzers without energy
focusing. 
Another important question concerns the optical
properties of the devices and how they are affected
by small variations of initial data, such as the angular
divergence of the beam relative to the median plane,
the spread of charged particles in energy and charge
magnitude, the inaccuracies in fabricating electrodes.
Estimating the impact of beam perveance on the tra-
jectory configuration should allow to establish whether
these systems are applicable to high-current fluxes of
charged particles. 
It is also possible to use another approach for the
practical implementation of the proposed systems. The
surfaces of the electrodes determining the field are re-
placed by geometric figures with simpler surfaces in
shape, such as balls, cubes, tori, etc. The perfect fo-
cusing suffers in this case, but it is possible to simplify
the construction so that it is easier to fabricate. This
approach in itself is a difficult task, and solving it re-
quires additional time and development of heuristic,
mostly analytical methods and approaches, which is
beyond the scope of this article. 
Conclusion 
The paper describes an approach to construct-
ing transporting corpuscular-optical systems. This ap-
proach uses the inverse problem formulated on the ba-
sis of the Hamilton–Jacobi equation to examine elec-
trostatic fields with the plane of symmetry. 
To find the electric fields providing the motion of
charged particles by the required trajectories, we used
an algorithm employing the methods of complex vari-
able theory, namely, conformal mapping. The initial
potential is converted into a new field structure af-
ter the application of the transformation function. Thetrajectories also change accordingly, with the relation-
ship between them expressed in analytical form. The
proper selection of the transformation function can
provide the flux transformation necessary for the given
task. 
This algorithm was illustrated by the example of
three transformation functions: a logarithmic and two
power ones with different rational exponents. Con-
formal mapping by means of the logarithmic func-
tion transforms a divergent particle flux into a parallel
one. 
The obtained two-dimensional potentials, which
were distributed in the plane of symmetry of some
three-dimensional harmonic field, were transmitted
into space by a series expansion with respect to the
transverse coordinate. Examples of potential imple-
mentations of corpuscular-optical devices based on
these structures were presented. 
Using the described systems instead of traditional
matching units in the construction of both electron-
optical paths for various purposes, and the ion ones
for mass-spectrometric studies offers a number of ad-
vantages. 
Replacing several multiple electronic or magnetic
matching lenses by one of the devices proposed in the
paper will simplify the design of the trajectories and
reduce the costs, and also, considering the possibilities
for the transformation and transport of charged parti-
cle fluxes, to reduce the size of these trajectories. A
significant reduction in the effort required for aligning
and adjusting the devices is particularly noteworthy.
Another advantage are the lowered electric power re-
quirements. 
All of the above points to the prospects of devel-
oping such devices and their applications to charged
particle optics. 
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