Abstract. The behavior at infinity is investigated of global solutions to some nonautonomous semilinear evolution equations with conservative and convex nonlinearities. It is proved that the trajectories converge to viscosity stationary solutions as time goes to infinity, that is, they evolve towards stationary solutions that are minimal with respect to a generalized viscosity criterion. Hierarchical viscosity selections and applications to specific nonlinear PDE are given.
1. Introduction. Let V and H be Hilbert spaces such that V ⊂ H ⊂ V with dense and continuous injections (V stands for the topological dual of V ). Given a bilinear continuous form a : V × V → R, we define the linear continuous operator A : V → V by Av, w V ,V = a (v, w) . Consider a global solution u(t) of the semilinear evolution problem:
where the nonlinearity f : V → H is supposed to be locally Lipschitz continuous and conservative, that is, f (v) = F (v) for some F ∈ C 1 (V ; R). Let us introduce the energy functional E : V → R defined by E(v) = it is natural to expect u(t) to evolve toward a stationary solution. However, the set S 0 := Argmin E of the stationary solutions of (1) may consist of non isolated points; in that case, asymptotic convergence may fail without additional conditions. It is well-known that under global monotonicity of E , which amounts to convexity of E, it is possible to overcome such a lack of local uniqueness, ensuring the (possibly weak) convergence of u(t), as t → ∞, to a stationary solution (see for instance [6, 7] ).
On the other hand, in many PDE applications a particular stationary solution is more interesting than others due to physical, economic or design considerations. When global convergence of trajectories holds, one could let the trajectory reach a particular target equilibrium by appropriately adjusting the initial conditions. Nevertheless, in many practical situations it is not possible to have an accurate control of the initial state. An alternative approach consists in introducing a term into the system which forces convergence to the desired stationary solution, independently of the initial state. Such a restoring term should vanish at infinity in order to recover, at least asymptotically, an equilibrium point of (1) .
The above discussion motivates the following abstract evolution equation of the first-order in time:
u (t) + Au(t) + f (u(t)) + ε(t)g(u(t))
where g ∈ C(V ; H) is monotone and conservative: g(v) = G (v) for some given convex function G ∈ C 1 (V ; R) which, following [2] , will be referred to as the "viscosity function". The minimizers of G on S 0 will be called "G-viscosity stationary solutions". The parameterization ε(t) is supposed to be positive and ε(t) → 0 as t → ∞. We focus our attention on the parameterizations t → ε(t) which satisfy in addition the following slow decay property:
Such a condition has already been pointed out for the steepest descent method combined with Tikhonov viscosity-regularization in convex minimization [3] as well as for the stabilization of nonlinear oscillators [1, 4, 8] . For strongly convex viscosity functions, in those works it is proved that under appropriate conditions the trajectories tend to minimize the function G over the set S 0 , provided that the slow decay property holds. In [3] , conditions relying on the behavior of some approximate stationary solutions are required as well. In a rather different direction, the second author has studied in [9] a finite dimensional version of (2) and has proved that this asymptotic viscosity selection principle holds even under a lack of strong convexity. In this paper, we improve and generalize this type of asymptotic selection result, extending it to the setting of abstract semicoercive nonlinear equations. More precisely, we derive a general condition (C) under which the trajectories of (2) are shown to satisfy lim t→∞ d H (u(t), Argmin S 0 G) = 0, where d H (., Argmin S 0 G) denotes the distance to the set Argmin S 0 G with respect to the norm | · | in H. Condition (C) is sufficiently general to cover various situations occurring for example when the injection V → H is compact or when the operator g is strongly monotone. We also show that, if the parameterization map ε does not tend to zero "too slowly" (in a sense to be made precise), then the orbit u(.) weakly converges in V . The question of the convergence in the case of a very slow control remains open without additional conditions. When the selection principle associated with the viscosity function G is not sufficient to determine completely the limit points of u, we introduce a "secondorder viscosity" as follows:
where the function g 2 ∈ C(V ; H) is monotone, conservative and derives from the potential G 2 ∈ C 1 (V ; R). The control map ε 2 : R + → R + is assumed to be negligible with respect to ε. Setting S 1 := Argmin S 0 G, we prove that, under adequate conditions, the solutions u of (3) tend to minimize the function G 2 on the set S 1 . This hierarchical minimization result indicates that our techniques are flexible and likely to be generalized for n ≥ 2 viscosity functions.
The paper is organized as follows. In section 2 we recall some preliminaries about nonlinear evolution equations and the associate functional setting. We also show that the trajectories of (2) are asymptotically attracted by the set S 0 = Argmin E. In the sequel of the paper, the control map ε is assumed to be slow and we prove in section 3 that under general conditions, we have lim t→∞ d H (u(t), Argmin S 0 G) = 0 (see Theorem 1) . Section 4 deals with the problem of convergence of the trajectories themselves; in this direction, Theorem 2 shows that the orbits of (2) are weakly convergent in V provided that the control map ε is not "too slow". Section 5 is concerned with the generalized evolution equation (3) and the associate hierarchical viscosity selection. Finally, section 6 deals with some applications of the abstract results and describes some possible extensions and generalizations of them.
Let us conclude this introduction by mentioning that in order to enlarge the applicability in PDE theory of the methods of this paper, an interesting extension of our results could be the consideration of a nonlinear monotone operator A : V → V , with V being a Banach space (not necessary a Hilbert space) embedded in a Hilbert space H. Indeed, the essential property in our analysis is the monotonicity of the operator A, while linearity is apparently only a simplifying condition. In a similar direction, it should be possible to apply these techniques to some classes of evolutionary monotone differential inclusions. None of these aspects is developed in this paper. 
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In some applications these conditions are supplemented with the following semicoercivity property: there exist λ ≥ 0 and µ > 0 such that
Let f : V → H be a locally Lipschitz continuous, monotone and conservative function. In fact, assume:
, we obtain a function of class C 1 whose first derivative is given by
Moreover, E is convex, which amounts to
Consequently, stationary and minimum points of E coincide, i.e.,
where 
Of course, G is convex and satisfies:
Given
in the scalar distribution sense on (0, ∞).
in the scalar distribution sense (see [11, 15] ), (8) may be written in vectorial form:
In particular, (2) holds as an equality in V for a.e. t > 0. From now on, we assume the existence of global solutions of (2) satisfyinġ
where
is supposed to be absolutely continuous on [0, ∞). For general results concerning existence and uniqueness of global solutions, we refer the reader to [6, 11, 12, 13, 14, 17] .
We are interested in the asymptotic behavior as t → ∞ of global solutions to (2) , under the assumption that the map ε : R + → R + satisfies lim t→∞ ε(t) = 0 anḋ ε(t) ≤ 0 for a.e. t ≥ 0. Under this condition, (10) shows that L u is nonincreasing on [0, ∞). This property is crucial for the asymptotic analysis of (2); in particular, it implies that the trajectories of (2) are minimizing for the energy functional E.
Proof. In view of (10) and sinceε ≤ 0 a.e. on (0, ∞),
We argue by contradiction and assume that l > 0. Let z ∈ S 0 and consider the absolutely continuous function ψ defined by ψ(t) :=
2 |u(t) − z|
2 . Differentiating ψ, we find (see [15] ) that for a.e. (5) and (7), we then deduce thaṫ
Notice that the function G does not arise directly in the conclusions of Proposition 1. This is due to the fact that the parametrization function ε is allowed to decay quickly toward 0 (for instance, ε ≡ 0). We supplement the hypotheses on ε with a "slow decay" condition; in fact, we assume:
The consequences of this additional assumption are investigated in the next section.
3. Minimization of the viscosity G over S 0 under the slow decay condition. When the spaces H and V are finite dimensional (in which case H = V ), the asymptotic behaviour of the solutions of the (ordinary) differential equation (2) has been studied in [9] . Roughly speaking, it is shown that under the assumption ∞ 0 ε(t)dt = ∞, then the solutions of (2) tend to minimize the function G over the set S 0 . This result can also be recovered by a repeated application of a former result due to Baillon-Cominetti [5, Theorem 2.1]. In another direction, Attouch and Czarnecki have studied in [4] a second-order in time version of (2) involving a slow control ε and the identity operator u → g(u) = u. They show in an infinite dimensional setting that the associated trajectories strongly converge to the minimal norm element of S 0 . The purpose of this section is to improve and extend these convergence results within the abstract framework described is section 2.
3.1. The main result. In the sequel, we will assume that the functions E and G satisfy the following general condition: for every sequence (u n ) in V , we have:
where S 0 := Argmin E and d H (u, S 1 ) = inf v∈S 1 |u − v| denotes the distance in H between u and the set S 1 := Argmin S 0 G. It is worth noting that condition (C) applies in various situations, e.g. when the injection V → H is compact (see Corollary 1) or when the function G is strongly convex (see Corollary 3).
, assume that condition (C) holds. Then, for any global solution u of (2), we have
Proof. The proof relies on the study of the function
We claim that h is absolutely continuous and moreoverḣ(t) = u (t), u(t) − P S 1 (u(t)) V ,V for a.e. t > 0 (see [15] ), where P S 1 is the orthogonal projection on S 1 with respect to (·, ·). Therefore, we infer from (2) (5) and (7), we then deduce thatḣ(t) + (E(u(t))
The main idea of the proof is now to respectively distinguish the cases where
Precisely, we distinguish the two cases:
We deduce from inequality (13) that, for every t ≥ T ,ḣ(t) ≤ 0 and hence
Applying condition (C) with the sequence (u(t n )), we obtain that lim n→∞ d H (u(t n ), S 1 ) = 0 and since the map t → d H (u(t), S 1 ) is convergent, we conclude that lim t→∞ d H (u(t), S 1 ) = 0. Case (b). We now assume that, for every T ≥ 0, there exists some t ≥ T such that G(u(t)) < min S 0 G. For every t ≥ 0, let us define
First notice that, since case (b) holds, the quantity τ (t) is well-defined as soon as t is large enough. The following inequality holds for t large enough:
Indeed, if G(u(t)) ≤ min S 0 G, then τ (t) = t and (14) follows immediately. Assume
, t], which immediately yields (14) . Now, if we are able to prove that lim t→+∞ d H (u(τ (t)), S 1 ) = 0, then inequality (14) immediately implies that lim t→+∞ d H (u(t), S 1 ) = 0. From Proposition 1, we have
On the other hand, the definition of
From (15), (16) and condition (C), we deduce that lim
concludes the proof of (b).
Remark 2. The main idea of the proof of Theorem 1 consists in the study of the function h(t) = 
(ii) Assume that E(u n ) → min E and u n → p strongly in H with p ∈ S 0 . From (i) it follows that (u n ) is bounded in V , hence u n p for the weak topology of V . It remains to prove that u n → p strongly in V . By semicoercivity, we have (p, p) . On the other hand, by the weak lower semi-continuity of the continuous convex function 
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Then, any global solution u of (2) satisfies lim
Proof. It suffices to apply Theorem 1 by showing that condition (C) holds. For that purpose, let us consider a sequence (u n ) in V satisfying lim n→∞ E(u n ) = min E and lim sup n→∞ G(u n ) ≤ min S 0 G. First remark that condition (17) implies the boundedness of (u n ) in H and hence the boundedness of the sequence (d H (u n , S 1 )) n in R. Let α ≥ 0 be a cluster point of the sequence d H (u n , S 1 ) when n → ∞: there exists a sequence n k → ∞ such that lim k→∞ d H (u n k , S 1 ) = α. By Lemma 1(i), (u n ) is bounded in V , hence relatively compact for the weak topology of V . As a consequence, there exists a subsequence of (u n k ), still denoted by (u n k ) which weakly converges to u in V . By the lower semicontinuity of E with respect to the weak topology in V , we have
Similarly, the lower semicontinuity of G with respect to the weak topology in V yields:
Since 0 is the unique cluster point of the bounded sequence (d H (u n , S 1 )) n , we conclude that lim n→+∞ d H (u n , S 1 ) = 0 and hence condition (C) is satisfied.
Remark 3. Corollary 1 holds without the semicoercivity condition (4) by replacing (17) with
On the other hand, when H = V = R n we recover the result of [9, Corollary 2.2].
Let us now turn to another class of examples in which condition (C) is fulfilled. We assume that the function G satisfies the following property:
where the function β : R + → R + is such that lim t→∞ β(t)/t = ∞ and [β(t n ) → 0 ⇒ t n → 0], for every sequence (t n ) ⊂ R + . Condition (18) can be viewed as a kind of (relaxed) strong convexity assumption.
Corollary 2. Under (h 1 )-(h 5 ) and (4), assume that S 1 is bounded in H and G :
V → R satisfies (18) . Then, any global solution u of (2) satisfies
Proof. Let us prove that condition (C) of Theorem 1 is satisfied. For that purpose, let us consider a sequence (u n ) in V satisfying lim n→∞ E(u n ) = min E and lim sup n→∞ G(u n ) ≤ min S0 G. We first show that the sequence (u n ) is bounded in
Fix somev ∈ S 1 in (18) and use the Cauchy-Schwarz inequality to obtain:
Denoting by δ(S 1 ) the diameter in H of the bounded set S 1 , we have |w −v| ≤ d H (w, S 1 ) + δ(S 1 ), so that the previous inequality implies
Since lim t→∞ β(t)/t = ∞, we deduce that lim |w|→∞ G(w) = ∞. Therefore the sublevel set [G ≤ M 1 ] is bounded in H and from (19), the sequence (u n ) is bounded in H. Let α ≥ 0 be a cluster point of the bounded sequence d H (u n , S 1 ) when n → ∞. There exists a sequence n k → ∞ such that lim k→∞ d H (u n k , S 1 ) = α. By Lemma 1(i), (u n ) is bounded in V , hence relatively compact for the weak topology of V . As a consequence, there exists a subsequence of (u n k ), still denoted by (u n k ) which weakly converges to u in V . By the lower semicontinuity of E with respect to the weak topology in V , we have E(ū) ≤ lim inf k→∞ E(u n k ) = lim n→+∞ E(u n ) = min E, that is,ū ∈ Argmin E = S 0 . Similarly, the lower semicontinuity of G with respect to the weak topology in V yields:
On the other hand, from (18) we deduce that
Since the injection from V into H is continuous, the sequence (u n k ) weakly converges toū in H, thus implying that lim k→∞ (g(ū), u n k −ū) = 0. Taking the upper limit in (20) when k → ∞ and using the fact that lim In the next corollary, we specialize the setting of Corollary 2 by assuming that the function G is strongly convex in V with respect to the norm of H, i.e.,
where the function β : R + → R + is such that lim t→∞ β(t)/t = ∞ and [β(t n ) → 0 ⇒ t n → 0], for every sequence (t n ) ⊂ R + . In this case, the set S 1 is reduced to a singleton so that we obtain the strong convergence of the trajectories of (2).
Corollary 3 (g strongly monotone). Under (h 1 )-(h 5 ) and (4), suppose that the function G : V → R satisfies the strong convexity property (21). Then the following holds: (i) There exists p ∈ V such that Argmin
Proof. (i) Let us first remark that the strict convexity of G implies that Argmin (G+ δ S 0 ) = Argmin S 0 G contains at most one point. Let us now prove that Argmin S 0 G = ∅. From a classical result, it suffices to prove that the function G + δ S0 is coercive for the strong topology of V , i.e., lim ||w||→∞ (G + δ S0 )(w) = ∞. Let us argue by contradiction and assume that there exist M ∈ R and a sequence (w n ) in V such that lim n→∞ ||w n || = ∞ and (G+δ S0 )(w n ) ≤ M . This means that, for every n ∈ N, w n ∈ S 0 and G(w n ) ≤ M.
(22) Since sup n ||w n || = ∞ and (w n ) ⊂ S 0 , we deduce in view of Lemma 1(i) that sup n |w n | = ∞. Hence there exists a subsequence (w n k ) such that lim
On the other hand, taking v = 0 in inequality (21), we obtain
From the assumption on β, we have lim
∞ and we obtain a contradiction with (22).
(ii) Since Argmin S 0 G = {p}, it is immediate that inequality (21) implies (18) . Hence Corollary 2 applies and u(t) strongly converges to p in H when t → ∞. The strong convergence in V is then an immediate consequence of Lemma 1 (ii).
When g is the identity operator, the associate function G = | . | 2 /2 is trivially strongly convex. In this case, Corollary 3 implies the strong convergence (in V ) of the trajectories toward the element of minimal norm of S 0 . This type of stabilization result associated with the Tikhonov regularization [18] has already been pointed out in the context of nonlinear ODE's (see for example [3, 4] ).
4. Convergence toward someū ∈ Argmin S 0 G. The purpose of this section is to determine sufficient conditions ensuring the convergence of the trajectory toward a particular point of S 1 = Argmin S 0 G. If S 1 is reduced to a singleton, the trajectory u strongly converges in H (and even in V ) in view of Theorem 1. In the general case the convergence can be obtained by strengthening the assumptions on the map ε. Before stating the result, let us introduce the function ω : R + → R defined by:
The function ω is minorized by
The following proposition establishes that the negative part ω − (t) = max{−ω(t), 0} of the quantity ω(t) is negligible with respect to ε(t) when t → ∞. Proof. Let us argue by contradiction and assume that the function ω satisfies lim inf t→∞ ω(t)/ε(t) < 0. Then there exist η > 0 and a sequence (ε(t n )) tending toward 0 such that
Therefore, there exists a sequence (v n ) in V such that
Noticing that G(v n ) ≥ inf G and taking the upper limit when n → +∞, we find lim sup n→+∞ E(v n ) ≤ min E and hence
Since on the other hand, E(v n ) ≥ min E, we infer from (24) that
From (25), (26) and condition (C), we have lim n→+∞ d H (v n , S 1 ) = 0. Since the set S 1 is bounded in H, we deduce that the sequence (v n ) is bounded in H. From Lemma 1 (i), the sequence (v n ) is also bounded in V . Therefore there existv ∈ V and a subsequence (v n k ) of (v n ) that weakly converges tov in V . From the closedness of E (resp. G) with respect to the weak topology in V and inequality (25) (resp. (26)), we deduce respectively that
The first inequality implies thatv ∈ S 0 and the second one gives the contradiction.
Remark 4. For the previous result it suffices to have lim t→∞ ε(t) = 0.
Let us now give examples for which it is possible to compute explicitly the map ω, or at least a lower bound for ω.
Proposition 3. Assume that the functions E and G
: V → R satisfy the hypotheses of Theorem 1. (a) If Argmin E ∩ Argmin G = ∅ then ω ≥ 0. (b) Assume that there exist a > 0, b > 0 and p ≥ 1 such that (i) E − min E ≥ a d H (., S 0 ) p , (ii) G − min S0 G ≥ −b d H (., [G ≥ min S0 G]).
Then there exist α ≥ 0 and q > 1 such that ω(t) ≥ −α ε(t)
q for t large enough (when p > 1 the exponent q is the conjugate of p, i.e., q = 1/(1 − 1/p)).
Proof. (a) Notice that the assumption Argmin E ∩ Argmin G = ∅ implies that Argmin S0 G = Argmin E ∩ Argmin G and min S0 G = min G. As a consequence,
. Taking into account assumption (i), we deduce from the previous inequality that, for every v ∈ H,
First assume that p = 1. It is then immediate that we have, for t large enough
so that ω ≥ 0. Now assume that p > 1. An elementary computation then shows that Let us return to the convergence of the trajectory u associated with (2) . Proposition 2 shows the existence of a gap between the functions t → ε(t) and t → ω − (t). The next theorem shows how to exploit this property to deduce the convergence of u. 
and henceψ
This implies thatψ The proof of Lemma 2 is immediate and we leave it to the reader. Let us now return to the proof of Theorem 2. From (28) the trajectory u is bounded in H. It is also bounded in V in view of Lemma 1(i). Letū ∈ V be a cluster point of {u(t) | t → ∞} for the weak topology of V . There existū ∈ V and a sequence t n → +∞ such that lim n→∞ u(t n ) =ū weakly in V . Since the injection V → H is continuous, the sequence u(t n ) weakly converges toū in H. By the weak lower semicontinuity of d H (., S 1 ), we obtain in view of Theorem 1
and henceū ∈ S 1 . To prove the uniqueness of the cluster points of {u(t) : t → ∞}, we apply the following argument due to Opial [16] . Letū 1 ,ū 2 ∈ S 1 be two cluster points of {u(t) : t → ∞} for the weak topology of V . In view of (28), the quantity
This establishes the uniqueness of the cluster points of {u(t) : t → ∞} for the weak topology of V . Hence u(t) ū weakly in V as t → ∞ for someū ∈ S 1 . The equivalence between the strong convergence in H and in V is an immediate consequence of Lemma 1 (ii). 
The same computation as in the proof of Theorem 2 shows that inequality (27) holds true.
This implies in particular thatψ(t) ≤ 0 a.e. on [0, ∞) and hence ψ is non increasing; thus lim
Coming back to inequality (29) and integrating on [0, t], we obtain ψ(t)
(ii) From (30), (u(t)) t>0 is bounded in H. By Lemma 1(i), (u(t)) t>0 is bounded in V . Letū ∈ V be a cluster point of {u(t) | t → ∞} for the weak topology of V . We have u(t k ) ū weakly in V for some sequence t k → ∞. By the weak lower semicontinuity of E, we obtain
. Finally, we conclude thatū ∈ S 0 ∩ {v ∈ V | g(v) = 0}. To prove the uniqueness of the cluster points of {u(t) | t → ∞}, we apply the same arguments as in the proof of Theorem 2. The weak convergence of the trajectory u immediately follows.
5. Toward hierarchical viscosity selection. According to the previous results of this paper, the evolution equation (2) generates trajectories u which approach the set of minimizers of G over the set S 0 = Argmin E. When such a viscosity selection principle is not sufficient to completely characterize the limit points of u, it seems natural to introduce a second term into the dynamical system. Given ε 2 ∈ W 1,∞ loc (R + ; R + ) and g 2 ∈ C(V ; H) consider the following abstract evolution equation of the first-order in time:
u (t) + Au(t) + f (u(t)) + ε(t)g(u(t)) + ε 2 (t)g 2 (u(t)) = 0, t > 0.
Suppose that: (h 6 )            ∀v, w ∈ V, (g 2 (v) − g 2 (w), v − w) ≥ 0 and g 2 = G 2 for some G 2 ∈ C 1 (V ; R).
G 2 is bounded from below.
S 2 := Argmin S1 G 2 is nonempty.
It is then natural to expect the trajectories of (31) to minimize the function G 2 over the set S 1 = Argmin S 0 G, provided that the parametrization map ε 2 tends sufficiently slow toward 0. This question of hierarchical minimization has been addressed by many authors (see for example Attouch [2] for a discussion on this subject in an abstract stationary setting and Cominetti-Courdurier [10] for penalty steepest descent trajectories in convex programming).
In the next theorem, we will assume condition (C) (cf. Theorem 1) and the analogous one for the set S 2 : for every sequence (u n ) in V , 
where ω : R + → R is defined by (23). Then, any global solution u of (31) satisfies lim t→+∞ d H (u(t), S 2 ) = 0.
Proof. Notice that since the set S 1 is bounded in H, we have lim t→+∞ ω − (t)/ε(t) = 0 in view of Proposition 2. As a consequence, the choice of the map ε 2 satisfying (32) is always possible. The results of Proposition 1 for (2) can be immediately extended to (31) by replacing L u (t) = E(u(t)) − inf E + ε(t) (G(u(t)) − inf G) by L u,2 (t)E(u(t)) − inf E + ε(t) (G(u(t)) − inf G) + ε 2 (t) (G 2 (u(t)) − inf G 2 ) in the proof of Proposition 1. We then obtain that lim t→+∞ E(u(t)) = inf E. We decompose the proof into two steps: first we prove that lim t→+∞ d H (u(t), S 1 ) = 0 and secondly that lim t→+∞ d H (u(t), S 2 ) = 0.
Step 1. Setting h(t) = 2 , the same computation as in the proof of Theorem 1 shows thaṫ h(t) + ε(t) (G(u(t)) − min S 0 G) + ε 2 (t) (G 2 (u(t)) − G 2 (P S 1 (u(t)))) ≤ 0, a.e. t > 0.
The function G 2 is minorized by inf G 2 on H and majorized by sup S 1 G 2 < ∞ on the set S 1 . Setting M := sup S 1 G 2 − inf G 2 ≥ 0, we deduce that, for every t ≥ 0, G 2 (u(t)) − G 2 (P S 1 (u(t))) ≥ − M.
