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I N T R O D U C C I O N 
N a t u r a l e z a de la a d i a c i o n 
Uno de los liechos más claros acerca de la naturaleza de la 
luz, es que la sombra producida por los cuerpos opacos, se propaga en l í n e a 
recta, es decir la luz viaja según esta trayectoria. Este hecho condujo a 
Newton a formular su "Teoría Corpuscular de la luz", según la cual la, ener-
gía fluye de la fuente luminosa en forma de energía cinética de una corriente-
de partículas. El fenómeno de interferencias no pudo ser explicado por esta -
teoría, por lo que fué reemplazada por la teoría ondulatoria. 
El fenorneno de interferencias se representa en forma esquemá-
tica en la Figura 1, S es una fuente lu-
minosa que está separada de la pantalla 
CD por otra opaca E F en la que se han 
practicado dos pequeños agujeros A y B, 
.¿A 
Fig. 1: Experimento de interfe-
rencia. 
de tal manerajque SA._=__SB. Estos aguje 
ros actuaran pues como nuevas fuentes -
de luz* Si la luz fuera corpuscular la -
iluminación en cualquier punto de la pan 
talla C D sería siempre mayor cuando 
los dos agujeros estuvieran abiertos que 
cuando se cierra uno de ellos. Por otra 
parte, si la luz se propaga de manera -
ondulatoria no ocurrirá lo mismo; para-
un punto P en el que se cumpliera que -
P A - P B = 0 o múltiplo de una X suma-
ran los efectos de ambas fuentes secundarias, pero si P A - P B = — ^ los -
efectos de estas fuentes se restarán (interferencia destructiva). 
Por otra parte, ciertos fenómenos tales como el aporte de e n e r 
gía a la materia por la luz y el estudio de las radiaciones de muy corta lon-
gitud de onda, luz y rayos X, no pueden ser explicadas mediante la teoría oi> 
dolatoria, y sin embargo lo son fácilmente la teoría corpuscular. Esta duali-
dad es esencial para la comprensión de la mecánica cuantica y vamos a consi^ 
derarla en algún detalle. 
Aparte del ojo humano, las formas por las cuales la luz y las 
radiaciones de muy corta \ pueden ser observadas y medidas son: 
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1. - Fotografía 
2. - Foto conductividad 
3. - Efecto fotográfico. 1 
Veamos algunos casos. Einsteia demostró que cuando incide una -
radiación de frecuencia v sobre un campo fotoemisor la energía suministrada 
o 
es un múltiplo de b v En la fotoconductividad se comprueba que hay una fre. 
cuencia límite por debajo de la cual no se produce el fenómeno. En la. Fotogra 
fía se comprueban efectos idénticos. La existencia de un límite inferior es -
común a todos los efectos fotoquímicos y fotoeléctricos y en todos los que hay 
un proceso de comunicación de energía entre luz y materia, a excepción de la 
inducción de corriente en conductores. En este ultimo caso no hay frecuencia 
límite inferior, corno es bien conocido en el estudio de antenas y propagación 
de ondas, gracias al Sr„ Huertas, Esta aparente separación de la teoría cuán-
tica esta estrechamente relacionada con la existencia de electrones libres en -
los metales» 
Los efectos estudiados demuestran que cuando la luz cede energía 
a la materia se comporta como si fuera un haz de partículas, cada una de 
ellas con una energía h v
 e 
Esta dualidad en la naturaleza de la luz, por otra parte totalmen-
te inesperada, ha penetrado en el campo de la Física Teórica por el camino -
experimental, y no ha sido nunca "explicada". Todavía más, esta naturaleza -
dual no está restringida únicamente a la luz, sino que es común a la mecáni-
ca de las pequeñas partículas, átomos electrones etc. Debe ser aceptada, en-
tonces como una ley fundamental de la naturaleza en la cual debe basarse cual_ 
quier esquema formalmente válido que pretenda explicar la mecánica 
1, 2. - Integral de fase. Aplicación 
En un intento de explicación de ciertos rayos espectrales, Sormer 
feld, haciendo uso de la teoría de Bohr y de Plank, postuló que: 
r 
(¡} P . ds - nh (1) 
donde ~P = rñv es la cantidad de movimiento o momeníum y la integral curvi-
línea está extendida a todo el recorrido de la partícula. 
Veamos con un ejemplo a donde conduce este postulado. 
Consideremos un electrón de masa m y carga e dando vueltas 
alrededor de un núcleo de hidrógeno. La fuerza culombiana de atracción será 
F = . eS (2) 
4 TI ^  r 
o 
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En equilibrio dinámico dicha fuerza debe ser compensada por la 
fuerza cintrífuga del electrón 
2 2 e m v (3) 
4 7t £
 r r 
o 
de esta igualdad podrán deducirse las expresiones de: 
Energía cinética 
HP - 1 2 I - — — m v 
471 € r 
o 
4 Tí 6 r 
o 
luego 
e M T 
^ ^
 4 71 €
 o 
Aplicando ahora el postulado de Sonmerfeld: 
471 € 
T
 ]¡ o 
Calculemos ahora la Energía Total E 
el radio 
2 , 2 .
 c 
_ n h 4 711 
(4) 
fche.r.gík .potencial 
F 
V = ) F d i 
JtX} 
v = < d r ( 5 ) 
•Jx¡ 4% € r 
o 
2 
V = • 
Y = -2T (6) 
Momento angular» 
r* 
= ro v r 
(?) 
2 
m v ds = 2 ti m v r = 2 nh¡ r a r = 2 % n h (8) 
?, 71^  ni
 e 1 E = T + V = - T = - . (9) 
2 2 2 (4 71 € ) h n 
o 
(10) 
4 Tí2 m e2 
y el momento angular 
di) 
Es muy frecuente en mecánica cuántica el uso de 
\ = h/2 7l (12) 
M E C A N I C O N D U L A T O R I A 
1. - C O M P O R T A M I. E N T O C Ü A N T I C O 
. -1, Mecánica Atómica u í A •f 
La mecánica, cuántica es la descripción del comportamiento de 
la materia y la luz en todos sus aspectos, y en particular en la escala ató -
mica. Los objetos en esta escala tan pequeña no se conducen como ninguna -
cosa de la que podemos tener experiencia directa. 
Newton supuso que la luz estaba formada por partículas, pero -
más tarde se descubrió que se comportaba como una onda. Sin embargo, al 
comienzo del siglo XX, se redescubrió que algunas veces se comportaba co-
m o una partícula. Lo mismo sucede con el electrón. En realidad no se com-
portan ni como partículas ni como ondas. 
Pero hay una semejanza entre todos los objetos de tamaño ató-v 
mico. Los electrones, protonos, neutrones, fotones etc. se c ere .portan, como 
"ondas-partículas" o como se les llame. La única forma de intentar apren— 
der algo acerca de estas partículas es realizar una serie de supcriciones 
abstractas e imaginarias, completamente desligadas de nuestra experiencia -
directa. 
Vamos a intentar llegar inmediatamente al corazón de esta con-
ducta misteriosa, presentando un fenómeno que nos resulta completamente 
imposible explicar por cualquier método clásico, y que contiene en realidad 
el único misterio de la mecanica cuantica. No podemos hacer que este mis-
terio desaparezca explicando los hechos. Pero haciéndolo así, habremos rres 
trado las peculiaridades básicas de la rn.eca.nica cuántica. 
1-2. - U n e z p e r i a e n t o con balas, 
Vamos a intentar comprender el comportamiento de los electro-
nes, comparándolo y coD.trastándolo, en un conjunto de experimentos, con el 
comportamiento más familiar de partículas como balas, y ondas, como on- -
oa¡ de agua. Realizemos primero el siguiente experimento (Fig. 1.1) 
«L 
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Fig. 1.1» - Experimento de interferencia con balas 
Uel cañón dispara un lias de balas. Si el cañón no es muy bueno -
este haz sera suficientemente ancho. Delante del cañón hay una pared con dos 
orificios lo suficientemente grandes para que pase una sola bala. Mas allá de 
la pared esta un muro que sirve de blanco, que "absorberá11 las balas que 
choquen contra él. En la cara anterior de este m u r o colocamos una caja con-
teniendo arena, que pasara y almacenará cualquier bala que penetre en é l , por 
lo tanto actuara como un "detector" de balas, Este detector puede moverse ha 
cia arriba y h a c i a abajo, o cea, en la dirección del eje x 
Cuál será la probabilidad de que una bala que atraviesa los orifi-
cios de la pared, llegue ai blanco a una distancia x del centro?. 
Si suponemos que el cañón dispara al mismo ritmo durante todo -
el experimento manteniendo el detector durante un intervalo de tiempo están--
dar a una distancia x del centro, el número de balas recogidas será propor_ 
cional a la probabilidad pedida. Realizando medidas en distintas posiciones po_ 
dremos ir contestando a la pregunta. 
Para lo que nos proponemos deberemos imaginar un experimento 
idealizado, en. el que las balas son indestructibles, Así econtraremos que las 
balas llegan siempre al blanco en partes enteras que llamaremos "corpúsculos" 
y en el detector siempre contaremos un número entero de balas. Si el cañón 
dispara a un ritmo muy lento, en un momento dado llegará al blanco una sola 
bala o ninguna. También, el tamaño del "corpúsculo" no depende del ritmo de 
fuego: "Las balas llegan siempre en corpúsculos idénticos". Con nuestro dete_c 
tor mediremos la probabilidad de llegada ño to corpúsculo, como función de -
x . El resultado de la medida lo dibujamos en la parte (c) de la figura 1.1. 
La llamamos P por que las balas pueden llegar atravesando el orificio 1, 
1Z A 
o bien el 2. No nos sorprende la forma de la figura, pero podríamos pregun-
tarnos por que P, 9 tiene un máximo para x = 0. Podríamos entender este he-JL ¿Lí 
cho si repetimos el experimento, primero tapando el orificio 2, y luego tapan_ 
do el 1. Cuando tapamos 2, las balas pasan a través de 1 y obtenemos la cur 
va P de (b). El máximo de P estará en el valor de x alineado con el ca -1 1 
ñón y el o r i f i c i o 1. Cuando c e r r a m o s 1, encontraremos l a c u r v a s i m é t r i c a 
F dibujada en (b). Comparando (b) y (c) encontramos que Ci 
p = p + (1.1) 12 1 2 v ; 
Las probabilidades se suman. El efecto con ambos orificios abiertos es la su-
m a de los efectos con un. único orificio abierto. Esta observación la llamare-
mos de "no interferencia" por una razón que se verá más tarde. Resumiendo: 
Las balas llegan en corpúsculos y su probabilidad de llegada no presenta intejr 
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ferencia. 
?.- 3. -- U n e z p e r m i e n t o con ondas. 
Realizaremos ahora un experimento con ondas de agua, con el 
dispositivo de la figura 1.2. 
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Fig. 1 . 2 . Experimento de interferencia con ondas acuaticas. 
La "fuente de ondas" es un pequeño objeto que vibra en la super-
ficie del agua, arriba y ?.bajo movido por* un motor, produciendo ondas circu -
lares. Tenemos también la pared del experimento anterior y luego un muro 
absorbente para que no produzca ondas .reflejadas (P. ej. una playa de arena-
de pequeña inclinación). El detector es un aparato que mide la "intensidad" de 
la onda. Puede ser un aparato medidor de la altura del movimiento ondúlate - -
rio, pero en una escala graduada proporcionalmente al cuadrado de dicha altu-
ra. 
Lo primero que descubrimos con este aparato, es que la intensi-
das puede tener cualquier valor. Si la fuente se mueve muy poco, en el detec_ 
tor se registrará un movimiento ondulatorio rnuy pequeño, pero cuanto mayor 
sea el movimiento de la fuente, mayor será la intensidad en el 'detector. No -
podremos decir que hay "cox'puscularización" en la intensidad de onda. 
Realizando las medidas para diversos valores de x, obtendremos 
la interesante curva I en la parte (c) de la figura 1.2. 
1 ¿ 
Este es el típico modelo de interferencia con ondas que ya se cq_ 
noce. La onda original se difracta en los orificios y nuevas ondas circulares -
parten de cada uno de ellos. Si cubrimos un hueco cada vez y medimos la dis 
tribucion de intensidades, encontramos las curvas dibujadas en la parte (b) de 
la figura. I, es la intensidad de la onda que parte de 1 (con 2 cerrado) e 
la de 2( con 1 cerrado). 
La intensidad I _ no es la suma de I 
12 1 I . Diremos que hay in -
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t e r f e r e n c i a de las dos ondas. En los lugares en que la curva I. es máxima, 
JL ¿L 
las dos ondas están en fase, se suman los picos y se produce una gran inten-
sidad. Diremos que se "interfieren c o n s t r u c t i v a m e n t e " en tales sitios. Habra -
interferencia constructiva cuando la distancia del detector a un orificio es un 
número- entero de longitudes- de onda, m á s larga (ó más corta) que la distancia 
de otro orificio. 
Cuando las dos ondas llegan al detector con una diferencia, de fa-
se de %, la amplitud resultante es la diferencia de las dos amplitudes. Las 
ondas se "interfieren destructivamente" y hay un bajo valor de la intensidad -
(diferencia de distancias desde el detector a los orificios = número impar de 
medias longitudes de onda). 
Podemos expresar la relación cuantitativa de este modo. Para el 
orificio 1, la altura de la onda puede ser descrita como la parte real de 
h e I(JJT , donde la amplitud h, es en general un número complejo. La intensi -• 
Ih I2 . Ana-dad es proporcional al cuadrado del valor absoluto de la amplitud 
logarnente para 2 será h e ^ y | h^|2 . Cuando los dos huecos están abiertos, 
las ondas se sumarán y el valor será (hi + h0)e"' y la intensidad | h^ + h | • 
"1 "2 
Omitiendo las constante de proporcionalidad tendremos 
3 
: 1 "= IV - I h . 
I = |h + h_ 
12 ' I 2| 
v h2r- i v +1h 2.r+ 2ihiiih2¡cos s 
( 1 . 2 . ) 
(1.3.) 
donde 6 es la diferencia, de fase entre h y h„ 
1 í 
I. + + 2 ^ ¡ I l I 2 cos (1.4.) 
y este es resultado observado en la parte (c) de la figura. 
1-4.- U n e x p e r i m e n t o con electrones. 
Imaginemos ahora un experimento similar con electrones (fig. 1.3) 
fiaban " TSS. 
e ¡«¿tronico X 
¡2 
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Fig. 1,3.- Experimento de interferencia con electrones. 
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Todos l o s e l e c t r o n e s que s a l e n ¿ e l cañón t i enen a p r o x i m a d a m e n t e 
la m i s m a e n e r g í a . E l d e t e c t o r puede sei* *u.¿i contador g e i g e r o, qu izas m e j o r , 
un m u l t i p l i c a d o r e l e c t r ó n i c o conec tado a un a l tavoz . 
S e ñ a l e m o s que tal e x p e r i m e n t o no se puede r e a l i z a r de e s t a f o r m a , 
porque l a e s c a l a d e l aparato d e b e r í a s e r i n c r e í b l e m e n t e pequeña» E s un expe -
r í m e n t e "pensado" . C o n o c e m o s de o t r o s e x p e r i m e n t o s l o s r e s u l t a d o s que se de 
r í a n obtener y h e m o s e s c o g i d o e s t a s e s c a l a s y p r o p o r c i o n e s p a r a m a y o r £acili_ 
dad. 
Lo p r i m e r o que n o t a m o s , e s que o irnos fuer te " c l i c k s " p r o c e d e n -
t e s de l d e t e c t o r . Y todos l o s " c l i c k s " son e l m i s m o . No hay " m e d i o s c l i c k s " . 
T a m b i é n n o t a r e m o s que l o s c l i c k s s e oyen m u y e r r á t i c a m e n t e - Si 
c o n t a m o s l o s c l i c k s de l l e g a d a durante un t i e m p o s u f i c i e n t e m e n t e l a r g o - d i g a -
m o s durante v a r i o s m i n u t o s , y v o l v e m o s l u e g o a c o n t a r l o s p a r a o tro p e r i o d o -
igual , e n c o n t r a r e m o s que l o s dos n ú m e r o s son a p r o x i m a d a m e n t e e l m i s m o , 
P o d r e m o s hablar de "razón m e d i a " a la cua l s e oyen l o s c l i c k s . 
Si m o v e m o s e l d e t e c t o r arriba, y abajo, l a v e l o c i d a d de o ida c e 
l o s c l i c k s s e r á m á s rápida o m á s lenta , p e r o la in tens idad o tamaño de CE da 
c l i c k e s s i e m p r e l a m i s m a . Si b a j a m o s l a t e m p e r a t u r a de l f i l a m e n t o , l a v e l o -
c idad de l o s c l i c k s ba jará p e r o su in tens idad s e g u i r á s i endo la m i s m a . T a m -
bién n o t a r í a m o s que s i p o n e m o s dos d e t e c t o r e s en e l b lanco, uno u o tro darán 
un c l i c k p e r o nunca a m b o s a la v e z . De todo e s t o c o n d u c i r e m o s que l o s e l e c -
t r o n e s l l e g a n a l b lanco en " c o r p ú s c u l o s " , t o d o s del m i s m o tamaño . " L o s e l ec -
t r o n e s l l e g a n s i e m p r e en c o r p ú s c u l o s i d é n t i c o s . 
Cuál e s la probabi l idad de que un c o r p ú s c u l o e l e c t r ó n i c o l l e g u e -
a l b lanco a v a r i a s d i s t a n c i a s x de l c e n t r o ?" P r o c e d i e n d o c o m o con l a s b a l a s 
n o s r e s u l t a l a curva m a r c a d a con P en l a p a r t e (c) de l a f i g u r a 1 . 3 , E x a c -
i ¿i 
t á m e n t e y aunque p a r e z c a m e n t i r a e s t o e s l o que l o s e l e c t r o n e s h a c e n . 
1 - 5 , - L a i n t e r f e r e n c i a d e l a s o n d a s e l e c t r ó n i c a s . 
V a m o s ahora a intentar entender e l c o m p o r t a m i e n t o de l o s e l e c -
t r o n e s ana l i zando la v u r v a de la f i g u r a 1. 3. F o r m u l e m o s p r i m e r o l a s i gu ien te 
'fPropa^ cjyfflii, : f>, -j ¡—J
 V 
oi.5-4"^ ' * 
^ P r o p o r c i ó n A: Cada e l e c t r ó n p a s a , o b ien a t r a v é s de l h u e c o 2, o 
b i en a t r a v é s de l h u e c o 1. 
Suponiendo que e s t a p r o p o r c i ó n e s c i e r t a , t o d o s l o s e l e c t r o n e s que 
l l e g a n a l b lanco s e pueden div id ir en dos c l a s e s : (1) L o s que p a s a n a t r a v é s « 
de l o r i f i c i o 1, y (2) l o s que lo h a c e n por 2. De e s t a f o r m a la curva o b s e r v a d a 
debe s e r l a s u m a de l o s e f e c t o s de l o s e l e c t r o n e s que a t r a v i e s a n por 1 y de -
los que pasan por 2. Comprobémoslo exper imenta lmente~ Igual que hi.cim.or 
en el experimento con balan, bloqueando 2 y contando los clicks del detector -
obtenemos P , de modo simétrico obtenemos P (figura 1.3 (b) ). 
1 2 
Se ve claramente eme P no es la suma de P. y P . Entonce;s -
" 1 2 i -¿ 
diremos "Hay interferencia". 
Para electrones : P „ P, + P„ 12 1 2 
Como puede producirse tal interferencia? Quizás podriamos decir: 
'Bien, esto significa, presumiblemente, que no es verdad que los electrones 
o corpúsculos vayan a través de 1 o de 2, ya que si así sucediera, las proba 
bilidades deberían sumarse. Quizás siguen un camino más complicado. Se par 
te por la mitad y . « . . " Pero no! Esto no puede ser porque llegan s i e m p r e 
en corpúsculos. , , « . " Bien, quizás alguna pasa por 1, después regresa poi 2, 
y después de unas cuantas vueltas más, o va por otro camino complicado. , . . 
entonces, al cerrar 2, hemos alterado la posibilidad de que un electrón qv.e 
comenzó pasando por 1, llegase al blanco..».»" Pero cuidado i Hay alguno, i 
puntos a los que llegan muy pocos electrones cuando r.rnbos orificios están 
abiertos, pero que reciben muchos si cerrarnos un hueco. Sin embargo, e:i el 
centro del gráfico, P es mayor que el doble de P. + P . Es como si punsa 
12. - J i 2 
ramos que cerrando un hueco decrece el número de los electrones que a trav ie 
san al otro. Parece muy difícil explicar arribos efectos proponiendo que Ion 
electrones viajen por caminos complicados. 
Todo es muy m i s t e r i o s o . Y cuanto más se lo mire más misterio-
so T>arece. Se ha intentado por muchos medios explicar la curva P en te rmi 12 
no de los electrones individuales dando vueltas por caminos complicados. Pe-
ro nadie ha alcanzado el éxito. 
Pero, aunque sea sorprendente, la relación matemática entre 
P y P y P es extremadamente sencilla. Porque P es casi igual a la cur 
12 1 / ~ I 2 
va I de la fig. 1.2. y aquella fué sencilla. Lo que está llegando al blanco -
X 
puede ser descrito por dos números complejos que podemos llamar $ y í ? 
(desde luego son funcionen de x )„ El cuadrado del valor absoluto de $ 
nos dá el efecto cuando solo está abierío 1 . Esto es P = 1'"$, I - Analogar.ien-
2 1 1 1 1 
te P^ = j . Y el efecto combinado de los dos huecos es igual a F ^ = 
= I cE>, +. $ I2 . Son las mismas matemáticas que en el caso de las ondas .caá i ~ i 2 ' 
ticas. 
Observemos la, siguiente conclusión; Los electrones llegan en cor 
púsculos o.paquetes, como las partículas, y la probabilidad de llegada de eso 
corpúsculos se distribuye como la distribución de intesídad de una onda. For 
10 
eso se dice que un electrón ce "comporta" algunas veces como una partícula 
y algunas veces como una onda,. 
Debemos señalar que en mecánica cuántica estas amplitudes serán 
representadas por números complejos, no por sus partes reales solamente, co 
m o en las ondas de agua. 
Hay muchas sutilizas encerradas en el hecho de que la naturaleza 
obra de este modo. Por ejemplo, ya que el número de las que llegan a ur> pun 
to particular no es igual al número de los que llegan a través de 1 mas el 
de los que llegan a través de 2, como se seguiría de la proporcion, indudable 
mente concluiremos que la proporción A es falsa. No es verdas que cada ele_c 
trón vaya o a través de 1 o a través de 2. Pero esta condición puede probar-
se por otro experimento. 
1-6. - Vigilando los electrones. 
Realizemos ahora el siguiente experimento. Añadimos a nuestro -
aparato electrónico una fuente de luz muy fuerte, situada detras de la par jd -
y entre los dos huecos, como muestra la fig. 1.4. Sabemos que las cargas 
eléctricas reflejan la luz. Cuando un electrón pasa, si es que pasa, en su ca-
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Fig, 1.4.- Un experimento electrónico diferente. 
mino hacia el detector, reflejará algo de luz hacia nuestro ojo, y podremos 
ver por donde va el electrón, Si fuera por 2, como en la figura, veríamos 
un flash de luz proviniendo del punto A. Si el electrón pasará por 1, el flash 
provendrá de la vecindad del hueco superior. Si viéramos luz al mismo tiem-
po por los dos huecos es que el electrón se divide por la mitad. Hagamos el 
experimento. 
Lo que observamos es lo siguiente. Cada vez que oímos un click 
en el detector, veremos un falsh luminoso cerca del hueco 1 o del 2, pero 
nunca en ambos a la vez, no importa donde pongamos el detector, O sea que 
- l i -
cuando vigilamos a los electrones encontramos que van a través de un hueco, -
o a través del otro. Experimentalmente, la proporcion A es necesariamente -
cierta. 
Esto se contradice con lo anterior Por qué no es P ~ 
Sigamos con el experimento para cada posición del detector, realizando pi evia 
mente un cuadro con dos columnas, cuando oigamos un "click" apuntar eme s -
un punto a la columna 1 si vemos el flash cerca del hueco 1, y analogamcnte 
en la columna 2, si es cerda de 2. Todos los electrones que llegan al al de-
tector se puede dividir en dos clases, los que pasan por 1, y los que pasan 
por 2, Del número de puntos en la columna. 1 obtenemos la probabilidad F^ 
de que un electrón llegue al detector via hueco 1, y análogamente con la ;o- -
lumna 2 la probabilidad de P' de que un electrón llegue al detector via hueco ¿L¡ 
2. Si repetimos las medidas para muchos valores de x obtenemos las c ir - -
vas para P ! y P' de (b). Yernos también que son similares a las obtenid? s -
1 2 
en el experimento anterior, lo que no es sorprendente, los electrones se dis -
tribuyen por ahora lo mismo cuando los vigilamos que cuando no los vi g i l -
mos. 
Pero esperemos! Qué nos ha pasado con la probabilidad total la 
probabilidad de que el electrón llegue al detector por cualquier camino? 1 ene-
m a s ya la información. Supongamos que nunca hemos mirado la luz de lo;; 
flashes y hemos contado los corpúsculos por los clicks del detector, que he — 
m o s separado en dos columnas. Luego debemos sumar estos números y e i- -
contraremos que P' = F', + P' Cuando vigilamos los electrones, decape rece 1 ¿ i. La 
la vieja curva de interferencia P y tenemos una nueva F f que no muestra 
i. ¿j JL C¡ 
interferencia. Si apagamos la luz volvemos a obtener P 
X ¿i' 
Debemos concluir que cuando observamos los electrones su disíri_ 
bución sobre la pantalla es distinta de cuando no. los miramos, Quizás es 
nuestra fuente de luz la que les perturba?. Debe ser que la luz que se refle-
ja en ellos debe empujarles bruscamente y per turban su movimiento. Efe cti -
vamente, el campo eléctrico de la luz actúa sobre la carga ejerciendo un i 
fuerza sobre ella. Al tratar* de vigilar los electrones, hemos cambiado sv m o 
vimiento. Estos efectos de los fotones al actuar sobre los electrones son lo -
suficientemente importante para cambiar la distribución de probabilidad-
Vamos a usar una fuente menos brillante. Las ondas luminosas -
no perturbaran tanto a los electrones porque tienen menos energía. Lo prime-
ro que observamos es que los flashs reflejados por los electrones no se ha -
cen m á s débiles. Lo único que ocurre es que algunas veces se oye el cli :k 
en el detector sin haberse visto el flash. Es decir el electrón ha pasado sin -
- 12 -
ser visto. Hemos observado que la luz actúa igual que los electrones, sabia--
mos que era onda, para, pero ahora encontramos que es corpúsculo. Siempre 
llega - o es reflejada - en corpúsculo que llamamos fotones. Si bajamos la -
intensidad de la luz no disminuirá el tamaño de los fotones, solamente la fre-
cuencia con que son emitidos. Esto explica que cuando la fuente disminuye su 
intensidad, algunos electrones pasan sin ser vistos. Es decir no hay coinciden 
cia entre el fotón y él electrón. 
Si esto es ver da, todo electrón que refleja luz es siempre igual-
mente perturbado. A pesar de todos vamos a realizar el experimento. Guando 
oigamos un click en el detector lo contabilizaremos en una de estas tres colum 
ñas. En la 1 cuando el electrón sea visto certa del hueco 1. En la 2 los elec 
tronés vistos cerca del hueco 2, y en la 3 los que no son vistos por ninguno 
de los dos. Cuando calculamos las probabilidaes a partir de estos resultados 
encontramos: Para los vistos por' el hueco 1 una distribución igual a P*; para 
los que han'pasado por 2 P^ ( o sea que los que son vistos por los huecos 
1 y 2 tienen una distribución igual a P' ) y los que no son vistos por ningu--
J. ¿s 
nos de los dos tienen una distribución ondulatoria igual a P de la figura 
1 ¿ 
1.3. Si los electrones no son vistos hay interferencial 
Existirá alguna forma de ver los electrones sin perturbarlo. Co-
m o sabemos el momento asociado a un fotón es inmensamente proporcional a 
la longitud de onda ( P ~ h/X ) 
La desviación causada al electrón por el fotón cuando este es re-
flejado hacia nuestro ojo depende del momento que el fotón lleve asociado. Si 
deseamos que la perturbación sea mínima, no deberemos disminuir la intensi_ 
dad, sino la frecuencia, (aumentando X), Vamos a usar una luz más roja. 
También podríamos usar luz infraroja, u ondas de radio (como radar) y ver 
donde va el electrón por medio de algún equipo que. pueda ver luz de estes -
X mas largas. 
Realizemos el experimento, repitiéndolo sucesivamente, cada vez 
con luces de mayor X . Al principio obtenemos el mismo resultado. Entonces 
pasa una cosa terrible. Recordaremos que debido a la naturaleza ondulatoria 
de la luz, existe una limitación en la distancia entre dos puntos cercanos pa 
ra que nuestro ojo los vea. separados. Esta distancia es del orden de la lon-
gitud de onda de la luz. Cuando hagamos la longitud de onda mayor que la -
distancia entre los huecos veremos un gran flash y no distinguiremos por que 
hueco pasa el electrón. Y es precisamente con luz de este color, con la que 
perturbamos lo suficientemente poco a los electrones para que P' empiece 
X Ci 
a parecerse a P y tengamos efectos de interferencia. Y la curva P _ se -
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obtiene para luces de X mucho mayor que la distancia entre los huecos* 
Todo esto h i zo que H e i s e m b e r g sugiriese que debería haber ur.-a -
ley en la naturaleza consistente en algunas limitaciones básicas en nuestra-' — 
capacidades experimentaleo3 no precisamente reconocidas. P r o p u s o c o m o prin-
cipio g e n e r a l el principio de Incert idumbre, que pueda definirse en termines de 
nuestro experimento, como sigue: " Es i m p o s i b l e diseñar un aparato capaz de 
determinar por qué hueco pasa el electrón, que al mismo tiempo no pertui he-
lo suficiente a los electrones para destruir nuestro modelo de interferencia". -
Así" debemos suponer que esto describe una característica básica de la natura-
leza. 
Toda la teGX'ía de la mecánica cuántica depende de que este piin-
cipio sea correcto ya que esta. Teoría ha tenido éxito, este principio debe ser 
cierto. 
Y qué pasa con la proposición A?. Bien, s i disponemos del a;>ara 
te, con luz, etc, es capaz de determinar cuando los electrones pasan por el 
hueco 1 o el 2, entonces se puede decir que pasan o bien a través de 1, c 
bien a través de 2. Pero si no intentamos encontrar el camino por el que van 
los electrones, cuando nuestro experimento no ©s perturbado, Entonces no se 
puede decir que un electrón pase a través de 1 o bien de 2» Si se dice e s ¿o o 
sese empiezan a. hacer deducciones a partir de aquí se caera en el error. 
1 - 7. - P r i m e r o s principios de m e c á n i c a cua ni i c a . 
V a m o s a resumir nuestras conclusiones. Definiremos un "experi-
mento ideal" como uno en el que no hay influencias externas inciertas. Co:.i -
mayor precisión diremos: " Un experimento ideal es aquel en el que todas 
las condiciones iniciales y finales del experimento están completamente es¡>eci_ 
ficadas". Lo que llamaremos "un suceso" es, en general, un conjunto especí-
fico de condiciones iniciales y finales (por ejemplo " un electrón deja el c iñón, 
llega al detector y no pasa, nada más). 
R E S U M E N 
1) La probabilidad de un suceso en un experimento ideal viene d: .da. 
por el cuadrado del valor absoluto de un numero complejo <5 que se llama r mpli_ 
tud de probabilidad. 
P = probabilidad 
$ = amplitud de probabilidad (1.6) 
2) Cuando un suceso puede ocurrir por varios caminos alternativos, 
la amplitud de probabilidad para el suceso es la sumía de las amplitudes o ; 
probabilidad para cada camino consideradas separadamente- Existe interíesen-
cía. 
P 
= í> + <3? 
1 2 
2 ' (1.7 \ 
=1*1 + *zl 
3) Si se realiza un experimento en el que somos capaces de de te rmi_ 
nar cuando se toma una u otra alternativa., la probabilidad de un suceso e ; la 
suma de las probabilidades para cada alternativa. Se pierde la interferencia. 
P = P + P (1.8) 
1 2 
Debemos hacer incapié en una diferencia muy importante entr-3 la 
mecánica clásica y la cuántica. Los físicoc han renunciado a predecir exacta-
mente que es lo que sucede en una. circunstancia determinada, lo tínico qus 
puede predecirse es la probabilidad de los diferentes sucesos. 
Podríamos decir que esto es sólo por ahora -en el futuro quizás 
se descubra algún camino para evitar el principio de incertidumbre- pero hay 
fuentes sospechosas de que esto será para, siempre. Este es el verdadero ca-
mino de la Naturaleza. 
Ecuación de Onda de Schróndiger 
Parte I s Introducción 
2-1 Relaciones entre óptica j mecánica 
El postulado de Somnerfeld conduce a la definición de una se 
rie de números naturales característicos, para cada una de las partí-
culas en movimiento (números cuánticos)» 
En 1«925 De Broglie introduce, a la par que la de la luz, la 
dualidad de la materia o Es decir considera que cada partícula con -
energía E, y cantidad de movimiento P= mv lleva asociada una onda 
{v¿A ) tal que E= h P= - JB- para tratar esta nueva dualidad De 
Broglie introduce dos definiciones diferentes de corpúsculo. 
12) El corpúsculo es un pequeño objeto, perfectamente locali 
zado, que describe en el espacio y a lo largo del tiempo, una trajre£ 
toria, sobre la cual ocupa en cada instante una posición definida, es_ 
tando animado de una velocidad determinada» 
2-) El corpúsculo es una unidad Física caracterizada por ciar 
tas constantes (masa, carga,- etc) y susceptible de producir efectos 
localizados, donde^interviene totalmente! y nunca por fracción) como 
por ejemplo el fotón en el efecto fotoeléctrico» 
La segunda definición permite fácilmente asociar al concepto 
de pártícula a la noción de ondas La intensidad de la onda asociada 
representa 1a. probabilidad de que un fotón se manifieste. 
El punto de partida de una de las formulaciones de la mecáni 
ca cuantica fué el "conjunto de puntos de De Broglie"s 
a) Existen analogías matemáticas (teoria de Hamilton-Jacobi) 
entre el principio de Eermat (desde donde se puecle desarrollar toda 
la óptica geométrica), y el principio de Maupertuis (de donde puede 
deducirse la mecánica racional clásica). 
b) La óptica física, y por lo tanto el principio de Fermat 
son aproximaciones de la nueva teoría de la luz. 
c) ¿Existirá una nueva mecánica de la cual el principio de 
Maupertuis y la mecánica clásica son aproximaciones?» 
La experiencia (vease capítulo I )ha confirmado la existen-
cia de esta nueva mecánica.( mecánica ondulatoria) más potente que la 
antigua, o 
Se puede resumir la situación en el cuadro siguiente * 
Cuadro 2-1 
Nueva teoría de la. luz 
(corpúsculos guiados por 
ondas M"óptica ondulato-
ria' 
Me canica 
Ondulatoria 
Aproximación 
] Optica Geométrica 
Principio d'e Eermat 
Hamilton-Jacobi 
Aproximación 
Mecánica. Racional 
clásica^o mecáni-
j ca Geométrica ¡ 
H ¡ 
Principio de Mauper-
Como es bien sabido el principio de Eermat dice que "el cami 
no óptico entre dos puntos es mínimo"y el de Maupertuis es el princi 
pió de mínima acción (vease "Sandau-Mecanica" o "G-oldstein- Mecánica 
clásica"). 
El fenómeno de int erferencias, que tiene lugar cuando laluz 
se encuentra con objetos del mismo orden ^ de magnitud que su A, obli-
ga a pasar de la Optica geométrica a la óptica ondulatoria. El paso ^  
de la mecánica, clásica a la mecánica^ondulatoria es debido a un feno_ 
meno parecido» En la siguiente sección veremos un ejemplo. 
2-2 Ejemplos de aplicación»-
Para discernir cuando podrá^aplicarse a un fenómeno el trata 
miento aproximado de la mecánica clásica, tomaremos según indican 
las resultados experimentales, como figura de mérito Q/j (Q coordena-
da generalizada, ver Sandau. 
Supongamos un problema cuyas magnitudes son del orden de° 
cm., cm/seg, y gramo» 
Según de Broglie /• = h/p
 ? luego 
Q Q p Q m V cas, gr. cm/seg» erg/seg 
_ ___ — — 
A h h h 6,61X10-2^ ei^seg 
lo cual quiere denir por tanto que Q es muchísimo mayor, .que Á , por 
lo tanto la longitud de la onda asociada es extremadamente pequeña 
comparada con las dimensiones del fenómeno» Se podrá, por tanto apli 
car la mecánica clásica» 
Veamos ahora el caso de la§ dominios atómicas» 
Por los resultados experiméntales obtenidos sería más senci-
llo usar energías y Tiempos de transición o constantes de tiempo?asi 
pues 
Er = 2 T = m Y = p V 
(En el caso del oscilador armónico) 
7 Q 
= - y nos quedará 
V ) 
? Q ( P v 5 e V 
E
 Z = ELV _ = p Q ) 
V ( ¡J ~ 101í? ) 
luego p q. E^ Y / j C.V 1,6 x 10-19 V
 u 
h h h h \} 6,61» 10~^9 )j 
2?9«1019»S 
= . __ 1,2» 
10 
En este caso es evidente que la aplicación de la mecánica 
clásica nos conduciría a grandes errores» 
Si utilizáramos constantes termodinámicas tendríamos que -
usar las siguientes transformaciones» 
K = 1,38 x 10~16 -e-riL = 1 ,38.10-23 ^i 5- 3 
grado grado 
y como e V = K T 
Podríamos realizar una tabla en la que a cada voltaje corres_ 
pendería una temperatura 
1 
a T = 300° K Energía 0,025 V = — V 
40 
De este modo nos resulta que cuando 
e V K T 
h i/ h ¡/ 
El valor de T será 
I = 5002K 
q_ue es superior a la temperatura normal. Por encima de esta tempera-
tura se puede utilizar la mecánica clásica y ^ por debajo la ondulato-
ria» Esto ha tenido una brillante confirmación en la^teoría de los 
calores espeeíficos (ver KIITEL; Física del Estado sólido). 
2-3 Velocidad de grupo y velocidad de partícula 
En la teoría dual cada partícula lleva asociada una onda.Es-
ta onda no se extenderá a todo el espacio, sino que será un paquete 
de ondas concentrado en el punto de máxima probabilidad de existen-
cia de la partícula. 
En un medio homogéneo esté paquete de ondas se transmitirá 
siguiendo una trayectoria rectilínea. Pero si el índice de refracción 
varia de punto a punto, la trayectoria se curvará. 
En óptica sucedería así. En mecánica ondulatoria será necesa 
rio encontrar alguna magnitud función de punto equivalente al índice 
de refracción óptico. 
Para, encontrarla supongamos en primer lugar que la frecuen-
cia de la onda asociada permanece constante. En realidad esto lo po 
dríamos justificar suponiendo un campo conservativo, en el cual la 
energía total se mantiene constante. 
E = h j/ = 0 
luego será constante. 
Al variar la velocidad de la partícula su longitud de onda A 
también lo hará, ya que 
. h h 
Á = ~ 
p m v 
De la fórmula de la energía total 
E = I 4- V = - m v2 + V = 4- V de donde p = V 2m (E-V) 
2 2m 
h h 
X
 = . ._____. 
p y"2m~(E-V) 
Al variar la energía potencial V cambiará el valor de A , lúe 
go^es este valor precisamente, la longitud de onda, la magnitud fun-
ción de punto que buscábamos. 
Esta idea física de analogía podrá llevarse mucho más lejos 
recurriendo a un desarrollo que partiendo del principio de Fermat nos 
conduzca al de mínima acción. 
El Principio de Fermat se expresa 
di 
V 
0 
o sea que el camino optico es minimo. 
En esta fórmula V representa la velocidad de fase de la onda 
V = i J luego 
/ /p. 
A / 
^ j p di = o 
A 
Que es la expresión matemática del principio de mínima acción 
Peros a pesar de haber utilizado la velocidad de fase no nos dejemos 
engañar. Si utilizamos la velocidad de grupo llegaremos a resultados 
mucho mas convenientes„ 
Definimos la velocidad de grupo del paquete de ondas como 
d i/ 
d 1/ v^-
Siendo su dirección normal al frente de ondas. 
Asignemos un caracter vectorial a la longitud de onda, asig-
nándole precisamente esta dirección 
1
 ^ ¡f 
— = ( B B B ) y por lo tqnto Vgx 5 
A y & B. x 
v ^ v ^ 1/ E 1 P gy = ---- ? gz = — - ya que V = — y = —-
3'By 3 Bz h ¿ h 
tendremos que 
B P X • B P Y B P Z V 
x
 h ' y n ' z " h y sx ¿ p . " a- L 
•  TT ~s TI 
n n 
IX - X v X 
h 
analogamente V = — — j V = 
^ ^ P g Z £ 
Donde H es la función de Hamilton, equivalente a la energía 
total 
1
 2 1 2 1 , 2 2 2 . 
H = - m v 4- V = P 4- Y = (P 4-P 4-P ) 4- Y y por lo 
2 2 m 2 m X y z 
tanto 
^ H P^ m vx 
g X
 ~ ~~ ~ ~
 V x 
luego hemos llegado a la conclusión de que la velocidad de grupo del 
paquete es la velocidad de la partícula considerada como tal» Luego 
si utilizamos esta representación, tendremos un resultado mas cohe-
rente . 
2-4 Principio de Incertidumbre 
Corría el año 1.927 cuando Heisemberg (Zeits.E.Physik, 43,172 
(1.927))presentó el principio de incertidumbre. De acuerdo con este 
principio es imposible determinar exacta y simultáneamente los valo-
res de los pares de ^ variables físicas que determinan el comportamien 
to de un sistema atómico. Es decir aquellos pares de variables cano-
ni carne irte conjugado en el sentido ó.e Bamiltom ve:.- -<aná&uíuiocáuiua) . 
La coordenada x de una partícula y el momento Px? La componente J2 
del momento angular y la posición angular con la perpendicular al 
plano x y; La energía E de la partícula y ¿1 tiempo T en que se mide-
Mas cuantitativamente, el principio postula además que el producto 
de los errores cometidos en las medidas nunca será menor que/á yñ./2,.-f 
En resumen 
0O .¿l^J Z < y 
Supongamos el paquete de ondas asociado a la partícula que 
definimos anteriormente. Á1 pretender definir la posición de esta 
partícula, tendríamos que concentrar el paquete de ondas en- un punto. 
Esto lo podríamos realizar experimentalmente jjor medio de diafragmas. 
Al hacer el orificio del diafragma cada vez más pequeño para preci-
sar la posición de la partícula, se nos produce un fenómeno de difrac 
cion dentro de un caso de ángulo G^  (figo i) 
El momento o ímpetu puede osci 
lar entre un cierto número de valo 
res y los límites de esta oscila-
ción vienen dados según la figura 
P°r ¿ 
Según leyes conocidas de la Ó£ 
tica, sobre difracción a través de 
una rendija, el ángulo & vendrá da 
p o r
 o- = 1 
do 
sion de la. rendija, o sea 
Entonces el error que ^ cometemos en 
la medida de la raición de la par-
tícula vendrá dado por la dimen-
De la figura vemos 
p 
P 
y 
= a 
= p sen & -^f p 6-
P 
n 
Á a 
h 
a 
de donde 
Á Y A P 
En el caso 
con exactitud a la 
ma el principio de 
do. 
Vemos ahor 
conjugadas que hab 
de máxima precisión vemos que no podemos medir 
vez estos dos valores, y el resultado nos confir-
Incertidumbre de Heisemberg anteriormente anuncia 
a lo que pasa con otras de las 
íamos definido. 
variables canónicas 
En el caso
 rde tener un paquete de ondas, para precisar la 
la partícula a la que Jtiábiamos asociado el paquete, ten 
conoen 
paquete disminuye 
raicion de 
dríamos que 
cuencias se podría 
conocida. 
trar este al máximo posible» Pero al concentrar 
el número de longitudes de onda que contiene y por 
lo tanto, aumenta el número de armó 
nicos aprociables. Luego su aspecto 
se va desdibujando en frecuencia,en 
energía y por lo tanto en velocidad 
(ver fig. 2). 
Este desdibujamiento en fre 
representar matemáticamente por la fórmula bien 
ÁjJ _ 1 __ 
¡/ n2 de ondas 
de donde 
c A t c t 
A \J 
E 
- resultará o 
h 
^ t¡ A T pero 
4- s 
h 
A E £ T 
y evidentemente 
v = h 
De nuevo nos encontramos con esta limitación experimental, -
que al parecer constituye una de las leyes fundamentales de la natu-
raleza. i{3 r 
\ 
r -V" 
2-5 De como, partiendo de la (chapuzaide la cuerda, llego Schódinger 
al establecimiento de su ecusbiÓBr"^ 
En la vieja mecánica cuántica, la cuantificación se obtenia 
a partir de la integral de fase de Somnerfeld 
ír"' P d q. n h 
sera 
El numero de longitudes de onda en una determinada distancia 
^
a
 - ya que p = h /i 
í d q 
'á 
/ P d q 
luego 
y J 
= n- de longitudes de onda 
h 
Si exigimos yie estas ondas sean estacionarias el numero de 
semilargitudes do oJ^ da tiene que ser entera, o dicho matemáticamente 
f
 P
 d
 <1 
' h 
n UJ p d q = n h 
i oh, maravilla, la integral de fase de Somnerfeld resulta ser idcnti 
ca a la exigencia de los procesos de ondas estacionarias!. 
Si oaJO es así, dijo Schódinger, el tratamiento matemático 
utilizado paia istas ondas, debe ser válido pare dichos procesos -
cuánticos. 
Un problema clásico de ondas estacionarias es el de loe modos 
de vibración rle la cuerda tensa, cuya resolución ©e ataca como sigue 
Llamando V a la separación de 
un punto de suposición de reposo 
después de haber aplicado una -
Fuerza, y haciendo uso de la ecua 
ción fundamental de la mecánica 
racional 
Ti1 m a tenemos 
x t C, X 
lim 
x —^ 
, 1,J V 
T f ZÚ* \ __ 
' vS >r /V + Ax f \~3 >c I V "S( W J A 
T 5L--J- F = T ( --—---) dx 
<0 3C X 
y llamando yf la masa por unidad de longitud 
a y F = a.a = u, dx — y ¡ — 
c? v 
luego la ecuación diferencial de la cuerda vibrante es 
" .MÍ " V \¡f 
4 T 2 
cí' v o' * 
Son soluciones que nos interesarán serán las periódicas con res 
pecto al tiempo, del tipo 
H"s (x, t) = m. (x) sen f 
Sustituyendo en la ecuación tendremos, 
v. 2 (L# 
y* i|/ ^ ( x) en oí'C ) o 
sr 1 2 ? - — - - * r 
O ¿ luego 
sen yj X ) 
<3? X ' d-jr C 
d2 «
 Q ( &2J4 (x) Ja n / x ) 
T — 4-i = - JH üj¿ (x) y ( — 4- - ai >1 (x) =o) 
dx * ( dx2 T " ) 
Al resolver esta ecuación obteneixos soluciones del tipo de pro-
pagación de ondas 
x 
A = sen 2 'i~t o sea 
Á 
= de donde, finalmente y restituyendo las deri-
/y vadas parciales ontenemos. 
Í o ( 
x ( )
 M = o 
( ó x -t } 
Schródinger, haciendo uso de la soluciór. de de Broglie 
E = h y' $ P = h/_y 
realizó las siguientes transformaciones 
1
 2 P 2 E = - m v i- Y = 4- de aquí 
2 2 m 
P = \/ 2 m (E-V) 1 = '1 y sustituyendo en la ecua-
Á h e lón de onda 
300 4 a seuaoida saos áá ¡ta loogiljud de la e»4« o» o «da punto x 
en un instante considerado ( t = cte) puesto que en cas<k mas general 
seria función de punto y del tiempo» 
Podríamos generalizar esta ecuación a tres dimensiones 
A 2 D1 
>1 4- — ( E - V ) jt^  = 0 
Esta es la expresión más. sencilla de esta ecuación que se conoce 
con el nombre de primera ecuación de Schró'dinger» 
2-6 Planteamiento de la segunda ecuación de Schró'dinger 
En mecánica clásica se expresa la energía total de una partícu-
la ^ por una función llamada Hamiltoniano H (ver G-oldstein s mecánica-
clásica) 
E = ( P 24- P 2 4- P 2) i. y
 v y) 2
 m x y z vx,y,z; 
Schró'dinger observó que si se introducen una correspondencia entre 
las componentes de la cantidad de movimiento y ciertos operadores di-
ferenciales, expresada de este modos 
P , V 
x 
P y 
p 
z 
h 
2 re j d x 
h £ 
2/rf j é y 
h 
2fí j d z 
-h2 
la función de Hamilton podría escribirse H ----- 4- Y 
%V( ¿ m 
y entonces, aplicando la nueva igualdad mecánica H = E a la función 
de onda /a ¡. 
I H/i< = E H i o 
:
 h ¿ 
Nos resulta la ecuación de Schró'dinger ^-^^-S-(E-V) - 0 
St/ m 
Evidentemente esta representación excepcional de la ecuación de Schró'-
dinger, adolece üel defecto de no poderse aplicar en^el caso de que 
deseemos restituir la variable temporal en la ecuación de onda® 
Observemos que lo que hemos hecho es definir una correspondencia 
entre el momento P, o mejor dicho, sus componentes Ps, P , P y los 
operadores derivada con respecto a sus variables canonices coñjugadas 
x,y,Zo 
Si consideramos una concepción espacio-temporal, plenamente re-
lativista, los vectores que representan un punto en el espacio de cua-
tro dimensiones incluye tres componentes espaciales (x,y,z) y una com-
ponente temporal, 
Como se demuestra en mecánica las derivadas de la acción 
S, --- , , --- , son 4.as tres componentes del impulso de la partí-
éx ~b ~ y £ z % 
cula y la derivada - es la energía de la misma» 
c?~ 
Por lo tanto podríamos definir en mecánica relativista, otros 
cuadrirgctores cuyas componentes espaciales coinciden con las del im-
pulso P'y cuya componente temporal viene Representada por - E. Esto 
coincide con el hecho de ser la energía variable canónica conjugada 
del tiempo» 
Entonces, a las correspondencias expresadas anteriormente podría 
mos añadir una cuarta 
h
 ^ E ~> — -2-
2 tí z d X 
y la ecuación H VS = E y nos queda de la forma. 
,2 
- ii n «t i 
& KU X V w
 = d>,y 
8ir2n 2 rY j' ^ TL 
que es la segunda ecuación de SchRódinger, donde la función de onda 
\jj es dependiente del tiempo. 
Ac FORMALISMO GENERAL DE LA TEORIA CUANTICA 
No daremos aquí mas que unas breves nociones del formalismo general 
empleado en el desarrollo de la Teoría cuántica, con exposición de los 
principales teoremas en los que se basa, sin profundizar en ellos ni ob-
tener conclusiones particulares„ Nos basaremos en la exposición hecha por 
Dirac, con su rotación y los puntos fundamentales que trata. Para la di-
visión en conceptos matemáticos necesarios y conceptos físicos, seguires 
mos el planteamiento de Meniah. 
A-1 INTRODUCCION 
En física Clasica, el estado dinámico de un sis tema 
dado viene definido en cada instante cuando se conocen en él los valores 
que toma el conjunto de las variables dinámica. Estos pueden ser todos 
simultáneamente determinados con una posición infinita. El objeto de la 
Teoría Clásica es enumerar estas variables dinámicas y después descubrir 
sus ecuaciones de evolución» 
En Teoría Cuántica, la relación entre estados dinámicos y variables 
dinámicas es mucho menos directo» En la operación de medida de una varia 
ble dinámica dada, el estado dinámico del sistema sobre, el que se efec-
túa la medida se encuentra en general modificada por la intervención del 
aparato de medida» Esta modificación, corrientemente despreciada en Písi 
ca Clásica, deja de serlo aquí en la escala microscópica? aparece como 
una perturbación Imprescindible e Incontrolable del sistema y establece 
un límite a la precisión con la cual pueden ser medidas simultáneamente 
las dichas variables dinámicas. Estos sirve a Dirac para definir los con 
ceptos de grande y pequeño de una manera absoluta. Según este, a fin de 
dar un significado absoluto al tamaño, tal como requiere una. teoría de 
la estructura última de la materia, hemos de asumir que hay un límite pa 
ra la precisión de nuestfo poder de observación y la pequeñez de la per-
turbación que la acompaña? límite que es inherente a la naturaleza de 
las cosas y no puede ser nunca sobrepasado por mejoras en la Técnica o 
del cuidado del observador. Si el objeto bajo observación es tal que la 
perturbación límite ineludible es despreciable, entonces el objeto es 
grande en el sentido absoluto y podremos aplicarle la Mecánica Clásica. 
Si, por otra parte, la perturbación límite no es despreciable, entonces 
el objeto es pequeño en el sentido absoluto y requerirá los procedimien 
tos de la mecánica cuántica o 
Sejabandona con ello los postulados de la Mecánica Clásica según 
los cuales las variables dinámicas toman en un cierto instante valores 
perfectamente determinados, para tomar otros según las cuales solo fija 
remos para cada una de estas una distribución estadística de valores, 
dando la ley de probabilidad de los resultados de la medida en la even 
tualidad de que una medida tal sea efectuada. 
Habrá ahora unas ciertas variables dinámicas que pueden coexistir 
con otras, esto es, que podemos efectuar medidas de ambas simultanesmen 
te. Diremos de ellas que son compatibles. Pero habrá otras que la medi-
da que hagamos a una afectará a la otra de forma que no podamos efectuar 
medidas precisas sobre ella. En este caso se trataría de variables in-
compatibles. Veremos que condición habrá de verificar. Se admite que 
se puede asignar a cada variable dinámica del sistema, un cierto núrne-
rp de otras y formar con ellas un sistema completo de variables compa-
tibles ; por definición, todas las variables de un sistema t al son com— 
patibles dos a dos. La determinación precisa de las variables de un con 
junto completo constituye la mas grande suma de información que se puede 
obtener sobre el estado dinámico de un sistema cuántico. En consecuen-
cia, el estado dinámico de un sistema cuántico queda definido, no como 
en teoría clásica conociendo de forma precisa, todas las variables re-
lacionadas con el sistema, sino solo aquellas que figuran en uno de los 
diversos conjuntos completos que se pueden formar. 
Se supone, en primer lugar que los estados dinámicos de un siste-
ma cuántico son linealmente superponibles. la naturaleza no clasica del 
proceso de superposición se comprende mas claramente considerando la su 
perposición de dos estados A y B tales que existe una observación que 
hecha cuando el sistema está en As conduce al resultado a y cuando he-
cha en B, da el b. ¿ Cual será ahora el resultado de la observación 
cuando se hace estando el sistema en el estado compuesto?» la respuesta 
es que a veces estará en a y a veces en b, de acuerdo a una ley de pro_ 
habilidad que dependerá de los pesos relativos de A y B en la superpo-
sición» Nunca será diferente de ambos, a y b „ El caracter intermedio 
del estado formado por superposición expresa por ello la probabilidad 
de un resultado particular en una observación o sea intermedia entre 
las correspondientes probabilidades para los estados originales, pero no 
que el resultado mismo será intermedio entre los primitivos para los es_ 
tados originales. 
El proceso de superposición es pues de tal índole que posee carac-
ter aditivos implica que puedan sumarse est^áos de forma que den nuevos 
estados. Los estados habrán de conectarse con cantidades matemáticas 
que puedan sumarse dando otras cantidades de la misgia naturaleza. Las 
mas obvias son los vectores. Pero los vectores ordinarios, existentes 
en un espacio de número finito de dimensiones, no son suficientemente 
generales para la mayor parte de los sistemas dinámicos en Habría 
mos de generalizar a espacios de número infinito de dimensiones y el tra 
tamiento matemático pasaría a ser complicado por cuestiones de conver-
gencia. 
Será pues conveniente tratar con vectores de unas ciertas caracte-
risticas, para conectarlos convenientemente con los estados de un siste. 
ma. A estos vectores los denominaremos vectores K E T o mas concretos 
& E T S, designándolos con el símbolo y si se desea especificar uno, 
como A . Estos Eets podrán ser multiplicados por números complejos y 
sumados con otros Eets, para dar otros vectores Kets, esto es 
C1 j A>4- C2 | B > = |R / 
que no es mas que la expresión del principio de superposición. Estados 
que resultan de la superposición de otros se dicen dependen de ellos. 
Mas en general, diremos que un estado es dependiente de un conjunto de 
estados, finito o infinito en número, cuando el correspondiente Ket de-
pende de los Eets de los correspondientes estados. Un conjunto de esta-
dos se denomina independiente si no depende de otros. 
Como consecuencia de esta formulación matemática hemos de hacer la 
nueva suposición de que la superposición de un estado consigo mismo no 
puede dar un nuevo estado, sino el mismo de nuevo. Si el estado origi-
nal es el l A y , cuando superpuesto consigo mismo dará 
01 i A >4- C | A ) = (C1 4- C2) I A > 
como nuestro requerimiento es que el nuevo estado (C^  é 0 ) A sea el 
mismo que el original j A } , y C 4- 0 es un número complejo arbitrario 
hemos de inferir que si un Eet cualquiera, correspondiente a un cierto 
estado es multiplicado por cualquier número complejo, no cero, el Eet 
resultante corresponderá al mismo estado» Por ello un estado está espe-
cificado por una dirección de un vector Eet y cualquier longitud que que_ 
ramos asignarles es indiferente a efectos de descripción del estado» To-
dos los estados de un sistema dinámico están en correspondencia binnívo 
ca con todas las posibles direcciones para un vector Eet. 
El espacio que nos interesa pues es uno en el que no existe límite 
en el número de vectores linealmente independientes y que como consecuen 
cia tendrá dimensión infinita. Esta condición, y otras que también re que 
riremos son satisfechas por el espacio de Hilbert» 
A- 2 ESPACIO DUAL 
Como ya se sabe, cuando tenemos un conjunto de ve£ 
tores en cualquier teoría matemática, podemos construir un segundo con-
junto de nuevos vectores relacionado con el anterior y que recibe el nom 
bre de "espacio dual". 
Llamaremos a los vectores de este nuevo espacio como vectores BRA, 
o simplemente bras, representándolos por ^ j, y si queremos concretar o 
uno BJ„ 
El producto escalar del bra ' B i por el Eet I A^ será escrito como 
^A 1 B y o Vemos asi que un bra-ket completo denota un número y cualquier 
braket incompleto denota un vector, bra o ket según la parte que hayamos 
suprimido 
La condición de que el producto escalar de B \ y | A)es función li-
neal de 1 A y puede expresarse simbólicamente por 
< B l { 1 A> 4- SA'>j = ( B | A ) 4-<BÍA!> 
^ B-| X C j Á.y\ - 0 ^ B | A y c = cualquier número 
t -í 
Un vector bra se considera completamente definido cuando se da un 
producto escalar en cada vector ket, o mas particularmente, con cada vec 
tor ket de la base que constitutye el espacio vectorial considerado« 
f£ S Tt RE C>r~ R CJ/V i C4 
Entre estos espacios asumimos se puede efectuar una corresponden-
cia binnívoca de forma que al Tora correspondiente a \ a)- 4- 1 A'J> le co 
rresponde la suma de los Toras correspondientes a ÍA)y a I A! ^  y el co-
rrespondiente al C}:A^>es C veces el Tora correspondiente al I A y. 
Esta correspondencia es antilineal, esto es, el lora conjugado del 
Eet. 
\ A> = l 1 > -I- &2 \ 2 > es el 
<A 1 = | 4- a 2^<2 [ 
De acuerdo con esta correspondencia, cualquier estado de nuestro 
sistema, dinamica puede ser especificado lo mismo por la dirección de 
un vector Tora que por la de un ket. 
Dado cualquier conjunto de dos vectores í A ) y \B>, podemos cons-
truir de ellos el número-í B 1 Aytomando el producto escalar del primero 
con el conjugado imaginario del segundo„ Este número depende linealmen 
te de IA > y antilinealmente de iB y ; la dependencia antilineal signi-
fica que el número formado \ B )> 4- 1 l'^es la suma de los formados por 
POR \ D'/-, y el número formado por C iB^ es C veces el formado 
por lB>. 
Un segundo camino de construir un número con esos dos vectores es 
tomar el producto escalar de i B)con el conjugado Imaginarlo de jA) y t£ 
mando el complejo conjugado de este producto escalar. Supondremos que 
estos dos números son iguales, esto es 
<3 I A > = <A |B>^" 
Poniendo JB^= \Ay9 encontramos que el número \ A^ > debe ser 
real. Se hará además la suposición / A | A V> 0 
Diremos que dos vectoras con ortogonales si su producto escalar 
es cero. 
El módulo de un vector j A^ > se define como la raíz cuadrada del nú 
mero positivo <^A f A^ y. 
De estas propiedades resulta la desigualdad de Schwazs 
(v-!U>, | v ] 1 < u 1 v)|. 2 <;<U ) u > < vi v> 
ín 
Los axiomas que preceden deben ser completados por la hipótesis de 
que el espacio de los vectores kets E es completo y separable. Con ello 
nos resulta que el espacio formado, no es otro que el espacio de Hilbert. 
A- 3 OPERADORES LINEALES 
Supongamos que a cada ket {A^del espacio vectorial corresponde 
un cierto ket ^ B s se dice que \ By resulta de la acción de un cierto 
operador sobre el ket | A^. además, esta correspondencia es lineal, 
el operador asi definido es un cierto operador lineal x» Se escribe 
! B > = o< \ Á > 
Daremos ahora unas ciertas propiedades de estos operadores» 
A.3.1. Para que un operador sea nulo, es necesario y suficiente 
que -j\MA> se tenga <"A j^ . \ A > = 0 
A.3.2. Para que dos operadores, ©(y si sean iguales, es necesario 
y suficiente que ¡ A> se tenga < A l<X. { A>= <A } y3 l A»> 
A.3»3« Las principales operaciones de algebra sobre los operadores 
sons 
a) Multiplicación de un operador o( por una constante c 
( c 4 ) U > = c ( A » 
b) Suma ¿Ll = 4- f*> de dos operadores o( y fi s 
\ A y = o< A > 4- p I A > 
c ) Producto TT = 
de un operador por otro cK 
TT I A > r aL_p l A>f 4 (/ I A > ) 
que tiene la propiedad fundamental de que no es conmutativo, diferen-
cia esencial con el algebra de las operadores lineales y el algebra or 
dinaria. El producto c( fi no es necesariamente igual al producto Jb «K» La-
diferencia ¿A 6-/3-X de estas dos cantiades se designa con el nombre de 
conmutador de y
 9 representándole por el símbolo ( o ) » 
Si esta diferencia es nula, se dice que los dos operadores conmu-
tan» 
Las principales reglas que gobiernan el algebra de los conmutados? 
res, y que serán aplicadas luego, son 
c.1) te = - (f ,eO 
c»2) 4- y ) = /3) X , 
o. 3) ,/^f ) = K ) Y + / , ?f) 
o.4) ( / M r , * ) ) 4- (tf, (<*,/$)) = 0 
Por aplicación repetida de__la regla c.3s se obtiene 
(°{,fZn) = . S Z T / 3 s ( , /i) ftn~s~1 
s=o 
Mas antes de seguir adelante» recapitulemos y obtengamos nuevas 
consecuencias haciendo nuevas suposiciones» 
Hemos completado un esquema algebraico relacionando tres clases 
de cantidades» vectores bra, vectores ket y operadores lineales. Supusi 
mos que los vectores bra o los ket, o mejor, sus direcciones, corres-
ponden a los estados de un sistema dinámico en un momento determinado. 
Ahora haremos la suposición de que "los operadores lineales se corres-
ponden con las variables dinámicas del sistema en ese momento". Enten-
diendo por variables dinámicas cantidades tales como las coordenadas y 
las componentes de la velocidad, cantidad de movimiento y momento angu 
lar de las partículas, y funciones de estas cantiades. 
Si suponemos ahora que la correspondencia definida antes entre lA^ 
y es binnívoca, define dos operadores l i n e a l e s y fh t 
¡B> =o( i A > jA> = /3 | B > 
estos operadores, son por definición inversos uno del otro, y verifican 
qued, fj - = El Inverso de un operador no existe siempre. Cuando 
' ^ - 1 
existe se le designa por , Con lo anterior•puede demostrarse que 
el producto de dos operadores o{ y fi aue poseen inversos, tiene inver 
- 1 ¿ > - 1 , - 1 
so y es de la formas (pij3) - ^ 
A. 4 OPERADORES ADJUNTOS Y RELACIONES .DE CONUGACION.-
Sea c^ un operador lineal» Sea iB^el ket conjugado del bra <,A 1 
l B> depende antilinealmente del bra<A\, es pues una función lineal de A
 V 
i A >. Esta correspondencia lineal define un operador lineal al que se 
da el nombre de operador "conjugado hernítico" d e 4 o operador adjunto / J. de C\
 9 designándole por cÁ * s 
X ¿ 
i B > - al U > 
JL 
Ya que o(" \A^es el ket conjugado del bra <A , el producto esca-
lar de este ket por un bra arbitrariamente dado \ C ! es complejo conju 
gado del de fC^> por <( A \ d v lie gana ose asi a 
De manera análoga se obtienen las relaciones fundamentales siguien 
tes 
(c^)- = C * o!/ 
(o¿ r 1 1 p 1 
(•o(J3)f = Z 4 " ex 4 
A. 5 OPERADORES HERMITICOS»-
Por definición, un operador lineal es hermítico si es su propio 
adjunto i 
Kí = t • 
Es antihermítico si es opuesto a su propio adjunto. 
i 
=
 - X 
A. 6 VALORES PROPIOS Y VECTORES PROPIOS (EIGENYALORES Y EIG-ENVECTO-
RES. -
Vamos ahora a efectuar un nuevo desarrollo de la teoría ele los ope, 
radores lineales, con el estudio de la ecuación. 
ai }p> = a I P > 
donde es un operador lineal y a un número complejo» Esta ecuación se 
presenta normalmente de forma que ^  se conoce y el número a y |p)son 
desconocidos» El problema consiste en encontrar a estos, dejando apar-
te la solución trivial \P^= 0» 
Esta ecuación significa que el operador linéalo^ aplicado al ket 
le multiplica por un feutor numérico sin cambiar su dirección. Es-
te mismo oí , es lógico aplicado a otros kets los cambiará en dirección 
y módulo» 
Si se cumple la ecuación anterior, llamaremos a a un valor pro-
pio (eigenvalor) del operador linéala^, o de la correspondiente varia-
ble - dinámica, y a { ? ^  si vector ket propio de ese operador lineal. 
Diremos también que el ket propio |p ^ pertenece al valor propio a. 
Si es I P), un ket propio de todo múltiplo o iPJ>de este, sera 
también ket propio de A relativo al mismo valor propio? si existen va-
rios kets propios linealimente independientes relativos al mismo valor 
propio a, toda combinación lineal de ellos es ket propio d e ^ relativo 
a este valor propio. En otros términos, el conjunto de kets propios de 
rélativos a un valor propio dado a forma un subespacio vectorial 
relativo a ese valor propio a. Si ese subespacio no tiene mas que una 
dimensión, se dice que el valor propio es no degenerado. Si no, que 
hay degeneración, viniendo dada la degeneración por el número de di-
mensiones de este subespacio. 
El único caso de interés práctico es cuando°( es hermítico.Entonces 
i) los dos espectros de valores propios del espacio de los bra y 
de los kets son idénticos, 
ii) todos los valores propios son reales, 
iii) el subespacio de bras propios relativos a un valor propio dado 
es el dual del subespacio de los kets propios relativos al mis, 
mo valor propio. 
La demostración de ii), bastante trivial ess 
•X 1 Si = C>( • y c^ JA > = a j A "> . multiplicando por <^ A I 
*c A i D{ I = A ^ A I A y 
, -ir ¿ 
como ^ A H | = {¿fo(' j A ) = <¿ii©<J a > 
habrá de ser \ -J, Li > real y como ya lo era O 1 A/^  será también real. 
Una propiedad importante de los vectores propios de un operador 
hermítico es la de ortogonalidad de los vectores propios relativos a 
dos valores propios distintos. En efecto, si es 
o( 1 A ) = a ¡ A > 0(lB > = b j B > ó <B ^  = b < B i 
multiplicando la prueba escalarmente por 1 y la segunda por I A>que 
da 0 = (a-b) < t !Á> y si a / b <B j A > = 0 " c.q.d 
A. 7 OBSERVABLES.-
Si el sonjunto de los vectores propios de un operador hermítico 
subtiende todo el espacio, esto es,si todo vector de norma finita pue-
de ser desarrollado en serie de estos vectores, se dicen que forman un 
sistema completo y que el operador hermítico es un "observable". 
Los observables son los únicos operadores hermíticos del espacio E sus 
cepcibles de tener una interpretación física. 
A. 8 OPERADORES QUE CONMUTAN CON UN OBSERVABLE, OBSERVALES QUE 
COBluIML-
Sea ^  un observable y 5 ! un valor propio del misino correspon-
diente al vector propio j'^ .'^  , esto es 
\ = "i' t ' 
Si se verifica , X) - 0, se tendrá evidentemente 
0 - X-X f )ff ^ X i l = "Ixs ^  '>- X 
^(t-^1) X! %l> ^ ^ (X\%*>) 
esto es X ^  e s vector propio de x% relativo al mismo valor propio. 
Esto se aplica, en particular, al caso de observables que conmutan 
los resultados que pueden obtenerse y a los que no llegaremos aqui en 
su obtención detallada son; 
Se llama sistema de base de un observable dado todo el sistema 
ortonormal completo de vectores propios de este observable. Con esta 
definición, se tiene el siguiente teorema Ths Si dos observables ^  y 
2 conmutan, poseen al menos un sistema de base común y, reciprócamela 
te, si dos observables^ y ^ ^ poseen un sistema de base común, conmu 
tan. 
A» 9 ESTADOS DINAMICOS Y MAGNITUDES RISICAS «, -
A. 9.1. DEFINICION SE PROBABILIDADES. POSTULADOS RELATIVOS A LAME 
PIDA.— 
A cada estado dinámico corresponde una cierta distribución esta-
dística de valores para cada una de las variables dinámicas pertenecien 
tes al sistema. Para definir estas probabilidades, se establece el pos 
tulado fundamental siguientes 
El valor medio de una función E (a) de una magnitud física dado 
es 
<E (A) > = <X | E (A) ¡ X ) ( A.q.l.a. ) 
expresión en la cual el ket \S representa el estado dinámico del sis-
tema y el observable A la magnitud física en cuestión. 
Ln particular la función característica F ( ^ ) de la distribución 
estadística de A es el valor medio de la función C ^ 
d d VL», 
— q —- >4- f > 
dq ' d q 
d 
dq 
MO 
E S 1 t7 í? é O T R o W I C A 
d q 
d d 
( — . q - q — )1Y = I y como ha de ser V | _) verificar? 
dq dq 
d d d 
— q - q — = 1 ó ( — . q) = 1 
dq dq dq 
(A.12.B) 
relación que comparada con la (A»12.a) queda que ~ih d/dq satisface la 
misma relación de conmutación que q con p. 
Por ello podemos tomar 
d 
-ift /dq (A.12.c) 
sin causar ninguna perturbación en el esquema presentado. Y esto será lo 
que hagamos en lo sucesivo. 
Como aplicación'veamos el valor del conmutador de p con una función 
de q. Se cumplirá evidentemente que 
— F rf> = F j 4- --- ¡ V > y como es V i ^  > será 
d q ^q €> 
o>q 
queda p F - F p 
c? F 
5>q Bq 
~c?F ifi 
d 
<1 
y con ayuda de la expresión anterior 
o lo que es igual 
QL 
( P?q) - i h — 
a 
>F 
q 
(A.12.d) 
llegándose igual a 
(p,F (q)^ = i h 
q 
(A. 12.e) 
B» EL OSCILADOR AMONICO 
B.1 INTRODUCCION 
Consideremos una partícula ejecutando pequeñas oscilaciones en 
una dimensión (lo que se denomina un oscilador lineal)»La energía poten 
cial de una partícula en esas condiciones viene dada en Mecánica Clásica 
O o 
por 2 ta OJ x donde ^ J es la frecuencia (circular) característica de 
las oscilaciones» De acuerdo con esto, el Hamiltoniano del oscilador es 
(e) = i -- 4- i m C* 2 x 2 
w
 m 
El estudio cuántico de un tal sistema presenta la ventaja de que 
puede resolverse sigurosamente su ecuación de Schódinger y además de que 
interviene en todos los problemas en los que entran en juego oscilacio-
nes cuantificadass se le encuentra en Electrodinámica Cuántica^ en Teo-
ría Cuántica de Campos, en la teoría de las vibraciones moleculares y 
cristalinas» Además, los problemas que se presentan en su estudio son 
una excelente ilustración de todos los principios que hemos visto hasta 
aquí» 
B.2 EL PROBLEMA DE LOS VALORES PROPIOS 
A fin de evitar constantes inútiles en los cálculos,pondremos 
H = fi oJ H 
-j- 1 i 
q = ( - — )s q p = ( m fi w ) p 
m uj 
con lo que el Hamiltoniano anterior quedará 
2 ? 
H = i (p 4- Q¿) (B.2.a) 
nuestro problema será calcular los valores propios y los vectores pro-
pios de este operador» 
Como puede verse fácilmente los operadores hermitic 
OS S Si "tí 1 SÍ ciC G 
rán las relaciones de conmutación? 
(Q,P) = i (B.2.b) 
Para resolver el problema, tomaremos la representación de Schódin 
ger, en el que la ecuación de Schódinger quedará d 2 o 
i ( _ 4. Q ) U(Q) = E U (Q) (B.2.c) 
dQ¿ 
fe"* 
El método que seguiremos se basa en construir los vectores pro-
pios de H por aplicación de operadores apropiados sobre uno de ellos. 
Puede ser mirado como un método de construcción del espacio vectorial 
E de los estados dinámicos del sistema. 
B„ 3 INTRODUCCION DE LOS OPERADORES a, a4", y N„ 
Pongamo K 
a (Q 4- i P) 
2 
(B.3.a) 
(Q - i P) a 
2 
donde vemos que a y a4" son hermíticos conjugados uno del otro.Verifi-
cans (a,a") = 1 (B.3.b) 
según puecLe c 
omprobarse con solo sustituir y tener en cuenta la rela-
ción (B02cb)0 Reemplazando Q y P por sus expresiones obtenidas de 
\B„3.a), en la ecuación (B02.a) H = i (a a4" -1- a4- a) (B.3.c) 
y poniendo N = sr a , gracias a (B„3.b) qued a 
H = 1 H | ( B„ 3 »d) 
verificándose las Importantes relaciones (gracias a Bc3.b) 
Na = a (N-1) 
, , (B.3.e) 
Na' = a" (N4-1) 
El problema de los valores propios que tratamos de resolver es 
equivalente al de construir los vectores propios del operador N, función 
i 
de a y a". 
Demostremos el importante Teorema' 
TEOREMAS SiJt/> es vector propio de N y v el valor propio corres 
pendiente 
(i) necesariamente v)/ o 
(ii) si v — o 5 a|v> = 0¡ si no, al v> es un vector no nulo de 
norma 
v < v \ v 
y es un vector propio de N correspondiente ai valor propio v - 1. 
(iii) a"*" ! v y no es ciertamente nulo, su norma es 
(v 4- 1) <v t v > 
y es un vector propio de N correspondiente al valor propio v 4- 1 
DEMOSTRACIONs 
Por hipótesis N J v}= v I v ) , <( v ! v)> > 0 
JL 
Las normas de a \ v)> y de a' | v) son respectivamente 
<v '/ a4" a I v > = { v lN | v> = <v|v|v> = v ( viv) (B.3.f) 
(v|a a4" ! v> - < v U N 4-1) l v > = (v 4- 1) v |v > (B.3.g> 
La norma de todo vector1 del espacio de Hilbert es positiva o nu-
la y su nulidad es una condición necesaria y suficiente para la nulidad 
del vector. Para que esto se verifique aquí será necesario y suficiente 
que v ^ o (propiedad (i)). La condición de nulidad de a l vj> es un ca-
so particular de la ecuación (B03*E). Por otra parte a iv> y a/ iv) veri 
fican evidentemente las ecuaciones de valores propios anunciados ya que, 
según (B„3.e) 
N a\v> = a (N-1)|v> - (v-1) a|v> 
N a-hv) = a-(Pl)lv) = (v4-l)a^iv> 
B . 4- E S P E C T R O Y S I S T E M A D E B A S E D E N . 
Si v^>o, el teorema precedente se aplica lo mismo al vector alv,)-
cuyo valor propio es v -1« Esto nos asegura que 1«, Si v_>1 , el teore-
ma se podrá volver a aplicar al vector a1' lv> .Se forma asi, sucesiva 
mente, la sucesión de vectores propios 
a , a2jv> , aP 1 v ) , ... 
correspondiendo a los vectores propios 
v-1, v-2, „o.o v-p,.... 
Esta sucesión es de hecho limitada ya que los valores propios de 
N quedan limitados inferíormente por 0. Dicho de otra forma, los vecto-
res de esta sucesión son todos nulos a partir de un cierto n 4- 1s la 
acción de a sobre el vector propio no nulo a11 1 v}- , correspondiente al 
valor propio v - n, da' 0^ según (ii)esto exige que v = n. 
4-
De igual manera podemos aplicar el teorema ai vector a ¡ v "> que 
? O 
corresponde al valor propio v 4-1 , después al vector a' lv/ y así suce-
sivamente. Se forma asi una sucesión ilimitada de vectores no nulos 
a4") v)
 ? a"
l2l v/ , . . „ . a4"5 | v ) , .... 
vectores propios de W correspondientes a los valores propios 
v 4-1 , v 4-2, o „ „ , v 4- p,. . o 
En conclusión, el espectro de valores propios de N está formado 
por la sucesión de números enteros no negativos. Además, por acción re-i , 
petida de a o a' sobre uno de ellos, se obtiene una sucesión de vec-
tores propios correspondiendo cada uno a uno de los valores propios del 
espectro. Este conjunto de vectores forma un sistema completo» En efec 
to, se puede mostrar que toda función de a y que conmuta con IT es 
una, función de N» Como consecuencia, N forma por si mismo un conjunto 
completo de observables que conmutan y ninguno de sus valores propios 
es degenerado. 
Los vectores asi construidos no están normalizados a la unidad. 
Para formar una base ortonormada del observable N, es suficiente con muí 
tiplicar cada uno de ellos por una constante apropiada que se deduce de 
acuerdo con las relaciones (B.3.f-g) Se forma asi la sucesión de vecto-
res ortonormados 
0 , 1 (-b. 4. a; 
correspondiendo respectivamente a los valores propios siguientes de N 
09 o o c K. J o o o 
deduciendose los unos de los otros por las relaciones de recurrencia 
a4" í n ) = (n4-l)® \ n 4- i ) (B ,4 .b) 
a ln} = n 1 |n - i ) n / o (B.4.c) 
a j o ) = 0 (B.4.d) 
vemos que todos se deducen del vector I o )> por la relación 
ín> = (n!)"^ a4"11 lo > (B.4.e) 
que obedecen efectivamente a la ecuación de valores propios 
N I n> = ni ni y (B.4.f) 
y que su norma es igual a 1, verificando las relaciones 
< n 1 n: > = S
 n n = 
ía que N forma e'l solo un conjunto completo, la sucesión de vectores 
(33 * 4 o a) forma un sistema completo de vectores del espacio E de estados 
dinámicos del sistema cuántico considerado . 
Solo nos resta ahora deshacer los cambios que fuimos haciendo 
Como era H = N 4- los valores propios de H serán, evidentemen-
te 
1 3 5 1 
_ _ _ n JL~ » „ 
<? y ^ c o o o o AJ. « o o o o 
2 2 2 2 
y como hicimos H = ii vO H, nos queda finalmente que los valores propios 
del Hamiltoniano del sistema, esto es, los niveles de energía del osci-
lador, serán 
E n = ( n 4- i) ^  «Ai n = 0,1,2,.... 
de donde vemos que quedan separados por intervalos de valor ñ uj uno de 
otro, la energía del estado fundamental es | ñuj , haciendo hincapié 
en que no es cero. 
Co MOMENTO CINETICO 0 ANGULAR 
C,1 DEFINICION DEL MOMENTO CINETICO 
Por definición, el momento cinético 1 de la partícula es 
1 s r x p 
siendo r y p respectivamente el vector de posición y de impulso do una 
determinada partícula» En mecánica cuántica, 1 viene representado por e 
operador vectorial - i-h (r x v ) . Las tres componentes de este vector ve 
rifican las siguientes relaciones, que se obtendrán mediante las reglas 
de operación con conmutadores dadas anteriormente. 
(lx, ly) = ( zPx9 xPz) 
= ( yPz?ZPx) * (zPy, xPz) 
- y ( P z , Z ) P X •»• P y ( 2 S P Z ) x 
= i Si ( x. P - y P ) y x 
= i ñ 1 
XI ESTRUCTü.b; A DI L^S -IHUÍ^CUIÁS 
2.1 GENERALIDADES „ SEPARACION DE,LOS MOVIMIENTOS ELECTRONICOS Y NUCLEA 
RES. 
Una molécula es un estado ligado constituido por la reunión de 
muchos átomos» Consiste que en un cierto número de núcleos atómicos -
alrededor de los cuales evolucionan los electrones. 
La busqueda de los estados estacionarios,de un sistema tan com-
plejo es un problema extremadamente complicado.VNos presenta una ca-
racterística que lo simplifica, la masa de los electrones es mucho -
más pequeña que la de los núcleos. Y en cambio, las fuerzas que actúan 
sobre ellos son aproximadamente de intensidad comparable.Como conse-
cuencia, jal movimiento de los electrones es, mucho más rápido que el 
de los núcleos. Con esto
 Q los dos movimientos pueden en una correcta 
aproximación "ser tratados separadamente® En efecto primera aproxi 
mación, los electrones "ven" los núcleos como centráis de fuerzas inmo 
viles j su estado dinámico el de un sistema de electrones en presen-"" 
ola de núcleos fijoss como estos se desplazan lentamente, el estado 
dinámico de los electrones sigue adiabáticamente* esta evolucion del -
potencial en el que se encuentran ^ sumidos. En contrapartida, ya que -
los electrones ejecutan un gran número de resoluciones en cada ^ despla 
Sarniento apreciable de los núcleos, sobre estos no subsiste práctica-
mente mas que el efecto medio, para determinar el movimiento de los -
núcleos, se puede pues un gran error reemplar la con los 
electrones por su^valor medio en muchas resoluciones electrónicas, lo 
que da una ecuación de Schródinger en la cual las variables de los 
electrones han desaparecido por completo. La aproximación sobre la -
cual se fundáoste método de separación de variables, lleva el nombre 
de aproximación adiabática. 
Por otra parte, el,potencial que figura en la ecuación de Sch. 
de los núcleos, depende únicamente de las distancias mutuas entre -
ellos, Ya c|ue la molécula existe, este potencial presenta necesaria-
¡líente un mínimo para unos valorea- bien determinados y finitos de las 
distancias internuclearesj este mínimo corresponde al punto de equili 
brio estable del sistema, punto alrededor del cual los núcleos podrán 
efectuar sus pequeñas oscilaciones. A estas vibraciones internas de 
los núcleos pueden superponerse movimientos de traslación y de rota-
clon del conjunto. El movimiento de traslación se separa"por completo 
y de una manera rigurosa del resto por la introducción del centro de 
masas; se sabe que esto último se desplaza como una ^artícu^a libre 
con masa igual a la total del ^ sistema. En la discusión que sigue, su-
pondremos hecha esta separación del centro de masa j no nos fijemos mas 
que en los movimientos de rotación y de vibración de los núcleos. 
2.2 MOVIMIENTO DE LOS ELECTRONES EN PRESENCIA DE NUCLEOS PIJOS 
Vamos a tratar de encontrar ahora los estados estacionarios de 
la molécula, efectuando unas simplificaciones ^ que abrevien el cálculo 
pero s m que afecten al principio mismo del método. En particular tra 
taremos a los electrones y..a los núcleos como partículas§ia spin. 
Convendremos en representar los grados de libertad de electro-
nes y núcleos por los índices i y ¿ respectivamente5 designaremos 
por Xj- y 2Lj las coordenadas de los electrones y los núcleos de masas 
m.j_ y Mj respectivamente. Sea T e la energía cinética de los electrones 
T n la fle los núcleos y V el potencial de interacción entre las diver-
sas partículas que componen la molécula. El Hamiltoniano H de la mole, 
cula es asi la suma de estos tres términos. 
H = T 0 1 V (2.2.a) © XI 
dor.de 
á 2 -s2 # 
f * _ £ ' T = - (2.2b.) 
* 3 2Má ' 6 i 2ffll 
V(x,X) es una cierta función de las coordenadas cte xoe electrones 
y de los núcleos? es la suma de las energías culombianas de las par-
tículas del sistema tomadas dos a dos. 
Consideremos el sistema mas simples 
H ^ = T 4- V 
e 
que se obtiene despreciando la energía cinética de los núcleos en la 
expresión de H. Hvo)es el Hamiltoniano del sistema en el límite de 
M^ —* oo 9 sus estados estacionarios son les del sistema de electrones 
en presencia de los núcleos fijos. r \ 
Con esto como se verifica que 'no^contiene derivadas con res 
pecto a las X y se cumple para toda función A (p,q) que 
(q, A (p,q)) = i -ií 
\ -o* p 
se tendrá evidentemente (x^, H ( o )) = O (2.2b.) 
lo que implica la presencia mutua de ambas cantidades. De ello resul-
ta que para resolver el problema de los valores propios de HAO)puede 
fijarse unos valores determinados de X'- para las coordenadas de posi-
ción de los núcleos y buscar los vectores propios de H(o) entre los 
vectores correspondientes a estos valores precisos de Xj» Designemos 
por X1 el conjunto de los X'-. A cada conjunto X'^  dado corresponde un 
conjunto W (Xy de valores propios de H(o); el número cuántico n ser-
virá para distinguir a unos de otros valores de este conjunto® Para 
n y X' dados, se tendrán uno o eventualmente varios vectorés propios 
linealmente independientes; en este último caso , se los podía distin-
guirla unos de otros por un nuevo índice s. Con esto, la ecuación de 
Schró'dinger de H(o) serás 
H(o)) n s X'> = ¥/n (X') | n s X«> (2.2.c) 
En la representación ( x X), el vector propio } n s X' y puede ser 
representado por la función de onda 
„„ (x,X®) (X-X«) (2.2,d) IjLÍD 
y será la solución de la ecuación de Schró'dinger 
\ 
(Tc> V(x?X1 )/f ng(x ,X' ) = Wn(X' ) y? ^  (x,Xf ) (2. 2.e) 
En la ecuación (2.2.e),X' juega el papel de un simple parámetro 
es la ecuación de Schró'dinger de los electrones de molécula cuando 
se fija en X' las posiciones de sus^núcleos. A cada solución propia 
esta ecuación corresponde una función propia H(o) de^la format2.2.d); 
conociendo todas las soluciones propias de la ecuación (2.2.e) para 
todos los valores posibles de I', se forma asi un sistema completo 
de funciones de H(o). 
El problema de los valores propios de (2.2.e) es análogo al de 
la bu.-queda de los estados de un átomo, puede ser resuelto por méto-
dos analogos. En el caso presente, en cambio, los electrones se en-
cuentran sometidos a varios centros de fuerzas y la simetría encentra 
da en ios problemas atómicos se encuentra aquí totalmente destruida. 
Veamos algo de esto de la simetría. ^ El potencial V(x,X) es inva 
riante por traslación, rotación y refrexión del conjunto de electrones 
y núcleos? es además invariante por permutación de las partículas del 
sistema. / \ 
Tomas las simetrías que pueda presentar H^°^son evidentemente 
las mismas que las de V(x,X). la degeneración del nivel Wn(Xs) vendrá 
ligado a estas ^ propiedades de simetría. 
Convendrá pues ^ estudiar de una. forma mas amplia, las posibles 
simetrías de una molécula y su repercusión sobre la degeneración de 
los correspondientes niveles energéticos y las estados con ella liga-
dos. Esto será lo que veremos en el tema, III® 
111» TEORIA DE LA SIMETRIA 
Transformaciones simétricos 
- Simetría ele un cuerpos cto de cambios que le dejan invariable» 
- Toda simetría puede descomponerse en suma de tress rotación en torno 
a un eje? reflexión en relación a un plano? desplazamiento paralelo. 
El último solo asedio oo s estructura cristal. Una molécula solosro. 
tación y reflexión» 
- Eje de simetría de orden ns el cuerpo queda inalterado por un giro 
de 2.<r/n en torno a él» Se designa por Cn. Rotaciones hechos en i 
veces es C^. Si n/i = ne entero = Cn/j_ En particular C% = E. 
- Plano de simetrías El cuerpo queda inalterado por reflexión según 
un plano» Se designa por » Se verifica (J 2, = E» 
- Eje de rotación-reflexión? aplicación simultánea de rotación según 
un eje y reflexión según un plano perpendicular a él. TJ*n solido tie 
ne un eje de este tipo de orden n cuando un giro de 2 -o'/n seguido 
de una reflexión, la deja invariable» Solo en forma de simetría -
cuando n = par. Si es impar todo se reduce a_un eje de arden n y un 
plano de simetría» Se designa por S » Si la reflexión, sera 
Sn - Cn 
Caso particulars S^ = C^ = I inversión. El cuerpo tiene centro 
de simetría» __ 
Se verificas I ^  ^ = C^ = la existencia de dos obliga la del 
tercero» 
- Propiedades geométricass El^producto de dos rotaciones según ejes 
que se cortan es otra rotación según un tercer eje que pasa por el 
punto de corte» 
El producto de dos reflexiones según planos que se cortan equivale 
a una rotación con eje la línea de corte de los dos planos y ángulo 
el doble del que forman los planos. Si es 0(0) la rotación según C 
con ángulo 0 y las reflexiones áT y • es O í? 1 = 0(20) con 0 
como ángulo entre los planos. Intervien? el orSen Se la operacións 
(CTV, la rotación resultante es de sentido contrario. Es 
= QZj 0(20), o sea, una rotación seguida de una reflexión equiva 
le a otra reflexión. De aquí que si hay un eje C^ y dos planos de 
simetría que pasan por el y son J- entre si, son mutuamente depen-
dientes? dos zp el tercero. 
Grupos de transformaciones. 
Las transformaciones simétricas son transformaciones de las coor 
denadas que dejan invariante al Hamiltoniano del sistema. Al no cam. 
biar el sistema por rotación __o reflexión, por ellas permanece in-
cambiable la ecuación de Schró'dinger. Los grupos de simetría se es-
tudian por teoría de grupos» Elementos de la teoría de gruposs pro-
piedades de grupo. Grupo Abeliano. Grupo cíclico1* orden de un ele-
mento? periodo de un elemento (A). Orden de un grupo. Elementos con 
jugados, A = C B C-1. Clases de grupo o grupo cocientes subeto de 
elementos conjugados? no es subgrupo (no posee el E). 
Grupos puntuales 
Aquellos que todas sus transformaciones dejan fijo un punto del 
cuerpo. 
Solo enumeramos aquellos de interés para el estudio de las mole 
culas mas comunes. 
I- Grupos Cns eje de simetría de orden n» Cíclico» Cada uno de los ele_ 
mentos forma una clase por si mismo» C^ = E, 
II-Grupos S2n? rotaciones-reflexiones en torno a eje de orden 2n. 2n 
elementos. Ciclico. S 2 = (E,I) = Si 2n = 4p 4- 2 tiene la inver-
sión entre sus elementos ya que (S^p.^) 2^^ Cg ^ ^ = I 
III- G-rupos O^s se obtiene adicionando un plano de simetría perpendi-
cular a un eje C^, Tiene 2n el n rotaciones y n rotaciones-refle-
xiones C^ E = 1525 . n (incluye la reflexión C^ ^ = 
El grupo es abeliano. El número de clases es igual al de elemen-
tos» Si n = 2 p posee centro de simetría (C^P cr^ = 2^'"^ h = ° ^ 
mas simple es C^^ c ontiene E y se designa por C s' 
IV- G-rupos por adición a un eje Cn de un plano de simetría que 
pasa por el. Aparecen otros n-1 planos,que pasan también por el 
eje y forman ángulos n/n, Es por ser <rv- = c\20)(Tv. Contiene 2n 
elementos, n rotaciones y n reflexiones según los Si n es im-
par hay p -!- 2 clases, si n es par, hay p 4- 3. 
V- Grupos D s por adic ion a un eje de simetría de orden n de un eje 
de segundo orden perpendicular a el? aparecen con esto, n-1 ejes 
posteriores de tal tipo , por lo que hay en total n ejes horizon 
tales de segundo orden y formando ángulos de /n. El grupo resul 
tante contiene 2 n elementos? n rotaciones en torno al eje de or 
den n y n rotaciones en torno a los ejes horizontales de valor 
(designaremos a estos últimos por Vg. Solo es C2 cuando sea eje 
vertical). Contiene 5 4- 3 clases si es n por y p 4- 2 si es impar. 
VI- Grupo D ^ s por adición al anterior de un plano horizontal de si-
metría que pase por los n ejes horizontales, aparecen n planos 
verticales que pasan por el eje vertical y cada uno de los hori-
zontales. Contiene 4 n elementos? aparte de los 2 n elementos del 
I¡n, contiene n reflexiones y n rotaciones. El número de clases 
será también doble que el de D ^ 
VII- Grupos D ¿s por adición de planos verticales de simetría a los 
ejes del grupo D , en el centro de los ejes binarios de simetría. 
La adición de un plano de este tipo supone la posterior aparición 
de otros n-1 planos„ Contiene 4 n elementos? los 2n del grupo -
D n, n reflexiones reflexiona en los planos verticales y n trans-
formaciones de la forma G = U2 que no son otra. cosa, que Ü2= 
k
 v donde es una réflexión en el plano vertical que pasa 
a través del correspondiente ele de segundo orden, entonces G = 
h v d = h C2n = S2n esto es un eje de rotacionr-re-
flexión de segundo orden. Contiene 2p4- 3 clases. 
Aparte de los grupos vistos, existen otros que aquí no conside-
ramos ya que las moléculas que normalmente se encuentran no poseen una 
simetría tan complicada,, Son los grupos de tetraedro T, el el T , 
el del octaedro 0, el y los del icosaedro Y, Y^. 
3.4 REPRESENTACION DE GRUPOS. 
3.4.1 DEFINICIONES 
Grupos de sustituciones lineales 
El producto de matrices cuadradas es una operación asociativa. 
Si un conjunto de matrices n x n satisface los axiomas de definición 
de un grupo o Formará un cierto grupo (G)„ 
Cada matriz representa un cierto operador lineal G de un espa-
cio vectorial E de n dimensiones y define asi una transformación II 
n ü — 
neal de los vectores de este espacios si 1 , 2 ,... n son los 
n vectores de base de este espacio (en principio esta base no tendrá 
porque ser ortonormada ,) j la transformación de cada uno de ellos ven-
drá dado por la ecuación? 
G K = G J k d 
J 
El tipo ele grupo que acaba de ser definido lleva el nombre de 
grupo de sustituciones lineales, de n dimensiones. 
Representación de un grupo. 
Por definición, una representación (lineal) de un grupo Q es 
un grupo de substituciones lineales con las cuales § es homomorío. 
Sea (G-) un grupo de este tipo y E el espacio vectorial sobre 
el cual^actúan sus matrices. Por definición, E es el espacio de repre 
sentación y el número n de sus dimensiones, el grado de la representa 
ción. 
Si (f es isomorfo a (G-), la representación es fiel. 
Representaciones de grado 1. 
Todo gru^o posee al menos una representación de grado 1, su re 
presentación idéntica, en la cual cada elemento del grupo viene repre 
sentado por el número 1. 
Representación unitaria. 
La representación (G) es unitaria si todos sus matrices son uni 
tarios. 
Representaciones equivalentes. 
Dos representaciones (G) y (G1) son equivalentes si tienen el 
mismo número de dimensiones y si cada matriz G1(g) de la una se dedu-
ce por una cierta transformación lineal T de la matriz G(g) de la otra 
representado la misma operación del grupo gs 
G'(g) = T G(g) T"1 ¥• g E G 
y en general (G1) = T (G) T~1 
pudiendo escribirse simbólicamente (G1) (G) 
Si se identifican los espacios de representación E y E1, el pa 
so de G a la representación equivalente (C-' ) corresponde a un cambio 
de los vectores de la base en este espacio. 
Representaciones conjugadas. 
Por definición, las dos representaciones (G), (G ), en las que 
las matrices G(g), G (g) son complejas conjugadas una de la otra,son 
Conjugadas. 
Una representación (G) es autoconjugada si su conjugada le es 
equivalente
 4 
(G) * (G • ) 
Caracteres. 
Por definición, la traza de la matriz G(g) representante de la 
operación g es la representación (G) de g es el caracter X de g en es-
ta representación 
X (g)s Tr G (g) 
Según las propiedades de la traza» dos operaciones pertenecien-
tes a la misma clase, tienen el mismo caracter? el caracter es una fun 
ción de clase. 
Demostración 
X' (g° ) = ¿^ G! . = . S~1 C-, S . = G, Si = ? G, , = X (g) e
 i ii i,k,e ik ke ei ke ke ^ ke k kk 
Por la misma razón, dos representaciones equivalentes tienen el 
aisQo sistema de caracteres 
X' (g) = X (g) si G1 (g) = I G (g) T~1 
se escribe simbólicamente 
X! = 2' si (G') ^  (G) 
3.4.2 OPERACIONES SOBRE LOS ESPACIOS DE REPRESEN!AGION.REDUCIIBILIDAD„ 
SUMA DIRECTA. 
Sean (GA) ? (Gd) dos representaciones de un mismo grupo G, n^n^ 
sus grados respectivos, E&f E^ sus respectivos espacios de representa 
ción. ^ , 1 \ 
Si f a 1/, ! a 2 ) ,
 0 o. , la n/ son los vectores de base de E , 
t \ I Sí ¿ >4 
b 1 / , * b 2,/ „ o „, Í bn / los de E-^  las sustituciones lineales que re-
presentan la operación g en estas dos representaciones vendrán defini-
das respectivamente por las leyes de transformación de los vectores de 
B A S E S X • — O H 
g ( í ak > ) =>Ja , ^  G 2 . (g) g ( ! b M >. )= ^ J b ^ G j W g ) 
* >, ' A A k ' ' # (3.4.20 a) 
Por definición, la suma directa E 0 E , de los espacios E y E 
a D ^ . a ¡3 
es el espacio subtendido por la n a 4- N-^  vectores 3, 1 / o o a J ! S llg^  ^  ^  
i b1 > .. „. i b nb ) . 
Las matrices de este nuevo espacio pueden ponerse bajo la forma-
b a Mab 
Mba M b b 
M__ es una matriz n 0 x n transformando los vectores, del espacio E„ aa a a a 
unos en otros ? M ^ es una matriz n-^  x n^ transformando los del E->0 $ 
M es una matriz n Q x n^ que transforma los vectores del espacio E^ 
en vectores del espacio E | M^ es una matriz n-^  x n a que posee la 
propiedad inversa. En particular si A es una matriz de E , B otra de 
E-^ , se puede construir por suma directa la matriz que posee una 
forma de bloques. 
(A O) 
A ( U B = ( ) 
(O B) 
se ve inmediatamente que 
T r U @ B ) = Tr A 4- T r B 
det(A(f)B) = det A det B (3.4.2.b) 
La operación de suma directa sobre las matrices conserva la uni 
dad y la hay de multiplicación de matrices 
= 1 1 (A1ft)B1)(A^B2) = A 1A^£B 1 jjg _ B 
(a4-b) (a) " (b) 
Como consecuencia el conjunto (Ga4"b)de las matrices Ga(g) I£} 
Gb(g) constituye una representación del grupo G0 La sustitución lineal 
que representa la operación g está definida por las leyes (3.4.2.a) de 
"transformaciones de los n a 4- n^ vectores de base de E & U} E^. En cuanto 
a los caracteres de esta representación, se tienes 
Xa4"b(g) = Xa(g) 4- Xb(g), o dicho de otra forma Xa4"b = X a 4- Xb 
REDUCTIBILIDAD.- Un subespacio invariante del espacio E de una repre-
sentación (G) es un subespacio de E en el que los vectores del mismo 
se transforman los unos en les otros por la aplicación de las matrices 
de (G). 
La representación G se denominas 
(i)irreductible si E no tiene ningún subespacio invariante (apar 
te de el mismo y del espacio nulo)» 
(i i) reductible en el caso contrario 
E = E-j (¿)E ( E1, E 2 0), E, subespacio invariante. 
En el segundo caso, si B^ es igualmente invariante, (G) se di-
ce descomponible. Se puede entonces tranformar por una transformación 
lineal apropiada, los vectores de Base E en vectores bien situados en 
E. o en E2O La representación así obtenida es la suma directa de una 
representación (G1) de espacio E., y de otra representación (Gp) de es_ 
pació EgS 
(G) ir ( G l) © (G2) 
(G^) y (G ) llevan el nombre de componentes de (G) 
Una representación (G) es componente reductible si se la pue 
de poner bajo la forma de una suma directa de componentes reductibles? 
(G) ? (G ( 1 ))0 (G ( 2 ))Q .... ((G(1)),(G(2)).„.irreductible) 
Toda representación unitaria es bien irreductible o bien comple 
•fcámente reductible. " 
Todas las representaciones irreductibles de un grupo abelino 
son de grado 1. 
APLICACION HOMOMORFICA DE JJN ESPACIO DE REPRESENTACION SOBRE OTRO.-Se 
ha realizado una aplicación lineal de E en E, si se hace corresponder 
i \ a d 
a cada vector ¡ a/de E uno y uno solo vector fb\de E, de tal forma 
a , D 
que esta correspondencia sea lineal. Esta aplicación es homomorfica 
si conserva las propiedades de•transformación de los vectores en las 
diversas operaciones del grupo, es decir si la correspondencia 
I a} | b ^  entraña la correspondencia g ( !a}>)—fg ( Ih^ ) VgEG 
Una aplicación de E sobre E está completamente determinada Oí D 
si se conoce la matriz n-^  x n que define el vector de E^ correspon-
diente a cada vector de base de E t a 
I a > H l b > S (3.4.2.c) x ^ n LL*. 
Si la aplicación es homomorfica, se tiene la ecuación entre 
matrices 
S G a (g) = Gb (g) S V g E G 
esto es S (Ga) = Gb) S (3.4.2.d) 
Cuando el conjunto de los vectores ! b> correspondiente a los 
vectores de E a subtiende la totalidad de E^ (esto supone que n ^ 
se tiene una aplicación de E sobre E . En este caso, todos los deter 
a D 
minantes n, x n, contenidos en S son diferentes de cero, b b 
Cuando ademas esta correspondencia es binnivoca (n = n-,), la Q» D 
matriz S es no singular? det S 0» En este caso, la aplicación homo-
morfica de E^ sobre E lleva el nombre de correspondencia isomórfica 
de y se tiene evidentemente (Ga) ^  (G^ 3) 
PRODUCTO TENSORIAL O KRONECKERIANO.-
Producto tensorial de las matrices. 
El producto tensorial de dos matrices de ordenes.N^ y N^ res-
pectivamente es una matriz de orden N^N^ En particular, el producto 
tensorial de las matrices unidad y I ^ ) e s matriz unidad 
J^12) de N Ng dimensiones. 
Se puede mirar estas matrices productos tensoriales como las 
matrices de uno de los espacios en las que cada elemento de las mismas 
es una matriz del otro multiplicada por el número que ocupará ese lu-
gar. 
Ejs Sea 
¿i = 
a 
a11 ai2 j 
( b ^ b 1 2 b 1 3) 
9 fi n
 B =
 \ b21 b22 b23Í 
2 1 a22 } } ^ ^ ^ \ (
 31 32 b33} 
B a-,o B) 
) que es pues de dimensión 2 x 3 = 6 
( a21 B a 2 2 B; 
Se conviene en representar las líneas (y }.as columnas por dos 
índices m m $ de los que el primero se refiere a las componentes de 
uno de los espacios y el segundo a las del otro, las líneas (y las co. 
lumnas) se encuentran en el ordens 11,12,21,22.(si se trata de produc 
tos 2x 2). 
Por combinación lineal de las matrices productos tensoriales, 
se forman matrices cuadradas de dos índices 
m2' n-j n 2 ^ m1 n1 = ^ > 2,... , C12ri2 = ^ »2,... ,N2) 
y de N^ "E^  dimensiones. Por definición, la traza parcial en uno de los 
espacios es 
( Tri A) m2 n 2 An m 2 i n n 
n-1 
Es evidente que 
=
 T r 2 =
 A ) 
(1) (2) 
y que si A = A (39 A 
A(T)/^fc,(2) _ .(l)x/m a(2) T A = T (A = (T^ A^'OCT^ 
r r ^ r1 r 2 
Producto tensorial de espacios.-
Efectuando el producto tensorial del espacio E a por el E se a D 
forma el espacio E x E, de n n-u dimensiones en el que sus vectores 
1
 N a. b a D ^ 
base son |a b z u)s)a x) jt u ) (X = 1,... ,na) (u=1,... jn-^ J. Las ma-
trices G - ^ g ) ^ ^ (g) formadas por el producto tensorial de las matriz 
ees que representan g en (Ga) y (Gb) forman -una representación 
de grado n n^ del grupo G, en el cual una opera— 
, a D 
cion dada de este grupo esta definida por la ley 
g( lab x u>) =£lía b X u > G a (g) Gb (g) 
X* A x u 
Los caracteres de esta representación vienen dados por las re 
Xab(g) = X a ftg) Xb (g) 
laciones _ab,
 v , x _b 
Caso particular del anterior es cuando las ¿Los representaciones 
(Ga)y(G"b)
 s o n i a disraa. Evidentemente se verifica aquí que 
zaa ( g ) = ( Xa ( g )^2 
Siendo la representación (Gaa) = (Ga) x (Ga) de grado n 2 y formado 
, o a 
el espacio de representación por n vectores base de la forma 
a 
I a a u xV J u ) f a x ) (x,u = 1,... ,na) 
Esta nueva representación puede ser descompuesta en dos repre_ 
sentaciones de menores dimensiones. Una de ellas viene dada por las 
•>j n (n4-1) funciones I a i >ía k> 4- | a k>la y las n(n-1) funciones 
la i>fa ky - ¡a k) I a i) i ^ k. Es evidente que las funciones de uno 
de estos conjuntos se transforman solamente en combinaciones de ellas 
mismas. 
LEMA DE SCHUR»-
Si (G ) y (G ) son dos representaciones irreducibles de un mis_ 
mo grupo y si existe una"aplicación homomorfica del espacio de^la una 
en el espacio de la otra, la matriz S que define esta aplicación posee 
las propiedades siguientes 
a) si (Ga) y (G-k) son inequivalentes, necesariamente S = 0 
b) si (Ga) ^  (Gb), o bien S=0, o bien det S / 0 
c) si (Ga) = (Gb), S es un múltiplo de la matriz unidad? 
S = ci (C.cte.) 
REPRESEN!AGIONES COMPLETAMENTE REDUCTIBLES. T. -
Sean dos descomposiciones en partes irreductibles de una' re-
presentación cpfapletámente reductible (G)s 
(G) ^ (G 1)(^(G 2)©..4S(G p) (G) 
se puede demostrar que p = p1 y que se puede hacer corresponder de 
manera biunívoca a cada termino de la primera composición en termino 
de la segunda que le es equivalente. Dicho de otra forma? 
TEOREMA DE UNICIDAD. 
Si (G) es completamente reductible, su descomposición en par-
tes irreductibles es -única. 
A partir de aquí, salvo indicaciones en contra, no considera-
remos como distintas dos representaciones equivalentes una a^la otra. 
Asi, según el teorema de unicidad, toda representación comple_ 
tamente reductible (G) obedece a la ley de equivalencia 
(G) n, )G(3")) 
y la sucesión de enteros C^o; n., n , definida de manera 
r t \ 
única. Igualmente, el sistema de caracteres de (G) obedece a la ecua-
ción 
X = J2L- n. X 
3 D 
REPRESENTACIONES IRREDUCTIBLES.-
a) Número? el número de representaciones irreductibles inequi 
valentes es igual al número L de clases 
b) Grados Si d^ es el grado de la j 
tibie j = 1,2,...,L) 
re pre s e nt ac i ón irredu£ 
N/ d. es entero 
d 
L
 2 aj = N 
j = 1 
c) Relaciones de ortogonalidads Si las representaciones irre-
ductibles unitarias F ^ son bien inequivalentes, o bien igua-
les 
¿ C » » i*p¡> < ' I ¿ " > X - < Í J K ¿ ¿ ^ j 
de donde se obtiene 3.a relación de ortogonalidad de los caracteres 
L 
a ¡ 3) (a| k) X = cfjk 
a 1 
TABLAS DE CARACTERES.-
Es conveniente representar los caracteres de las diversas re-
presentaciones en una"tabla de caracteres" para el grupo dado. Las co 
lumnas vienen encabezadas por las diversas clases, precedidds del nú-
mero de elementos en dicha clase. Las filas vienen precedidas por 
las representaciones irreducibles» Los elementos de la tabla son los 
^.(ó) ^ Estas tablas dan, según veremos, menor información acerca 
del grupo que la que nos daría el conjunto completo de matrices de las 
representaciones irreducibles; pero esta información es suficiente pa 
ra la mayor parte de los propositos que buscamos en ellas9 y además 
reúne la peculiaridad, ya vista cuando dimos la teoría general de la 
representación que el caracter es una característica común a todas las 
representaciones equivalentes. 
Como ejemplo de tabla de caracteres, y antes de entrar de lle-
no en su formación general, consideraremos el siguiente ejemplo. 
Sean las siguientes matrices 
d __ f-1/2 - yi/2^ 
$¡3/2 - 1/2, 
- V 3 / 2 ^ | 
/' que forman grupo y cuya tabla de multipli 
~
 1 / 2 / " 
cación puede comprobarse es? 
B 0 D F 
E E A B c D F 
A A E D F B 0 
B B F E D C A 
C C D F E A B 
D D C A B F E 
F F B C A E D 
que pueden tomarse como representación de las operaciones de simetría 
do un triángulo equilátero con A,33 y C como rotaciones de IT alrededor 
de los ejes mostrados, D como rotación de 2 Tí/3 en sentido de las 
agujas de un reloj y en torno a un eje que pase por un centro y 3? 
otra rotación análoga, pero de sentido contrario o 
Pues bien, otra posible representación del mismo grupo puedo ser 
obtenida por ejemplo tomando el determinante de cada matriz. Con esto 
se reducen las matrices a simples £ 1, dando una representación unidi 
mensiona^.. Esta representación no es, evidentemente fiel ya que hay 
únicamente dos diferentes matrices mientras hay seis elementos en el 
grupo del que es representación. 
Finalmente, la representación mas trivial, y a la que ya hemos 
aludido antes, será lo que a cada elemento del grupo le corresponde 
el mismo número? la unidad, representación idéntica, como se recorda-
rá. 
Pues bien, vamos a representar la tabla de caracteres do estas t 
tres representaciones que hemos encontrado. Según se puede comprobar 
el grupo del que estamos haciendo !J.a representación, no es otro que 
el B^? un eje de simetría terciario y tres binarios. Sus elementos 
eran? E, C^, U^. Su número de clases? E —>1; 2;; Ug 3. Tomando 
los caracteres de la representación primera, queda en total? 
/ - 1 / 2 
E = ! I 
\V3>2 
\ 
£ A 
E 3
'
ü2 20
 3 
GJ 1 1 1 
G2 1 -1 1 
G3 2 0 
-1 
Según puede comprobarse entre ios 
elementos de las filas se verifica la 
relación expuesta anteriormente entre 
L f 
caracteres \ ' la (a);j)(a|k) Y 
a=í 
también que las columnas ¡Sorman. vectores ortogonales» Esto no es acci 
dente. Puede demostrarse que es cierto en general. 
CONSTITUCION DE LAS TABLAS DE GUACIERES .-
Aunque dadas de una manera general anteriormente, repetimos aquí 
las reglas de constitución de las tablas. 
1. El número de representaciones irreducibles es igual al número 
de clases de elementos del grupo. 
2. Las dimensiones d. de las representaciones irreducibles quedan 
3 2 
determinadas por el hecho de que 2?ld. = N, En la mayor parte de los 
casos tiene una tínica solución. Ya que el elemento identidad debe ser 
representado por una matriz unidad, la traza de una matriz de la cla-
se identidad es simplemente d.. Esto determina la primera columna, de 
( *) ^ la tabla, 2 3 (E)= d „ También, como siempre tendremos la representa 
3 
ción unidimensional en que cada grupo está representado por la unidad 
podremos escribir siempre la primera columna como 
r 1 J (%" ) = 1. 
3. Las filas de la tabla deben ser ortogonales y normalizadas a 
N, con un factor de peso 1 , o número de elementos en . Esto ess s : x ( i ) ( f ? k f x ( 5 V s k ) i = H « r « 
k . k 
4. Las columnas de la tabla deben ser vectores ortogonales norma 
h 
lizados a —- . Esto es 
ln k 
* N f 
i 1. 
X 1 (15k)¡ X 1 ( B e ) = -- C) ke 
"k 
5. Los elementos dentro de la fila están relacionados 
por (i ) . - (-0 ^ 
i x ' ( j e 3 ) i, r l j ( B k ) = d, C 1 X 1 (K ) 
i k ^ i e jke 
donde so n constantes definidas por la expresión que gobierna la 
multiplicación de clases k = IZ~ t fc e 
7 jke ^ 
Las primeras tres reglas serán usualmente suficientes para obtener 
la tabla de caracteres, pero las des últimas facilitan la inspección» 
En el caso de que los caracteres no fueran números enteros, el pro-
cedimiento es menos simple o 
DESCOMPOSICION DE REPRESENTACIONES REDUCIBLES.-
Como ya hemos visto, el caracter de una representación reductible 
G es la suma de los caracteres de las representaciones componentes irredu 
cibles Podemos escribir 
2 (S) = lp a, X (3)(R) 
donde X es el caracter de R y a. es el número de veces que G ^ aparece 
( ') ^ 
en G» Ya que X ^ (R) forma un sistema de vectores ortogonales, los coe-
ficientes del desarrollo a. pueden ser obtenidos como es usual mediante / «3 % el producto escalar con X 3yl(R)„ Asi queda 
2 1 X (R) X ( i )(R)* - JT 2 T
 a. X('j)(R) X(±)(R)*= N a. 
D 0 
R R D 
y de aquí 
a_. = N 1 t l T ^ h ü f X (R) = N V i X(í)(Gk)fi X(Gk) 
R k 
REPRESENTACION REGULAR , 
Dada la tabla de multiplicación de un grupo, podemos formar siempre 
una representación reducible denominada representación regular como si-
gues Escribir la tabla de multiplicación y reagruparla de nuevo las fi-
las de forma que corresponda a los inversos de los correspondientes en 
las columnas. De esta manera se obtiene solamente el elemento E en la 
diagonal principal» La matriz de la representación regular para el ele-
mento R del grupo se obtiene reemplazando R por la unidad y los demás 
por cero en la tabla resultante» Como ejemplo reagruparemos la tabla 
vista antes § 
a -R n Tí T? v 
/ > | 0 1 0 0 0 0 
i 1 o o o o o 
t 0 0 0 0 0 1 
& r e S(A) J 0 0 0 0 1 0 
"1 0 0 0 1 0 0 
'^  0 0 1 0 0 a -
E A B C D E 
%E A B C D E 
A"1 A E D E B C 
B-1 B E E I) C 
C"1 C D E E A B 
D- 1 E B C A E D 
E~1 D C A B "t? M E 
Evidentemente , en general X r e g (E) = N y (R) = O V R jé E 
ya que por construcción G r e g solo tiene elementos no cero en la diagonal 
la correspondiente a E, 
TEOREMA? la representación regular contiene cada representación irreduci 
ble un número de veces igual a la dimensión de la representación irredu-
cible. 
REPRESENTACIONES IRREDUCIBLES DE GRUPOS PUNTUALES 
GRUPOS PUNTUALES„ 
Un grupo puntual es un grupo de rotaciones en torno a un punto, es-
to es, de rotaciones en torno a ejes que intersectan en un punto. Esto 
los distingue de los grupos espaciales más generales que relacionan tras 
laciones y rotaciones según ejes que no intersectan. Daremos aquí unas 
consideraciones sobre sus aspectos mas característicos, su manejo y con-
cluiremos con algunos de ellos tabulados en las correspondientes tablas 
de caracteres. 
REPRESENTACIONES IRREDUCIBLES. 
Dado el número de elementos de cada grupo puntual y su estructura 
de clases, el número y las dimensiones de sus representaciones irreduci-
bles quedan fijadas por las reglas dadas anteriormente. Con ellas pueden 
construirse asi mismo las correspondientes tablas de caracteres. Esti ha 
sido hecho por numerosos autores y se adjunta una.serie de ellas. Hay, 
según se ha demostrado, 32 grupos que no han de ser tabulados todos ya 
que muchos son producto directo de grupos mas simples con el grupo de la 
inversión. 
Asi, por ejemplo, el grupo D está formado por el producto directo 
del D^ y el de inversión S = (E,
 n), esto es D ^ = D^ X S. Las tablas 
de estos dos últimos son? 
s E 
n 
D3 ' E 2C3 30-2 
A g 1 1 A1 1 1 
1 
A 
u 
T -1 A 2 1 1 -1 
E 2 -1 0 
multiplicándoles en la forma vista anteriormente para el producto tenso-
rial queda. 
3h . E 203 3 C 2 dT 2S3 3 € V Grupos isomorfos, co 
! 
A„ 1 1 1 1 1 1 1 mo es lógico, tendrán la 
A I 
A2 : 
1 1 -1 1 1 -1 misma tabla de caracte-
E! : 2 
-1 0 2 -1 0 res . 
A® ' 
1 1 1 1 
_ ¡ 
-1 En la tabla anterior 
A 1 1 
2 1 1 -1 -1 -1 1 pueden verse las diferen 
E» » 2 -1 0 
-2 1' 0 tes representaciones 
irreducibles representa-
das con unas ciertas letras» El convenio que se sigue es el siguiente? 
Las representaciones irreducibles monodimensionales vienen esquematiza-
dos con A ó B; las que poseen un caracter 4- 1 bajo la rotación principal 
C n se denominan A° las que -1. B. Las representaciones bidimensionales 
se designan con E y las tridimensionales con T. Cuando hay presente una-
inversión, se acostumbra a poner un subíndice £ o u según que sea par 
o impar a ella respectivamente * 
Además, se suele poner al lado de cada representación irreducible, 
una lista de las coordenadas, las formas cuadráticas de las coordenadas 
y las rotaciones R R R según las respectivos ejes, de acuerdo a qué x
 y 
representación se transformen. 
Como ejemplo consideremos el grupo C 2 v cuya tabla es 
C 2v 
^ y 
2 
s 2 * i A 
X 
y E 2 
A 
X Z ; R ,2 
• y 
B 
X 
B 
L1 
l2 
52 
E 
°2 C v S 8 v 
1 1 1 1 
1 1 -1 -1 
1 "1 1 -1 
1 -1 -1 1 
En nuestra rotación <$ es una reflexión en el plano xz y y - . - y 
el y z, Los efectos de cada una de sus operaciones sobre las tres coor 
en 
denadas es 
(x) (x) 
)y) = (y) 
( x ) 
(-y) 
(-*) ( x) ( x) 
(-y) P^r (-y) =(-y) P Í 
( x) (rx) ( y) = ( y) 
"
E
 H (z) (I) " ( 1 ) z) (zJ) (zf ( z) 
vemos que las coordenadas x, y, z se transforman así según las represen 
taciones B^, B^ y 1 respectivamente, o formalmente 
P x 
R X 
G ^ (R) x PT, y 
n 
= G ( B2)(R) y 
V 
G ( V ( R ) Z 
ESCUELA TE CUICA SUPERIOR I)E INGENIEROS DE TELECOMUNICACION 
PROPIEDADES MAGNETICA 
DE LA MATERIA 
1 INTRODUCCION. 
Es conveniente agrupar las propiedades magnéticas de los 
solidos bajo los tres siguientes encabezamientos. 
(i) diamagnetismo 
(ii) paramagnetismo 
(iii) ferromagnetismo, antiferromagnetismo y ferrimagne-
tismo ® 
Veremos aqui de una manera global las propiedades de estos 
tres grupos sin estudiar muy a fondo los detalles cuantitativos de los mismos. 
Igualmente, en la mayor parte de los casos nos limitaremos a un estudio mas o 
menos macroscópico del fenómeno , sin llegar a detallas del proceso microscó-
pico» La teoria cuantica, que nos daria una idea mas real , de las propieda-
des magnéticas de la materia, aparte de presentar la actual una notoria comple^ 
jidad, reúne la característica de que aun no está elaborada completamente por 
lo que no parece adecuada su exposición Bigurosa aquí. 
Daremos priipero un breve repaso de algunos conceptos ma-
croscópicos que luego usaremos. 
Cuando una sustancia se coloca en un campo magnético H, apa 
rece un momento magnético M por unidad de volumen. Para materiales isótropos 
M y H son vectores paralelos y la susceptibilidad X definida por 
M = X H (1.1) 
es entonces una cantidad escalar» En sustancias anisotrópicas, X es un tensor» 
En el caso de que M se refiere a una molécula gramo, se introduce la suscepti 
bilidad molar X • Todos los átomos o iones producen -una contribución diamag-
m 
netica a la susceptibilidad total, aunque pueda quedar enmascarada por los — 
otros tipos, es una consecuencia del momento magnético inducido en los átomos 
por un campo externo. Recordemos que el diamagnetismo puede compararse con la 
polarización electrónica en un campo electrico. Existe, sin embargo, una dife: 
rencia esencial, en el caso eléctrico el momento inducido se alinea según la 
dirección del campo aplicado, conduciendo a una susceptibilidad electrica posi_ 
tiva en el caso magnético el momento inducido produce una susceptibilidad nega 
tiva. 
Ambos son osencialmcnte independientes de la temperatura» 
El paramagnetismo roquééEe la existencia de dipolos magné-
ticos permanentess y la susceptibilidad paramagnética es aUpüoga de la suscejD 
tibilidad oriental asociada con los dipclos eléctricos permanentes»Ambos casos la 
sustibilidad es positiva y dopdndionte do la temperatura«Las propiedades corres-
pondientes al grupo (iii) requieren también la existencia de dipolos magnéticos 
permanentes y además una interacción relativamente fuerte entre ellos» 
La inducción magnética B puede ser definida como 
B = ]i
 q( H + M ) = p.Q(l + X ) H = p. H 
donde yw, se denomina permeabilidad» A menos que se diga lo contrario, supon-
dremos a H, M y B vectores paralelos y por ello será un escalar,- Para mate_ 
riales _ y diamagnéticos, la ilidad es una constante» Para las propioda 
des mencionadas como (iii) la relación entre B y H es mucho mas complicada -
mostrando ciclo de histerésis como veremos luego. 
Las sustancias pues con susceptibilidad ma 
magnética negativa, serán las que lla-
maremos diamagnéticos y las con positi-
va, paramagnéticas, La representación 
de las mismas en función de la temperatura 
puede verse en la figl 1. Quedan alli 
representadas también tros tipos de pa-
rama&nétj oros g los de Langevin, de — 
Van Vlak y de Pauli para los metales» 
2® DIAMAGNETISMO 
2.1 ORIGEN DE LOS DIPOLOS MAGNETICOS PERMANENTES 
Como fue postulado por la hipótesis de .^ ¡rpere, los dipolos 
magnéticos tienen su origen en el flujo de corrientes eléctricas.De la teoria 
de la electricidad es bien conocido , por ejemplo, que una corriente circular 
estacionaria circulando en un plano produce un campo magnético que a grandes 
distancias puede ser descrito como resultante de un dipolo magnético» 
li = I s/c (2.1) 
(Emplearemos de aqui en lo sucesivo el sistema de Gaus para nuestra formula-
ción. Lq, constante c que aparece en las fórmulas es la velocidad de la ley)(l 
I 
'para, n i ag netis m o 
L<Ui<3<ívm. 
ík.rcLir.a<3net;.smt> di lW- VPetk 
Pa^'wa.^ft.e'tLíijxo de Ruj?¿ (meta-
tic-o. m j neti-j i n e 
Ftj.l. 
es la corriente y S el area del bucle) La dirección del dipolo os perpendicular 
al plano del bucle. 
Empleando esfa relación, podemos considerar el momento del dipolo magnético 
asociado ¡son un electrón que describo una órbita circular de radio r con una 
velocidad angular ü) , La corriente del bucle en este caso es —e tu /2 ft , por O e 
lo que, de acuerdo con (2.l) el momento del dipolo magnético asociado con la 
órbita del electrón es 
]í =-e CüQr2/2 C (2.2) 
Es interesante relacionar este momento con el angular del electrón que en es-
2 
te caso es m uj r . Asi tenernos 
o 
\i = ~(e/2 me) X momento angular (2.3) 
El signo menor indica que el momento del dipolo señala una dirección opuesta 
al vector que representa el momento angular. 
2.2 EEPASO DE LOS NUMEROS CUANTICOS 
Vamos a hacer aqui un pequeño repaso de los números cuánti-
cos que se suelen emplear en la tooria atómica. No daremos justificación de los 
mismo* 
2.2 Número cuántico principal n_ t determina la energía de la órbita^ puede 
tomar solamente valores énteros n = 15 2 2 3? ooo Los correspodientes niveles 
electrónicos se dorignan con K, L, N, N, ... 
2.2,2 EL momento angular de la órbita viene daterminado por el número cuánti-
co ¿5 que queda limitado al rango de valores. 
1 = 0, 1, 2
 ? ... (n - 1) (2.4) 
El momento angular total asociado con un valor dado do es 
t, [i (l
 + i)] ^  (2,5). 
Los electrones asociados con los estados 1 = 0, 1, 2, 3,... so denominan, res-
pectivamente, $, p, d, f, g,.,, Hay que señalar que los electrones en un estado 
S tienen siempre momentoangular cero y por ello un momentomagnético nulo también 
2,2.§ Los componentes posibles del 
momento angular a lo largo de al- fj i 
gima dirección especifica (tal como 
la dirección de un campo magnético 
externo H) quedan determinadas por 
el número cuántico magnético m^ — 
donde m queda restringido al con 
junto de valores 
m = l, (£• - l),.. 
met i l 
tr^-o 
Fig. 2al 
(í ~ 1): (2.6) 
Si por ejemplo , un electrón p tiene las componentes po-
sibles del momento angular a lo largo de la dirección de un campo magnético 
, 0, — P> . Consecuentemente? las componentes posibles del momento magnéti-
co a lo largo de la dirección de un campo magnético aplidado son (Fig. 2.1) 
-e /2mc , 0, e ti /2mc 
La cantidad eK/2 me = 09927.10" erg/oersted es llamada 
el magnetón de Bohr y será designada por p, , 
2„2a4 Hasta aquí hemos descrito al electrón simplemente como una partícula 
de c§rga e y masa rc„ Sin embargo el electrón mismo tiene un momento angular 
conocido como spin. Las posibles componentes del momento angular del spin a — 
lo largo de la dirección de un campo externo son ±^/2. Esto ha conducido a 
la introducción del número cuántico de spin. s= + l/2 
En la base de (2.2) debia esperarse que el spin del electrón 
daria lugar a una componente de medio magnetón de Bohn. Debe recalcarse, sim 
embargo, que para el spin la relación (2.2) no es válida , De hecho la compo_ 
nente del momento magnético |i del spin a lo largo de su campo externo vie-SÍ— 
ne dado por 
(e/2 me) ( "fc /2) ( 2 . 7 ) 
\ 
1A¡ 
donde g áe denomina factor do descompo-
sición espectroscópico o razón giromagné 
4 tica. Para el spin del electrón g = 
= 2,0023, esto es, el spin del electrón 
Fig» 2.2 
da Ijigar a muy próximamente un magnetón de Bofrr en dirección (u compuesta) 
de un campo externo H„ La razón para el nombre de "factor de descomposición" 
es la siguiente. Consideremos un electrón con spin l/2 y sin momento angular 
orbital, bajo la influencia del campo magnético H. Como queda explicitado ©n 
la fig. 2.2, esto da lugar a dos niveles de energía separados por una energía 
9 
A E = 2 | \ls2 I H= g (e/2 me) \ H = g ^ H (2.8) 
Por ello g determina el intervalo en el que el nivel original se ha desdoblado 
2.2»5 El momento angular orbital y el spin pueden combinarse vectorialmente 
para dar el momento angular total5 este último se determina por el número cuan 
tiero j. Por ello, para un electrón con un cierto 1 y un spin de l/2, j so-
lo puede tomar los valores 1 + l/2. En átomos conteniendo un cierto número de 
electrones, los vectores 1 pueden combinarse para dar una resultante L, y los 
vectores S para dar otra resultante S. Este tipo de combinación se denomina s> 
acoplo Russell—Sanndersf es el único tipo que consideraremos aquá, |ias resul-
tantes L y S se combinan entonces para formar el momento angular total J del 
sistema electrónico total del átomo. Para tales átomos, ol factor de descomp_o 
sición espeetroscópico viene dado por la formula de fiando 
J(J + l) + S(S + l) - L(L + l) 
S
 2 J (J + l) 
A fin de predecir el momento dipolar asociado con el sistema 
electrónico do un átomo dado, las consideraciones anteriores deben combinarse 
con el principio de Pauli y las reglas do Hund. 
Según el principio de Pauli, solamente un electrón puede -
ocupar un estado definido por el conjunto de números cuánticos n, 1 y S. 
Se puede ver fácilmente que esto conduce de forma directa a la conclusión de 
que las capas electrónicas llenas no contribuyen al momento magnético de un 
átomo. Por ello el momento magnético en los átomos resulta do las capas imcom 
pletamente llenas. Mirando esto último, las reglas de Hund establecen que para 
el estado básico do tales átomos; 
(i). Los spines de Electrón so suman para dar el máximo 
S posible de acuerdo con el principio de Pauli. 
(ii) Los momentos orbitales .se combinan para dar el máximo -
valor para L q-ue sea consistente con (i) 
(iii) Para una capa incompletamente llena 
J = L — S para una capa monos do la mitad ocupada 
J 5= L + S para una capa mas da la mitad ocupada 
2+ 
Como ejemplo , consideremos el ion Cr , con una configura-
ción electrónica 1 2 S2, 2 p^, 3 S^, 3 3 Todas las capas están 
llenas excepto la 3 d, que contiene 4 electrones. Para una capa d, 1 = 2 , por 
lo que de acuerdo con (2,6) mg tiene 2 1 + 1 = 5 valores posibles. Cada uno 
de estos puede acomodar 2 electroiies (S = + l/2) , por lo que el máximo número 2 
de electrones en el nivel 3 d es 10. En el C^
 s la capa 3 d está por ello me® 
nos de la mitad ocupada. Le acuerdo ccn la regla de Hund (i), tenemos S = 2. 
Los valores posibles de m^ son + 2, + 1, 0, -1, -2 . Si colocamos los cuatro 
electrones todos ccn un spin + l/2 en los primeros cuatro de estos, obtene-
mos L = 2, que es el valor máximo consistente con la distribución de spin. -
Le aquí, de acuerdo con (iii), tenemos en este caso J = 0» 
Otros átomo o iones pueden tratarso de forma similar y de 
los valores S, L y J. el momento puede calcularse de (2,9) y (2,7), 
Momentos magnéticos nucleares 
Hasta aquí hemos mencionado solo el movimiento orbital y e 
el spin de los electrones como posibles contribuidores al momento magnético 
del átomo. Otra contribución puede proceder del momento magnético nuclear. 
Este último se expresa en magnetonos nucleares, en analogía con el magnetón 
de Bohr, definidos por 
]in= e X\ /2 Mpc = 5,05,10~24 erg/oersted (2,10) 
donde M^ representa la masa de un proto'n. Así, los momentos magnéticos nuclea 
res son mas pequeños que los asociados con los electrones en un factor e<J 10"^  
Los momentos magnéticos nucleares son un resultado del momento angular nuclear 
(spin nuclear). 
Sumarizardo vemos que los dipolos magnéticos se originan 
de j 
(a) el movimiento orbital de los electrones 
(b) el spin del electrón, 
(c) el spin nuclear= 
2,3 DIAMAGNETISMO Y PRECESION DE LARMOR 
El principio básico del comportamiento diamagnético pu...de 
ser ilustrado fácilmente con referencia a la bien conocida ley de Leny de la 
Electricidad» 
Consideremos una corriente cerrada con un campo magnético 
asociado» Cuando se intenta cambiar el flujo magnético encerrado por el bucle 
aplicando un campo magnético externo H, se induce una corriente de dirección 
tal que el campo magnético resultante de la corriente inducida contrarresta al 
campo H. Supongamos ahora que la resistencia eléctrica del bucle es nula? la 
corriente inducida persistirá entonces taAto tiempo como esto presente el eam 
po externo. Tal situación se cumple en el bucle de corriente asociado con el 
movimiento de un electrón en un átomo. Consecuentemente, cualquier órbita até 
mica producirá una contribución negativa a la susceptibilidad magnética» 
orecesión de Larmor 
Consideremos la influencia de un 
H y 
campo magnético sobre el movimiento de un 
átomo cuantitativamente . Con referencia 
a la fig. 3.1? asumiremos una dirección 
arbitrária para el vector momento angu-
lar M , relativo, al campo H. 
a' 
Fig. 2.3 
El momento dipolar magnético os. 
cíe acuerdo con (2.3) 
\i = - (e/2 me) (2.1$ 
El campo magnético produce un por p. xH en el dipolo, por 
lo que, de acuerdo con la Mecánica Newtoriano, podemos escribir» 
(d/dt )M = )iiH = - (e/2mc) H x M 
n. 
(2.12) 
Esta es la ecuación de movimiento de un vector M en preci 
sión en torno a H con frecuencia angular 
Il/2 no (2.13) 
donde OJL^  s s Ia frecuencia do Larmor. Esto puede vorse también de la fig. 
3.15 en la que para una precesión del tipo (3®3) 
d M = X M dt « (§/2rac) H x M dt 
a a a 
de acuerdo con (2.12), Vemos que e/2 me = 1,4010^ S ^ gauss~\ por lo que aun 
para un campo de 10^ gauss la frecuencia de Larmor (U es mucho mas pequeña -
que la obtensión de (2.13) se basa en la suposición de que M es independien-
te de H, esto os, se supone que la órbita no s-s deforma bajo la influencia -
del campo magnético. Para una primera aproximación, esto os correcto. 
Le lo que hemos dicho hasta aquí, se infiere que bajo la -
influencia de un campo externo, el plano do la órbita no os estacionario, sino 
que precede en torno a H. Como un resultado do la carga del electrón, la pro-
cesión produce un momento magnético inducido con una componente opuesta a la 
de H . Do hecho, de acuerdo con (2.3), esta componente es igual a 
( ^ inf)H = - (O/2 ME) M 0)L < Q 2> = - (e 2 / 4 EC 2 ) E < Q 2 > (2.I4) 
2 donde < Q > es el radio cuadrático medio de la proyección do la órbita sobre 
un plano perpendicular a H. Cuando esto tratamiento se extiende a un sólido 
3 
contenido IT aatomos por cm , cada átomo conteniendo Z electrones, so obtiene 
para la susceptibilidad diamagnética definida como el momento inducida por 
3 
cm por gauss® 
X = - N Z (e2/6 me2 ) < r2 > (2,15) 
dxa 
Aquí hemos supuesto que la distribución de la carga de los átomos tiene sime-
3 
2 2 
tria esférica, por lo que < r > = --- < Q >reprosonta la distancia cuadrá-
tica media de los electrones al núcleo, 
4 (Para una distribución esférica de carga 
2 ? 2 
< X > = < / > = < Z » 
y es v 
< r2 > = < X2 > + < y2> + < Z2 > y < Q2 > = < X2 > + < / > 
La susceptibilidad diamagnética está por ello determinada 
esencialmente por la distribución de carga en los átomo, Notar que X es nega-
P 2. 2 22 ""3 ti va. Con < r > = 10~ cm y cofa. IT ~ 5«10 cm , se obtiene 
% =f 10~7 z « ÍCT6 
3. PARAMAGNETISMO 
El paramaghotismo electrónico (contribución positiva a %) 
se encuentra en i 
(a) Todos los átomos y moléculas que poseen uñ número impar 
de electrones pues en este caso el spin total del sistema no puede ser nulo. 
Ejemplos i los átomos libros de radio, el oxido nitrico gaseoso (NO), los ra-
dicales libres orgánicos talos como el trifenilmetilo C(Cg E~), 
(b) Todos los átomos y iones libres con una capa interna in 
completa^ elementos de transición 5 los iones isoelectrónicos con elementos 
2 + 
de transición^ las tierras raras y los elementos acifcinidos. Ejemplos? Mn , 
3+ a + 
Gj , U « Las propiedades paramagnéticas so observan en muchos de estos iones 
cuando so incorporan a los sólidos y como iones en disolución
 9 pero no invarisi 
blemente. 
(c) Un corto número de compuestos diversos con un número par 
de electrones incluyendo el oxigeno molecular y los radicales dobles orgánicos 
(d) Los metales. 
3.1 TEORIA CLASICA DEL PARAMiGNETISMO 
Consideremos un medio constituidos por lí átomos por unidad 
de volumen llevando cada uno un momento magnético dipolar jl „ Supongamos que 
la interacción entre los dipolos es debí£s por lo que el campo en el que el 
un dipolo dado se encuentra os igual al campo aplicado H. Supondremos aqui % 
que el campo magnético os constante o varia lentamente con el tiempo. En la 
te oria clasica se supone que los dipolos rotan libremente. La imanación re-
sulta de la orientación de los momentos magnéticos por -1a acción te un campo 
aplicado^ el desorden térmico se opone a la Tendencia del campo a otientar -
los momentos. La energía do interacción con un campo magnético aplicado ess 
E = - | i . H = -p. H eos -9- (3—l) 
en donde & es el ángulo entre el momento y la dirección del campo. La imana-
ción será 
M = Ibp, < eos & > (2-3) 
siendo N el número de moléculas por unidad de volumen y < eos $ > el valor 
medio de una distribución en equilibrio térmico. 
10 
Según la ley de distribución de Boltzmann, la probabilidad 
relativa de encontrar una molécula en un elemento do ángulo sólido d Q es -
-E/KT 
proporcional a e y por ello 
< cos = 
-E/KT / f -E/KT 
e cos $ d Q/Je d Q (3.3) 
la integración debe extenderse a todos los ángulos solidos posibles, o sea, 
H cos /KT i HCOS-9/KT 
< cos-9->= / 2% sen & cos e áM I 27tsen •& e % 
haciendo x = cos y a = p. H/KT queda 
1
 / 
< cos^ - >= 
ax 
x dx 
J 
e a x dx= ctha at L (a) 
(3-4) 
La función L (a) se denomina la función de Langevin . En la fi{->« 3.1. ha si-
/ \ / / • * • / \ do re presentadla. L (a) en función de ¿ ' , vi) 
a= JIH/KT. Se ve que para altos — 
Valores de a, esto es, para grana-
dos valores del campo, la función 
se aproxima a la unidad. 
Con lo anterior 
se obtiene finalmente 
M = NV- L (a) 
Para valores p. H < < KT ( a< < l), L( a) = a/3 , con lo que 
M s N li2 H/3KT Ó X= N pt2/3KT (3-6) 
—20 
Puede verse que p. es del orden de un magnetón de Bohr ¡= 10 
erg/gauss, por lo que para un oampo de 10^ gausses, p.H 10 erg. A la 
temperatura ambiente KT/3m- 10~1¿®" erg, por lo que la condición |iH « KT 
se satisface excepto para muy bajas temperaturas. La relación X = cte/T se 
conoce como ley de Curie. 
3.2 TEORIA CUANTICA DEL PARAMA G3JETISM0 
De acuerdo con la teoria cuántica, el momento magnético per-
manente ele un átomo ciado o ion no rota libremente, sino que queda restringi-
do a un conjunto finito de orientaciones relativas al campo aplicado® Conside_ 
remos así un medio conteniendo 1\F átomos por unidad de volumen, el total nú-
mero cuántico del momento anguLar do cada átomo sea J (combina el momento an-
gular arbital total L y el spin total 3 del sistema electrónico por átomo)® De 
acuerdo con 2,1 esto da lugar- a las posibles componentes del momento magné-
tico» 
1 g u donde M. = J. (J l), - (J-l), -J (3-7) 
J 13 3 
aqui M^ es el número cuántico magnético asociado con J. La energía potencial áe 
un dipolo magnético con una componente M. g P según H es - M . g p^ Jí, por 
J B 3 -0 
lo que de acuerdo con la mecánica estadística, la magnetización viene dada -
por 
? M. gp eip(l g pg H/KT) 
M = IT ¿ £ ^ f- - (3 -&), 
+ j 
2 exp(Mj g p B H/KT) 
-j 
El coeficiente de 11 en la parto derecha es la media estadística de la compo_ 
nente del momento magnético por átomo según H. 
Podemos distinguir aquí dos casoss 
(i) Mj g p.g H/KT « 1„ Bajo estas circunstancias las exponenciales de (3-8) 
pueden aproximarse por (líM. g Ji^  H/KT) y realizando las sumas se encuen-
tra fácilmente para la susceptibilidad paramagnética. 
X = I/H = 1 2 J (j+l) p 2 
g B
 /3KT (3 - 9) 
Este resultado es idéntico al resultado clásico (3 - 6) ya 
que el momento magnético total IL. asociado con j viene dado por? 
D 
p 2. = g2 J(j + 1) p l (3 - 10) 
(ii) A bajas temperaturas y campos magnéticos intensos la condición dada en 
(i) no se satisface y (3 - 8) deberá calcularse sin aproximar los exponen -
cíales. Operando se llegó as 
M = % J P B B¿ (x) (3 - 11) 
donde x = g J p H/KT y B_.(x) es la función de Briilonin definida por 
J 
2 
B ,.(x) = cth 
3
 2 J 
T _ - 12 J+ 1 (2J + l) X 
2 J 
1 I X \ 
cthj — (3-12) 
2 J \ 2J / 
Físicamente hablando, este resultado implica saturación de la magneti-
zación a bajas temperaturas, esto es, todos los dipolos estarán dirigidos fi-
nalmente según H. En este respecto (3-11) es la análoga de la expresión de -
Langevin (3-5)? Ia diferencia, estriba únicamente en la notación libre de los 
dipolos. Be hecho, si J-¡» (infinito número de orientaciones posible®), la 
expresión de Brillouin pasa a ser idéntica a la de Langmuire 
El orden de magnitud de la susceptibilidad paramagnética de un sólido 
3 22 
por cm puede estimarse de (3-9)» Con N ~ 10 y un momento dipolar de un mag 
-5 
netón de Bohn, se obtiene X 1/300 Te A la temperatura ambiente X~ 10 5 o 
—3 —2 
lsK X = 10 - 10 , Estos valores son de importancia en conexión con la si-
guiente cuestión^ en la teoria de la polarización dieléctrica de un sólido, 
era necesaria la introducción da un campo eléctrico interno, esto os, el campo 
actuando sobre un átomo dado estaba representado por la suiga del campo aplicado 
y el campo debido a la polarización de los vecinos, las aquí , para la anterior 
derivación de la susceptibilidad magnética, el campo magnético que actuaba -
sobro el dipolo magnético se suponía era igual solo al campo aplicado H. La 
justificación para esto es la siguientes el ordon do magnitud del campo inter 
no viene dado por H + f M = H(l + y X ) donde J ~ 4° De aquí, el error fun-
cional hecho despreciando la corrección del campo interno os del orden de X 
Como hemos visto antes, este es pequeño para materiales paramagnéticos. 
Debe mencionarse finalmente quo existo también una contribución para-
magnética independiente de la temperatura a la susceptibilidad a bajas tempe-
raturas» 
Es el denominado paramagnetismo de Van Vleck» 
4, HAMILT0NIAN0 DE UN ELECTRON EN UN CAMPO MAGNETICO 
Es interesante considerar el problema del para y el diamagnetismo des_ 
de un punto do #ista diferente, partiendo de la ecuación de Lorentz para la -
fuerza quo actúa sobre un electrón moviéndose en un campo combinado eléctri-
co y magnético® 
e 
F = _
 e E V x H (4-l) c 
No considoraromos aqui al spin del el Potrón. Habiendo definido el po_ 
tendal vector magnético A por la relación H = V x A , el hamiltoniano de un 
electrón en un áampo magnético, os una función de la forma. 
(p - e A/cf " ' 
2 m 
+ U (x, y, t) (4.2) 
donde ü(x, y, 2) es la energía de la partícula en el campo eléctrico externo. 
Elevando al cuadrado quedará 
1 e e \ jí^  e e2 
35. = — í s 2 p.A -XuA - — A.p + A 2 ] + U (X, y, 2) 
2m c o / \ c C~ 
* (4,3) 
En mecánica Suántica, en la representación de Schrodinger, el momento 
P es el operador — i M V § con o lio el ¡Hamiltoniano resultante será el de — 
la partícula libre mas unos sumandos debidos a la presencia del campo magnéti 
co. Estos sumandos song 
2 
XG "j^* O 
' = - — — ( V . A + A. v ) + A^ (4.4) 
2 me 2 me 
que pueden tratarse como una pequeña perturbación , Si suponemos a la compo-
nente z en la dirección del campo magnético, esto os 
H = H = 0 y H = H (4.5) 
x y z 
quedará 
1 1 
A = y H A x H A =0 (4.6) 
x 2 y 2 2 
con lo que (4®4) se conviente en 
ie.t\H v e2 H2
 ? 
a» = (
 x _2_ _ y _£.„ ) + _____ + y ) (4.7) 
2 me by bs; 8 me 
Ahora táen, de la definición de momento angular 
M = r x p 
a 
se infiere que el primer sumando resulta proporcional a su componente Z 
X P - y P = (M ) 
y x a z -
- 14 -
Y como por otra parte, si el movimiento del electrón estuviera asocia_ 
do con un momento dipolar magnético permanente |l , contribuirla con un tér-
mino - U ,E = - p. ^ H en el Jlamiltoriano, el primor término puede ser iden-
tificado también con P- H, por lo quo 
e 
= - ( x P, - y P j 
2 me £ x 
y recordando la rilación (2.3) ?se llega a que la relación 
e 
p. = - — — x momento angular 
2 me 
entre el momento dipolar permanente y el momento orbital angular se obtiene — 
de forma directa del íPiamiltoriano. 
2 
En segando lugar, si nos fijamos en el término de H en la expresipn 
(4*7) si hubiéramos expresado el Jlamiltoriano para los electrones asociados con 
un volumen unidad de una sustancia conteniendo N átomos y cada uno con 3 elo£ 2 
tronés, el termino en H sería „ 
N (e2/8 me2) H2 2 (x. + y. ) = 1TZ (e2/8 me2 ) H2< -.2 > (4,8) 
i=i 1 1 
donde< (^representa la media de los cuadrados do los radios de las proyeccio-
nes de las órbitas en un plano perpendicular a H„ Ahora, si el campo magnéti-
co induce un momento de dipolo en el material, el correspondiente término de 
de la energía deberla ser euadrático en H. Por Silo (4®8) debe ser considera-
do el termino energético asociado con el diamagnotismo del'sólido. Comparando 
(4*8) y el valor de la energía por unidad de volumen X H2 se obtiené 
2 
2 
x
 d i a = - N Z (e2/4 me2) < Q2 > = - H Z (e /6 me2) < r2 > 
2 
donde < r > representa la distancia cuadrática media de los electrones a los 
núcleos. Vemos que este resultado es idéntico al (2®15$ 
EERROMACNETISMO.-
5.1 Consideraciones preliminares.- los materiales ferromagnéticos 
son aquellos que poseen un momento magnético espontáneo, es decir, un 
momento magnético incluso en ausencia de un campo magnético aplicado. 
Definimos asi una imanación de saturación M_ como el momento magnético O 
espontaneo por unidad de volumen. Por encima de una temperatura critica 
©f, conocida como temperatura ferromagnética de Curie, la magnetización 
espontánea desaparece y el material pasa a sar paramagnético. Un poco 
por encjma de la temperatura de Curie, la susceptibilidad sigue la ley 
de Curie-Weiss 
X = C/ (T-e) (5.1) 
donde C es la constante de Curief la temperatura © se denomina tempera-
tura paramagnética de Curie y usualmente es algunos grados mayor a ©^. 
la teoría del ferromagnetismo se centra en torno a las dos siguien 
tes hipótesis establecidas en 1.907 por Weiss. 
(i) Una especie ferromagnética de dimensiones macroscópicas con-
tiene, en general, un cierto número de pequeñas regiones (dominios) que 
se encuentran espontáneamente magnetizados? la magnitud de la magnetiza 
ción espontánea de la especie viene determinada por la suma vectorial 
de los momentos magnéticos de los dominios individuales. 
(ii) Dentro de cada dominio la magnetización espontánea se debe 
a la existencia de un"campo molecular" que tiende a producir una alinea 
ción paralela de los dipolos atómicos. 
Solamente unos pocos materiales muestran ferromagnetismo. Estos 
incluyen los elementos Ee, , C0, y Dy, sus aleaciones entre ellos 
y con algunos otros elementos, y unas pocas sustancias no conteniendo 
ninguno de los elementos antes citados. La gran mayoría de los materia-
les ferromagnéticos son metales o aleaciones 5 unos pocos, sin embargo 
son compuestos iónicos, tales como Cr Br-^ , Eu 0^, Eu S, Eu Se, Eulg, 7 
Eu Si 0^. Los materiales ferrimagnéticos también presentan magnetización 
espontánea; son los que veremos más adelante. 
Los elementos Ib, Ho, Er y Tm son también ferromagnéticos a bajas tempe, 
raturas o 
Los dos fenómenos establecidos en las hipótesis de Weiss llevan 
consigo la división del estudio del ferromagnetismo en dos grandes áreas. 
La primera se refiere esencialmente al origen y propiedades de la rnagne 
tización espontánea dentro de un dominio aislado. La segunda se refiere 
al comportamiento de la magnetización de una especie con un campo magne 
tico aplicado. La especie consistirá, en general, de varios dominios? 
sin embargo, bajo ciertas condiciones, podrá ser uno solo. 
Estudiaremos únicamente la teoría clásica de la magnetización es-
pontánea desarrollada por Weiss. En esta teoría fenomenológica la inte-
racción fuerte entre los dipolos atómicos, denominada campo molecular o 
de Weiss, se supone es proporcional a la magnetización. El origen de es 
te campo reside en las fuerzas de intercambio de la mecánica cuántica y 
queda fuera de nuestro fin actual. Aunque la teoría de Weiss es satlsfac 
toria en los puntos principales existen unas ciertas diferencias en los 
detalles, diferencias que se corrigen- con otros modelos más reales. 
5.2. Campo molecular de Weiss.- La magnetización espontánea impli 
ca una cooperación entre los dipolos atómicos dentro de un dominio sim-
ple, esto es, debe existir una especie de interacción entre los átomos 
que produce la tendencia para la alineación paralela de los dipolos ató 
micogáiagneticos. A fin de obtener una descripción fenomenológica de la 
magnetización espontánea, Weiss supuso que el campo molecular H m actúan 
te sobre un dipolo dado debe ser escrito en la forma 
H m = H 4- ¡f M (5.2) 
donde H es el campo externo aplicado, M es la magnetización y t 
es la constante de Weiss. Claramente se ve que el termino í) M da el efe£ 
to cooperativo. Sin dar lina interpretación física de la constante ^ , 
mostraremos aguí que un campo de la forma (5.2) conduce a la magnetiza-
ción espontánea, a la existencia del punto ferromagnático de Curie y a 
la ley de Curie-Weiss (5.1).Usaremos la teoría cuántica de la magnetiza 
ción mejor que la teoría clásica de Langevin usada por Weiss en su ar-
tículo original. 
Consideremos un sólido conteniendo N átomos por unidad de volumen 
cada uno de los cuales con número cuántico de momento angular total J 
(que incluye la contribución orbital total L y la contribución de spin 
total S). De acuerdo con los resultados vistos en 3? se podrá escribir 
para la magnetización. 
M = Ng g J B^ (x) (5.3) 
donde para sólidos para,magnéticos x = g M H J/KI. Para materiales fe-
D 
rromagnéticos reemplazaríamos H por H , de acuerdo con la suposición 
(5.2)5 ya que es Hm el campo actualmente visto por un dipolo atómico da 
do. Asi, en el caso actual 
x — g (H J- Í'M) J/ KT (5.4) 
ya que lo que nos interesa es la magnetización expontánea, será H = 0 y 
asi 
M = x K T/ # g J (5.5) 
Como M debe satisfacer (5.3) y (5.5), su valor a una temperatura 
dada deberá obtenerse del punto de intersección de los dos correspondie n 
tes M en función de x, como queda indicado en la fig. 5.1. Notar que 
(5.5) es una recta de pendiente proporcional a I. De la fig.5.1 se ve 
que para T <6^, se obtiene un valor no nulo para M, aunque sea nulo,H=0, 
el campo externo aplicado. De aquí que pa 
ra I < tengamos magnetización expontá-
nea. Para T = la pendiente de la rec- ^ 
ta representada por (5.5) es igual a la 
de la tangente de la curva (5.3) en el 
origen. Por ello, para I > la magneti 
zación espontánea,desaparece. , 
1 • Es evidente, por otra parte, qué 
deberá existir una relación entre la tern . ¡ 
peratura de Curie ©f y la constante del FIG.5.1 
campo molecular ¿f; de hecho, se espera que incremente con ya que 
la tendencia para un alineamiento paralelo crece para mayores „ A 
fin de establecer esta relación, hacemos uso del hecho de que para 
x « 1 ( cerca, del origen en la fig, 5*1), la función de Brillouin viene 
dada, aproximadamente por 
B- (x) ^  (J 4- 1) x / 3 J x 1 (5.6) 
de aquí que la tangente de la curva (5.3) en el origen tenga una pen-
diente igual a ^g/*^ (J ± l)/3. Haciendo esta igual a la de (5.5) para 
T = ©-£>, se obtiene 
3 K @ f/ 5* = N^2 J(J4- 1) = N (5.7) 
donde yKes el momento magnético total por átomo. De aquí que 0^ es pro, 
porcional a la constante del campo molecular. 
Consideremos ahora la susceptibilidad en la región por encima de 
la temperatura ferromagnética de Curie. En esta región la magnetización 
ocurre solamente cuando se aplica un campo externo H ya que no hay mag-
netización expontánea. Por ello, para campos suficientemente pequeños 
con los que nos encontramos lejos de la. saturación, podemos aproximar 
la aproximación (5.6) para B. (x) y (5.3) pasa a ser 
0 
M = N_ (J 4- 1 )x/3 (5.8) 
/ 
donde x viene dada por (5.4).Despejando M/H después de sustituir x en 
(5.8) se obtiene fácilmente la ley de Curie-Weiss. 
% = M/H = C/(T-Q) (5.9- ) 
donde C = N jJ^/lK y © = $ N ^ 2/3K = ^ C. Notar que el valor obtenido 
aquí para 8 es idéntico con el obtenido para de la expresión (5.7), 
En otras palabras, la teoría de Weiss no distingue entre las temperatu-
ras ferro y paramagnéticas de Curie, 
5.3. COMPARACION DE LA TEORIA DE MEISS CON LA PRACTICA 
5.3.1 .Dependencia de la temperatura de la magnetización expontá_~ 
nea.- La componente máxima de un dipolo atómico asociada con un número 
cuántico J en cualquier dirección dada es g Jyfc^ . De aquí el valor má-
ximo de la magnetización expontánea viene dada por N .'¡^  J,' donde íT es 
el número de átomos por unidad de volumen¿ Esto se infiere también de 
(5.3) ya que para x --»oo la función de Brillouin B. (x)—* 1. De acuer-
do con la fig. 5.1 la magnetización expontánea máxima ocurre para T= 0 
y escribiremos por ello N /'-nJ = M (0). A fin de describir la dependen-
cia con la temperatura de la magnetización expontánea de una forma con-
veniente, reescribiremos (5.3) en la forma 
(T)/M (0) 
D 
(x) (5.10) 
donde M(T( es la magnetización a la temperatura T* Similarmente, pode-
mos escribir (5.5) en la forma 
M ( T ) / M ( 0 ) = X E T / V N 2 /'-o2 J 2 
x T (J 4-1)/ 3 J ~ (5.11) 
f 
donde la ultima igualdad se obtiene 
sustituyendo en función de G^ medi 
te (5.7). la, cantidad M ( T ) ( 0 ) 
be satisfacer (5.10) y (5.11) 9 de 
aquí que pueda obtenerse por el méto FIG.5-2 
do de intersección dado antes. Es importante notar que para un valor da 
do de J, este procedimiento condice a una curva universal cuando M(l)/ 
/M(0) se dibuja en función de T/©£. En la figura 5.2 se han representado 
tales curvas para J = -3, 00 . El último caso corresponde a los dipolos 
rotando libremente según la teoría clásica. En la misma figura se han 
representado los puntos experimentales para el Ee, el y el C0. Se 
observa que la curva para J= -g- se ajusta ,r¿¿ejor a la realidad lo que in-
dica que la magnetización está asociada esencialmente con el spin del 
electrón mas que con el momento orbital de los electrones. 
5.3.2 Región paramagnética.- Estudios experimentales del compor 
tamiento del Pe, Ni y Co por encima de sus puntos de Curie han sido rea 
lizados por Sucksmith, Pearce y Fallot. De acuerdo con la ley de Curie-
Weiss (5.9)9 una representación de 1/X. en función de T daría una línea 
recta, que cortaría al eje de I en un punto igual a 0* los experimentos 
muestran que esta ley se satisface con 
mucha fidelidad excepto en una región 
cercana al punto de Curie» De hecho, en 
los tres metales existe una cierta conca 
vidad cerca del punto de Curie que dá lu 
FIG-,5.3 gar a la distinción entre las temperatu-
ras paramagnótica'8 y Ferromagnetica ©f de Curie. Este comportamiento 
viene indicado esquemáticamente en la fig.5.3. Para ilustrar esto, da-
mos a continuación y G en grados Kelvin para estos metales. 
Pe Co Ni 
ef 1.043 1.393 631 
e 1.093 1.428 650 
5.4. Consideraciones cualitativas en torno a los dominios. A tem-
peraturas inferiores al punto de Curie, los momentos magnéticos electró 
nicos de una especie ferromagnetica están esencialmente alineados si se 
observan a escala microscópica. Sin embargo, observando la especie glo-
balmente, el momento total puede ser inferior al correspondiente a la 
saturación y puede ser necesario la aplicación de un campo magnético 
externo para saturar la muestra. El comportamiento de los monocristales 
ES en este aspecto semejante al de las especies policristaliñas. 
Weiss explicó este fenómeno 
suponiendo que las sustencias 
reales están compuestas de cierto 
número de pequeñas regiones llama 
das dominios, en el interior dé-
las cuales la imanación local,es-
tá saturada; las direcciones de 
los diferentes dominios, sin em-
bargo, no son necesariamente para 
lelas. En la fig. 5.4 se muestra 
<r-
-it 
'¿7 
•"y- ; 
/ / 
EIG, 5 o 4 
una distribución esquemática de los dominios de un monocristal (a) y de 
un policristal (b), ambos con momento magnético.resultante nulo. 
De acuerdo con la teoría de los dominios puede imaginarse que el 
t?— • 
¡k X 
•1 < * Hf f V ! / " ; 
•f-
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FIG. 5.5 
incremento del momento magnético resultante de la especie bajo la acción 
de un campo magnético aplicado tiene lugar según dos procesos indepen-
dientes, según sugirió R. Beckers por un aumento del volumen de los do-
minios que se orientaron favorablemente con respecto al campo a expensas 
de los dominios mal orientados (fig.5.5.b) o por una rotación de las di-
recciones de imanación en el sentido del campo (fig.5.5c). 
Un examen detenido muestra"que en campos debiles las variaciones 
de imanación son debidas a desplazamientos de los límites de los dominios 
de modo que cambia el tamaño de estos. 
En campos intensos la imanación cam-
bia por medio de una rotación de la 
dirección en que se ejerce. En la fig» 
5.6 se muestra una curva típica de 
imanación indicándose las regiones en 
que es dominante cada proceso® 
M
 la evidencia experimental r^ ás di-
FIG. 5 s 6 recta de la existencia de los dominios 
viene dada con la técnica de los diagrames de polvos magnéticos de Bitter. 
Este método consiste en situar una gota de suspensión cooidal de un ma-
terial fonomagnético finalmente dividido, tal como la magnetita, sobre 
la superficie cuidadosamente preparada del cristal ferromagnético que ha 
ty. ¡ (í'fbooon c\f \a 
1 . ñrtt W'£( í ,| , 
pítvínni f7j< 
ü I a i' l 1-í»,*; r <- r <1.< 
r M b !f- f 
de estudiarse. La observación microscópica muestra que las partículas co-
loidales en suspensión se concentran intensamente a lo largo de ciertas 
líneas bien definidas que representan los límites entre los dominios ima 
nados en direcciones diferentes. Ello es debido a la existencia de campos 
magnéticos locales muy intensos que atraen las partículas magnéticas» , 
El origen de los dominios puede entenderse considerando las estruc 
turas indicadas en la fig. 5.7? cada una de las cuales representa la sec 
ción transversal de un monocristal ferromagnético. En (a) tenemos una con 
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FIG. 5.7 
figuración saturada formada por un solo dominio ? a causa de los "polos" 
magnéticos formadas en las superficies del cristal esta configuración po 
seerá un valor elevado de la energía magnética. (l/8n ) J H 2 dV. 
En (b) la energía magnética se ha reducido en un factor aproximada 
mente igual a 1/2 como resultado de dividir el cristal en los dominios 
imantados en sentidos opuestos. El proceso de subdivisión puede continuar 
se como en (c)í con N dominios la energía magnética se reduce (a causa de 
la extensión espacial reducida del campo) aproximadamente a I/N de la 
energía magnética de la configuración saturada (a). 
El proceso de subdivisión prosigue hasta que la energía requerida 
para establecer una nueva capa de transición o interfacie, separando los 
dominios imantados en sentidos contrarios, es superior a la reducción de 
la energía del campo magnético que resultarla de una subdivisión más fi-
na. Una capa de transición va asociada a cierta cantidad de energías en 
lados opuestos del limite de imanación esta dirigida en diré cciones anci 
paralelas; como las fuerzas de intercambio favorecen las orientaciones 
paralelas de la imanación y se oponen a las antiparalelas, habrá que sumí 
nistrar cierta energía para establecer una capa de separación* 
Es posuble imaginar distribuciones de dominios tales como (d) y (e) 
para las cuales la energía magnética es cero» En estos cases los límites 
de los dominios en forma de prisma triangular (llamadas dominios de cie-
rre) próximos a las caras terminales del cristal, forman ángulos iguales 
(452) con la imanación de los dominios rectangulares y con la imanación 
de los dominios de cierres por tanto la componente de la imanación normal 
a la capa de transición es continua a través del límite y no se forman pe 
los en parte alguna del cristal. Al no existir polos no existirá campo 
magnético asociado a la imanación y puede decirse que el flujo se comple-
ta en circuito cerrado dentro del cristal. 
5*5 la pared de Block.- El término pared de Bloch" designa la ca-
pa de transición que separa los dominos adyacentes imanados en direccio-
nes diferentes. 
la idea esencial de la pared de Bloch es que la variación total de 
la dirección de Spin entre los dominios imanados en direcciones diferen-
tes no se produce de un modo discontinuo en un simple plano atómico,. En 
su lugar, el cambio de dirección tendría lugar de un modo gradual en va-
rios planos atómicos (fig.5.8). la naturaleza gradual del cambio se debe 
al hecho de que para una variación total de la dirección de Spin, la ener 
gía de intercambio es menor cuando el cambio se distribuye en muchos spi-
nes que cuando se realiza bruscamente. 
FIG. 5.8 
