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weight representations of Kac-Moody groups
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Abstract
Starting with a highest weight representation of a Kac-Moody group over the
complex numbers, we construct a monoid whose unit group is the image of the Kac-
Moody group under the representation, multiplied by the nonzero complex numbers.
We show that this monoid has similar properties to those of a J -irreducible reductive
linear algebraic monoid. In particular, the monoid is unit regular and has a Bruhat
decomposition, and the idempotent lattice of the generalized Renner monoid of the
Bruhat decomposition is isomorphic to the face lattice of the convex hull of the Weyl
group orbit of the highest weight.
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1 Introduction
Let G be a semisimple linear algebraic group over C. Let ρ : G → GL(V ) be an
irreducible rational representation of G, i.e., an irreducible highest weight representation
of G with dominant highest weight µ. Then the Zariski closure
M(ρ) := C×ρ(G) ⊆ End(V ) (1)
is an irreducible linear algebraic monoid with reductive unit group C×ρ(G). It belongs
to the class of J -irreducible reductive linear algebraic monoids [37, Proposition 4.2]. It
is normal if and only if µ is minuscule [6, Theorem 3.1]. The most familiar example is
M(m+1,C), which can be obtained from SL(m+1,C) and its natural representation on
Cm+1. Here the corresponding highest weight is the first fundamental dominant weight,
which is minuscule.
The theory of reductive linear algebraic monoids has been developed mainly by M. S.
Putcha and L. E. Renner. Contributions to the theory have been made also by several
other people, for example M. Brion, S. Doty, W. Huang, J. Oknin´ski, A. Rittatore, L.
Solomon, and E. B. Vinberg. Excellent accounts can be found in [36, 39, 41]. Much of
the information about a reductive linear algebraic monoid is encoded in its combinatorial
objects such as cross-section lattice, type functions, and Renner monoid which is a finite
unit regular monoid whose unit group is the Weyl group and whose idempotent lattice is
isomorphic to the face lattice of a certain polyhedral cone. In particular, J -irreducible
1Partially supported by national NSF of China (No 11171202).
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reductive linear algebraic monoids are quite accessible because here the idempotent lattice
of a Renner monoid is isomorphic to the face lattice of the convex hull of a single Weyl
group orbit. They have been further investigated in [21, 22, 23, 24]; some special J -
irreducible reductive linear algebraic monoids, referred to as classical algebraic monoids,
have been studied in [18, 19, 20].
To construct the monoids in (1) we may restrict to semisimple simply connected linear
algebraic groups. Now the minimal Kac-Moody groups as defined in [17, 35], which we
simply call Kac-Moody groups, generalize semisimple simply connected linear algebraic
groups. Is it possible to carry out a similar construction for these groups and their
irreducible highest weight representations with dominant highest weights?
There are differences and obstructions. These Kac-Moody groups generalize semisim-
ple simply connected linear algebraic groups only as groups. They are constructed by
representation and group theoretical methods and do not carry a coordinate ring or even
a topology by their construction. The common theory to deal with finite- as well as
infinite-dimensional algebraic geometric objects is the theory of schemes, but a more
elementary approach would be appropriate in our context. It is also worth to note the
following difference. If the generalized Cartan matrix is degenerate then the Kac-Moody
group contains a nontrivial maximal central torus. To descend to the factor group is not
a reasonable option because many of the highest weight representations would be lost.
For example, an affine Kac-Moody group factored by its maximal central torus has only
one-dimensional highest weight representations.
LetG be a Kac-Moody group over C, and let ρ : G→ GL(V ) be an irreducible highest
weight representation with dominant highest weight µ. To generalize the construction
(1) we proceed as follows:
a) We define the monoid M(ρ) algebraically and show that it has similar algebraic
properties to those of a J -irreducible reductive linear algebraic monoid.
b) We equip M(ρ) with a coordinate ring and show that M(ρ) has similar algebraic
geometric properties to those of a J -irreducible reductive linear algebraic monoid.
In general, M(ρ) is infinite-dimensional. We determine its Lie algebra.
c) We provide a certain subalgebra of End(V ), which contains C×ρ(G), with a coor-
dinate ring, and show that M(ρ) = C×ρ(G).
This requires some amount of work. In this article we carry out part a). In a subsequent
article parts b) and c) are treated. We also restrict to the case where no indecomposable
component ofG stabilizes the highest weight space Vµ, which captures already all relevant
ideas and is less technical to write down.
Let W be the associated Weyl group, and S the set of simple reflections. Let H be
the orbit hull of µ, which is the convex hull of the Weyl group orbit Wµ. For every face
F of the orbit hull H we get a linear projection e(F ) on V acting on the elements vλ ∈ V
of weight λ as
e(F )vλ :=
®
vλ if λ ∈ F,
0 else.
We define M(ρ) to be the monoid generated by G := C×ρ(G) and the linear projections
e(F ) of the faces F of the orbit hull H.
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For our investigation of M(ρ) it is necessary to describe at first the face lattice
F(H) of the orbit hull H of µ, and the action of the Weyl group W on F(H) by lattice
isomorphisms. We even allow µ to be an arbitrary point of the closed fundamental
chamber C, generalizing some results obtained for finite Weyl groups by W. A. Casselman
[4, Sections 3 and 4] building on the articles of A. Borel, J. Tits [3, Sections 12.14 – 12.17]
and I. Satake [42, Section 2.3], by E. B. Vinberg [46, Section 3.1], and by M. S. Putcha,
L. E. Renner [37, Section 4]. We show that the set of fundamental faces
F := {F ∈ F(H) | F ∩ C 6= ∅} ∪ {∅}
is a sublattice of F(H), and a cross section for the action of W on F(H). We obtain the
following detailed descriptions of the fundamental faces, of certain W -stabilizers, and of
the lattice operations:
(a) A subset I ⊆ S is called µ-connected, if no connected component of I is contained
in J0 := {s ∈ S | sµ = µ}. We show that the convex hull FI of WIµ, where WI is the
standard parabolic subgroup associated to I, is a fundamental face. It can be described
as FI =WI(FI ∩ C), and its relative interior as ri(FI) =WI (ri(FI) ∩C) with
ri(FI) ∩ C = (µ− R>I) ∩C =
⋃
If⊆I, (If )0=If
(µ− R>I) ∩ CI∗∪If︸ ︷︷ ︸
6=∅
,
where (If )
0 denotes the union of the connected components of If of finite type,
I∗ := {s ∈ J0 \ I | st = ts for all t ∈ I},
and CI∗∪If is the open facet of C of type I∗ ∪ If . Even for finite Weyl groups this
description of the relative interior seems to be new. Furthermore, µ + RI is the affine
hull of FI .
The map from the set of all µ-connected subsets of S to the set F\{∅} of all nonempty
fundamental faces, which maps I to FI , is bijective.
(b) Let I ⊆ S be µ-connected. We show that WI∗ is the stabilizer of FI in W , and
WI∪I∗ =WI ×WI∗ is the isotropy group of FI in W .
(c) Let I, I ′ ⊆ S be µ-connected and w,w′ ∈ W . We show that wFI ⊆ w′FI′ if and
only if I ⊆ I ′ and w−1w′ ∈WI∗WI′ .
Let I, I ′ ⊆ S be µ-connected, and let w ∈ W be a minimal coset representative of
WI∗∪I\W/WI′∗∪I′ . If w = 1, we set red(w) := ∅. If w = s1s2 · · · sk is a reduced expression,
we set red(w) := {s1, s2, . . . , sk}, which is independent of the chosen reduced expression.
We show that I ∪ I ′ ∪ red(w) is µ-connected and
FI ∨ wFI′ = FI∪I′∪red(w) and FI ∩wFI′ =
®
F(I∩wI′)∗ if w ∈WJ0 ,
∅ if w /∈WJ0 ,
where (I ∩wI ′)∗ denotes the biggest µ-connected subset of I ∩wI ′. The lattice join and
lattice meet of two arbitrary faces can be reduced to these formulas. Even for finite Weyl
groups these descriptions of the lattice join and lattice meet seem to be new.
In addition to the results of (a), (b), (c) we obtain characterizations for H ∩C to be
closed, and for H to have finitely many edges containing µ.
3
Let (B±,N ) be the twin BN-pairs obtained by the construction of the Kac-Moody
group G. The Weyl group is obtained asW =N/T , where T := B+∩N = B−∩N is a
maximal torus of G. We set B± := C×ρ(B±), N := C×ρ(N ), and T := C×ρ(T ). Since
we restrict to the case where no indecomposable component of G stabilizes the highest
weight space Vµ, or equivalently where Π is µ-connected, the Weyl group W identifies
with N/T . We obtain the following results, which show that the monoid M(ρ) has
similar algebraic properties to those of a J -irreducible reductive linear algebraic monoid
as listed in [39, Chapters 7 and 8].
The group G is the unit group of M(ρ), and we have the G×G-orbit decomposition
M(ρ) =
⋃
F∈F
Ge(F )G (disjoint).
Every idempotent of M(ρ) is G-conjugate to a unique idempotent e(F ), F ∈ F . In
particular, the monoid M(ρ) is unit regular.
We have Bruhat and Birkhoff decompositions
M(ρ) =
⋃
x∈R
BǫxBδ (disjoint),
where ǫ, δ ∈ {+,−}, and R is the monoid generated by N and the idempotents e(F ),
F ∈ F(H), factored by the maximal torus T . The monoid R is a generalized Renner
monoid in the sense of E. Godelle [9, Definition 1.4], but we simply call it a Renner
monoid. In particular, it is unit regular with unit group the Weyl group W , and its
idempotent lattice is isomorphic to the face lattice F(H) of the orbit hullH. Furthermore,
for s ∈ S, x ∈ R, and ǫ, δ ∈ {+,−} we have
(BǫsBǫ)(BǫxBδ) ⊆ BǫsxBδ ∪BǫxBδ and (BδxBǫ)(BǫsBǫ) ⊆ BδxsBǫ ∪BδxBǫ,
generalizing some properties of the twin BN-pairs of G.
All the results on the monoid M(ρ) are reached purely algebraically by explicit cal-
culations, for which several sorts of centralizers and stabilizers have to be determined.
Important examples are the left and right centralizers monoids
C lG(e) := {g ∈ G | ge = ege} and CrG(e) := {g ∈ G | eg = ege}
for e := e(FI), where I ⊆ S is µ-connected. These coincide with the opposite standard
parabolic subgroups P+I∪I∗ and P
−
I∪I∗
of G. In particular, this requires the investigation
of the weight strings through weights contained in the faces of H.
Another class of analogues of reductive algebraic monoids whose unit groups are Kac-
Moody groups, called face monoids associated to Kac-Moody groups, have been described
and investigated in [28, 29, 30, 31, 32, 33]. Here the idempotent lattice of a Renner monoid
is isomorphic to the face lattice of the Tits cone. It is surprising and unexpected that such
analogues exist, because they reduce classically to the groups themselves. In general, the
face lattice of the Tits cone and the face lattice of the convex hull of a Weyl group orbit
in the Tits cone differ drastically. In particular, the face monoids have one idempotent
different from the identity for affine and strongly hyperbolic Kac-Moody groups and
infinitely many idempotents for indefinite, not strongly hyperbolic Kac-Moody groups,
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whereas the monoids discussed in this article have infinitely many idempotents for affine
and indefinite Kac-Moody groups.
In some subsequent articles the authors investigate the analogues of normal reductive
algebraic monoids over C whose unit groups are general Kac-Moody groups (Kac-Moody
groups which generalize reductive linear algebraic groups). A first step of this program
has been reached in [34] by describing the faces and face lattices of arbitrary Coxeter
group invariant convex subcones of the Tits cone for a certain class of root bases, where
the simple roots and simple coroots may be linearly dependent.
The contents of the sections of this article are the following: In Section 2 we col-
lect some basic facts about Kac-Moody algebras, Kac-Moody groups, their images under
highest weight representations, and some needed facts from convex geometry. It is un-
fortunate that sometimes the usual notation of Kac-Moody theory and of the theory of
J -irreducible reductive linear algebraic monoids are in conflict. In these instances we
keep the notation of the latter. In Section 3 we establish some facts about the faces and
the face lattice of the convex hull of a single Weyl group orbit in the Tits cone. Section
4 is the main part of the article. Here the monoid M(ρ) is introduced and investigated.
In particular, all the results stated above on M(ρ) are proved.
Acknowledgement We would like to thank M. Putcha and L. Renner for valuable
conversations and helpful email communications, and R. Koo for useful comments.
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2 Preliminaries
We gather necessary notation and some basic facts about Kac-Moody algebras, Kac-
Moody groups, and convex geometry from [12, 13, 15, 17, 29, 35, 40].
We denote by Z>, R> the sets of strictly positive numbers of Z, R, and Z+, R+ contain
in addition the zero. If M =
⋃
i∈I Mi is a disjoint union of sets we write M =
⊔
i∈I Mi
briefly. We say that a set B intersects a set C, if B ∩ C 6= ∅.
2.1 Kac-Moody algebras
A generalized Cartan matrix is an integral matrix A = (aij)
m
i,j=1 such that aii =
2, aij ≤ 0 for i 6= j, and aij = 0 implies aji = 0. In this article we fix such a matrix A
of rank l.
A realization of A is a triple (h,Π,Π∨), where h is a (2m − l)-dimensional complex
vector space, Π = {α1, . . . , αm} ⊂ h∗ and Π∨ = {α∨1 , . . . , α∨m} ⊂ h are linearly indepen-
dent subsets such that 〈αj , α∨i 〉 = aij, where 〈 , 〉 : h∗ × h→ C is the natural pairing and
i, j ∈m = {1, . . . ,m}. There exists a realization of A, unique up to isomorphism.
Let g˜(A) be the complex Lie algebra generated by the abelian Lie algebra h and the
symbols ei, fi, where i ∈m, with the following relations
[ei, fj] = δijα
∨
i , [h, ei] = 〈αi, h〉ei, [h, fi] = −〈αi, h〉fi,
where i, j ∈ m, h ∈ h. There exists a biggest ideal of g˜(A) whose intersection with h is
{0}. The Kac-Moody algebra g = g(A) is the corresponding quotient Lie algebra. We
keep the same notation for the images of ei, fi, h in g.
The set Π is called the root basis and Π∨ the coroot basis; elements in Π are referred
to as simple roots and those in Π∨ simple coroots. The free abelian group
Q :=
m⊕
i=1
Zαi ⊆ h∗
is called the root lattice. The Lie algebra g has the root space decomposition
g =
⊕
α∈Q
gα where gα = {x ∈ g | [h, x] = 〈α, h〉x for all h ∈ h},
and gα is called the root space associated to α. In particular, g0 = h, gαi = Cei,
g−αi = Cfi, i ∈m. The set of roots is
∆ := {α ∈ Q \ {0} | gα 6= {0}}.
The Chevalley anti-involution ⋆ of g is determined by
(ei)
⋆ = fi, (fi)
⋆ = ei, h
⋆ = h, for all i ∈m, h ∈ h.
It satisfies (gα)
⋆ = g−α, α ∈ Q.
We put Q+ :=
m∑
i=1
Z+αi, Q− := −Q+, and give h∗ the partial order
µ ≥ µ1 ⇔ µ− µ1 ∈ Q+.
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Then ∆ = ∆+ ∪ ∆− where ∆+ = {α ∈ ∆ | α > 0} is the set of positive roots and
∆− = {α ∈ ∆ | α < 0} is the set of negative roots. Accordingly, there is the triangular
decomposition
g = n− ⊕ h⊕ n+ with n± :=
⊕
α∈∆±
gα,
and (n−)
⋆ = n+, h
⋆ = h, and (n+)
⋆ = n−.
As in [12, Section 4.7] we associate to a generalized Cartan matrix A its Dynkin
diagram, a certain graph whose vertices can be identified with the elements of m or Π.
The connected components of the Dynkin diagram correspond to the indecomposable
generalized Cartan submatrices of A. We call I, J ⊆ Π separated if 〈α, β∨〉 = 0 for all
α ∈ I and β ∈ J .
For the classification of the Kac-Moody algebras g(A) whose generalized Cartan ma-
trices A are indecomposable into finite, affine, and indefinite type we refer to Chapter 4
of [12]. The Kac-Moody algebra g(A) is of strongly hyperbolic type if it is of indefinite
type and every proper nonempty indecomposable generalized Cartan submatrix of A is
of finite type.
For each i ∈m define the fundamental reflection ri ∈ GL(h∗) by
ri(µ) = µ− 〈µ, α∨i 〉αi, for all µ ∈ h∗.
The Weyl group W of g is the subgroup of GL(h∗) generated by S := {ri | i ∈ m}.
Moreover, (W,S) is a Coxeter system.
For I, J ⊆ Π we denote by WI the standard parabolic subgroup generated by I. We
denote by IW the set of minimal coset representatives of WI\W , and by W J the set of
minimal coset representatives of W/WJ . We use
IW J to denote the set of minimal coset
representatives of WI\W/WJ .
A real root is an element of ∆re := WΠ, and an imaginary root is an element of
∆im := ∆ \∆re. If α ∈ ∆re, then dim gα = 1 and ∆ ∩ Zα = {α,−α}. If α ∈ ∆im, then
Zα ⊂ ∆ ∪ {0}.
The Weyl group W acts dually on h. In particular, for i ∈m we have
ri(h) = h− 〈αi, h〉h, for all h ∈ h.
A real coroot is an element of (∆re)∨ :=WΠ∨. We obtain aW -equivariant bijective map
∨ : ∆re → (∆re)∨ by mapping α = wαi to α∨ = wα∨i , w ∈ W , i ∈ m. Furthermore,
α > 0 if and only if α∨ > 0; the partial order on h is defined similarly as on h∗.
The reflection with respect to α ∈ ∆re is defined by
rα(µ) = µ− 〈µ, α∨〉α, for all µ ∈ h∗.
If α = w(αi) for some w ∈W and i ∈m, then rα = wriw−1. In particular, rαi = ri.
Let hR ⊂ h be a real vector space of dimension 2m − l such that (hR,Π,Π∨) is a
realization of A over R. Then h∗R ⊂ h∗ is stable under W . The set
C = {µ ∈ h∗R | 〈µ, α∨〉 ≥ 0, for all α ∈ Π}
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is called the fundamental chamber, and
X =
⋃
w∈W
wC
is referred to as the Tits cone.
For J ⊆ Π we set
CJ = {µ ∈ h∗R | 〈µ, α∨〉 = 0 for all α ∈ J, 〈µ, α∨〉 > 0 for all α ∈ Π \ J},
CJ = {µ ∈ h∗R | 〈µ, α∨〉 = 0 for all α ∈ J, 〈µ, α∨〉 ≥ 0 for all α ∈ Π \ J}.
We call CJ the open, and CJ the closed standard facet of type J . In particular, C∅ = C.
For every w ∈W we call wCJ an open, and wCJ a closed facet of type J .
Any W -orbit contained in X intersects the fundamental chamber C in exactly one
point. We have
C =
⊔
J⊆Π
CJ ,
and for every µ ∈ CJ its isotropy group Wµ := {w ∈ W | wµ = µ} is given by the
standard parabolic subgroup WJ . We also call J the type of µ.
We have wCJ = w
′CJ ′ if and only if J = J
′ and wWJ = w
′WJ ′ . The open facets
{wCJ | w ∈W, J ⊆ Π} give a W -invariant partition of the Tits cone X.
A g-module V is called h-diagonalizable if
V =
⊕
η∈h∗
Vη where Vη = {v ∈ V | hv = 〈η, h〉v for all h ∈ h},
and Vη is called the weight space associated to η. The set of weights is
P (V ) := {η ∈ h∗ | Vη 6= {0}}.
An h-diagonalizable g-module V is called integrable if ei and fi are locally nilpotent
on V for all i ∈ m. Its set of weights P (V ) is W -invariant. For η ∈ P (V ) and α ∈ ∆re
the set P (V )∩(η+Zα) is called the α-weight string through η. If Vη is finite dimensional
then the α-weight string through η is of the form
η − pα, . . . , η − α, η, η + α, . . . , η + qα,
where p and q are nonnegative integers and p− q = 〈η, α∨〉.
Associated to each µ ∈ h∗ is, up to isomorphism, a unique irreducible highest weight
module V with highest weight µ. It is h-diagonalizable with finite dimensional weight
spaces. There is a nondegenerate symmetric contravariant bilinear form on V , unique up
to a non-zero multiplicative scalar, such that
(gx | y) = (x | g⋆y) for g ∈ g, x, y ∈ V.
Moreover, V is integrable if and only if 〈µ, α∨i 〉 ∈ Z+ for all i ∈m.
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2.2 Kac-Moody groups
There are different versions of Kac-Moody groups. We use the one given in [29, 35],
which will be described below. Others can be found in [13, 15, 17, 43, 44, 45]. The
construction requires certain dual free abelian groups as additional data, which are used
to specify a torus algebraic geometrically.
The set Π∨ can be extended to a basis of h by adding elements α∨m+1, . . . , α
∨
2m−l ∈ hR
such that 〈αj , α∨i 〉 ∈ Z for j ∈m and i = m+ 1, . . . , 2m− l. Let
hZ := Zα∨1 + · · · + Zα∨2m−l ⊂ hR ⊂ h,
which is a free abelian group of rank 2m− l. It is W -invariant.
Let {µ1, . . . , µ2m−l} be the basis of h∗ dual to the basis {α∨1 , . . . , α∨2m−l} of h. The
weight lattice
P := Zµ1 + · · ·+ Zµ2m−l ⊂ h∗R ⊂ h∗
is a free abelian group of rank 2m − l, and is dual to hZ. It is W -invariant. Note also
that Π ⊂ P , and hence Q ⊆ P . The elements of P are called integral weights, or simply
weights. The elements of
P+ := P ∩ C = {µ ∈ P | 〈µ, α∨i 〉 ∈ Z+ for all i ∈m}
are called dominant integral weights, or simply dominant weights, and µ1, . . . , µm ∈ P+
are called fundamental dominant weights.
An integrable representation (V, ρ) of g is called admissible if P (V ) ⊆ P . The adjoint
representation of g is admissible. Let ‹G be the free product of the torus
Hom((P,+), (C×, ·))
and the additive groups gα for α ∈ ∆re. For any admissible representation (V, ρ) of g,
there is a unique group homomorphism ρ˜ : ‹G→ GL(V ) which maps χ ∈ Hom(P ,C×) to
χρ ∈ GL(V ) given by
χρ(vη) := χ(η)vη if vη ∈ Vη, η ∈ P (V ),
and which maps xα ∈ gα to exp(ρ(xα)) ∈ GL(V ), α ∈ ∆re.
Let K˜ be the intersection of the kernels of all homomorphisms ρ˜ ′ where the inter-
section is taken over all admissible representations (V ′, ρ ′). The Kac-Moody group is
defined to be
G = ‹G/K˜.
Let q : ‹G → G be the natural quotient homomorphism. Then there is a unique group
representation ρ : G→ GL(V ) such that the diagram
‹G GL(V )
G
❄
q
✲ρ˜
 
 
 
 ✒
ρ
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commutes.
Let i0 : Hom(P ,C×) → ‹G and iα : gα → ‹G, α ∈ ∆re, be the canonical inclusions.
The composition t := qi0 : Hom(P ,C×) → G is an injective group homomorphism. Its
image T is called the torus of G associated to h. For any α ∈ ∆re the composition
exp := qiα : gα → G is an injective group homomorphism. Its image Uα is called the
root group of G associated to gα or simply to α. Note that
ρ(t(χ)) = χρ for all χ ∈ Hom(P ,C×),
ρ(exp(x)) = exp(ρ(x)) for all x ∈ gα, α ∈ ∆re,
for every admissible representation (V, ρ) of g.
The torus T can be also described in a different way. For every h ∈ hZ and c ∈ C× we
get an element χh(c) ∈ Hom(P ,C×) by χh(c)η := c〈η,h〉, η ∈ P , inducing an isomorphism
of the abelian groups (hZ,+) ⊗Z (C×, ·) and Hom((P,+), (C×, ·)). For every h ∈ hZ
and c ∈ C× the corresponding element th(c) := t(χh(c)) ∈ T acts on each admissible
representation (V, ρ) of g by
ρ(th(c))vη = c
〈η,h〉vη, vη ∈ Vη, η ∈ P (V ).
Each element t ∈ T can be written uniquely as
t =
2m−l∏
i=1
ti(ci), for some c1, . . . , c2m−l ∈ C×,
where we have set ti(ci) := thi(ci), i = 1, . . . , 2m− l.
For every α ∈ ∆re we choose eα ∈ gα, fα ∈ g−α such that [eα, fα] = α∨. For simplicity
we choose eαi = ei and fαi = fi if i ∈m, and e−α = fα and f−α = eα if α ∈ ∆re+ . There
is a unique injective homomorphism ϕα : SL2(C)→ G satisfying
ϕα
Ç
1 c
0 1
å
= exp(ceα) and ϕα
Ç
1 0
c 1
å
= exp(cfα), for all c ∈ C.
Its image SL
(α)
2 is the subgroup of G generated by Uα and U−α. For c ∈ C× we set
nα(c) := ϕα
Ç
0 c
−c−1 0
å
.
Then
nα(c) = exp(ceα) exp(−c−1fα) exp(ceα) = exp(−c−1fα) exp(ceα) exp(−c−1fα),
and
tα∨(c) = nα(c)nα(1)
−1 = ϕα
Ç
c 0
0 c−1
å
, c ∈ C×.
We write ni(c) for nαi(c), and write ni for nαi(1), i = 1, . . . ,m. We denote by N the
subgroup of G generated by the elements of the torus T and nα(1), α ∈ ∆re.
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The system (G,T , (Uα)α∈∆re) is a root group data system of type (W,S) with as-
sociated twin BN-pairs (B±,N ). These structures are explained in [1, Chapter 8]. In
particular,
⋂
α∈∆re
NG(Uα) = T and B
+ ∩B− = B+ ∩N = B− ∩N = T
where NG(Uα) denotes the normalizer of Uα in G. We denote by U
± the subgroup of
G generated by the root groups Uα, α ∈ ∆re± .
The Coxeter system given by the Weyl group N/T and the set of simple reflections
S = {niT | i ∈m} is isomorphic to (W,S). We identify these Coxeter systems. If w ∈W
is represented by nw ∈ N then for every α ∈ ∆re we have nwUαn−1w = Uwα. For every
admissible g-module V we have
nwVη = Vwη for all η ∈ P (V ). (2)
The Kac-Moody group G has the Birkhoff and Bruhat decompositions
G =
⊔
w∈W
B−wB+ =
⊔
w∈W
B+wB− and G =
⊔
w∈W
B+wB+ =
⊔
w∈W
B−wB−.
Let I ⊆ Π. The standard parabolic subgroups P+I = B+WIB+ and P−I = B−WIB−
admit the Levi decompositions
P±I = LI ⋉U
I
±.
Here LI = P
+
I ∩P−I is the subgroup of G generated by T and the root groups Uα, α ∈
WII. Furthermore, U
I
± = ∩w∈WIwU±w−1 are the normal subgroups of U± generated
by the root groups Uα, α ∈ ∆re± \WII. In particular,
B± = T ⋉U±.
The center of the Kac-Moody group G is
Z(G) =
® 2m−l∏
i=1
ti(ci) ∈ T
∣∣∣∣∣
2m−l∏
i=1
c
〈α, α∨
i
〉
i = 1 for all α ∈ ∆re
´
⊆ T .
An irreducible highest weight representation (V, ρ) of g with highest weight µ is
admissible if and only if µ ∈ P+. We call the corresponding representation (V,ρ) of
G an irreducible highest weight representation of G of highest weight µ. The following
Lemma describes in two cases the kernel ker(ρ) = ρ−1(idV ) and the normal subgroup
ρ−1(C×idV ) of G, where idV denotes the identity map on V . To prove part (b), [2,
Chapter IV, §2.7, Lemma 2] is useful.
Lemma 2.1 Let (V,ρ) be an irreducible highest weight representation of G of highest
weight µ ∈ P+. Let J0 be the type of µ.
(a) If J0 = Π then ρ
−1(C×idV ) = G and ker(ρ) ⊇ G′.
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(b) If no connected component of Π is contained in J0 then ρ
−1(C×idV ) = Z(G) and
ker(ρ) =
® 2m−l∏
i=1
ti(ci) ∈ Z(G)
∣∣∣∣∣
2m−l∏
i=1
c
〈µ, α∨
i
〉
i = 1
´
⊆ Z(G) ⊆ T .
The Chevalley anti-involution ⋆ of g induces an anti-involution of the group G, de-
noted still by ⋆, defined by
t⋆ = t and (exp(xα))
⋆ = exp((xα)
⋆) for t ∈ T , xα ∈ gα, α ∈ ∆re.
If (V,ρ) is an irreducible highest weight representation of G and ( | ) a contravariant
nondegenerate symmetric bilinear form on V , then
(gx | y) = (x | g⋆y) for all x, y ∈ V, g ∈ G.
2.3 The group C×ρ(G)
In this subsection (V,ρ) is an irreducible highest weight representation ofG of highest
weight µ ∈ P+, such that no connected component of Π is contained in the type J0 of µ.
Furthermore, ( | ) is a contravariant nondegenerate symmetric bilinear form on V .
Viewing each c ∈ C× as the natural scalar multiplication by c on V , the product
G := C×ρ(G)
is a subgroup of End(V ). This group is the unit group of the monoid M(ρ) defined in
Section 4. The adjoints of the elements of G with respect to the nondegenerate bilinear
form ( | ) exist, and are contained in G. In this way we get an anti-involution ⋆ on G,
which can be described by
(cρ(g))⋆ = cρ(g⋆), c ∈ C×, g ∈ G.
We call this anti-involution the Chevalley anti-involution of G.
Because of Lemma 2.1 (b) the group G inherits most structures from the Kac-Moody
group G. The following Corollary is easy to see.
Corollary 2.2 (a) We obtain a root group data system of G of type (W,S) by
T := C×ρ(T ) and Uα := ρ(Uα), α ∈ ∆re.
In particular,
⋂
α∈∆re NG(Uα) = T where NG(Uα) denotes the normalizer of Uα in G.
(b) The associated twin BN-pairs are given by
B± := C×ρ(B±) and N := C×ρ(N ).
In particular, B+ ∩ B− = B+ ∩ N = B− ∩ N = T . The Coxeter system given by the
Weyl group N/T and the set of simple reflections {ρ(ni)T | i ∈m} is isomorphic to the
Coxeter system (W,S).
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We identify N/T and W , by identifying ρ(ni)T and ri for all i ∈ m. If w ∈ W is
represented by nw ∈ N then nwUαn−1w = Uwα for all α ∈ ∆re, and
nwVη = Vwη for all η ∈ P (V ). (3)
To investigate the subgroup T of G we need the following result from the theory of
free abelian groups. We add its proof for convenience.
Lemma 2.3 Let L be a free abelian group of finite rank. Every subgroup L1 of L is a
free abelian group of finite rank, and the restriction map Hom(L,C×)→ Hom(L1,C×) is
a surjective morphism of tori.
Proof. The Lemma holds trivially for L1 = {0}. Let L1 6= {0}. Clearly, the restriction
map is a morphism of tori. By [11, Theorem II 1.6] there exists a base x1, . . . , xn of L,
and d1, . . . , dr ∈ Z> where r ≤ n, such that d1|d2| · · · |dr and d1x1, . . . , drxr is a base
of L1. In particular, L1 is a free abelian group. Let γ ∈ Hom(L1,C×). We choose
ξ1, . . . , ξr ∈ C× such that ξd11 = γ(d1x1), . . . , ξdrr = γ(drxr), and define β ∈ Hom(L,C×)
by β(x1) := ξ1, . . . , β(xr) := ξr, and β(xk) := 1 for all k ∈ {1, . . . , n} \ {1, . . . , r}. Then
β restricts to γ on L1. 
The following easy lemma is also useful.
Lemma 2.4 For every α ∈ ∆re there exists η ∈ P (V ) such that η + α ∈ P (V ).
Proof. Suppose that η+α 6∈ P (V ) for all η ∈ P (V ). Then Uα is contained in the kernel
of ρ, which is contained in T by Lemma 2.1 (b). This contradicts T ∩Uα = {1}. 
In the following theorem we show that the center Z(G) is a one-dimensional torus.
We describe T as a direct product of the center Z(G) and an m-dimensional torus.
Theorem 2.5 (a) The center of G is Z(G) = C×idV .
(b) We get an isomorphism of groups t : C× × Hom(Q,C×) → T , if we define for
c ∈ C× and γ ∈ Hom(Q,C×) the endomorphism t(c, γ) of V by
t(c, γ)vη := cγ(η − µ)vη
for all vη ∈ Vη, η ∈ P (V ). In particular, we have t(C× × {1Q}) = Z(G), where 1Q
denotes the identity of Hom(Q,C×).
Proof. Clearly, C×idV ⊆ Z(G). To show the reverse inclusion let z ∈ Z(G). Since the
representation ρ is irreducible, V is spanned by ρ(G)Vµ = GVµ. From Corollary 2.2 (a)
it follows that z ∈ Z(G) ⊆ ⋂α∈∆re NG(Uα) = T . Therefore, z is the multiplication by a
scalar c ∈ C× on Vµ, GVµ, and V .
For the proof of (b) we denote by r : Hom(P,C×) → Hom(Q,C×) the restriction
morphism. For c ∈ C× and β ∈ Hom(P,C×) we have
t(c, r(β))vη = cβ(η − µ)vη = cβ(−µ)β(η)vη = cβ(−µ)ρ(t(β))vη
13
for all vη ∈ Vη, η ∈ P (V ). Hence,
t(c, r(β))) = cβ(−µ)ρ(t(β)).
The map r : Hom(P,C×)→ Hom(Q,C×) is surjective by Lemma 2.3. For β ∈ Hom(P,C×)
the map C× → C× given by multiplication by β(−µ) is bijective. We conclude that the
map t : C× ×Hom(Q,C×)→ T is well defined and surjective.
Clearly, the map t is a morphism of groups. To show that it is injective let c ∈ C×,
γ ∈ Hom(Q,C×) such that t(c, γ) = idV . Evaluating both sides at vµ ∈ Vµ \ {0} we get
c = 1. Now let α ∈ Π. By Lemma 2.4 there exists η ∈ P (V ) such that η + α ∈ P (V ).
Evaluating both sides of t(1, γ) = idV at vη ∈ Vη \ {0} and vη+α ∈ Vη+α \ {0} we find
γ(η − µ) = 1 and γ(η − µ)γ(α) = γ(η + α− µ) = 1.
It follows that γ(α) = 1. Since the lattice Q is spanned by Π, the homomorphism γ is
the identity of Hom(Q,C×). 
The Birkhoff and Bruhat decompositions of G, which correspond to the twinned
BN-pairs of Corollary 2.2 (b), are
G =
⊔
w∈W
B−wB+ =
⊔
w∈W
B+wB− and G =
⊔
w∈W
B+wB+ =
⊔
w∈W
B−wB−.
We refer to [1, Chapter 6.2] for the definition and properties of the parabolic subgroups
of G, which correspond to the twinned BN-pairs of Corollary 2.2 (b). For I ⊆ Π the
standard parabolic subgroups
P+I := B
+WIB
+ and P−I := B
−WIB
−
coincide with C×ρ(P+I ) and C
×ρ(P−I ), respectively. From the Levi decompositions of
P+I , P
+
I , and from Lemma 2.1 (b) we obtain the following Corollary. We denote by U
±
the subgroup of G generated by the groups Uα, α ∈ ∆re± . It coincides with ρ(U±).
Corollary 2.6 The standard parabolic subgroups P±I admit the Levi decompositions
P±I = LI ⋉ U
I
±,
where the standard Levi subgroup LI = P
+
I ∩P−I is the subgroup of G generated by T and
Uα, α ∈ WII. Furthermore, U I± = ∩w∈WIwU±w−1, which are the normal subgroups of
U± generated by Uα, α ∈ ∆re± \WII. In particular, we have B± = T ⋉ U±.
It is often convenient to identify the subset I ⊆ Π with the set of indices of the simple
roots in I. We will do so as needed. The torus T can be written as a product of subgroups
T = C×TIT I (4)
where
TI :=
®∏
i∈I
ρ(ti(ci)
∣∣∣ ci ∈ C×
´
and T I :=
® ∏
i∈{1, ..., 2m−l}\I
ρ(ti(ci))
∣∣∣ ci ∈ C×
´
.
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It is convenient to work with (4), although, in general, the product is not direct.
The standard Levi subgroup LI and its derived group GI := L
′
I have the Birkhoff
and Bruhat decompositions
LI = U
±
I TNIU
±
I and GI = U
±
I NIU
±
I ,
where U±I = LI ∩U± = GI ∩U± is the subgroup of U± generated by Uα, α ∈WII ∩∆re± ,
and NI = GI ∩ N is the subgroup of N generated by TI and ρ(ni) for i ∈ I. Note also
that GI is generated by the root groups U±α, α ∈ I, and LI = TGI = C×T IGI .
We often omit the index “+” of the groups B+, U+, P+I , U
+
I , U
I
+, writing B, U , PI ,
UI , U
I instead.
Classically, when G is a semisimple simply connected group, we have ρ(G) $ G.
Investigating G for some examples of Kac-Moody groups G, it catches one’s eye that
ρ(G) = G is also possible. We call the sublattice of P defined by
Qsat := {η ∈ P | there exists n ∈ Z> such that nη ∈ Q}
the saturation of the sublattice Q in P .
Lemma 2.7 The following are equivalent:
(a) µ /∈ Qsat.
(b) ρ(T ) = T .
(c) ρ(G) = G.
Proof. Note that ρ(T ) = T is equivalent to C×idV ⊆ ρ(T ), and ρ(G) = G is equivalent
to C×idV ⊆ ρ(G).
We first show that (c) implies (b). From Lemma 2.1 (b) we get T ⊇ ρ−1(C×idV ).
By (c) we obtain ρ(T ) ⊇ ρ(ρ−1(C×idV )) = ρ(G) ∩ C×idV = C×idV , which is (b).
We now show that (b) implies (a). We denote by r : Hom(P,C×)→ Hom(Q,C×) the
restriction morphism. For β ∈ Hom(P,C×) we find
t(β(µ), r(β)) = ρ(t(β))
from the definition of t(β(µ), r(β)) in Theorem 2.5 (b). If C×idV ⊆ ρ(T ) then there
exists β ∈ Hom(P,C×), such that
t(β(µ), r(β)) = ρ(t(β)) = 2 idV = t(2, 1Q).
Since the map t : C× × Hom(Q,C×) → T is bijective, β(µ) = 2 and β(q) = 1 for all
q ∈ Q. For every n ∈ Z> we obtain β(nµ) = β(µ)n = 2n 6= 1. Thus, µ /∈ Qsat.
It remains to show that (a) implies (c). If µ /∈ Qsat then Zµ + Q = Zµ ⊕ Q. The
restriction morphism Hom(P,C×) → Hom(Zµ + Q,C×) is surjective by Lemma 2.3.
Therefore, for every c ∈ C× we can choose βc ∈ Hom(P,C×), such that βc(µ) = c and
βc(q) = 1 for all q ∈ Q. It follows that c idV = ρ(t(βc)) ∈ ρ(G). 
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Corollary 2.8 If the generalized Cartan matrix A is nondegenerate, then ρ(G) $ G. If
A is degenerate then there exists µ such that ρ(G) = G.
Proof. If A is nondegenerate then Q, P are lattices of rank m, and Q ⊆ P . From [11,
Theorem II 1.6] it follows that Qsat = P . Hence ρ(G) $ G by Lemma 2.7.
If A is degenerate, then there exists a connected component Π0 of Π, such that the
corresponding generalized Cartan submatrix of A is degenerate. Hence there exists a
nonzero tuple (rj)j∈Π0 ∈ R|Π0|, such that
αk(
∑
j∈Π0
rjα
∨
j ) =
∑
j∈Π0
rjajk = 0 for all k ∈ Π. (5)
Choose i ∈ Π0 such that ri 6= 0. Then µ := µi +∑k∈Π\Π0 µk is a dominant weight of
type Π0 \ {i}; moreover, Π0 \ {i} contains no connected component of Π.
Now assume that µ ∈ Qsat. Then there exist n ∈ Z> and q ∈ Q, such that nµ = q.
Evaluating both sides at
∑
j∈Π0 rjα
∨
j , using (5), we get nri = 0, which contradicts ri 6= 0.
Hence µ /∈ Qsat. From Lemma 2.7 we find ρ(G) = G. 
Corollary 2.9 Let the generalized Cartan matrix A be indecomposable.
(a) If A is of finite type, then ρ(G) $ G.
(b) If A is of affine type, then ρ(G) = G.
(c) If A is nondegenerate of indefinite type, then ρ(G) $ G.
(d) If A is degenerate of indefinite type, then there exists µ such that ρ(G) $ G, and
there exists µ such that ρ(G) = G.
Proof. Because of Corollary 2.8 it remains to show (b), and the first statement of (d).
Let A be of affine type and assume that µ ∈ Qsat. Then there exist n ∈ Z>,
n1, . . . , nm ∈ Z such that nµ =∑mi=1 niαi. We obtain
0 ≤ nµ(α∨j ) =
m∑
i=1
ajini
for all j ∈ {1, . . . ,m}. From [12, Theorem 4.3 (Aff)] we find µ(α∨j ) = 0 for all j ∈
{1, . . . ,m}. Thus J0 = Π, which contradicts our assumption on µ. Now (b) follows from
Lemma 2.7.
Let A be degenerate of indefinite type. Then Q− ∩ C 6= ∅ by [12, Theorem 5.6 c)].
We may choose µ ∈ Q− ∩ C since its type is ∅. Thus ρ(G) $ G by Lemma 2.7. 
2.4 Convex geometry
We collect from [40] some basic results of convex geometry, which will be used to
describe the facial structure of the convex hull of certain Weyl group orbits in h∗R. For a
convex set K in h∗R we denote by aff(K) its affine hull, and by ri(K) its relative interior.
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Lemma 2.10 ([40, Section 1, and Theorem 6.6]) Let σ be a linear transformation from
h∗R to h
∗
R. If K is a convex set in h
∗
R, then aff(σK) = σ aff(K), and ri(σK) = σ ri(K).
Let F(H) be the set of all faces of a convex set H. We give F(H) the partial order
F ≤ F ′ ⇔ F ⊆ F ′.
We agree that any subset of F(H) inherits this order. The set F(H) is a complete lattice,
called the face lattice of H, where the meet of two faces is their intersection, and the join
is the smallest face containing both faces.
Lemma 2.11 ([40, Theorem 6.2, Corollary 18.12, and Theorem 18.2]) Let H be a nonempty
convex set in h∗R. Then
H =
⊔
F∈F(H)\{∅}
ri(F ),
and ri(F ) 6= ∅ for all F ∈ F(H) \ {∅}.
Lemma 2.12 ([40, Section 18]) Let F be a face of a convex set H, and let F ′ be a subset
of F . Then F ′ is a face of H if and only if F ′ is a face of F .
Lemma 2.13 ([40, Theorem 18.3]) Let F be a face of a convex set H. If H is generated
by K as a convex set then F is generated by K ∩ F as a convex set.
3 Geometry of W -Orbits
In this section we fix an element µ of the fundamental chamber C of the Tits cone X
of a Kac-Moody algebra g(A). We set
J0 := {α ∈ Π | 〈µ, α∨〉 = 0} and J> := Π \ J0 = {α ∈ Π | 〈µ, α∨〉 > 0},
and call J0 the type of µ. We call the convex hull
H := co(Wµ) ⊆ h∗R
of the Weyl group orbit Wµ in h∗R the orbit hull of µ. Clearly, H is W -invariant.
The action of W on H induces an action of W on the face lattice F(H) of H by
lattice isomorphisms. For each face F ∈ F(H) we denote by
W (F ) := {w ∈W | wF = F}
its isotropy group, and by
W∗(F ) := {w ∈W | wη = η for all η ∈ F}
its stabilizer, which is a normal subgroup of W (F ). For w ∈ W we have W (wF ) =
wW (F )w−1 and W∗(wF ) = wW∗(F )w
−1.
17
A face is called fundamental if it is either empty or if its relative interior intersects
the fundamental chamber C. The vertex {µ} and the orbit hull H are fundamental faces.
We set
F := {F ∈ F(H) | C ∩ riF 6= ∅} ∪ {∅}.
We give three examples which illustrate H and its faces for finite, affine, and strongly
hyperbolic Kac-Moody algebras. For indefinite, not strongly hyperbolic Kac-Moody al-
gebras the situation is more complicated as can be seen by Corollaries 3.13 and 3.19.
Example 3.1 Let A =
Ç
2 −1
−1 2
å
. Then the Kac-Moody algebra g(A) is the simple
Lie algebra of type A2. Its Tits cone is the whole space h
∗
R = R
2. Let µ = 3µ1+2µ2 ∈ C.
The Weyl group orbit
Wµ = {µ, µ− 3α1, µ− 5α1 − 2α2, µ− 5α1 − 5α2, µ− 3α1 − 5α2, µ− 2α2},
and its convex hull H are indicated in the following picture:
C
α1
α2
µ
r2µ = µ− 2α2
µ− 3α1 − 5α2µ− 5α1 − 5α2
µ− 5α1 − 2α2
r1µ = µ− 3α1
The Weyl group orbit Wµ is contained in a circle. Its convex hull H has 14 faces: The
empty face, 6 vertices, 6 edges, and H. The set of fundamental faces is
F = {∅, {µ}, µ r1µ, µ r2µ, H},
where µ riµ is the closed line segment between µ and riµ, i = 1, 2.
Example 3.2 Let A =
Ç
2 −2
−2 2
å
. Then the Kac-Moody algebra g(A) is the affine Lie
algebra of type A
(1)
1 . Its Tits cone in h
∗
R = R
3 consists of the line R(α1 + α2) and an
open half space bounded by Rα1 + Ra2. The Tits cone is subdivided by the reflection
planes like an infinite open book by its pages. Let µ = µ1 ∈ C. The Weyl group orbit
Wµ = {µ− n2α1 − n(n+ 1)α2 | n ∈ Z},
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and its convex hull H are contained in the affine plane π = µ + Rα1 + Rα2, which is
contained in the Tits cone, [35, Appendix]. A part of this affine plane is indicated in the
following picture.
C ∩ π
µ− 9α1 − 12α2
µ− 4α1 − 6α2
µ− α1 − 2α2
µ
r1µ = µ− α1
µ− 4α1 − 2α2
µ− 9α1 − 6α2
The Weyl group orbit Wµ is contained in a parabola. Its convex hull H has infinitely
many faces. The set of fundamental faces is
F = {∅, {µ}, µ r1µ, H}.
Example 3.3 Let A =
Ç
2 −2
−3 2
å
. Then g(A) is a Kac-Moody algebra of indefinite,
strongly hyperbolic type. The form of its Tits cone in h∗R = R
2 is an open wedge with
the additional point {0}. Let µ = µ1 + µ2 ∈ C. For n ∈ Z set
g(n) = f(n)2 +
 
2
3
f(n)f(n− 1) and h(n) = f(n)2 +
 
3
2
f(n)f(n+ 1)
where
f(n) =
sinh(nθ)
sinh(θ)
with θ = Arcosh(
1
2
√
6).
The Weyl group orbit
Wµ = {µ − g(n)α1 − h(n)α2, µ− g(n + 1)α1 − h(n)α2 | n ∈ Z},
[8, Lemma 2.6], and its convex hull H are indicated in the following picture:
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C0
µ− α1 − 4α2
r2µ = µ− α2
µ
r1µ = µ− α1
µ− 3α1 − α2
The Weyl group orbit Wµ is contained in a hyperbola. Its convex hull has infinitely
many faces. The set of fundamental faces is
F = {∅, {µ}, µ r1µ, , µ r2µ, H}.
Classically, for finite Weyl groups, the face lattices of orbit hulls have been investigated
by several people. A detailed literature survey can be found in [16, Section 2]. The
description of F in Corollary 3.14, the cross section lattice property of F in Corollaries
3.17 and 3.22, and the descriptions of W∗(F ) and W (F ), F ∈ F , in Theorem 3.15
have been obtained for finite Weyl groups by W. A. Casselman in [4, Sections 3 and
4], building on some work of A. Borel, J. Tits in [3, Sections 12.14 – 12.17], and of I.
Satake in [42, Section 2.3]. For orbit hulls of integral weights these results have been
shown independently by E. B. Vinberg in [46, Section 3.1]. Equivalent versions have
been obtained independently in the theory of J -irreducible reductive linear algebraic
monoids by M. S. Putcha and L. E. Renner in [37, Section 4].
The classical approaches for the investigation of the face lattice F(H) do not gen-
eralize to infinite Weyl groups. Instead we combine some ideas of [26, Section 4], [34,
Section 4], and [32, Section 2]. In addition to the results mentioned above we obtain a
description of the relative interiors of the faces of H, which even for finite Weyl groups
seems to be new. We obtain characterizations for H ∩C to be closed, and for H to have
finitely many edges containing µ. We reach a description of the lattice operations of the
face lattice F(H), which even for finite Weyl groups seems to be new.
For I ⊆ Π we denote by
FI := co(WIµ) ⊆ h∗R
the convex hull of WIµ in h
∗
R. To prove that these sets are fundamental faces we use two
Lemmas. The first can be found for example in [27, Proposition 1.11].
Lemma 3.1 We have H ⊂ µ− R+Π.
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The second Lemma generalizes [26, Lemma 4.2], as well as the fifth paragraph of [46,
Section 3.1] for orbit hulls where the Weyl group is finite. M. Dyer obtains independently
the same result by a different proof in [7, Lemma 2.4 (d)].
Lemma 3.2 Let w ∈W and I ⊆ Π with wµ ∈ µ−R+I. Then there exists u ∈WI such
that wµ = uµ.
Proof. We use induction on the length l(w). It is clear that the result holds for l(w) = 0.
Now suppose that l(w) ≥ 1. By [1, Proposition 2.20] there exist wI ∈ W I , wI ∈ WI
such that w = wIwI and l(w) = l(w
I) + l(wI). If w
I = 1 then w ∈ WI , and the proof is
complete. If wI 6= 1, let wI = rγ1 . . . rγk be a reduced expression. Then γk /∈ I. Moreover,
α := wIγk < 0 and w
−1
I γk > 0 by [12, Lemma 3.11] and [1, Lemma 2.15]. Since α
∨ =
wIγ∨k and w
−1
I γ
∨
k = (w
−1
I γk)
∨ > 0 we obtain 〈wµ,α∨〉 = 〈wIµ, γ∨k 〉 = 〈µ,w−1I γ∨k 〉 ≥ 0.
If 〈wIµ, γ∨k 〉 = 0, then rγkwIµ = wIµ. Hence, wµ = rγ1 . . . rγk−1wIµ. From the
induction hypothesis, there exists an element u ∈ WI such that rγ1 . . . rγk−1wIµ = uµ.
Thus, wµ = uµ.
If 〈wIµ, γ∨k 〉 = 〈wµ,α∨〉 > 0 we write wµ = µ−
∑
β∈I aββ with aβ ∈ R+. By Lemma
3.1 we have
rαwµ = µ−
∑
β∈I
aββ − 〈wµ, α∨〉α ⊆ µ− R+Π,
since rαwµ ∈ H. But α is a negative root, so it is a linear combination of simple roots
from I. Thus rα ∈ WI and rαwµ ∈ µ − R+I. Moreover, the length of rαw = (wIrγk)wI
is smaller than the length of w. From the induction hypothesis, there exists v ∈WI such
that rαwµ = vµ. Hence wµ = rαvµ with rαv ∈WI . 
Theorem 3.3 Let I ⊆ Π. Then FI is an exposed fundamental face of H, and
FI = H ∩ (µ− R+I) =WI(FI ∩ C).
Moreover, WIµ = FI ∩Wµ.
Proof. As µ − R+I is an exposed face of µ − R+Π we obtain that H ∩ (µ − R+I) is an
exposed face of H ∩ (µ − R+Π) = H. Now Lemma 2.13 shows that H ∩ (µ − R+I) is
generated by Wµ∩ (µ−R+I) as a convex set, which coincides with WIµ by Lemma 3.2.
So H ∩ (µ −R+I) = FI .
Since FI is the convex hull of WIµ we have WIFI = FI . Clearly, WI(FI ∩ C) ⊆ FI .
To show the reverse inclusion let η1 ∈ FI . Then there exist w ∈W and η ∈ C such that
η1 = wη. By Lemma 3.1 we have η = w
−1η1 ∈ H ⊆ µ − R+Π. Applying Lemma 3.1 to
η in place of µ we obtain
η1 = wη = η −
∑
α∈Π
aαα = µ+ (η − µ)−
∑
α∈Π
aαα = µ−
∑
α∈Π
bαα−
∑
α∈Π
aαα
with aα, bα ∈ R+, α ∈ Π. Since η1 ∈ FI = H ∩ (µ − R+I) we find that aα = bα = 0 for
all α ∈ Π \ I. Hence η1 = wη ∈ η − R+I. By Lemma 3.2, applied for η in place of µ,
there exists w1 ∈ WI such that η1 = w1η. We also get η = w−11 η1 ∈ WIFI = FI . Thus,
η ∈ FI ∩ C, and hence η1 ∈WI(FI ∩C).
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We next show that FI is fundamental. Choose some γ ∈ ri(FI). Because of FI =
WI(FI ∩C) there exists some w ∈WI such that wγ ∈ FI ∩C. Moreover, wγ ∈ w ri(FI) =
ri(wFI) = ri(FI). 
A nonempty subset I ⊆ Π is called µ-connected if every connected component of I
intersects J>. Note that I is µ-connected if and only if all its connected components are
µ-connected. We agree that the empty set is µ-connected. The next result is obvious.
Proposition 3.4 An arbitrary union of µ-connected sets is again µ-connected. For I ⊆
Π there exists a biggest µ-connected set I∗ contained in I, which we call the µ-connected
part of I.
Ordered partially by inclusion, the µ-connected sets form a lattice. The lattice meet
and lattice join of two µ-connected sets I1, I2 are given by
I1 ∧ I2 = (I1 ∩ I2)∗ and I1 ∨ I2 = I1 ∪ I2.
Moreover, ∅ is the smallest, and Π∗ is the biggest µ-connected set.
For I ⊆ Π we set
I∗ := {α ∈ J0 \ I∗ | rαrβ = rβrα for all β ∈ I∗}. (6)
Note also that for α, β ∈ Π, α 6= β, we have rαrβ = rβrα if and only if 〈β, α∨〉 = 0, if and
only if 〈α, β∨〉 = 0.
The µ-connected part I∗ is the union of the connected components of I that intersect
J>. Let Ir be the union of the connected components of I that do not intersect J>. Then
I = I∗ ⊔ Ir and Ir ⊆ I∗. (7)
The following Proposition shows that for our investigations it is sufficient to consider
the faces FI for µ-connected sets I.
Proposition 3.5 Let I be a subset of Π. Then FI = FI∗.
Proof. We have WIµ =WI∗WIrµ =WI∗µ. Hence FI = FI∗ . 
Let I be a µ-connected set. Next we determine the affine hull of the face FI . We
obtain an interior point of FI , whose isotropy group coincides, as we will see later, with
the stabilizer W∗(FI) of the whole face FI . Such points are useful for some proofs.
The way to do this is to construct a simplex of maximal dimension contained in FI ,
which is formulated by the following technical lemma.
Lemma 3.6 Let I be a nonempty µ-connected subset of Π.
(a) There exists a linear order on I with the following property: For every β ∈ I there
exists a chain γ0 < γ1 < · · · < γl = β in I such that γ0 ∈ J> and γi−1, γi are adjacent
for i = 1, . . . , l.
(b) Let I = {β1, . . . , βk} such that β1 < β2 < · · · < βk is a linear order as in (a).
Then the convex hull D of
η0 := µ, η1 := rβ1µ, η2 := rβ2rβ1µ, . . . , ηk := rβk · · · rβ1µ
is a k-dimensional simplex, and its affine hull is µ+ RI. Furthermore,
ri(D) ∩ (µ− R>I) ∩ CI∗ 6= ∅. (8)
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Proof. To show (a) first assume that I is connected. For α,α′ ∈ I we define the distance
d(α,α′) to be the minimum of the length l over the set of all chains α = γ0, γ1, . . . , γl = α
′
such that γj−1, γj are adjacent for j = 1, . . . , l. Since I is µ-connected, the intersection
I ∩ J> is not empty. Choose γ0 ∈ I ∩ J>, and define I(p) := {γ ∈ I | d(γ0, γ) = p} for
p ∈ Z+. Then I(0) = {γ0} and I(p) = ∅ at least for p ≥ |I|. Ordering the elements in
each of I(0), I(1), I(2), . . . linearly according to their indices, and defining I(0) < I(1) <
I(2) < · · · , we obtain a linear order on I with the property of (a).
Now let I have the connected components I1, I2, . . . , Ip with p > 1. Since these
components are also µ-connected there exists on every component a linear order with
the property of (a). We obtain a linear order on I with the property of (a) by defining
I1 < I2 < · · · < Ip.
Next we prove the first part of (b). Set bt := 〈ηt−1, β∨t 〉 for t = 1, . . . , k. We first show
ηt = µ− b1β1 − b2β2 − · · · − btβt and b1, b2, . . . , bt ∈ R> (9)
for all t = 1, . . . , k by induction on t. If t = 1, then we have rβ1µ = µ − b1β1 with
b1 = 〈µ, β∨1 〉 > 0 since β1 ∈ J>. Now let 2 ≤ t ≤ k and suppose that (9) holds for t− 1.
Then we obtain
ηt = rβtηt−1 = ηt−1 − 〈ηt−1, β∨t 〉βt = µ− b1β1 − · · · − bt−1βt−1 − btβt,
and
bt = 〈ηt−1, β∨t 〉 = 〈µ− b1β1 − b2β2 − · · · − bt−1βt−1, β∨t 〉 ≥ 0
since 〈µ, β∨t 〉 ≥ 0 and −bj〈βj , β∨t 〉 ≥ 0 for all j = 1, . . . , t − 1. If βt ∈ J> then we have
〈µ, β∨t 〉 > 0. If βt 6∈ J> then there exists s < t such that βs, βt are adjacent, from which
we get −bs〈βs, β∨t 〉 > 0. Thus bt > 0.
Denote by lin(D) the translation space of the affine hull aff(D) of D. From (9) we
obtain btβt = ηt−1 − ηt ∈ lin(D) ⊆ RI and bt 6= 0 for all t = 1, . . . , k. It follows that
lin(D) = RI, and aff(D) = µ+ RI. In particular, D is a k-dimensional simplex.
We now prove the second part of (b) by showing that there exist ǫ1, . . . ǫk ∈ R> such
that xt := η0 + ǫ1η1 + · · ·+ ǫtηt is contained in
{ η ∈ (1 + ǫ1 + · · ·+ ǫt)µ− R>{β1, . . . , βt} | 〈η, β∨j 〉 > 0 for j = 1, . . . , t } (10)
for t = 1, . . . , k. We use induction on t. Let t = 1. Since β1 ∈ J> we have 〈µ, β∨1 〉 > 0.
Therefore, there exists ǫ1 ∈ R> such that
〈η0 + ǫ1η1, β∨1 〉 = 〈µ, β∨1 〉+ ǫ1〈η1, β∨1 〉 > 0.
We find from (9) that
η0 + ǫ1η1 = (1 + ǫ1)µ − ǫ1b1β1 ∈ (1 + ǫ1)µ− R>{β1}.
Now let 2 ≤ t ≤ k. By induction hypothesis we have
xt−1 ∈ (1 + ǫ1 + · · ·+ ǫt−1)µ− R>{β1, . . . , βt−1}. (11)
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Here 〈µ, β∨t 〉 ≥ 0 and 〈βj , β∨t 〉 ≤ 0 for all j < t. If βt ∈ J> then 〈µ, β∨t 〉 > 0. If βt 6∈ J>
then there exists s < t such that βs, βt are adjacent, from which we get 〈βs, β∨t 〉 < 0.
We conclude that 〈xt−1, β∨t 〉 > 0. By induction hypothesis we also have 〈xt−1, β∨j 〉 > 0
for all j < t. Hence we can choose ǫt ∈ R> such that
〈xt, β∨j 〉 = 〈xt−1, β∨j 〉+ ǫt〈ηt, β∨j 〉 > 0
for all j = 1, . . . , t. Furthermore, from (11) and (9) we find that xt = xt−1 + ǫtηt ∈
(1 + ǫ1 + · · · + ǫt)µ− R>{β1, . . . , βt}.
Set ǫ := 1 + ǫ1 + · · ·+ ǫk. We have shown that
xk = η0 + ǫ1η1 + · · · + ǫkηk = ǫµ− c1β1 − · · · − ckβk
for some c1, . . . , ck ∈ R>, and that 〈xk, α∨〉 > 0 for all α ∈ I. For α ∈ Π \ I we find
〈xk, α∨〉 = ǫ〈µ, α∨〉 − c1〈β1, α∨〉 − · · · − ck〈βk, α∨〉 ≥ 0
since 〈µ, α∨〉 ≥ 0 and 〈βj , α∨〉 ≤ 0 for j = 1, . . . , k. Furthermore, 〈xk, α∨〉 = 0 if and
only if 〈µ, α∨〉 = 0 and 〈βj , α∨〉 = 0 for j = 1, . . . , k. This is equivalent to α ∈ I∗. Hence
1
ǫ
xk ∈ ri(D) ∩ (µ − R>I) ∩ CI∗. 
In the following we set R>∅ := {0}.
Corollary 3.7 Let I ⊆ Π be µ-connected. Then the face FI is fundamental with
ri(FI) ∩ (µ− R>I) ∩CI∗ 6= ∅. (12)
The affine hull of FI is µ+ RI. In particular, dimFI = |I|.
Proof. The Corollary holds for I = ∅, where F∅ = {µ} and ∅∗ = J0. Let I 6= ∅. Choose a
simplex D as in Lemma 3.6. Then D ⊆ FI and µ+RI = aff(D) ⊆ aff(FI). Furthermore,
aff(FI) ⊆ µ+ RI by Theorem 3.3. Since D and FI have the same affine hull µ+ RI, we
obtain ri(D) ⊆ ri(FI). Thus (12) follows from (8). 
Corollary 3.8 The map I 7→ FI from the set of µ-connected subsets to the set F \{∅} of
nonempty fundamental faces is an isomorphism of partially ordered sets onto its image.
Proof. Let I1, I2 be µ-connected. Clearly, I1 ⊆ I2 implies FI1 = co(WI1µ) ⊆ co(WI2µ) =
FI2 . If FI1 ⊆ FI2 then by Corollary 3.7 we obtain µ+ RI1 ⊆ µ+ RI2. Hence I1 ⊆ I2. 
We next describe the relative interiors of the nonempty fundamental faces. For ∅ 6=
K ⊆ Π we denote by K0 the union of the connected components of K that are of finite
type. We set ∅0 = ∅.
Theorem 3.9 Let I be µ-connected. Then ri(FI) =WI (ri(FI) ∩ C) and
ri(FI) ∩ C = (µ − R>I) ∩ C =
⊔
If⊆I, (If )0=If
(µ− R>I) ∩ CI∗∪If︸ ︷︷ ︸
6=∅
.
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Proof. The theorem holds trivially for I = ∅ since F∅ = {µ}, ri(F∅) = {µ}, W∅ = {1},
R>∅ = {0}, and ∅∗ = J0. We divide the proof for I 6= ∅ into several parts.
(i) We prove ri(FI) = WI(ri(FI) ∩ C). By Theorem 3.3 we have FI = WI(FI ∩ C),
from which we get wFI = FI for all w ∈WI . By Lemma 2.10 we conclude that w ri(FI) =
ri(FI) for all w ∈ WI . Thus WI(ri(FI) ∩ C) ⊆ ri(FI). To show the reverse inclusion let
η ∈ ri(FI). Then there exists w ∈WI such that w−1η ∈ w−1 ri(FI) ∩ C = ri(FI) ∩ C.
(ii) We show that
(µ − R>I) ∩ C =
⊔
If⊆I, (If )0=If
(µ− R>I) ∩CI∗∪If .
The union on the right is disjoint and contained in the set on the left. To show the
reverse inclusion let η = µ−∑α∈I mαα ∈ C with mα ∈ R> for α ∈ I. If β ∈ Π \ I then
〈η, β∨〉 = 〈µ, β∨〉︸ ︷︷ ︸
≥0
−
∑
α∈I
mα 〈α, β∨〉︸ ︷︷ ︸
≤0
= 0
if and only if 〈µ, β∨〉 = 0 and 〈α, β∨〉 = 0 for all α ∈ I. This is equivalent to β ∈ I∗.
Let K be a component of {β ∈ I | 〈η, β∨〉 = 0}. For every β ∈ K we have
∑
α∈K
mα〈α, β∨〉 = 〈µ, β∨〉︸ ︷︷ ︸
≥0
−
∑
α∈I\K
mα 〈α, β∨〉︸ ︷︷ ︸
≤0
≥ 0. (13)
From [12, Theorem 4.3] it follows that either K is of finite type, or that K is of affine
type and in (13) we have equality for all β ∈ K. In the latter case we conclude that
〈µ, β∨〉 = 0 and 〈α, β∨〉 = 0 for all α ∈ I \K and β ∈ K. Hence K is a component of
I, which is contained in J0. However, this is impossible because every component of I is
µ-connected.
(iii) We show that (µ − R>I) ∩ CI∗ ⊆ FI by contradiction. Let η ∈ (µ − R>I) ∩ CI∗
and suppose that η /∈ FI . By Corollary 3.7 there exists
η1 ∈ ri(FI) ∩ (µ− R>I) ∩ CI∗.
Since µ ∈ FI and I∗ ⊆ J0 also
ηs := sη1 + (1− s)µ ∈ ri(FI) ∩ (µ− R>I) ∩ CI∗
for all 0 < s ≤ 1. We choose some s such that ηs − η ∈ R>I, and consider the line
segment
ηsη ⊆ (µ+ RI) ∩ CI∗ ⊆ { η′ ∈ h∗R | 〈η′, α∨〉 > 0 for all α ∈ I}.
Since ηs ∈ ri(FI) ⊆ FI , η /∈ FI , and FI is convex, there exists some ηb ∈ ηsη, ηb 6= ηs,
such that ηsηb \ {ηb} ⊆ FI and (ηbη \ {ηb}) ∩ FI = ∅.
Since ηsη is compact and I is finite there exists ǫ > 0 such that 〈η′, α∨〉 ≥ ǫ for all
η′ ∈ ηsη and α ∈ I. There exist η+ ∈ ηsηb \ {ηb} and η− ∈ ηbη \ FI such that
η+ − η− ∈
{∑
α∈I
tαα | 0 ≤ tα ≤ ǫ|I|
}
⊆
{∑
α∈I
sα〈η+, α∨〉α | 0 ≤ sα ≤ 1|I|
}
.
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But then we get
η− ∈ η+ −
{∑
α∈I
sα〈η+, α∨〉α | sα ∈ R+,
∑
α∈I
sα ≤ 1
}
= co(η+, rαη+ | α ∈ I) ⊆ FI ,
which contradicts η− /∈ FI .
(iv) We refine (iii) by showing that (µ−R>I)∩CI∗ ⊆ ri(FI). Let η0 ∈ (µ−R>I)∩CI∗ .
Let η ∈ FI , η 6= η0. For ǫ ∈ R+ we set ηǫ := η0 + ǫ(η0 − η). By Corollary 3.7 and the
definition of I∗ we get
η0 − η ∈ RI = RI ∩ { η′ ∈ h∗R | 〈η′, α∨〉 = 0 for all α ∈ I∗}.
Since µ−R>I is open in µ+RI, and CI∗ is open in { η′ ∈ h∗R | 〈η′, α∨〉 = 0 for all α ∈ I∗}
there exists ǫ0 > 0 such that ηǫ ∈ (µ − R>I) ∩ CI∗ for all 0 ≤ ǫ ≤ ǫ0. From [5, Theorem
3.5] it follows that η0 ∈ ri(FI).
(v) Let ∅ 6= If ⊆ I such that (If )0 = If . We show that (µ− R>I) ∩ CI∗∪If ⊆ ri(FI).
Let η0 ∈ (µ − R>I) ∩ CI∗∪If . From [12, Theorem 4.3 (Fin)] it follows that there exists
γ ∈ R>If such that 〈γ, α∨〉 > 0 for all α ∈ If . For t ∈ R+ we set ηt := η0 + tγ. By [34,
Lemma 3.50] there exists t0 > 0 such that
ηt ∈ CI∗ and
1
|WIf |
∑
w∈WIf
wηt = η0
for all 0 < t ≤ t0. Since η0 ∈ µ − R>I and If ⊆ I we can choose 0 < t ≤ t0 such that
ηt = η0 + tγ ∈ µ− R>I. By (iv) we obtain ηt ∈ ri(FI). Since wηt ∈ w ri(FI) = ri(FI) for
all w ∈WIf by (i), we find
η0 =
1
|WIf |
∑
w∈WIf
wηt ∈ ri(FI).
(vi) Let If ⊆ I such that (If )0 = If . We show that (µ − R>I) ∩ CI∗∪If 6= ∅. By
Corollary 3.7 there exists η ∈ (µ − R>I) ∩ CI∗ . For w ∈ WIf we get wη ∈ η − R+If ⊆
µ− R>I. From [34, Lemma 3.50] it follows that
1
|WIf |
∑
w∈WIf
wη ∈ (µ− R>I) ∩ CI∗∪If .
(vii) From (ii) and (iv), (v) we get (µ−R>I)∩C ⊆ ri(FI) ∩C. To prove the reverse
inclusion it is sufficient to show ri(FI) ⊆ µ − R>I. From Theorem 3.3 it follows that
FI ⊆ µ−R+I. By Corollary 3.7, the affine hull of FI is µ+RI, which coincides with the
affine hull of µ− R+I. Hence ri(FI) ⊆ ri(µ− R+I) = µ− R>I. 
The following Proposition has been obtained when µ is an integral dominant weight
and I = Π∗ in [12, Lemma 11.2] by Lie theoretic methods.
Proposition 3.10 Let I be µ-connected. We have
FI ⊆
⊔
µ-connected K⊆I
µ− R>K. (14)
26
Proof. Clearly, the union is disjoint. If K1, . . . ,Kp are µ-connected and r1, . . . , rp ∈ R>
such that r1+· · ·+rp = 1 then r1(µ−R>K1)+· · ·+rp(µ−R>Kp) ⊆ µ−R>(K1∪· · ·∪Kp),
and K1 ∪ · · · ∪ Kp ⊆ I is µ-connected by Proposition 3.4. Therefore, it is sufficient to
show that WIµ is contained in the union of (14).
Let w ∈ WI . Then wµ ∈ µ − R>K for some K ⊆ I. By Lemma 3.2 there exists
wK ∈WK such that wµ = wKµ. Inserting the decomposition wK = w∗w∗ with w∗ ∈WK∗
and w∗ ∈ WKr ⊆ WK∗ , we get wµ = wKµ = w∗µ ∈ µ− R+K∗. It follows that K ⊆ K∗.
Hence K is µ-connected. 
The decompositions of the next corollary are key for the proofs of several of our
results. When µ is an integral dominant weight and I = Π∗, the second decomposition of
H ∩ C implies the description [12, Propositions 11.2 a)] of the weights of an irreducible
highest weight module of highest weight µ, given by V. Kac and D. Peterson. The proof of
[12, Proposition 11.2 a)] uses Lie theoretic and integral methods, and does not generalize
to our situation.
Corollary 3.11 Let I be µ-connected. Then
FI ∩C =
⊔
µ-connected K⊆I
ri(FK) ∩ C =
⊔
µ-connected K⊆I
(µ − R>K) ∩ C.
Proof. From Proposition 3.10 and Theorem 3.9 it follows that
FI ∩ C ⊆
⊔
µ-connected K⊆I
(µ− R>K) ∩ C =
⊔
µ-connected K⊆I
ri(FK) ∩C ⊆ FI ∩ C.

Equation (15) below has been obtained for I = Π∗ and (J0)
0 = J0 by E. Looijenga in
[27, Corollary 1.14, Proposition 2.4] by a direct, involved proof. When µ is in addition
an integral dominant weight, this equation implies the description [12, Propositions 11.2
b)] of the weights of an irreducible highest weight module of highest weight µ, given by
V. Kac and D. Peterson. Our proof follows that of [12, Proposition 11.2 b)] with more
details.
Corollary 3.12 Let I be µ-connected. If (I ∩ J0)0 = I ∩ J0 then
FI ∩ C = (µ− R+I) ∩ C = (µ− R+I) ∩ CI∗. (15)
Proof. From Corollary 3.11 we get
FI ∩ C =
⊔
µ-connected K⊆I
(µ− R>K) ∩ C ⊆ (µ − R+I) ∩ C.
To show the reverse inclusion let η ∈ (µ − R+I) ∩ C. Since µ ∈ FI ∩ C we may assume
η 6= µ. There exists ∅ 6= K ⊆ I such that η is of the form η = µ−∑α∈K mαα ∈ C with
mα ∈ R> for all α ∈ K.
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Suppose that K is not µ-connected. Then there exists a connected component L of
K such that L ⊆ K ∩ J0 ⊆ I ∩ J0. For every β ∈ L we find
0 ≤ 〈η, β∨〉 = 〈µ, β∨〉︸ ︷︷ ︸
=0
−
∑
α∈L
mα〈α, β∨〉 −
∑
α∈K\L
mα 〈α, β∨〉︸ ︷︷ ︸
=0
.
From [12, Theorem 4.3] it follows that L is of nonfinite type. This contradicts that L is
contained in I ∩ J0, which is a union of components of finite type.
Obviously, (µ − R+I) ∩ C ⊇ (µ − R+I) ∩ CI∗ . The reverse inclusion follows by the
definition of I∗. 
We describe the closeness of the intersection of the orbit hull with the closed funda-
mental chamber.
Corollary 3.13 The following are equivalent.
(a) (Π∗ ∩ J0)0 = Π∗ ∩ J0.
(b) H ∩ C is closed.
In particular, if the Kac-Moody algebra g(A) is of finite, affine, or strongly hyperbolic
type, then H ∩C is closed.
Proof. If we have (Π∗ ∩ J0)0 = Π∗ ∩ J0 then H ∩C = (µ−R+Π∗)∩C by Corollary 3.12.
Hence H ∩ C is closed.
Now let (Π∗∩J0)0 6= Π∗∩J0, and choose a component K of Π∗∩J0 of nonfinite type.
By [12, Theorem 4.3] there exists γ ∈ R>K such that 〈γ, α∨〉 ≤ 0 for all α ∈ K. Clearly,
〈γ, α∨〉 ≤ 0 for all α ∈ Π\K. By Theorem 3.9 there exists η ∈ (µ−R>Π∗)∩C = ri(H)∩C .
For 0 ≤ t ≤ 1 we set τt := (1− t)µ+ tη − γ. Then
τt ∈ (µ− R>Π∗) ∩ C = ri(H) ∩ C ⊆ H ∩ C
for all 0 < t ≤ 1, and τ0 = µ− γ ∈ (µ−R>K)∩C. Since K is not µ-connected it follows
from Corollary 3.11 for I = Π∗ that τ0 is not contained in H ∩C. So H ∩C is not closed.
Let g(A) be of finite, affine, or strongly hyperbolic type. If J0 = Π then Π
∗ = ∅.
Thus Π∗ ∩ J0 = ∅. If J0 6= Π then Π∗ ∩ J0 is a proper subset of Π. Hence it is either
empty or a union of components of finite type. 
Now we can show that the map of Corollary 3.8 is onto.
Corollary 3.14 The map I 7→ FI from the set of all µ-connected subsets to the set
F \ {∅} of all nonempty fundamental faces is an isomorphism of partially ordered sets.
Proof. By Corollary 3.8 it remains to show that the map is surjective. If F is a nonempty
fundamental face, then ri(F ) ∩ C 6= ∅. Since
H ∩ C =
⊔
µ-connected I
ri(FI) ∩ C
by Corollary 3.11, there exists some µ-connected set I such that ri(F )∩ ri(FI) 6= ∅. Thus
F = FI . 
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To avoid case distinctions between the empty fundamental face and nonempty fun-
damental faces in the following theorem on the stabilizers and isotropy groups, and in
many of the results of Section 4 we introduce some notation. For F ∈ F we set
λ∗(F ) :=
®
I if F = FI , I µ-connected,
∅ if F = ∅. (16)
λ∗(F ) :=
®
I∗ if F = FI , I µ-connected,
Π if F = ∅. (17)
Furthermore, for F ∈ F we set
λ(F ) := λ∗(F ) ∪ λ∗(F ) =
®
I ∪ I∗ if F = FI , I µ-connected,
Π if F = ∅. (18)
The map λ : F → 2Π is called the type map.
The next result describes the isotropy groups and stabilizers of the fundamental faces.
Theorem 3.15 If F ∈ F then
W∗(F ) =Wλ∗(F ) and W (F ) =Wλ(F ) =Wλ∗(F ) ×Wλ∗(F ).
In particular, the sets (17) and (18) can be given by
λ∗(F ) = {α ∈ Π | rαη = η for all η ∈ F} and λ(F ) = {α ∈ Π | rαF = F}.
Proof. Clearly, the theorem holds for F = ∅. Let F = FI where I is a µ-connected
set. The elements of WI and WI∗ commute because I and I∗ are separated. Hence
WI∪I∗ = WI ×WI∗ . Furthermore, since FI is the convex hull of WIµ, and the elements
of WI∗ ⊆WJ0 fix µ, we have WI∗ ⊆W∗(FI) ⊆W (FI) and WI ⊆W (FI).
From Corollary 3.7, there exists η ∈ ri(FI) ∩ (µ−R>I) ∩CI∗ . The isotropy group of
η is WI∗ by [12, Proposition 3.12 a)]. Hence W∗(FI) ⊆WI∗.
Now let w ∈ W (FI). Then wη ∈ FI . By Theorem 3.3 there exist w′ ∈ WI and η′ ∈
FI ∩C such that wη = w′η′. Since every Weyl group orbit intersects C in only one point
we get η′ = η. Thus wη = w′η, from which it follows that w ∈ w′WI∗ ⊆WIWI∗ =WI∪I∗ .

Next, we describe the inclusion of nonempty faces.
Proposition 3.16 Let I, I ′ be µ-connected and w,w′ ∈ W . Then wFI ⊆ w′FI′ if and
only if I ⊆ I ′ and w−1w′ ∈WI∗WI′ =W (FI)W (FI′).
Proof. If I ⊆ I ′ then I∗ ⊇ I ′∗, and from Theorem 3.15 we obtain
W (FI)W (FI′) =WI∪I∗WI′∗WI′ =WI∪I∗WI′ =WI∗WIWI′ =WI∗WI′ .
By Corollary 3.7 we find that there exists η ∈ ri(FI)∩(µ−R>I)∩CI∗. If wFI ⊆ w′FI′
then (w′)−1wη ∈ FI′ . By Theorem 3.3 there exist η′ ∈ FI′ ∩ C and w′′ ∈ WI′ such that
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(w′)−1wη = w′′η′. Since every W -orbit intersects C in only one point we get η = η′.
Hence (w′)−1w ∈ w′′Wη ⊆WI′WI∗.
Now suppose that (w′)−1w ∈WI′WI∗. Write (w′)−1w = ab with a ∈WI′ and b ∈WI∗ .
Then (w′)−1wFI ⊆ FI′ is equivalent to FI = bFI ⊆ a−1FI′ = FI′ by Theorem 3.15, which
in turn is equivalent to I ⊆ I ′ by Corollary 3.14. 
Corollary 3.17 The set of fundamental faces F is a cross-section for the action of W
on F(H), that is, every face of H is W -equivalent to a unique fundamental face of H.
Proof. The face ∅ ∈ F(H) is W -equivalent only to ∅ ∈ F . Let F ∈ F(H) \ {∅} and
η0 ∈ ri(F ). There exists w ∈W such that wη0 ∈ C. Since
H ∩ C =
⊔
µ-connected K
ri(FK) ∩ C
by Corollary 3.11, there exists some µ-connected set K such that ri(FK) ∋ wη0 ∈
w ri(F ) = ri(wF ). Therefore, wF = FK .
If also w′F = FK ′ for w
′ ∈ W and some µ-connected set K ′, then w−1FK =
(w′)−1FK ′ . From Proposition 3.16 we get K = K
′. 
We need also the following refinement which follows immediately from Proposition
3.16 and Corollary 3.17.
Corollary 3.18 Let F be a fundamental face. Then every face contained in F is W (F )-
equivalent to a unique fundamental face contained in F .
From the Corollaries 3.17, 3.14, and 3.7 we obtain that the edges of H containing the
vertex µ are given by
µ rαµ where α ∈WJ0J> =
⊔
β∈J>
WJ0β.
Corollary 3.19 The following are equivalent.
(a) (Π∗ ∩ J0)0 = Π∗ ∩ J0.
(b) There are only finitely many edges of H that contain the vertex µ.
In particular, if the Kac-Moody algebra g(A) is of finite, affine, or strongly hyperbolic
type, then there are only finitely many edges of H which contain the vertex µ
Proof. We have Π = Π∗ ∪Π∗ and Π∗, Π∗ are separated with J> ⊆ Π∗, Π∗ ⊆ J0. Hence
WJ0J> =W(Π∗∩J0)∪Π∗J> =WΠ∗∩J0WΠ∗J> =WΠ∗∩J0J>.
If (Π∗ ∩ J0)0 = Π∗ ∩ J0 then WΠ∗∩J0 is finite. Thus WΠ∗∩J0J> is finite. Now let
(Π∗ ∩ J0)0 6= Π∗ ∩ J0. We show that WΠ∗∩J0J> is infinite.
There exists a component K of Π∗ ∩ J0 of nonfinite type. Let K ′ be the component
of Π∗ that contains K. Since K ′ is connected and µ-connected there exists β ∈ K ′ ∩ J>
adjacent to some γ ∈ K. Now {α∨ | α ∈ K} ⊆ hR and {α | α ∈ K} ⊆ h∗R is a free root
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base for the Weyl group WK . Moreover, −β is in its fundamental chamber in h∗R, since
−〈β, α∨〉 ≥ 0 for all α ∈ K. Hence the isotropy group of β in WK is given by WL where
L = {α ∈ K | rαβ = β}. Furthermore, L $ K since γ /∈ L. By [1, Proposition 2.43] the
set WKβ is infinite.
Let g(A) be of finite, affine, or strongly hyperbolic type. If J0 = Π then Π
∗ = ∅.
Thus Π∗ ∩ J0 = ∅. If J0 6= Π then Π∗ ∩ J0 is a proper subset of Π. Hence it is either
empty or a union of components of finite type. 
We define the map red : W → Π as follows: We set red(1) := ∅. If w ∈ W and w =
ri1ri2 · · · rik is a reduced expression, we set red(w) := {αi1 , αi2 , . . . , αik}; it is independent
of the chosen reduced expression by [1, Theorem 2.33].
Theorem 3.20 (a) Let I, I ′ be µ-connected and w ∈ IW I′. Then
FI ∩ wFI′ =
®
F(I∩wI′)∗ if w ∈WJ0 ,
∅ if w /∈WJ0 .
(b) Let I, I ′ be µ-connected and w ∈ I∗W I′∗. Then I ∪ I ′ ∪ red(w) is µ-connected and
FI ∨ wFI′ = FI∪I′∪red(w).
Remark 3.21 The lattice intersection and lattice join of two arbitrary nonempty faces
can be reduced to Theorem 3.20, by using I∪I∗W I
′∪I′∗ ⊆ IW I′, I∪I∗W I′∪I′∗ ⊆ I∗W I′∗ , and
Theorem 3.15.
Proof. We first show (a). From Lemma 2.13 and Theorem 3.3 we find that the face
FI ∩wFI′ is generated by
(FI ∩ wFI′) ∩Wµ = (FI ∩Wµ) ∩ (wFI′ ∩Wµ) =WIµ ∩wWI′µ.
Suppose that FI ∩ wFI′ 6= ∅. Let w1 ∈ WI , w′1 ∈ WI′ such that w1µ = ww′1µ. Then
(w1)
−1ww′1 ∈WJ0 . From [1, Proposition 2.23], there exist w2 ∈WI , w′2 ∈WI′ such that
(w2)
−1ww′2 = (w1)
−1ww′1 ∈WJ0 and l((w2)−1ww′2) = l((w2)−1) + l(w) + l(w′2).
It follows that w ∈ WJ0 , w2 ∈ WJ0 ∩ WI = WJ0∩I , and w′2 ∈ WJ0 ∩ WI′ = WJ0∩I′ .
Therefore, we obtain
WI ∋ w2(w1)−1 = ww′2(w′1)−1w−1 ∈ wWI′w−1.
Hence w2(w1)
−1 ∈ WI∩wI′ by [1, Lemma 2.25], and w1µ ∈ W(I∩wI′)w2µ = W(I∩wI′)µ.
Thus FI ∩ wFI′ ⊆ FI∩wI′ = F(I∩wI′)∗ .
We have WI∩wI′ =WI ∩ wWI′w−1 by [1, Lemma 2.25]. If w ∈WJ0 then
WI∩wI′µ ⊆WIµ ∩ wWI′w−1µ =WIµ ∩ wWI′µ.
Hence, F(I∩wI′)∗ = FI∩wI′ ⊆ FI ∩ wFI′ .
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For the proof of (b) we first show that J := I ∪ I ′∪ red(w) is a µ-connected set. Since
w ∈WJ =WJ∗WJr with Jr ⊆ J∗ we can write w = w∗w∗ with w∗ ∈WJ∗ and w∗ ∈WJ∗ .
Thanks to J∗ ⊆ I ′∗, we get
WI∗wWI′∗ =WI∗w
∗w∗WI′∗ =WI∗w
∗WI′∗.
Since w is a minimal double coset representative we find l(w∗) ≥ l(w) = l(w∗) + l(w∗).
We conclude that l(w∗) = 0 and w∗ = 1. Thus red(w) = red(w
∗) ⊆ J∗. Therefore
J = I ∪ I ′ ∪ red(w) ⊆ J∗, which shows that J is µ-connected.
We now prove the second part of (b). By Corollary 3.17 and Corollary 3.14 there
exist w1 ∈W and some µ-connected set K such that FI ∨ wFI′ = w1FK .
Clearly, FI , wFI′ ⊆ FI∪I′∪red(w). Hence w1FK = FI ∨ wFI′ ⊆ FI∪I′∪red(w). From
Proposition 3.16 we get K ⊆ I ∪ I ′ ∪ red(w).
Since FI , wFI′ ⊆ w1FK we find from Proposition 3.16 that I, I ′ ⊆ K, and w1 ∈
WI∗WK , w
−1w1 ∈WI′∗WK . Eliminating w1, we obtain w ∈WI∗WKWI′∗, and equivalently
WI∗wWI′∗ ∩WK 6= ∅. It follows from [1, Proposition 2.23], similarly as in the proof of
part (a), that w ∈WK . We conclude that I ∪ I ′ ∪ red(w) ⊆ K.
We have shown that w1FK ⊆ FI∪I′∪red(w), and K = I ∪ I ′ ∪ red(w), from which it
follows that the dimension of both are equal. Therefore, w1FK = FI∪I′∪red(w). 
Let the partially ordered set (L,≤) be a lattice. In this article a subset L1 ⊆ L is
called a sublattice of L, if the partially ordered set (L1,≤) is a lattice with the same
smallest and biggest elements, and the same lattice operations as in L.
Corollary 3.22 The set F of fundamental faces is a sublattice of the face lattice F(H).
Proof. Trivially, ∅,H ∈ F . Let F1, F2 ∈ F . We obtain from Theorem 3.20 that
F1 ∩ F2 ∈ F and F1 ∨ F2 ∈ F (19)
for all F1, F2 ∈ F \ {∅}. Clearly, (19) holds if F1 = ∅ or F2 = ∅. 
4 The monoid M(ρ)
In this section we fix an irreducible highest weight representation (V, ρ) of the Kac-
Moody algebra g of highest weight µ ∈ P+. We assume that Π is µ-connected, i.e., no
connected component of Π is contained in the type J0 of µ. We denote by (V,ρ) the
corresponding irreducible highest weight representation of the Kac-Moody group G. We
fix a contravariant nondegenerate symmetric bilinear form ( | ) on V .
4.1 The definition of M(ρ)
The linear space V decomposes into a direct sum of weight spaces
V =
⊕
η∈P (V )
Vη.
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The weight hull H of ρ is the convex hull of the set of weights P (V ) ⊂ h∗R. By [12,
Proposition 11.3 a)] H coincides with the orbit hull of µ.
If F is a face of H we get a decomposition
V = VF ⊕ V ⊥F with VF :=
⊕
η∈F∩P (V )
Vη and V
⊥
F :=
⊕
η∈P (V )\F
Vη (20)
which is also orthogonal with respect to the nondegenerate bilinear form ( | ). We call
VF the face vector space associated to the face F . We denote by e(F ) the corresponding
linear projection defined by
e(F )v =
®
v, if v ∈ VF ,
0, if v ∈ V ⊥F .
(21)
The projection e(F ) is an idempotent of End(V ). Its adjoint e(F )⋆ with respect to the
nondegenerate bilinear form ( | ) exists and we have e(F )⋆ = e(F ).
The set
E := {e(F ) | F ∈ F(H)}
is a commutative submonoid of End(V ) consisting of idempotents. Its multiplication is
given by
e(F )e(F ′) = e(F ∩ F ′) where F, F ′ ∈ F(H). (22)
Moreover, e(∅) is the zero and e(H) is the identity of E as well as of End(V ).
Recall that G := C×ρ(G). We define the monoid M(ρ) to be the submonoid of
End(V ) generated by G and E, that is,
M(ρ) := 〈G, E〉.
We often write M instead of M(ρ). The adjoints of the elements of M with respect to
the nondegenerate bilinear form ( | ) exist, and are contained in M . In this way we get
an anti-involution ⋆ on M , extending the Chevalley anti-involution on G, which we call
the Chevalley anti-involution of M .
We define T to be the submonoid of M generated by T and E. We define N to be
the submonoid of M generated by N and E. To describe these submonoids we need the
following Lemma.
Lemma 4.1 Let F be a face of H, and let n ∈ N represent w ∈W . Then
ne(F )n−1 = e(wF ).
Proof. This is straightforward from (21) and (2). 
If Y is a submonoid of M we denote by Y × its unit group, and by E(Y ) its set of
idempotents.
Proposition 4.2 (a) T is a unit regular commutative monoid with T
×
= T and E(T ) =
E. In particular, T = TE = ET .
(b) N is a unit regular inverse monoid with N
×
= N and E(N ) = E. In particular,
N = NE = EN .
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Proof. From Lemma 4.1 it follows that T is commutative. Hence T = TE = ET . Again
from Lemma 4.1 we also find that N = NE = EN .
Clearly, T ⊆ T×. Conversely, x ∈ T× is of the form x = te for some t ∈ T and e ∈ E.
Therefore, e = t−1x ∈ E(T ) ∩ T× = {1}. Thus x = t ∈ T . Similarly, we get N× = N .
We have E ⊆ E(T ) ⊆ E(N). Conversely, any idempotent x ∈ E(N) can be written
in the form x = nwe(F ) for some nw ∈ N projecting to w ∈ W , and some face F of H.
From x = x2 we get e(F ) = e(F )nwe(F ). Evaluating at vη ∈ Vη \ {0} where η ∈ F we
find 0 6= vη = e(F )nwvη. Since nwvη is homogeneous it follows that vη = nwvη. Hence
xvη = nwvη = vη. For vη ∈ Vη where η /∈ F we obtain xvη = 0. We conclude that
x = e(F ) ∈ E.
Clearly, T and N are unit regular monoids. The idempotents of N commute. From
[10, Theorem 5.1.1] it follows that N is an inverse monoid. 
Our aim below is to establish the unit regularity, and the Bruhat and Birkhoff de-
compositions for M . To this end, we need intensive preparations. We proceed similarly
as in [29, Chapter 2].
4.2 Weight strings
Let F be a face of H. The weights in P (V )∩F are called F -weights. We investigate
explicitly the α-weight string through an F -weight where α is a real root.
Recall from Section 3 the definition and the properties of the parabolic subgroups
W (F ), W∗(F ). We define
∆(F ) := {α ∈ ∆re | rα ∈W (F )} = {α ∈ ∆re | rαF = F},
∆∗(F ) := {α ∈ ∆re | rα ∈W∗(F )} = {α ∈ ∆re | rαη = η for all η ∈ F},
∆∗(F ) := ∆(F ) \∆∗(F ).
Note that if F = wF ′ with w ∈W and F ′ a fundamental face then
∆(F ) = w∆(F ′) = wWλ(F ′)λ(F
′),
∆∗(F ) = w∆∗(F
′) = wWλ∗(F ′)λ∗(F
′),
∆∗(F ) = w∆∗(F ′) = wWλ∗(F ′)λ
∗(F ′).
Since the isotropy group W (F ′) of F ′ leaves ∆re± \∆(F ′) invariant we can define
∆p(F ) := w(∆
re
+ \∆(F ′)) and ∆n(F ) := w(∆re− \∆(F ′)).
In particular, we have ∆(∅) = ∆∗(∅) = ∆re, ∆∗(∅) = ∆p(∅) = ∆n(∅) = ∅, and
∆(H) = ∆∗(H) = ∆re, ∆∗(H) = ∆p(H) = ∆n(H) = ∅. Note that
∆re = ∆(F ) ⊔∆p(F ) ⊔∆n(F ) = ∆∗(F ) ⊔∆∗(F ) ⊔∆p(F ) ⊔∆n(F ).
Lemma 4.3 Let F be a face of H, and w ∈W .
(a) w ∈W (F ) if and only w(P (V ) ∩ F ) = P (V ) ∩ F .
(b) w ∈W∗(F ) if and only wη = η for all η ∈ P (V ) ∩ F .
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Proof. The Lemma holds trivially for F = ∅. Since P (V ) is W -invariant it is sufficient
to show the Lemma for a nonempty fundamental face F . From
Wλ∗(F )µ ⊆ P (V ) ∩ F ⊆ F = co(Wλ∗(F )µ)
we get F = co(P (V ) ∩ F ), from which the Lemma follows immediately. 
Theorem 4.4 Let F be a nonempty face of H.
(a) If α ∈ ∆(F ) then for every F -weight η the α-weight string through η lies completely
in F .
(b) If α ∈ ∆∗(F ) then for every F -weight η the α-weight string through η has only
one element. In particular, 〈η, α∨〉 = 0.
(c) If α ∈ ∆∗(F ) then there exists an F -weight η such that the α-weight string through
η has more than one element. In particular, there exist F-weights η+, η− such that
〈η+, α∨〉 > 0 and 〈η−, α∨〉 < 0.
Proof. To prove (a) let η be an F -weight. If the α-weight string through η has only one
element, it is contained in F . Suppose that the string has more than one element. If η
is one of the two ends of the weight string, then rαη is the other end. Moreover, rαη is
an F -weight because of α ∈ ∆(F ). Since F is convex, the full string is in F . If η is not
an end of the α-weight string through η, then the string is of the form
η − pα, . . . , η, . . . , η + qα, with p, q ≥ 1.
Since F is a face of the weight hull H the whole string is contained in F .
To prove (b) let η be an F -weight. The α-weight string through η is contained in F
by (a), and the reflection rα interchanges its ends. Since α ∈ ∆∗(F ), the reflection rα
also fixes its ends. Hence the α-weight string through η has only one element.
We now prove (c). Since rα /∈W∗(F ) it follows from Lemma 4.3 (b) that rαη 6= η for
some F -weight η. Hence the α-weight string through η has more than one element, and
is contained in F by (a). Choose η+ to be the end of the string with 〈η+, α∨〉 > 0, and
η− to be the end of the string with 〈η−, α∨〉 < 0. 
Corollary 4.5 Let F be a nonempty face of H and α ∈ ∆(F ). If η ∈ P (V ) is not an
F -weight then no weight in the α-weight string through η is an F -weight.
Theorem 4.6 Let F be a nonempty face of H.
(a) If α ∈ ∆p(F ) and η is an F -weight then 〈η, α∨〉 ≥ 0. The α-weight string through
η is
η, η − α, . . . , rα(η) = η − 〈η, α∨〉α,
and η is the only F -weight in the string. In particular, η + α is not a weight. There
exists an F -weight η+ such that 〈η+, α∨〉 > 0.
(b) If α ∈ ∆n(F ) and η is an F -weight then 〈η, α∨〉 ≤ 0. The α-weight string through
η is
η, η + α, . . . , rα(η) = η − 〈η, α∨〉α,
and η is the only F -weight in the string. In particular, η − α is not a weight. There
exists an F -weight η− such that 〈η−, α∨〉 < 0.
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Proof. We only prove (a); the proof of (b) is similar. We have F = wF ′ for some w ∈W
and a nonempty fundamental face F ′, and η, α can be written as η = wη′ with η′ ∈ F ′,
and α = wα′ with α′ ∈ ∆re+ \ ∆(F ′). Then rαη = w(rα′η′), and the α-weight string
through η and the α′-weight string through η′ are related by
P (V ) ∩ (η + Zα) = w(P (V ) ∩ (η′ + Zα′)).
Moreover, 〈η, α∨〉 = 〈η′, w−1α∨〉 = 〈η, (w−1α)∨〉 = 〈η′, α′∨〉. Therefore, it sufficient to
prove (a) for a fundamental face F .
We first show that 〈η, α∨〉 ≥ 0 for all η ∈ F . Since F = co(Wλ(F )µ), it suffices to
show this for all η ∈ Wλ(F )µ. Let w1 ∈ Wλ(F ). Then w−11 α ∈ w−11 (∆re+ \∆(F )) ⊆ ∆re+
and (w−11 α)
∨ > 0. Hence
〈w1µ, α∨〉 = 〈µ,w−11 α∨〉 = 〈µ, (w−11 α)∨〉 ≥ 0.
We now describe the α-weight string through the F -weight η when 〈η, α∨〉 > 0.
Suppose that η is not an end of the string. Since F is a face of the weight hull H, the
whole string is contained in F . In particular rαη is an F -weight. But this is not possible
since 〈rαη, α∨〉 = −〈η, α∨〉 < 0. So the weight string is of the form
η, η − α, . . . , rα(η) = η − 〈η, α∨〉α.
In particular, η + α is not a weight.
We next describe the α-weight string through the F -weight η when 〈η, α∨〉 = 0.
Clearly, rα(η) = η ∈ F ∩ rαF . Since F ⊆ {η′ ∈ h∗R | 〈η′, α∨〉 ≥ 0} the face F1 := F ∩ rαF
is fixed pointwise by rα. Hence α ∈ ∆∗(F1). By Theorem 4.4 (b) the α-weight string
through η consists of η only.
Suppose that no F -weight η+ satisfies 〈η+, α∨〉 > 0. Then 〈η, α∨〉 = 0 for all F -
weights η. Lemma 4.3 (b) implies that α ∈ ∆∗(F ), which contradicts α ∈ ∆p(F ) =
∆re+ \∆(F ). 
4.3 Isotropy monoids, isotropy groups, and stabilizers
Let X be temporally a linear subspace of V , and let Y be a subgroup of G. The left
isotropy monoid of X in Y , which is a submonoid of Y , is defined by
N⊆Y (X) := {y ∈ Y | yX ⊆ X}.
The isotropy group of X in Y , which is a subgroup of Y , is defined by
NY (X) := {y ∈ Y | yX = X}.
The stabilizer of X in Y , which is a normal subgroup of NY (X), is defined by
ZY (X) := {y ∈ Y | yv = v for all v ∈ X}.
We have NY (X) = N
⊆
Y (X)∩N⊆Y (X)−1. If N⊆Y (X) is a group then NY (X) = N⊆Y (X).
We denote by X⊥ the biggest subspace of V orthogonal to X with respect to ( | ). It is
easy to see that if V = X ⊕X⊥ then
N⊆Y (X
⊥) = N⊆Y ⋆(X)
⋆ and NY (X
⊥) = NY ⋆(X)
⋆. (23)
36
For g ∈ G we have N⊆Y (gX) = gN⊆g−1Y g(X)g−1, and NY (gX) = gNg−1Y g(X)g−1, and
ZY (gX) = gZg−1Y g(X)g
−1. Trivially, we have
ZY ({0}) = NY ({0}) = N⊆Y ({0}) = Y and ZY (V ) = {1}, NY (V ) = N⊆Y (V ) = Y. (24)
One of the reasons to introduce these concepts is the following proposition, which
describes how to perform certain calculations with the idempotents in E. These are
basic for the investigation of M .
Proposition 4.7 Let F,F ′ be faces of H. Let Y be a subgroup of G, and y ∈ Y . Then
(a) ye(F ) = e(F )ye(F ) ⇔ y ∈ N⊆Y (VF ).
(b) e(F )y = e(F )ye(F ) ⇔ y ∈ N⊆Y ⋆(VF )⋆.
In addition,
(c) e(F ) = ye(F )y−1 ⇔ y ∈ N⊆Y (VF ) ∩N⊆Y ⋆(VF )⋆ = NY (VF ) ∩NY ⋆(VF )⋆.
Furthermore, we have
(d) ye(F ) = e(F ′) ⇔ F ′ = F and y ∈ ZY (VF ).
(e) e(F )y = e(F ′) ⇔ F ′ = F and y ∈ ZY ⋆(VF )⋆.
Proof. It is straightforward to see that (b) can be obtained from (a) by applying the
Chevalley anti-involution. Indeed, e(F )y = e(F )ye(F ) if and only if y⋆e(F ) = e(F )y⋆e(F ),
if and only if y⋆ ∈ NY ⋆(VF ) by (a) for the group Y ⋆. Similarly, (e) is obtained from (d).
We now prove (a). We have ye(F ) = e(F )ye(F ) if and only if ye(F )v = e(F )ye(F )v
for all v ∈ V , if and only if yv = e(F )yv for all v ∈ VF , if and only if yv ∈ VF for all
v ∈ VF , in other words, y ∈ N⊆Y (VF ).
We next prove (c). By (a) and (b) we obtain y ∈ N⊆Y (VF ) ∩N⊆Y ⋆(VF )⋆ if and only if
ye(F ) = e(F )ye(F ) and e(F )y = e(F )ye(F ), if and only if ye(F ) = e(F )y.
Two linear projections coincide if their images and their kernels coincide. Therefore,
ye(F )y−1 = e(F ) if and only if yVF = VF and yV
⊥
F = V
⊥
F , if and only if y ∈ NY (VF ) and
y ∈ NY (V ⊥F ) = NY ⋆(VF )⋆ by (23).
To prove (d) let ye(F ) = e(F ′). Comparing the kernels we get V ⊥F = V
⊥
F ′ , from which
it follows that F = F ′. We have ye(F ) = e(F ) if and only if ye(F )v = e(F )v for all
v ∈ V , if and only if yv = v for all v ∈ VF , that is, y ∈ ZY (VF ). 
Our next aim is to determine N⊆G (VF ), NG(VF ), and ZG(VF ), which is not straight-
forward. As intermediate steps we determine N⊆Y (VF ), NY (VF ), and ZY (VF ) for Y = Uα,
α ∈ ∆re, for Y = T , and for Y = N .
For v =
∑
η vη ∈ V with vη ∈ Vη, η ∈ P (V ), we define
supp(v) := {η ∈ P (V ) | vη 6= 0}.
In addition to the results on the weight strings of Theorems 4.4 and 4.6 we need the
following Lemma to determine N⊆Uα(VF ), NUα(VF ), and ZUα(VF ), α ∈ ∆re.
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Lemma 4.8 Let η ∈ P (V ) and α ∈ ∆re.
(a) For all vη ∈ Vη and u ∈ Uα we have supp(uvη) ⊆ P (V ) ∩ (η + Z+α).
(b) There exists a weight vector vη ∈ Vη such that for all u ∈ Uα \ {1} we have
supp(uvη) = P (V ) ∩ (η + Z+α).
Proof. We first prove (a). If vη ∈ Vη and u = ρ(expxα) for some xα ∈ gα then
uvη = ρ(expxα)vη =
∑
j∈Z+, η+jα∈P (V )
vη+jα with vη+jα =
1
j!
ρ(xα)
jvη ∈ Vη+jα.
Hence, supp(uvη) ⊆ P (V ) ∩ (η + Z+α).
We now prove (b). Choose xα ∈ gα, x−α ∈ g−α such that [xα, x−α] = α∨. Then
sα := Cxα + Cα∨ + Cx−α is a Lie subalgebra of g isomorphic to sl(2,C). Since V is
integrable, it decomposes into a direct sum of irreducible finite-dimensional sα-modules,
whose Cα∨-weight spaces are also h-weight spaces. The α-weight string through η is
finite. Hence, among these modules exists a module D, whose set P (D) of h-weights
coincides with P (V ) ∩ (η + Zα), the α-weight string through η. Choose vη ∈ Dη \ {0}.
Then supp(ρ(exp(cxα))vη) = P (V ) ∩ (η + Z+α) for all c ∈ C×. 
Theorem 4.9 Let F be a face. Then
(a) N⊆Uα(VF ) = NUα(VF ) =
®
Uα, if α ∈ ∆p(F ) ∪∆(F ),
{1}, otherwise.
(b) ZUα(VF ) =
®
Uα, if α ∈ ∆p(F ) ∪∆∗(F ),
{1}, otherwise.
Proof. The theorem holds for F = ∅ by (24). Let F 6= ∅. We make repeated use of
Lemma 4.8 in the proof without mentioning it further. Let u ∈ Uα and vη ∈ Vη with
η ∈ F . If α ∈ ∆p(F ) ∪∆∗(F ) then
supp(uvη) ⊆ P (V ) ∩ (η + Z+α) = {η}
by Theorem 4.6 (a) and Theorem 4.4 (b). Therefore, uvη = vη. Hence, Uα ⊆ ZUα(VF ) ⊆
NUα(VF ) ⊆ N⊆Uα(VF ) ⊆ Uα. If α ∈ ∆∗(F ) then
supp(uvη) ⊆ P (V ) ∩ (η + Z+α) ⊆ F
by Theorem 4.4 (a). Therefore, uvη ∈ VF . Hence, N⊆Uα(VF ) = Uα. Since N⊆Uα(VF ) is a
group, we have NUα(VF ) = N
⊆
Uα
(VF ).
Let α ∈ ∆n(F ) and u ∈ Uα \ {1}. From Theorem 4.6 (b) there exists an F -weight η
such that P (V ) ∩ (η + Z+α) 6⊆ F . Moreover, there exists vη ∈ Vη such that
supp(uvη) = P (V ) ∩ (η + Z+α) 6⊆ F.
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Thus uvη /∈ VF . It follows that {1} ⊆ ZUα(VF ) ⊆ NUα(VF ) ⊆ N⊆Uα(VF ) ⊆ {1}. Let
α ∈ ∆∗(F ) and u ∈ Uα \ {1}. It follows from Theorem 4.4 (c) that there exists an
F -weight η such that P (V )∩ (η+Z+α) 6= {η}. Moreover, there exists vη ∈ Vη such that
supp(uvη) = P (V ) ∩ (η + Z+α) 6= {η}.
Hence uvη 6= vη. We have shown that ZUα(VF ) = {1}. 
Theorem 4.10 Let F be a fundamental face. Then N⊆T (VF ) = NT (VF ) = T . Moreover,
if F is nonempty then
ZT (VF ) =
® 2m−l∏
j=1
c
−〈µ,α∨
j
〉
j ρ(tj(cj))
∣∣∣∣∣ c1, . . . , c2m−l ∈ C×,
2m−l∏
j=1
c
〈αi, α
∨
j
〉
j = 1 for i ∈ λ∗(F )
´
,
and ZT (V∅) = T . In particular, Tλ∗(F ) ⊆ ZT (VF ).
Proof. The theorem holds for F = ∅ by (24). Let F 6= ∅. We have N⊆T (VF ) = T
since VF is a direct sum of T -invariant weight spaces. Since N
⊆
T (VF ) is a group we get
NT (VF ) = N
⊆
T (VF ).
Let t = c
∏2m−l
j=1 ρ(tj(cj)) ∈ T . If η ∈ P (V ) and vη ∈ Vη then tvη = c
∏2m−l
j=1 c
〈η,α∨j 〉
j vη.
Therefore, t ∈ ZT (VF ) if and only if
c
2m−l∏
j=1
c
〈η,α∨
j
〉
j = 1 for all η ∈ P (V ) ∩ F. (25)
Since µ ∈ P (V ) ∩ F it follows from (25) that
c
2m−l∏
j=1
c
〈µ,α∨
j
〉
j = 1. (26)
Let α ∈ λ∗(F ). By Theorem 4.4 (c) and (a) there exists an F -weight η such that
〈η, α∨〉 < 0, and the whole α-string through η is contained in P (V ) ∩ F . In particular,
η + α ∈ P (V ) ∩ F . Inserting into (25), we find
c
2m−l∏
j=1
c
〈η,α∨
j
〉
j = 1 and c
2m−l∏
j=1
c
〈η+α,α∨
j
〉
j = 1.
We conclude that
2m−l∏
j=1
c
〈α,α∨
j
〉
j = 1 for all α ∈ λ∗(F ). (27)
Conversely, (26) and (27) imply (25) because we have P (V ) ∩ F ⊆ µ − R+λ∗(F ) by
Theorem 3.3. We have shown that t = c
∏2m−l
j=1 ρ(tj(cj)) ∈ ZT (VF ) if and only if (26)
and (27) hold. From
λ∗(F ) = {j ∈ J0 | 〈αi, α∨j 〉 = 0 for all i ∈ λ∗(F )}
= {j ∈m | 〈µ, α∨j 〉 = 0 and 〈αi, α∨j 〉 = 0 for all i ∈ λ∗(F )}
we get Tλ∗(F ) ⊆ ZT (VF ). 
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Theorem 4.11 If F is a fundamental face then
N⊆N (VF ) = NN (VF ) = TNλ(F ) and ZN (VF ) = ZT (VF )Nλ∗(F ).
Proof. For i ∈m we have
ρ(ni) = ρ(exp(ei) exp(−fi) exp(ei)) ∈ UαiU−αiUαi .
From Theorem 4.9 it follows that ρ(ni) ∈ NN (VF ) for all i ∈ λ(F ), and ρ(ni) ∈ ZN (VF )
for all i ∈ λ∗(F ). Hence
TNλ(F ) = NT (VF )Nλ(F ) ⊆ NN (VF ) ⊆ N⊆N (VF ) and ZT (VF )Nλ∗(F ) ⊆ ZN (VF ).
Let nw ∈ N⊆N (VF ) project to w ∈ W . From nwVF ⊆ VF and (3) it follows that
w(P (V ) ∩ F ) ⊆ F . In the proof of Theorem 4.3 we have seen that F = co(P (V ) ∩ F ).
Therefore wF = co(w(P (V ) ∩ F )) ⊆ F . Since wF and F are faces of H of the same
dimension we obtain wF = F . Hence, w ∈W (F ) and nw ∈ TNλ(F ).
Let nw ∈ ZN (VF ) project to w ∈ W . From nwvη = vη for all η ∈ P (V ) ∩ F and
(3) we get wη = η for all η ∈ P (V ) ∩ F . Hence, w ∈ Wλ∗(F ) by Lemma 4.3 (b),
and we can write nw = tn with t ∈ T and n ∈ Nλ∗(F ) ⊆ ZN (VF ). We conclude that
t = nwn
−1 ∈ ZN (VF ) ∩ T = ZT (VF ). Thus, nw ∈ ZT (VF )Nλ∗(F ). 
Theorem 4.12 If F is a fundamental face then
N⊆G (VF ) = NG(VF ) = Pλ(F ) and ZG(VF ) = Gλ∗(F )ZT (VF )⋉ U
λ(F ).
Proof. From Theorem 4.9 (a) it follows that U ⊆ NG(VF ). Let g = unu1 where n ∈ N
and u, u1 ∈ U . From Theorem 4.11 we observe
gVF ⊆ VF ⇔ nu1VF ⊆ u−1VF ⇔ nVF ⊆ VF ⇔ n ∈ TNλ(F ).
Thus N⊆G (VF ) = UTNλ(F )U = Pλ(F ). Since N
⊆
G (VF ) is a group, we have NG(VF ) =
N⊆G (VF ).
The group Gλ∗(F ) is generated by the root groups Uα, α ∈ ∆∗(F ), which stabilize
VF pointwise by Theorem 4.9 (b). Hence Gλ∗(F ) ⊆ ZG(VF ). From Theorem 4.9 (b) we
obtain that Uα ⊆ ZG(VF ) for all α ∈ ∆re+ \∆(F ). Moreover, ZG(VF ) is a normal subgroup
of NG(VF ), and the group NG(VF ) contains U . Since U
λ(F ) is the normal subgroup of U
generated by Uα, α ∈ ∆re+ \∆(F ), we have Uλ(F ) ⊆ ZG(VF ). Clearly, ZT (VF ) ⊆ ZG(VF ).
So, Gλ∗(F )ZT (VF )U
λ(F ) ⊆ ZG(VF ).
Now let g ∈ ZG(VF ) ⊆ NG(VF ) = Pλ(F ). Since Pλ(F ) = TGλ∗(F )Gλ∗(F )Uλ(F ) we can
write g as a product g = xh for some x ∈ TGλ∗(F ) and h ∈ Gλ∗(F )Uλ(F ) ⊆ ZG(VF ). From
the Bruhat decomposition TGλ∗(F ) = Uλ∗(F )TNλ∗(F )Uλ∗(F ) we can write x = u1nu with
u1, u ∈ Uλ∗(F ) and n ∈ TNλ∗(F ). Since x = gh−1 ∈ ZG(VF ) and u−1VF = VF we find
u1nvη = u1nuu
−1vη = xu
−1vη = u
−1vη for all vη ∈ Vη, η ∈ P (V ) ∩ F.
Comparing the components of smallest weight, we obtain nvη = vη for all vη ∈ Vη,
η ∈ P (V ) ∩ F . Hence, by Theorem 4.11,
n ∈ ZN (VF ) ∩ TNλ∗(F ) = ZT (VF )Nλ∗(F ) ∩ TNλ∗(F ) ⊆ ZT (VF )Tλ∗(F ) = ZT (VF ).
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It follows that x ∈ ZT (VF )Uλ∗(F ). With TGλ∗(F ) = U−λ∗(F )TNλ∗(F )U−λ∗(F ) we get similarly
x ∈ ZT (VF )U−λ∗(F ). We conclude that x ∈ ZT (VF )Uλ∗(F ) ∩ ZT (VF )U−λ∗(F ) = ZT (VF ) and
g = xh ∈ ZT (VF )Gλ∗(F )Uλ(F ). 
As in the theory of reductive linear algebraic monoids the left and right centralizers
of e ∈ E(M) in G are defined by
C lG(e) := {g ∈ G | ge = ege} and C rG(e) := {g ∈ G | eg = ege}.
The centralizer of e ∈ E(M) in G is defined by
CG(e) := {g ∈ g | ge = eg} = C lG(e) ∩C rG(e).
From Proposition 4.7 (a), (b), (c) and Theorem 4.12, we obtain the following corollary,
which is one of the main results of this section.
Corollary 4.13 Let F be a fundamental face. Then
(a) C lG(e(F )) = Pλ(F ) and C
r
G(e(F )) = P
−
λ(F ).
(b) CG(e(F )) = Lλ(F ).
As in the theory of reductive linear algebraic monoids the left and right stabilizers of
e ∈ E(M) in G are defined by
S lG(e) := {g ∈ G | ge = e} and S rG(e) := {g ∈ G | eg = e}.
The stabilizer of e ∈ E(M) in G is defined by
SG(e) := {g ∈ G | ge = eg = e} = S lG(e) ∩ S rG(e).
Combining Proposition 4.7 (d), (e) and Theorem 4.12, we get the corollary below, which
is another main result of this section. Note also that the group ZT (VF ) has been described
explicitly in Theorem 4.10.
Corollary 4.14 Let F be a fundamental face. Then
(a) S lG(e(F )) = Gλ∗(F )ZT (VF )⋉ U
λ(F ) and S rG(e(F )) = U
λ(F )
− ⋊Gλ∗(F )ZT (VF ).
(b) SG(e(F )) = Gλ∗(F )ZT (VF ).
From Corollaries 4.13 and 4.14, or alternatively, from Proposition 4.7 and Theorem
4.9 we get the following properties of the root groups, which we often use.
Corollary 4.15 Let F be a face and set e = e(F ). Let α ∈ ∆re and u ∈ Uα \ {1}.
(a) If α ∈ ∆∗(F ) then ue = eu = e.
(b) If α ∈ ∆∗(F ) then ue = eu 6= e.
(c) If α ∈ ∆p(F ) then ue = e 6= eu.
(d) If α ∈ ∆n(F ) then eu = e 6= ue.
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We employ many times the following consequence of Corollaries 4.13 and 4.14.
Corollary 4.16 Let F be a fundamental face.
(a) Write u ∈ U as a product u = u1u2 with u1 ∈ Uλ∗(F ) and u2 ∈ Uλ∗(F ) ⋉ Uλ(F ).
Then
ue(F ) = u1e(F ) = e(F )u1.
(b) Write u ∈ U− as a product u = u1u2 with u1 ∈ Uλ(F )− ⋊ U−λ∗(F ) and u2 ∈ U−λ∗(F ).
Then
e(F )u = e(F )u2 = u2e(F ).
Let F be a fundamental face. We denote the projections that belong to the semidirect
product decompositions Pλ(F ) = Lλ(F ) ⋉ Uλ(F ) and P
−
λ(F ) = U
λ(F )
− ⋊ Lλ(F ) by
θF : Pλ(F ) → Lλ(F ) and θ−F : P−λ(F ) → Lλ(F ).
Note that the projections θF and θ
−
F are morphisms of groups whose restrictions to
Lλ(F ) = Pλ(F ) ∩ P−λ(F ) coincide.
Proposition 4.17 Let F be a fundamental face. If g ∈ Pλ(F ) and h ∈ P−λ(F ), then
(a) ge(F ) = θF (g)e(F ) = e(F )θF (g).
(b) e(F )h = e(F )θ−F (h) = θ
−
F (h)e(F ).
Proof. Let g = θF (g)g1 where θF (g) ∈ Lλ(F ) and g1 ∈ Uλ(F ). From Corollaries 4.13 and
4.14 we find that
ge(F ) = θF (g)g1e(F ) = θF (g)e(F ) = e(F )θF (g),
which shows (a). Applying the Chevalley anti-involution, we obtain (b). 
In Theorem 4.22 below we show that the elements of M can be written in the form
ae(F )b where a, b ∈ G, F ∈ F .
The following theorem is another main result of this section. It describes the equality of
such expressions. In combination with the Birkhoff decomposition of G and Lemma 4.1,
the theorem allows to describe the multiplication of two such expressions.
Theorem 4.18 Let g, h ∈ G and F,F ′ be fundamental faces. The following statements
are equivalent.
(a) ge(F ) = e(F ′)h.
(b) F = F ′, g ∈ Pλ(F ), h ∈ P−λ(F ), and θF (g) = θ−F (h)g1 for some g1 ∈ Gλ∗(F )ZT (VF ).
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Proof. We first show that (b) implies (a). Since F ′ = F , from Proposition 4.17 (a),
Corollary 4.14, and Proposition 4.17 (b) we get
ge(F ) = θF (g)e(F ) = θ
−
F (h)g1e(F ) = θ
−
F (h)e(F ) = e(F
′)h.
Next, we prove that (a) implies (b). Comparing the images of ge(F ) and e(F ′)h we
find gVF = VF ′ . Let g = unv where u, v ∈ U , and n ∈ N projecting to w ∈ W . From
Theorem 4.12 we obtain vVF = VF and u
−1VF ′ = VF ′ . So, nVF = VF ′ . Hence, wF = F
′,
where F and F ′ are fundamental faces. It follows that F = F ′.
We observe from ge(F ) = e(F )h that gVF = VF and hV
⊥
F = V
⊥
F . Then g ∈ NG(VF ) =
Pλ(F ) and h ∈ NG(V ⊥F ) = NG⋆(VF )⋆ = NG(VF )⋆ = P−λ(F ) by Theorem 4.12 and (23).
Thanks to Proposition 4.17, we obtain
θF (g)e(F ) = ge(F ) = e(F )h = θ
−
F (h)e(F ).
From Corollary 4.14 it follows that
θ−F (h)
−1θF (g) ∈ (Gλ∗(F )ZT (VF )⋉ Uλ(F )) ∩ Lλ(F ) = Gλ∗(F )ZT (VF ).
Thus θF (g) = θ
−
F (h)g1 for some g1 ∈ Gλ∗(F )ZT (VF ). 
From the preceding theorem and Lemma 4.1 we obtain easily the following result.
Corollary 4.19 Let F and F ′ be faces of H. If Ge(F )G = Ge(F ′)G, then there exists
w ∈W such that F ′ = wF .
4.4 The cross-section lattice
The cross-section lattice of M relative to T and B is defined by
Λ := {e(F ) | F ∈ F} ⊆ E(T ). (28)
It is easily seen that Λ is a finite monoid isomorphic to (F ,∩). Its elements are called
fundamental idempotents.
To obtain alternative descriptions of Λ we need the following lemma, but we omit its
proof since it is straightforward.
Lemma 4.20 Let e ∈ E(T ). Then the following conditions are equivalent.
(a) Be = eBe.
(b) Be ⊆ eBe.
(c) be = ebe for all b ∈ B.
The cross-section lattice Λ can be obtained by the Borel subgroup B as follows.
Theorem 4.21 We have Λ = {e ∈ E(T ) | Be ⊆ eB} = {e ∈ E(T ) | Be = eBe}.
Proof. Let e ∈ Λ. Since Te = eT it follows from Corollary 4.16 that Be ⊆ eB. Clearly,
Be ⊆ eB implies Be ⊆ eBe, which is equivalent to Be = eBe by Lemma 4.20.
Now let e ∈ E(T ) \ Λ. Then e = e(wF ′) for some fundamental face F ′ and w ∈
W \W (F ′). Since w−1 /∈W (F ′) = Wλ(F ′) it follows from [35, Chapter 5, Proposition 3]
that there exists a root α ∈ ∆re+ such that w−1α ∈ ∆re− \ (Wλ(F ′)λ(F ′)) = ∆re− \∆(F ′).
Thus α ∈ ∆re+ ∩∆n(F ). Let u ∈ Uα\{1}. From (d) of Corollary 4.15 we have eu = e 6= ue,
hence eue = e 6= ue. Therefore, Be 6= eBe by Lemma 4.20. 
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The cross-section lattice Λ and the G×G-orbit decomposition of M are related.
Theorem 4.22
M = GΛG =
⊔
e∈Λ
GeG.
Proof. From Lemma 4.1 it follows that every element of M can be written in the form
g0e1g1e2g2 · · · ekgk
where g0, . . . , gk ∈ G and e1, . . . , ek ∈ Λ. We now show how this element can be further
reduced to an element of GΛG. It suffices to show that e(F )ge(F ′) ∈ GΛG for all g ∈ G
and F,F ′ ∈ F . Since G = B−NB, we see that g = vnu for some v ∈ U−, n ∈ N , and
u ∈ U . Let v = v1v2 for some v1 ∈ Uλ(F )− U−λ∗(F ) and v2 ∈ U−λ∗(F ), and let u = u1u2 for
some u1 ∈ Uλ∗(F ′) and u2 ∈ Uλ∗(F ′)Uλ(F
′). From Corollary 4.16 it follows that
e(F )ge(F ′) = e(F )vnue(F ′) = v2e(F )ne(F
′)u1 = v2e(F )(ne(F
′)n−1)nu1.
Here e(F )(ne(F ′)n−1) ∈ E(T ) by Lemma 4.1 and (22). Hence,
e(F )(ne(F ′)n−1) = n2e(F
′′)n−12
for some n2 ∈ N , F ′′ ∈ F . Thanks to Theorem 4.18, the decomposition is disjoint. 
4.5 The unit regularity of M(ρ)
The following Lemma is used to determine the idempotents of M .
Lemma 4.23 Let g ∈ G and let F be a fundamental face. Then e(F )ge(F ) = e(F ) if
and only if g has a product decomposition of the form
g = u−xu+ with u− ∈ Uλ(F )− , x ∈ Gλ∗(F )ZT (VF ), u+ ∈ Uλ(F ). (29)
Moreover, this decomposition is unique, and
e(F )u− = e(F ) and xe(F ) = e(F )x = e(F ) and u+e(F ) = e(F ). (30)
Proof. Suppose that g ∈ G has a decomposition g = u−xu+ of the form (29). By
Corollary 4.14 we obtain the equations in (30), from which we get e(F )ge(F ) = e(F ).
If g = u′−x
′u′+ is another decomposition of the form (29) then
Gλ∗(F )ZT (VF )⋉ U
λ(F ) ∋ xu+(u′+)−1 = (u−)−1u′−x′ ∈ Uλ(F )− ⋊Gλ∗(F )ZT (VF ) (31)
Since Pλ(F ) ∩ P−λ(F ) = Lλ(F ) we get xu+(u′+)−1 = (u−)−1u′−x′ ∈ Gλ∗(F )ZT (VF ). We con-
clude that u+(u
′
+)
−1, (u−)
−1u′− ∈ Gλ∗(F )ZT (VF ). From the semidirect decompositions
used in (31) it follows that u+(u
′
+)
−1 = 1 and (u−)
−1u′− = 1. Hence, also x = x
′.
Now let g ∈ G such that e(F )ge(F ) = e(F ). We may write g in the form g =
u1u2nv1v2 where u1 ∈ Uλ(F )− , u2 ∈ U−λ(F ), v1 ∈ Uλ(F ), v2 ∈ Uλ(F ), and n ∈ N projecting
to w ∈W . From Proposition 4.17 it follows that
e(F ) = e(F )ge(F ) = u2e(F )ne(F )v1 = u2e(F )(ne(F )n
−1)nv1.
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By Lemma 4.1 and (22) we find that e(F )(ne(F )n−1) = e(F )e(wF ) = e(F ∩ wF ).
Hence, e(F ) = u2e(F ∩ wF )nv1. From Corollary 4.19 we find that the dimensions of
the faces F , wF , and F ∩ wF are the same. Since F ∩ wF is contained in F and wF ,
we obtain F = F ∩ wF = wF . Thus, w ∈ Wλ(F ) and u−12 e(F ) = e(F )nv1. From
Theorem 4.18 it follows that u−12 = nv1g1 for some g1 ∈ Gλ∗(F )ZT (VF ). Therefore,
g = u1u2nv1v2 = u1g
−1
1 v2. 
Theorem 4.24 (a) The unit group of M is G.
(b) The set of idempotents of M is
E(M) = {geg−1 | e ∈ E(T ), g ∈ G} = {geg−1 | e ∈ Λ, g ∈ G}.
(c) M = GE(M) = E(M)G. Hence, the monoid M is unit regular.
Proof. We make use of Theorem 4.22 in the proof without mentioning it further. Clearly,
G is a subgroup of the unit group of M . Now let ge(F )h be a unit of M , where g, h ∈ G
and F is a fundamental face. Then
e(F ) = g−1(ge(F )h)h−1
is a unit. Thus e(F ) = 1, and hence ge(F )h = gh ∈ G.
It is easily seen that {geg−1 | e ∈ Λ, g ∈ G} ⊆ {geg−1 | e ∈ E(T ), g ∈ G} ⊆ E(M).
Now let ge(F )h be an idempotent of M , where g, h ∈ G and F is a fundamental face.
Then e(F ) = e(F )hge(F ). Let hg = u−xu+ be a decomposition as in Lemma 4.23. By
(30) we find
ge(F )h = ge(F )hgg−1 = gu−1+ u+e(F )u−xu+g
−1 = gu−1+ e(F )(gu
−1
+ )
−1.
If x ∈M then x = geh for some e ∈ Λ and g, h ∈ G. So x = gh(h−1eh) = (geg−1)gh.
Hence, M = GE(M) = E(M)G. 
Corollary 4.25 If two idempotents of M are in the same G × G-orbit, then they are
G-conjugate.
Proof. Let e, e1 be two idempotents of M in the same G × G-orbit. Then e = ge′g−1
and e1 = g1e
′
1g
−1
1 for some g, g1 ∈ G and e′, e′1 ∈ Λ. From Theorem 4.22 it follows that
e′ = e′1. Hence, e and e1 are G-conjugate. 
4.6 The Renner monoid
We obtain a congruence relation on N by
x1 ∼ x2 if and only if x1T = x2T,
where x1, x2 ∈ N . The quotient monoid
R := N/ ∼= {xT | x ∈ N}
is called the Renner monoid of M relative to T . We denote by φ : N → R the quotient
morphism: φ(n) := nT , n ∈ N .
For Y ⊆ R we denote by E(Y ) the set of idempotents of R contained in Y . Clearly,
if Y is a submonoid of R then E(Y ) is the set of idempotents of Y .
45
Theorem 4.26 (a) The unit group of R is W .
(b) The quotient morphism restricts to a bijective map from E(N ) to E(R). In par-
ticular, E(R) is a commutative submonoid of R.
(c) R =WE(R) = E(R)W . Hence, the monoid R is unit regular.
Proof. We denote the unit group of R by R×. Applying the quotient morphism to
N = NE(N ) = E(N )N , we obtain
R =Wφ(E(N )) = φ(E(N ))W,
where W = φ(N) ⊆ R× and φ(E(N )) ⊆ E(R). Moreover, φ(E(N )) is a commutative
submonoid of R, since E(N) is a commutative submonoid of N .
Let x ∈ R×. Then x = we for some w ∈ W and e ∈ φ(E(N )) ⊆ E(R). We conclude
that e = w−1x ∈ E(R) ∩R× = {1}. Thus x = w ∈W .
Let x ∈ E(R). Then x = φ(ne(F )) for some n ∈ N and F ∈ F(H). We set
w = φ(n) ∈W . Since x = x2, it follows from Lemma 4.1 and (22) that there exists t ∈ T
such that
e(F )t = e(F )ne(F ) = e(F )ne(F )n−1n = e(F ∩ wF )n. (32)
From Proposition 4.7 (e) we obtain F = F ∩ wF , which is equivalent to F ⊆ wF . Since
F and wF are faces of the same dimension we get wF = F . From Lemma 4.1 and (32)
it follows that
ne(F ) = e(wF )n = e(F )n = e(F )t,
which shows that x = φ(ne(F )) = φ(e(F )t) = φ(e(F )) ∈ φ(E(N )).
Let φ(e(F )) = φ(e(F1)) with F,F1 ∈ F(H). Then there exists t ∈ T such that
e(F )t = e(F1). By Proposition 4.7 (e) we get F = F1. Hence e(F ) = e(F1). 
We identify E(N ) and E(R) by the quotient morphism, which is possible by Theorem
4.26 (b). This is common in the theory of reductive linear algebraic monoids. In partic-
ular, we write e(F ) instead of e(F )T for all F ∈ F(H). If it is not clear from the context
to which space the idempotent e(F ), F ∈ F(H), belongs, we write explicitly e(F ) ∈ N
or e(F ) ∈ R.
We denote the image of the cross-section lattice Λ defined in (28) under the quotient
morphism still by Λ. Thus, Λ = {e(F ) | F ∈ F} in N , as well as in R.
Corollary 4.27 The monoid R is an inverse monoid. Its inverse map inv : R → R is
the anti-involution whose restriction to W is the inverse map of W , and to E(R) is the
identity map.
Proof. From [10, Theorem 5.1.1] and Theorem 4.26 (b), (c) it follows that R is an inverse
monoid. By Theorem 4.26 (c) every element of R is of the form σe with σ ∈W and e ∈
E(R). Now, (σe)(eσ−1)(σe) = σe and (eσ−1)(σe)(eσ−1) = eσ−1. Hence (σe)inv = eσ−1.

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Remark 4.28 The restriction of the Chevalley anti-involution to N = N
⋆
induces the
inverse map on R: φ(n)inv = φ(n⋆) for all n ∈ N .
We have seen in Theorem 4.26 (b) that the set of idempotents E(R) is a commutative
submonoid of R. By [10, Proposition 1.3.2] we obtain a partial order on E(R) by
e ≤ f ⇔ ef = e, e, f ∈ E(R),
and (E(R),≤) is a lower semilattice. Furthermore, the multiplication of E(R) coincides
with the semilattice intersection:
ef = e ∧ f, e, f ∈ E(R).
The Weyl group W acts on E(R) by conjugation, preserving the partial order.
Corollary 4.29 The map
F(H) → E(R)
F 7→ e(F )
has the following properties:
(a) It is a W -equivariant isomorphism of the partially ordered sets (F(H),⊆) and
(E(R),≤). In particular, (E(R),≤) is a lattice.
(b) It is a W -equivariant isomorphism of the monoids (F(H),∩) and E(R).
Proof. We first show (b). TheW -equivariance of the map follows by applying the quotient
morphism φ to the equation in Lemma 4.1. The idempotents e(F ) ∈ N , F ∈ F(H), are
pairwise different. Hence the map is bijective by Proposition 4.2. We conclude from (22)
that it is also a monoid homomorphism.
For F,F1 ∈ F(H) we have F ⊆ F1 if and only if F = F ∩ F1. Therefore, we obtain
(a) from (b) and the definition of the partial order on E(R). 
The following lemma refines Theorem 4.26 (c).
Lemma 4.30
R =
⊔
e∈E(R)
We =
⊔
e∈E(R)
eW,
and E(We) = E(eW ) = {e} for all e ∈ E(R).
Proof. We have R =
⋃
e∈E(R) eW by Theorem 4.26 (c). To show that this union is disjoint
let e, e1 ∈ E(R) such that eW ∩ e1W 6= ∅. Then e1 = ew for some w ∈ W . We observe
that ee1 = ew = e1. From e = e1w
−1 we get e1e = e. But e and e1 commute by Theorem
4.26 (b), so e = e1. It also follows that E(eW ) = {e}.
The remaining statements R =
⊔
e∈E(R)We, and E(We) = {e} for all e ∈ E(R)
follow similarly. 
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For x ∈ R we denote by ClW (x) := {wxw−1 | w ∈ W} the set of W -conjugates of x.
From Corollary 4.29 and Corollary 3.17 we obtain
E(R) =
⋃
w∈W
wΛw−1 =
⊔
e∈Λ
ClW (e). (33)
Lemma 4.31 The Renner monoid R is generated by S and Λ. We have
R =WΛW =
⊔
e∈Λ
WeW,
and E(WeW ) = ClW (e) for all e ∈ Λ.
Proof. Let e ∈ Λ. Clearly, ClW (e) ⊆ E(WeW ). Conversely, for any idempotent e′ ∈
E(WeW ), there exist w,w1 ∈W such that e′ = wew1 = (wew−1)ww1. Then e′ = wew−1
by Lemma 4.30.
Theorem 4.26 (c) and (33) show that R =
⋃
e∈ΛWeW . So R is generated by S and
Λ. To show that the union is disjoint let e, f ∈ Λ such that WeW ∩WfW 6= ∅. Then
WeW =WfW , from which we get ClW (e) = ClW (f). Now e = f follows from (33). 
We continue to use the examples in Section 3 to describe their cross-section lattices
and Renner monoids.
Example 4.1 Let H be the weight hull of µ as in Example 3.1, where µ = 3µ1 + 2µ2 is
a dominant weight of the Kac-Moody algebra g of type A2.
The set of idempotents E(R) consists of 14 elements since H has 14 faces. The
cross-section lattice
Λ = {0, e1, e2, e3, 1}
has five idempotents, where e1 is the idempotent determined by the vertex face {µ}, e2
is the idempotent corresponding to the face µ r1µ, and e3 corresponds to the face µ r2µ.
The Renner monoid is finite and
R = {0} ⊔We1W ⊔We2W ⊔We3W ⊔W.
Example 4.2 Let H be the weight hull of µ as in Example 3.2, where µ = µ1 is the first
fundamental dominant weight of the affine Kac-Moody Lie algebra g of type A
(1)
1 .
The set of idempotents E(R) is infinite since H has infinitely many faces. The cross-
section lattice
Λ = {0, e1, e2, 1}
has 4 elements, where e1 is the idempotent determined by the vertex face {µ}, and e2 is
the idempotent determined by the face µ r1µ. The Renner monoid is infinite and
R = {0} ⊔We1W ⊔We2W ⊔W.
Example 4.3 Let H be the weight hull of the dominant weight µ = µ1 + µ2 of the
indefinite, strongly hyperbolic Kac-Moody Lie algebra g(A) of Example 3.3.
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The set of idempotents E(R) is infinite since H has infinitely many faces. The cross-
section lattice
Λ = {0, e1, e2, e3, 1}
has 5 elements, where e1 is the idempotent determined by the vertex face {µ}, and e2
is the idempotent corresponding to the face µ r1µ, and e3 corresponds to the face µ r2µ.
The Renner monoid is infinite and
R = {0} ⊔We1W ⊔We2W ⊔We3W ⊔W.
Let e ∈ E(R). The left and right centralizers of e in W are defined by
C lW (e) := {w ∈W | we = ewe} and C rW (e) := {w ∈W | ew = ewe}.
The centralizer of e in W is defined by CW (e) := {w ∈W | we = ew} = C lW (e)∩C rW (e).
Similarly, the left and right stabilizers of e in W are defined by
S lW (e) := {w ∈W | we = e} and S rW (e) := {w ∈W | ew = e}.
The stabilizer of e inW is defined by SW (e) := {w ∈W | we = ew = e} = S lW (e)∩S rW (e).
Theorem 4.32 Let e = e(F ) where F is a face. Then:
(a) C lW (e) = C
r
W (e) = CW (e) =W (F ).
(b) S lW (e) = S
r
W (e) = SW (e) =W∗(F ).
Proof. Applying the inverse map of R described in Corollary 4.27 to the equations which
define the centralizers and stabilizers, we find C rW (e) = C
l
W (e)
−1 and S rW (e) = S
l
W (e)
−1.
Because of C rW (e) = C
l
W (e)
−1 and CW (e) = C
r
W (e) ∩ C lW (e) it is sufficient to show
C lW (e) =W (F ) in (a). For w ∈W we find by Corollary 4.29 that
we(F ) = e(F )we(F ) = ww−1e(F )we(F ) = we(w−1F ∩ F )
if and only if F = w−1F ∩ F , if and only if F ⊆ w−1F . Since F and w−1F are faces of
the same dimension, F ⊆ w−1F is equivalent to F = w−1F , which in turn is equivalent
to w ∈W (F ).
Since S rW (e) = S
l
W (e)
−1 and SW (e) = S
r
W (e)∩S lW (e) it is sufficient to show S lW (e) =
W∗(F ) in (b). Moreover, it suffices to show this for a fundamental face F .
Let w ∈ W . Then we(F ) = e(F ) in W if and only if there exists nw ∈ N projecting
to w such that nwe(F ) = e(F ) in G. By Proposition 4.7 (d) and Theorem 4.11 this is
equivalent to w ∈Wλ∗(F ). From Theorem 3.15 we have Wλ∗(F ) =W∗(F ). 
As a supplement we now rewrite some of the results of this section in a form encoun-
tered in the theory of J-irreducible reductive linear algebraic monoids.
We define the type map λ : Λ → 2Π, and the maps λ∗ : Λ → 2Π and λ∗ : Λ → 2Π as
follows: If e = e(F ) where F is a fundamental face of H then
λ(e) := λ(F ) and λ∗(e) := λ∗(F ) and λ
∗(e) := λ∗(F ).
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From Theorems 3.15 and 4.32 we obtain the following characterizations. In the theory
of reductive linear algebraic monoids these are often used as definitions, where the cross-
section lattice Λ is obtained as in Theorem 4.21.
Corollary 4.33 Let e ∈ Λ. Then we have
λ(e) = {α ∈ Π | rαe = erα},
λ∗(e) = {α ∈ Π | rαe = erα = e},
λ∗(e) = {α ∈ Π | rαe = erα 6= e}.
Corollary 4.33 can be used to eliminate in previous results the dependence on the
faces of the orbit hull H. An example: For e ∈ E(R) we set, as in the theory of reductive
linear algebraic monoids, W (e) := CW (e) and W∗(e) := SW (e). From Theorems 3.15
and 4.32 we get the following corollary.
Corollary 4.34 Let e ∈ Λ. Then
W (e) =Wλ(e) =Wλ∗(e) ×Wλ∗(e) and W∗(e) =Wλ∗(e).
Furthermore, eW (e) = eW (e)e =W (e)e is a group with identity e, isomorphic to Wλ∗(e).
The next corollary is a consequence of Corollary 3.14 and Theorem 3.15. The results
are similar to those for J-irreducible reductive linear algebraic monoids obtained by M.
S. Putcha and L. E. Renner in Corollary 4.12, Theorem 4.16, and Corollary 4.11 of [37].
Corollary 4.35 The map λ∗ : Λ → 2Π restricts to an isomorphism of partially ordered
sets
λ∗ : Λ \ {0} → {I ⊆ Π | I is µ-connected }.
For e ∈ Λ \ {0} we have λ∗(e) = {α ∈ J0 \ λ∗(e) | rαrβ = rβrα for all β ∈ λ∗(e)}.
Generalized Renner-Coxeter systems have been introduced by E. Godelle in [9, Defi-
nition 1.4] as a common concept for various sorts of monoids, called Renner monoids in
the literature. Equivalent concepts can be found implicitly in the work of M. S. Putcha
and L. E. Renner.
Theorem 4.36 The triple (R,Λ, S) is a generalized Renner-Coxeter system, that is, the
triple has the following properties:
(a) R is a unit regular monoid, and the idempotents of R commute.
(b) (R×, S) is a Coxeter system.
(c) Λ is a sub-semilattice of E(R), and a cross-section for the action of R× on E(R) by
conjugation.
(d) For each pair e1 ≤ e2 in E(R) there exist w ∈ R× and a pair f1 ≤ f2 in Λ, such that
e1 = wf1w
−1 and e2 = wf2w
−1.
(e) For each e ∈ Λ, both CR×(e) and SR×(e) are standard parabolic subgroups of R×.
(f) The map λ∗S : Λ → 2S, defined on e ∈ Λ by λ∗S(e) := {s ∈ S | se = es 6= e}, is
non-decreasing: e ≤ f ⇒ λ∗S(e) ⊆ λ∗S(f).
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Proof. Parts (a) and (b) hold by Theorem 4.26. Part (c) follows from Corollary 3.22
and (33). Part (e) holds by Corollary 4.34. Part (f) is obtained from Corollary 4.35 and
λ∗(0) = ∅.
It remains to prove (d). There exist two faces F1 ⊆ F2 such that e1 = e(F1) and
e2 = e(F2). By Corollary 3.17 there exists w
′ ∈ W such that w′F2 is a fundamental
face. Clearly, w′F1 is a face of w
′F2. It follows from Corollary 3.18 that there exists
w1 ∈ W (w′F2) such that w1w′F1 is a fundamental face contained in w′F2. Moreover,
w1w
′F1 is a face of w1w
′F2 = w
′F2. Set w := w1w
′, f1 := e(wF1), and f2 := e(wF2).
Then f1, f2 ∈ Λ and f1 ≤ f2. Furthermore, w−1fiw = ei for i = 1, 2. 
4.7 The Bruhat and Birkhoff decompositions
The following decompositions of M are the first step to establish the Bruhat and
Birkhoff decompositions.
Theorem 4.37 Let ǫ ∈ {+,−}. Then
M =
⊔
e∈E(T )
GeBǫ =
⊔
e∈E(T )
BǫeG.
Proof. Theorem 4.22 shows that
M =
⊔
f∈Λ
GfG. (34)
Now let f ∈ Λ. From G = ⊔w∈W B−wBǫ and Corollary 4.17 (b) we obtain
GfG =
⋃
w∈W
GfB−wBǫ =
⋃
w∈W
GfwBǫ =
⋃
e∈ClW (f)
GeBǫ.
This decomposition is also disjoint. Let e = wfw−1 and e1 = w1fw
−1
1 , and suppose
that GeBǫ ∩ Ge1Bǫ 6= ∅. Then there exist g ∈ G, b ∈ Bǫ, and n, n1 ∈ N projecting
respectively to w,w1 ∈W such that gnfn−1b = n1fn−11 . So
n−1g−1n1f = fn
−1bn1.
It follows from Theorem 4.18 that n−1bn1 ∈ P−λ(f). Equivalently, bn1 ∈ wP−λ(f). But
G is a disjoint union of BǫxP−
λ(f) where x ∈ W/Wλ(f). Hence w1 ∈ wWλ(f), so e1 =
w1fw
−1
1 = wfw
−1 = e by Corollary 4.34.
Inserting in (34), we get
M =
⊔
f∈Λ, e∈ClW (f)
GeBǫ =
⊔
e∈E(T )
GeBǫ,
and M =
⊔
e∈E(T )B
ǫeG is obtained by applying the Chevalley anti-involution. 
We also need a technical Lemma.
Lemma 4.38 Let F be a face of H and w ∈W (F ). The following are equivalent:
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(a) w ∈W∗(F ).
(b) wη ≥ η for all F -weights η.
(c) wη ≤ η for all F -weights η.
Proof. Obviously, (a) implies (b) as well as (c). Now suppose that (b) holds. Let η′ be
an F -weight. Since w ∈ W (F ), the weights wη′, w2η′, w3η′, . . . are F -weights. By (b)
we find
η′ ≤ wη′ ≤ w2η′ ≤ w3η′ ≤ · · · .
All elements of this chain are smaller than or equal to µ. Since there are only finitely
many weights of V between η′ and µ this chain gets stationary. Thus, there exists k ∈ Z+
such that wk+1η′ = wkη′. Hence wη′ = η′. Now (a) follows from Lemma 4.3.
Suppose that (c) holds. Let η be an F -weight. Because w−1 ∈ W (F ), the weight
w−1η is an F -weight. We obtain η = ww−1η ≤ w−1η by (c). From the equivalence of (a)
and (b) we get w−1 ∈W∗(F ), from which (a) follows. 
Now we can show the following result.
Theorem 4.39 Let ǫ, δ ∈ {+,−}. Then
M =
⊔
x∈R
BǫxBδ.
Proof. Every idempotent e ∈ E(T ) can be written uniquely in the form e = σfσ−1 with
f ∈ Λ and σ ∈ W λ(f). Moreover, W λ(f) = {w ∈ W | wα ∈ ∆re+ for all α ∈ λ(f)} by [1,
Proposition 2.20] and [12, Lemma 3.11 a)]. From Theorem 4.37 we obtain
M =
⊔
e∈E(T )
GeBδ =
⊔
σ∈Wλ(f), f∈Λ
Gfσ−1Bδ. (35)
Now we consider a set Gfσ−1Bδ of this union. Inserting G =
⊔
w∈Wλ(f) B
ǫwPλ(f)
and the decomposition
Pλ(f) = TGλ∗(f)Gλ∗(f) U
λ(f) = U ǫλ∗(f)TNλ∗(f)U
δ
λ∗(f)Gλ∗(f) U
λ(f),
we obtain from Corollaries 4.14 and 4.13 that
Gfσ−1Bδ =
⋃
w∈Wλ(f)
BǫwPλ(f)fσ
−1Bδ =
⋃
w∈Wλ(f)
BǫwU ǫλ∗(f)Wλ∗(f)U
δ
λ∗(f)fσ
−1Bδ
=
⋃
w∈Wλ(f)
BǫwU ǫλ∗(f)w
−1wWλ∗(f)fσ
−1σU δλ∗(f)σ
−1Bδ.
Here, wU ǫλ∗(f)w
−1 ⊆ Bǫ and σU δλ∗(f)σ−1 ⊆ Bδ. In view of f =Wλ∗(f)f we get
Gfσ−1Bδ =
⋃
w∈Wλ(f)
BǫwWλ(f)fσ
−1Bδ =
⋃
w∈W
Bǫwσ−1eBδ =
⋃
x∈We
BǫxBδ. (36)
52
We next show that this union is disjoint. Note that e = e(F ) for a face F of the
weight hull H. If BǫweBδ ∩ Bǫw˜eBδ 6= ∅ there exist uǫ ∈ U ǫ, u˜δ ∈ U δ and n, n˜ ∈ N
projecting to w, w˜, respectively, such that uǫn˜e(F )u˜δ = ne(F ). Therefore,
(n−1uǫn)(n
−1n˜)e(F ) = e(F )u˜−1δ . (37)
Comparing the images of both sides in (37), we get (n−1uǫn)Vw−1w˜F = VF , and
equivalently Vw−1w˜F = (n
−1u−1ǫ n)VF . By the action of n
−1U ǫn on the weight spaces we
conclude that w−1w˜(F ∩ P (V )) ⊆ F ∩ P (V ) and w−1w˜(F ∩ P (V )) ⊇ F ∩ P (V ). From
Lemma 4.3 (a) we obtain w−1w˜ ∈W (F ).
Let η be an F -weight. Evaluating both sides of (37) at vη ∈ Vη \ {0}, we find
w−1w˜η ∈ supp((n−1uǫn)(n−1n˜)vη) = supp(e(F )u˜−1δ vη) ⊆ η +Qδ.
If δ is equal to +, we get w−1w˜η ≥ η for all F -weights η. If δ is equal to −, we have
w−1w˜η ≤ η for all F -weights η. From Lemma 4.38 we find w−1w˜ ∈W∗(F ) in both cases.
Hence, we(F ) = w˜e(F ) by Theorem 4.32.
Inserting the disjoint union (36) in (35) we obtain
M =
⊔
e∈E(T )
⊔
x∈We
BǫxBδ =
⊔
x∈R
BǫxBδ.

In the following proposition we generalize some properties of the twin BN-pairs
(B±, N) of G given in [1, Definition 6.55, Lemma 6.80] to the monoid M .
Proposition 4.40 Let α ∈ Π, x ∈ R, and ǫ, δ ∈ {+,−}. Then
(a) (BǫrαB
ǫ)(BǫxBδ) ⊆ BǫrαxBδ ∪BǫxBδ.
(b) (BδxBǫ)(BǫrαB
ǫ) ⊆ BδxrαBǫ ∪BδxBǫ.
Proof. It suffices to show (a). Then (b) follows from (a) by applying the Chevalley
anti-involution. We write x in the form x = we with w ∈W and e ∈ E(R). Recall that
∆re = ∆p(e) ∪∆∗(e) ∪∆∗(e) ∪∆n(e).
From [12, Proposition 4.2] we getU+ = UαU
α
+ = U
α
+Uα whereU
α
+ := U
+∩rαU+rα.
Applying ρ and the Chevalley anti-involution, we find
U ǫ = U ǫαUǫα where U
ǫα := U ǫ ∩ rαU ǫrα.
If ǫw−1α ∈ ∆p(e) ∪∆∗(e) ∪ (∆∗(e) ∩∆reδ ) then by Corollary 4.15 we obtain
rαB
ǫwe = rαU
ǫαUǫαwTe = U
ǫαrαUǫαwTe = U
ǫαrαwTUǫw−1αe ⊆ BǫrαweBδ.
Hence BǫrαB
ǫweBδ = BǫrαweB
δ.
We have rαB
ǫrα ⊆ Bǫ ∪ BǫrαBǫ because (Bǫ, N) is a BN-pair of G. If ǫw−1α ∈
(∆∗(e) ∩∆re−δ) ∪∆n(e) then ǫ(rαw)−1α = −ǫw−1α ∈ ∆p(e) ∪ (∆∗(e) ∩∆reδ ), and we find
BǫrαB
ǫweBδ = BǫrαB
ǫrαrαweB
δ ⊆ Bǫ(Bǫ ∪BǫrαBǫ)rαweBδ
= BǫrαweB
δ ∪BǫrαBǫrαweBδ = BǫrαweBδ ∪BǫrαrαweBδ
= BǫrαweB
δ ∪BǫweBδ.

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