where it was produced-as opposed to a nontradable good, which cannot. Theoretically, tradable goods should follow the law of one price, which dictates that a good or service costs the same in every location where it is sold. This uniformity of price is expected to occur because any price differentiation could be exploited for arbitrage: goods and services could be bought in the location with the cheapest price and then resold for profit in locations with higher prices. The practice would continue until, through competition, profit seekers drive the price down so that it is the same in all locations and no arbitrage opportunities remain. In any given country, the cost for traded goods should not exceed the cheapest price globally. By contrast, nontraded goods compete only domestically and can therefore have different prices from country to country. If all this is true, then goods that are traded should have lower inflation than goods that are not.
Genevieve Knight and Leanne Johnson, who developed ideas put forward by Morris Goldstein, Mohsin Khan, and Lawrence Officer in 1980. 4 Goldstein, Khan, and Officer had posited that there might be a difference in the inflation of tradable and nontradable goods. 5 Dwyer responded to their conjecture by specifying a quantitative model to determine whether goods were in fact tradable or not. Not having a quantitative system had stymied previous attempts at researching this issue effectively. She pointed out that, although, theoretically, goods and services should be defined as tradable if they followed the law of one price, in practice that was not possible, partly because of issues such as the aforementioned transportation and transaction costs, which lead to price differences in similar goods and services around the world. Dwyer's model assumed that goods could be classified as tradable or nontradable by comparing output data for a given industry with the amount of goods imported or exported by that industry. With this system, a threshold would be set as a proportion of output whereby, if the amount imported or exported was more than the threshold, goods or services in the industry in question would be classified as either export oriented, import competing, or both. Industries that are import competing or export oriented (or both) are then considered tradable. In other words, Dwyer calculated the proportion of an industry's contribution to the economy (output)
derived from imports and exports, and if either proportion was greater than the threshold, the industry was deemed tradable. Dwyer wanted a system to set the threshold objectively, but some subjectivity was unavoidable. Dwyer's work related to Australia, and she set 10 percent as the threshold to define an industry as export oriented or import competing. In setting the threshold, one wants to maintain a level of stability among classifications. On the one hand, industries should not be changing from tradable to nontradable year after year, because that behavior would impede analysis. On the other hand, one does not want to set the threshold such that there would be no way for an industry to switch classifications if there were some consequential change in the industry. This behavioral tension creates a subjective balancing act, with stability as the goal, but with the potential for some flexibility. 6 Knight and Johnson built on Dwyer's work, also looking into Australian tradable and nontradable inflation indexes.
They agreed with Dwyer's 10-percent threshold for Australia and reiterated that stability of the tradability classification was an important goal. Their approach differed from Dwyer's, however, in that they used the output of commodities instead of that of industries, because the former allowed for a lower level of disaggregation, producing a more detailed classification system. They also added a caveat about the problem with any classification that used thresholds, namely, that the amount actually traded is not the same as the amount that could be traded. In other words, the goods that are tradable are not necessarily traded. For example, milk may be a tradable good, in that many countries trade it and it does not have a large international price variance; yet, it could be classified as nontradable by Australia because that country produces a lot of milk, negating the need to import it, and shipping costs making it unprofitable to export it. Knight and Johnson referred to this impediment to a tradable good's actually being traded as a lack of "profitability of trade." Ideally, a good that could be traded at its domestic price would be included in determining whether the good is tradable or not, but they could not find an effective method for making such a determination. 7 Analysts at Statistics New Zealand utilized all this research to create tradable and nontradable indexes. They used input-output (IO) tables to find the output of all goods and services that are tracked. They then looked at the proportions of items that were either imported or exported, to see whether the proportions exceeded the threshold.
If they did, the items were categorized as either import competing or export oriented. The analysts then tested various thresholds for robustness, seeking to find the one that led to the most stability for commodities. They found that 15 percent was the best threshold: 8 those goods and services which had imports or exports above 15 percent of the total amount of the good or service produced were designated tradable, and those which did not were considered nontradable. Inflation data for the goods and services that were designated tradable, and for those which were deemed nontradable, were then aggregated separately. The analysts then conducted research on the 
Methodology
In order to create tradable and nontradable inflation indexes, one needs to determine which goods and services fall into each category and then aggregate existing inflation data, by item, on the basis of their tradability classification. There are three main steps: setting a threshold for tradability, using IO tables to determine which goods and services meet that threshold, and then using those classifications to aggregate inflation data to create the indexes. Because the United States does not have a single, centralized statistical agency, the process for U.S.
data is slightly more complicated, as the Bureau of Labor Statistics (BLS), which produces inflation data, and the Bureau of Economic Analysis (BEA), which produces IO data, use different item classification systems.
BEA produces IO tables with data on the United States. These data include the total amount of selected goods and services produced, as well as the amount of each imported or exported. It is worth noting that using export and import data may not be the best system for the United States, because many U.S. states are the size of other countries. (Indeed, California alone ranks as one of the largest economies in the world.) Thus, exports and imports, which measure international trade, are a flawed metric because numerous goods labeled nontradable on an international basis are likely heavily traded among states. 9 As a result, future research should look into the feasibility of using interstate trade volumes to count toward the threshold for designating a good or service import competing or export oriented.
In considering output, two statistics are plausible as output measures: total final use and total commodity output.
Total commodity output is used in this article because that statistic reflects the amount produced in the economyin other words, the amount that a given good or service contributed to the economy. By contrast, total final use looks only at a good or service that is consumed in its final form. 10 For example, total commodity output includes all the lumber purchased by the government, businesses, and consumers, as well as the amount imported and exported. Thus, total commodity output includes lumber bought by a furniture maker who uses it as an input. In contrast, total use looks only at lumber bought for consumption as a final product, such as lumber bought at a hardware store for home improvement purposes. In looking at the influence that imports and exports of goods and services have on prices, it is important to examine all market participants who are buying and selling, because they all help to determine the price and thus inflation. Furthermore, total commodity output matches the definition of output set forth in all of the literature that specifies a metric.
As Dwyer, Johnson, and Knight noted, setting the threshold is very difficult, and there is room for subjectivity. The best way to find a threshold would be to set different ones and check to see how many industries change tradability categories year after year. The threshold should then be set at the level that yielded the least movement of industries over time. Unfortunately, the BEA IO tables with import and export data have long multiyear intervals; therefore, creating an effective time series is impractical. To get sufficient data points would have required going back a substantial amount of time, during which there have been changes in both the BEA and the BLS methodology. Statistics New Zealand also faced trouble using time series, so it established an alternative. While the agency reiterates that time series are best, it believes that its alternative offers robust results and that the difference, in the final analysis, is marginal.
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The method by which Statistics New Zealand tested a number of thresholds to see which one led to the most stability was described briefly earlier. well as the industries that produce them that had imports or exports greater than 11 percent of total output, were classified as import competing and export oriented, respectively. The commodities that met the threshold were then classified as tradable, and the commodities that did not were labeled nontradable.
The tradability classification is composed of two parts. The first is a binary distinction: Is the item tradable or not, according to the aforementioned criteria? The second part involved determining how tradable the item was. An item's "tradability" was determined by the percentage of total output represented by either exports or imports, whichever was higher. Thus, an item had to have a tradability greater than 11 percent in order to be deemed tradable. Apparel manufacturing, for example, has a tradability of 466 percent; that is, the amount of apparel the United States imports is 466 percent of domestic production. Put another way, the dollar value of U.S. imports of apparel is 4.66 times more than the contribution of U.S. apparel manufacturing to gross domestic product.
The next step was to aggregate BLS inflation data, using those CPI items which were classified as tradable or nontradable. Had BEA and BLS used the same classification system, the items that were classified by tradability by means of the BEA IO tables would have been the CPI items to aggregate. But BEA and BLS use different systems. Thus, the BEA industrial categories needed to be matched to BLS items. That way, the tradable and nontradable labels that were created with the use of IO data could be attached to the CPI items that needed to be aggregated. Meeting this objective meant creating a concordance, or translation, between the BEA IO industry classifications and the BLS CPI item classifications. Put another way, BLS tracks inflation data, and its items needed to be aggregated by their tradability classification by using BEA data, so the two systems had to be bridged. The process was unavoidably subjective, involving a comparison of the definitions of the items and establishing a "best fit." Some cases were easier than others. For example, the CPI item "boys' shirts" clearly falls within the IO industry "apparel manufacturing," and the CPI item "funeral expenses" matches almost precisely with the IO industry "death care services." Once the matches were made, each IO industry's tradability classification was attached to its matching CPI item for aggregation later. Continuing the example, funeral expenses were labeled nontradable because death care services were nontradable, and because all the CPI apparel items fell under apparel manufacturing, they were classified as tradable, with a tradability of 466 percent.
Some pairings were not as straightforward. Several CPI items had two competing IO industries that looked like they could be reasonable fits; however, digging into the IO tables illuminated the ideal choice. The CPI item "chicken," for example, had two chicken-related IO industries, one for poultry production and one for poultry processing. In this case, processing was used instead of production, because the IO table revealed that almost none of the output from production was consumed in that form. Instead, it was primarily an input for processing, and the output from processing was absorbed chiefly by personal consumption expenditures. This situation meant that the CPI item "chicken"-the chicken that people buy in stores or restaurants-was more accurately reflected by poultry processing than poultry production.
There were other classification challenges as well. Some goods and services, such as cosmetics, had no IO industries that related specifically to them; these goods and services were categorized into the IO group "all other miscellaneous manufacturing." Some items were small components of larger IO categories that were too broad, while others straddled multiple IO categories. For example, the CPI has an item "coffee" and another item "other beverage materials including tea." These match, roughly, with the respective IO industries "coffee and tea manufacturing" and "soft drink and ice manufacturing." For the subsequent analysis, coffee was classified as tradable, given that that was the designation for coffee and tea manufacturing goods. Although coffee and tea are both likely to be tradable, had one been tradable and the other not, there would not have been a mechanism to make the proper distinction. Meanwhile, "other beverage materials including tea" was composed of two industries that had different classifications. Coffee and tea manufacturing items were tradable, while soft drink and ice manufacturing items were not. In cases like this, a weighted average was created. "Coffee and tea" had $4 billion in output and was 13.5 percent tradable. "Soft drink and ice manufacturing" had $38 billion dollars in output and was 5.1 percent tradable. A weighted average created a tradability of 5.9 percent, leading to a classification of nontradable for "other beverage materials including tea."
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Once the CPI items had been divided into tradable and nontradable classifications, they were compared with the items' classification among the indexes that could be their proxies: the CPI special aggregate goods index and services index. Table 1 Looking at the number of items which overlap is useful and suggests that there are a lot of similarities between the tradable-nontradable and goods-services designations. A different way to look at the overlap would be to look by expenditures on the items, rather than the number of items. Because items are weighted by their expenditures to reflect the impact that spending on each item has on consumers, items with more weight that match the aforementioned tradable-nontradable pattern will bring the indexes closer together.
more accurate means of examining the similarity in the sets of indexes. Table 2 shows that, in terms of spending, some categories are more similar than the counts of items implies while others are farther apart. As a whole,
though, the expenditure analysis shows that the goods and services categories overlap, respectively, with the tradable and nontradable categories for 86.4 percent of U.S. consumer expenditures.
Source: U.S. Bureau of Labor Statistics.
Once the CPI items were classified as tradable or nontradable, they were aggregated as such into their respective indexes. These indexes were then compared with the BLS goods index and services index. The CPI data used were from January 2010 to December 2015.
Results
The results were partially as expected: tradable goods and services exhibited less inflation than their nontradable counterparts over the 6-year period examined. In fact, tradable goods showed a deflation of 2.5 percent, while nontradable goods registered inflation of 13.5 percent. Goods themselves did not exhibit deflation, but their inflation was only a modest 2.5 percent. By contrast, services inflation was 13.4 percent over the same period. For context, the CPI all-items index posted inflation of 9.2 percent. These results can all be seen in the following tabulation as the change in the respective index values over the 6-year span examined.
Over time, the hypothesis that tradable goods and services have lower inflation and nontradable ones have higher inflation holds, with goods and tradable items having lower inflation overall and lower average rates of inflation than services and nontradable items. The hypothesis does not, however, account for the intervening volatility, which requires further investigation.
The relationship between the series is better illustrated by looking at them over time. The nontradable and services indexes track each other very closely. The tradable and goods indexes track each other as well, although they start to diverge at the end of the period examined. One can also see the volatility in the tradable items and in goods.
Both exhibited a bout of inflation at the beginning of the period and then sustained some volatility, before starting a deflationary trend, as seen in figure 2.
Note that, although the tradable and goods indexes were higher than the nontradable and services ones for an extended amount of time, it does not mean that they had higher inflation during that period. For instance, rents in New York City may be high, but if they do not change from year to year, then they are not exhibiting inflation; they are simply expensive. To see whether there is inflation, one needs to look at the change in the index value, not the index level. Such inflation can be seen in figure 3 , where, apart from the initial spike, services and nontradable goods sustained higher year-over-year price increases.
The similarity, shown in figure 3 , between goods and tradable items and between services and nontradable items, is not surprising, because the items that make up each pair overlap substantially: most items the CPI classifies as goods are tradable, and most items the CPI classifies as services are not. Of the 211 CPI items, only 51 do not follow this pairing pattern, and of those 51, about a tenth are items that are unsampled because expenditures on them are low, thus minimizing their impact on indexes. Two-thirds, 33 of the 51, are food items-a matter that is worth further investigation. Goods such as bread, milk, and meat products were labeled nontradable, but that is likely because the United States is a large producer of food for which there is a very large domestic market. Using the level of interstate trade as a proxy for international trade in these goods would likely switch their classification and bring the tradable-nontradable and goods-services indexes even closer together. Another food-related difference from the expected pattern was that the CPI classifies meals away from home as a good while the tradable-nontradable methodology classifies meals away from home as nontradable. This difference was a driving factor in the substantial gap in expenditures in the food and beverages group, in which only 32 percent of expenditures overlapped, the lowest of any category. Obviously, it would be difficult to import or export a meal eaten at a restaurant, so meals consumed away from home are nontradable. It is less obvious, however, why the CPI classifies food away from home as a good. One can understand the argument that it should be categorized as a service: the consumer is paying not only for the food, but for the service of its being prepared and presented. It could be that people pay the margins they do in restaurants for those services, not for the food. In addition, it could be that most restaurant expenses come from nonfood components, such as renting space and paying employees.
Furthermore, other inflation item classification systems, such as the European Union's "Classification of Individual
Consumption according to Purpose" (COICOP), categorize meals away from home as a service rather than a good. 15 By switching meals away from home to a service, the percentage of overlapping items for food and beverages increases from 45.2 percent to 54.8 percent, while overlapping food and beverage expenditures go from 29.6 percent to 69.9 percent. Given that meals away from home are some of the largest expenditure items in the CPI, switching them to a service greatly increases the total overlap between the tradable and nontradable indexes, on the one hand, and the goods and services indexes, on the other, and brings the overlap between the two systems for all U.S. expenditures from 86.4 percent to 92.3 percent.
This difference in the food and beverage major group is likely the driver in the divergence between the tradable and goods indexes, seen in figure 2. Food and beverage items have exhibited considerable inflation over the period in question. Thus, the goods index, which includes all the food and beverage items, could be pushed higher than the tradable index, which includes just under half the food items. In figure 4 , one can see the steady food and beverage inflation over the period.
In general, there was a lot of similarity between the tradable-nontradable and goods-services classifications. one can also see that the major groups with the most items do not necessarily correspond to the ones with the most expenditures. For example, the housing major group does not have the most items, but it has the most expenditures because rent and rental equivalents are the largest consumer expenditures. Using the same graph as that in figure 7 , figure 8 demonstrates how most of the difference between the tradablenontradable and goods-services classifications is caused by how the category of food and beverages-especially food away from home-is classified. The figure shows the similarity in the classification of total expenditures that would obtain if the food and beverage items were all classified as tradable to match the CPI designation of all of them as goods.
Looking at the time series graphs is one way of analyzing the impact that tradability has on inflation. The hypothesis posed toward the beginning of this article was that the index composed of tradable goods would exhibit lower inflation than the index composed of nontradable goods. One way to evaluate this hypothesis is to plot all the CPI items individually, rather than in aggregate. With the use of the tradability metric discussed earlier, all 211 items were plotted, with their tradability from the 2007 IO tables shown on one axis and their inflation from January 2010 to December 2015, the period in question, shown on the other. Figure 9 presents a scatter plot of the results.
The scatter plot indicates that the hypothesis holds. Most of the items that exhibited deflation are tradable.
Because there are fewer tradable items than nontradable items, that the tradable ones are still the majority is notable. Furthermore, most of the items with high inflation are nontradable. The item that had the most deflation, televisions, was one of the most tradable, and the item with the second-most inflation, eggs, was one of the least tradable. The regression line reinforces the hypothesis, showing that an increase in tradability led to a decrease in inflation. The model the regression is based on suggests that tradability alone is not a sufficient determinant of inflation and that, therefore, other factors also influence inflation. Nonetheless, the results say that tradability is a statistically significant factor influencing inflation. In other words, tradability affects inflation, but so do many other factors.
That there are other factors contributing to inflation seems obvious and can help answer why the tradable and goods indexes were so volatile over the period examined. The attractiveness of importing or exporting goods is determined in part by factors such as transportation costs and transaction costs, as mentioned earlier. To find out whether those costs were affecting the inflation of tradable goods, two variables can be used as proxies for them:
the price of oil and the strength of the dollar relative to a basket of currencies of U.S. trading partners. If the price of oil increases, the cost of imports will go up because of shipping costs. In turn, either people will continue buying the imports at higher prices, or they will begin buying U.S.-made alternatives. If the dollar weakens, buying imports becomes more expensive because the good is priced in foreign currency and each dollar buys less foreign currency. Thus, if the dollar index falls, the tradable index should increase as goods get more expensive or people switch to domestic alternatives. If the dollar strengthens, the tradable index should fall as foreign goods get relatively cheaper.
The tradable and goods indexes should fluctuate with these other variables. By contrast, the services and nontradable indexes are not influenced by similar outside factors. To investigate the fluctuation, the tradable index was plotted against the dollar index and the price of oil. The relationship among the latter three variables is seen clearly in figure 10 .
To further test the results suggested by the graph in figure 10 , a regression model looked at the impact of the dollar index and the price of oil on the tradable index. Both static levels of the price index, the dollar index, and the price of oil, along with the percent change of each of these factors from month to month, were examined. R-squared was equal to 0.635 in the static model, implying that the model was adequate. In the percent-change model, R-squared was equal to 0.988, implying that the model was robust. In both models, the price of oil was a statistically significant predictor of the level of tradability, at a 5-percent significance level. This finding should be taken with a grain of salt, however, as the CPI item "gasoline" is one of the larger components of the tradable index. In the static model, the dollar index was significant at the 10-percent significance level; it was significant at the 5-percent level in the percent-change model. 16 These results suggest that tradable items' inflation is determined not simply by the cost of goods abroad, but also by the transportation and transaction costs associated with importing and exporting those items.
Further research
The initial results presented in this article look promising: some of the findings corroborate what is set forth in the literature and suggest that further research into U.S. tradable and nontradable inflation might be valuable. A number of issues could be addressed.
One key area to investigate is the cause of the volatility in the tradable index. A number of factors could lead to the law of one price not working as well in practice as it does in theory. Finding variables to account for those factors and how they affect tradable inflation would be valuable. This research could involve finding a way to take freetrade agreements or tariffs into account. In this regard, there is existing research into how open countries are to trade and how their degree of openness relates to inflation rates, and valuable insights may be gained about factors that contribute to inflation.
Future research should look into further testing of the tradability threshold. The analysis conducted here examined plausible thresholds based on the literature, but an expanded range could be contemplated. The size of the U.S.
economy suggests that whole percentage points for output may be too large; looking at half-or quarter-percent intervals for other thresholds could yield a more precise level.
Building on the analysis of thresholds, one could investigate the correlation between thresholds and inflation. In other words, one could look at the inflation among goods and services that were classified as tradable along a spectrum of thresholds. Using 10-percent, 15-percent, and 20-percent thresholds and comparing, say, the inflation of goods classified as tradable or not, one might see lower inflation for goods classified at the 20-percent level than at the 15-percent, 10-percent, or 5-percent level. This finding would be due to the stricter limit on classification, requiring higher volumes of trade for a good or service to be labeled tradable.
As mentioned earlier, an important area for research is an interstate trade quantification methodology. Interstate trade in the United States is similar to that in many international markets. Thus, goods that travel between states should be included in any analysis of those markets. One study points out that many U.S. states are the size of entire countries around the world in terms of both their economy and their population. 17 Also, the United States has the world's largest economy and is the fourth-largest country by area. 18 Therefore, it is fair to consider goods traded between U.S. states as analogous to goods traded internationally. With a large proportion of U.S.
consumption made up of domestically produced goods, many of which are shipped entirely within the confines of the nation, such a methodology could have a considerable impact on the results.
Another important consideration would be to conduct research over a longer timeframe. The research presented
here examined only a 6-year period; the longer the period, the clearer the important patterns that appear may be.
Additional research opportunities arise in investigating the relationship between the tradable and nontradable indexes compared with the goods and services indexes. As discussed, there was substantial overlap between these categories, so they may serve as effective proxies for each other, thereby negating the need to establish new indexes. It is worth investigating further to see if the pattern holds over a longer period and, if it does, with what level of robustness. As was shown, simply by aligning the food and beverage items, the two classification systems become quite similar.
Yet another approach would be to look into a few specific items to see how trade affected their inflation. To do so, one might look at total global trade for each of those items. For example, apparel has the highest tradability and also the greatest deflation. Is this confluence merely fortuitous, or has it occurred because apparel has become 
