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1. Introduction
Throughout this paper, H and K denote separable Hilbert spaces. The set of all bounded linear operators from K into H
is denoted by B(K,H). If H = K, B(H,H) will be written by B(H). For A ∈ B(K,H), the range and the null-space of A
are denoted by R(A) and N (A), respectively. A is said to be ﬁnite rank if R(A) is ﬁnite dimensional. If A ∈ B(H), the
spectrum of A is denoted by σ(A). An operator A ∈ B(H) is said to be positive if (Ax, x) 0 for each vector x ∈ H and it
can be denoted by A  0. An invertible positive operator A is denoted by A > 0. If M is a subspace of a Hilbert space, the
dimension of M is denoted by dimM and the identity on M is denoted by IM . If K is a subset of a Hilbert space,
the closure of K is denoted by K .
Deﬁnition 1.1. (See [11].) An operator MC ∈ B(H ⊕ K) is said to be an upper-triangular operator matrix if there are operators
A ∈ B(H), B ∈ B(K ) such that
MC =
(
A C
0 B
)
. (1)
Deﬁnition 1.2. (See [2].) Let A ∈ B(H), A is said to be Kato non-singular if the range R(A) of A is closed and N (A) ⊆ R(An)
for all n in N.
Recently, various properties about upper-triangular operator matrices such as spectra, boundedness below, invertibility
etc. have attracted numerous mathematicians (see [1–9,11–20]). More lately, Barraa and Boumazgour [2] have established
the Kato non-singularity of upper-triangular operator matrices. In this paper, we consider the range closedness and the Kato
non-singularity of upper-triangular operator matrices in the same line with that in [2].
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construction of operators involved are exhibited by using operator block technique in our paper.
This paper is organized as follows. In Section 2, we shall discuss the closedness of ranges of upper-triangular operator
matrices. In Section 3, we shall consider the Kato non-singularity of upper-triangular operator matrices.
2. Closedness of ranges of upper-triangular operators
In this section, we investigate the relationship of the closedness among the ranges R(A), R(B) and R(MC ) in the
operator matrix (1). We begin with some lemmas.
Lemma 2.1. If A ∈ B(H), the following statements hold.
(1) If D ∈ B(H) is ﬁnite rank, then the range R(A + D) of A + D is closed if and only if the range R(A) of A is closed.
(2) If D ∈ B(H) is ﬁnite rank, then A + D is Fredholm if and only if A is Fredholm, and ind(A + D) = ind(A).
(3) If M and N are invertible operators, the range R(MAN) is closed if and only if the range R(A) is closed.
(4) If M and N are invertible operators, then MAN is Fredholm if and only if A is Fredholm, and ind(MAN) = ind(A).
(5) If N is an invertible operator, then R(AN) = R(A).
Lemma 2.2. If A ∈ B(K,H), the following statements are equivalent.
(1) R(A) is closed.
(2) R(AA∗) is closed.
(3) R(A) = R(AA∗).
(4) R(A∗) is closed.
(5) R(A∗A) is closed.
(6) R(A∗) = R(A∗A).
(7) 0 is not an accumulation point of σ(A∗A).
Theorem 2.3. Let A ∈ B(H) and B ∈ B(K ) be given operators such that the ranges R(A) and R(B) are closed. Then, the range R(MC )
is closed for every C ∈ B(K , H) if and only if at least one of dimN (A∗) and dimN (B) is ﬁnite.
Proof. For any A ∈ B(H) and B ∈ B(K ), the upper-triangular operator matrix MC as an operator from H ⊕ K = R(A∗) ⊕
N (A) ⊕ R(B∗) ⊕ N (B) into H ⊕ K = R(A) ⊕ N (A∗) ⊕ R(B) ⊕ N (B∗) has the operator matrix
MC =
⎛⎜⎝
A1 0 C11 C12
0 0 C21 C22
0 0 B1 0
0 0 0 0
⎞⎟⎠ , (2)
where, comparing with the formula (1), A, B and C have operator matrices
A =
(
A1 0
0 0
)
, B =
(
B1 0
0 0
)
and C =
(
C11 C12
C21 C22
)
,
respectively. By the assumption that R(A) and R(B) are closed, A1 and B1 are invertible. In this case, observe that the
operator⎛⎜⎝
I 0 −C11B−11 0
0 I −C21B−11 0
0 0 I 0
0 0 0 I
⎞⎟⎠
is an invertible operator on H ⊕ K = R(A) ⊕ N (A∗) ⊕ R(B) ⊕ N (B∗), the operator⎛⎜⎝
I 0 0 −A−11 C12
0 I 0 0
0 0 I 0
0 0 0 I
⎞⎟⎠
is an invertible operator on H ⊕ K = R(A∗) ⊕ N (A) ⊕ R(B∗) ⊕ N (B),⎛⎜⎝
I 0 −C11B−11 0
0 I −C21B−11 0
0 0 I 0
⎞⎟⎠
⎛⎜⎝
A1 0 C11 C12
0 0 C21 C22
0 0 B1 0
⎞⎟⎠
⎛⎜⎝
I 0 0 −A−11 C12
0 I 0 0
0 0 I 0
⎞⎟⎠=
⎛⎜⎝
A1 0 0 0
0 0 0 C22
0 0 B1 0
⎞⎟⎠ (3)
0 0 0 I 0 0 0 0 0 0 0 I 0 0 0 0
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M˜C =
⎛⎜⎝
A1 0 0 0
0 0 0 C22
0 0 B1 0
0 0 0 0
⎞⎟⎠ . (4)
Then the closedness of the range R(MC ) is equivalent to the closedness of R(M˜C ) by Lemma 2.1. Since R(A1) and R(B1)
are closed and R(M˜C ) = R(A1) ⊕ R(C22) ⊕ R(B1), the closedness of R(M˜C ) is equivalent to the closedness of R(C22).
Therefore, the closedness of the range R(MC ) is equivalent to the closedness of R(C22).
“⇐” If at least one of dimN (A∗) and dimN (B) is ﬁnite, then for each C ∈ B(K,H), C22 is ﬁnite rank and hence the
range R(C22) is closed. Therefore, R(MC ) is closed for all C ∈ B(K,H).
“⇒” On the contrary, assuming that dimN (B) = dimN (A∗) = ∞, we shall construct an operator C022 from N (B) into
N (A∗) such that the range R(C022) is not closed.
Suppose that { f i}∞i=1 and {gi}∞i=1 are orthonormal bases of N (B) and N (A∗), respectively. Deﬁne an operator C022 by
C022 f i =
1
i
gi, i ∈ N,
and
C0 =
(
0 0
0 C022
)
.
For C0∗22C
0
22 as an operator deﬁned on N (B), it is clear that C0∗22C022 f i = 1i2 f i , i ∈ N, and then σ(C0∗22C022) = { 1i2 , i ∈ N}. That
is, 0 is an accumulation point of the spectrum of C0∗22C
0
22. Hence, R(C022) is not closed by (7) of Lemma 2.2. So the rangeR(MC0 ) of the operator MC0 is not closed. 
Remark 2.4. From the operator matrix (2), the range R(MC ) is closed if and only if so is the range R(MC (0)) of the
following operator
MC (0) =
( A1 C11 C12
0 C21 C22
0 B1 0
)
, (5)
which is an operator from R(A∗) ⊕ R(B∗) ⊕ N (B) into R(A) ⊕ N (A∗) ⊕ R(B).
By formulas (2) and (5), it is easy to see that MC is Fredholm if and only if MC (0) is Fredholm, and moreover,
ind(MC ) = ind
(
MC (0)
)+ dimN (A) − dimN (B∗).
Theorem 2.5. Let A ∈ B(H) and B ∈ B(K) be given operators.
(1) If the range R(A) of A is not closed and the range R(B) is closed, then the range R(MC ) is not closed for every C ∈ B(K,H) if
and only if dimN (B) is ﬁnite.
(2) If the range R(A) of A is closed and the range R(B) is not closed, then the range R(MC ) is not closed for every C ∈ B(K,H) if
and only if dimN (A∗) is ﬁnite.
Proof. We only need to prove that the statement (1) holds by symmetry.
Let the range R(A) of A be not closed and let the range R(B) be closed.
“⇐” If dimN (B) is ﬁnite and MC has the operator matrix (2), then the operators C12 and C22 in formula (2) are
ﬁnite rank for every C ∈ B(K,H). By Lemma 2.1 and Remark 2.4, the closedness of the range R(MC ) is equivalent to the
closedness of the range of the operator matrix( A1 C11 0
0 C21 0
0 B1 0
)
.
Since R(B) is closed, B1 is invertible, and then we have⎛⎝ I 0 −C11B−110 I −C21B−11
0 0 I
⎞⎠( A1 C11 00 C21 0
0 B1 0
)
=
( A1 0 0
0 0 0
0 B1 0
)
,
where⎛⎝ I 0 −C11B−110 I −C21B−11
⎞⎠0 0 I
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equivalent to the closedness of the range of the operator matrix( A1 0 0
0 0 0
0 B1 0
)
.
That is, the closedness of the range R(MC ) is independent of the choice of C ∈ B(K,H) and only dependent on the
closedness of R(A1) ⊕ R(B1). From the assumption that R(A1) ⊕ R(B1) is not closed, the range R(MC ) is not closed for
every C ∈ B(K,H).
“⇒” On the contrary, assuming that dimN (B) is inﬁnite, we shall show that there exists an operator C0 ∈ B(K,H) such
that the range R(MC0 ) is closed.
Since R(A) is not closed, dimR(A) = ∞. Let { f i}∞i=1 and {gi}∞i=1 are orthonormal bases of N (B) and R(A), respectively,
and deﬁne a unitary operator C012 from N (B) onto R(A) by
C012 f i = gi, for i ∈ N.
Take
C0 =
(
0 C012
0 0
)
.
As an operator matrix (2), the operator MC0 has the operator matrix
MC0 =
⎛⎜⎝
A1 0 0 C012
0 0 0 0
0 0 B1 0
0 0 0 0
⎞⎟⎠ ,
so R(MC0 ) = R(( A1 0 0 C012 )) ⊕ R(B1). By Lemma 2.2, R(( A1 0 0 C012 )) is closed because ( A1 0 0 C012 )×
( A1 0 0 C012 )
∗ = A1A∗1 + C012C0∗12 = A1A∗1 + IR(A) > 0 is an invertible positive operator on R(A). Also, R(B1) is closed
by the assumption. Hence R(MC0 ) is closed. 
Theorem 2.6. Let both the ranges R(A) and R(B) of A and B be not closed. Then the range R(MC ) is not closed for each operator
C ∈ B(K,H) if and only if at least one of dimN (B) and dimN (A∗) is ﬁnite.
Proof. “⇐” Suppose that the ranges R(A) and R(B) of A and B be not closed. First, assume that dimN (B) is ﬁnite, then
for each operator C ∈ B(K,H), by Lemma 2.1, Remark 2.4 and the formula (2), the range R(MC ) is not closed if and only if
the range R(MC (0)) of the operator matrix
MC (0) =
( A1 0 C11
0 0 C21
0 0 B1
)
is not closed.
On the contrary, assume that there exists an operator C such that the range R(MC (0)) of the operator matrix MC (0) is
closed. It is clear that R(A1) ⊂ R(MC (0)), so R(A1) ⊂ R(MC (0)). By the range inclusion theorem (see [10]), we have an
operator matrix
D =
( D11 D12 D13
D21 D22 D23
D31 D32 D33
)
,
which is an operator matrix from R(A) ⊕ N (A∗) ⊕ R(B) into R(A∗) ⊕ N (A) ⊕ R(B∗), such that( IR(A) 0 0
0 0 0
0 0 0
)
=
( A1 0 C11
0 0 C21
0 0 B1
)( D11 D12 D13
D21 D22 D23
D31 D32 D33
)
=
( A1D11 + C11D31 A1D12 + C11D32 A1D13 + C11D33
C21D31 C21D32 C21D33
B1D31 B1D32 B1D33
)
.
Comparing two sides of the equation above, we have A1D11 + C11D31 = IR(A) and B1D31 = 0. Moreover, D31 = 0 since B1
is injective, therefore A1D11 = IR(A) . This shows that R(A1) = R(A). It is a contradiction.
For the case that dimN (A∗) is ﬁnite, the proof is similar to that of the above.
“⇒” Let both the ranges R(A) and R(B) of A and B be not closed. To complete the part of the proof, it is suﬃcient
to show that if dimN (B) = dimN (A∗) = ∞, then there exists an operator C0 ∈ B(K,H) such that the range R(MC0 ) is
closed.
Since R(A) and R(B) are not closed, we have dimR(A) = dimR(B) = ∞. Let { f i}∞i=1 and {gi}∞i=1 are orthonormal bases
of N (B) and R(A), respectively. Deﬁne a unitary operator C012 from N (B) onto R(A) by
C012 f i = gi, for i ∈ N.
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onto N (A∗) by
C021αi = βi, for i ∈ N.
Now, deﬁne an operator C0 by
C0 =
(
0 C012
C021 0
)
,
then MC0 has the operator matrix
MC0 =
⎛⎜⎝
A1 0 0 C012
0 0 C021 0
0 0 B1 0
0 0 0 0
⎞⎟⎠ .
Observing that
R(MC0 ) = R
((
A1,0,0,C
0
12
))⊕ R
⎛⎜⎝
⎛⎜⎝
0
C021
B1
0
⎞⎟⎠
⎞⎟⎠ , (6)
and each one of ranges on the right side of (6) is closed by Lemma 2.2, we conclude that the range R(MC0 ) is closed. 
3. Kato non-singularity
In this section, using the idea of Section 1, we shall give a slight generalization of main Theorems 2.1, 2.2 and 2.3 in [2].
Theorem 3.1. Let A ∈ B(H) and B ∈ B(K) be given operators. If A is Kato non-singular and dimN (A∗) = ∞, then there exists an
operator C ∈ B(K,H) such that MC is Kato non-singular.
Proof. Let { f i}∞i=1 be an orthonormal basis of N (A∗) since dimN (A∗) = ∞. Denote H1 =
∨∞
i=1{ f2i, i ∈ N} and H2 =∨∞
i=1{ f2i−1, i ∈ N}. It is clear that N (A∗) =
∨∞
i=1{ f2i, i ∈ N} ⊕
∨∞
i=1{ f2i−1, i ∈ N}. There exist an isometry J1 from R(B∗)
into H1 and an isometry J2 from N (B) into H2. Deﬁne C by
C =
(
0 0
J1 J2
)
.
Now, MC has the operator matrix
MC =
⎛⎜⎝
A1 0 0 0
0 0 J1 J2
0 0 B1 0
0 0 0 0
⎞⎟⎠ . (7)
By the deﬁnitions of J1 and J2, it is easy to see that
R(MC ) = R(A1) ⊕ R
((
J1
B1
))
⊕ R( J2),
and R(( J1
B1
))
and R( J2) are closed by Lemma 2.2. Therefore, R(MC ) is closed.
Next, we shall determine the null-space of MC .
If a vector x = x1 + x2 + x3 + x4 ∈ N (MC ), where x1 ∈ R(A∗), x2 ∈ N (A), x3 ∈ R(B∗) and x4 ∈ N (B), then
MC
⎛⎜⎝
x1
x2
x3
x4
⎞⎟⎠=
⎛⎜⎝
A1 0 0 0
0 0 J1 J2
0 0 B1 0
0 0 0 0
⎞⎟⎠
⎛⎜⎝
x1
x2
x3
x4
⎞⎟⎠=
⎛⎜⎝
A1x1
J1x3 + J2x4
B1x3
0
⎞⎟⎠ .
Hence,{ A1x1 = 0,
J1x3 + J2x4 = 0,
B1x3 = 0.
We obtain that x1 = 0, x3 = 0 and x4 = 0 since A1 and B1 are injective and J2 is an isometry. This shows that
N (MC ) =
⎧⎪⎨⎪⎩
⎛⎜⎝
0
x2
0
⎞⎟⎠ : x2 ∈ N (A)
⎫⎪⎬⎪⎭ .0
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N (MC ) = N (A) ⊂ R
(
An
)⊆ R(MnC ).
Therefore, MC is Kato non-singular. 
The next theorem is an extension of Theorem 2.4 in [2]. The suﬃciency has been obtained by Barraa and Boumazgour
in [2]. Here we continue to prove the necessity. For the sake of completeness, we will give a whole proof. However, the
proof of the suﬃcient part is different from that in [2].
Theorem3.2. Let A ∈ B(H) and B ∈ B(K) be given Kato non-singular operators. Then MC is Kato non-singular for every C ∈ B(K,H)
if and only if either A is surjective or B is injective.
Proof. Let A ∈ B(H) and B ∈ B(K) be Kato non-singular operators. Then R(A) and R(B) are closed, N (A) ⊆ R(An) and
N (B) ⊆ R(Bn).
“⇐” To prove that MC is Kato non-singular for every C ∈ B(K,H), it is suﬃcient to show that R(MC ) is closed and
N (MC ) ⊆ R(MnC ) by Deﬁnition 1.2.
(1) If A is surjective, then for every C ∈ B(K,H), MC as an operator from H⊕K = R(A∗)⊕N (A)⊕R(B∗)⊕N (B) into
H ⊕ K = H ⊕ R(B) ⊕ N (B∗) has the operator matrix
MC =
( A1 0 C1 C2
0 0 B1 0
0 0 0 0
)
,
where
A = ( A1 0 ) , B =
(
B1 0
0 0
)
, C = (C1 C2 ) ,
A1 is an invertible operator from R(A∗) onto H, B1 is an invertible operator from R(B∗) onto R(B). Since( A1 0 C1 C2
0 0 B1 0
0 0 0 0
)⎛⎜⎝
I 0 −A−11 C1 −A−11 C2
0 I 0 0
0 0 I 0
0 0 0 I
⎞⎟⎠= ( A1 0 0 00 0 B1 0
0 0 0 0
)
and ⎛⎜⎝
I 0 −A−11 C1 −A−11 C2
0 I 0 0
0 0 I 0
0 0 0 I
⎞⎟⎠
is an invertible operator deﬁned on R(A∗) ⊕ N (A) ⊕ R(B∗) ⊕ N (B), we have R(MC ) = R(A1) ⊕ R(B1) = R(A) ⊕ R(B).
Therefore, R(MC ) is closed.
Next, we shall show that N (MC ) ⊆ R(MnC ).
Observing that
MnC =
(
A C
0 B
)n
=
(
An ×
0 Bn
)
and An is surjective, we have R(MnC ) = H ⊕ R(Bn). By a direct computation, we get
N (MC ) =
⎧⎪⎨⎪⎩
⎛⎜⎝
−A−11 C2x4
x2
0
x4
⎞⎟⎠ : x2 ∈ N (A), x4 ∈ N (B)
⎫⎪⎬⎪⎭ .
Since −A−11 C2x4 + x2 ∈ H and x4 ∈ N (B) ⊆ R(Bn), we have N (MC ) ⊆ R(MnC ).
Hence, MC is Kato non-singular.
(2) If B is injective, then for every C ∈ B(K,H), MC as an operator from H ⊕ K = R(A∗) ⊕ N (A) ⊕ K into H ⊕ K =
R(A∗) ⊕ N (A) ⊕ R(B) ⊕ N (B∗) has the operator matrix
MC =
⎛⎜⎝
A1 0 C01
0 0 C02
0 0 B1
⎞⎟⎠ ,
0 0 0
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A =
(
A1 0
0 0
)
, B =
(
B1
0
)
, C =
(
C01
C02
)
,
A1 is an invertible operator from R(A∗) onto R(A), B1 is an invertible operator from K onto R(B). Since⎛⎜⎝
A1 0 C01
0 0 C02
0 0 B1
0 0 0
⎞⎟⎠( I 0 −A−11 C010 I 0
0 0 I
)
=
⎛⎜⎝
A1 0 0
0 0 C02
0 0 B1
0 0 0
⎞⎟⎠
and ( I 0 −A−11 C01
0 I 0
0 0 I
)
is an invertible operator deﬁned on R(A∗) ⊕ N (A) ⊕ K, we have R(MC ) = R(A1) ⊕ R
(( C02
B1
))
. Moreover, the fact that B1 is
invertible implies that R(( C02
B1
))
is closed by Lemma 2.2. Therefore, R(MC ) is closed.
Since B1 is invertible, it is easy to see that N (MC ) = N (A) ⊆ R(An) ⊆ R(MnC ).
Finally, MC is Kato non-singular.
“⇒” On the contrary, assume that both dimN (A∗) and dimN (B) are non-zero. To complete the proof of this part, it is
enough to construct an operator C0 ∈ B(K,H) such that N (MC0 )  R(MC0 ).
Suppose that
MC0 =
(
A C0
0 B
)
=
⎛⎜⎝
A1 0 0 0
0 0 J0 0
0 0 B1 0
0 0 0 0
⎞⎟⎠ ,
the operator matrix on the right side above is an operator from R(A∗) ⊕ N (A) ⊕ R(B∗) ⊕ N (B) into R(A) ⊕ N (A∗) ⊕
R(B) ⊕ N (B∗). We shall deﬁne an operator J0 such that N (MC0 )  R(MC0 ).
By the assumption of dimN (B) > 0, there exists a unit vector x0 ∈ N (B). We observe that B1 is an invertible operator
from R(B∗) onto R(B). Then there exists a unique non-zero vector y0 ∈ R(B∗) such that B1 y0 = x0. Let z0 be a vector in
N (A∗) with ‖z0‖ = ‖y0‖ and deﬁne an operator J0 from R(B∗) into N (A∗) by{
J0 y0 = z0,
J0 y = 0, y ∈ {y0}⊥.
It is clear that N (B) ⊆ N (MC0 ) and x0 ∈ N (B). We shall prove that x0 /∈ R(MC0 ). On the contrary, assume that x0 ∈ R(MC0 ).
Then there exists a vector y = y1 + y2 + y3 + y4, where y1 ∈ R(A∗), y2 ∈ N (A), y3 ∈ R(B∗) and y4 ∈ N (B), such that⎛⎜⎝
A1 0 0 0
0 0 J0 0
0 0 B1 0
0 0 0 0
⎞⎟⎠
⎛⎜⎝
y1
y2
y3
y4
⎞⎟⎠=
⎛⎜⎝
0
0
x0
0
⎞⎟⎠ .
That is,{ A1 y1 = 0,
J0 y3 = 0,
B1 y3 = x0.
By the invertibility of B1, y3 = y0. By the deﬁnition of J0, we have J0 y3 = J0 y0 = z0 = 0. This shows that the equations
system above has no solutions. Hence, x0 /∈ R(MC0 ). It is a contradiction. Therefore, N (MC0 )  R(MC0 ). That is, MC0 is not
Kato non-singular. 
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