Abstract: The question of whether the class of decision problems that can be solved by deterministic polynomial-time algorithms (P ) is equal to the class of decision problems that can be solved by nondeterministic polynomial-time algorithms (NP ) has been open since it was first formulated by Cook, Karp, and Levin in 1971. In this paper, we prove that they are not equal by showing that any algorithm that solves the SUBSET-SUM problem must perform a super-polynomial number of computations for some input of size, O(n 2 ), where n is the size of the set in the problem. Even if the reader does not believe the proof, the author believes that he or she will still very much enjoy reading this article.
Let P be the class of decision problems that can be solved by deterministic polynomial-time algorithms and NP be the class of decision problems that can be solved by nondeterministic polynomial-time algorithms. It has been an open question since the early 1970's whether or not P = NP . In this article, we prove that they are not equal. We will use the following notation in our proof: Let I = {0, 1} and N 0 be the set of nonnegative integers. Let us consider the following commonly known NP problem:
SUBSET-SUM: Given n ∈ N , vector a ∈ N n 0 , and scalar b ∈ N 0 , where each a i < 2 n+1 and b < 2 n+1 · n, determine whether there exists a vector, x ∈ I n , such that a · x = b.
Notice that this problem is a bounded version of the SUBSET-SUM problem that is usually found in a standard complexity-theory textbook. We will prove that P = NP by showing that any algorithm which solves SUBSET-SUM runs in super-polynomial time with respect to n. We must first note that the strategy of pre-computing information in order to save time will only improve the running-time of an algorithm by a constant, since such information can be computed in constant time and therefore will not improve the asymptotic running-time. So we only need to show that all algorithms which solve SUBSET-SUM without using pre-computed information must run in super-polynomial time. We now prove our main theorem:
Theorem: Any algorithm that solves SUBSET-SUM without using pre-computed information performs a super-polynomial number of computations for some input (of size O(n 2 )). Therefore, P = NP .
Proof : Let S = {a · x : x ∈ I n }, so the SUBSET-SUM problem is to determine whether b ∈ S. Since all algorithms which solve mathematics problems base their outputs on the results of bit-comparisons, we can classify all algorithms which solve SUBSET-SUM without using precomputed information into the following three categories:
• Algorithms which base their outputs on the results of comparisons between b and elements of S.
• Algorithms which base their outputs on the results of comparisons between elements in S ∪ {b}.
• Algorithms which base their outputs on the results of comparisons involving strings of bits which do not necessarily represent elements in S ∪ {b}.
For now, we will only consider algorithms in the first category in which the only computations that are performed which do not involve input b are those which help determine the elements of set S. Since the number of possible inputs of SUBSET-SUM relative to n is large enough so that S could be a super-polynomial-size set, we cannot determine the contents of S in polynomial time (by say, a dynamic programming strategy). Therefore, the most efficient algorithm with such restrictions must determine whether b ∈ S by comparing b to integers in S which are computed directly by the formula, a · x. We could use a naive example of such a strategy by computing each element of S and then comparing each element of S to b until there is a match or until all elements of S are compared with b, but can we do better than this? Yes, if we use the fact that since a ∈ N n 0 , some elements of S are known a priori to be greater than or equal to others, for example a 1 + a 2 ≥ a 1 , so not all elements of S have to be compared with b. But there is no more information that we have which can improve the maximum running-time of an algorithm with such restrictions. So if such an algorithm takes input (a, b) ∈ N n 0 × N 0 , where each a i = 2 and b = 2 · ⌊ n 2 ⌋ + 1, the algorithm must perform at least
⌋. Now, let us consider algorithms in the second category, relaxing our restrictions on algorithms which solve SUBSET-SUM to include algorithms which determine the relationship between different elements in S, as well as between b and elements in S. If such an algorithm performs a super-polynomial number of comparisons between elements in S, then the algorithm must run in super-polynomial time, so we really only need to consider algorithms which perform a polynomial number of comparisons between elements in S. Let each a i = 2 n + 2
). And let us think of all of the relationships between the elements of S that such an algorithm considers when solving SUBSET-SUM with respect to this input as a partial ordering on set S. Also, let us think of this poset as having n levels where each element on the i-th level is the sum of i entries of vector a, so each member of the i-th level is greater than each member of the (i − 1)-th level. Then whenever a comparison is made between two elements on two different levels of S, the height of the poset will stay the same. And whenever a comparison is made between two elements on the same level of S, the height of each of the n levels can increase by no more than one (since whenever the algorithm establishes a relationship of the form s 1 < s 2 on one level, the algorithm may also establish other relationships of the form s 1 + t 1 < s 2 + t 2 on other levels, where it is already known that t 1 ≤ t 2 ).
Therefore, there can be no super-polynomial-size chain in such a poset, since the height of the poset will only increase by a polynomial after the algorithm makes a polynomial number of comparisons. So since the poset is of super-polynomial size, there must exist a superpolynomial number of chains in a minimal chain-decomposition. Then by Dilworth's Theorem, the largest anti-chain before the algorithm makes the comparisons must still contain a super-polynomial number of elements after the algorithm makes the comparisons. So there must exist a super-polynomial-size subset of {x ∈ I n :
⌋} in which none of the relationships between its elements are considered by the algorithm and in which the algorithm compares all of the elements in this subset to b (for the same reason that the algorithm in the previous paragraph has to compare b to all of the elements in {x ∈ I n : 1 · x = ⌊ n 2 ⌋}, only this is a more general case). Since b and the elements of set S are the only integers that are relevant to the solution of the SUBSET-SUM problem (as the problem is to determine whether b ∈ S), one might think that we have described all "reasonable" algorithms that are guaranteed to find a solution to SUBSET-SUM. However, there are in fact algorithms in the third category that make some comparisons involving strings of bits which do not represent elements in S ∪ {b} that are worth consideration. These algorithms share a common characteristic in that they each solve an easier problem than the SUBSET-SUM problem which may have a solution that is also the solution to SUBSET-SUM. And the easier problem is solved by performing computations on a non-one-to-one function of the input (a, b), so these methods are not always successful.
For example, an algorithm could solve SUBSET-SUM very quickly by computing gcd(a 1 , ..., a n ) and checking if it divides b. If not, then we can conclude that b / ∈ S. Another more complicated but also more powerful example is an algorithm which determines if there is a (1 + ǫ)-approximate solution to SUBSET-SUM. Such an algorithm works by eliminating certain elements from S which are close in proximity to other elements in S and determining an element in the resultant set which is close to b. These types of algorithms are known to be able to directly determine in polynomial time with respect to n log b ǫ that there is no solution to SUBSET-SUM if there is no (1 + ǫ)-approximate solution. And they are also able to determine that there is a solution to SUBSET-SUM if the (1 + ǫ)-approximate solution is also a solution to the exact version of SUBSET-SUM. Let us propose an algorithm which first performs such a heuristic strategy that is not guaranteed to be successful. If the strategy succeeds, then the algorithm obtains a solution to SUBSET-SUM. And if it fails, then the algorithm performs a second strategy which only makes comparisons between elements in S ∪ {b} and is guaranteed to be successful. Now, let us ask a question; can we design such a heuristic strategy to obtain a solution for all inputs that cause the second strategy to achieve its maximum running-time (over all inputs of a given size)? If we could, then the maximum running-time of the algorithm that we are proposing could possibly be less than that of the second strategy when performed on all possible inputs. But notice that such a heuristic would be able to determine the fact that the second strategy will not take the maximum running-time for all inputs in which the heuristic fails without even "knowing" the input (since the heuristic performs computations on a non-one-to-one function of the input), which is impossible. So such a strategy of combining a heuristic with an algorithm that is guaranteed to find a solution will actually increase the maximum running-time, even though it may save a considerable amount of time for some inputs.
We have shown that all possible algorithms which determine the solution to SUBSET-SUM without using pre-computed information must run in super-polynomial time. And we have noted that the strategy of pre-computing information in order to save time will only improve the running-time of an algorithm by a constant, so all algorithms which use this strategy to solve SUBSET-SUM must also run in superpolynomial time. Then since the input of the SUBSET-SUM problem described in this paper is of polynomial size O(n 2 ), we have proven that P = NP .
