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0. Introduction
The second order invariants of a surface immersed in R4 are the Gaussian curvature, the normal curvature, the square
of the norm of the mean curvature vector and the function  which, according to [6], measures at each point the local
convexity of the surface. These invariants and the corresponding curvature ellipses describe the main properties of the
extrinsic geometry of such a surface. Although they have been studied by several authors (see e.g. [3,4,6,8,11,10]) their
classiﬁcation and the study of their geometric properties are still interesting topics nowadays [7].
In the present paper we provide an alternative classiﬁcation by means of other four natural invariants denoted by a, b,
α, β , (almost) equivalent to them. For this we ﬁrst describe the numerical invariants of a quadratic map from the plane to
the plane, modulo the natural action of the groups of isometries. The invariants a,b appear as the eigenvalues of a self-
adjoint operator uΦ , and the invariants α and β as the components of the mean curvature vector in a basis of eigenvectors
of uΦ .
Then, a classiﬁcation of the equivalence classes modulo the group of isometries is established (Theorem 1.7). We point
out the relation of these invariants with the curvature ellipse at each point (Lemma 1.6 and Proposition 1.9), and give some
geometric interpretations of them in terms of inﬁnitesimal rotations of the tangent plane of the surface in some hyperspaces
of the ambient space.
We ﬁnally describe the ﬁeld of asymptotic directions in terms of these invariants and study some of its properties in
a neighborhood of an inﬂection point: we give an intrinsic condition which determines the index of the ﬁeld of asymptotic
directions at an isolated inﬂection point of imaginary type (Theorem 2.5). Interesting analysis of this ﬁeld of directions
including index description of isolated inﬂection points of imaginary type appear in [2–4].
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1.1. Forms associated to a quadratic map
We ﬁx q ∈ Q (R2,R2), the space of quadratic maps from the plane to the plane. If ν belongs to R2, we denote by Sν the
symmetric endomorphism of R2 associated by means of the Euclidean standard inner product to the real quadratic form
〈q, ν〉, and we deﬁne, for ν,ν1, ν2 ∈R2,
Lq(ν) := 1
2
tr(Sν), Qq(ν) := det(Sν)
and
Aq(ν1, ν2) := 1
2
(Sν1 ◦ Sν2 − Sν2 ◦ Sν1).
The endomorphism Aq(ν1, ν2) is skew-symmetric on R2, and thus identiﬁes with the real number〈
Aq(ν1, ν2)(e1), e2
〉
,
where (e1, e2) stands for the canonical basis of R2. Thus, Lq is a linear form, Qq is a quadratic form, and Aq is a bilinear
skew-symmetric form on R2. These forms are linked together by the following lemma, which may be obtained by a direct
computation:
Lemma 1.1. The quadratic form
Φq := L2q − Qq
is non-negative and the following identity holds: for all ν1, ν2 ∈R2 ,
Φq(ν1)Φq(ν2) = Φ˜q(ν1, ν2)2 + Aq(ν1, ν2)2, (1.1)
where Φ˜ denotes the polar form of Φ .
The forms Lq , Φq , Aq are invariant by the right-action of SO2 on q: for all g ∈ SO2(R),
Lq◦g = Lq, Φq◦g = Φq and Aq◦g = Aq.
Conversely, Lq , Φq and Aq determine q modulo this action:
Lemma 1.2. There is a positively oriented orthonormal basis (e1, e2) of R2 and a vector ν0 ∈R2 such that, for all ν ∈R2 ,
Sν = L(ν)I + Φ˜(νo, ν)
(
1 0
0 −1
)
+ A(νo, ν)
(
0 1
1 0
)
(1.2)
in the basis (e1, e2).
Proof. Deﬁne
F1 =
(
1 0
0 −1
)
and F2 =
(
0 1
1 0
)
.
If Φ is not the null form, we ﬁx νo ∈ R2 such that Φ(νo) = 1. The eigenvalues of Sνo are the roots of the polynomial
X2 − 2L(νo)X + Q (νo) and are thus L(νo)± 1. We choose a positively oriented orthonormal basis (e1, e2) of R2 such that in
this basis Sνo = L(νo)I + F1. For all ν ∈R2, the matrix of Sν may be a priori written in the form Sν = L(ν)I + aν F1 + bν F2,
where aν and bν belong to R. Observing that Φ˜(ν0, ν) = 12 tr(Soνo Soν) and A(νo, ν) = 12 [Soνo , Soν ] where Soνo and Soν are the
traceless part of Sνo and Sν , we get (1.2). The formula is obvious if Φ = 0, since in that case Sν is an homothety for all
ν ∈R2 (νo and (e1, e2) may be arbitrarily chosen). 
Setting
P = {(L,Φ, A): Φ is non-negative, and (1.1) holds},
where L,Φ and A are respectively linear, bilinear symmetric and bilinear skew-symmetric forms on R2, the following result
holds:
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Θ : Q (R2,R2)/SO2 → P , [q] → (L[q], Φ[q], A[q])
is bijective.
Proof. Using Lemma 1.2, the injectivity of Θ is obvious. For the surjectivity, if L,Φ and A are given, choose ﬁrst νo such
that Φ(νo) = 1 (if Φ 	= 0) and then deﬁne Sν in the canonical basis of R2 by (1.2). 
By the natural left-action of SO2 on Q (R2,R2)/SO2, the forms L[q],Φ[q] transform as
Lg.[q] = L[q] ◦ g−1, Φg.[q] = Φ[q] ◦ g−1,
whereas the form A[q] is invariant. Thus, if SO2 acts on P by
g.(L,Φ, A) := (L ◦ g−1,Φ ◦ g−1, A), (1.3)
the map Θ is SO2-equivariant and thus induces a bijective map
Θ : SO2 \ Q
(
R
2,R2
)
/SO2 → SO2 \ P . (1.4)
Since the formula (1.1) permits to recover A (up to sign) from Φ , the description of the quotient set SO2 \ Q (R2,R2)/SO2
will be achieved with the simultaneous reduction of the forms L[q] and Φ[q] in R2.
1.2. Invariants on the quotient set
For the discussion, we ﬁrst introduce the classical invariants on SO2 \ Q (R2,R2)/SO2 associated to L[q] , Q [q] and A[q]:
Deﬁnition 1.4. We consider:
1. the vector 
H ∈R2 such that, for all ν ∈R2, 〈 
H, ν〉 = L[q](ν), and its norm
| 
H|2 := 〈 
H, 
H〉;
2. the two real numbers
K := tr Q [q] and  := det Q [q],
where tr Q [q] and det Q [q] are the trace and the determinant of the symmetric operator of R2 associated to Q [q] by the
scalar product on R2;
3. the real number KN such that
A[q] = 1
2
KNω0,
where ω0 is the canonical volume form on R2.
The numbers | 
H|2, K , KN , are invariant by the SO2-action on [q] ∈ Q (R2,R2)/SO2, and thus deﬁne invariants on
SO2 \ Q (R2,R2)/SO2.
The invariants of the quadratic form Φ[q] have the following simple expressions in terms of these invariants:
Lemma 1.5. Let uΦ be the symmetric operator on R2 such that
Φ[q](ν) =
〈
uΦ(ν), ν
〉
,
for all ν ∈R2 . Denoting by trΦ[q] and detΦ[q] its trace and its determinant, we get:
trΦ[q] = | 
H|2 − K and detΦ[q] = 1
4
K 2N . (1.5)
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We now reduce the operator uΦ in an orthogonal basis, and express the vector 
H in this basis.
Lemma 1.6. There is an orthogonal basis of unit vectors (u˜1, u˜2), such that the matrix of uΦ in (u˜1, u˜2) is diagonal with diagonal
entries (a2,b2), where
a2 = 1
2
((| 
H|2 − K )+
√(| 
H|2 − K )2 − K 2N ), (1.6)
b2 = 1
2
((| 
H|2 − K )−
√(| 
H|2 − K )2 − K 2N ). (1.7)
In (u˜1, u˜2), the vector 
H is αu˜1 + βu˜2 , with
α2 = 1√
(| 
H|2 − K )2 − K 2N
(
+ a2| 
H|2 − 1
4
K 2N
)
, (1.8)
β2 = 1√
(| 
H|2 − K )2 − K 2N
(
−− b2| 
H|2 + 1
4
K 2N
)
. (1.9)
Instead of the invariants K , KN , | 
H|2 and  we may consider the (almost) equivalent set of invariants a2,b2,α2 and β2,
and obtain the following:
Theorem 1.7. Let [q] ∈ SO2 \ Q (R2,R2)/SO2 . The invariants a2,b2,α2 and β2 determine [q] up to the natural left and right-actions
of the subgroup of transformations of R2 generated by the reﬂections with respect to the lines R.e1 and R.e2 .
Here (e1, e2) stands for the canonical basis of R2. We refer to [1] for an analogous result concerning quadratic maps
from the Euclidean plane R2 to the Minkowski plane R1,1.
1.4. The curvature ellipse
We now link the quadratic form Φ to the curvature ellipse. If KN 	= 0 the function uΦ is invertible, and we deﬁne
Φ∗(ν) := 〈ν,u−1Φ (ν)〉. (1.10)
The function Φ∗ :R2 →R furnishes an intrinsic equation of the curvature ellipse:
Proposition 1.8.We suppose that KN 	= 0. For all ν ∈R2 , 
H + ν belongs to the ellipse E if and only if
Φ∗(ν) = 1.
We deduce the following descriptions of the ellipse:
Proposition 1.9. If KN 	= 0, the curvature ellipse is not degenerated; its axis are directed by the eigenvectors of uΦ , and the squared
length of the semi-axis are the eigenvalues a2,b2 of uΦ given by (1.6)–(1.7).
If KN = 0 the curvature ellipse degenerates to the segment [ 
H − λξ, 
H + λξ ] where λ is the eigenvalue
√
| 
H|2 − K of uΦ and ξ is
a unit eigenvector corresponding to λ.
2. Equation of asymptotic lines in adapted coordinates
2.1. An adapted basis at a non-umbilic point
Recall the notation of Lemma 1.6, and assume that a 	= 0 at p (p is not umbilic). Let us denote by
II◦ = II − 
H〈.,.〉,
the traceless part of II. Choose ﬁrst a unit vector e1 of T pM such that II◦(e1) = au˜1. Since the map II◦ increases the angle
two times, the unit vector e2 such that (e1, e2) is a positively oriented orthogonal basis satisﬁes II◦(e2) = −au˜1. Therefore,
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(√
2
2
(e1 + e2)
)
= bu˜2,
where the last equality holds because the unit vector
√
2
2 (e1+e2) makes an angle of π4 with e1. Thus, setting u = x1e1+x2e2,
we get
II◦(u) = a(x21 − x22)u˜1 + 2bx1x2u˜2. (2.1)
2.2. A geometric interpretation of the invariants a,b,α and β
Consider Λ2R4 the vector space of bivectors of R4 endowed with its natural metric. The Grassmannian of the oriented
2-planes in R4 identiﬁes with the submanifold of unit and simple bivectors
Q= {η ∈ Λ2R4: |η| = 1, η ∧ η = 0},
and the oriented Gauss map with the map
G : M →Q, p → G(p) = e1 ∧ e2,
where (e1, e2) is a positively oriented orthonormal basis of T pM . For all unit vector u ∈ T p0M , the bivector dGp0 (u) is
interpreted as the inﬁnitesimal rotation of the tangent plane T p0M in the direction u, and, in fact, may be written in the
form
dGp0(u) =mu + tu + ru,
where
mu = −u⊥ ∧ 
H, tu = −u⊥ ∧ IIo(u,u) and ru = u ∧ IIo
(
u,u⊥
)
.
Here and below u⊥ stands for the image of u by the rotation of angle +π/2 in T p0M . Each term of this decomposition
represents an inﬁnitesimal rotation of the tangent plane in the direction u, in some hyperplane: the term mu represents an
inﬁnitesimal rotation of angular velocity | 
H| around the line R.u⊥ in the mean hyperplane T p0M⊕R 
H (the inﬁnitesimalmean
rotation), the term tu an inﬁnitesimal rotation around the line R.u⊥ in T p0M ⊕R.IIo(u,u), and the term ru an inﬁnitesimal
rotation around the line R.u in T p0M ⊕R.IIo(u,u⊥); see [5], Chapter 2. Note that tu + ru represents the difference between
the inﬁnitesimal rotation dGp0 (u) and the inﬁnitesimal mean rotation.
Interpretation of a and b. The angular velocity |IIo(u,u)| of tu is maximal for the two orthogonal directions e1, e2 ∈ T p0M
deﬁned above: these directions may thus be called the principal directions at p0; see also [9]. Since
te1 = −ae⊥1 ∧ u˜1 and re1 = be1 ∧ u˜2,
the inﬁnitesimal rotations te1 and re1 are rotations in the perpendicular hyperplanes T p0M ⊕R.u˜1 and T p0M ⊕R.u˜2, and the
numbers a and b are their respective angular velocities. Note that the same interpretation holds for the tangent direction e2.
Interpretation of α and β . The numbers α and β determine the angular velocity | 
H| of the inﬁnitesimal mean rotation, and,
if 
H 	= 0, also determine the position of the hyperplanes T p0M ⊕R.u˜1 and T p0M ⊕R.u˜2 relatively to the mean hyperplane
T p0M ⊕R 
H , since
u˜1 = α√
α2 + β2

n1 − β√
α2 + β2

n2, u˜2 = β√
α2 + β2

n1 + α√
α2 + β2

n2
where (
n1, 
n2) is the positively oriented orthonormal basis of Nx0M such that 
H = | 
H|.
n1.
2.3. Intrinsic equation of asymptotic directions at a non-umbilic point
We set
δ(u) := −1
2
dGp0(u)∧ dGp0(u).
This is the quadratic form introduced by Little in [4]. Here Λ4R4 is identiﬁed with R in the natural way. Using the decom-
position
dGp0(u) = −u⊥ ∧ II(u,u)+ u ∧ II
(
u,u⊥
)
we see that the number δ(u) measures the independence of the inﬁnitesimal rotations around the axes R.u⊥ and R.u. The
tangent direction u is an asymptotic direction if δ(u) = 0, which geometrically means that the hyperplanes of the inﬁnitesimal
rotations around R.u⊥ and R.u coincide. In the basis (e1, e2) given above, the equation of asymptotic directions reads
δ(u) = b(a + α)x21 + 2aβx1x2 + b(a − α)x22 = 0. (2.2)
410 P. Bayard, F. Sánchez-Bringas / Topology and its Applications 159 (2012) 405–4132.4. 1-Jet in adapted coordinates
The singularities of the ﬁeld of asymptotic directions appear at points where the ellipse degenerates in a radial segment
or in a point. In the ﬁrst case we say that the point is an inﬂection point, whereas in the second one that it is an umbilic
point. We say that the inﬂection point p is of imaginary type if K (p) > 0, of real type if K (p) < 0, and that it is ﬂat if
K (p) = 0. In [6,3] the authors show that for a generic embedding of a surface in R4 (or equivalently for a generic surface
embedded in R4), inﬂection points belong to the inverse image of the zero under the function , and that p is an inﬂection
point of imaginary type if and only if p is an isolated point of −1(0), meanwhile p is of real type if and only if p is a
normal crossing of the curve −1(0). In the sequel, generic surfaces will be consider in the sense of [6].
Let us assume now that p0 is an isolated inﬂection point of the surface. We choose an isothermal coordinate system
(x, y) at p0: the metric reads
g = f 2(dx2 + dy2),
where f is some smooth and positive function in a neighborhood of p0 = (0,0). We moreover assume that
(
∂
∂x
(0,0),
∂
∂ y
(0,0)
)
= (e1(p0), e2(p0)),
where (e1, e2) is the local moving frame deﬁned in Section 2.1. Thus f (0,0) = 1. Let ϑ(x, y) be the smooth function such
that
∂
∂x
= f (cosϑe1 + sinϑe2), (2.3)
∂
∂ y
= f (− sinϑe1 + cosϑe2) (2.4)
and ϑ(0,0) = 0. If M ′(x, y) and M(x, y) stand for the matrices of δ in ( ∂
∂x ,
∂
∂ y ) and in the moving frame (e1, e2) respectively,
we get by a direct computation that
M ′(x, y) = f 2
{
s(x, y)I +
(
cos2ϑ sin2ϑ
− sin2ϑ cos2ϑ
)(
M(x, y) − s(x, y)I)
}
,
where we have set
s(x, y) = 1
2
tr
(
M(x, y)
)
.
Using M(0,0) = 0, we thus get
M ′(x, y) = x∂M
∂x
(0,0)+ y ∂M
∂ y
(0,0)+ o(x, y).
Recalling (2.2), we ﬁnally obtain
M ′(x, y) =
(
x
∂
∂x
+ y ∂
∂ y
)(
b(a + α) aβ
aβ b(a − α)
)
+ o(x, y).
In order to provide a local description of the equation of the asymptotic directions in a neighborhood of an isolated inﬂection
point of imaginary type we consider the Taylor series:
a(x, y) = a0 + ∂a
∂x
(0,0)x+ ∂a
∂ y
(0,0)y + o(x, y),
b(x, y) = b0 + ∂b
∂x
(0,0)x+ ∂b
∂ y
(0,0)y + o(x, y),
α(x, y) = α0 + ∂α
∂x
(0,0)x+ ∂α
∂ y
(0,0)y + o(x, y),
β(x, y) = β0 + ∂β
∂x
(0,0)x+ ∂β
∂ y
(0,0)y + o(x, y).
We may suppose that a0 > 0 and b0 = β0 = 0 (the origin is assumed to be an inﬂection point). The ﬁrst order jet of the
coeﬃcients of δ then reads
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(
∂b
∂x
(0,0)x+ ∂b
∂ y
(0,0)y
)
+ o1(x, y),
b(a − α) = (a0 − α0)
(
∂b
∂x
(0,0)x+ ∂b
∂ y
(0,0)y
)
+ o3(x, y),
aβ = a0
(
∂β
∂x
(0,0)x+ ∂β
∂ y
(0,0)y
)
+ o2(x, y). (2.5)
Therefore, system (2.5) implies that, in coordinates (x, y), the quadratic differential form deﬁning the ﬁelds of asymptotic
directions is
δ(x, y) = (a0 + α0)
(
A(x, y) + o1(x, y)
)
dx2 + 2a0
(
B(x, y) + o2(x, y)
)
dxdy
+ (a0 − α0)
(
A(x, y) + o3(x, y)
)
dy2, (2.6)
where A(x, y) = ∂b
∂x (0)x+ ∂b∂ y (0)y and B(x, y) = ∂β∂x (0)x+ ∂β∂ y (0)y.
Recall that a quadratic differential form γ is hyperbolic at a point (x, y) if its kernel has two different real solutions, or
equivalently, if its discriminant is positive. We will say that the quadratic differential form γ is locally hyperbolic around an
isolated singularity if there exists a punctured neighborhood N∗ of the singularity such that for all (x, y) ∈ N∗ , γ (x, y) is
hyperbolic.
In [3], p. 6, the authors prove that the discriminant of δ has a non-degenerate minimum at each inﬂection point of
imaginary type of a generic surface immersed in R4. We now assume that the inﬂection point p0 = (0,0) is of imaginary
type, and we consider the quadratic differential form
ω = δ − a0A(x, y)
(
dx2 + dy2)
to determine the index of the ﬁeld of asymptotic directions at p0. The expression of ω is thus
ω(x, y) = α0
(
A(x, y) + o1(x, y)
)
dx2 + 2a0
(
B(x, y) + o2(x, y)
)
dxdy − α0
(
A(x, y) + o3(x, y)
)
dy2.
Proposition 2.1. Suppose that δ and ω are locally hyperbolic around the origin. Then, there exists a smooth isotopy Φ : N ×
[0,1] → Λ2 , where Λ2 is the space of quadratic forms on R2 , such that Φ0(x, y) = δ(x, y), Φ1(x, y) = ω(x, y) and Φt(x, y) is a
quadratic differential form singular at the origin and hyperbolic on N∗ , for all t ∈ [0,1].
Proof. Consider a punctured neighborhood of the origin N∗ , where δ and ω are hyperbolic. Deﬁne
Φt(x, y) =
(
(1− t)a0 + α0
)(
A(x, y) + o1(x, y)
)
dx2 + 2a0
(
B(x, y) + o2(x, y)
)
dxdy
+ ((1− t)a0 − α0)(A(x, y) + o3(x, y))dy2.
Observe that Φ0 = δ and Φ1 = ω. Moreover, the discriminant of Φt is
Dt(x, y) = a20
(
B2(x, y) + o2(x, y)
)2 − (a20 − α20)(A(x, y) + o1(x, y))(A(x, y) + o3(x, y))
+ a20
(
2t − t2)(A(x, y) + o1(x, y))(A(x, y) + o3(x, y))
= D0(x, y) + a20
(
2t − t2)(A(x, y) + o1(x, y))(A(x, y) + o3(x, y)).
We ﬁx (x, y) ∈ N∗ , and prove that Dt(x, y) > 0, for all t ∈ [0,1]. We suppose by contradiction that Dt(x, y) = 0 for some
t ∈ (0,1). Since D0(x, y) and D1(x, y) are positive, this would imply that
∂
∂t |t0
Dt(x, y) = 0 and Dt0(x, y) 0
at some t0 ∈ (0,1). But this never holds since
∂
∂t |t0
Dt(x, y) = 2a20(1− t0)
(
A(x, y) + o1(x, y)
)(
A(x, y) + o3(x, y)
)
. 
Corollary 2.2. Assume that δ and ω are locally hyperbolic around the origin. Then, the index of the ﬁeld of directions determined by δ
at the origin coincides with the corresponding one determined by ω at the same point.
Let us determine a condition in terms of the invariants which guarantees that ω is locally hyperbolic around the origin.
Lemma 2.3. Let B¯ : N ⊂R2 →R2 , B¯(x, y) = (αb(x, y),aβ(x, y)). Suppose that B¯ is not singular at the origin. Then, the discriminant
of ω is of Morse type at the origin.
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ω1(x, y) = α0A(x, y)dx2 + 2a0B(x, y)dxdy − α0A(x, y)dy2,
whose discriminant is
D1(x, y) = a20B2(x, y) + α20 A2(x, y). (2.7)
By the very deﬁnition of the linear forms A and B , and since b0 = β0 = 0, we have dB¯(0,0) = (α0A,a0B). Thus, if dB¯(0,0) is
not singular the forms A and B are independent, and (2.7) implies that D1(x, y) is a positive deﬁnite quadratic form. Since
the discriminant of ω is of the form
D1(x, y) + o
(
x2 + y2),
it is also positive in a punctured neighborhood of the origin, and ω is thus hyperbolic in this neighborhood. 
An isotopy similar to that applied in Proposition 2.1 allows to prove that the index of the ﬁeld of directions determined
by ω coincides with the corresponding one determined by its linear part ω1. Therefore, in order to determine the index
of δ at the origin in terms of the invariants a,b,α, and β , we determine the index of ω1 and then apply Corollary 2.2.
We proceed this way because the expression of ω1 allows to use the covering vector ﬁeld
ξ(x, y) = α0A(x, y) ∂
∂x
+ a0B(x, y) ∂
∂ y
,
deﬁned on N , with the following properties: ξ is a smooth vector ﬁeld with an isolated singularity at the origin whose
index at this point is twice the index of ω1. Therefore, if the determinant detdB¯(0,0) is positive, then the index of ξ at the
origin is 1. On the other hand, if this determinant is negative the index is −1.
We ﬁnally gather the results obtained before, and write them intrinsically. We ﬁrst consider
δo = δ − 1
2
tr(δ)g
the traceless part of the quadratic differential δ, and uδo the self-adjoint operator associated to δo . The bundle Symo(TM) of
the traceless and self-adjoint operators on TM is naturally equipped with a connection, and with a metric: if (e1, e2) is an
orthonormal and positively oriented basis of T pM ,(
E1 = e∗1 ⊗ e2 + e∗2 ⊗ e1, E2 = e∗1 ⊗ e1 − e∗2 ⊗ e2
)
is an orthonormal and positively oriented basis of Symo(T pM). The covariant derivative ∇uδ0 is a section of End(TM,
Symo(TM)); taking an orthonormal and positively oriented basis in TM (and thus in Symo(T pM)) we deﬁne its determinant
jac
(
δo
) := det∇uδo .
The condition jac(δo)(p) 	= 0 means that ∇uδ0 (p) is an isomorphism between T pM and Symo(T pM). We obtain the follow-
ing:
Theorem 2.4. Assume that p is an isolated inﬂection point of imaginary type of the surface. If jac(δo) > 0 then the index of the
asymptotic ﬁeld of directions at this point is 12 , meanwhile if jac(δ
o) < 0 this index is − 12 .
Proof. In the moving frame (E1, E2) of Symo(TM) associated to the moving frame (e1, e2) of TM constructed in Section 2.1,
uδo = bαE1 + aβE2;
since β(p) = b(p) = 0, ∇uδo (p) = dbpαE1 + adβp E2 and
jac
(
δo
)
(p) = detdB¯ p .
The result then follows. 
We ﬁnally give another intrinsic criterion. Let us consider N∗M , the dual bundle of the normal bundle NM (the bundle
of linear forms on the normal planes), equipped with its natural connection ∇′ , and let σ be the section of N∗M deﬁned by
σ = [uΦ, 
H],
where the operator uΦ is associated to the second fundamental form of the surface as in Lemma 1.5, and where the
brackets stand for the determinant in an orthonormal and positively oriented basis on each normal plane. Observe ﬁrst that
σ vanishes at a point p if and only if p is an inﬂection point of the surface (if 
H(p) 	= 
0). Its covariant derivative ∇′σ is a
section of End(TM,N∗M); taking orthonormal and positively oriented basis in TM and N∗M , we deﬁne its determinant
jac(σ ) := det∇′σ .
P. Bayard, F. Sánchez-Bringas / Topology and its Applications 159 (2012) 405–413 413We will say that σ is non-singular at p if jac(σ )(p) 	= 0, which means that ∇′σ is an isomorphism between T pM and N∗pM .
We obtain the following:
Theorem 2.5. Assume that p is an isolated inﬂection point of imaginary type of the surface and that σ is not singular at p. If jac(σ ) > 0
then the index of the asymptotic ﬁeld of directions at this point is 12 , meanwhile if jac(σ ) < 0 this index is − 12 .
Proof. If (u∗1,u∗2) stands for the dual basis of (u1,u2) the form σ reads
σ = aβu∗1 − bαu∗2.
Since β(p) = b(p) = 0, ∇′σ(p) = adβpu∗1 − dbpαu∗2 and
jac(σ )(p) = detdB¯ p .
The proof is complete. 
Remark 2.6. The section σ is in fact closely related to the conﬁguration of the mean directionally curved lines: at each point
the kernel of the form σ is the line generated by the normal vector u−1Φ ( 
H); this vector is precisely the vector ν such that
the mean directionally curved lines are the ν-principal lines; we refer to [9] and [1]. Since these lines bisect the asymptotic
lines, this should explain the appearance of the form σ in the determination of the index of the asymptotic directions at a
singular point.
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