Influence d'une contamination initiale sur une dynamique spatiale non itérative by Hardouin, Cécile
Influence d’une contamination initiale sur une
dynamique spatiale non ite´rative
Ce´cile Hardouin
To cite this version:
Ce´cile Hardouin. Influence d’une contamination initiale sur une dynamique spatiale non
ite´rative. Journal de la Socie´te´ Franc¸aise de Statistique, Socie´te´ Franc¸aise de Statistique et
Socie´te´ Mathe´matique de France, 2008, 149 (4), pp.107-129. <hal-00382105>
HAL Id: hal-00382105
https://hal.archives-ouvertes.fr/hal-00382105
Submitted on 7 May 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Inﬂuence d’une contamination initiale sur une
dynamique spatiale non ite´rative
Ce´cile Hardouin
SAMOS-MATISSE, Centre d’Economie de la Sorbonne (CES UMR 8174),
Universite´ Paris 1 Panthe´on-Sorbonne
Re´sume´
n consommateurs re´partis sur un re´seau spatial S choisissent tour a` tour entre
deux standards A et B suivant des re´gles locales. Un unique balayage du re´seau est
eﬀectue´, c’est-a`-dire que la dynamique est non ite´rative. Dans ce cas, et contraire-
ment aux dynamiques ite´ratives ergodiques, les caracte´ristiques de la conﬁguration
spatiale ﬁnale du re´seau de´pendent de la conﬁguration initiale et ne peuvent pas
eˆtre e´value´es mathe´matiquement. Nous en faisons l’e´tude empirique par simulation,
pour un certain nombre de re`gles d’adoption bien spe´ciﬁe´es. L’objectif central de
ce travail est de voir quel est l’eﬀet d’une contamination initiale, ou eﬀet de dum-
ping, sur le standard A au taux τ sur la re´partition spatiale ﬁnale. On e´valuera en
particulier de manie`re empirique la fre´quence ﬁnale du standard A, la corre´lation
spatiale, ainsi que des mesures d’aggre´gation et de connexite´.
Pour chacun de ces indicateurs, on constate que l’eﬀet du dumping est d’autant
plus important que le taux de contamination initial est faible.
Mots cle´s : Adoption de standards, dynamique spatiale non ite´rative, eﬀet de dumping,
syste`mes coope´ratifs.
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Abstract
This paper explores the diﬀusion of technological innovations, under a simple and
real framework : n agents spread on a spatial network S, choosing between two
competitive technologies A and B. The choice is unique, made individually, one
by one, according to a sequential assignment rule. We consider various rules, but
depending on the local context. In the case of iterative dynamics, it is possible to
characterize the probability distribution of limits conﬁgurations. We consider here
a non iterative dynamics with a unique scan of S. Therefore, we don’t know the
ﬁnal conﬁguration, since there is no asymptotics in space nor in time. We propose
to study empirically this situation, in the case of an initial occurence of standards
A at a given rate τ . In particular, we will study the behaviour of the ﬁnal frequency
of standards A, spatial correlation, and we give some connectedness and clustering
indexes. For each index, we see that if the initial rate of contamination τ is lower,
the dumping eﬀect becomes more important.
Key words : Standards adoption, spatial non iterative dynamics, cooperative systems, dum-
ping.
1 Introduction
L’e´tude de la diﬀusion d’un processus technologique, de la dynamique de formation
d’une opinion ou d’un choix collectif d’individus place´s sur un ensemble de sites S consti-
tue un e´le´ment important de l’e´conomie spatiale. De nombreux travaux empiriques ou
the´oriques traitent du comportement des agents e´conomiques dans le processus d’adoption
de standards. Nous entendons par standard aussi bien un produit, qu’un nouveau service
ou une nouvelle technologie. Diverses mode´lisations ont e´te´ propose´es : chaˆıne de Mar-
kov, automate cellullaire, champs de Gibbs, mode`le d’apprentissage (re´seaux neuronaux),
jeux e´volutionnistes, algorithmes ge´ne´tiques... (Cf. par exemple [7] pour les automates
cellulaires, [23] pour les syste`mes multi-agents, [11] pour les mode`les de champs de type
Ising, [27] pour une approche avec percolation, ou [17] pour des mode`les de graphes sans
e´chelle). Ces mode`les prennent en compte divers principes ; on peut envisager que l’agent
fera son choix en fonction de deux types d’information : l’information “publique”, dispo-
nible pour tous, et son information “prive´e” (pre´fe´rence a priori, e´ventuellement base´e sur
ses de´cisions ante´rieures) ; on peut varier sa tendance a` imiter ou non le comportement des
autres agents (cf. par exemple [20]), ou encore la pre´sence e´ventuelle de “super-agents”.
Bikhchandani ([5], [6]) a introduit le concept de “cascades informationelles”, dans le cas
ou` les individus entrent sur le marche´ un par un, observent leurs pre´de´cesseurs et prennent
une unique de´cision ; celle-ci est base´e sur le choix des pre´de´cesseurs et ne tient pas compte
de l’information prive´e. L’ordre d’entre´e est exoge`ne et est connu de tous. Le cadre de
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ces travaux est en fait celui du renouvellement de standards ; ils supposent que les agents,
de´ja` e´quipe´s, prennent la de´cision de renouveler leur mate´riel ; il s’agit alors d’une dyna-
mique de technologies, ite´rative et ergodique. Notre de´marche est similaire sur le principe
d’une action unique et irre´versible de chaque agent, mais dans l’hypothe`se d’une dyna-
mique non ite´rative. Cela concerne la mode´lisation du marche´ de premier e´quipement. On
peut aussi conside´rer que, si les agents renouvellent leur mate´riel, ils ne changent pas de
standard. Notre e´tude est aussi adapte´e au cadre de la concurrence entre deux standards
incompatibles ; la prise en compte de la compatibilite´ dans le temps des mode`les successifs
de produits, et de celle entre les composants comple´mentaires (magne´toscopes, lecteurs
DVD..) assimile la situation a` une forme de marche´ de premier e´quipement ([25]).
Nous situons notre e´tude dans un cadre binaire, ou` deux standards, de´nomme´s sim-
plement A et B, sont possibles ; on peut penser au cas de deux technologies me´dicales
diﬀe´rentes, de deux technologies coexistantes et incompatibles, comme par exemple Beta-
max (Sony) et VHS (JVC) ; rappelons que Sony a lance´ Betamax en 1975, JVC proposant
VHS un an plus tard en 1976 ; cependant, en 1987, VHS est devenu le principal standard
avec une part de marche´ de 95% ; les e´conomistes expliquent ce phe´nome`ne par celui des
”externalite´s” de re´seau, on parlera plus simplement de l’inﬂuence des voisins sur le choix
d’un agent.
Nous e´tudions ici diverses proce´dures de choix, dans lesquelles l’inﬂuence des autres
agents intervient de fac¸on plus ou moins prononce´e. Plus pre´cise´ment, nous nous restrei-
gnons ici a` l’e´tude de mode`les de choix de type champs de Gibbs-Markov.
Soit S un ensemble spatial sur lequel n agents ope`rent un choix entre 2 standards A ou
B. Pour ﬁxer les ide´es, on prendra pour S le tore bidimensionnel S = {1, 2, .., N}2, a` n =
N2 sites, muni de la relation de voisinage aux quatre plus proches voisins (encore appele´e
voisinage de Von Neumann) : i = (i1, i2) et j = (j1, j2) sont voisins si |i1 − i2|+|j1 − j2| ≡ 1
(modulo N). Si A est une partie de S, on note ∂A = {i ∈ S, i /∈ A et ∃j ∈ A t.q. i et
j sont voisins} le voisinage de A, et ∂i = ∂{i} les voisins de i. D’autres ensembles S
mais aussi d’autres relations de voisinage peuvent eˆtre envisage´s : fondamentalement, cela
ne changera pas la nature qualitative des re´sultats que nous allons pre´senter. Mais nous
conside´rons que l’ensemble des voisins est ﬁxe et identique pour chaque agent. En terme
d’adoption de standards, les voisins d’un agent de´signent les autres agents avec lesquels
il entretient des relations, relatives a` la technologie en cause.
Pour toutes les dynamiques e´tudie´es ici, les individus choisissent tour a` tour un stan-
dard selon une re`gle d’aﬀectation se´quentielle. Lorsque ce choix de´pend du contexte lo-
cal, on dit qu’il y a coordination spatiale ; la de´pendance spatiale sera positive s’il y a
coope´ration entre les agents (comportement d’imitation) et ne´gative s’il y a compe´tition
(comportement de diﬀe´rentiation). Un balayage de S correspond a` une suite de visites de
l’ensemble des sites de S.
On parle de dynamique ite´rative lorsque l’on re´pe`te inde´ﬁniment les balayages. Dans ce
cas et pour une re`gle se´quentielle, on est en pre´sence d’une dynamique d’e´chantillonneur
de Gibbs et on sait alors caracte´riser la loi de probabilite´ des conﬁgurations limites.
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Lorsque les choix sont eﬀectue´s de fac¸on synchrone (tous les agents de S ope`rent leur
choix simultane´ment), la dynamique est encore ergodique, mais la distribution limite est
diﬃcile a` expliciter analytiquement. Mais, dans ces deux cas, on obtient la caracte´risation
de la loi limite de manie`re the´orique (cf. [16] et [14] pour une description plus comple`te
de ces mode`les ite´ratifs).
Le cadre que nous allons e´tudier ici est diﬀe´rent : c’est celui d’une dynamique non
ite´rative ou` un seul balayage de S est eﬀectue´. Dans ce cas, on ne sait pas caracte´riser la
loi de la conﬁguration ﬁnale, l’asymptotique n’existant ni en temps ni en espace (S est
ﬁni par hypothe`se). De plus cette conﬁguration ﬁnale de´pend de la conﬁguration initiale.
C’est cette loi que nous allons e´tudier empiriquement par simulation dans la situation ou`
la conﬁguration initiale est une contamination par le standard A a` un taux donne´ τ .
Nous pre´cisons le cadre de travail et les re`gles de choix en section 2. Nous pre´sentons
dans la section 3 les re´sultats des simulations ; nous de´ﬁnissons quelques caracte´ristiques
importantes des conﬁgurations spatiales re´sultantes et regardons leur comportement ; la
premie`re chose est de regarder la fre´quence ﬁnale du standard A et quelques corre´lations
spatiales ; nous nous inte´ressons ensuite a` la mesure de l’agre´gation spatiale ; a` cet eﬀet,
nous donnons un indicateur d’agre´gation et trois parame`tres mesurant la connexite´. Ces
caracte´ristiques de´gagent a` la fois l’inﬂuence de la re`gle d’aﬀectation et celle du taux de
contamination initiale sur la re´partition spatiale ﬁnale des deux standards. Pour chaque
indicateur, nous mesurons ses proprie´te´s lie´es a` l’agre´gation spatiale en comparant sa
valeur avec celle obtenue pour un champ ale´atoire comportant le meˆme nombre ﬁnal de
standards A, mais re´partis uniforme´ment. Les indicateurs propose´s peuvent eˆtre utiles
pour construire des tests (de permutation) d’inde´pendance spatiale.
La section 4 comple`te cette e´tude en pre´sentant une se´lection repre´sentative d’images
de conﬁguration ﬁnales, en en indiquant chaque fois leurs caracte´ristiques.
Le dernier paragraphe e´tablit des re´sultats analytiques sur la loi du nombre de sites
voisins occupe´s sous l’hypothe`se qu’il n’y a ni coope´ration, ni compe´tition spatiale.
2 Dynamique non ite´rative et contamination initiale
Le mode`le e´tudie´ est le suivant : S est le tore bidimensionnel, les agents choisissent
de fac¸on se´quentielle entre A ou B ; on note yi ∈ E = {−1,+1, 0} l’e´tat du site i, ou` +1
de´signe le choix de A, −1 celui de B et 0 le fait que le choix n’a pas encore e´te´ fait.
On veut e´tudier l’eﬀet d’une contamination initiale ( ou dumping) sur la conﬁguration
ﬁnale. Parler de contamination initiale au taux τ (τ ∈ [0, 1]) signiﬁe que [nτ ] agents
ont pre´alablement choisi A ([r] de´signant la partie entie`re du re´el r) : la conﬁguration
initiale est alors constitue´e par [nτ ] sites d’aﬀectation +1 re´partis au hasard dans S,
les autres sites e´tant “non occupe´s”. L’ide´e est que un seul standard est pre´sent sur le
marche´, avant l’arrive´e d’une seconde technologie concurrente. Par exemple Betamax sorti
un an avant VHS, l’utilisation progressive de logiciels open source, ou plus re´cemment le
4
blu-ray versus HD-DVD... Lorsque le taux de contamination initiale τ est bas, on peut
penser qu’un groupe de ”consommateurs” avertis va adopter ce nouveau standard de
fac¸on individuelle, non concerte´e. On choisit alors de manie`re ale´atoire la re´partition
initiale de sites A. Ce choix peut sembler moins le´gitime lorsque le taux initial devient
e´leve´, on peut alors sugge´rer une re´partition de´ja` organise´e. Cependant, nous verrons dans
l’e´tude que l’inﬂuence de cette contamination initiale est d’autant plus importante que
son taux est bas. C’est pourquoi nous choisissons de garder l’hypothe`se d’une re´partition
initiale ale´atoire, pour toute valeur de τ. Notons ici que le contexte de choix de standard
est important ; en e´pide´miologie par exemple, on retiendrait plutoˆt un choix arbitraire
d’e´tats initiaux regroupe´s.
L’initialisation accomplie, on visite les sites qui n’ont pas encore fait leur choix, un par
un et dans un ordre ale´atoire, le nouveau site visite´ devenant occupe´ par A ou par B selon
une re`gle d’aﬀectation locale. Cette re`gle est commune a` tous les agents et tient compte
des e´ventuels choix ante´rieurs des quatre plus proches voisins de l’agent conside´re´. Dans
ce contexte non ite´ratif et non ergodique, on sait que la conﬁguration ﬁnale de´pend de la
conﬁguration initiale, c’est-a`-dire du taux de contamination τ .
Nous conside´rerons les trois re`gles d’aﬀectation suivantes.
1. Le choix majoritaire fort : l’agent choisit le standard qui est majoritaire parmi
ses quatre voisins. En cas d’e´galite´, ou lorsque l’ensemble des sites voisins est non
occupe´, il choisit A (resp. B) avec la probabilite´ π (resp. 1-π).
2. Le choix majoritaire faible : si le nombre de sites voisins occupe´s est infe´rieur ou
e´gal a` deux, l’agent choisit A (resp. B) avec la probabilite´ π (resp. 1-π). A partir de
trois voisins occupe´s, l’agent suit la re`gle de choix majoritaire.
3. Le choix probabiliste de type Ising : si les 4 sites voisins de i sont non occupe´s, l’agent
choisit A (resp. B) avec la probabilite´ π (resp. 1-π). Dans le cas contraire, notant y∂i
la conﬁguration des quatre plus proches voisins de i, il choisit A avec la probabilite´
πi(A|y∂i) =
exp
{
β
∑
j∈∂i
yj
}
exp
{
β
∑
j∈∂i
yj
}
+ exp
{
−β ∑
j∈∂i
yj
} = 1− πi(B|y∂i)
β est un parame`tre de coordination spatiale (invariant pour tous les agents) : il y a
coope´ration si β >0, tandis que β < 0 exprime la compe´tition. Lorsque β → +∞,
la re`gle d’Ising s’identiﬁe a` la re`gle d’aﬀectation majoritaire forte.
Pour simpliﬁer la pre´sentation, et dans l’ide´e de ne pas favoriser un standard au
de´triment de l’autre, on ﬁxe la probabilite´ π intervenant dans les re`gles ci-dessus
e´gale a` 1/2, ce qui correspond a` un choix e´quiprobable entre A et B.
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Les parame`tres du mode`le sont donc : le taux τ de contamination initiale, la re`gle
d’aﬀectation et le parame`tre de coordination spatiale β dans le cas du mode`le d’Ising. Pour
ce dernier, nous avons retenu les valeurs β = 0.5 qui correspond a` une faible coordination
spatiale, puis β = 1 qui correspond a` un de´but de formation en amas, et enﬁn β = 3 ou`
la formation d’agre´gats (clusters) est plus prononce´e.
Notre e´tude expe´rimentale est la suivante. Nous partons d’un taux de contamination
initiale τ de 2% puis nous faisons varier τ de 5% jusqu’a` 95% par pas de 0.05, et ter-
minons par un taux de 99%. Pour chaque valeur de τ, et pour chacun des trois mode`les
d’aﬀectation, nous re´alisons 400 simulations sur le tore carre´ de coˆte´ N = 64 (n = 4096).
Sur la base de ces simulations, nous pre´sentons ci-apre`s quelques parame`tres e´valuant le
caracte`re des conﬁgurations spatiales re´sultantes : la fre´quence ﬁnale du standard A, les
corre´lations spatiales, et des mesures d’agre´gation spatiale.
3 Etude empirique de la conﬁguration ﬁnale
Le premier facteur a` e´tudier est la fre´quence ﬁnale du standard A. Nous de´crivons
e´galement la conﬁguration ﬁnale a` l’aide d’autres parame`tres statistiques : la corre´lation
spatiale, des mesures d’agre´gation et des indicateurs de connexite´. Pour ces caracte´ristiques,
nous comparerons la conﬁguration (C) issue de l’une des re`gles d’aﬀectation a` celle (C0)
de la distribution spatiale ale´atoire uniforme avec le meˆme nombre ﬁnal de standards A.
Ces comparaisons entre (C) et (C0) permettent de mesurer la diﬀe´rentiation spatiale entre
une re`gle et la re´partition ale´atoire uniforme correspondante. Pour un taux donne´ ﬁnal de
standards A, le champ (C) re´sulte d’une dynamique en un pas de´pendant du choix local
des agents, tandis que le champ (C0) ne tient pas compte du choix des agents, les sites A
e´tant distribue´s ale´atoirement suivant la loi uniforme.
3.1 La fre´quence ﬁnale du standard A
Pour chaque valeur τ du taux de contamination initiale, et pour chaque re`gle d’aﬀec-
tation, nous disposons d’un e´chantillon de 400 fre´quences ﬁnales de standards A. Nous
trac¸ons l’histogramme de ces 400 valeurs et calculons leur moyenne et leur e´cart-type. La
fre´quence ﬁnale de standards A est estime´e par la moyenne et note´e πˆA(τ).
La ﬁgure 1 montre, pour cinq re`gles d’aﬀectation (majoritaire faible, majoritaire forte,
trois re`gles d’Ising pour trois valeurs de β), l’e´volution τ → π̂A(τ) de la fre´quence empi-
rique ﬁnale de standards A en fonction du taux de contamination initial. La croissance de
la courbe en τ est d’autant plus importante que la re`gle force la coope´ration locale. Ceci
est conforme a` l’intuition : croissance plus forte pour β plus e´leve´ dans le cas de la re`gle
d’Ising, et plus forte pour la re`gle d’aﬀectation majoritaire forte que pour la majoritaire
faible.
Ainsi, pour la re`gle d’aﬀectation majoritaire forte avec un “dumping” initial de 20%, le
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Fig. 1 – Fre´quence ﬁnale de standards A suivant la re`gle d’aﬀectation : x : faible ;  :
Ising β = 0.5 ; o : Ising β = 1 ; ♦ : Ising β = 3 et forte (confondues).
standard A sera pre´sent a` 90% dans la conﬁguration ﬁnale ; en comparaison, si les 80% des
sites initialement non aﬀecte´s s’e´taient re´partis e´quitablement entre A et B, la proportion
ﬁnale de A aurait e´te´ de 80
2
%+20%=60%, soit une diﬀe´rence entre les deux situations de
30%. On voit donc qu’un dumping ampliﬁe le biais initial en renforc¸ant le choix de A tout
au cours du processus d’adoption. Dans le cas d’un taux de dumping de 10%, la diﬀe´rence
serait de 23% (78%-55%, ou` 78% = taux ﬁnal de A apre`s dumping et 55% = 10%+90
2
%).
Ainsi, l’eﬀet diﬀe´rentiel du dumping est plus important pour des petites valeurs du taux.
Ces graphiques permettent aussi de situer les deux re`gles majoritaires par rapport a`
une aﬀectation du type Ising : les courbes obtenues pour β = 3 et la re`gle forte co¨ıncident,
tandis que la croissance pour la re`gle faible est moins rapide que celle pour l’Ising avec
β = 0.5.
Disposant d’un 400-e´chantillon de la fre´quence ﬁnale de A, nous obtenons les distri-
butions empiriques du taux ﬁnal π̂A(τ) de standards A en fonction de τ et de la re`gle
d’aﬀectation choisie. Nous repre´sentons a` la Figure 2 les distributions obtenues pour un
taux initial de contamination de 10%. Lorsque τ est petit, on observe un comportement
de type gaussien dans tous les cas. A partir d’un seuil τc variant selon la re`gle d’aﬀecta-
tion, le test de conformite´ du khi-deux de niveau 5% rejette l’hypothe`se gaussienne. De
fait, pour τ > τc, la proportion ﬁnale de standard A devient tre`s proche de 1, avec une
dispersion quasi nulle. Ce seuil τc vaut approximativement 40% pour la re`gle forte et celle
d’Ising avec β = 3, et 50% avec l’Ising pour β = 1. Ces seuils s’observent graphiquement
7
0.6 0.7 0.8
0
10
20
30
40
50
60
70
regle majoritaire forte
0.6 0.7 0.8
0
10
20
30
40
50
60
70
regle majoritaire faible
0.6 0.7 0.8
0
10
20
30
40
50
60
70
regle d Ising, beta=0.5
0.6 0.7 0.8
0
10
20
30
40
50
60
70
regle d Ising, beta=1
0.6 0.7 0.8
0
10
20
30
40
50
60
70
regle d Ising, beta=3
Fig. 2 – Histogrammes des fre´quences ﬁnales de standards A obtenus avec un taux initial
de contamination τ = 10% pour 5 re`gles d’aﬀectation.
en prenant, sur la Figure 1, les abcisses des intersections de l’horizontale y = 0.97 avec
chacune des courbes τ → π̂A(τ) (97% e´tant la valeur approche´e pour laquelle on observe
une saturation des courbes π̂A pour toutes les re´gles).
3.2 Corre´lations spatiales
La corre´lation spatiale est le deuxie`me indicateur pertinent pour de´crire la conﬁgu-
ration spatiale. Lorsque le choix d’un standard en un site de´pend des choix de´ja` re´alise´s
dans le voisinage, il va apparaˆıtre une corre´lation entre les standards en des sites voisins,
positive s’il y a imitation et ne´gative s’il y a recherche de diﬀe´rentiation. Si le mode`le
de choix progressif s’explique aise´ment, la` aussi l’expression analytique de la corre´lation
est impossible du fait de la complexite´ de la combinatoire ge´ome´trique du processus de
balayage. Par contre, on obtient facilement ses caracte´ristiques par la me´thode de Monte
Carlo. Nous calculons ainsi la corre´lation a` distance 1 (base´e sur les 4 plus proches voi-
sins), a` distance 2 et a` distance
√
2 (les 4 voisins diagonaux), note´es respectivement ρ1,
ρ√2, et ρ2, et enﬁn celle base´e sur les 8 plus proches voisins, que l’on notera ρ8v, et ce
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pour chaque re`gle d’aﬀectation.
3.2.1 Evolution de la corre´lation a` distance 1 en fonction de τ
Nous repre´sentons Figure 3 l’e´volution de ρ1 =
(2n)−1
∑
i=1,n yiy∂i−y¯2
1−y¯2 en fonction de τ
pour les diﬀe´rentes re`gles d’aﬀectation. Par convention, nous posons ρ1 = 0 lorsque le
champ est constant et de variance nulle.
Quelle que soit la re`gle, la corre´lation est positive et de´croit vers ze´ro lorsque τ aug-
mente. On constate une hie´rarchie entre les diﬀe´rentes re`gles ; pour un taux de dumping
infe´rieur a` 50%, la corre´lation spatiale est plus importante pour les re`gles qui forcent da-
vantage le choix du standard A ; par exemple, pour τ = 2%, la corre´lation spatiale pour la
re`gle majoritaire forte vaut presque le double (0.575) de celle calcule´e pour la re`gle faible
(0.305). Entre les deux, on a les valeurs de ρ1 pour l’aﬀectation Ising β = 0.5 (0.377) et
pour β = 1 (0.506). La courbe de corre´lation pour β = 3 se superpose a` celle obtenue pour
la re`gle majoritaire forte. La de´croissance vers ze´ro est ensuite d’autant plus rapide que
la re`gle est “forte” ; la corre´lation atteint ze´ro de`s que τ = 75% pour la re`gle majoritaire
forte (et le cas Ising β = 3) alors qu’il faut attendre une contamination plus importante
dans les autres cas (τ = 0.95 pour la re`gle faible). On constate que les courbes ont une
intersection commune : la corre´lation pour les diﬀe´rentes re`gles est quasiment la meˆme
lorsque le taux initial de contamination est de 50%.
3.2.2 Comparaison a` la distribution ale´atoire uniforme (C0)
Une autre fac¸on d’appre´hender l’eﬀet spatial d’une contamination initiale et d’une dy-
namique de choix locaux sur la conﬁguration ﬁnale pour une re`gle donne´e, est de comparer
cette conﬁguration (C) avec celle qui re´sulte d’une re´partition ale´atoire uniforme (C0) pour
un meˆme nombre ﬁnal de standards A. Le champ (C0) est d’allure et de caracte´ristiques
distinctes de (C). Les examens suivants soulignent cette diﬀe´rence.
Comparons les corre´lations spatiales des champs (C) et (C0). Les ﬁgures 3 et 4 donnent
l’e´volution de ρ1 en fonction de τ pour les deux champs (C) et (C0), et ceci pour les
diﬀe´rentes re`gles d’aﬀectation dont est issu (C). Le comportement de ρ1 pour (C0) est
fondamentalement diﬀe´rent de celui pour (C) : quelles que soient la re`gle d’aﬀectation
et la valeur de τ, la corre´lation est quasi nulle (l’e´chelle des ordonne´es est en 10−3), et
e´volue de fac¸on erratique dans un petit intervalle autour de ze´ro (elle peut eˆtre ne´gative).
Il est donc clair que la corre´lation spatiale constitue un bon crite`re de diﬀe´rentiation des
champs issus d’une proce´dure de balayage avec re`gle d’adoption locale, une corre´lation
positive supe´rieure a` 0.002 correspondant a` un champ de type (C). Cette corre´lation
s’observe pour tout taux de contamination initiale compris entre 2% et τmax%, la valeur
de τmax variant avec la re`gle d’aﬀectation, mais e´tant supe´rieure dans tous les cas a`
75%. Une corre´lation supe´rieure a` 0.5 par exemple, convient a` un champ issu d’une re`gle
d’aﬀectation majoritaire forte ou de type Ising avec β e´leve´ (> 1) et un taux τ faible
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Fig. 3 – Corre´lation a` distance 1 suivant les re`gles d’aﬀectation (courbes Ising β = 3 et
forte quasi confondues) : x : faible ;  : Ising β = 0.5 ; o : Ising β = 1 ; ♦ : Ising β = 3 ;
* : forte.
(≤ 15%). L’eﬀet du dumping se ressent d’autant plus que le taux initial de contamination
est faible.
3.2.3 Les autres corre´lations
L’e´tude des courbes d’e´volution des corre´lations a` distance 2,
√
2 et celle base´e sur les
8 plus proches voisins pour les cinq re`gles d’aﬀectation en fonction de τ (champs (C))
montre un comportement analogue a` celui observe´ pre´ce´demment, c’est-a`-dire que les
corre´lations sont positives et de´croissent vers ze´ro. La corre´lation de´pend essentiellement
du dumping initial ; plus le taux est petit, plus son impact sur la corre´lation est important.
La comparaison des diﬀe´rentes corre´lations pour une meˆme re`gle, quelle que soit celle-
ci, pre´sente un ordre entre les corre´lations, la corre´lation diminuant avec la distance,
c’est-a`-dire ρ1 ≥ ρ8v ≥ ρ√2 ≥ ρ2.
3.3 Mesures d’agre´gation spatiale
Lorsque nous regardons des re´alisations de champs (C) et les comparons a` celles de
champs (C0), une diﬀe´rence essentielle est la formation d’aggre´gats ou clusters pour les
champs (C) (cf. les exemples de la section 4). Nous proposons plusieurs indicateurs pour
e´valuer cette diﬀe´rentiation spatiale. Les indicateurs d’agre´gation ou de connexite´ propose´s
ici sont classiques ; on trouve des variantes dans la litte´rature, base´es sur des comptages
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Fig. 4 – Corre´lation a` distance 1 pour les champs (C0) correspondant aux champs (C) :
x : faible ;  : Ising β = 0.5 ; o : Ising β = 1 ; ♦ : Ising β = 3 ; * : forte
de nœuds ou d’areˆtes, ou base´s sur des classes de distances entre sites. La de´ﬁnition varie
souvent selon le contexte de l’e´tude. Par exemple, le coeﬃcient de ”clusterisation” donne´
dans Manka et al. ([18]) est local ; il mesure en chaque site i le rapport entre le nombre
de nœuds connecte´s au site i et le nombre de liens entre ces nœuds ; ailleurs, The´baud et
al. comptent le nombre de paires de plantes malades, situe´es a` une distance infe´rieure ou
e´gale a` un certain seuil donne´. Nous donnons ici des indicateurs similaires, approprie´s a`
notre contexte.
3.3.1 Un indicateur d’agre´gation
Nous de´ﬁnissons l’indicateur d’agre´gation IA comme e´tant le nombre d’areˆtes joignant
des sites voisins de meˆme standard A, nombre rapporte´ au nombre total de sites au
standard A. Ainsi,
IA =
∑
i∈S xix∂i
2
∑
i∈S xi
,
ou` xi =
yi+1
2
vaut 1 si le site i a e´te´ aﬀecte´ par A et 0 sinon.
Les ﬁgures 5 et 6 montrent l’e´volution de l’indicateur IA en fonction du taux de
contamination initiale τ , pour les diﬀe´rentes re`gles d’aﬀectation, et pour les deux types de
champs. On observe une augmentation progressive de un peu plus de 1 jusqu’a` 2 pour les
diﬀe´rentes re`gles, et pour les champs (C) et (C0). La rapidite´ de la croissance est fonction
de la re`gle choisie : la plus lente dans le cas de la re`gle majoritaire faible, la plus forte pour
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Fig. 5 – Indicateur absolu d’agre´gation pour les champs (C) (a` gauche) et (C0) (a` droite)
suivant la re`gle d’aﬀectation : x : faible ;  : Ising β = 0.5 ; o : Ising β = 1 ; ♦ : Ising
β = 3 et forte (confondues).
les cas re`gle d’Ising avec β = 3 et re`gle majoritaire forte. Lorsque le taux de contamination
initiale est e´leve´, dans tous les cas supe´rieur a` 50%, les graphes de l’indicateur absolu
d’agre´gation sont quasiment identiques pour les champs (C) et (C0) ; par contre, si τ est
petit, les valeurs de l’indicateur IA(C) calcule´ sur le champ (C) sont nettement supe´rieures
a` celles obtenues pour le champ (C0) correspondant. Nous repre´sentons ﬁgure 6 l’e´volution
de IA pour les deux types de champ et dans le cas de la re`gle d’Ising avec β = 1, le
comportement e´tant analogue pour les autres re`gles. Nous observons que plus le taux τ
est petit, plus la diﬀe´rence entre les valeurs des indicateurs pour les deux champs est
importante. Le taux seuil a` partir duquel la diﬀe´rence des indicateurs est infe´rieure a`
0.1 (en valeur absolue) varie avec la re`gle d’aﬀectation choisie. Plus la re`gle renforce le
choix du standard A et moins cette valeur seuil du taux initial se´parant IA(C) et IA(C0)
est e´leve´e. Par exemple, elle est de τ = 20% pour l’aﬀectation majoritaire forte et de
30% pour la re`gle d’Ising avec β = 0.5 (et 25% dans le cas interme´diaire Ising β = 1
repre´sente´).
Ainsi, l’indicateur d’agre´gation IA est un bon indicateur de l’organisation spatiale des
champs issus d’une proce´dure de choix local si le taux initial de contamination est peu
e´leve´. On retrouve que l’eﬀet diﬀe´rentiel d’un dumping initial est d’autant plus performant
que le taux de dumping est bas.
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Fig. 6 – Indicateur absolu d’agre´gation pour les champs (C) et (C0) et avec la re`gle
d’Ising β = 1. (C) : * ; (C0) : x.
3.3.2 Indicateurs de connexite´
Une caracte´ristique topologique des situations d’agre´gats est la mesure de connexite´
des standards A (cf. les exemples section 4). Nos simulations montrent toutes le meˆme
phe´nome`ne ; pour les champs (C), il apparait une organisation des standards A en clusters,
ceux-ci devenant moins nombreux mais plus importants en taille lorsque τ augmente ; par
contre, pour les champs (C0) associe´s, le nombre de composantes connexes, de plus petite
taille, augmente. Nous calculons trois indicateurs de connexite´ pour les champs (C) et pour
les champs (C0) correspondants : ncc le nombre de composantes connexes de sites A, mcc
la taille moyenne de ces composantes, et max cc la taille de la plus grande composante
connexe.
Les ﬁgures 7 et 8 donnent l’e´volution de ncc pour les diﬀe´rentes re`gles en fonction de
τ , et ce pour les champs (C) et (C0) ; on constate sans surprise que ce nombre de´croit
lorsque τ augmente ; on retrouve encore la meˆme hie´rarchie dans les re`gles d’aﬀectation :
le nombre de composantes connexes est plus important pour la re`gle majoritaire faible
que pour l’aﬀectation de type Ising avec β successivement e´gal a` 0.5, 1, puis 3, ce dernier
cas co¨ıncidant avec la re`gle majoritaire forte. Le plus inte´ressant est la comparaison des
deux types de champs (C) et (C0) lorsque le taux de contamination initiale est faible ;
si les courbes de l’e´volution de ncc semblent similaires dans les deux ﬁgures ci-dessous,
l’e´chelle des ordonne´es diﬀe´rencie nettement les champs de type (C) et (C0) lorsque τ est
petit, pour chaque re`gle d’aﬀectation, le nombre de composantes connexes est bien plus
important dans le cas du champ (C0) a` dispersion ale´atoire, ce qui correspond a` ce qu’on
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Fig. 7 – Nombre moyen de composantes connexes pour les champs (C) suivant la re`gle
d’aﬀectation : x : faible ;  : Ising β = 0.5 ; o : Ising β = 1 ; ♦∗ : Ising β = 3 et forte
(distinctes pour les plus petites valeurs de τ)
attendait. A partir d’un certaine valeur du taux initial, variable selon la re`gle de choix du
standard mais n’exce´dant pas 30%, le nombre de composantes connexes devient identique
pour les deux champs.
On s’inte´resse maintenant a` la taille moyenne des composantes connexes ; mcc est la
moyenne des tailles des ncc composantes connexes de´termine´es pre´alablement (la taille
de chaque composante e´tant le nombre de sites pre´sents dans la composante). L’e´tude
de l’e´volution de mcc en fonction du taux initial de contamination (non repre´sente´e ici),
pour chaque re`gle d’aﬀectation et pour les champs (C) issus de ces re`gles d’aﬀectation
et les champs (C0) correspondants, montre que les tailles moyennes des composantes
connexes augmentent avec τ , avec toujours la meˆme vitesse de progression relative pour
les diﬀe´rentes re`gles d’aﬀectation. Plus inte´ressant, cet indicateur diﬀe´rencie les champs
(C) des champs (C0) pour un taux de contamination initiale petit, infe´rieur a` une certaine
valeur seuil diﬀe´rant avec la re`gle d’aﬀectation ; par exemple, dans le cas de la re`gle
d’Ising pour β = 1, repre´sente´ Figure 9, on peut diﬀe´rencier les deux types de champs
pour τ ∈[0.02 ; 0.25] ; ceci s’observe bien sur le zoom (en insert) : les ordonne´es des
points d’abscisse τ = 2% valent respectivement 114 et 13.8 pour les champs (C) et (C0),
c’est-a`-dire que mcc(C0) vaut plus de 8 fois mcc(C). Ce rapport va ensuite diminuer
progressivement, jusqu’a` ce que les tailles moyennes des composantes connexes deviennent
identiques pour les deux conﬁgurations. Il en va de meˆme pour les autres re`gles. Il en
re´sulte d’une part que mcc constitue encore un bon crite`re pour diﬀe´rentier les deux
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Fig. 8 – Nombre moyen de composantes connexes pour les champs (C0) associe´s aux
champs (C) : x : faible ;  : Ising β = 0.5 ; o : Ising β = 1 ; ♦∗ : Ising β = 3 et forte
(distinctes pour la plus petite valeur de τ)
types de conﬁgurations pour un faible taux de contamination, d’autre part que l’eﬀet de
dumping se ressent davantage pour un taux de contamination initiale bas.
Pour terminer, nous pre´sentons les re´sultats obtenus avec la taille max cc de la plus
grande composante connexe. Les commentaires pre´ce´dents sur mcc s’appliquent a` nou-
veau ici ; la taille de la plus grande composante augmente avec le pourcentage initial de
standards A, mais la croissance de max cc est encore plus rapide que celle de mcc. Les
e´volutions de ce parame`tre sont semblables pour les champs de type (C) et (C0) de`s que
le taux initial de´passe un certain seuil, par exemple 10% dans le cas de la re`gle d’Ising
avec β = 1 (cf. ﬁgure 10). Ce dernier parame`tre de connexite´ ne parait pas constituer
un bon crite`re pour diﬀe´rencier les deux types de champs ; il ne montre clairement l’eﬀet
d’un dumping que pour les plus petites valeurs du taux initial de contamination. Ceci
renforce encore l’ide´e que cet eﬀet diﬀe´rentiel est plus important pour une contamination
faible que pour une contamination e´leve´e.
4 Exemples de conﬁgurations ﬁnales
Nous repre´sentons ici les deux champs (C) et (C0) obtenus pour des re`gles d’aﬀectation
diﬀe´rentes et pour le meˆme taux initial de dumping de 5%. Nous montrons les deux
cas “extreˆmes” de re`gles, les aﬀectations majoritaires forte et faible, ainsi que les cas
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Fig. 9 – Taille moyenne des composantes connexes pour la re`gle d’Ising avec β = 1 pour
les champs (C) et (C0) correspondants. (C) : * ; (C0) :
◦
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Fig. 10 – Taille de la plus grande composante connexe pour le champ (C) et le champ
(C0) correspondant dans le cas de la re`gle d’Ising avec β = 1. (C) : ∗ ; (C0) : ◦
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“interme´diaires” de la re`gle d’Ising avec β = 1 et β = 0.5. Le cas de la re`gle Ising β = 3
n’est pas repre´sente´ ici, il s’apparente au cas de la re`gle majoritaire forte.
A chaque choix est associe´e la “paire d’images” (C,C0) simule´e. On indique la fre´quence
ﬁnale de standards A ainsi que les diﬀe´rentes caracte´ristiques donne´es dans la section
pre´ce´dente (ρ1, IA, ncc, mcc, max cc). D’autres caracte´ristiques, souvent topologiques,
diﬀe´rencient la conﬁguration spatiale associe´e a` une re`gle de la conﬁguration spatiale
ale´atoire uniforme de meˆme taux.
Pour chaque ﬁgure, le champ (C) issu de la proce´dure d’aﬀectation est a` gauche, le
champ (C0) a` droite, les pixels noirs repre´sentant les sites ou` le standard A a e´te´ choisi.
On remarque sans peine la diﬀe´rence visuelle entre deux champs issus des deux proce´dures
quelle que soit la re`gle, bien que le taux initial de contamination soit faible ; ces exemples
illustrent encore l’inﬂuence importante de ce taux sur l’e´volution de la re´partition.
Re`gle d’aﬀectation majoritaire forte, taux initial τ = 0.05
Fre´quence ﬁnale de standards A : 63.67%
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ρ1=0.5778, IA = 1.6933,
ncc = 9,mcc = 289.78,
maxcc = 2531
10 20 30 40 50 60
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ρ1=-0.0016, IA = 1.2722,
ncc = 48,mcc = 54.33,
maxcc = 2483
La fre´quence ﬁnale de A pour chaque conﬁguration est de 64%. Les re´partitions (C)
et (C0) se diﬀe´rencient par leur corre´lation spatiale, par le nombre et la taille moyenne de
leurs composantes connexes, et par leur indice d’agre´gation IA. Par contre, la taille de la
plus grande composante connexe n’est pas un bon indicateur. D’autres indicateurs topo-
logiques sont fortement discriminants, comme, par exemple, la forme d’une composante
connexe, compacte pour (C), ﬁliforme pour (C0).
Re`gle d’aﬀectation Ising avec β = 1, taux initial τ = 0.05
Fre´quence ﬁnale de standards A : 63.04%
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ncc = 61,mcc = 42.33,
maxcc = 2465
La fre´quence ﬁnale de standards A est un peu moins e´leve´e que dans le cas pre´ce´dent.
On retrouve ici les meˆmes caracte´ristiques que pour la re`gle majoritaire forte : a` nouveau,
la corre´lation spatiale, l’indicateur absolu d’agre´gation, le nombre et la taille moyenne des
composantes connexes diﬀe´rencient bien les deux conﬁgurations (C) et (C0).
Re`gle d’aﬀectation Ising avec β = 0.5, taux initial τ = 0.05
Fre´quence ﬁnale de standards A : 57.79%
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ρ1=0.3730, IA = 1.4706,
ncc = 29,mcc = 81.62,
maxcc = 2245
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ρ1=-0.0084, IA = 1.1487,
ncc = 112,mcc = 21.13,
maxcc = 1954
La fre´quence ﬁnale de standards A diminue avec β, mais on observe toujours une orga-
nisation regroupe´e des standards A dans le cas du champ (C). On observe une diﬀe´rence
plus importante de la valeur du parame`tre max cc pour les champs (C) et (C0).
Re`gle d’aﬀectation majoritaire faible, taux initial τ = 0.05
Fre´quence ﬁnale de standards A : 54.86%
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Le taux ﬁnal de standards A a baisse´, et l’organisation en clusters est moins prononce´e.
On constate ici que tous les parame`tres diﬀe´rencient clairement les deux types de champ,
y compris max cc.
Nous avons e´galement e´tudie´ les conﬁgurations de champs (C) et (C0) pour les diﬀe´rentes
re`gles et pour des taux de contamination initiale plus e´leve´s. Le pourcentage ﬁnal de stan-
dards A augmente avec le taux de contamination initiale. Lorsque cette fre´quence ﬁnale
de A devient e´leve´e, disons a` partir d’environ 75%, les indicateurs propose´s vont pe-
tit a` petit se diﬀe´rencier quant a` leur utilite´ pour diﬀe´rencier les conﬁgurations ﬁnales
re´sultant d’une proce´dure de choix et celles issues d’une re´partition ale´atoire. En eﬀet,
pour une fre´quence ﬁnale de A importante, il apparait naturellement que ces standards
A occupent presque tout l’espace, et les re´alisations de (C0) ne comportent bientoˆt plus
que trois ou moins composantes connexes ; par conse´quent, les indicateurs de connexite´
ne sont plus gue`re utiles pour discriminer les champs issus de proce´dures de choix ou
ceux de re´partition ale´atoire. On observe que le premier indicateur touche´ est le nombre
maximum de composantes connexes (identique pour (C) et (C0)), le nombre et la taille
moyenne des composantes connexes restant discriminant. Mais les e´carts de ces deux der-
niers indicateurs entre les situations (C) et (C0) diminuent progressivement ; de meˆme, les
indicateurs d’agre´gation auront des valeurs proches pour les champs (C) et (C0). Le seul
parame`tre distinguant vraiment bien les deux conﬁgurations est la corre´lation spatiale,
jusqu’un taux ﬁnal de standards A d’environ 90%.
Cette e´volution de la diﬀe´rentiation des parame`tres s’observe a` des degre´s divers en
fonction de la re`gle de choix. Par exemple, pour τ = 20%, et pour les re`gles forte et Ising
avec β = 3, le seul indicateur diﬀe´renciant les deux types de champs reste la corre´lation
spatiale, tandis que les autres parame`tres pre´sente´s restent encore discriminants dans le
cas de la re`gle faible.
19
5 Loi du nombre de voisins occupe´s du site visite´ a`
l’instant k
La re`gle d’aﬀectation e´tant locale, le choix re´alise´ par l’agent en un site ﬁxe´ de´pend
du nombre de voisins ayant de´ja` ope´re´ leur choix. Nous de´terminons la loi de ce nombre
de voisins “occupe´s” a` cet instant.
On conside`re le re´seau S a` n sites tel que chaque site a le meˆme nombre ν de voisins ;
par exemple, S = {1, 2, .., N}2 est le tore 2-d avec la relation de voisinage aux quatre
plus proches voisins. A l’instant k = 0, nτ = [nτ ] sites sont occupe´s par le standard A ;
puis a` chaque instant, un site libre est visite´ puis occupe´ de fac¸on ale´atoire. Il y a donc
n − nτ occupations successives. Pour un site arbitraire ﬁxe´, Yk est le nombre de voisins
de ce site occupe´s a` l’instant k. On suppose que nτ < n, n >> 2ν + 1 ; Yk est a` valeurs
dans {max(0, nτ + k − n + ν), 1, ..,min(ν, k − 1 + nτ )} . A l’instant k d’occupation du site
conside´re´, la conﬁguration comporte, outre ce site, nτ+k−1 sites de´ja` occupe´s et n−k−nτ
sites libres. On a donc
P (Yk = l) =
C lνC
k−1+nτ−l
n−1−ν
Ck−1+nτn−1
La loi du nombre de voisins occupe´s a` un instant donne´ k suit donc une loi hy-
perge´ome´trique.
On peut comple´ter ce re´sultat par deux calculs simples des probabilite´s des e´ve´nements
suivants :
Ak : “Le site j est occupe´ exactement a` l’instant k”
Bk : “Le site j est de´ja` occupe´ a` l’instant k”
L’indice j n’apparaˆıt pas dans ces probabilite´s puisque le chemin d’occupation est
ale´atoire ; ces probabilite´s ne de´pendent donc que de n et de k.
P (Ak) =
{
(1− nτ
n
)(1− 1
n−nτ )(1− 1n−nτ−1)....(1− 1n−nτ−k+2) 1n−nτ−k+1 = 1n si k ≥ 1
nτ
n
si k = 0
On en de´duit P (Bk) =
nτ+k−1
n
.
De´terminons alors la probabilite´ moyenne Pl du nombre de voisins occupe´s au cours
du temps.
Pl =
1
n−nτ
n−nτ∑
k=1
P (Yk = l) =
Clν (n−1−ν)!
(n−nτ ).(n−1)!
n−nτ∑
k=1
l∏
s=1
(k + nτ − s)
ν−l−1∏
u=0
(n− k − nτ − u)
Notons Nτ=n− nτ = n(1− τ) le nombre de sites non initialise´s.
Pl =
Clν N
ν
τ
(n−1)(n−2)...(n−ν) .
1
Nτ
Nτ∑
k=1
l∏
s=1
( k
Nτ
+ τ
1−τ − sNτ )
ν−l−1∏
u=0
(1− k
Nτ
− u
Nτ
)
l et ν − l e´tant ﬁxes, on trouve lorsque le nombre de sites croˆıt vers l’inﬁni :
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Pl −→
n→∞
C lν(1− τ)ν
1∫
0
(x +
τ
1− τ )
l(1− x)ν−ldx.
On obtient par inte´grations successives
Pl −→
n→∞
1
ν + 1
Zl,ν,τ ou` Zl,ν,τ =
l∑
j=0
Cjν+1τ
j(1− τ)ν−j
Notons que cette formule est valable pour τ = 0. Il est inte´ressant de savoir si Zl,ν,τ > 1
ou non pour regarder l’eﬀet du dumping face a` l’absence de contamination initiale. Pour
alle´ger la pre´sentation, nous pouvons supposer sans perte de ge´ne´ralite´ que ν est pair.
Si τ ≥ 1
2
et l ≤ ν
2
, alors Zl,ν,τ ≤ 1. En eﬀet, dans ce cas (1−τ)ν( τ1−τ )j ≤ [τ(1− τ)]ν/2 ≤
(1/4)ν/2 et donc Zl,ν,τ ≤
(
1
2
)ν l∑
j=0
Cjν+1 ≤
(
1
2
)ν ν/2∑
j=0
Cjν+1 ≤ 1 puisque
ν/2∑
j=0
Cjν+1 = 2
ν .1
Sinon, Zl,ν,τ peut prendre des valeurs aussi bien infe´rieures
2 que supe´rieures a` 1 (mais
infe´rieures a` ν + 1). La ﬁgure 11 montre le comportement de Zl, ν, τ en fonction de l et
τ pour un nombre de voisins ν ﬁxe´ e´gal a` 4 ; on observe un comportement analogue pour
un re´seau aux huit plus proches voisins (voisinage de Moore).
6 Conclusion
Cette e´tude met en e´vidence la diﬀe´rence entre les conﬁgurations spatiales re´sultant
d’une re`gle d’aﬀectation locale ou non. L’eﬀet de dumping sur la conﬁguration ﬁnale est
important pour tous les taux de contamination initiale, avec un eﬀet diﬀe´rentiel plus
important pour les faibles taux. Ceci apparaˆıt clairement sur le pourcentage ﬁnal de stan-
dards A obtenu. Nous avons e´galement pre´sente´ plusieurs indicateurs de diﬀe´rentiation
des deux types de champs re´sultant de la proce´dure d’aﬀectation locale et de celle a`
re´partition ale´atoire uniforme ; la` encore, les conﬁgurations spatiales se diﬀe´rencient for-
tement, malgre´ leur pourcentage ﬁnal de standards A identique ; parmi les caracte´ristiques
e´tudie´es, la corre´lation spatiale discrimine fortement les deux situations ; elle diﬀe`re et par
12υ = (1 + 1)ν =
υ/2∑
0
Cjυ +
υ∑
υ/2+1
Cjυ. Or
υ∑
υ/2+1
Cjυ =
υ/2−1∑
k=0
Ckυ et C
k
υ = C
k
υ+1 − kυ+1Ckυ+1. D’ou` 2υ =
υ/2∑
0
Cjυ +
υ/2−1∑
k=0
Ckυ+1 −
υ/2−1∑
k=1
k
υ+1C
k
υ+1 =
υ/2∑
0
Cjυ +
υ/2−1∑
k=0
Ckυ+1 −
υ/2−2∑
k=0
Ckυ =
υ/2∑
k=0
Ckυ+1 + R
avec R = Cυ/2−1υ + C
υ/2
υ − Cυ/2υ+1 = 0.
2Zl,υ,τ ≤
υ∑
j=0
Cjυ+1τ
j(1− τ)υ−j ≤ (1− τ)−1
[
υ+1∑
j=0
Cjυ+1τ
j(1− τ)υ+1−j − τυ+1
]
≤ (1− τ)−1(1− τυ+1) ≤ υ + 1
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Fig. 11 – Evolution de Zl, υ, τ en fonction de l et de τ pour υ = 4
sa valeur et par son e´volution lorsque le taux de contamination initiale varie, ceci pour
tout taux de dumping.
Les indicateurs d’agre´gation et de connexite´ sont utiles a` la discrimination des deux
types de champs pour les petites valeurs du taux de contamination initiale ; la` encore, l’ef-
fet diﬀe´rentiel du dumping est plus important pour de petites valeurs de ce dumping ; l’in-
dicateur d’agre´gation comme ceux de connexite´ diﬀe`rent essentiellement pour une faible
contamination initiale. Pour des dumpings plus importants, on pourra continuer a` utiliser
ces indicateurs suivant la re`gle d’aﬀectation en usage.
L’utilite´ de ces indicateurs peut eˆtre valide´e sur plusieurs points ; si l’on construit pour
un indicateur donne´ sa loi empirique, on peut ensuite e´tablir des tests de permutation
base´s sur ce parame`tre pour tester l’inde´pendance spatiale ([26]) et re´pondre a` la question :
est-ce que l’image du champ observe´ provient d’une proce´dure d’aﬀectation locale ou non ?
Cette e´tude peut eˆtre comple´te´e sur divers points : changement de la ge´ome´trie du
re´seau, modiﬁcation de la relation de voisinage, initialisation de la conﬁguration avec les
deux standards pre´sents en proportions diﬀe´rentes. Une autre situation inte´ressante est
l’introduction de l’information prive´e de l’agent dans la proce´dure, en conside´rant la re`gle
d’Ising a` double parame`tre (α, β), ou` α fait re´fe´rence a` l’agent lui-meˆme et β controˆle
toujours l’inﬂuence de ses voisins. Ces ge´ne´ralisations font l’objet d’une autre e´tude.
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