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Introduction
1
2 1. Introduction
1.1 Introduction
Dans cette thèse nous nous intéressons, dans deux cas particuliers, à
l’émergence d’équations cinétiques décrivant l’évolution d’un système ma-
croscopique correspondant à un modèle microscopique donné.
Historiquement, les premières dérivations d’équations cinétiques à partir
d’équations microscopiques remontent aux travaux de Ludwig Boltzmann
(1844-1906). Dans son livre sur la théorie des gaz [7] il considère des particules
se déplaçant en tous sens et s’entrechoquant. Il en déduit l’équation désignée
de nos jours comme l’équation de Boltzmann (non-linéaire). Sa démarche
est simple sur le principe, il considère un ensemble d’un grand nombre de
particules, assimilées à des sphères. Celles-ci se déplacent en ligne droite (cf.
ﬁgure 1.1.1) sauf lors de chocs au cours desquels elles changent de direction et
de vitesse (cf. ﬁgure 1.1.2). Dans un premier temps il se cantonne au cas d’un
Fig. 1.1.1 – Gaz constitué de particules assimilées à des sphères dures.
v′1
v2
v1
v′2
Fig. 1.1.2 – Choc élastique de deux particules assimilées à des sphères dures.
Les vitesses avant et après (avec des ′) le choc sont indiquées.
1.1 Introduction 3
gaz homogène en espace. Comme un grand nombre de particules est présent
par unité de volume (dans l’espace des phases), il peut considérer une densité
de particules f(v) dont la vitesse est proche d’une certaine vitesse v. Un bilan
sur les diﬀérents changements de vitesse lors d’un choc lui permet alors d’en
déduire une équation sur la variation de la densité f au cours du temps. Il
obtient ainsi un terme dit de collision. Il étend ensuite son raisonnement au
cas inhomogène en espace et fait apparaître un terme de transport.
La dérivation de l’équation de Boltzmann (non-linéaire) est d’autant plus
intéressante qu’elle présente des diﬃcultés que l’on rencontre dans d’autres
cas de dérivation d’équations cinétiques.
1. Une diﬃculté est de comprendre le passage d’équations réversibles au
niveau microscopique à des équations irréversibles au niveau macrosco-
pique. Ce problème était déjà abordé par Boltzmann dans ses travaux
et n’est toujours pas complètement résolu.
2. La théorie de l’équation de Boltzmann (non-linéaire), indépendamment
de sa dérivation, est déjà complexe. On peut donc s’attendre à des
diﬃcultés en ce qui concerne d’éventuels résultats de convergence de
solutions du système microscopique vers une solution des équations
cinétiques correspondantes.
3. Dans certaines approches mathématiques on se contente de montrer
que la limite, par rapport à un certain paramètre, des solutions des
équations au niveau microscopique est la solution des équations ci-
nétiques correspondantes. Il faut pour être complet contrôler l’erreur
commise pour la valeur donnée par la physique de ce paramètre.
Le comportement individuel des particules considérées est bien évidement
classique puisque M. Boltzmann a réalisé ses travaux avant que la théorie
atomistique ne soit complètement établie et donc a fortiori avant l’avènement
de la physique quantique.
On voit donc déjà qu’il peut-être intéressant de dériver les équations
cinétiques en partant d’une modélisation des phénomènes microscopiques
qui peut-être classique ou quantique.
Nous nous intéressons dans cette thèse à des dérivations de l’équation de
Boltzmann linéaire
∂tµt(x, ξ) + 2ξ.∂xµt(x, ξ) =
ˆ
σ(ξ, ξ′)δ(|ξ|2 − |ξ′|2)(µt(x, ξ′)− µt(x, ξ)) dξ′
et de l’équation de Schrödinger non-linéaire cubique défocalisante
i∂tϕ = −∆ϕ+ |ϕ|2 ϕ
qui ont une théorie « simple », ce qui évite les diﬃcultés du point 2 ci-dessus.
Plus précisément on s’intéresse à une dérivation de l’équation de Boltz-
mann linéaire à partir d’une équation de Schrödinger avec un potentiel dé-
pendant d’un paramètre aléatoire
ih∂tu = −∆xu+ Vhω (x)u
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et à une dérivation de l’équation de Schrödinger non-linéaire cubique dans
la limite de champ moyen pour des bosons.
Une autre partie de notre travail a consisté à essayer d’améliorer notre
résultat pour la dérivation de l’équation de Boltzmann linéaire. À cette ﬁn
nous avons démontré une formule d’évolution des états cohérents comprimés
pour un hamiltonien quadratique valable en dimension inﬁnie. Cette formule
n’a pas donné les résultats escomptés dans le cas que nous étudiions mais
est néanmoins intéressante en elle-même, nous l’avons donc isolée dans un
article à part.
Le cas classique On s’intéresse dans cette thèse à des dérivations d’équa-
tions cinétiques à partir de systèmes microscopiques décrits par la physique
quantique, mais ce sujet a aussi beaucoup été exploré dans le cas classique.
On trouve dans l’article [11] une dérivation de l’équation de Boltzmann li-
néaire pour les fonctions de Green dans le cas d’un gaz de Lorentz. L’ar-
ticle [21] présente une revue de diﬀérents modèles microscopiques classiques
et d’équations cinétiques obtenues commes limites de ces modèles, mettant
en avant le côté markovien approché de l’évolution du système microscopique
(quelques modèles quantiques y sont aussi abordés). L’article [6] donne une
dérivation de l’équation de Boltzmann linéaire pour la densité de particules
dans le cas du modèle de Lorentz.
1.2 Équation aléatoire
On s’intéresse à l’équation de Schrödinger{
ih∂tu = −∆xu+ Vhω (x)u
ut=0 = ψ
h
0 ∈ L2(Rd;C)
(1.2.1)
où le potentiel Vhω (x) dépend d’un paramètre aléatoire ω parcourant un
espace de probabilité (ΩP,P). Le comportement de Vhω par rapport au pa-
ramètre aléatoire ω peut-être choisi de diﬀérentes façons. Nous envisageons
deux types de champs aléatoires, les champs aléatoires gaussien et poisso-
nien. On peut aussi considérer divers comportements par rapport au petit
paramètre h.
Cas du faible couplage Le potentiel prend alors la forme Vhω =
√
hVω,√
h jouant le rôle d’un paramètre de couplage.
Cas de la faible densité Le potentiel Vhω (x) est tel que la densité
d’obstacles soit de l’ordre de h à l’échelle microscopique, où h représente le
rapport entre les échelles microscopique et macroscopique. La forme précise
de Vhω dépend alors du cas considéré, gaussien ou poissonien.
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1.2.1 Champ aléatoire gaussien
Un choix possible pour la dépendance du potentiel par rapport à l’aléa
est celui d’un champ gaussien centré invariant par translation. Ce champ
est particulièrement intéressant de par sa simplicité. Pour qu’un tel champ
gaussien soit bien déterminé il est nécessaire et suﬃsant de ﬁxer sa fonction
de covariance
Σ(x, x′) = E[V (x)V (x′)] .
On impose de plus la contrainte que le champ aléatoire gaussien centré soit
invariant par translation, c’est-à-dire
Σ(x, x′) = G(x− x′) .
Les conditions données par le théorème de Minlos sur les fonctions de type po-
sitif, et donc en particulier les fonctions de covariance, suggèrent de prendreG
tel que la transformée de Fourier Gˆ de G soit de la forme
Gˆ = |Vˆ |2 ,
ce que nous ferons avec de plus V régulière (dans la classe de Schwartz).
Le cas de la limite de faible couplage d’un gaz de Fermi dans un po-
tentiel aléatoire gaussien invariant par translation est traité dans [14] (ainsi
que d’autres cas de potentiels aléatoires) et fait intervenir des techniques de
combinatoire de graphes dans sa démonstration. On s’intéresse dans cette
thèse au cas bosonique. Des résultats d’Erdös et Yau, et plus récemment de
Poupaud et Vasseur, existent dans ce contexte, nous les comparerons avec
les résultats de cette thèse dans la Section 1.6.1.
Dans le cas des champs aléatoires gaussiens, les hamiltoniens obtenus
dans la limite de faible couplage et dans le régime cinétique coïncident.
1.2.2 Champ aléatoire poissonien
La géométrie de l’espace des conﬁgurations et les polynômes de Charlier
sont abordés dans [1, 15]. Dans le cas d’un champ aléatoire poissonien on
considère l’espace des configurations ΓRd déﬁni comme l’ensemble des parties
discrètes de Rd,
ΓRd =
{
Λ ⊂ Rd, Λ localement ﬁni
}
.
L’espace des conﬁgurations va nous servir pour décrire l’ensemble des points
où des obstacles sont présents. On considérera donc un potentiel de la forme
Vω(x) =
∑
y∈ω
V (x− y)
V étant le potentiel d’interaction avec une particule et ω un point de l’espace
des conﬁgurations (voir ﬁgure 1.2.1).
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Fig. 1.2.1 – Potentiel poissonien, ω = {y1, y2, y3, . . .}.
On veut considérer le paramètre ω comme un paramètre aléatoire et avoir
une densité (uniforme) de particules par unité de volume valant un certaine
valeur ρ. Pour cela on construit une mesure de probabilité sur l’espace des
conﬁgurations. L’espace des conﬁgurations étant la limite projective des en-
sembles ΓK = {Λ ⊂ K, Λ ﬁni} pourK ⊂ Rd compact. On munit l’espace des
conﬁgurations d’une mesure πρλ dite de Lebesgue-Poisson de densité ρ > 0,
construite d’abord sur les ΓK pour K compact par la formule
πρλ,K := e
−ρλ(K)
+∞∑
n=0
ρn
λ|⊗nK
n!
où λ⊗n représente la mesure sur Rdn déduite de la mesure de Lebesgue λ
sur Rd et ΓK est décomposé comme ⊔n {ω ∈ ΓK , #ω = n} (#A désigne le
cardinal d’un ensemble ﬁni A). On étend ensuite la mesure à l’espace des
conﬁgurations vu comme limite projective des ΓK à l’aide du théorème de
Kolmogorov.
Erdös et Yau ont aussi obtenu des résultats dans le cas d’un potentiel
poissonien [10].
1.2.3 Autres aléas
On pourrait aussi envisager d’autres aléas. On peut notamment se re-
porter à [17, 16] pour des généralisations de l’aléa poissonien qui peuvent se
représenter à l’aide de l’espace de Fock.
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1.3 Point de vue de l’espace de Fock
La démarche suivie dans les travaux présentés dans cette thèse est d’ex-
primer les équations dans l’espace de Fock (bosonique) et d’utiliser les outils
géométriques disponibles dans cet espace, à savoir les états cohérents (ou
les états cohérents comprimés) associés à un développement en puissances
par rapport à un petit paramètre ε. On rappelle donc comment est déﬁni
l’espace de Fock et la dépendance par rapport au petit paramètre ε dans la
quantiﬁcation de Wick.
L’espace de Fock symétrique ΓZ associé à un espace de Hilbert com-
plexe Z
ΓZ =
+∞⊕
n=0
n∨
Z
permet de décrire les états à un nombre quelconque de particules (boso-
niques) où
∨
désigne le produit tensoriel symétrique. Une fonction à variable
dans Z est qualiﬁée de monôme b ∈ Pp,q(Z) si
b(z) =
〈
z⊗q, b˜z⊗p
〉
Wq Z
avec b˜ ∈ L
(
p∨
Z;
q∨
Z
)
.
On adoptera les notations suivantes pour le produit symétrique :
f1 ∨ · · · ∨ fn = Sn(f1 ⊗ · · · ⊗ fn) pour fj ∈ Z ,
A1∨· · ·∨An = Sq1+···+qn(A1⊗· · ·⊗An)Sp1+···+pn pour Aj ∈ L
( pj∨
Z;
qj∨
Z
)
,
et Sm est l’opérateur de symétrisation de
⊗mZ dans ∨mZ normalisé de
sorte que Sm coïncide avec l’identité sur
∨mZ.
Le quantiﬁé de Wick d’un monôme est déﬁni par ses restrictions aux
sous-espaces à n particules
bWick
∣∣∣Wn Z = 1[p,+∞[ (n)
√
n! (n− p+ q)!
(n− p)! ε
p+q
2
(
b˜ ∨ IWn−p Z
)
qui sont des éléments de L(∨nZ;∨n−p+q Z). Les polynômes sont les com-
binaisons linéaires ﬁnies de monômes, c’est-à-dire les éléments de P(Z) =⊕
p,q≥0 Pp,q(Z) et on les quantiﬁe par linéarité à partir des monômes. On
note P≤m =
⊕
p+q≤m Pp,q. Pour f ∈ Z, l’opérateur de champ Φ (f) est
(la fermeture de l’opérateur essentiellement autoadjoint)
√
2ℜ 〈f, z〉Wick et
l’opérateur de Weyl W (f) est déﬁni par W (f) = eiΦ(f).
On peut alors déﬁnir les états cohérents
E(f) = e−
‖f‖2
2ε
∑
n≥0
ε−n/2
f∨n√
n!
=W
(√
2
iε
f
)
Ω ,
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où Ω = (1, 0, 0, . . . ) ∈ ΓZ. Ces états sont ceux qui se rapprochent le plus
d’états classiques car ils sont bien localisés près du point classique f de
l’espace des phases Z. On peut les voir en dimension ﬁnie comme des gaus-
siennes, la fonction de covariance étant ﬁxée. Une généralisation de ces états
consiste à s’autoriser à changer la covariance de la gaussienne, on aboutit
alors à la notion d’état cohérent comprimé.
1.3.1 Cas gaussien
Correspondance entre l’espace gaussien et l’espace de Fock Il existe
un isomorphisme entre l’espace gaussien L2 (ΩP,P;C) associé à L2(Rd;R) et
l’espace de Fock ΓL2(Rd) symétrique associé à L2(Rd;C) (noté L2(Rd)). On
obtient via cet isomorphisme la correspondance
1√
n!
: ΦG (f1) · · ·ΦG (fn) : ↔ f1 ∨ · · · ∨ fn
pour des fj dans L2(Rd;R). L’opérateur de champ
√
2Φ (f) correspond à la
multiplication par ΦG (f) via cet isomorphisme et on a Vω(x) = ΦG(V (x−·)).
Plus de détails sur cette correspondance seront donnés dans la section 2.3.
On peut aussi consulter [20].
Expression de l’hamiltonien dans l’espace de Fock
Sans petit paramètre L’hamiltonien correspondant dans l’espace de
Fock au cas du potentiel Vω(x) = ΦG(V (x− ·)) est donc
−∆x +
√
2Φ(V (x− ·)) .
Cas de la faible densité (ou du faible couplage) L’hamiltonien
initial est envoyé sur
−∆x +
√
2hΦ (V (x− ·)) .
1.3.2 Cas poissonien
Correspondance entre l’espace poissonien et l’espace de Fock On
peut consulter [1, 15] et leurs références au sujet des polynômes de Charlier
sur l’espace des conﬁgurations. On peut les déﬁnir rapidement comme ci-
dessous.
Les mesures sur Rdn déﬁnies par
:ω⊗n : =
∑
(y1,...,yn)
{y1,...,yn}⊂ω
δ(y1,...,yn)
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pour ω ∈ ΓRd avec des yj distincts et
: (ω − ρλ)⊗n : =
n∑
k=0
( nk ) (−1)k (ρλ)∨k∨ :ω⊗(n−k) :
permettent de déﬁnir les polynômes de Charlier qui sont, pour f ∈ C∞0 (Rd),
des éléments de L2(ΓRd , πρλ)
Q0(ω) = 1, Qn
(
f∨n
)
(ω) :=
〈
f∨n, : (ω − ρλ)⊗n : 〉 .
Ainsi Q1(f)(ω) =
∑
y∈ω f(y)−
´
fd(ρλ) et le potentiel Vω(x) =
∑
y∈ω V (x−
y) peut s’écrire sous la forme
Vω (x) = Q1(V (x− ·))(ω) +
ˆ
f d(ρλ) .
On dispose de plus d’un isomorphisme entre l’espace de Fock ΓL2(Rd) et
L2(Γρλ, πρλ) qui donne la correspondance
f∨n ↔ (ρnn!)−1/2Qn
(
f∨n
)
.
La relation, pour f, g ∈ C∞0 (Rd),
Q1(f)Qn(g
∨n) = Qn+1(f∨g∨n)+Qn(n(fg)∨g∨n−1)+Qn−1(n〈f, g〉ρλg∨n−1)
montre que la multiplication par Q1(f) dans l’espace de Poisson devient dans
l’espace de Fock l’opérateur√
2ρΦ(f) + dΓ (f×) .
Expression de l’hamiltonien dans l’espace de Fock
Cas du faible couplage On a alors une densité ρ = 1 et une constante
de couplage
√
h en facteur du potentiel, d’où le hamiltonien dans l’espace de
Fock
−∆x +
√
2hΦ (V (x− ·)) +
√
hdΓ (V (x− ·)×) +
√
h
ˆ
V dλ .
Cas de la faible densité La densité est alors ρ = h (et la constante
de couplage vaut 1) d’où le hamiltonien dans l’espace de Fock
−∆x +
√
2hΦ (V (x− ·)) + dΓ (V (x− ·)×) + h
ˆ
V dλ .
Les cas de faible densité et de faible couplage sont donc distincts pour
un aléa poissonien.
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1.4 Calcul semi-classique
Le calcul semi-classique permet de ramener des calculs sur des opérateurs
sur des espaces de Hilbert à des calculs sur des fonctions à valeurs scalaires.
Dans cette thèse nous utilisons les quantiﬁcations de Weyl et de Wick.
Le plus simple pour comprendre ces quantiﬁcations est de regarder comment
elles se comportent sur des polynômes en dimension 1, c’est-à-dire com-
ment passer d’un polynôme en deux variables b dans R[x, ξ] à un opérateur
sur L2(R) de sorte à envoyer x sur la multiplication par x et ξ surDx = −i∂x.
Weyl Pour la quantification de Weyl, un monôme xαξβ est envoyé sur
l’opérateur 12α
∑
γ(
α
γ )xα−γDβxxγ , avec Dx = −i∂x. La quantiﬁcation des
polynômes s’en déduit par linéarité.
On utilisera aussi la quantiﬁcation de Weyl avec des fonctions dans
C∞0 (R2d;R), une formule plus générale pour déﬁnir la quantiﬁcation de Weyl
est alors
bWeyl =
ˆ
ei(x−y).ξb
(
x+ y
2
, ξ
)
u(y)
dξ dy
(2π)d
.
Wick On n’utilisera la quantification de Wick que sur des polynômes. On
peut réécrire un polynôme P (x, ξ) sous la forme P ( z+z¯2 ,
z−z¯
2i ) = Q(z, z¯)
avec z = x + iξ. On peut donc quantiﬁer plutôt des polynômes en z et
z¯. On choisit d’envoyer un monôme z¯qzp sur l’opérateur (x− ∂x)q (x+ ∂x)p.
En dimension d (ﬁnie) les monômes sont de la forme
∏d
j=1 z¯
qj
j z
pj
j , (notons
que ceci est un cas particulier de la forme 〈z⊗q, Az⊗p〉 avec A ∈ L(Z⊗q;Z⊗p)
et p =
∑d
j=1 pj , q =
∑d
j=1 qj).
Liens entre les différentes quantifications Des formules permettent de
faire le lien entre les diﬀérentes quantiﬁcations et nous exploitons notamment
ces formules dans notre travail sur l’évolution d’observables de Wick par un
hamiltonien quadratique. Des formules valables pour la quantiﬁcation de
Weyl en dimension ﬁnie permettent de déduire des formules valables pour la
quantiﬁcation de Wick en dimension inﬁnie.
On peut faire le lien entre la représentation de Schrödinger et la représen-
tation de Fock dans le cas de la dimension ﬁnie à l’aide de la transformation
de Bargmann
L2(Rd)→
{
F, F entière et
ˆ
|F (z)|2e− 2|z|
2
ε λ(dz) < +∞
}
f 7→ B2εf (z) = π− 3d4 e z
2
ε
ˆ
Rd
f(y)e−
(
√
2z−y)2
ε dy .
Le développement en série entière de B2εf donne alors des coeﬃcients Fk ∈∨k
Cd qui déﬁnissent un vecteur de l’espace de Fock ΓCd. On obtient alors
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un isomorphisme entre L2
(
Rd
)
et ΓCd qui fait se correspondre les deux
déﬁnitions que nous avons données de la quantiﬁcation de Wick.
On notera aussi que les états cohérents dans l’espace de Fock sont les
images de gaussiennes dans l’espace de Schrödinger via la transformation de
Bargmann.
Dimension infinie On parle de quantiﬁcation en dimension inﬁnie quand,
au lieu de quantiﬁer des fonctions déﬁnies sur un espace de dimension ﬁnie,
on quantiﬁe des fonctions déﬁnies sur un espace de dimension éventuelle-
ment inﬁnie. À cette ﬁn, il sera plus pratique (dans le cas particulier de la
dimension ﬁnie) de déﬁnir des fonctions sur Cd plutôt que sur Rd × Rd.
Un avantage de la quantiﬁcation de Wick est qu’elle se généralise d’une
façon plus agréable en dimension inﬁnie et que la méthode ci-dessus est en-
core valable, quitte à comprendre dans un premier temps le cas des monômes
de la forme 〈z, f〉q〈g, z〉p et à quantiﬁer 〈z, f〉 et 〈g, z〉.
1.5 Mesures semi-classiques
Les mesures semi-classiques sont l’un des outils qui permettent (entre
autres applications) de donner un sens rigoureux au passage d’objets quan-
tiques à des objets classiques, et donc de préciser le lien entre les physiques
quantique et classique.
Dans le cas qui nous intéresse on considère au niveau quantique des états
décrits par des opérateurs positifs de classe trace normalisés et au niveau clas-
sique des mesures sur l’espace des phases. Le rapport entre les longueurs per-
tinentes aux échelles quantique et classique est décrit par un paramètre h > 0
sans dimension. Physiquement ce paramètre h a une valeur ﬁxée petite de-
vant 1, mais mathématiquement on considère que le paramètre h parcourt
l’intervalle ]0, h0] et on s’intéresse au comportement des états lorsque h tend
vers 0.
Soit (ρh)h∈]0,h0] une famille d’états normés sur L
2
(
R2
)
, c’est-à-dire ρ ∈
L+1
(
L2x
)
et Tr ρ = 1. Une mesure µ0 est une mesure semi-classique associée
à (ρh) s’il existe une suite hk de ]0, h0] telle que hk → 0 et
∀b ∈ C∞0
(
R2dx,ξ
)
, lim
k→+∞
Tr
[
ρhbW (hkx,Dx)
]
=
ˆ
R2dx,ξ
b dµ0
où bW (hx,Dx) est la quantiﬁcation de Weyl du symbole b.
On noteM((ρh)h∈]0,h0]) l’ensemble des mesures semi-classiques associées
à la famille (ρh)h∈]0,h0].
On pourra considérer qu’une famille d’états quantiques dépendant d’un
paramètre h est bien associée à un état classique si l’ensemble des mesures
semi-classiques qui lui est associé est réduit à un singleton. On parle alors
de famille pure.
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L’un des points importants concernant les mesures semi-classiques est
que l’on peut dans certains cas prouver que l’évolution d’une famille pure
par une dynamique donnée conserve le caractère pur de celle-ci. On peut
alors considérer que le système classique correspondant a une évolution bien
déﬁnie et qu’il est décrit par l’unique mesure semi-classique associée à la
famille à chaque instant. C’est une approche de ce type que nous utilisons
pour dériver l’équation de Boltzmann linéaire.
On peut se réferer à [12, 13, 8, 18, 2, 3] pour plus d’informations sur les
mesures semi-classiques ou les mesures de défaut.
1.6 Résultats
1.6.1 Une dérivation de l’équation de Boltzmann linéaire
Soit d ≥ 3. Soit G : Rd → R de type positif, telle que Gˆ = |Vˆ |2
avec Vˆ ∈ S (Rd;R) et Vhω (x) le champ aléatoire gaussien centré invariant
par translation de covariance hG (x− x′). On considère la dynamique déﬁ-
nie par l’équation de Schrödinger{
ih∂tu = −∆xu+ Vω (x)u
ut=0 = ψ0 ∈ L2
(
Rd
)
avec un renouvellement de l’aléa. Soit α ∈]34 , 1[ ﬁxé et T > 0. On découpe
l’intervalle [0, T ] en sous-intervalles de longueur ∆t = hα et on pose N =
Nh = T/hα. L’aléa est alors renouvelé dès qu’il s’écoule un temps ∆t. Plus
précisément, étant donné un état ρ normé (c’est-à-dire ρ positif, de classe
trace et de trace 1). On déﬁnit
ρhN,∆t =
ˆ
Ω¯N
GN,∆t
h
,ω¯N
ρG−1
N,∆t
h
,ω¯N
dPN (ω¯N )
avec
GN,∆t
h
,ω¯N
= e−i
∆t
h
Hh,ωN e−i
∆t
h
Hh,ωN−1 · · · e−i∆th Hh,ω1
et ω¯N := (ω1, . . . , ωN ) ∈ Ω¯N = Ω1 × · · · × ΩN , P¯N = P1 × · · · × PN .
Théorème 1.6.1. Supposons la famille (ρh)h∈]0,h0] pure, avec M((ρh)) =
{µ0} et µ0(Rdx × Rd∗ξ ) = 1. Alors la famille (ρhN,∆t)h∈]0,h0] est pure, avec
M
((
ρhN,∆t
)
h∈]0,h0]
)
= {µT }
où µT = µt=T avec, pour t ∈ (0, T ),{
∂tµt(x, ξ) + 2ξ.∂xµt(x, ξ) =
´
σ(ξ, ξ′)δ(|ξ|2 − |ξ′|2)(µt(x, ξ′)− µt(x, ξ)) dξ′
µt=0 = µ0
,
et σ(ξ, ξ′) = 2π|Vˆ (ξ − ξ′)|2.
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C
×
×
z0 = 0
zt
Fig. 1.6.1 – Déplacement d’un état cohérent (représenté pour Z = C). On
mélange deux points de vue dans ce dessin. L’état cohérent est vu comme
une gaussienne (représentation de Schrödinger) et son centre est dans C
(représentation de Bargmann).
Traduction du problème dans le formalisme de la théorie quantique
des champs
Une approche géométrique Une fois le problème exprimé dans les termes
de la théorie quantique des champs on peut approcher l’équation diﬀérentielle
i∂tρ = [H,ρ] par i∂tρ = [H
app,ρ]
pour un hamiltonien Happ quadratique qui approche convenablement le ha-
miltonien de départH pour des données initiales de la forme ρ0 = ρ0⊗|Ω〉 〈Ω|
et des temps suﬃsamment courts. On est alors ramené à plusieurs sous-
problèmes :
– résoudre explicitement l’équation approchée à l’aide d’états cohérents,
(voir la ﬁgure 1.6.1) sur l’espace des phases de dimension inﬁnie Z =
L2(Rd;C),
– montrer que la solution de l’équation approchée permet de retrouver
l’équation duale de l’équation de Boltzmann linéaire, au moins pour
des temps courts,
– contrôler la diﬀérence entre la solution de l’équation approchée et la
solution de l’équation exacte,
– recoller les estimations pour des temps courts en utilisant l’hypothèse
de renouvellement de l’aléa,
– on passe de l’équation duale de l’équation de Boltmann linéaire pour
des symboles réguliers à l’équation de Boltzmann linéaire pour des
mesures.
Sur l’hamiltonien approché L’hamiltonien s’écrit dans le cadre de la
théorie quantique des champs
D2x +
√
2hΦ(V (x− ·)) .
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Quitte à eﬀectuer une translation on se ramène à l’hamiltonien
(Dx − dΓ(Dy))2 +
√
2hΦ(V )
que l’on peut approcher par l’hamiltonien
D2x − 2Dx.dΓ(Dy) + dΓ(D2y) +
√
2hΦ(V )
quitte à négliger le terme
dΓ(Dy)
2 − dΓ(D2y) .
Ce dernier terme est quartique et pour des temps courts doit rester négli-
geable puisque l’on part d’un état initial vide. La partie restante de l’hamil-
tonien est la quantiﬁcation d’un polynôme dans P≤2(L2(Rd)) et donne une
dynamique que l’on peut résoudre explicitement en termes d’états cohérents.
Comparaison avec les résultats de Erdös et Yau Les travaux de
Erdös et Yau [9] présentent des résultats, sur le même problème, qui par
certains aspect sont meilleurs et par d’autres moins bons que notre travail.
Les principales diﬀérences sont récapitulées dans le tableau 1.1.
Erdos, Yau 2000 Breteaux 2011
Hypothèses
Aléa + ﬁxé renouvelé
État initial hd/2f(hx) exp( iS(hx)h ) + famille bornée pure
f, S ∈ S de L+1 (L2(Rd))
Dimension + d ≥ 2 d ≥ 3
Symétrie de V Radiale + Aucune
Point de vue
Combinatoire Géométrique
(graphes) (états cohérents)
Tab. 1.1 – Comparaison avec les résultats de Erdös et Yau [9].
Notons aussi que la régularité demandée pour le proﬁl V est V ∈ S(Rd)
dans les deux cas par souci de simplicité, mais cette hypothèse peut être un
peu réduite.
Comparaison avec les travaux de Poupaud et Vasseur Dans l’ar-
ticle [19] Poupaud et Vasseur proposent une autre dérivation de l’équation
de Boltzmann linéaire.
Leurs hypothèses sur le potentiel aléatoire sont diﬀérentes de celles que
nous proposons. En eﬀet les potentiels qu’ils considèrent sont notamment
bornés presque sûrement ce qui n’est pas le cas des potentiels gaussiens ou
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poissoniens (qui sont presque sûrement non-bornés pour des potentiels non-
nuls). Il n’y a donc pas d’implication entre nos résultats et leurs résultats.
Néanmoins une caractéristique commune avec nos hypothèses est qu’il y
a un renouvellement de l’aléa même si ceci est traduit d’une façon diﬀérente
au niveau des hypothèses.
1.6.2 Une formule pour l’évolution associée à un hamiltonien
quadratique en dimension infinie
On essaie de retenir l’information importante en traduisant les équations
de départ dans l’espace de Fock et en utilisant la notion d’état cohérent. Dans
le cas de la dimension ﬁnie, les états cohérents sont des gaussiennes centrées
de covariance ﬁxée. Une piste pour améliorer les résultats précédents est donc
de considérer des états plus généraux et donc de s’autoriser des covariances
variables. On parle alors d’états cohérents comprimés. La connaissance pré-
cise de l’évolution d’une observable de Wick par une évolution donnée par
un hamiltonien quadratique dépendant du temps peut être intéressante. On
a donc développé des formules exactes en vue de les appliquer à la version
dans l’espace de Fock de l’équation (1.2.1).
Résultats On considère un espace de Hilbert séparable Z et les hypothèses
suivantes.
H1 Soit (αt)t∈R une famille à un paramètre d’opérateurs autoadjoints sur Z
déﬁnissant un système dynamique fortement continu uα(t, s).
H1’ On suppose que H1 est vériﬁée et que de plus le système dynamique
préserve une partie dense D telle que, pour tout ψ ∈ D, uα (·, ·)ψ
appartient à C1 (R2;Z) ∩ C0 (R2;D).
H2 Soit β dans C0 (R;Z∨2), (βt déﬁnit un opérateur de Hilbert-Schmidt
C-antilinéaire par z 7→ (IZ ∨ 〈z|)βt).
Avec H1’ et H2, le flot classique associé à une famille Qt (z) = 〈z, αtz〉 +
ℑ 〈βt, z∨2〉 de polynômes quadratiques est la solution ϕ (t, s) de l’équation{
i∂tϕ (t, 0) [z] = ∂z¯Qt (ϕ (t, 0) [z])
ϕ (0, 0) = IZ
où ∂z¯Qt (z) = αz + i (IZ ∨ 〈z|β), en un sens faible.
L’écriture de l’équation diﬀérentielle rend le contexte plus concret mais
les hypothèsesH1 etH2 suﬃsent à déﬁnir un système dynamique ϕ (t, s). La
famille ϕ (t, s) est composée de symplectomorphismes de (Z, σ) qui se décom-
posent naturellement en une partie C-linéaire et une partie C-antilinéaire :
ϕ = L+A , L ∈ L (Z) , AA∗ ∈ L1 (Z) .
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De façon similaire le ﬂot quantique associé à Qt est la solution U (t, s) de{
iε∂tU (t, 0) = Q
Wick
t U (t, 0)
U (0, 0) = IH
.
Les deux résultats principaux de ce chapitre traitent de l’évolution d’une
observable de Wick bWick, b ∈ P (Z), par le ﬂot quantique, c’est-à-dire
U (0, t) bWickU (t, 0) .
(On pose 〈N〉 = √N2 + 1, N = (|z|2)Wick)
Théorème 1.6.2. Supposons H1 et H2 verifiées. Soit un polynôme b ∈
P≤m (Z). Alors pour tout temps t ≥ 0, la formule
U (0, t) bWickU (t, 0) =
(
b(0),t
)Wick
+
⌊m/2⌋∑
k=1
(ε
2
)k ˆ
∆kt
(
b(k)t,s¯
k
)Wick
ds¯k
est vérifiée en tant qu’égalité d’opérateurs continus de D(〈N〉m/2) dans H,
où
– s¯k = (s1, . . . , sk) ∈ Rk+ et ∆kt =
{
s¯k ∈ Rk+,
∑k
j=1 sj ≤ t
}
,
– les polynômes b(k)t,s¯
k
sont définis récursivement par{
b(0)t (z) = b (ϕ (t, 0) z)
b(k+1)t,s¯
k+1
= λsk+1b(k)t,s¯
k ,
avec λsc = −i {c ◦ ϕ (0, s) , Qs}(2) ◦ ϕ (s, 0) pour tout polynôme c.
Théorème 1.6.3. Supposons H1 et H2 verifiées. Soient m ≥ 2 et b ∈
P≤m (Z) un polynôme. Alors, en introduisant
– le vecteur vt ∈
⊗2Z tel que pour tous z1, z2 ∈ Z,
〈z1 ⊗ z2, vt〉 = 〈z1, L∗ (t, 0)A (t, 0) z2〉 ,
– l’opérateur sur P (Z)
Λtc (z) = Tr [−2A∗ (t, 0)A (t, 0) ∂z¯∂zc (z)]+〈vt| . ∂2z¯c (z)+∂2zc (z) . |vt〉 ,
la formule
U (0, t) bWickU (t, 0) =
(
e
ε
2
Λt (b ◦ ϕ (t, 0))
)Wick
est vérifiée en tant qu’égalité d’opérateurs continus de D
(
〈N〉m/2
)
dans H.
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1.6.3 Propagation du chaos pour des systèmes constitués
d’un grand nombre de bosons en dimension un avec
une interaction ponctuelle entre deux bosons.
On obtient formellement l’équation de Schrödinger cubique défocalisante
(avec ϕ = ϕ (t, x), t ∈ R, x ∈ Rd)
i∂tϕ = −∆ϕ+ |ϕ|2 ϕ
de façon naturelle à partir de l’équation de Hartree
i∂tϕ = −∆ϕ+
(
V ∗ |ϕ|2
)
ϕ
en prenant comme potentiel d’interaction la “fonction” de Dirac δ. On pré-
sente dans ce travail une dérivation de l’équation de Schrödinger non-linéaire
cubique défocalisante en dimension 1 d’espace.
Soit ϕ0 ∈ H2 (R) on note ϕt la solution de l’équation de Schrödinger
non-linéaire {
i∂tϕ = −∆ϕ+ |ϕ|2 ϕ
ϕ|t=0 = ϕ0
.
Soit, pour z dans S (R), P (z) = 12
´
R
|z|4 dλ (où λ est la mesure de Lebesgue)
et
Hε = dΓε (−∆) + PWick
=
ˆ
R
∇a∗ε (x)∇aε (x) dx+
1
2
ˆ
R2
a∗ε (x) a
∗
ε (y) δ (x− y) aε (x) aε (y) dxdy ,
où les opérateurs de création et d’annihilation a∗ε et aε sont proportionnels
à
√
ε.
Théorème 1.6.4. Supposons que ‖ϕ0‖L2(R) = 1. Pour tout polynôme b ∈
Pp,p
(
L2 (R)
)
,
lim
n→+∞
〈
ϕ⊗n0 , e
it/εnHεn bWicke−it/εnHεnϕ⊗n0
〉
= b (ϕt) ,
où nεn = 1.
Posons
P2 (t) [z] =
D(2)P
2
(ϕt) [z] = ℜ
ˆ
R
z (x)
2
ϕt (x)
2 dx+ 2
ˆ
R
|z (x)|2 |ϕt (x)|2 dx
et εA2 (t) = dΓ (−∆) + P2 (t)Wick. On peut alors déﬁnir le propagateur
unitaire associé à la famille A2 (t),{
i∂tU2 (t, s) = A2 (t)U2 (t, s)
U2 (s, s) = IΓL2(R)
.
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ϕ0 = 0
ϕt
C
×
×
Fig. 1.6.2 – Évolution d’un état cohérent comprimé (représenté pour Z = C).
On mélange deux points de vue dans ce dessin. L’état cohérent est vu comme
une gaussienne comprimée (représentation de Schrödinger) et son centre est
dans C (représentation de Bargmann).
Théorème 1.6.5. Il existe c > 0 dépendant seulement de ϕ0 tel que l’inéga-
lité∥∥∥∥∥e−it/εHεW
(√
2
iε
ϕ0
)
Ω− eiω(t)/εW
(√
2
iε
ϕt
)
U2 (t, 0)Ω
∥∥∥∥∥
ΓL2(R)
≤ ecec|t|ε1/8
est vérifiée pour tout t ∈ R, avec ω (t) = 12
´ t
0
∥∥ϕ2s∥∥2L2(R) ds.
1.7 Quelques aspects du travail présenté
Dimension et dispersion Le résultat sur l’équation de Boltzmann li-
néaire n’est valable qu’à partir de la dimension trois car les inégalités de
dispersion ne permettent de gagner suﬃsamment dans certaines estimations
qu’à partir de la dimension trois pour avoir l’intégrabilité de certains termes.
Il est peut-être possible d’atteindre la dimension deux avec un peu de travail
supplémentaire.
La restriction à la dimension un dans le cas de l’équation de Schrödin-
ger non-linéaire cubique défocalisante peut être levée quitte à modiﬁer la
déﬁnition de l’interaction δ.
Positivité et estimations a priori Un des ingrédients importants de
notre dérivation de l’équation de Boltzmann linéaire est l’utilisation d’esti-
mations a priori pour montrer que l’on n’a pas perdu trop de masse dans
les mesures lors de notre approximation. On utilise ensuite les propriétés de
conservation de la masse et de positivité de l’équation de Boltzmann linéaire
pour conclure.
Pas de graphes À la diﬀérence des travaux d’Erdös et Yau, on s’est at-
taché, dans la dérivation de l’équation de Boltzmann linéaire, à éviter la
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combinatoire des graphes pour essayer de garder un point de vue plus géo-
métrique sur le problème. Néanmoins l’Ansatz que nous utilisons ne permet
pas d’atteindre des temps d’ordre 1 comme ceux obtenus par la méthode
d’Erdös et Yau.
Théorie quantique des champs et géométrie dans l’espace des phases
La théorie quantique des champs est utilisée pour bien voir intervenir la géo-
métrie dans l’espace des phases. On utilise le point de vue de [2], mais en
s’intéressant à deux cas qui ne rentrent pas dans le cadre retenu par les
auteurs.
D’une part, quand on n’est pas dans un cadre de limite de champ moyen
pour la dérivation de l’équation de Boltzmann linéaire, l’introduction d’un
paramètre ε est alors artiﬁcielle mais permet de garder une trace de l’impor-
tance des diﬀérents termes.
D’autre part, on considère une interaction plus singulière dans le cas de
la dérivation de l’équation de Schrödinger non-linéaire cubique défocalisante,
avec un polynôme de Wick qui n’est pas dans la classe P(L2(R)) présentée
ci-dessus, à cause de l’interaction ponctuelle.
Trotter-Kato On n’obtient pas dans notre résultat le caractère markovien
approché de l’évolution de façon satisfaisante. Pour palier ce problème on a
introduit un renouvellement de l’aléa de manière artiﬁcielle. Les travaux [5,
4] traitent de façon un peu plus sophistiquée de problèmes d’interactions
déﬁnies « par morceaux ». D’autres Ansätze permettent peut-être d’obtenir
une meilleure approximation de la solution du problème de départ et donc
d’obtenir le caractère markovien approché de l’évolution.
Perspectives On prévoit d’étudier le cas d’un aléa poissonien, avec le
terme supplémentaire dΓ(V (x− ·)) dans l’hamiltonien.
On se propose aussi d’essayer d’autres Ansätze pour tenter d’obtenir de
façon plus satisfaisante le caractère markovien de l’évolution limite.
On envisage également d’examiner le cas de la dimension deux pour la
dérivation de l’équation de Boltzmann.
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Chapitre 2
Dérivation de l’équation de
Boltzmann linéaire pour une
particule interagissant avec un
champ aléatoire
Rédigé en anglais.
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Derivation of the linear Boltzmann equation for a
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In this text the Hilbert spaces are always separable. The integer d ≥ 1
denotes the dimension of the space Rdx. Our result requires d ≥ 3.
2.1 Model and result
2.1.1 Rescaled quantum random field
Let G : Rd → R positive deﬁnite, such that Gˆ = |Vˆ |2 with Vˆ ∈ S (Rd;R)
and Vhω (x), (ω, x) ∈ ΩP × Rd, the translation invariant centered Gaussian
random ﬁeld with mean zero and covariance hG (x− x′). We consider the
Schrödinger equation {
ih∂tut,ω (x) = H
h
ωut,ω (x)
u0,ω (x) = ψ0 (x) ∈ L2x
(2.1.1)
with the Hamiltonian
Hhω = −∆x + Vhω (x) . (2.1.2)
Let us ﬁx a time T and an integer N . Let tk = k∆t with ∆t = TN . The
dynamics is deﬁned piecewise in the intervals [tk−1, tk] by the Hamiltonians
Hh,ωk = −∆x + Vh,ωk (x)
with independent random ﬁelds Vh,ωk , ωk ∈ Ωk. Thus we get, for an initial
data ψ0 ∈ L2x,
GN,∆t
h
,ω¯N
= e−i
∆t
h
Hh,ωN e−i
∆t
h
Hh,ωN−1 · · · e−i∆th Hh,ω1 , (2.1.3)
ψT (x, ω¯N ) = GN,∆t
h
,ω¯N
ψ0 ,
with ω¯k := (ω1, . . . , ωk) ∈ Ω¯k = Ω1 × · · · × Ωk, P¯k = P1 × · · · × Pk
and L2
(
Ω¯k, P¯k
) ≃⊗kj=1 L2 (Ωj ,Pj).
Definition 2.1.1. Let ρ be a normal state on L (L2x), i.e. ρ ∈ L+1 (L2x)
and Tr ρ = 1. We deﬁne
ρht =
ˆ
ΩP
e−i
t
h
Hh,ωρei
t
h
Hh,ω dP (ω) , (2.1.4)
ρhN,∆t (ω¯N ) = GN,∆t
h
,ω¯N
ρG−1
N,∆t
h
,ω¯N
, (2.1.5)
ρhN,∆t =
ˆ
Ω¯N
ρhN,∆t (ω¯N ) dPN (ω¯N ) . (2.1.6)
2.1 Model and result 27
2.1.2 The main result
Let b be a symbol in C∞0 (R2dx,ξ). The measure of the observable bW (hx,Dx)
in a normal state ρ is given by
Tr
[
bW (hx,Dx) ρ
]
where the Weyl quantization is deﬁned by
bW (hx,Dx)u (x) =
1
(2π)d
ˆ
Rdξ
ˆ
Rd
x′
ei(x−x
′).ξb
(
h
x+ x′
2
, ξ
)
u
(
x′
)
dx′ dξ .
One can refer for example to [42] about the properties of the Weyl quanti-
zation.
Consider the dynamic given by Equations (2.1.1) and (2.1.2) with renewal
as in Equation (2.1.3), ∆t = hα, N = Nh = T/hα, α ∈]34 , 1[.
We say that a family of states (ρh), h ∈ ]0, h0] is pure if there is a
measure µ0 on R2dx,ξ such that
∀b ∈ C∞0
(
R2dx,ξ
)
, lim
h→0+
Tr
[
ρhbW (hx,Dx)
]
=
ˆ
R2dx,ξ
b dµ0 .
We refer the reader to Appendix 2.B and [26, 32, 33, 41] for general infor-
mation about semiclassical measures.
Theorem 2.1.2. Assume that (ρh)h∈]0,h0] is pure with µ0(R
d
x × Rd∗ξ ) = 1.
Then
∀b ∈ C∞0
(
R2dx,ξ
)
, lim
h→0
Tr
[
ρhN,∆tb
W (hx,Dx)
]
=
ˆ
b dµT
where µT = µt=T with, for t ∈ (0, T ),{
∂tµt(x, ξ) + 2ξ.∂xµt(x, ξ) =
´
σ(ξ, ξ′)δ
(|ξ|2 − |ξ′|2)(µt(x, ξ′)− µt(x, ξ)) dξ′ ,
µt=0 = µ0
(2.1.7)
and σ (ξ, ξ′) = 2π|Vˆ (ξ − ξ′) |2.
Remark 2.1.3. The meaning of measures solving the linear Boltzmann Equa-
tion (2.1.7) is speciﬁed in Part 2.2.
The result says that the family (ρhN,∆t) remains pure for every T (= N∆t)
as soon as (ρh) is pure.
The justiﬁcation of the choice of the scaling in the Weyl quantization
is the following. Physically the parameter h is the quotient of the micro-
scopic scale over the macroscopic scale, either in time or in position. Thus
if we consider an observable b (X,Ξ) varying on a macroscopic scale, the
corresponding observable on the microscopic scale will be b (hx, ξ).
The scaling of the random ﬁeld according to the covariance hG (x− x′), is
done on a mesoscopic scale imposed by the kinetic regime (see Section 2.3.1).
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Sketch of the Proof. Let µT in M(ρhN,∆t, h ∈ ]0, h0[) (the set of semiclas-
sical measures deﬁned after extraction of subsequences, see Appendix 2.B).
We denote by B(t) the ﬂow associated with the Boltzmann equation (2.1.7)
and BT (t) the ﬂow associated with the dual equation, see Section 2.2 for
more details about B(t) and BT (t). For any non-negative b in C∞0 (Rdx×Rd∗ξ )
we shall prove
1.
´
Rdx×Rd∗ξ b dµT ≥ lim infh→0Tr[ρ
h
N,∆tb
W (hx,Dx)] by the deﬁnition of µT ,
2. lim infh→0Tr[ρhN,∆tb
W (hx,Dx)] ≥
´
Rdx×Rd∗ξ (B
T (T )b) dµ0 (see the re-
mark below),
3.
´
Rdx×Rd∗ξ (B
T (T )b) dµ0 =
´
Rdx×Rd∗ξ b d(B(T )µ0) by the deﬁnition of B(T ).
Taking this for granted, it implies the lower bound
ˆ
Rdx×Rd∗ξ
b dµT ≥
ˆ
Rdx×Rd∗ξ
b d(B (T )µ0) .
Since this inequality holds for any non-negative b in C∞0 (Rdx ×Rd∗ξ ) which is
dense in C0∞(Rdx × Rd∗ξ ) with dual Mb(Rdx × Rd∗ξ ), we get
µT |Rdx×Rd∗ξ ≥ B (T )µ0|Rdx×Rd∗ξ .
But we also have B(T )µ0(Rdx × Rd∗ξ ) = 1 from the properties of the linear
Boltzmann equation and µT (Rdx×Rdξ) ≤ 1 from the properties of semiclassical
measures. So, necessarily,
µT
(
Rdx × Rd∗ξ
)
= 1
µT
(
Rdx × {0}ξ
)
= 0
and µT = B(T )µ0. Thus we have the result.
Remark 2.1.4. The step
lim inf
h→0
Tr
[
ρhN,∆tb
W (hx,Dx)
]
≥
ˆ
Rdx×Rd∗ξ
(BT (T ) b) dµ0
is the technical part which requires various estimates for the quantum dy-
namics of the whole system particle-random ﬁeld.
To prove this result we consider ﬁrst the case without renewal of the
stochastics, i.e. N = 1 for short times in Sections 2.4, 2.5, 2.6 and then glue
together the estimates obtained this way N times for N “big” in Section 2.7.
To simplify the problem of ﬁnding estimates for short times we approximate
the equation by a simpler one which is solved and studied in Section 2.4. In
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Section 2.5, using the solution to the approximated equation, we carry out
explicit computations which give rise to the diﬀerent terms of the dual linear
Boltzmann equation. Then we control the error between the solutions of
the approximated equation and the exact equation in Section 2.6. All these
computations are done within the framework of quantum ﬁeld theory. This
allows us
• to use conveniently the geometric content of coherent states,
• to keep track of the diﬀerent orders of importance of the diﬀerent terms
by using the Wick quantization with a parameter ε.
For the reader’s convenience, we recall the correspondence between the stochas-
tic and Fock space viewpoints in Section 2.3.
Remark 2.1.5. Our initial data (ρh)h∈]0,h0] are assumed to belong to L+1 L2x
with Tr ρh = 1. We will thus make estimates for states ρ in L+1 L2x, with Tr ρ =
1 with constants independent of ρ.
2.2 The linear Boltzmann equation
Information on the linear Boltzmann equation can be found in [28, 29, 44].
In this part suppose that σ ∈ C∞(Rdξ × Rdξ′ ;R) and σ ≥ 0.
2.2.1 The formal linear Boltzmann equation
Since all the objects we use are diagonal in |ξ|, the following deﬁnitions will
be convenient.
Notation: Let 0 < r < r′ < +∞ we deﬁne the Sobolev spaces
Hn
[
r, r′
]
= Hn
(
Rdx ×Aξ
[
r, r′
]
;R
)
where Aξ[r, r′] is the annulus {ξ, |ξ| ∈]r, r′[} in the variable ξ. When there
is no ambiguity we write Aξ for Aξ[r, r′]. We also deﬁne L2[r, r′] = H0[r, r′].
Definition 2.2.1. The collision operator Q is deﬁned for b ∈ L2[r, r′] by
Qb = Q+b−Q−b , (2.2.1)
with
Q+b (x, ξ) =
ˆ
Rd
ξ′
b
(
x, ξ′
)
σ
(
ξ, ξ′
)
δ
(
|ξ|2 − ∣∣ξ′∣∣2) dξ′
and
Q−b (x, ξ) = b (x, ξ)
ˆ
Rd
ξ′
σ
(
ξ, ξ′
)
δ
(
|ξ|2 − ∣∣ξ′∣∣2) dξ′ .
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Remark 2.2.2. For a given ξ these integrals only involve the values of σ (ξ, |ξ|ω)
and b (x, |ξ|ω) for ω ∈ Sd−1.
Definition 2.2.3. The linear Boltzmann equation is formally the equation{
∂tf =
{
f, |ξ|2
}
+Qf
ft=0 = f0
and its dual equation is{
∂tb = −
{
b, |ξ|2
}
+Qb = 2ξ.∂xb+Qb
bt=0 = b0
.
We will see in the next sections that the dual linear Boltzmann equation
is solved by a group (BT (t))t∈R of operators on C0∞(Rdx × Rd∗ξ ;R) and this
deﬁnes by duality a group (B(t))t∈R of operators on Mb(Rdx × Rd∗ξ ;R).
2.2.2 Properties
We recall here the main properties of the dual linear Boltzmann equation.
(The arguments are the same as for the linear Boltzmann equation.)
Some standard notations and results about semigroups are given in Ap-
pendix 2.C. We begin by solving the dual linear Boltzmann equation in L2[r, r′]
in the sense of semigroups. We observe that 2ξ.∂x generates a strongly con-
tinuous contraction semigroup on L2[r, r′]. Since the operator Q is bounded
on L2[r, r′] we get that 2ξ.∂x+Q generates a semigroup (BT (t))t≥0 bounded
by exp(t ‖Q‖L(L2[r,r′])) and the associated domain is D(2ξ.∂x).
Proposition 2.2.4. Let 0 < r < r′ < +∞. The operator Q on Hn[r, r′] is
well defined and bounded, with
‖Q‖L(Hn[r,r′]) ≤ Cd sup|α|≤n
‖∂ασ‖∞,A2ξ [r,r′] .
The group of (space-)translation (e2tξ.∂x)t preserves Hn[r, r′].
Proposition 2.2.5. Let 0 < r < r′ < +∞. The strongly continuous
group (BT (t))t≥0 of infinitesimal generator 2ξ.∂x +Q preserves
1. the Sobolev spaces Hn[r, r′], for n ∈ N,
2. the set of functions with compact support,
3. the set of infinitely differentiable functions with compact support in Rdx×
Aξ[r, r
′], C∞0 (Rdx ×Aξ[r, r′];R),
4. the set of non-negative functions, for t ≥ 0.
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Proof. For (1) we use Proposition 2.2.4.
For (2) we can use the Trotter approximation
BT (t) = lim
n→+∞
(
e2
t
n
ξ.∂xe
t
n
Q
)n
,
the fact that Q is “local” in (x, |ξ|), and that the speed of propagation of the
(space-) translations is ﬁnite when ξ ∈ Aξ [r, r′].
For (3) we use (1), (2) and
C∞0
(
Rdx ×Aξ
[
r, r′
]
;R
)
=
∞⋂
n=0
Hn
[
r, r′
]⋂ {f, Supp f compact} .
For (4) we use both the Trotter approximation
BT (t) = lim
n→+∞
(
e2
t
n
ξ.∂xe
t
n
Q+e−
t
n
Q−
)n
and the fact that e2
t
n
ξ.∂x preserves the non-negative functions as a transla-
tion, e
t
n
Q+ preserves the non-negative functions for t ≥ 0 because Q+ does,
e−
t
n
Q− preserves the non-negative functions as a multiplication operator by
a positive function.
Since C∞0
(
Rdx ×Aξ;R
) ⊂ D (2ξ.∂x) we can give the following result.
Proposition 2.2.6. For every b0 ∈ C∞0
(
Rdx ×Aξ;R
)
there exists a unique
function bt = BT (t) b0 ∈ C1
(
R+;L2 [r, r′]
)∩ C0 (R+;D (2ξ.∂x)) such that for
every t ∈ R, {
∂tbt = 2ξ.∂xbt +Qbt
bt=0 = b0
.
Moreover ∀t ∈ R, bt ∈ C∞0
(
Rdx ×Aξ;R
)
. If b0 is non-negative, then ∀t ≥ 0,
bt is non-negative.
2.2.3 The linear Boltzmann equation
Notation: ForX a locally compact, Hausdorﬀ space we denote byMb(X;R)
the set of Radon measures and by C0∞(X;R) the set of functions f on X such
that for all ε > 0 there exists a compact Kf,ε such that |f (x)| < ε outside
of Kf,ε (i.e. the set of functions that vanish at inﬁnity).
For a topological space X, locally compact and Hausdorﬀ,
Mb (X;R) =
(C0∞ (X;R))′ .
Proposition 2.2.7. The semigroup (BT (t))t≥0 defined on C00(Rdx × Rd∗ξ ;R)
can be extended to a strongly continuous group on (C0∞(Rdx × Rd∗ξ ;R), ‖·‖∞)
and thus defines by duality a (weak∗ continuous) group B (t) on Mb(Rdx ×
Rd∗ξ ;R).
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Proof. Using a partition of the unity, we can extend BT (t) to C∞(Rdx ×
Rd∗ξ ;R). As BT (t) is positive, we have BT (t)(‖b‖∞ ± b) ≥ 0 for all b
in C∞0 (Rdx × Rd∗ξ ;R) and so∥∥BT (t) b∥∥∞ ≤ ‖b‖∞ .
We can thus extend continuously BT (t) from C∞0 (Rdx × Rd∗ξ ;R) to C0∞(Rdx ×
Rd∗ξ ;R).
Definition 2.2.8. The linear Boltzmann group (B(t)) is deﬁned onMb(Rdx×
Rd∗ξ ) by duality, let µ ∈Mb(Rdx × Rd∗ξ ), then, for any t ∈ R,
∀b ∈ C0∞
(
Rdx × Rd∗ξ
)
, 〈B(t)µ, b〉 = 〈µ,BT (t)b〉 .
2.2.4 A Trotter-type approximation
In this part we will prove a result in the spirit of the approximation of Trotter
eA+B = lim
N→∞
(
eA/NeB/N
)N
.
Notation: For n ∈ N and b ∈ C∞0 (R2dx,ξ), set
Nn (b) := sup
|α|≤n
‖∂αb‖∞ . (2.2.2)
Proposition 2.2.9. Let b ∈ C∞0 (R2dx,ξ), T > 0 and n ∈ N. There are con-
stants Cn,Q and CT,b such that for all N ∈ N∗
Nn
(
eT (2ξ.∂x+Q)b−
(
e
T
N
Qe
T
N
2ξ.∂x
)N
b
)
≤ eT(2n+Cn,Q)CT,bT
2
N
.
Definition 2.2.10. Let Qt ∈ L
(
L2 [r, r′]
)
be the operator deﬁned by Qt =
et2ξ.∂xQe−t2ξ.∂x , i.e. Qt = Q+,t −Q− with
Q+,tb (x, ξ) =
ˆ
Rd
ξ′
σ
(
ξ, ξ′
)
δ
(
|ξ|2 − ∣∣ξ′∣∣2) b (x− 2t (ξ′ − ξ) , ξ′) dξ′
We also deﬁne Q−,t = Q− to have consistent notations in the sequel.
Let GQ(t, t0) be the dynamical system associated with the family (Qt)
in C(R;L(L2[r, r′])) given by{
∂tbt = Qtbt
bt=t0 = b0 ∈ L2x,ξ
, bt = GQ (t, t0) b0 .
Note the relation
BT (t) = GQ (t, 0) e2tξ.∂x = e2tξ.∂xGQ (0,−t) .
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Lemma 2.2.11. For any n ∈ N, s ≥ 0 and b ∈ C∞0
(
Rdx ×Aξ [r, r′]
)
, there
exist constants C1, and C2 depending on d, r and r′ such that
1. Nn (Qb) ≤ C1Nn (b),
2. Nn ((Q−Qt) b) ≤ C2t (1 + 2 |t|)nNn+1 (b),
3. Nn
(
e2tξ.∂xb
) ≤ (1 + 2 |t|)nNn (b).
Proof. The ﬁrst point is clear from the integral expression of Qb.
For the second point derive and estimate the integral formula for b (x− 2tξ, ξ)−
b (x, ξ), with |α| ≤ n,
|∂α (b (x− 2tξ, ξ)− b (x, ξ))| ≤
ˆ t
0
|∂α (2ξ.∂xb (x− 2sξ, ξ))|ds
≤ 2 |ξ| t (1 + 2t)nNn+1 (b) .
The last point results from
(
e2tξ.∂xb
)
(x, ξ) = b (x+ 2tξ, ξ).
Definition 2.2.12. For b ∈ C∞0
(
Rdx ×Aξ [r, r′]
)
, let
Nn (Q) = sup
b6=0
Nn (Qb)
Nnb and Nn+1,n (s,Q−Qs) = supb6=0
Nn ((Q−Qs) b)
s (1 + 2 |s|)nNn+1b .
Lemma 2.2.13. Let b, b˜ ∈ C∞0
(
Rdx ×Aξ [r, r′]
)
, then for all t ≥ 0,
etQb˜−GQ (t, 0) b = etQ
(
b˜− b
)
+
ˆ t
0
e(t−s)Q (Q−Qs)GQ (s, 0) b ds
and we have the estimate
Nn
(
etQb˜−GQ(t, 0)b
)
≤ etNnQNn(b˜− b)
+ t2(1 + 2t)netNnQ sup
s∈[0,t]
{Nn+1,n(s,Q−Qs)Nn+1(GQ(s, 0))}Nn+1(b) .
Proof. The equality is clear once we have computed that both sides satisfy
the equation
∂t∆t = Q∆t + (Q−Qt)GQ (t, 0) b .
The inequality then follows from Lemma 2.2.11.
Proof of Proposition 2.2.9 . We ﬁx N and forget the N ’s in the notations
concerning b˜. We set bt = BT (t) b and deﬁne b˜t piecewise on [0, T ] by
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setting tk = kTN , b˜tk =
(
e
T
N
Qe
T
N
2ξ.∂x
)k
b0 and, for t ∈ [tk, tk+1[, b˜t =
e(t−tk)Qe(t−tk)2ξ.∂x b˜tk . Let δk = Nn
(
btk − b˜tk
)
; we get
e
T
N
Qe
T
N
2ξ.∂x b˜tk − e
T
N
(2ξ.∂x+Q)btk = e
T
N
Qe
T
N
2ξ.∂x b˜tk −GQ
(
T
N
, 0
)
e
T
N
2ξ.∂xbtk
and we can then use Lemma 2.2.13 to obtain
δk+1 ≤ e
T
N
NnQ
(
1 + 2
T
N
)n
δk +
(
T
N
)2(
1 + 2
T
N
)n
e
T
N
NnQ
sup
s∈[tk,tk+1]
Nn+1,n (s− tk, Q−Qs−tk)
sup
s∈[tk,tk+1]
Nn+1
(
GQ (s− tk, 0) e
T
N
2ξ.∂xbtk
)
≤ e TNNnQe2nTN δk +
(
T
N
)2
e
T
N
NnQCN,T
where we deﬁned
CN,T,b =
(
1 + 2
T
N
)n
sup
s∈[0,T/N ]
Nn+1,n (s,Q−Qs)
sup
k∈{0,...,N−1}
sup
s∈[0,T/N ]
Nn+1
(
GQ (s, 0) e
− T
N
Qbtk+1
)
.
Then we get the recursive formula
δk+1 ≤ e
T
N
(2n+NnQ)δk + CN,T,b
(
T
N
)2
e
T
N
NnQ
so that
δN ≤ eT (2n+NnQ)CN,T,bT
2
N
.
The only thing remaining is to observe that CN,T,b ≤ CT,b, with
CT,b := (1 + 2T )
n sup
s∈[0,T ]
Nn+1,n(s,Q−Qs) sup
sj∈[0,T ]
Nn+1
(
GQ(s1, 0)e
−s2Qbs3
)
and for a ﬁxed T this quantity CT,b is ﬁnite, so that we get the result.
2.3 From stochastics to the Fock space
The relation between Gaussian random processes and the Fock space is
treated in [45, 38], we recall some facts without proofs which clarify this
relation.
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Figure 2.3.1: Kinetic regime.
2.3.1 Classical kinetic regime
In microscopic variable, consider a particle moving among obstacles with a
velocity v ∝ 1 and a distance of interaction R ∝ 1. During a time T the
particle sweeps a volume of order vTRd−1. In the kinetic regime it is assumed
that during a long microscopic time T = t/h with t ∝ 1 the macroscopic
time, the average particle encounters a number ∝ 1 obstacle.
We denote by ρ the density of obstacles and thus obtain ρ = 1/vTRd−1 ∝
h. To get this density of obstacles we need the distance between two nearest
obstacles to be of order h−1/d.
Thus we consider a Schrödinger equation of the form
i∂Tψ = −∆xψ + Vhω (x)ψ
that is
ih∂tψ = −∆xψ + Vhω (x)ψ .
A translation invariant Gaussian random ﬁeld of covariance G (x− x′),
Gˆ = |Vˆ |2 is V ∗Wω where Wω is the spatial white noise (see Appendix 2.A)
and V describes the interaction potential. In the kinetic regime the obstacles
are spread at the mesoscopic scale h1/d. Only the white noise W hω is rescaled
(and not V ) according to
∀ϕ ∈ S
(
Rd;R
)
,
ˆ
ϕ
(
h1/dx
)
W hω (x) dx =
ˆ
ϕ (x)Wω (x) dx ,
i.e.
W hω (x) = hWω
(
h1/dx
)
.
Thus we get Vhω = hV ∗Wω
(
h1/d·) and Gh = hG. See the Appendix 2.A for
more details.
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2.3.2 General Gaussian random fields
We introduce a diﬀerent viewpoint on Gaussian random ﬁelds.
Definition 2.3.1. Let (ΩP,G,P) be a probability measure space. Let E be a
(real) vector space. A general random field indexed by E is a map Φ from E
to the random variables on ΩP, so that (almost everywhere)
Φ (v + w) = Φ (v) + Φ (w) , ∀v, w ∈ E ,
Φ (αv) = αΦ (v) , ∀α ∈ R, ∀v ∈ E .
Definition 2.3.2. Let HR be a real Hilbert space. The general centered
Gaussian random field indexed by HR is a random ﬁeld ΦG indexed by HR
so that
1. G is the smallest σ-algebra for which al the ΦG (v), v ∈ HR are mea-
surable,
2. each ΦG (v) is a centered Gaussian random variable,
3. E [ΦG (v) ΦG (w)] = 〈v, w〉 with 〈·, ·〉 the inner product on HR.
One can refer to [45] for the following two theorems.
Theorem 2.3.3. Let ΦG and Φ′G be two general centered Gaussian random
field indexed by HR on probability measure spaces (ΩP,G,P) and (Ω′P,G′,P′)
respectively. Then there exists an isomorphism between the two probability
measure spaces so that for every v ∈ HR, ΦG (v) corresponds to Φ′G (v) under
the isomorphism.
Theorem 2.3.4. Let HR be a real Hilbert space. A general centered Gaus-
sian random field indexed by HR exists and it is unique (in the sense of the
preceding theorem).
Proposition 2.3.5. Let G ∈ L1 (Rd;R) ∩ FL1 (Rd;C) positive definite, we
can choose V ∈ L2 (Rd;R) such that
Gˆ = |Vˆ |2 .
Then the Gaussian random field of mean zero and covariance Σ (x, y) =
G (x− y) is also the random field obtained as ΦG (τxV ) where ΦG is the
general Gaussian random field indexed by L2
(
Rd;R
)
.
Proof. From Bochner’s theorem we deduce that Gˆ ∈ L1 (Rd;C) has real
positive values. Thus we can set Vˆ =
√
Gˆ. Then it suﬃces to prove that
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the covariance function Σ (x, y) of ΦG (τxV ) is G (x− y).
Σ (x, y) = E [ΦG (τxV ) ΦG (τyV )]
= 〈τx−yV, V 〉L2(Rdx;R)
=
1
(2π)d
〈
e−i(x−y).ξVˆ , Vˆ
〉
L2(Rdξ ;C)
= F−1
[
|Vˆ |2
]
(y − x) .
Remark 2.3.6. If we replace G by Gh = hG, the ﬁeld
√
hΦG (τxV ) gives the
expected covariance function.
2.3.3 Wick powers
Definition 2.3.7. Let f be a random variable with ﬁnite moments, for n ∈
N∗, :fn: ∈ C [X], the n-th Wick power of f is deﬁned recursively by
:f0: = 1 , ∂X :f
n: = n :fn−1: and E˜ [ :fn: ] = 0 ,
where E˜ : C [X] → C is the linear map deﬁned by E˜ [Xn] = E [fn]. We still
denote by :fn: the random variable :fn: (f).
Remark 2.3.8. For the ﬁrst terms we have
:f0: = 1 , :f1: = f−Ef , and :f2: = f2−2E [f ] f−E [f2]+2E [f ]2 .
2.3.4 The isomorphism with the Fock space
Definition 2.3.9. Let HC be a complex Hilbert space, ∨ the symmetric
tensor product, the symmetric Fock space over HC is
ΓHC =
+∞⊕
n=0
ΓnHC
where ΓnHC = H∨nC is the Hilbert completion for the norm inherited from
the scalar product over HC of the algebraic symmetric n-th power of HC,
and the sum is also the Hilbert completion of the algebraic sum. We denote
by ΓFHC the algebraic sum (but with a completed tensor product) we will
eventually refer to this set as the finite particle vectors. We deﬁne the empty
state Ω = (1, 0, 0, . . . ) ∈ ΓHC. The creation a∗ (f) and annihilation a (f)
operators are deﬁned on ΓFHC by
• a∗(f)(g∨n) := (n+ 1) 12 f ∨ g∨n,
• a(f)(g∨n) := n 12 〈f, g〉 g∨n−1,
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for f, g ∈ HC. The ﬁeld operator Φ (f) = (a∗ (f) + a (f)) /
√
2 is then es-
sentially self-adjoint for ΓFHC is a dense set of analytic vectors and we still
denote by Φ (f) its closure.
One can refer to [45] for the following theorem.
Theorem 2.3.10. Let HR be a real Hilbert space and HC its complexifica-
tion. Let ΦG the general centered Gaussian random field indexed by HR over
a probability space (ΩP,G,P). The symmetric Fock space ΓHC is unitarily
equivalent to L2 (ΩP,P;C) under a unitary D : ΓHC → L2 (ΩP,P;C) such
that
• DΩ = 1,
• DΓnHC = the closed subspace of L2 (ΩP,P;C) generated by
{ : ΦG (f1) · · ·ΦG (fn) : , fj ∈ HR} ,
• D√2Φ (f)D−1 = ΦG (f) for f ∈ HR, with ΦG (f) seen as a multipli-
cation operator on L2 (ΩP,P;C),
• Df1 ∨ · · · ∨ fn = 1√n! : ΦG (f1) · · ·ΦG (fn) : for f1, . . . , fn ∈ HR.
2.3.5 The expression of the dynamic in the Fock space
We will apply the results of Section 2.3.4 with HR = L2
(
Rdy;R
)
and HC =
L2
(
Rdy;C
)
= L2y and get an isomorphism
D : ΓL2y → L2 (ΩP,P) .
We set Ad {A} [B] = ABA−1 and for Hilbert spaces H and H′, TrH′ [A]
denotes the partial trace of an operator A on H⊗H′.
Note that with the stochastic presentation
ρhN,∆t =
ˆ
Ω¯N
ρhN,∆t (ω¯N ) dPN (ω¯N )
=
ˆ
Ω¯N
Ad
[
GN,∆t
h
,ω¯N
] {ρ}dPN (ω¯N )
=
ˆ
ΩN
Ad
[
e−i
∆t
h
Hh,ωN
]{ · · ·ˆ
Ω1
Ad
[
e−i
∆t
h
Hh,ω1
]{ρ}dP(ω1) · · ·}dP(ωN )
=
ˆ
ΩN
Ad
[
e−i
∆t
h
Hh,ωN
]{ˆ
Ω¯N−1
ρhN−1,∆t (ω¯N−1) dPN−1(ω¯N−1)
}
dP(ωN )
=
ˆ
ΩN
Ad
[
e−i
∆t
h
Hh,ωN
]{
ρhN−1,∆t
}
dP(ωN ) .
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The last integral can be expressed using a partial trace asˆ
e−i
∆t
h
Hh,ωρei
∆t
h
Hh,ω dP (ω)
=
ˆ
e−i
∆t
h
Hh,ωρ1 (ω) 1 (ω) ei
∆t
h
Hh,ω dP (ω)
= Tr
L2(ΩP,P)
[ˆ ⊕
e−i
∆t
h
Hh,ω dP (ω) ρ⊗ |1〉 〈1|
ˆ ⊕
ei
∆t
h
Hh,ω′ dP
(
ω′
)]
.
The isomorphism
UG←F = IdL2x ⊗D : L2x ⊗ ΓL2y → L2x ⊗ L2 (ΩP,P)
is such that
U−1G←F
ˆ ⊕
e−i
∆t
h
Hh,ω dP (ω)UG←F = e−i
∆t
h
Hh ,
U−1G←Fρ⊗ |1〉 〈1|UG←F = ρ⊗ |Ω〉 〈Ω|
with U−1G←F
´ ⊕
Hh,ω dP (ω)UG←F = Hh. And thus
Tr
L2(ΩP,P)
[ˆ ⊕
e−i
∆t
h
Hh,ω dP (ω) ρ⊗ |1〉 〈1|
ˆ ⊕
ei
∆t
h
Hh,ω′ dP
(
ω′
)]
= Tr
ΓL2y
[
e−i
∆t
h
Hhρ⊗ |Ω〉 〈Ω| ei∆th Hh
]
.
The only thing left is to computeHh, but U
−1
G←F
(Vhω(x)×)UG←F = ΦG(τxV ).
We get that in the Fock space formalism
ρhN,∆t =
(
Tr
ΓL2y
[
Ad
{
e−i
∆t
h
Hh
}
[· ⊗ |Ω〉 〈Ω|]
])N
[ρ]
with Hh = U
−1
G←FHh,ωUG←F = −∆x +
√
2hΦ (τxV ).
2.3.6 Existence of the dynamic
We will show that the dynamic of the system is well deﬁned and to do so
we will show that the Hamiltonian is essentially self-adjoint on a certain
domain. We make use of Nelson’s commutator theorem which can be found
in [43]. Since we work with a ﬁxed h > 0 the value of h will be unimportant
we take h = 1 in this section to clarify our exposition.
Theorem 2.3.11. Let N ′ be a self-adjoint operator with N ′ ≥ 1. Let H be
a symmetric operator with domain D′ which is a core for N ′. Suppose that:
1. For some C1 > 0 and all u ∈ D′,
‖Hu‖ ≤ C1
∥∥N ′u∥∥ ,
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2. For some C2 > 0 and all u ∈ D′,∣∣〈Hu,N ′u〉− 〈N ′u,Hu〉∣∣ ≤ C2 ∥∥∥N ′1/2u∥∥∥2 .
Then H is essentially self-adjoint on D′ and its closure is essentially
self-adjoint on any other core for N ′.
Let D′ := C∞0 (Rd)⊗alg ΓFL2y be the domain of both
N ′ = Id−∆x +N,
H = −∆x +
√
2Φ(τ·V )
where
• −∆x denotes the operator −∆x ⊗ IdΓL2y ,
• N denotes the operator IdL2x ⊗N with N the number operator on ΓL2y
and
• ΦF (τ·V ) denotes the operator deﬁned on L2(Rd; ΓL2y) ≃ L2(Rd)⊗ΓL2y
by
L2(Rd; ΓL2y) → L2(Rd; ΓL2y)
u 7→ Φ(τ·V )u
with [Φ(τ·V )u](x) := [Φ(τxV )][u(x)].
We still denote by N ′ the closure of the essentially self-adjoint operator N ′
deﬁned on D′. Then D′ is a core for this operator. We remark that N ′ ≥ I
on D′ and thus also on D (N ′) as D′ is a core for N ′.
Proposition 2.3.12. Suppose that V belongs to H2
(
Rd
)
. Then the Hamil-
tonian H satisfies the hypotheses of Theorem 2.3.11.
Proof. Let u ∈ D′, then
‖Hu‖L2x⊗ΓL2y ≤ ‖−∆xu‖L2x⊗ΓL2y + 2 ‖V ‖L2
∥∥∥√N + 1u∥∥∥
L2x⊗ΓL2y
,
≤ (1 + 2 ‖V ‖L2)
∥∥N ′u∥∥
L2x⊗ΓL2y
which is the ﬁrst estimate. We also observe that in the sense of quadratic
forms[
H,N ′
]
=
√
2 [Φ (τ·V ) ,−∆x +N ] ,
=
√
2Φ (τ·∇V ) .∇x +
√
2Φ (τ·∆V ) + (a∗ (τ·V )− a (τ·V ))
so that∣∣〈Hu,N ′u〉− 〈N ′u,Hu〉∣∣
≤
(√
2 ‖∇V ‖L2 +
√
2 ‖∆V ‖L2 + 2 ‖V ‖L2
)∥∥∥N ′1/2u∥∥∥2
which is the second estimate.
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2.4 An approximated equation and its solution
2.4.1 The scaling for field operators
The ε parameter is an intermediate scale which allows to easily identify the
graduation in Wick powers. It will in the end be adjusted with respect to h.
Let (Dεf) (y) = ε−d/2f
(y
ε
)
and
Hh,ε = Ad
{
IdL2x ⊗ ΓDε
}
[Hh] = −∆x ⊗ IΓy +
√
2hΦ
(
ε−d/2V
(
x− y
ε
))
.
We now introduce some deﬁnitions and notations that will be useful to deal
with the Wick quantization and the scaled versions of our objects in the Fock
space.
2.4.2 The second quantization
The method of second quantization is exposed in the books [24, 25], an
introduction to quantum ﬁeld theory and second quantization can be found
in [31]. The series of articles [34, 35, 36, 37] uses this framework with a small
parameter to handle classical or mean ﬁeld limits by developing the Hepp
method [39]. We will use the notation and framework of [22, 23] to handle
the second quantization with a small parameter. For the convenience of the
reader we expose brieﬂy this framework. We also recall some formulae in
Appendix 2.E.1.
Most of our operators on the Fock space will arise as Wick quantizations
of polynomials.
Definition 2.4.1. Let (H, 〈·, ·〉) be a complex Hilbert space (the scalar prod-
uct is C-antilinear with respect to the left variable). The symmetric tensor
product is denoted by ∨. The polynomials with variable in H are the ﬁnite
linear combinations of monomials Q : H → C of the form
Q (z) =
〈
z∨q, Q˜z∨p
〉
where p, q ∈ N, Q˜ ∈ L (H∨p,H∨q) and 〈·, ·〉 denotes the scalar product
on H∨q. The set of such polynomials is denoted by P (H).
The symmetric Fock space associated to H is
ΓH =
+∞⊕
n=0
ΓnH
with ΓnH = H∨n the completed n-th symmetric power of H and the sum is
completed, the set of finite particle vectors ΓFH is deﬁned as the Fock space
but with an algebraic sum.
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The Wick quantization of a polynomial is deﬁned as the linear combina-
tion of the Wick quantizations of its monomials, and for a monomial Q we
deﬁne QWick : ΓFH → ΓFH as the linear operator such that
QWick
∣∣∣
H∨n
= 1[p,+∞) (n)
√
n! (n− p+ q)!
(n− p)! ε
p+q
2
(
Q˜
∨
IdH∨n−p
)
,
∈ L (H∨n,H∨n−p+q) .
The ﬁeld operators Φε (f) (f ∈ H) are deﬁned as the closure of the
essentially self-adjoint operators (〈z, f〉+ 〈f, z〉)Wick /√2.
The Weyl operators are then deﬁned by W (f) = exp (iΦε (f)). The
empty state Ω is (1, 0, 0, . . . ) and the coherent states are deﬁned as E (f) =
W
(√
2
iε f
)
Ω.
Proposition 2.4.2. For any Q ∈ P (H), QWick is closable and the domain
of its closure contains
{W (f)φ, φ ∈ ΓFH, f ∈ H} .
Definition 2.4.3. For a self-adjoint operator A on H, the self-adjoint oper-
ator dΓε (A) is deﬁned by
dΓε (A)|
D(A)∨n,alg
= εnA ∨ Id∨n−1H
= ε (A⊗ IdH ⊗ · · · ⊗ IdH + · · ·+ IdH ⊗ · · · ⊗ IdH ⊗A)
and for a unitary U on H, the unitary operator Γ (U) on ΓH is deﬁned by
Γ (U)|H∨n = U∨n = U ⊗ · · · ⊗ U
and thus Γ
(
eitA
)
= exp
(
it
ε dΓε (A)
)
.
2.4.3 Space translation in the fields and Fourier transform
We introduce a notation for an object X = (X1, . . . , Xd) with d components,
like ξ ∈ Rd, Dx = (∂x1 , . . . , ∂xd) or dΓ (Dy),
X .2 := X21 + · · ·+X2d .
We would rather have a ﬁeld operator with no dependence in x. Then
we recall that e−ix.Dy = τx and thus
Γ
(
eiεx.Dy
)
Hh,εΓ
(
e−iεx.Dy
)
= D.2x − 2Dx.dΓε (Dy) + dΓε (Dy).2 +
√
2Φε
(
ε−d/2
√
h
ε
V
(
−y
ε
))
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where we use an ε-dependent operator dΓε. After a conjugation by the
Fourier transform in both the particle and the ﬁeld variables we get
Hˆh,ε = ξ
.2 − dΓε (2ξ.η) + dΓε (η).2 +
√
2Φε (fh,ε)
with fh,ε (η) = εd/2
√
h
ε Vˆ (−εη), i.e. Hˆh,ε = QWickh,ε with
Qh,ε (z) = ξ
.2 +
〈
z,
(
εη.2 − 2ξ.η) z〉+ 〈z, ηz〉.2 + 2ℜ 〈z, fh,ε〉 .
When we neglect the quartic part 〈z, ηz〉.2 and thus get another polynomial
Qapph,ε (z) = ξ
.2 +
〈
z,
(
εη.2 − 2ξ.η) z〉+ 2ℜ 〈z, fh,ε〉
we can solve explicitly the evolution associated with the Hamiltonian
Hˆapph,ε = Q
app,Wick
h,ε = ξ
.2 + dΓε
(
εη.2 − 2ξ.η)+√2Φε (fh,ε) .
Definition 2.4.4. Let ρ ∈ L1
(
L2x
)
, then we deﬁne
ρt = Ad
{
e−i
t
ε
Hh,ε
}
[ρ⊗ projΩ] , ρappt = Ad
{
e−i
t
ε
Happh,ε
}
[ρ⊗ projΩ] ,
ρˆt = Ad
{
e−i
t
ε
Hˆh,ε
}
[ρˆ⊗ projΩ] , ρˆappt = Ad
{
e−i
t
ε
Hˆapph,ε
}
[ρˆ⊗ projΩ] ,
ρεt = Tr
ΓL2x
ρt , ρ
ε,app
t = Tr
ΓL2x
ρ
app
t .
This deﬁnition is consistent with the previous one given for ρht as ρ
h
t = ρ
ε
ε
h
t
and the dilatation acts only in the Fock space part of L2x ⊗ ΓL2y.
2.4.4 The approximated equation and its solution
2.4.4.1 Results
Definition 2.4.5. Let ψ0 ∈ L2x. We deﬁne
Ψˆh,ε,t = e
−i t
ε
Hˆh,εΩ⊗ ψˆ0 and Ψˆapph,ε,t = e−i
t
ε
Hˆapph,ε Ω⊗ ψˆ0 .
We will show three results in this section.
Proposition 2.4.6. We have
Ψˆapph,ε,t = e
−iωh,ε,t
ε W
(√
2
iε
zh,ε,t
)
Ω⊗ ψˆ0
with zh,ε,t = −i
´ t
0 e
−i s
ε(ε
2η.2−2ξ.εη)fh,ε ds and ωh,ε,t = tξ2+
´ t
0 ℜ 〈zs, fh,ε〉ds.
We have an estimate on the size of zt.
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Proposition 2.4.7. There exists a constant CG,d depending only on G and
the dimension d such that
‖|η|ν zh,ε,t‖L2η ≤ CG,d
√
ht
ε
ε1/2−ν .
We also have an estimate on the error on Ψˆt when considering Ψˆ
app
t .
Proposition 2.4.8. Let T0 > 0. There exists a constant CT0,G,d such that
for htε ≤ T0, ∥∥∥Ψˆh,ε,t − Ψˆapph,ε,t∥∥∥ ≤ CT0,G,d(htε
)2
h−1 .
2.4.4.2 A transformation
First we get rid of the quadratic part (i.e. dΓε).
Definition 2.4.9. Let
˜ˆ
Ψh,ε,t = e
i t
ε
ξ.2ei
t
ε
dΓε(εη.2−2ξ.η)Ψh,ε,t and
˜ˆ
Ψapph,ε,t = e
i t
ε
ξ.2ei
t
ε
dΓε(εη.2−2ξ.η)Ψapph,ε,t .
Proposition 2.4.10. Then ˜ˆΨt (resp.
˜ˆ
Ψappt ) is solution of the equation
iε∂tΨ˜h,ε,t = Q˜
Wick
h,ε Ψ˜h,ε,t
(resp. iε∂t
˜ˆ
Ψapph,ε,t = Q˜
app,Wick
h,ε
˜ˆ
Ψapph,ε,t) with the initial condition
˜ˆ
Ψh,ε,t=0 = Ω
(resp. ˜ˆΨapph,ε,t=0 = Ω) and Q˜h,ε,t(z) = 2ℜ〈z, f˜h,ε,t〉+〈z, ηz〉.2 (resp. Q˜apph,ε,t(z) =
2ℜ〈z, f˜h,ε,t〉) with f˜h,ε,t = ei
t
ε(ε
2η.2−2ξ.εη)fh,ε.
Proof. Indeed
iε∂t
˜ˆ
Ψt = iε∂t
[
ei
t
ε
ξ.2ei
t
ε
dΓε(εη.2−2ξ.η)Ψˆt
]
= ei
t
ε
ξ.2ei
t
ε
dΓε(εη.2−2ξ.η)
[
2ℜ 〈z, f〉+ 〈z, ηz〉.2
]Wick
Ψˆt
=
[
2ℜ
〈
z, eit(εη
.2−2ξ.η)f
〉
+ 〈z, ηz〉.2
]Wick
ei
t
ε
ξ.2ei
t
ε
dΓε(εη.2−2ξ.η)Ψˆt
= Q˜Wickt
˜ˆ
Ψt .
And we can proceed analogously with Ψ˜appt .
2.4.4.3 The classical movement associated with the approximated
equation
The classical movement is the solution to the equation{
i∂tz˜h,ε,t = ∂z¯Q˜h,ε,t (z˜h,ε,t) = f˜h,ε,t
z˜h,ε,t = 0
(2.4.1)
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i.e.
z˜h,ε,t = −i
ˆ t
0
f˜h,ε,s ds = −i
ˆ t
0
ei
s
ε(ε
2η.2−2ξ.εη)fh,ε ds .
With this simpler dynamics the translation of Proposition 2.4.7 is the fol-
lowing.
Proposition 2.4.11. There exists a constant CG,d depending only on G and
the dimension d such that
‖|η|ν z˜h,ε,t‖L2η ≤ CG,d
√
ht
ε
ε1/2−ν .
Proof. We compute ‖|η|ν z˜h,ε,t‖2L2η
‖|η|ν z˜h,ε,t‖2L2η =
ˆ t
0
ˆ t
0
ˆ
Rdη
ei
s−s′
ε (ε
2η.2−2ξ.εη) |η|2ν |fh,ε (η)|2 dη dsds′
A change of variable η′ = εη − ξ givesˆ
Rdη
ei
s−s′
ε (ε
2η.2−2ξ.εη) |η|2ν |fh,ε (η)|2 dη
= ε−2ν
h
ε
e−i
s−s′
ε
ξ.2
ˆ
Rdη
ei
s−s′
ε
η.2 |η + ξ|2ν Gˆ (η + ξ) dη
as fh,ε (η) = εd/2
√
h
ε Vˆ (−εη) and hε Gˆ (εη) εd = |fh,ε (η)|2.
For s 6= s′∣∣∣∣ˆ
Rdη
ei
s−s′
ε (ε
2η.2−2ξ.εη) |η|2ν |fh,ε (η)|2 dη
∣∣∣∣
=
(
πε
s′ − s
)d/2
ε−2ν
h
ε
∥∥∥F (η 7→ |η + ξ|2ν Gˆ (η + ξ))∥∥∥
L1
=
(
πε
s′ − s
)d/2
ε−2ν
h
ε
∥∥∥F (η 7→ |η|2ν Gˆ (η))∥∥∥
L1
is uniformly bounded by CGε−2ν hε . The squared norm ‖|η|ν z˜appt ‖2L2η is then
bounded by
‖|η|ν z˜h,ε,t‖2L2η ≤ CG
h
ε
ε−2ν
ˆ t
0
ˆ t
0
min
{(
πε
s′ − s
)d/2
, 1
}
dsds′
≤ CGh
ε
ε−2ν
[
πd/2εd/2
ˆ
|s−s′|≥2δ,s,s′∈[0,t]
dsds′
(s′ − s)d/2
+ 2
√
2tδ
]
≤ CGh
ε
ε−2ν
[
πd/2εd/22d/42
√
2t
2
d− 2δ
1−d/2 + 2
√
2tδ
]
which is optimal when δ = ε. This ends the proof.
Remark 2.4.12. The same estimate holds for zt with a similar proof.
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2.4.4.4 Resolution of the approximated solution and comparison
with the exact solution
Proposition 2.4.13. The solution to the equation
iε∂tΨ˜
app
h,ε,t = Q˜
app,Wick
h,ε Ψ˜
app
h,ε,t
with initial data Ψ˜apph,ε,t=0 = Ω is
Ψ˜apph,ε,t = e
−i ω˜h,ε,t
ε W
(√
2
iε
z˜h,ε,t
)
Ω
with ω˜h,ε,t =
´ t
0 ℜ
〈
z˜h,ε,s, f˜h,ε,s
〉
ds.
Proof. Indeed let us apply iε∂t to the term on the right hand side:
iε∂te
−i ω˜t
ε W
(√
2
iε
z˜t
)
Ω
=
(
∂tω˜ − iεiε
2
ℑ
〈√
2
iε
z˜t,−
√
2
ε
f˜t
〉
+ iεiΦ
(
−
√
2
ε
f˜t
))
e−i
ωt
ε W
(√
2
iε
z˜t
)
Ω
=
(
∂tω˜ −ℑ
〈
1
i
z˜t, f˜t
〉
+
√
2Φ
(
f˜t
))
˜ˆ
Ψappt
since 1t 〈ϕ, [W (z + tu)−W (z)]ψ〉 −−→t→0
〈
ϕ,
[− iε2 ℑ〈z, u〉+ iΦ(u)]W (z)ψ〉.
We then compare Ψ˜t and Ψ˜
app
t .
Proposition 2.4.14. Let ∆˜ˆΨh,ε,t =
˜ˆ
Ψh,ε,t − ˜ˆΨapph,ε,t and ∆Q˜t (z) = 〈z, ηz〉.2,
then
∆
˜ˆ
Ψh,ε,t = − i
ε
ˆ t
0
e−i
t−s
ε
Q˜Wickh,ε ∆Q˜Wick
˜ˆ
Ψapph,ε,s ds .
Proof. It suﬃces to remark that
iε∂t∆
˜ˆ
Ψt = Q˜
Wick∆
˜ˆ
Ψt +∆Q˜
Wick ˜ˆΨappt
and that the integral expression satisﬁes the same diﬀerential equation.
Proposition 2.4.15. The difference ∆˜ˆΨh,ε,t can be controlled as∥∥∥∆˜ˆΨh,ε,t∥∥∥ ≤ 1
ε
ˆ t
0
∥∥∥∆Q˜Wick ˜ˆΨapph,ε,s∥∥∥ds = 1ε
ˆ t
0
∥∥∥∆Q˜WickE (z˜h,ε,s)∥∥∥ds .
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Proposition 2.4.16. Let T0 > 0. There exists a constant CT0,G,d such that
for htε ≤ T0, ∥∥∥∆Q˜WickE (z˜apph,ε,t)∥∥∥ ≤ CT0,G,dhtε .
Proof. We make use of the relation valid for coherent states〈
E(z˜h,ε,t),
(
∆Q˜Wick
)∗
∆Q˜WickE(z˜h,ε,t)
〉
=
Wick
Symb
((
∆Q˜Wick
)∗
∆Q˜Wick
)
(z˜h,ε,t) .
Since
Wick
Symb
(((
〈z, ηz〉.2
)Wick)2)
=
(
〈z, ηz〉.2
)2
+4ε (〈z, ηz〉 . 〈ηz|) (|ηz〉 . 〈z, ηz〉)+2ε2
(
〈ηz|.⊗2
)(
|ηz〉.⊗2
)
,
using Proposition 2.4.11, we obtain that
∥∥∥∆Q˜WickE (z˜h,ε,t)∥∥∥2 ≤ CT0,G,d
((
ht
ε
)4
+ 4ε
(
ht
ε
)2 ht
ε2
+ 2ε2
(
ht
ε2
)2)
which gives the result for htε ≤ T0.
Proposition 2.4.17. Let T0 > 0. There exists a constant CT0,G,d such that
for htε ≤ T0, ∥∥∥∆˜ˆΨh,ε,t∥∥∥ ≤ 1
ε
ˆ t
0
∥∥∥∆Q˜WickE (z˜h,ε,t)∥∥∥ds
≤ CT0,G,dh−1
(
ht
ε
)2
.
2.5 Measure of an observable at a mesoscopic scale
for the approximated dynamics
2.5.1 Result
In this section we make the connection with the linear Boltzmann equation.
Let b be a symbol in C∞0 (R2dx,ξ) and ρ ∈ L+1 L2x, Tr ρ = 1. The measure of
the observable bW (hx,Dx) in the state ρ is denoted by
m (b, ρ) = Tr
[
bW (hx,Dx) ρ
]
.
Proposition 2.5.1. Let b be a symbol in C∞0 (Rdx × Rd∗ξ ) and ρ ∈ L+1 L2x,
Tr ρ ≤ 1 such that the kernel of ρˆ = Ad {Fx} [ρ] has a bounded support.
Let α ∈ [0, 1[. Introduce the symbol bt = etQe2tξ.∂xb where Q is the collision
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operator introduced in Equation 2.2.1 with here σ(ξ, ξ′) = 2πGˆ(ξ′ − ξ) =
2π|Vˆ (ξ − ξ′)|2. When hα ≤ htε ≤ 1, the inequality
m (b, ρε,appt ) ≥ m
(
bht
ε
, ρ
)
− E2.5
then holds with E2.5 = Cb,µ htε
(
ht
ε + h+
[
h
(
ht
ε
)−1]d/2−1
+ hµ(d,α)
)
for some
constant Cb,µ > 0 and µ (d, α) > 0.
Remark 2.5.2. This result also holds with b a symbol in C∞0 (Rd∗ξ ;C). The
proof is the same as for Proposition 2.5.1, with the symplectic Fourier trans-
form Fσ replaced by the usual Fourier transform. The special case when b (ξ) =
b1(|ξ|2) is of particular interest and the symbol bt in the previous statement
does not depend on t.
Proposition 2.5.1 is a by-product of the following stronger result.
Proposition 2.5.3. Let bs ∈ C1(R;D(R2dx,ξ)) such that for some R > 1,
∀s, Suppξ bs ⊂ BR − BR−1 . Let ρ ∈ L+1 L2x, Tr ρ ≤ 1 such that the kernel
of ρˆ = Ad {Fx} [ρ] has a bounded support. Then
m
(
bht
ε
, ρε,appt
)
≥ m (b, ρ)− i
ε
ˆ t
0
m
(
iε∂sbs − ih
{
bs, ξ
.2
}
+ ihQ−ht
ε
bs, ρ
ε,app
s
)
ds− E2.5 .
Remark 2.5.4. The conservation of the support in ξ is important and will
be provided by the properties of the dual linear Boltzmann equation in the
application of this proposition.
Proof that Proposition 2.5.3 implies Proposition 2.5.1. Since one can make
mistakes between the notations of those two propositions we use notations
with tildes, b˜ for Proposition 2.5.1 and without tildes for Proposition 2.5.3.
Thus we want
b˜ = bht
ε
, b˜ht
ε
= b .
Denote by G˜ (t, t0) the dynamical system associated with (−2ξ.∂x −Q−t)t
given by {
∂tbt = (−2ξ.∂x −Q−t) bt
bt=t0 = b0
, bt = G˜ (t, t0) b0 .
To have a vanishing term for b in the integral we require bht/ε = G˜(
ht
ε , 0)b,
so that with b˜ht/ε = G˜(0,−htε )b˜, we will get the expected result. The only
thing remaining to prove is G˜(0,−t) = etQe2tξ.∂x . It is equivalent to show
that
e2tξ.∂xG˜ (t, 0) = e−tQ ,
which is clear by derivation and using that Qt = et2ξ.∂xQe−t2ξ.∂x .
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2.5.2 Expression of the measure of an observable for the ap-
proximated equation
We carry out an explicit computation using only the approximated equation.
We recall (see Proposition 2.4.13) that the solution of the approximated
equation with initial data Ψappt=0 = ψ0 ⊗ Ω is (after translation and Fourier
transform)
Ψˆapph,ε,t = ψˆ0 (ξ) e
−i
ω
ξ
h,ε,t
ε W
(√
2
iε
zξh,ε,t
)
Ω
with zh,ε,t = −i
´ t
0 e
−i s
ε(ε
2η.2−2ξ.εη)fh,ε ds and ωt = tξ2 +
´ t
0 ℜ 〈zh,ε,s, fh,ε〉ds
and fh,ε (η) = εd/2
√
h
ε Vˆ (−εη).
Definition 2.5.5. Let σ (X1, X2) = ξ1.x2 − x1.ξ2 (Xj = (xj , ξj) ∈ R2dx,ξ) be
the standard symplectic form on R2dx,ξ.
Let X ′ = (x′, ξ′) ∈ R2dx,ξ, the Weyl operators on L2x are deﬁned by
τhX′ =
(
e−iσ(·,X
′)
)W
(hx,Dx) = e
−iσ(·,X′)W (hx,Dx) = ei(ξ
′·hx−x′·Dx) ,
their Fourier transform is denoted by τˆhP := Ad {Fx}
[
τhP
]
.
The symplectic Fourier transform Fσ is deﬁned on L2
(
R2dx,ξ;C
)
by
Fσb (X) =
ˆ
R2d
e−iσ(X,X
′)b
(
X ′
)
d¯X ′
with d¯X = dX/ (2π)d.
Proposition 2.5.6. Let b be a symbol in C∞0
(
R2dx,ξ
)
and ρ ∈ L+1 L2x, Tr ρ ≤ 1,
then
m (b, ρε,appt ) =
˚
Fσb (P ) e− i[ω]+[ϕ]1−[ϕ,px]2ε τˆhP (ξ2, ξ1) ρˆ (ξ1, ξ2) dξ1 dξ2 d¯P
with
[ω] = ωξ1t − ωξ2t (2.5.1)
[ϕ]1 = [ϕ]1,1 + [ϕ]1,2 (2.5.2)
[ϕ]1,j =
1
2
|zξjt |2 , j = 1, 2 (2.5.3)
[ϕ, px]2 =
〈
zξ2t , e
ipx·εηzξ1t
〉
. (2.5.4)
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Remark 2.5.7. From eiεx.λτhP e
−iεx.λ = eiελ.pxτhP and taking λ as the spectral
parameter of dΓε (Dy),
Γ
(
eiεx.Dy
)
τhPΓ
(
e−iεx.Dy
)
= Γ
(
eipx·εDy
)
τhP
and after conjugating with the Fourier transforms, we obtain
Ad
{
(Fx ⊗ ΓFy) Γ
(
eiεxDy
)} [
τhP
]
= Γ
(
eipx·εη
)
τˆhP .
Proof. As bW (hx,Dx) =
´ Fσb (P ) τhP d¯P , we have for ρ ∈ L+1
m (b, ρ) =
ˆ
Fσb (P ) Tr
[
τhPρ
]
d¯P .
By translating and Fourier transforming we get the expression
m (b, ρε,appt ) =
ˆ
Fσb (P ) Tr
[
ρˆ
app
t Γ
(
eipx·εη
)
τˆhP
]
d¯P .
We conclude with the Lemma 2.5.8 below.
Lemma 2.5.8. The kernel KP of the operator TrΓL2η [ρˆ
app
t Γ(e
ipx·εη)] on L2ξ
is
KP (ξ1, ξ2) = e
−i
ω
ξ1
h,ε,t
−ωξ2
h,ε,t
ε ρˆ(ξ1, ξ2)e
−|zξ1h,ε,t|2/2ε−|z
ξ2
h,ε,t|2/2ε+ 1ε 〈z
ξ2
h,ε,t,e
ipx·εηzξ1h,ε,t〉 .
Proof. Using ρˆ⊗ |Ω〉 〈Ω| = ´ ⊕ξ1
´ ⊕
ξ2
ρˆ (ξ1, ξ2) |Ω〉 〈Ω|dξ1 dξ2 we get
Tr
ΓL2η
[
ρˆ
app
t Γ(e
ipx·εη)
]
= Tr
ΓL2η
[ˆ ⊕
Rdξ1
ˆ ⊕
Rdξ2
∣∣∣E(zξ1t )〉〈E(zξ2t )∣∣∣ e−iωξ1tε eiωξ2tε ρˆ(ξ1, ξ2) dξ1 dξ2Γ(eipx·εη)
]
and by the rules of calculus on coherent states we obtain
KP (ξ1, ξ2) = e
−iω
ξ1
t −ω
ξ2
t
ε ρˆ (ξ1, ξ2)
〈
E
(
zξ2t
)∣∣∣Γ (eipx·εη) ∣∣∣E (zξ1t )〉
= e−i
ω
ξ1
t −ω
ξ2
t
ε ρˆ (ξ1, ξ2) e
−
˛˛
˛zξ1t
˛˛
˛2/2ε−
˛˛
˛zξ2t
˛˛
˛2/2ε+ 1ε
D
z
ξ2
t ,e
ipx·εηzξ1t
E
which is the result of the Lemma.
Definition 2.5.9. For j = {, } ,−,+ we deﬁne
mj =
ˆ
R2dP
Fσb (P ) Tr [ρˆappt Γ (eipx·εη)Aj,P ] d¯P
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where the operators Aj,P are deﬁned by their kernels, according to the no-
tations of Equations (2.5.1), (2.5.2), (2.5.3) and (2.5.4),
ihA{,},P (ξ1, ξ2) = τˆhP (ξ2, ξ1) ∂t [ω] , (2.5.5)
ihA{,},j,P (ξj) = τˆhP (ξ2, ξ1) ∂tω
ξj
t , j = 1, 2 , (2.5.6)
ihA−,P (ξ1, ξ2) = i∂t [ϕ]1 τˆ
h
P (ξ2, ξ1) , (2.5.7)
ihA−,j,P (ξj) = i∂t [ϕ]1,j τˆ
h
P (ξ2, ξ1) , j = 1, 2 , (2.5.8)
ihA+,P (ξ1, ξ2) = i∂t [ϕ, px]2 τˆ
h
P (ξ2, ξ1) (2.5.9)
and A{,} = A{,},1 −A{,},2, A− = A−,1 + A−,2.
The indexes {, }, − and + were chosen to recall the terms of the linear
Boltzmann equation, {, } corresponding to {ξ2, ·}, + to Q+ and − to Q−.
Proposition 2.5.10. Let bt ∈ C1(R; C∞0 (R2dx,ξ)), then the equality
iε∂tm (bt, ρ
ε,app
t ) = m (iε∂tbt, ρ
ε,app
t ) + ih
(
m{,} −m− +m+
)
holds.
Remark 2.5.11. Later we will put each of those terms mj in the form
mj = m (cj , ρ
ε,app
t ) + ∆j
where ∆j denotes a small error term.
Proof of Proposition 2.5.10. Indeed
iε∂tm (b, ρ
ε,app
t )
=
˚
P,ξ1,ξ2
[Fσiε∂tb (P ) + Fσb (P ) {∂t [ω]− i∂t [ϕ]1 + i∂t [ϕ, px]2}]
e−
i[ω]+[ϕ]1−[ϕ,px]2
ε τˆhP (ξ2, ξ1) ρˆ (ξ1, ξ2) dξ1 dξ2 d¯P
and so it suﬃces to prove the following lemma.
Lemma 2.5.12. For j = {, }, −, +, the formula
Tr
[
ρˆ
app
t Γ
(
eipx·εη
)
Aj,P
]
=
¨
Aj (P, ξ1, ξ2) e
− i[ω]+[ϕ]1−[ϕ,px]2
ε ρˆ (ξ1, ξ2) dξ1 dξ2
holds.
Proof. Indeed
Tr
[
ρˆ
app
t Γ
(
eipx·εη
)
Aj,P
]
=
¨
ρˆ (ξ1, ξ2)
〈
E
(
zξ2t
)∣∣∣Γ (eipx·εη) ∣∣∣E (zξ1t )〉 e−iωξ1t −ωξ2tε Aj (P, ξ1, ξ2) dξ1 dξ2
=
¨
ρˆ (ξ1, ξ2) e
− i[ω]+[ϕ]1+[ϕ,px]2
ε Aj (P, ξ1, ξ2) dξ1 dξ2 .
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2.5.3 Two estimates
We will need several times these estimates to get rid of the term Γ(eipx·εη)
and then control small errors on the operators AP .
Proposition 2.5.13. Let AP be a P -dependent family of operators in L(L2ξ).
Then
〈P 〉−k ∣∣Tr [ρˆappt (Γ (eipx·εη)− Id)AP ]∣∣ ≤ htε supP∈R2d 〈P 〉−k ‖AP ‖L(L2ξ)
and∣∣∣∣∣
ˆ
R2dP
Fσb (P ) Tr [ρˆappt (Γ (eipx·εη)− Id)AP ] d¯P
∣∣∣∣∣
≤ ht
ε
∥∥∥〈·〉k Fσb∥∥∥
L1P
sup
P
〈P 〉−k ‖AP ‖L(L2ξ) .
This can be proved in two steps.
Remark 2.5.14. It suﬃces to prove this property with ρ = |ψ〉 〈ψ| with a ψˆ
with bounded support as any ρ ∈ L+1 L2x, Tr ρ = 1 can be decomposed as
ρ =
∑
j≥0
λj |ψj〉 〈ψj |
with positive λj ’s and
∑
j λj = 1, and
Supp ρˆ
(
ξ, ξ′
) ⊂ B2M ⇔ ∀j, Supp ψˆj ⊂ BM .
Lemma 2.5.15. Let AP be a P -dependent family of operators in L(L2η)
and Ψˆ be a normed vector in L2ξ ⊗ ΓL2η. Then∣∣∣Tr [proj Ψˆ (Γ (eipx·εη)− Id)AP ]∣∣∣ ≤ ∥∥∥(Γ (eipx·εη)− Id) Ψˆ∥∥∥ ‖AP ‖L(L2ξ) .
Lemma 2.5.16. There exists a constant CG,d which depends only on G and d
such that ∥∥∥(Γ (eipx·εη)− Id) Ψˆapph,ε,t∥∥∥ ≤ CG,dhtε .
Proof. The calculus rules on coherent states give∥∥∥(Γ (eipx·εη)− Id) Ψˆapph,ε,t∥∥∥2 = sup
ξ
∥∥∥E (eipx·εηzξh,ε,t)− E (zξh,ε,t)∥∥∥2
= sup
ξ
2
(
1− cos
(
1
ε
ℑ
〈
eipx.εηzξh,ε,t, z
ξ
h,ε,t
〉))
≤ CG,d
(
ht
ε
)2
,
where the last inequality is obtained using |1− cos t| ≤ t2/2 and the esti-
mates on ‖zt‖.
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Proposition 2.5.17. Let EP be a P -dependent family of operators in L(L2ξ)
and ρˆ be a state on L2ξ ⊗ΓL2η. Then for any integer k (with possibly infinite
quantities)∣∣∣∣∣
ˆ
R2dP
Fσb (P ) |Tr [ρˆEP ]| d¯P
∣∣∣∣∣ ≤ ∥∥∥〈·〉k Fσb∥∥∥L1P supP
∥∥∥〈P 〉−k EP∥∥∥L(L2ξ) .
2.5.4 The transport term m{,}
The result of this section is the following.
Proposition 2.5.18. Let ρ ∈ L+1 L2x, Tr ρ ≤ 1 and b ∈ C∞0 (R2dx,ξ) such
that Supp ρˆ(ξ, ξ′) ⊂ B2R , and Suppξ b ⊂ BR for some R > 0 then
m{,} = m
(−{b, ξ.2} , t)+∆{,}
with |∆{,}| ≤ CG,R,b(htε + h+ ( εt )d/2).
It is a consequence of the following more accurate result.
Proposition 2.5.19. Suppose the hypotheses of Proposition 2.5.18 are sat-
isfied and keep the same notations. The term ∆1 can be decomposed as
∆{,} =
3∑
j=1
∆{,},j
with, for some integer k,
1.
∣∣∆{,},1∣∣ ≤ 2htε ‖ 〈·〉k Fσb‖L1PO (1 + h+ [h(htε )−1]d/2−1),
2.
∣∣∆{,},2∣∣ ≤ (‖Fσb‖L1P + ‖ 〈·〉k Fσb‖L1P )O (h+ ( εt ) d2−1),
3.
∣∣∆{,},3∣∣ ≤ htε ‖Fσ{b, ξ.2}‖L1P .
Remark 2.5.20. The operator A{,},P is actually
A{,},P =
1
ih
[
τˆhP , ∂tω×
]
.
Remark 2.5.21. We can introduce a cutoﬀ function χR ∈ C∞0 (Rdξ) such
that χR(BR) = {1}, χR(Rdξ −BR+1) = {0} and χR(Rdξ) ⊂ [0, 1].
This result will be proved by considering successively every error term.
These error terms ∆{,},j , j = 1, 2, 3 are given by the following approximation
process (where we write shortly BW for BW (−hDξ, ξ)).
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m{,} =
ˆ
P
Fσb (P ) Tr
[
ρˆ
app
t Γ
(
eipx·εη
) 1
ih
[
τˆhP , ∂tω×
]]
d¯P
=
ˆ
P
Fσb (P ) Tr
[
ρˆ
app
t Γ
(
eipx·εη
) 1
ih
[
τˆhP , χR∂tω×
]]
d¯P
=
ˆ
P
Fσb (P ) Tr
[
ρˆ
app
t
1
ih
[
τˆhP , χR∂tω×
]]
d¯P +∆{,},1
= Tr
[
ρˆ
app
t
1
ih
[
bW , χR∂tω×
]]
d¯P +∆{,},1
= −Tr
[
ρˆ
app
t
{
b, χRξ
.2
}W ]
d¯P +
2∑
j=1
∆{,},j
=
ˆ
P
Fσ (−{b, ξ.2}) (P ) Tr [ρˆappt τˆhP ] d¯P + 2∑
j=1
∆{,},j
=
ˆ
P
Fσ (−{b, ξ.2}) (P ) Tr [ρˆappt Γ (eipx·εη) τˆhP ] d¯P + 3∑
j=1
∆{,},j
= m
(−{b, ξ.2} , t)+ 3∑
j=1
∆{,},j .
The quantities ∆{,},j are deﬁned by
∆{,},1 =
ˆ
P
Fσb (P ) Tr
[
ρˆ
app
t
(
Γ
(
eipx·εη
)− Id) 1
ih
[
τˆhP , χR∂tω×
]]
d¯P ,
∆{,},2 = Tr
[
ρˆ
app
t
1
ih
(
[b, χR∂tω×]− h
i
{
b, χRξ
.2
}W)]
d¯P ,
∆{,},3 =
ˆ
P
Fσ (−{b, ξ.2}) (P ) Tr [ρˆappt (Id− Γ (eipx·εη)) τˆhP ] d¯P .
We will use the structure of ∂tω:
Proposition 2.5.22. The time derivative of ω is given by
∂tωh,ε,t = ξ
.2 − hℑ
ˆ t/ε
0
ˆ
Rdη
eis(η
.2−2ξ.η)Gˆ (η) dη ds .
Proof. Diﬀerentiating ω with respect to t,
∂tωh,ε,t = ξ
.2 + ℜ
〈
zξh,ε,t, fh,ε
〉
= ξ.2 + ℜ
ˆ
Rdη
i
ˆ t
0
e−i
s
ε(ε
2η.2−2ξ.εη) |fh,ε (η)|2 dsei
t
ε(ε
2η.2−2ξ.εη) dη
which is the result once we replace fh,ε by its expression in terms of Vˆ ,
use Gˆ = |Vˆ |2 and make a change of variable.
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Lemma 2.5.23. We have, for some integer k,[
τˆhP , χR∂tωh,ε,t×
]
=
h
i
{
eiσ(P,X), χRξ
2
}W
(−hDξ, ξ)+hO
(
〈P 〉k h+
(ε
t
) d
2
−1 )
.
and in particular
∥∥[τˆhP , χR∂tω×]∥∥L(L2ξ) ≤ 〈P 〉kO (h) .
Remark 2.5.24. We use in this proposition that G ∈ L1x.
Proof of Lemma 2.5.23. We split the commutator in three parts[
τˆhP , χR∂tω×
]
=
[
τˆhP , χR (ξ) ξ
.2 − hg1 (ξ) + hR1
(
t
ε
, ξ
)
×
]
with
g1 (ξ) := χR (ξ)ℑ lim
M→+∞
ˆ M
0
ˆ
Rdη
eis(η
.2−2ξ.η)Gˆ (η) dη ds ,
R1 (u, ξ) := χR (ξ)ℑ lim
M→+∞
ˆ M
u
ˆ
Rdη
eis(η
.2−2ξ.η)Gˆ (η) dη ds .
The biggest part, in ξ.2, gives the only relevant contribution[
τˆhP , χRξ
.2×
]
=
h
i
{
eiσ(P,X), χRξ
.2×
}Weyl
+ 〈P 〉kOh→0
(
h2
)
.
One of the other parts can be estimated without using the commutator
structure∥∥∥∥[τˆhP , R1( tε , ξ
)
×
]∥∥∥∥
L(L2ξ)
≤ 2
∥∥∥τˆhP∥∥∥L(L2ξ)
∥∥∥∥R1( tε , ξ
)
×
∥∥∥∥
L∞ξ
≤ C
(ε
t
) d
2
−1
sinceˆ
Rdη
eis(η
.2−2ξ.η)Gˆ (η) dη = e−isξ
.2
ˆ
Rdx
G (x) e−ix.ξ
(
2π
|s|
)d/2
eid sign s
pi
4 e
x2
2is dx
and thus ∣∣∣∣∣
ˆ
Rdη
eis(η
.2−2ξ.η)Gˆ (η) dη
∣∣∣∣∣ ≤
(
2π
|s|
)d/2
‖G‖L1 .
Since g1 is in C∞0 (Rdξ) we can apply the symbolic calculus[
τˆhP , hg1 (ξ)×
]
=
h2
i
{
eiσ(P,X), g1 (ξ)
}W
(−hDξ, ξ) +O
(
h2 〈P 〉k
)
where for some integer k,∥∥∥∥{eiσ(P,X), g1 (ξ)×}W (−hDξ, ξ)∥∥∥∥
L(L2ξ)
= 〈P 〉kOh→0 (1) ,
which concludes the proof of the lemma.
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We can then estimate the three error terms ∆{,},j .
Proof of 1 in Proposition 2.5.19. It is a result of Proposition 2.5.13 and
the estimate of ∥∥∥[τˆhP , χR∂tωh,ε,t×]∥∥∥L(L2ξ)
of the lemma.
Proof of 2 in Proposition 2.5.19. The second error term can be expressed
as
∆{,},2 =
ˆ
R2dP
Fσb(P ) Tr
[
ρˆ
app
t
1
ih
([
τˆhP , χR∂tωh,ε,t×
]− h
i
{
τˆhP , χRξ
.2
}W)]
d¯P
so that the lemma and Proposition 2.5.17 give the estimation.
Proof of 3 in Proposition 2.5.19. It is an application of Proposition 2.5.13.
2.5.5 The collision terms m− and m+
Proposition 2.5.25. Let b ∈ C∞0 (Rdx × Rd∗ξ ) and ρ ∈ L+1 L2x, Tr ρ ≤ 1 such
that for some R > 0, Suppξ b ⊂ BR −B1/R and Supp ρˆ (ξ, ξ′) ⊂ B2R. Then
m± = m (Q±,t (b) , t) + ∆±
and for any α ∈ [0, 1[, there are constants µ = µ (d, α) > 0 and CR,b,G,d,α,µ >
0, such that for hα ≤ thε ≤ 1,
|∆±| ≤ CR,b,G,µ
(
ht
ε
+ hµ
)
.
Definition 2.5.26. For ζ > 0, r ∈ R and P ∈ R2dpx,pξ , set
κζ (r) =
1
π
ζ
r2 + ζ2
,
c (ξ) = 2π
ˆ
Rdη
Gˆ (η + ξ) δ
(
η.2 − ξ.2) dη ,
cζ (ξ) = 2π
ˆ
Rdη
Gˆ (η)κζ
(
η.2 − 2ξ.η) dη ,
c
ζ
P,t (x, ξ) = 2π
ˆ
Rdη
Gˆ (η) eiσ(P,(−2tη,−η))κζ
(
η.2 − 2ξ.η) dη .
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Associate with these functions the operators Q±, Q
ζ
±,t deﬁned by
Q− (b) = cb ,
Qζ− (b) = c
ζb ,
Qζ+,tb (x, ξ) =
ˆ
R2dP
Fσb (P ) eiσ(P,X)cζP,t (x, ξ) d¯P ,
for b ∈ C∞0 (Rdx × Rd∗ξ ).
Proposition 2.5.27. For d ≥ 3, and hα ≤ htε ≤ 1,
m± =
ˆ
P
Fσb (P ) Tr [ρˆappt Γ (eipx·εη)A±,P ] d¯P
= m (Q±,t (b) , t) +
4∑
k=1
∆±,k
with
• |∆±,1| ≤ htε Cdmax
{‖Gˆ‖L1 , ‖G‖L1} ‖Fσb‖L1P ,
• |∆±,2| ≤ Cα,β,ν,G,dhν ,
• |∆±,3| ≤ ζγNk(d) (b)Cd,G,C,γ for γ ∈ ]0, 1[,
• |∆±,4| ≤ htε
∥∥Fσ(Q±,ht
ε
(b)
)∥∥
L1P
for some ν, β > 0 with ζ = hβ.
This result will be proved in the next paragraphs by considering suc-
cessively all the error terms. These error terms ∆±,j , j = 1, . . . , 4 are
given by the following approximation process (where we write shortly BW
for BW (−hDξ, ξ))
m± =
ˆ
Fσb (P ) Tr [ρˆappt Γ (eipx·εη)A±,P ] d¯P
=
ˆ
Fσb (P ) Tr [ρˆappt A±,P ] d¯P +∆±,1
=
ˆ
Fσb (P ) Tr
[
ρˆ
app
t
(
c
ζ
±,P e
iσ(P,·)
)W]
d¯P +
2∑
j=1
∆±,j
= Tr
[
ρˆ
app
t
(
Qζ±,ht
ε
b
)W]
+
2∑
j=1
∆±,j
= Tr
[
ρˆ
app
t
(
Q±,ht
ε
b
)W]
+
3∑
j=1
∆±,j
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=
ˆ
Fσ
(
Q±,ht
ε
b
)
(P ) Tr
[
ρˆ
app
t τˆ
h
P
]
d¯P +
3∑
j=1
∆±,j
=
ˆ
Fσ
(
Q±,ht
ε
b
)
(P ) Tr
[
ρˆ
app
t Γ
(
eipx·εη
)
τˆhP
]
d¯P +
4∑
j=1
∆±,j
= m
(
Q±,ht
ε
b, t
)
+
4∑
j=1
∆±,j .
The error terms ∆±,j are thus given by
∆±,1 =
ˆ
Fσb (P ) Tr [ρˆappt (Γ (eipx·εη)− Id)A±,P ] d¯P , (2.5.10)
∆±,2 =
ˆ
Fσb (P ) Tr
[
ρˆ
app
t
(
A±,P −
(
c
ζ
±,P e
iσ(P,·)
)W)]
d¯P , (2.5.11)
∆±,3 = Tr
[
ρˆ
app
t
(
Qζ±,ht
ε
b−Q±,ht
ε
b
)W]
, (2.5.12)
∆±,4 =
ˆ
Fσ
(
Q±,ht
ε
b
)
(P ) Tr
[
ρˆ
app
t
(
Id− Γ (eipx·εη)) τˆhP ] d¯P , (2.5.13)
since τˆhP =
(
eiσ(P,·)
)W
,(
Qζ±,ht
ε
b
)W
=
ˆ
R2dP
Fσb (P )
(
c
ζ
±,P e
iσ(P,·)
)W
d¯P ,
and the same relation holds without ζ and
ˆ
P
Fσ
(
Q±,ht
ε
b
)
(P ) Tr
[
ρˆ
app
t Γ
(
eipx·εη
)
τˆhP
]
d¯P = m
(
Q±,ht
ε
b, t
)
.
The term ∆±,4 can be estimated right away using Proposition 2.5.13.
2.5.5.1 Computation of the operators A±,P
We recall that the operators A±,P and A−,j,PA− = A−,1+A−,2 are deﬁned
in Equations (2.5.5), (2.5.6), (2.5.7), (2.5.8), (2.5.9) by their kernels
A−,P (ξ1, ξ2) = A−,1,P (ξ1) + A−,2,P (ξ2) ,
ihA−,j,P (ξj) = i∂t
(
1
2
∣∣∣zξjh,ε,t∣∣∣2) τˆhP (ξ2, ξ1) , j = 1, 2 ,
ihA+,P (ξ1, ξ2) = i∂t [ϕ, px]2 τˆ
h
P (ξ2, ξ1) .
Thus we need to compute ∂t(12 |z
ξj
h,ε,t|2) and ∂t [ϕ, px]2.
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Lemma 2.5.28. The time derivative of 12 |zh,ε,t|2 is given by
∂t
(
1
2
|zh,ε,t|2
)
= hℜ
ˆ
Rdη
ˆ t/ε
0
eis(η
.2−2ξj .η)Gˆ (η) dsdη .
Proof. For zt = −i
´ t
0 e
−i s
ε(ε
2η.2−2ξ.εη)fh,ε ds with fh,ε (η) = εd/2
√
h
ε Vˆ (−εη),
∂t
(
1
2
|zt|2
)
= ℜ
ˆ
Rdη
z¯t∂tzt
and ∂tzt = −ie−i
t
ε(ε
2η.2−2ξ.εη)fh,ε. A simple computation gives
∂t
(
1
2
|zt|2
)
= ℜ
ˆ
Rdη
ˆ t
0
ei
t−s
ε (ε
2η.2−2ξ.εη) |fh,ε (η)|2 dsdη
= hℜ
ˆ
Rdη
ˆ t/ε
0
eis(η
.2−2ξ.η)Gˆ (η) dsdη
which is the expected result.
Lemma 2.5.29. The time derivative of [ϕ, px]2 is given by
∂t [ϕ, px]2 = h
ˆ
Rdη
ˆ t/ε
0
eipx·ηeis(η
.2−2ξ1.η)e−i
t
ε(η
.2−2ξ2.η) dsGˆ (η) dη
+ h
ˆ
Rdη
ˆ t/ε
0
eipx·ηei
t
ε(η
.2−2ξ1.η)e−is(η
.2−2ξ2.η) dsGˆ (η) dη .
Proof. Two analogous terms appear in this computation
∂t [ϕ, px]2 = ∂t
〈
zξ2t , e
ipx·εηzξ1t
〉
L2η
=
〈
zξ2t , e
ipx·εη∂tz
ξ1
t
〉
L2η
+
〈
∂tz
ξ2
t , e
ipx·εηzξ1t
〉
L2η
.
Consider the ﬁrst one:〈
∂tz
ξ2
t , e
ipx·εηzξ1t
〉
L2η
=
〈
ei
t
ε(ε
2η.2−2ξ2.εη)fh,ε, eipx·εη
ˆ t
0
ei
s
ε(ε
2η.2−2ξ1.εη)fh,ε ds
〉
=
ˆ
Rdη
ˆ t
0
eipx·εηei
s
ε(ε
2η.2−2ξ1.εη)e−i
t
ε(ε
2η.2−2ξ2.εη) ds |fh,ε (η)|2 dη
= h
ˆ
Rdη
ˆ t/ε
0
eipx·ηeis(η
.2−2ξ1.η)e−i
t
ε(η
.2−2ξ2.η) dsGˆ (η) dη .
With analogous computations we get the result for the second one.
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Proposition 2.5.30. The operators A−,j can be expressed as
A−,1,P =
ˆ
Rdη
ˆ t/ε
0
τˆhP ◦ ℜ
(
eis(η
.2−2ξ.η)
)
× Gˆ (η) dsdη ,
A−,2,P =
ˆ
Rdη
ˆ t/ε
0
ℜ
(
eis(η
.2−2ξ.η)
)
× ◦τˆhP Gˆ (η) dsdη .
Proof. From the deﬁnition of A−,j,P in terms of their kernel, we get
ihA−,1,P = iτˆhP ◦
[
∂t
(
1
2
∣∣∣zξt ∣∣∣2)×] ,
ihA−,2,P = i
[
∂t
(
1
2
∣∣∣zξt ∣∣∣2)×] ◦ τˆhP .
Lemma 2.5.28 yields the result.
Consider now the term A+.
Proposition 2.5.31. The operators A+,j can be expressed as
A+,1,P =
ˆ t/ε
0
ˆ
Rdη
e−iσ(P,(2
t
ε
η,η))τˆhP ◦ e−is(η
.2−2ξ.η)Gˆ (η) dη ds ,
A+,2,P =
ˆ t/ε
0
ˆ
Rdη
e−iσ(P,(2
t
ε
η,η))eis(η
.2−2ξ.η) ◦ τˆhP Gˆ (η) dη ds .
Proof. Lemma 2.5.29 allows us to write
A+,1,P =
ˆ t/ε
0
ˆ
Rdη
eipx·ηe−i
t
ε(η
.2−2ξ.η) ◦ τˆhP ◦ eis(η
.2−2ξ.η)Gˆ (η) dη ds ,
A+,2,P =
ˆ t/ε
0
ˆ
Rdη
eipx·ηe−is(η
.2−2ξ.η) ◦ τˆhP ◦ ei
t
ε(η
.2−2ξ.η)Gˆ (η) dη ds .
Since
e2i
t
ε
ξ.η ◦ τˆhP = e−2i
t
ε
pξη τˆhP ◦ e2i
t
ε
ξ.η ,
τˆhP ◦ e−2i
t
ε
2ξ.η = e−2i
t
ε
pξηe−2i
t
ε
2ξ.η ◦ τˆhP ,
we get
A+,1,P =
ˆ t/ε
0
ˆ
Rdη
e−iσ(P,(2
t
ε
η,η))τˆhP ◦ e−i(
t
ε
−s)(η.2−2ξ.η)Gˆ (η) dη ds ,
A+,2,P =
ˆ t/ε
0
ˆ
Rdη
e−iσ(P,(2
t
ε
η,η))ei(
t
ε
−s)(η.2−2ξ.η) ◦ τˆhP Gˆ (η) dη ds
and with a change of variable we obtain the expected result.
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Thus we get six diﬀerent terms (four for the A− terms due to the real
parts and two for the A+ terms) with a very similar structure. In order
to avoid repeating analogous calculations several times we introduce the
following notations.
Notation: Set (by writing shortly BW for BW (−hDξ, ξ))
A
1
~µ (s) =
ˆ
Rdη
Gˆ(η) eµ1iσ˜ τˆhP ◦ e−µ2is(η
.2−2ξ.η) dη , (2.5.14)
B
1
~µ(s) =
ˆ
Rdη
Gˆ(η) eµ1iσ˜ τˆh(px−µ22sη,pξ)e
−µ2isη.2 dη , (2.5.15)
C
1,ζ
~µ =
ˆ
Rdη
Gˆ(η)
(
eµ1iσ˜eiσ(P,·)
)W dη
ζ + µ2i (η.2 − 2ξ.η) , (2.5.16)
A
2
~µ (s) =
ˆ
Rdη
Gˆ(η) eµ1iσ˜eµ2is(η
.2−2ξ.η) ◦ τˆhP dη , (2.5.17)
B
2
~µ(s) =
ˆ
Rdη
Gˆ(η) eµ1iσ˜ τˆh(px+µ22sη,pξ)
eµ2isη
.2
dη , (2.5.18)
C
2,ζ
~µ =
ˆ
Rdη
Gˆ(η)
(
eµ1iσ˜eiσ(P,·)
)W dη
ζ − µ2i (η.2 − 2ξ.η) , (2.5.19)
with σ˜ = σ
(
P,
(−2h tεη,−η)). The terms µ1, µ2 are chosen to adapt to the
cases of the terms m±.
More precisely, for j = 1, 2, the previous quantities become
A−,j =
1
2
ˆ t/ε
0
(
A
j
0,1 (s) + A
j
0,−1 (s)
)
ds ,
A+,j =
ˆ t/ε
0
A
j
1,1 (s) ds .
We will ﬁrst show that the operators C ζ~µ are good approximations of the
operators A~µ =
´ t/ε
0 A~µ (s) ds if the parameter ζ is well chosen. We use the
operators
´ t/ε
0 B~µ (s) ds as an intermediate step.
Then we study the limit of the operators C ζ~µ , with a distinction between
the cases m− and m+.
2.5.5.2 Estimate of the error terms ∆±,1
Proposition 2.5.32. For d ≥ 3, the inequality
|∆±,1| ≤ ht
ε
Cdmax
{‖Gˆ‖L1 , ‖G‖L1} ‖Fσb‖L1P
holds.
62 2. Dérivation de l’équation de Boltzmann linéaire pour
une particule dans un champ aléatoire (rédigé en anglais)
Proof. The term ∆±,1 was deﬁned in Equation (2.5.10). This inequality
follows from Propositions 2.5.13 and 2.5.33 below since s 7→ min{1, s−d/2} is
integrable on R+ for d ≥ 3.
Proposition 2.5.33. The families of operators A (s) = A j~µ (s) satisfy
‖A (s)‖L(L2ξ) ≤ Cdmax
{‖Gˆ‖L1 , ‖G‖L1}min{1, s−d/2} .
Proof. By a uniform estimate of Equations (2.5.14), (2.5.17) we get∥∥∥A j~µ (s)∥∥∥L(L2ξ) ≤ Cd‖Gˆ‖L1 .
In order to obtain the part of the estimate with the dependence in s, we use
the formula ∥∥∥A j~µ (s)∥∥∥L(L2ξ) = sup‖ψ‖L2
ξ
=‖ϕ‖
L2
ξ
=1
∣∣∣〈ψ,A j~µ (s)ϕ〉∣∣∣ .
We can then compute, for ψ, ϕ ∈ L2ξ ,〈
ψ,A j~µ (s)ϕ
〉
=
ˆ
Rdη
〈
ψ, Gˆ (η) eiµ1σ˜ τˆhP ◦ e−µ2is(η
.2−2ξ.η)ϕ
〉
ξ
dη
=
ˆ
Rdξ
〈
Gˆ (η) τˆh−Pψ (ξ) , e
µ1iσ˜e−µ2is(η
.2−2ξ.η)ϕ (ξ)
〉
η
dξ
=
ˆ
Rdθ
〈
ψθ, ϕ~µ,θ
〉
ξ
1
(2π)d
dθ ,
where we deﬁned, for θ ∈ Rdθ,
ϕ~µ,θ =
ˆ
eiθηeµ1iσ˜e−µ2is(η
.2−2ξ.η)ϕ (ξ) dη ,
ψθ =
ˆ
eiθηGˆ (η) τˆh−Pψ (ξ) dη .
We ﬁrst compute
ϕ~µ,θ (ξ) =
(π
s
)d/2
e
i
(θ+µ22sξ+µ1(2hspξ−px))
2
4µ2s ei
pi
4
dϕ (ξ)
where we used the formula
ˆ
e−ixηe−aη
2
dη =
(π
a
)d/2
e−x
2/4a
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with a = µ2is and x = − (θ + µ22sξ + µ1 (2hspξ − px)) and so for a ﬁxed θ
∥∥ϕ~µ,θ∥∥L2ξ ≤ (πs)d/2 ‖ϕ‖L2ξ .
We now observe that in L1(Rdθ;L(L2ξ))∥∥∥∥ˆ eiθηGˆ (η) τˆh−Pdη∥∥∥∥
L1(Rdθ ;L(L2ξ))
≤ (2π)d ‖G‖L1
so that ‖ψθ‖L1(Rdθ ;L2ξ) ≤ Cd ‖G‖L1 ‖ψ‖L2ξ . And ﬁnally∣∣〈ψ,A~µ (s)ϕ〉∣∣ ≤ 1
(2π)d
‖ψθ‖L1(Rdθ ;L2ξ)
∥∥ϕ~µ,θ∥∥L∞(Rdθ ;L2ξ)
≤ Cd ‖G‖L1
(π
s
)d/2 ‖ϕ‖L2ξ ‖ψ‖L2ξ
and we obtain the desired result ‖A~µ(s)‖L(L2ξ) ≤ Cd ‖G‖L1 s
−d/2 .
2.5.5.3 Estimate of the error terms ∆±,2
Proposition 2.5.34. Let α ∈ ]0, 1]. There are constants β = β (d, α) ∈
]0, 1[, ν = ν (d, α) ∈ ]0, 1[ and C = C (α, β, ν, d,G) > 0 such that, for hα ≤
th
ε ≤ 1, and ζ = hβ,
|∆±,2| ≤ ‖ 〈·〉k Fσb‖L1Chν .
In order to prove this result we use Proposition 2.5.17 and thus control∥∥∥∥∥
ˆ t/ε
0
A (s) ds− C ζ
∥∥∥∥∥
L(L2ξ)
.
We ﬁrst give an abstract result and then show that our cases ﬁt within this
framework.
Proposition 2.5.35. For M , t, ε such that 1 ≤ M ≤ tε . Suppose given
(A (s))s≥0, (B(s))s≥0 and (C ζ)0<ζ<1 three families of operators in L(L2ξ)
(also dependent on h and P = (px,pξ)) such that for some constants CA ,
CA ,B, CB,C , independent of h, ε, t, P,M, ζ,
1. ‖A (s)‖L(L2ξ) ≤ CA min
{
1, s−d/2
}
,
2. ‖A (s)−B (s)‖L(L2ξ) ≤ CA ,Bhs |pξ|,
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3. rζ,M (x, ξ) := Symb
Weyl(
´M
0 B (s) e
−ζs ds−C ζ) satisfies for some k =
k (d) ∈ N,
sup
|α|≤k
∥∥∂αx,ξrζ,M∥∥L∞x,ξ ≤ CB,C 〈P 〉k
(
M
ζ
)k
e−ζM .
Then, for ζM ≥ 1,
1. ‖ ´ t/ε0 A (s) ds‖L(L2ξ) ≤ dd−2CA ,
2. ‖ ´ t/ε0 A (s) ds−
´M
0 A (s) ds‖L(L2ξ) ≤
2
d−2CA M
1− d
2 ,
3. depending on d,
‖
ˆ M
0
A (s)
(
1− e−ζs
)
ds‖L(L2ξ) ≤
9
2
CA ζ
1/2 if d = 3
≤ 3
2
CA ζ |log ζ| if d = 4
≤ CA ζ d+ 2
2d− 4 if d ≥ 5
(≤ 5CA ζ1/2 if d ≥ 3) ,
4. ‖ ´M0 (A (s)−B (s)) e−ζs ds‖L(L2ξ) ≤ 12CA ,Bhζ−2|pξ|,
5. for some integer k = k (d),∥∥∥∥ˆ M
0
B (s) e−ζs ds− C ζ
∥∥∥∥
L(L2ξ)
≤ Cd,k′CB,C 〈P 〉k
(
M
ζ
)k
e−ζM .
6. Let htε ≥ hα, ζ = hβ with β ∈
]
0, 12
[
and β + α < 1, and ν =
ν (d, α, β) < min{(1− α) (d2 − 1) , β˜ (d) , 1 − 2β} with β˜ (3, β) = β/2,
β˜ (4, β) = β and β˜ (d ≥ 5, β) = β we have∥∥∥∥∥
ˆ t
ε
0
A (s) ds− C ζ
∥∥∥∥∥
L(L2ξ)
≤ Chν
with C = C (ν, α, β, CA , CA B, CBC ).
Proofs of 1 and 2. By integration of the ﬁrst assumed estimate and us-
ing 1 ≤M ≤ tε for 2.
2.5 Measure of an observable for the approximated dynamics 65
Proof of 3. By integration of the ﬁrst assumed estimate, using 1−e−ζs ≤
ζs for ζs ≤ 1 and 1− e−ζs ≤ 1 for ζs ≥ 1,
ˆ M
0
(
1− e−ζs
)
min
{
1, s−d/2
}
ds
≤ ζ
ˆ 1
0
sds+ ζ
ˆ 1/ζ
1
s1−
d
2 ds+
ˆ +∞
1/ζ
s−d/2 ds , if d = 3, 4,
≤ ζ
ˆ 1
0
sds+ ζ
ˆ +∞
1
s1−
d
2 ds , if d ≥ 5 ,
which brings the result.
Proof of 4. We control ‖A (s)−B (s)‖L(L2ξ) using the second assump-
tion and use ˆ M
0
se−ζs ds ≤ ζ−2
ˆ +∞
0
ue−u du .
Proof of 5. The known estimates for pseudodiﬀerential operators give∥∥rW (−hDξ, ξ)∥∥ ≤ C1,k ∑
|α|≤Nk
∥∥∂αx,ξr∥∥L∞(R2d)
≤ C2,k sup
|α|≤Nk
∥∥∂αx,ξr∥∥L∞(R2d) .
This and the third hypothesis imply the result.
Proof of 6. We would like to choose the (h-dependent) parameters M
and ζ such that the quantity
M1−
d
2 + ζ˜ (d, ζ) + hζ−2 +
(
M
ζ
)k
e−ζM ,
with (ζ˜ (3, ζ) =
√
ζ, ζ˜ (4, ζ) = ζ |log ζ|, ζ˜ (d ≥ 5, ζ) = ζ), is small when h
tends to 0 andM not too big. We choose hM = hα and ζ = hβ with β+α <
1, α, β > 0 so that the previous quantity is smaller than
h(1−α)(
d
2
−1) + hβ˜(d,β) + h1−2β + h−k(1−α+β) exp
(
−
(
hβ+α−1
))
(with β˜ (3, β) = β/2, β˜ (4, β) = β− and β˜ (d ≥ 5, β) = β ). In order to get a
small quantity it suﬃces to require β < 12 . Then we get an error term whose
size is controlled by hν(d,α,β).
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Proposition 2.5.36. The families of operators A (s) = A j~µ (s), B(s) =
B
j
~µ(s) and C
ζ = C j,ζ~µ satisfy the hypotheses of Proposition 2.5.35 with
CA = Cdmax
{‖Gˆ‖L1 , ‖G‖L1} , CA ,B = ∥∥|·| Gˆ∥∥L1 , CB,C = ∥∥〈·〉k Gˆ∥∥L1 ,
for some integer k.
Proof of 1. See Proposition 2.5.33.
Proof of 2. We show the result for A 1~µ and B
1
~µ, the proof can be adapted
to the case of A 2~µ and B
2
~µ. We observe that
τˆhP ◦
(
eµ2is2ξ.η×
)
= e−µ2isηhpξ τˆhP−(µ22sη,0)
and (
eiσ(P,X)eµ2is2ξ.η
)W
(−hDξ, ξ) = τˆh(px−µ22sη,pξ) .
Thus we obtain the estimation∥∥∥∥τˆhP ◦ (eµ2is2ξ.η×)− (eiσ(P,X)eµ2is2ξ.η)W (−hDξ, ξ)∥∥∥∥
L(L2ξ)
≤ hs |η| |pξ|
Since the Weyl symbol of B1~µ (s) is
1
2
ˆ
Rdη
Gˆ (η) eiµ1σ˜eiσ(P,X)e−µ2is(η
.2−2ξ.η) dη
we ﬁnally get
∥∥A 1~µ (s)−B1~µ (s)∥∥L(L2ξ) ≤ hs |pξ|
ˆ
Rdη
Gˆ (η) |η|dη
and this concludes the proof.
Proof of 3. The Weyl symbol of
´M
0 B
1
~µ (s) e
−ζs ds is
Weyl
Symb
ˆ M
0
B
1
~µ (s) e
−ζs ds
=
ˆ
Rdη
Gˆ (η) eµ1iσ˜eiσ(P,X)
[
e−µ2is(η
.2−2ξ.η)−ζs
−µ2i (η.2 − 2ξ.η)− ζ
]M
0
dη
=
Weyl
SymbC 1,ζ~µ + rζ,M
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with
rζ,M (x, ξ) = −
ˆ
Rdη
Gˆ (η) eµ1iσ˜eiσ(P,X)
e−µ2iM(η
.2−2ξ.η)−ζM
µ2i (η.2 − 2ξ.η) + ζ dη .
The remainder term rζ,M is in the symbol class S (1), and for k = k (d), the
operator norm
∥∥∥rWζ,M (−hDξ, ξ)∥∥∥L(L2ξ) can be controlled by
sup
|α|≤k
∥∥∂αx,ξrζ,M∥∥L∞x,ξ .
Thus we consider∣∣∂αx,ξrζ,M (x, ξ)∣∣ ≤ ˆ
Rdη
Gˆ (η) 〈P 〉k (M 〈η〉)k 1
ζk+1
e−ζM dη
≤ 〈P 〉k
(
M
ζ
)k+1
e−ζM
ˆ
Rdη
Gˆ (η) 〈η〉k dη .
This yields the result∥∥∥∥ˆ M
0
B
1
~µ (s) e
−ζsds− C 1,ζ~µ
∥∥∥∥
L(L2ξ)
≤ 〈P 〉k
(
M
ζ
)k
e−ζM
ˆ
Rdη
Gˆ (η) 〈η〉k dη ,
for some k = k (d). The same proof holds for B2~µ (s) and C
2,ζ
~µ .
2.5.5.4 Estimate of the error term ∆−,3
Proposition 2.5.37. Let b ∈ C∞0 (R2dx,ξ) with Suppξ b ⊂ BR − B1/R for
some R > 1. Let γ ∈ ]0, 1[. There exists a constant CG,b,γ > 0 such that, for
all ζ > 0,
|∆−,3| ≤ ζγNk (b)CG,b,γ
for some integer k = k (d) big enough.
Proof. We recall that
∆−,3 = Tr
[
ρˆ
app
t
(
Qζ−b−Qb
)W
(−hDξ, ξ − dΓε (η))
]
so that
|∆−,3| ≤
∥∥∥∥(Qζ−b−Q−b)W (−hDξ, ξ − dΓε (η))∥∥∥∥
L(L2ξ⊗ΓL2η)
≤ Ck,dNk
(
Qζ−b−Q−b
)
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for some integer k big enough. By recalling Qζ− (b) = cζb and Q− (b) = cb it
is then suﬃcient to prove that
sup
|α|≤k
sup
ξ∈[R−1,R]
∣∣∣∂αξ (cζ − c) (ξ)∣∣∣ ≤ Ck,γ,G,Rζγ .
This is a consequence of the Lemma 2.5.38 below.
Lemma 2.5.38. For any integer k and γ in [0, 1[, there exists a positive
constant Ck,γ,G,C such that for ζ ∈ ]0, ζ0[
sup
|α|≤k
sup
|ξ|∈[R−1,R]
∣∣∣∂αξ (cζ − c) (ξ)∣∣∣ ≤ Ck,γ,G,Rζγ .
Proof. With κζ , c, cζ introduced in Deﬁnition 2.5.26, cζ − c can be expressed
as(
cζ − c
)
(ξ) =
ˆ
Rdη
Gˆ (η)κζ
(
η.2 − 2ξ.η) dη − ˆ
Rdη
Gˆ (ξ + η) δ
(
|η|2 − |ξ|2
)
dη .
We express the ﬁrst integral as
ˆ
Rdη
Gˆ (η)κζ
(
(η − ξ).2 − ξ.2
)
dη =
ˆ
Sd−1
ˆ
Rρ
fξ,ω (r)κ
ζ
(
ξ.2 − r) dr dω
=
ˆ
Sd−1
fξ,ω ∗ κζ
(
ξ.2
)
dω
and fξ,ω (r) := 12r
d−2
2 g (ξ +
√
rω) 1[0,+∞[ (r). The partial derivative
∂ξjfξ,ω (r) =
1
2
r
d−2
2 ∂ξjg
(
ξ +
√
rω
)
1[0,+∞[ (r)
has the same form as the function fξ. Then we observe that
∂ξj
(
fξ,ω ∗ κζ − fξ,ω
)(
|ξ|2
)
=
[(
∂ξjfξ,ω
) ∗ κζ − ∂ξjfξ,ω] (|ξ|2)+ [∂r (fξ,ω ∗ κζ − fξ,ω)](|ξ|2) 2ξj
so that by doing successive derivations it suﬃces to deal only with quantities
of the form
∂kr
(
∂βξ fξ,ω ∗ κζ − ∂βξ fξ,ω
)
which are in fact of the form ∂kr
(
f ∗ κζ − f) with f satisfying the hypotheses
of Proposition 2.D.2 uniformly in ω so that we get the expected control, by
integration over ω.
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2.5.5.5 Estimate of the error term ∆+,3
Remark 2.5.39. Throughout this section we will make deﬁnitions that are
dependent on the value of thε . This will not be a problem as long as
th
ε ≤ 1
which will be satisﬁed with our choice of ε = ε (h)≫ h.
Proposition 2.5.40. Let b ∈ C∞0 (R2dx,ξ) with Suppξ b ⊂ BR − B1/R for
some R > 1. Let γ ∈ ]0, 1[. There exists a constant CG,R,γ > 0 such
that, for all ζ > 0,
|∆+,3| ≤ ζγNk (b)CG,R,γ
for some integer k = k (d) big enough.
Proof. We recall that
∆+,3 = Tr
[
ρˆ
app
t
(
Qζ
+,ht
ε
b−Q+,ht
ε
b
)W
(−hDξ, ξ − dΓε (η))
]
so that
|∆+,3| ≤
∥∥∥∥∥
(
Qζ
+,ht
ε
b−Q+,ht
ε
b
)W
(−hDξ, ξ − dΓε (η))
∥∥∥∥∥
L(L2ξ⊗ΓL2η)
≤ Ck,dNk
(
Qζ
+,ht
ε
b−Q+,ht
ε
b
)
for some integer k = k (d) big enough.
Thus we boil down to prove that for any integer k ≥ 0 there is a con-
stant Ck,b,G,γ > 0 such that for any ζ > 0
Nk
(
Qζ
+,ht
ε
b−Q+,ht
ε
b
)
≤ Ck,G,γNk (b) ζγ .
But we have a convenient expression for Qζ
+,ht
ε
Qζ
+,ht
ε
b (x, ξ) = 2π
ˆ
Rdη
Gˆ (η) b
(
x− 2 t
ε
hη, ξ − η
)
κζ
(
η.2 − 2ξ.η) dη
= 2π
ˆ
Rdη
Gˆ (ξ − η) b
(
x− 2 t
ε
hξ + 2
t
ε
hη, η
)
κζ
(
η.2 − 2ξ.η) dη
= π
ˆ
S
d−1
ω
ˆ
R
+
r
ϕω (x, ξ, r)K
ζ
(
r − ξ.2) dr dω ,
with ϕω (x, ξ, r) = 0 for r ≤ 0, and for r ≥ 0,
ϕω (x, ξ, r) = Gˆ
(
ξ −√rω) b(x− 2ht
ε
ξ + 2
ht
ε
√
rω,
√
rω
)
rd/2−1 (2.5.20)
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deﬁned for ω ∈ Sd−1 and x, ξ ∈ Rd. We also have a convenient expression
for Q+,ht
ε
b in terms of ϕω,
Q+,ht
ε
b (x, ξ) = π
ˆ
S
d−1
ω
ϕω
(
x, ξ, ξ.2
)
dω .
The conclusion is then given by Lemma 2.5.41.
Lemma 2.5.41. For any γ ∈ ]0, 1[, uniformly in ω ∈ Sd−1ω ,
Nk
(ˆ
R
+
r
ϕω (x, ξ, r)κ
ζ
(
r − ξ.2) dr − ϕω (x, ξ, ξ.2)) ≤ Ck,G,γζγ .
Proof. The integral can be expressed as a convolution product
ˆ
Rr
ϕω (x, ξ, r)κ
ζ
(
r − ξ.2) dr = (ϕ (x, ξ, ·) ∗ κζ) (ξ.2) .
Since the derivation behaves well with the diﬀerence, i.e.
∂αx ∂
β
ξ
((
ϕω (x, ξ, ·) ∗ κζ
) (
ξ.2
)− ϕω (x, ξ, ξ.2)) = ∑
α′,β′,γ′
cα′,β′,γ′2
|γ′|ξγ
′×
[((
∂α
′
x ∂
β′
ξ ∂
γ′
r ϕω
)
(x, ξ, ·) ∗ κζ
) (
ξ.2
)− (∂α′x ∂β′ξ ∂γ′r ϕω) (x, ξ, ξ.2)] ,
it suﬃces to apply Proposition 2.D.1.
2.6 Comparisons of the measures of an observable
at a mesoscopic scale for the original and ap-
proximated dynamics
Proposition 2.6.1. Let b ∈ C∞0 (R2dx,ξ), ρ ∈ L1L2x and t ≥ 0,
m (b, ρεt ) = Tr
[
bW (−hDξ, ξ − dΓε (η)) ρˆt
]
,
m (b, ρε,appt ) = Tr
[
bW (−hDξ, ξ − dΓε (η)) ρˆappt
]
.
Definition 2.6.2. Let b ∈ C∞0 (R2dx,ξ), ρ ∈ L1L2x a state, t ≥ 0 and χ ∈
C∞0 (R2dx,ξ) we deﬁne
m (b, ρ, t, χ) = Tr
[
χ (dΓε (η)) b
W (−hDξ, ξ − dΓε (η))χ (dΓε (η)) ρˆt
]
mapp (b, ρ, t, χ) = Tr
[
χ (dΓε (η)) b
W (−hDξ, ξ − dΓε (η))χ (dΓε (η)) ρˆappt
]
.
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Proposition 2.6.3. Let b be a symbol in C∞0 (R2dx,ξ) with positive values such
that Suppξ b ⊂ BR − B1/R for some R > 0, ρ ∈ L+1 L2x with Tr ρ ≤ 1 and
for j = 1, 2, χj ∈ C∞0 (Rdλ) with values in [0, 1], χj(BMj ) = {1} for M1 = 3R
and with χ2(Rd − BR+1) = {0}. There is a constant CR,b,χ1,χ2 (which does
not depend on ρ) such that
m (b, ρt)−mapp
(
b, (ρχ2)
app
t
) ≥ −E2.6
with E2.6 = E2.6.1 + E2.6.2 + E2.6.3 and ρχ2 = χ2(Dx)ρχ2(Dx).
E2.6 = CR,b,χ1,χ2
(
h+
(
ht
ε
)3
h−3/2 +
(
ht
ε
)4
h−2 + E2.5
)
.
We shall prove it in three steps:
1. m (b, ρt)−m (b, ρχ2 , t, χ1) ≥ −E2.6.1,
E2.6.1 = Ch ,
2. m (b, ρχ2 , t, χ1)−mapp (b, ρχ2 , t, χ1) ≥ −E2.6.2,
E2.6.2 = Cb,R,χ1
((
ht
ε
)3
h−3/2 +
(
ht
ε
)4
h−2
)
,
3. mapp (b, ρχ2 , t, χ1)−m
(
b, (ρχ2)
app
t
) ≥ −E2.6.3,
E2.6.3 = E2.5 + Ch .
2.6.1 Step 1: Introduction of cutoffs
We will introduce cutoﬀ functions both on the state ρ and the observ-
able bW (−hDξ, ξ − dΓε(η)).
Proposition 2.6.4. Let b ∈ C∞0 (R2dx,ξ) non-negative such that Suppξ b ⊂ BR
for some R > 0, ρ ∈ L+1 L2x, Tr ρ ≤ 1, and, for j = 1, 2, χj ∈ C∞0 (Rdλ)
with values in [0, 1] and χj(BMj ) = {1} for some Mj > 0. Then there is a
constant Cb,χ1,χ2 such that
m (b, ρt) ≥ m (b, ρχ2 , t, χ1)− E2.6.1
with E2.6.1 = Cb,χ1,χ2h and ρχ2 = χ2(Dx) ◦ ρ ◦ χ2(Dx).
Proof. Using the functional calculus for the self-adjoint operator dΓε (η) and
since
b (x, ξ − λ) ≥ χ2 (ξ) b (x, ξ − λ)χ1 (λ)χ2 (ξ)
≥ χ2 (ξ) ♯hb (x, ξ − λ)χ1 (λ) ♯hχ2 (ξ)− Cb,χ1,χ2h
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holds uniformly in λ, we can write
bW (−hDξ, ξ − dΓε (η))
≥ χ2 (ξ) ◦ bW (−hDξ, ξ − dΓε (η))χ1 (dΓε (η)) ◦ χ2 (ξ)− Cb,χ1,χ2h .
And thus
m (b, ρt) = Tr
[
bW (−hDξ, ξ − dΓε (η)) ρˆt
]
≥ Tr [bW (−hDξ, ξ − dΓε (η))χ1 (dΓ (η)) ρ̂χ2 t]− Cb,χ1,χ2h
since [Hε, χ2] = 0.
2.6.2 Step 2: Comparison between truncated solutions
Proposition 2.6.5. Let b be a symbol in C∞0 (R2dx,ξ) with positive values,
ρ ∈ L+1 L2x, Tr ρ ≤ 1 and χ ∈ C∞0 (Rdλ) with values in [0, 1], and χ(BM ) = {1}
for some M > 0, then there is a constant CG,b,χ such that
|m (b, ρ, t, χ)−mapp (b, ρ, t, χ)| ≤ E2.6.2
with E2.6.2 = CG,b,χ
((
ht
ε
)3
h−3/2 +
(
ht
ε
)4
h−2
)
.
We will need the following number estimate.
Lemma 2.6.6. Let ψˆ0 ∈ L2ξ be a normed vector. We have, for Ψˆ♯h,ε,t =
Ψˆh,ε,t = e
−i t
ε
Hˆ ψˆ0 ⊗ Ω or Ψˆ♯h,ε,t = Ψˆapph,ε,t = e−i
t
ε
Hˆapph,ε ψˆ0 ⊗ Ω,∥∥∥(ε+Nε)1/2 Ψˆ♯h,ε,t∥∥∥ ≤ Cd
(
√
ε+
√
t
2
ht
ε
‖Gˆ‖L1
)
.
Proof of the Lemma. Indeed let us deﬁne γt = ‖(ε+Nε)1/2Ψˆ♯t‖. Then
iε∂t
(
γ2t
)
=
〈
Ψˆ♯t, [Φε (fh,ε) , Nε] Ψˆ
♯
t
〉
with fh,ε =
√
h
ε ε
d/2Vˆ (εη) since ξ and dΓε (η) commute with Nε. Using Nε =
dΓε (1), we get
[aε (fh,ε) , dΓε (1)] = i∂s
[
Γ
(
eiεs
)
aε (fh,ε) Γ
(
e−iεs
)]∣∣
s=0
= aε (εfh,ε) .
The other term of the commutator can be computed analogously (but aε (·)
is C-antilinear whereas a∗ε (·) is C-linear). Introducing this relation into the
diﬀerential equation and taking the modulus, we get∣∣iε∂t (γ2t )∣∣ ≤ 1√
2
∥∥∥Ψˆ♯t∥∥∥(∥∥∥aε (εfh,ε) Ψˆ♯t∥∥∥+ ∥∥∥a∗ε (εfh,ε) Ψˆ♯t∥∥∥) .
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But ∥∥∥aε (εfh,ε) Ψˆ♯t∥∥∥2 ≤ ‖εfh,ε‖2L2ξ 〈Ψˆ♯t, NεΨˆ♯t〉 ,∥∥∥a∗ε (εfh,ε) Ψˆ♯t∥∥∥2 ≤ ‖εfh,ε‖2L2ξ 〈Ψˆ♯t, (ε+Nε) Ψˆ♯t〉 .
Using ‖Gˆ‖L1 = hε ‖fh,ε‖2L2ξ , we ﬁnally get a diﬀerential inequality for the
function γt
2εγt∂tγt ≤
∣∣iε∂t (γ2t )∣∣ ≤√2εh‖Gˆ‖L1γt .
Dividing by 2εγt and integrating in time, we obtain the expected result
γt ≤ γ0 + t
√
h
2ε
‖Gˆ‖L1 ,
since γ0 = Cd
√
ε.
Set
bχ = b (−hDξ, ξ − dΓε (η))χ (dΓε (η)) . (2.6.1)
We want to control the error when we consider Tr [bχρ
app
t ] instead of Tr [bχρt]
i.e. we want to control Tr [bχut] with
ut = ρt − ρappt . (2.6.2)
Since
iε∂tρt = [Hε,ρt]
iε∂tρ
app
t = [Hε,ρ
app
t ]− [Hε −Happε ,ρappt ]
the diﬀerence ut is solution of the diﬀerential equation
iε∂tut = [Hε, ut]−
[
dΓε (η)
2 − ε dΓε
(
η2
)
,ρappt
]
=
[
(ξ − dΓε (η))2 , ut
]
+ [Φε (fh,ε) , ut]
−
[
dΓε (η)
2 − ε dΓε
(
η2
)
,ρappt
]
with initial data ut=0 = 0. We thus get an integral expression for Tr [bχut],
Tr [bχut] = − i
ε
ˆ t
0
Tr
[
bχ
[
(ξ − dΓε (η))2 , us
]]
ds
+
i
ε
ˆ t
0
Tr
[
bχ
[
dΓε (η)
2 − ε dΓε
(
η2
)
,ρapps
]]
ds
− i
ε
ˆ t
0
Tr [bχ [Φε (fh,ε) , us]] ds .
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Remark 2.6.7. Let H be a Hilbert space. If A, B ∈ L(H) and C ∈ L1(H),
then
Tr [A [B,C]] = Tr [[A,B]C] .
Lemma 2.6.8. There exists a constant C independent of χ such that for bχ
and ut defined by Equations (2.6.1) and (2.6.2),
1.
∣∣∣1ε ´ t0 Tr [bχ [(ξ − dΓε (η))2 , uh,ε,s]] ds∣∣∣ ≤ hε ´ t0 ‖uh,ε,s‖L1 ds ≤ C h2t3ε3 ,
2. 1ε
´ t
0 Tr
[
bχ
[
dΓε (η)
2 − ε dΓε
(
η2
)
,ρapp
]]
ds = 0,
3.
∣∣∣1ε ´ t0 Tr [bχ [Φε (fh,ε) , us]] ds∣∣∣ ≤ C t3h3/2ε7/2 (√ε+√ t2√htε ).
Proof of 1. Let us introduce χ1 ≻ χ in order to handle only bounded
operators:
Tr
[
bχ
[
(ξ − dΓε (η))2 , us
]]
= Tr
[
bχχ1 (dΓε (η))
[
(ξ − dΓε (η))2 , us
]]
= Tr
[
bχ
[
χ1 (dΓε (η)) (ξ − dΓε (η))2 , us
]]
= Tr
[[
bχ, χ1 (dΓε (η)) (ξ − dΓε (η))2
]
us
]
= Tr
[
χ (dΓε (η))
h
i
{
b (x, ξ) , ξ2
}
(−hDξ, ξ − dΓε (η))us
]
= Tr
[
h
i
χ (dΓε (η)) (2ξ.b) (−hDξ, ξ − dΓε (η))us
]
.
We can then estimate the initial trace by∣∣∣Tr [bχ [(ξ − dΓε (η))2 , us]]∣∣∣
≤ h ‖χ (dΓε (η)) (2ξ.b) (−hDξ, ξ − dΓε (η))‖LL2ξ⊗ΓL2η ‖us‖L1L2ξ⊗ΓL2η
≤ Ch ‖us‖L1L2ξ⊗ΓL2η
and a time integration brings∣∣∣∣1ε
ˆ t
0
Tr
[
bχ
[
(ξ − dΓε (η))2 , us
]]
ds
∣∣∣∣ ≤ Chε
ˆ t
0
‖us‖L1 ds .
Then we use that both ρˆt and ρˆ
app
t have the same initial value ρ0 ⊗ projΩ
with ρ0 =
∑
j λj |ψ0,j〉 〈ψ0,j |,
∑
j λj = Tr ρ, λj ≥ 0, ‖ψ0,j‖ = 1 to write
ρt =
∑
j
λj |ϕt,j〉 〈ϕt,j | , ρappt =
∑
j
λj
∣∣∣ϕappt,j 〉〈ϕappt,j ∣∣∣ ,
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and then ut =
∑
j λj
(|Ψt,j −Ψappt,j 〉〈Ψt,j | − |Ψappt,j 〉〈Ψappt,j −Ψt,j |) and
‖ut‖L1L2ξ ≤ 2
∑
j
λj
∥∥∥Ψt,j −Ψappt,j ∥∥∥ ≤ Cht2ε2 .
This and the integral above yield the result.
Proof of 2. Let χ1 ≻ χ,
Tr
[
bχ
[
dΓε (η)
2 − ε dΓε
(
η2
)
, us
]]
= Tr
[
bχ
[
χ1 (dΓε (η))
(
dΓε (η)
2 − ε dΓε
(
η2
))
, us
]]
= Tr
[[
χ1 (dΓε (η))
(
dΓε (η)
2 − ε dΓε
(
η2
))
, bχ
]
us
]
= 0
since [
χ1 (dΓε (η))
(
dΓε (η)
2 − ε dΓε
(
η2
))
, bχ
]
= 0 .
Proof of 3. We have, with rs = Ψˆs − Ψˆapps ,
Tr [bχ [Φε (fh,ε) , us]] = 〈rs| [bχ,Φε (fh,ε)]
∣∣Ψˆs〉+ 〈Ψˆapps ∣∣ [bχ,Φε (fh,ε)] |rs〉 .
Taking the modulus we obtain
|Tr [bχ [Φε (fh,ε) , us]]| ≤ C ‖rs‖
∥∥∥Φε (fh,ε) Ψˆs∥∥∥+ ‖rs‖∥∥∥Φε (fh,ε) bχΨˆs∥∥∥
+ ‖rs‖
∥∥∥Φε (fh,ε) b∗χΨˆapps ∥∥∥+ C ‖rs‖∥∥∥Φε (fh,ε) Ψˆapps ∥∥∥
and we observe that∥∥∥Φε (fh,ε)Ψ♯s∥∥∥ ≤ ‖fh,ε‖∥∥∥(ε+Nε)1/2 Ψˆ♯s∥∥∥
and ∥∥∥Φε (fh,ε) bχΨˆ♯s∥∥∥2 ≤ C ‖fh,ε‖2 ∥∥∥(ε+Nε)1/2 Ψˆ♯s∥∥∥2
and thus
|Tr [bχ [Φε (fh,ε) , us]]| ≤ C ‖rs‖
√
h
ε
‖Gˆ‖L1
(√
ε+
s√
2
‖fh,ε‖L2ξ
)
by our number estimate. An integration then gives∣∣∣∣1ε
ˆ t
0
Tr [bχ [Φε (fh,ε) , us]] ds
∣∣∣∣ ≤ C t3h3/2ε7/2 ‖Gˆ‖1/2L1
(
√
ε+ t
√
h
2ε
‖Gˆ‖L1
)
which is the expected estimate.
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2.6.3 Step 3: Release of the truncation on the symbol
Proposition 2.6.9. Let b be a symbol in C∞0 (R2dx,ξ) with positive values, such
that Suppξ b ⊂ BR − B1/R for some R > 1, ρ ∈ L+1 L2x, Tr ρ ≤ 1, with the
support of ρˆ in B2R+1 and χ ∈ C∞0 (Rdλ) with values in [0, 1], χ(B3R) = {1}.
There is a constant CR,b,χ such that
mapp (b, ρ, t, χ)−m (b, ρappt ) ≥ E2.6.3
with
E2.6.3 = E2.5 + CR,b,χh
= C
ht
ε
ht
ε
+ h+
[
h
(
ht
ε
)−1]d/2−1
+ hν(d,α) + hγβ(d,α)
+ Cr,b,χh .
Proof. We can restrict the proof to the case of ρ = |ψ〉 〈ψ| with ψ ∈ L2x
since ρ is trace class, then ρˆt = |Ψˆappt 〉〈Ψˆappt |. We also deﬁne a positive
symbol b1 ∈ C∞0 (Rdξ) such that Supp b1 ⊂ [R−2, R2] and b1(ξ2) ≥ b(x, ξ).
Then
m (b, ρappt )−mapp (b, ρ, t, χ)
= Tr
[
bW (−hDξ, ξ − dΓε (η)) (1− χ (dΓε (η))) ρˆt
]
= Tr
[
(1− χ (dΓε (η)))1/2 bW (−hDξ, ξ − dΓε (η)) (1− χ (dΓε (η)))1/2 ρˆt
]
≤ Tr
[
bW1
(
(ξ − dΓε (η)).2
)2
(1− χ (dΓε (η))) ρˆt
]
+O (h)
= Tr
[
bW1
(
(ξ − dΓε (η)).2
)
(1− χ (dΓε (η))) bW1
(
(ξ − dΓε (η)).2
)
ρˆt
]
+O (h)
with Ψˆappt (ξ) = 1[0,M ] (|ξ|) Ψˆappt (ξ) and Supp b1 ⊂ [R−2, R2]. Then we de-
compose
Ψˆappt = 1[1/2R,2R] (|ξ|) Ψˆappt + 1[0,M ]\[1/2R,2R] (|ξ|) Ψˆappt
= Ψˆappt,1 + Ψˆ
app
t,2 .
With A = bW1
(
(ξ − dΓε (η)).2
)
(1− χ (dΓε (η))) bW1
(
(ξ − dΓε (η)).2
)
≥ 0
we have the estimate
Tr
[
A
∣∣∣Ψˆappt 〉〈Ψˆappt ∣∣∣] ≤ 2Tr [A ∣∣∣Ψˆappt,1 〉〈Ψˆappt,1 ∣∣∣]+ 2Tr [A ∣∣∣Ψˆappt,2 〉〈Ψˆappt,2 ∣∣∣] .
For the ﬁrst term,
Tr
[
bW1
(
(ξ − dΓε (η)).2
)
(1− χ (dΓε (η))) bW1
(
(ξ − dΓ (η)).2
) ∣∣∣Ψˆappt,1 〉〈Ψˆappt,1 ∣∣∣]
= Tr
[
1[1/2R,2R] (|ξ|) bW1
(
(ξ − dΓε (η)).2
)
(1− χ (dΓε (η)))
bW1
(
(ξ − dΓε (η)).2
)
1[1/2R,2R] (|ξ|)
∣∣∣Ψˆappt,1 〉〈Ψˆappt,1 ∣∣∣ ]
= 0
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since |ξ| ∈ [1/2R, 2R], |ξ − dΓε (η)| ≤ R implies |dΓε (η)| ≤ 3R and χ (B3R) =
{1}. For the second term,
Tr
[
bW1
(
(ξ − dΓε (η)).2
)
(1− χ (dΓε (η))) bW1
(
(ξ − dΓ (η)).2
) ∣∣∣Ψˆappt,2 〉〈Ψˆappt,2 ∣∣∣]
≤ Tr
[
bW1
(
(ξ − dΓε (η)).2
)2 ∣∣∣Ψˆappt,2 〉〈Ψˆappt,2 ∣∣∣]
since 1− χ (dΓε (η)) ≤ Id. Then we use the computation of the evolution of
a symbol of |ξ|2 in the case of the approximated equation as in Remark 2.5.2
to get that, since b1 = b1(|ξ|2) it is unchanged under the evolution, and
Tr
[
bW1
(
(ξ − dΓε (η)).2
)2 ∣∣∣Ψˆappt,2 〉〈Ψˆappt,2 ∣∣∣]
≤ Tr
[
bW1
(
(ξ − dΓε (η)).2
)2 ∣∣∣ψˆ0,2 ⊗ Ω〉〈ψˆ0,2 ⊗ Ω∣∣∣]+ E2.5
≤ Tr
[
bW1
(
ξ.2
)2 ∣∣∣ψˆ0,2 ⊗ Ω〉〈ψˆ0,2 ⊗ Ω∣∣∣]+ E2.5
≤ E2.5
since Supp b1 ∩ Supp ψˆ0,2 = ∅.
2.7 The derivation of the Boltzmann equation for
the model
Proposition 2.7.1. Let b ∈ C∞0 (R2dx,ξ) with Suppξ b ⊂ BR − B1/R. Let ρ a
state and T > 0.
lim inf
h→0
(
m
(
b, ρhN,∆t
)
−m (BT (T ) b, ρ)) ≥ 0
for a fixed α ∈ ]34 , 1[, ∆t = ∆t (h) = hα and N (h)∆t (h) = T .
Proof. We deﬁne for k ∈ N, ∆t > 0, bk,∆t =
(
e∆tQe2∆tξ.∂x
)k
b. We begin by
looking to one step of evolution with e∆tQe2∆tξ.∂x .
Lemma 2.7.2. With bt = etQe2tξ.∂xb, and the hypotheses of Proposition 2.7.1,
m
(
b, ρh∆t
)
−m (b∆t, ρ)
≥ −C
(
h+ h−3/2 (∆t)3 + (∆t)4 h−2 +∆t
(
∆t+ h+ (h/∆t)d/2−1 + hµ
))
.
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Proof. We recall that ρh∆t = ρ
ε
ε∆t/h so that with
ht
ε = ∆t, from Section 2.6,
m
(
b, ρh∆t
)
−m
(
b, (ρχ2)
h,app
∆t
)
= m (b, ρεt )−m
(
b, (ρχ2)
ε,app
t
)
≥ −C
(
h+ (ht/ε)3 h−3/2 + (ht/ε)4 h−2 + ht/ε
(
ht/ε+ h+ (ε/t)d/2−1 + hµ
))
≥ −C
(
h+ h−3/2 (∆t)3 + (∆t)4 h−2 +∆t
(
∆t+ h+ (h/∆t)d/2−1 + hµ
))
and from Part 2.5 also used with htε = ∆t we get
m
(
b, (ρχ2)
ε,app
t
)−m (bt, ρχ2) ≥ −E2.5 ≥ −E2.6
and this term will be in particular controlled if we control the previous
one. Finally from the conservation of the support in ξ of the symbol by the
approximated Boltzmann equation we get
m (bt, ρχ2)−m (bt, ρ) ≥ −O (h∞)
for χ2 a cutoﬀ function chosen so that χ2 (BR) = {1}.
Thus we ﬁx, for j = 1, 2, two cutoﬀ functions χj ∈ C∞0 (Rdλ) with values
in [0, 1], χj(BMj ) = {1} forM1 = 3R andM2 = 1 and with χ2(Rd−BR+1) =
{0} .
Then we can iterate this N (h) times and we get the estimation
m
(
b, ρεN(h),ε∆t/h
)
−m (bN,∆t, ρ)
≥ −CN
(
h+ h−3/2 (∆t)3 + (∆t)4 h−2 +∆t
(√
∆t+ h+ (h/∆t)d/2−1 + hµ
))
with N∆t = T and hα ≤ htε = ∆t ≤ 1 for some α ∈ ]1/2, 1[. Thus we can
choose ∆t = thε = h
α and thus N = Th−α. Then we get the estimate
m
(
b, ρN,ε∆t/h
)−m (bN,∆t, ρ)
≥ −CTh−α
(
h+ h3α−3/2 + h4α−2 + hα
(
hα/2 + h+ h(1−α)(d/2−1) + hµ
))
≥ −CToh→0 (1) ,
for α ∈]34 , 1[. Finally it suﬃces to prove that
lim
h→0
m
(
bN(h),∆t(h), ρ
)
= m (bT , ρ)
which is true since the estimates of Proposition 2.2.9 prove that, for some
constant C > 0, ‖bN,∆t − bT ‖LL2x ≤
C
N .
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2.A Stochastics
We recall some results about Gaussian random ﬁelds that can be found
in [40, 45].
Definition 2.A.1. Let (ΩP,G,P) be a probability space. A real-valued
random ﬁeld (Vω(x))(ω,x)∈ΩP×Rd is a Gaussian random field if for all ﬁnite
choices of x1, . . . , xk ∈ Rd, (Vω(x1), . . . ,Vω(xk)) is an Rk valued Gaussian
random variable. To each such Gaussian process we can associate a mean
function µ(x) = E[V(x)] (x ∈ Rd) and a covariance function Σ (x, x′) =
E[V(x)V(x′)] (x, x′ ∈ Rd). A Gaussian random ﬁeld is translation invariant
if its covariance function Σ (x, x′) only depends on the diﬀerence x− x′, i.e.
if there is a function G : Rd → R such that Σ(x, x′) = G(x− x′).
Definition 2.A.2. A function Σ : Rd×Rd → R is symmetric if for all x, x′ ∈
Rd, Σ(x, x′) = Σ(x′, x). It is positive definite if for all x1, . . . , xk ∈ Rd and
all ξ1, . . . , ξk ∈ R,
k∑
i=1
k∑
j=1
ξiΣ(xi, xj)ξj ≥ 0 .
A function G : Rd → R is positive definite if Σ (x, x′) = G (x− x′) is
positive deﬁnite.
Theorem 2.A.3. Given an arbitrary function µ : Rd → R, and a symmetric,
positive definite function Σ : Rd × Rd → R, there exists a Gaussian random
field V (x) with mean µ and covariance Σ.
See [40] for a proof of Theorem 2.A.3.
Theorem 2.A.4 (Bochner ). A function G : Rd → R is the Fourier
transform of a positive bounded Borel measure on Rd if and only if it is
continuous and positive definite.
See [45] and the references therein for Bochner’s theorem.
Theorem 2.A.5 (Minlos ). A function c : S(Rd) → C is the Fourier
transform
c(f) =
ˆ
S′(Rd)
exp(−i〈f, T 〉) dµ(T )
of a cylinder set measure µ on S ′(Rd) if and only if
1. c(0) = 1,
2. f 7→ c (f) is continuous in the strong topology,
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3. for any f1, . . . , fn ∈ S(Rd) and z1, . . . , zn ∈ C,
n∑
i,j=1
zizjc(fi − fj) ≥ 0 .
See [45] and the references therein for Minlos’ theorem.
Definition 2.A.6. We consider the probability space (S ′(Rd), µ) (the σ-
algebra is the one generated by the cylinder sets) where µ is the measure
obtained by Minlos’ theorem with the positive deﬁnite function
c(f) = exp
(
−‖f‖
2
L2
4
)
.
The white noise is the random variable on
(S ′ (Rd) , µ) with values in S ′ (Rd)
deﬁned by Wω = ω.
Remark 2.A.7. Since ‖f‖2L2 = 〈f(x1), δ(x1 − x2)f(x2)〉 we have (in a weak
sense)
E[W (x1)W (x2)] = δ(x1 − x2) .
Proposition 2.A.8. Let G : Rd → R positive definite, such that Gˆ = |Vˆ |2
with Vˆ ∈ S(Rd;R). The translation invariant centered Gaussian random
field of covariance G(x− x′) is Vω = V ∗Wω where Wω is the white noise.
Remark 2.A.9. Bochner’s theorem justiﬁes the form we choose for the func-
tion G as the positivity of the Fourier transform is natural for a covariance
function.
Proof. After testing with elements in S(Rd) the following calculations hold.
The mean of V ∗Wω(x) is zero:
E[V ∗Wω(x)] =
ˆ
V (x− x1)E[Wω(x1)] dx1 = 0
and its covariance is
E[V(x)V(x′)] = E[ˆ V (x− x1)W (x1)V (x′ − x2)W (x2) dx1 dx2]
=
ˆ
V (x− x1)V (x′ − x1) dx1
= V ∗ V (−·) (x− x′)
and F (V ∗ V (−·)) = |Vˆ |2, so that we get the expected covariance.
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2.B Semiclassical Measures
Semiclassical measures (and microlocal defect measures) have been studied
among others in [26, 32, 33, 41]. We recall here some results. The ﬁrst
theorem can be found in [26].
Theorem 2.B.1. Let (uk) be a sequence of L2x such that uk ⇀ u weakly. For
all real sequence (hk) such that hk → 0, there exist a subsequence (ukn) of the
sequence (uk) and a measure µ ∈M+(R2dx,ξ) such that for all b ∈ C∞0 (R2dx,ξ),
lim
n→+∞ 〈b(hknx,Dx)ukn , ukn〉 =
ˆ
R2dx,ξ
b dµ .
Definition 2.B.2. The measure µ above is called a semiclassical measure (or
Wigner measure) associated with the sequence (uk). If there is uniqueness of
the “limit measure” the sequence (uk) is said pure and we note {µ} =M(uk).
This result holds in the case of a family of states (ρh)h∈]0,h0], i.e. ρh ∈
L+1 L2x, Tr ρh = 1.
Theorem 2.B.3. Let (ρh)h∈]0,h0], h0 > 0 be a family of states on L
2
x. There
exist a sequence hk → 0 and a measure µ ∈M+(R2dx,ξ) such that
∀b ∈ C∞0 (R2dx,ξ) , limn→+∞Tr
[
bW (hknx,Dx)ρhk
]
=
ˆ
R2dx,ξ
b dµ .
Proof. We ﬁrst take an arbitrary sequence (hk) such that hk → 0. Then
we can deﬁne positive numbers (λk,j)j,k≥0 and normed vectors (uk,j) of L2x
such that
∑
j λk,j = 1 and ρhk =
∑
j λk,j |uk,j〉〈ukn,j |. We can extract from
each sequence (uk,j)k a subsequence that converges weakly to a vector uj
(‖uj‖ ≤ 1). A diagonal extraction enables those convergences to occur si-
multaneously. The sequence obtained this way is still denoted by (uk,j).
Theorem 2.B.1 applies to each sequence (uk,j)k and yields measures µj
such that for well chosen subsequences hkn , λkn,j → λj and
lim
n→+∞Tr
[
bW (hknx,Dx) |uk,j〉 〈ukn,j |
]
=
ˆ
R2dx,ξ
b dµj .
Again we apply a diagonal extraction argument to obtain these convergences
simultaneously, and we stick with the notations uk,j , λk,j for the extracted
objects. We observe that ‖uj‖ ≤ 1 and
∑
λj ≤ 1. We can thus sum these
relations to get
lim
k→+∞
∑
j
λk,j Tr
[
bW (hkx,Dx) |uk,j〉 〈ukn,j |
]
=
ˆ
R2dx,ξ
b d
(∑
λjµj
)
which is the expected result with µ =
∑
j λjµj .
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2.C General results on semigroups
Some references about semigroups of operators in Banach spaces are [30, 27,
29].
In this appendix X represents a (real or complex) Banach space.
Definition 2.C.1. A strongly continuous semigroup on X is a mapping G :
R+ → L (X), such that
1. ∀t, s ≥ 0, G (t+ s) = G (t)G (s) , G (0) = I,
2. G (·)x is continuous for all x ∈ X.
The infinitesimal generator A of G (·) is deﬁned by
D (A) =
{
x ∈ X , ∃ lim
h→0+
G (h)x− x
h
}
, Ax = lim
h→0+
G (h)x− x
h
.
Proposition 2.C.2. Let G be a strongly continuous semigroup on X with
infinitesimal generator (A,D (A)). Then D (A) is dense in X and A is a
closed operator.
See [27] for a proof of Proposition 2.C.2.
Notation 2.C.3. For M > 0 and ω in R, we denote by G (M,ω) the set of all
strongly continuous semigroups G such that
∀t ≥ 0, ‖G (t)‖L(X) ≤Meωt .
Theorem 2.C.4 (A perturbation result ). Let (A,D(A)) be the infinitesi-
mal generator of a strongly continuous semigroup in G(M,ω) and B ∈ L(X).
Then (A + B,D(A)) is the infinitesimal generator of a strongly continuous
semigroup in G(M,ω +M ‖B‖L(X)).
See [29, 30] for a proof of Theorem 2.C.4.
Theorem 2.C.5 (Trotter ). Let Aj, j = 1, . . . , k be the infinitesimal
generators of continuous semigroups Gj ∈ G(Mj , ωj). If ∩kj=1D(Aj) is dense
in X and
∀n ∈ N, ‖(G1(t)G2(t) · · ·Gk(t))n‖L(X) ≤Menωt
and if there exists p such that ℜp > ω, (pI− (A1+A2+ · · ·+Ak))X is dense
in X then
A1 +A2 + · · ·+Ak
is the infinitesimal generator of a continuous semigroup in G (M,ω).
In such a situation the semigroup G generated by A1 +A2 + · · ·+Ak
satisfies
∀x ∈ X, G(t)x = lim
n→∞
[
G1
( t
n
)
G2
( t
n
)
· · ·Gk
( t
n
)]n
x
with a uniform convergence on the bounded intervals [0, T ], with T > 0.
See [29] for a proof of Theorem 2.C.5.
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2.D Lemmas about an approximate identity
For ζ > 0, and r ∈ R, let κζ (r) = 1π ζr2+ζ2 .
Proposition 2.D.1. Let f be a function in the Schwartz class. Then for
any γ ∈ ]0, 1[, a constant Cγ > 0 exists such that
∀ζ > 0,
∥∥∥f ∗ κζ − f∥∥∥
L∞
≤ max{‖f‖∞ ,∥∥f ′∥∥∞}Cγζγ .
Proof. We use the formula
f (r0 + ζr) = f (r0) + ζr
ˆ 1
0
f ′ (r0 + sζr) ds
so that we have both
|f (r0 + ζr)− f (r0)| ≤ 2 ‖f‖∞ ,
|f (r0 + ζr)− f (r0)| ≤
∥∥f ′∥∥∞ ζr ,
and the interpolation of those two results gives, for γ ∈ [0, 1],
|f (r0 + ζr)− f (r0)| ≤ 2max
{‖f‖∞ ,∥∥f ′∥∥∞} ζγ |r|γ .
So, for γ ∈ [0, 1[,∣∣∣∣ˆ
R
[f (r0 + ζr)− f (r0)] dr
r2 + 1
∣∣∣∣ ≤ max{‖f‖∞ ,∥∥f ′∥∥∞}Cγζγ
which is the expected result.
Proposition 2.D.2. Let f : Rr → R continuous, vanishing on R−, such
that f |
R
+∗
is in C∞ (R+∗ ) and rapidly decreasing towards +∞. Let 0 < rmin <
rmax. Then, for any γ ∈ ]0, 1[, there is a constant Cf,γ such that∥∥∥∥∂kr [f ∗ κζ − f]∣∣∣[rmin,rmax]
∥∥∥∥
L∞
≤ Cγζγ .
Proof. We choose A and ∆r such that 0 < A < ∆r < rmin/2. Let f1 = χ1f
and f2 = (1− χ1) f with χ1 a C∞ decreasing function such that
χ1 (r) = 1 if r ≤ A/2
= 0 ifA ≤ r .
Then f = f1 + f2 and
f ∗ δζ = f1 ∗E ′,C∞ κ
ζ + f2 ∗S,L1 κ
ζ .
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The second term is the easiest to handle since ∂kr
(
f2 ∗ κζ
)
=
(
∂kr f2
)∗κζ and
Proposition 2.D.1 can be applied to get∥∥∥(∂kr f2) ∗ κζ − π∂kr f2∥∥∥
L∞
≤ Cγ
(∥∥∥f (k)2 ∥∥∥∞ + ∥∥∥f (k+1)2 ∥∥∥∞) ζγ .
We now recall that we are only interested in r ∈ [rmin, rmax] with 0 < rmin <
rmax when evaluating ∂kr
(
f ∗ κζ). We insert another cutoﬀ function χ2 ∈
D (R) such that
χ2 (r) = 0 if r ≤ rmin − 2∆r
= 1 if rmin −∆r ≤ r ≤ rmax +∆r
= 0 if rmax + 2∆r ≤ r .
Then f1∗κζ = f1∗χ2κζ+f1∗(1− χ2)κζ and our hypotheses on the supports
give
Supp
{
f1 ∗ (1− χ2)κζ
}
⊂ Supp f1 + Supp (1− χ2)
⊂ R− [rmin −∆r +A, rmax +∆r] .
Since A < ∆r we obtain
[
f1 ∗ (1− χ2)κζ
]∣∣
[rmin,rmax]
= 0 and we can restrict
ourselves to the computation of
f1 ∗E ′,C∞0
χ2κ
ζ .
More precisely we want to estimate∥∥∥∥∥∂kr
(
f1 ∗E ′,C∞0
χ2uζ
)∣∣∣∣
[rmin,rmax]
∥∥∥∥∥
L∞
since χ2δ = 0 and thus f1 ∗E ′,E ′ χ2δ = 0. But the same considerations hold
for the supports of the derivatives. Thus it is suﬃcient to observe that we
have the control∥∥∥∥f1 ∗
L1,C∞0
∂kr
(
χ2κ
ζ
)∥∥∥∥
L∞
≤ ‖f1‖L1
∥∥∥∂k (χ2κζ)∥∥∥
L∞
,
≤ ‖f1‖L1 Cχ2 sup
r≥rmin−2∆r
∣∣∣∂kκζ∣∣∣
where the sup can be controlled by Cζ with C only dependent on our choice
of ∆r and rmin as
2∂kκζ (r) = ikk!
− (ir − ζ)k+1 + (ir + ζ)k+1
(r2 + ζ2)k+1
.
Consequently∥∥∥∥∥∂kr
[
f1 ∗E ′,C∞0
χ2κ
ζ − f1 ∗E ′,E ′ χ2δ
]∣∣∣∣
[rmin,rmax]
∥∥∥∥∥
L∞
≤ Cζ
and this ends the proof.
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2.E Formulae
2.E.1 Symmetric Fock space
For f, g in a complex Hilbert space H,
• aε (f) = 〈f, z〉Wick, a∗ε (f) = 〈z, f〉Wick,
• [aε (f) , aε (g)] = 0, [a∗ε (f) , a∗ε (g)] = 0, [aε (f) , a∗ε (g)] = ε 〈f, g〉,
• Φε (f) = (aε (f) + a∗ε (f)) /
√
2,
• W (f) = exp iΦε (f), W (f)W (g) = e− iε2 ℑ〈f,g〉W (f + g),
• E (f) =W
(√
2
iε f
)
|Ω〉.
2.E.2 Fourier transforms
Usual Fourier transform For u ∈ L2x, v ∈ L2ξ ,
• Fxu (ξ) =
´
Rdx
e−ix.ξu (x) dx,
• F−1x v (x) =
´
Rdξ
eix.ξv (ξ) d¯ξ, d¯ξ = dξ/ (2π)d.
Symplectic Fourier transform For b ∈ L2 (R2dP ;C), P = (px, pξ), σ (P, P ′) =
pξ.p
′
x − px.p′ξ,
• Fσb (P ) = ´
R2dx,ξ
e−iσ(P,P ′)b (P ′) d¯P ′ , d¯P ′ = dP/ (2π)d,
• Fσ ◦ Fσ = Id.
2.E.3 Weyl quantization
• τhX′ =
(
e−iσ(·,X′)
)W
(hx,Dx) = e−iσ(·,X
′)W (hx,Dx) = ei(ξ
′·hx−x′·Dx)
• τˆhX′ = FxτhX′F−1x = e−i(ξ
′·hDξ+x′·ξ)
• τhX1τhX2 = e
i
2
hσ(X1,X2)τhX1+X2 = e
ihσ(X1,X2)τhX2τ
h
X1
• τˆhX1 τˆhX2 = e
i
2
hσ(X1,X2)τˆhX1+X2 = e
ihσ(X1,X2)τˆhX2 τˆ
h
X1
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Liste des symboles
[A,B] the commutator AB −BA of two operators
b1♯b2 the Moyal product of two symbols
{f, g} the poisson bracket ∂ξf.∂xg − ∂xf.∂ξg of two functions on R2dx,ξ
∨, ∨ the symmetric tensor product
BR the closed ball of radius R
C0∞ (X;R) the continuous function vanishing at inﬁnity (on a locally com-
pact, Hausdorﬀ space X)
C∞b the functions of class C∞ bounded, with bounded derivatives
C the ﬁeld of complex numbers
D (A) the domain of an operator A
C∞0 (X) with X an open subset of R2dx,ξ: the real valued functions on X of
class C∞ with compact support
with X an open subset of Rdx: the complex valued functions on X
of class C∞ with compact support
∆x the Laplacian operator on L2x
Dx = −i∂x
Fu, uˆ the Fourier transform,
Fu (ξ) =
ˆ
Rdx
e−ix.ξu (x) dx
L (H1,H2) the continuous linear applications between the Hilbert spaces H1
and H2
L1 (H) the trace class operators on a Hilbert space H
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L+1 (H) the positive trace class operators on a Hilbert space H
L2 (H) the Hilbert-Schmidt operators on a Hilbert space H
L2x = L
2(Rdx;C)
L2x,ξ = L
2(Rdx × Rdξ ;R)
L2ξ = L
2(Rdξ ;C)
Mb (X;R) the set of Radon measures on locally compact, Hausdorﬀ spaceX
N the non-negative integers
R the ﬁeld of real numbers
Sd−1 the unit sphere for the euclidean norm in Rd
Supp f the support of a function f
τxf the translation f (· − x) of x ∈ Rd of a function f with variable in Rd
Index
A{,}, A−, A+, 51
A
j
~µ , B
j
~µ, C
j,ζ
~µ , 61
Ad, 38
a∗ (f), a (f), creation, annihilation op-
erator, 37
B (t), linear Boltzmann group, 32
c, cζ , cζP,t, 56
Qζ−, Q
ζ
+,t, 57
Q, Q−, Q+, collision operator, 29
Qt, approximated collision operator,
32
C0∞ (X;R), continuous functions van-
ishing at inﬁnity, 31
d¯X, 49
∆{·,·}, 53
∆+, ∆−, 56
Φ (f), ﬁeld operator, 38
Φε (f), ﬁeld operator, 42
ΓH, ΓnH, ΓFH, Fock space, 41
Γ (U), 42
dΓε (A), 42
Fσ, symplectic Fourier transform, 49
general centered Gaussian random ﬁeld,
36
Hε, 41
Hˆapph,ε , 43
Hˆε, 43
Ψˆt, Ψˆ
app
t , 43
κζ , 56
m (b, ρ), 47
m{·,·}, m+, m−, 50
Mb (X;R), Radon measures, 31
Nn (b), 32
ωt, 43
[ω], 49
[ϕ]1, 49
[ϕ, px]2, 49
(ΩP,G,P), probability space, 79
Vhω (x) random ﬁeld, 26
σ (ξ, ξ′), 29
ρht , ρ
h
N,∆t (ω¯N ) , ρ
h
N,∆t, 26
ρt, ρˆt, ρ
ε
t , ρ
app
t , ρˆ
app
t , ρ
ε,app
t , 43
TrH, partial trace, 38
W (f), Weyl operator, 42
τhX , Weyl operator, 49
τˆhP , Weyl operator, 49
bW (hx,Dx), Weyl quantization, 27
: fn : , n-th Wick power, 37
QWick, Wick quantization, 42
zt, 43
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Chapitre 3
Termes d’ordre élevé pour
l’évolution quantique d’une
observable de Wick dans le
cadre de la méthode de Hepp
Article rédigé en anlglais, soumis pour publication.
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Higher order terms for the quantum evolution of a
Wick observable within the Hepp method
Abstract: The Hepp method is the coherent state approach to the mean
ﬁeld dynamics for bosons or to the semiclassical propagation. A key point is
the asymptotic evolution of Wick observables under the evolution given by a
time-dependent quadratic hamiltonian. This article provides a complete ex-
pansion with respect to the small parameter ε > 0 which makes sense within
the inﬁnite-dimensional setting and ﬁts with ﬁnite dimensional formulae.
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3.1 Introduction
In this article we derive two expansions with respect to a small parameter
ε of quantum evolved Wick observables under a time-dependent quadratic
Hamiltonian.
The Hepp method was introduced in [64] and then extended in [56, 57]
in order to study the mean ﬁeld dynamics of many bosons systems via a
(squeezed) coherent states approach. The asymptotic analysis in the mean
ﬁeld limit is done with respect to a small parameter ε, where the number of
particles is of order 1ε .
Remember that the mean ﬁeld dynamics is obtained as a classical Hamil-
tonian dynamics which governs the evolution of the center z(t) of the Gaus-
sian state (squeezed coherent state). Meanwhile the covariance of this Gaus-
sian as well as the control of the remainder term is determined by the evo-
lution of a quadratic approximate Hamiltonian around z(t).
A key point in this method is the asymptotic analysis of the evolution
of a Wick quantized observable according to this quantum time-dependent
quadratic Hamiltonian.
Only a few results are clearly written about the remainder terms and
some possible expansions in powers of ε, see the works of Ginibre and
Velo [58, 59]. In the ﬁnite-dimensional case, entering into the semiclassi-
cal theory, accurate results have been given by Combescure, Ralston and
Robert in [51] and Hagedorn and Joye in [61, 62, 63]. For the mean ﬁeld
inﬁnite-dimensional setting some results have been proved in [60, 55, 71] with
a diﬀerent approach.
We stick here with the Hepp method with the presentation of [46] which
puts the stress on the similarities and diﬀerences between the inﬁnite-dimen-
sional bosonic mean ﬁeld problem and the ﬁnite-dimensional semiclassical
analysis. Nevertheless, in [46] the authors only considered the main order
term although some of their formulae make possible complete expansions. In
this article we derive two expansions of the quantum evolved Wick observ-
ables which are equal term by term.
Two diﬃculties have to be solved :
1. Unlike the time-independent ﬁnite-dimensional case, no Mehler type
explicit formula (see for example [66] or [53]) is available. A general
time-dependent Hamiltonian has no explicit dynamics.
2. In the inﬁnite-dimensional framework the quantization of a linear sym-
plectic transformation (a Bogoliubov transformation) requires some
care. Useful references on this subject are [48] and [47]. Its realization
in the Fock space relies on a Hilbert-Schmidt condition on the antilin-
ear part connected with the Shale theorem (see [72] and [69, 52, 50]).
These things are well known but have to be considered accurately while
writing complete expansions.
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Two diﬀerent methods, with apparently two diﬀerent ﬁnal formulae, will
be used. A ﬁrst one relies on a Dyson expansion approach and provides the
successive terms as time-dependent integrals. The second one uses the exact
formulae for the ﬁnite-dimensional Weyl quantization and after having made
explicit the relationship between Wick and Weyl quantizations like in [49]
or [46], the proper limit process with respect to the dimension is carried out.
The outline of this article is the following. In Section 3.2 we recall some
facts and deﬁnitions about the Fock space and Wick quantization. We then
present our main results in Section 3.3 in Theorems 3.3.1 and 3.3.2 and illus-
trate them by a simple example. Section 3.4 and Section 3.5 are devoted to
the construction and properties of the classical and quantum evolution asso-
ciated with a symmetric quadratic Hamiltonian. Section 3.7 and Section 3.8
contain the proofs of our two expansion formulae. For the convenience of
the reader we recall some facts about real-linear symplectomorphisms and
symplectic Fourier transform in the appendices.
3.2 Wick calculus with polynomial observables
3.2.1 Definitions
We recall some deﬁnitions and results about Wick quantization. More details
can be found in [46].
In this paper (Z, 〈·, ·〉) denotes a separable Hilbert space over C, the
ﬁeld of complex numbers. It is also a symplectic space with respect to the
symplectic form σ (z1, z2) = ℑ 〈z1, z2〉. We use the physicists convention
that all the scalar products over Hilbert spaces are linear with respect to the
right variable and antilinear with respect to the left variable. We denote by
Sm the symmetrization operator on
⊗mZ (the completion for the natural
Hilbert scalar product of the algebraic tensor product
⊗m,alg Z) deﬁned by
Sm (z1 ⊗ · · · ⊗ zm) = 1
m!
∑
σ∈Sm
zσ1 ⊗ · · · ⊗ zσm ,
where the zj are vectors in Z and Sm denotes the set of the permutations
of {1, . . . ,m}. We will use the notation z1 ∨ · · · ∨ zm for Sm (z1 ⊗ · · · ⊗ zm),
and z∨m for z ∨ · · · ∨ z when the m terms of this product are equal to z.
We call monomial of order (p, q) ∈ N2 a complex-valued application deﬁned
on Z of the form
b (z) =
〈
z∨q, b˜z∨p
〉
,
with b˜ ∈ L (∨pZ,∨q Z) where ∨nZ (or Z∨n) denotes the Hilbert comple-
tion of the n-fold symmetric tensor product, and for two Banach spaces E
and F , the space of continuous linear applications from E to F is denoted
by L (E,F ). We then write b ∈ Pp,q (Z). The total order of b is the in-
teger m = p + q. The ﬁnite linear combinations of monomials are called
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polynomials. The set of all polynomials of this type is denoted by P (Z).
Subsets of particular interest of P (Z) are Pm (Z) and P≤m (Z), the ﬁnite
linear combinations of monomials of total order equal to m and not greater
than m.
The Hilbert space
H :=
⊕
n∈N
n∨
Z
is called the symmetric Fock space associated with Z, where tensor products
and sum completions are made with respect to the natural Hilbert scalar
products inherited from Z. We also consider the dense subspace Hfin of H
of states with a ﬁnite number of particles
Hfin :=
alg⊕
n∈N
n∨
Z ,
where the tensor products are completed but the sum is algebraic.
TheWick quantization of a monomial b ∈ Pp,q (Z) is the operator deﬁned
on Hfin by its action on
∨nZ as an element of L(∨nZ,∨n+q−pZ),
bWick
∣∣∣Wn Z = 1[p,+∞) (n)
√
n! (n+ q − p)!
(n− p)! ε
p+q
2
(
b˜ ∨ IWn−p Z
)
,
where IX denotes the identity map on the spaceX and forAj ∈ L (Z∨pj ,Z∨qj ),
A1 ∨A2 = Sq1+q2A1 ⊗A2Sp1+p2 . The Wick quantization is extended by lin-
earity to polynomials.
We have a notion of derivative of a polynomial, ﬁrst deﬁned on the
monomials and then extended by linearity. For b ∈ Pp,q (Z) and for any
given z ∈ Z, the operator
∂jz¯∂
k
z b (z) :=
p!
(p− k)!
q!
(q − j)!
(〈
z∨(q−j)
∣∣∣ ∨ IWj Z) b˜(z∨(p−k) ∨ IWk Z)
(3.2.1)
is an element of L
(∨k Z,∨j Z). We use the “bra” and “ket” notations of
the physicists for vectors and forms in Hilbert spaces. Then we can deﬁne
the Poisson bracket of order k of two polynomials b1, b2, by
{b1, b2}(k) = ∂kz b1.∂kz¯ b2 − ∂kz b2.∂kz¯ b1
since, for any polynomial b, ∂kz b (z) is a k-form (on Z) and ∂kz¯ b (z) is a k-
vector.
Remark 3.2.1. The product denoted by a dot in the deﬁnition of the Poisson
bracket is a C-bilinear duality-product between k-forms and k-vectors. As
an example consider the polynomials
b1 (z) =
〈
z∨3, ξ∨31
〉 〈
η∨21 , z
∨2〉 and b2 (z) = 〈z∨3, ξ∨32 〉 〈η2, z〉 .
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The Poisson bracket of order 2 of b1 and b2 is
{b1, b2}(2) (z) = 2× 6×
〈
z∨3, ξ∨31
〉 〈
η∨21 ∨ z, ξ∨32
〉 〈η2, z〉 − 0.
3.2.2 Some examples of Wick quantizations
Here is a quick review of the notations used for some useful examples of Wick
quantization. A vector of Z is denoted by ξ, A is a bounded operator and z is
the variable of the polynomials. In the next table, the ﬁrst column describes
the polynomial and the second the corresponding Wick quantization (as an
operator on Hfin).
〈z,Az〉 ↔ dΓ (A)
|z|2 ↔ N
〈z, ξ〉 ↔ a∗ (ξ)
〈ξ, z〉 ↔ a (ξ)√
2ℜ 〈z, ξ〉 ↔ Φ (ξ)
The operator dΓ (A) is the usual second quantization of an operator re-
stricted to Hfin multiplied by a factor ε. If A = IZ we obtain N the usual
number operator multiplied by a factor ε. The operators a, a∗ and Φ are
the usual annihilation, creation and ﬁeld operators of quantum ﬁeld theory
with an additional
√
ε factor. The real and imaginary parts of a complex
number ζ are denoted by ℜζ and ℑζ. The ﬁeld operators Φ (ξ) are essentially
self-adjoint and this enables us to deﬁne the (ε-dependent) Weyl operators
W (ξ) = eiΦ(ξ) .
3.2.3 Calculus
Here are some calculation rules for Wick quantizations of polynomials in P (Z).
The proofs can be found in [46].
Proposition 3.2.2. For every polynomial b ∈ P (Z),
• bWick1 bWick2 =
(∑min{p1,q2}
k=0
εk
k! ∂
k
z b1.∂
k
z¯ b2
)Wick
in Hfin for any bi ∈
Ppi,qi (Z),
• bWick is closable and the domain of the closure contains
H0 = Vect {W (z)ϕ,ϕ ∈ Hfin, z ∈ Z} ,
(we still denote by bWick the closure of bWick),
• (bWick)∗ = b¯Wick on Hfin (where the bar denotes the usual conjugation
on complex numbers),
• for any z0 in Z, W
(√
2
iε z0
)∗
bWickW
(√
2
iε z0
)
= (b (z0 + z))
Wick holds
on H0 where b (z0 + ·) ∈ P (Z).
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3.3 Main results and a simple example
Our two hypotheses are:
H1 Let (αt)t∈R be a one parameter family of self-adjoint operators on Z
deﬁning a strongly continuous dynamical system uα(t, s).
H1’ Assume H1 and additionally that the dynamical system preserves a
dense set D such that, for any ψ ∈ D, uα (·, ·)ψ belongs to C1
(
R2,Z)∩
C0 (R2, D).
H2 Let β be in C0 (R;Z∨2), (βt deﬁnes a C-antilinear Hilbert-Schmidt op-
erator by z 7→ (IZ ∨ 〈z|)βt).
With H1’ and H2, the classical flow associated with a family Qt (z) =
〈z, αtz〉+ ℑ
〈
βt, z
∨2〉 of quadratic polynomials is the solution ϕ (t, s) to the
equation {
i∂tϕ (t, 0) [z] = ∂z¯Qt (ϕ (t, 0) [z])
ϕ (0, 0) = IZ
(3.3.1)
where ∂z¯Qt (z) = αz + i (IZ ∨ 〈z|β), written in a weak sense.
Although things are better visualized by writing a diﬀerential equation,
the hypotheses H1 and H2 suﬃce to deﬁne the dynamical system ϕ (t, s).
Details about this point are given in Section 3.4. Actually ϕ (t, s) is a family
of symplectomorphisms of (Z, σ) which are naturally decomposed into their
C-linear and C-antilinear parts:
ϕ = L+A , L ∈ L (Z) , AA∗ ∈ L1 (Z) .
See Appendix 3.A for more details about symplectomorphisms and this de-
composition.
Similarly, the quantum flow associated with Qt is the solution U (t, s) to{
iε∂tU (t, 0) = Q
Wick
t U (t, 0)
U (0, 0) = IH
. (3.3.2)
The precise meaning of the solutions to this equation is speciﬁed in Sec-
tion 3.5.
We are ready to state our two main results dealing with the evolution of a
Wick observable bWick, b ∈ P (Z), under the quantum ﬂow, that is to say the
quantity U (0, t) bWickU (t, 0). (We use the usual notation 〈N〉 = √N2 + 1.)
Theorem 3.3.1. Assume H1 and H2. Let b ∈ P≤m (Z) be a polynomial.
Then, for any time t ≥ 0, the formula
U (0, t) bWickU (t, 0) =
(
b(0),t
)Wick
+
⌊m/2⌋∑
k=1
(ε
2
)k ˆ
∆kt
(
b(k)t,s¯
k
)Wick
ds¯k
(3.3.3)
holds as an equality of continuous operators from D
(
〈N〉m/2
)
to H, where
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• s¯k = (s1, . . . , sk) ∈ Rk+ and ∆kt =
{
s¯k ∈ Rk+,
∑k
j=1 sj ≤ t
}
,
• the polynomials b(k)t,s¯k are defined recursively by{
b(0)t (z) = b (ϕ (t, 0) z)
b(k+1)t,s¯
k+1
= λsk+1b(k)t,s¯
k ,
with λsc = −i {c ◦ ϕ (0, s) , Qs}(2) ◦ ϕ (s, 0) for any polynomial c.
Theorem 3.3.2. Assume H1 and H2. Let m ≥ 2 and b ∈ P≤m (Z) a
polynomial. Then introducing
• the vector vt ∈
⊗2Z such that for all z1, z2 ∈ Z,
〈z1 ⊗ z2, vt〉 = 〈z1, L∗ (t, 0)A (t, 0) z2〉 ,
• the operator on P (Z)
Λtc (z) = Tr [−2A∗ (t, 0)A (t, 0) ∂z¯∂zc (z)]+〈vt| . ∂2z¯c (z)+∂2zc (z) . |vt〉 ,
the formula
U (0, t) bWickU (t, 0) =
(
e
ε
2
Λt (b ◦ ϕ (t, 0))
)Wick
(3.3.4)
holds as an equality of continuous operators from D
(
〈N〉m/2
)
to H.
Remark 3.3.3. The derivative ∂z¯∂zc (z) is in L (Z) and Tr denotes the trace
on the subset of trace class operators of L (Z).
Remark 3.3.4. Form ≥ 2 the operators λt and Λt send Pm (Z) into Pm−2 (Z).
Remark 3.3.5. The exponential is intended in the sense
e
ε
2
Λtb =
⌊m/2⌋∑
k=0
1
k!
(ε
2
Λt
)k
b
for a polynomial b in P≤m (Z).
Example 3.3.6. To give an idea of the behavior of these formulae we
apply them in the simplest (non trivial) possible situation, with Z = C
and Qt (z) = ℑ
(
z2
)
. As Qt is time-independent the classical evolution equa-
tion is autonomous and thus we can write ϕ (t, s) = ϕ (t− s) and i∂tϕ (t) z =
∂z¯Q (ϕ (t) z) = iϕ (t) z. The solution is ϕ (t) z = z cosh t + z¯ sinh t. We can
then compute both
ˆ t
0
b(1)t,sds and Λt (b ◦ ϕ (t)) .
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The ﬁrst one is easily computed as ∂2zQ (z) = −i, ∂2z¯Q (z) = i and, with c =
b ◦ ϕ (t),
−i {c ◦ ϕ (−s) , Q (z)}(2) = (∂2z + ∂2z¯) (c ◦ ϕ (−s))
=
[
cosh (−2s) (∂2z + ∂2z¯) c
+2 sinh (−2s) ∂z¯∂zc] ◦ ϕ (−s)
and thus
ˆ t
0
b(1)t,sds =
ˆ t
0
(
cosh (−2s) (∂2z + ∂2z¯)+ 2 sinh (−2s) ∂z¯∂z) ds (b ◦ ϕ (t))
=
(
1
2
sinh (2t)
(
∂2z + ∂
2
z¯
)
+ (1− cosh (2t)) ∂z¯∂z
)
(b ◦ ϕ (t)) .
Now we compute the second one. Since L (t, 0) z = L∗ (t, 0) z = z cosh t
and A (t, 0) z = A∗ (t, 0) z = z¯ sinh t, we get vt = cosh t sinh t and then
obtain directly
Λt = (1− cosh (2t)) ∂z¯∂z + 1
2
sinh (2t)
(
∂2z + ∂
2
z¯
)
.
We thus obtain the same result with the two computations for the term of
order 1 in ε.
Then we can show that
ˆ
∆kt
b(k)t,s¯
k
ds¯k =
1
k!
(
Λt
)k
(b ◦ ϕ (t))
since
ˆ
∆kt
k∏
j=1
(
2 sinh (−2sj) ∂z¯∂z + cosh (−2sj)
(
∂2z + ∂
2
z¯
))
ds¯k
=
1
k!
(
(1− cosh (−2t)) ∂z¯∂z − 1
2
sinh (−2t) (∂2z + ∂2z¯))k
because
d
ds
[
(1− cosh (−2s)) ∂z¯∂z − 1
2
sinh (−2s) (∂2z + ∂2z¯)]
= 2 sinh (−2s) ∂z¯∂z + cosh (−2s)
(
∂2z + ∂
2
z¯
)
.
Remark 3.3.7. Since these two formulae will be proven independently and the
identiﬁcation of each term of order k in ε in the expansion of the symbol is
clear, we carry out a computation only on the formal level for the convenience
of the reader to show the link between the two formulae in the general case.
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We show (formally) that
d
ds
Λs = λs .
Then it is simple to show that
ˆ
s¯k∈∆kt
λskλsk−1 · · ·λs1ds¯k = 1
k!
(
Λt
)k
as operators on P (Z) once the case k = 2 is understood:
2
ˆ
s¯2∈∆2t
λs2λs1ds¯2 =
ˆ t
0
ˆ s1
0
λs2λs1ds2ds1 +
ˆ t
0
ˆ s2
0
λs2λs1ds1ds2
=
ˆ t
0
Λs1λs1ds1 +
ˆ t
0
λs2Λs2ds2
=
(
Λt
)2
.
In this computation we have used that Λ0 = 0 as A (0, 0) = 0.
We ﬁrst give λs in a more explicit way. As ∂2z¯Q = i |β〉 and ∂2zQ = −i 〈β|
we ﬁrst get
λc =
[
∂2z
(
c ◦ ϕ−1) . |β〉+ 〈β| .∂2z¯ (c ◦ ϕ−1)] ◦ ϕ
with ϕ = ϕ (t, 0) and omitting the time dependence everywhere. Then
with ϕ = L+A (and thus ϕ−1 = L∗ −A∗) and 〈z1, Az2〉 = 〈z1 ⊗ z2, wA〉 we
obtain
λc (z) = ∂2zc (z) .
∣∣(L∗∨2 +A∗∨2)β〉+ 〈(L∗∨2 +A∗∨2)β∣∣ .∂2z¯c (z)
− 2 (〈(IZ ⊗ ∂z¯∂zc (z)∗ L∗)β,wA〉+ 〈wA, (IZ ⊗ ∂z¯∂zc (z)L∗)β〉) .
Then we compute ddsΛ
s in several parts. The linear and antilinear parts
of the equation i∂sϕ (s, 0) z = ∂z¯Qs (ϕ (s, 0) z) give
∂sLz = −iαLz + (〈Az| ∨ IZ) |β〉
∂sAz = −iαAz + (〈Lz| ∨ IZ) |β〉 .
We now show that ∂svs =
∣∣(L∗∨2 +A∗∨2)β〉,
∂s 〈z1 ⊗ z2, vs〉 = ∂s 〈Lz1, Az2〉
= 〈−iαLz1, Az2〉+ 〈β,Az2 ∨Az1〉
+ 〈Lz1,−iαAz2〉+ (〈Lz2| ∨ 〈Lz1|) |β〉
= 〈β, (A ∨A) (z1 ∨ z2)〉+ 〈(L ∨ L) (z1 ∨ z2) , β〉
=
〈
z1 ∨ z2,
(
L∗∨
2
+A∗∨
2
)
β
〉
.
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And thus ∂s
(
∂2z . |v〉+ 〈v| .∂2z¯
)
= ∂2z .
∣∣(L∗∨2 +A∗∨2)β〉+〈(L∗∨2 +A∗∨2)β∣∣ .∂2z¯ .
We then show that
∂sTr [A
∗A∂z¯∂zc (z)] = 〈β, (IZ ⊗ L∂z¯∂zc (z))wA〉+〈wA, (IZ ⊗ ∂z¯∂zc (z)L∗)β〉 .
We ﬁrst observe that Tr [A∗A∂z¯∂zc (z)] = 〈wA, (IZ ⊗ ∂z¯∂zc (z))wA〉. A sim-
ple calculation using ∂sAz = −iαAz + (〈Lz| ∨ IZ) |β〉 shows that ∂swA =
(−iα⊗ IZ)wA + (IZ ⊗ L∗)β and this immediately gives the result.
3.4 Classical evolution of a Wick polynomial under
a quadratic evolution
The adjoint of a C-antilinear operator is deﬁned in Appendix 3.A.
Definition 3.4.1. A C-antilinear operator A on Z is said of Hilbert-Schmidt
class if ‖A‖La2(Z) := ‖AA
∗‖1/2L1(Z) is ﬁnite, where ‖·‖L1(Z) is the usual trace
norm for C-linear operators. The set of Hilbert-Schmidt antilinear operators
is denoted by La2 (Z).
Let X (Z) = L (Z) + La2 (Z) with norm
‖T‖X (Z) = ‖L‖L(Z) + ‖A‖La2(Z)
for T = L + A, where L and A are respectively C-linear and C-antilinear.
The space X (Z) is a Banach algebra.
Remark 3.4.2. The norm ‖T‖X (Z) is well deﬁned as the decomposition T =
L+A is unique (L = 12 (T − iT i) and A = 12 (T + iT i)).
3.4.1 Construction of the classical flow without the α term
Let β ∈ C0 (R;Z∨2) and Qt = ℑ 〈βt, z∨2〉. Observe that ∂z¯Q (t) (z) =
i (IZ ∨ 〈z|)βt and so (∂z¯Qt)t is a continous one parameter family of X (Z),
so that the theory of ordinary diﬀerential equations in Banach algebras (see
for example [65]) asserts that there exists a unique two parameters fam-
ily ϕ (t2, t1) of elements of X (Z) such that{
i∂tϕ (t, 0) = ∂z¯Qt ϕ (t, 0)
ϕ (0, 0) = IZ
,
with ϕ of C1 class in both parameters such that for all r, s and t,
ϕ (t, s)ϕ (s, r) = ϕ (t, r) .
The classical ﬂow ϕ (t, s) is a symplectomorphism with respect to the
symplectic form σ (z1, z2) = ℑ 〈z1, z2〉. It can be checked deriving
σ (ϕ (t, s) z1, ϕ (t, s) z2)
with respect to t.
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3.4.2 The strongly continuous dynamical system associated
with (αt)
We ﬁrst state a proposition which is a direct consequence of Theorem X.70
in [70] in the unitary case. This proposition provides a set of assumptions
ensuring the existence of a strongly continuous dynamical system associated
with a family (αt)t of self-adjoint operators. Other more general situations
can be considered as in [67, 68] for example.
Proposition 3.4.3. Let (αt)t∈R be a family of self-adjoint operators on the
Hilbert space Z satisfying the following conditions.
1. The αt have a common domain D (from which it follows by the closed
graph theorem that c (t, s) = (αt − i) (αs − i)−1 is bounded).
2. For each z ∈ Z, (t− s)−1 c (t, s) z is uniformly strongly continuous
and uniformly bounded in s and t for t 6= s lying in any fixed compact
interval.
3. For each z ∈ Z, c (t) z = limsրt (t− s)−1 c (t, s) z exists uniformly for t
in each compact interval and c (t) is bounded and strongly continuous
in t.
The approximate propagator uk is defined by uk (t, s) = exp(− (t− s) iα j−1
k
)
if j−1k ≤ s ≤ t ≤ jk and uk (t, r) = uk (t, s)uk (s, r).
Then for all s, t in a compact interval and any z ∈ Z,
u (t, s) z = lim
k→+∞
uk (t, s) z
exists uniformly in s and t. Further, if z ∈ D, then u (t, s) z is in D for
all s, t and satisfies {
i ddtu (t, s) z = αtu (t, s) z
u (s, s) z = z
.
3.4.3 Construction of the classical flow with the α term
Assume H1 and H2. Let ϕˆ be the solution of{
i∂tϕˆ (t, 0) = ∂z¯Qˆt ϕˆ (t, 0)
ϕˆ (0, 0) = IZ
,
with Qˆt (z) = ℑ
〈
βˆt, z
∨2
〉
, βˆt = uα (t, 0)
∗∨2 βt. What we call here the solu-
tion of {
i∂tϕ (t, 0) = ∂z¯Qt ϕ (t, 0)
ϕ (0, 0) = IZ
, (3.4.1)
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with Qt = 〈z, αtz〉+ ℑ
〈
βt, z
∨2〉 is
ϕ (t, 0) = uα (t, 0) ◦ ϕˆ (t, 0) .
Depending on the assumptions on (αt) it will be possible to precise if ϕ
sloves Equation (3.4.1) in a usual sense (strongly, weakly, on some dense
subset...).
With the particular set of assumptions of Theorem 3.4.3 we get that for
all z1 ∈ D and z2 ∈ Z,{
i∂t 〈z1, ϕ (t, 0) z2〉 = 〈αz1, ϕ (t, 0) z2〉+ i 〈z1 ∨ ϕ (t, 0) z2, β〉
ϕ (0, 0) = IZ
.
3.4.4 Composition of a Wick polynomial with the classical
evolution
The composition of a polynomial with the classical ﬂow deﬁnes a time-
dependent polynomial.
Definition 3.4.4. We deﬁne a norm on P (Z) by
‖b‖P(Z) =
∑
p, q
‖bp,q‖q←p
where b =
∑
p, q bp,q is a polynomial with bp,q ∈ Pp,q (Z) and ‖bp,q‖q←p is
a shorthand for ‖b˜p,q‖L(Wp Z,Wq Z). For a polynomial b in Pm (Z), we will
sometimes write ‖b‖Pm(Z).
Proposition 3.4.5. Let b ∈ Pm (Z) be a polynomial, and ϕ ∈ X (Z).
Then b ◦ ϕ ∈ Pm (Z) and we have the estimate
‖b ◦ ϕ‖Pm(Z) ≤ ‖ϕ‖mX (Z) ‖b‖Pm(Z) .
Proof. The proof is essentially the same as in Proposition 2.12 of [46].
3.5 Quantum evolution of a Wick polynomial
3.5.1 Without the α term
Definition 3.5.1. Let β ∈ C0 (R;Z∨2) and Qt (z) = ℑ 〈βt, z∨2〉. A fam-
ily U (t, s) of unitary operators on H deﬁned for s, t real is a solution of{
i∂tU (t, 0) =
QWickt
ε U (t, 0)
U (0, 0) = IH
(3.5.1)
if
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1. U (t, s) is strongly continuous inH with respect to s, t with U (s, s) = I,
2. U (t, r) = U (t, s)U (s, r), r ≤ s ≤ t,
3. i ddtU (t, s) y exists for almost every t (depending on s) and is equal to
QWickt U (t, s) y,
4. iε ddsU (t, s) y = −U (t, s)QWicks y, y ∈ D (N + 1), 0 ≤ s ≤ t.
This deﬁnition is made to ﬁt the general framework of Theorems 4.1
and 5.1 of [67]. More precisely we may check the following theorem.
Theorem 3.5.2. Let β ∈ C0 (R;Z∨2) and Qt (z) = ℑ 〈βt, z∨2〉.
Then the quantum flow equation (3.5.1) associated to the family 1εQt has
a unique solution. This solution preserves the sets D(〈N〉k/2) for k ≥ 2.
To establish this theorem we will use the following estimates.
Lemma 3.5.3. Let β ∈ Z∨2 and Q (z) = ℑ 〈β, z∨2〉. Then, on Hfin, and
for k ≥ 1, QWick satisfies the estimates∥∥∥QWick/εΨ∥∥∥ ≤ 3
2
‖β‖Z∨2 ‖(N/ε+ 1)Ψ‖ (3.5.2)
and
±i
[
QWick/ε, (N/ε+ 1)k
]
≤ 3k
√
2 ‖β‖Z∨2 (N/ε+ 1)k . (3.5.3)
The second estimate is in the sense of quadratic forms, for all Ψ ∈ Hfin,
± i
(〈
1
ε
QWickΨ, (N/ε+ 1)kΨ
〉
−
〈
(N/ε+ 1)kΨ,
1
ε
QWickΨ
〉)
≤ 3
k
√
2
‖β‖Z∨2
〈
Ψ, (N/ε+ 1)kΨ
〉
.
Proof. The ﬁrst estimate is a consequence of n+2 ≤ 2 (n+ 1) associated to
2i
ε
QWick
∣∣∣
Z∨n
=
√
n (n− 1) 〈β| ∨ IWn−2 Z −
√
(n+ 2) (n+ 1) |β〉 ∨ IWn Z .
For the second estimate, consider 2iε
〈
Ψ,
[
(1 +N/ε)k , QWick
]
Ψ
〉
. The
ﬁrst term of this commutator is∑
n
(n+ 1)k
(√
(n+ 2) (n+ 1)
〈
Ψ(n) ∨ 〈β| ,Ψ(n+2)
〉
−
√
n (n− 1)
〈
Ψ(n), |β〉 ∨Ψ(n−2)
〉)
.
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Then we deduce easily the second term and a reindexation gives the following
form for the whole commutator:∑
n
[
(n+ 1)k − ((n+ 2) + 1)k
]√
(n+ 2) (n+ 1)
×
(〈
Ψ(n) ∨ 〈β| ,Ψ(n+2)
〉
+
〈
Ψ(n+2), |β〉 ∨Ψ(n)
〉)
.
Newton’s binomial formula and the inequalities
∑k−1
l=0
(
k
l
)
2k−l ≤ 3k and
(n+ 1)l ≤ (n+ 1)k−1 yield
(n+ 1)k − ((n+ 2) + 1)k ≤ 3k (n+ 1)k−1 .
Using also n+ 2 ≤ 2 (n+ 1) to control √(n+ 2) (n+ 1) we obtain
± i
〈
Ψ,
[
(1 +N/ε)k ,
QWick
ε
]
Ψ
〉
≤ 1
2
∑
n
3k (n+ 1)k−1
√
2 (n+ 1)
∥∥∥Ψ(n)∥∥∥ ‖β‖Z∨2 ∥∥∥Ψ(n+2)∥∥∥ .
Cauchy-Schwarz’s inequality gives the claimed estimate.
Lemma 3.5.4. Let β ∈ Z∨2 and Q (z) = ℑ 〈β, z∨2〉. Then QWick is
essentially self-adjoint on Hfin and its closure is essentially self-adjoint
on any other core for N/ε + 1. Inequalities (3.5.2) and (3.5.3) still hold
on D (N/ε+ 1).
We still denote by QWick this self-adjoint extension.
Proof. We apply the commutators Theorem X.37 of [70] with the estimates
of Lemma 3.5.3 for k = 1.
Lemma 3.5.5. If a solution of the quantum flow equation (3.5.1) exists then
it leaves Q((N/ε+ 1)k) = D((N/ε+ 1)k/2) invariant for any integer k ≥ 2.
In the time-independent case the estimate
‖U (t, 0)‖L(D((N/ε+1)k/2)) ≤ exp
(
3k
√
2 ‖β‖ |t|
)
holds.
Proof. From Lemma 3.5.4, for any k ≥ 2, D((N/ε+ 1)k/2) ⊂ D(QWick). We
can adapt the proof of Theorem 2 of [54] to the case of the quantization of a
continuous one parameter family of quadratic polynomials with the estimates
of Lemma 3.5.3.
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Proof of theorem 3.5.2 . We use Theorems 4.1 and 5.1 of [67] with the
family of operators iQ (t)Wick /ε (here we directly consider the self-adjoint
extension of QWickt /ε). We set Y = D((N/ε+ 1)k/2).
1. This family is stable in the sense that ‖∏kj=1 e−isjQ(tj)Wick/ε‖L(H) ≤ 1
(we actually have an equality here).
2. The space Y is admissible for this family in the sense that for each t,
(iQWickt /ε+ λ)
−1 leaves Y invariant and∥∥∥∥(iQWickt /ε+ λ)−1∥∥∥∥
L(Y )
≤
(
λ− 3k
√
2 ‖β‖
)−1
for ℜλ > 3k√2 ‖β‖.
This is true because, as we have seen in Lemma 3.5.5, (e−isQWickt /ε)s∈R
leaves Y invariant and, thanks to the estimate of the same lemma, we
can apply the resolvent formula(
iQWickt /ε+ λ
)−1
=
ˆ +∞
0
e−λse−isQ
Wick
t /εds
and obtain the desired estimate.
3. Y ⊂ D (QWickt /ε) so that QWickt /ε ∈ L (Y,H) for each t, and the
map t→ QWickt /ε ∈ L (Y,H) is continuous.
4. Y = D((N/ε+ 1)k/2) is reﬂexive.
Theorems 4.1 and 5.1 of [67] thus apply and give the existence of an evolution
operator.
The preservation of the set D((N/ε+ 1)k/2) comes from the application
of Lemma 3.5.5 to the solution of the time-dependent problem. To conclude
it is then enough to observe that the domainsD(〈N〉k/2) andD((N/ε+ 1)k/2)
are the same and have equivalent norms.
3.5.2 With the α term
Assume H1 and H2. Let Uˆ be the solution of{
i∂tUˆ (t, 0) =
QˆWickt
ε Uˆ (t, 0)
Uˆ (0, 0) = IH
(3.5.4)
with Qˆt (z) = ℑ
〈
βˆt, z
∨2
〉
, βˆt = uα (t, 0)
∗∨2 βt. What we call here the solu-
tion of {
i∂tU (t, 0) =
QWickt
ε U (t, 0)
U (0, 0) = IH
(3.5.5)
with Qt = 〈z, αtz〉+ ℑ
〈
βt, z
∨2〉 is
U (t, 0) = Γ (uα (t, 0)) ◦ Uˆ (t, 0) .
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3.6 Removal of the α part
Proposition 3.6.1. Assume H1 and H2. Suppose Theorems 3.3.1 and 3.3.2
hold with a null one parameter family of self-adjoint operators on Z, and βˆt =
uα (t, 0)
∗∨2 βt. We denote with a hat the quantities associated with this solu-
tion. Then Theorems 3.3.1 and 3.3.2 hold.
Proof. For Equation 3.3.3, we forget during the proof the (t, 0) dependency
in our notations and write ˆ
∆0t
b(0)t,s¯
0
ds¯0
instead of b(0),t. Then
U∗bWickU = Uˆ∗Γ (u∗α) b
WickΓ (u) Uˆ
= Uˆ∗ (b ◦ uα)Wick Uˆ
=
⌊m2 ⌋∑
k=0
(ε
2
)k ˆ
∆kt
(
b̂ ◦ uα
(k)t,s¯k
)Wick
ds¯k
where the bˆ(k)t,s¯
k
are deﬁned recursively by{
bˆ(0)t (z) = b ◦ ϕˆ
bˆ(k+1)t,s¯
k+1
= λˆsk+1 bˆ(k)t,s¯
k
with λˆsc = −i
{
c ◦ ϕˆ (0, s) , Qˆs
}(2) ◦ ϕˆ (s, 0) for any polynomial c. Thus it
suﬃces to prove that
b̂ ◦ uα
(k)t,s¯k
= b(k)t,s¯
k
.
This is clear for k = 0 as uα ◦ ϕˆ = ϕ. Then we observe that
λˆsc = −i
{
c ◦ ϕˆ−1, Qˆ
}(2) ◦ ϕˆ
= −i
{
c ◦ ϕ−1 ◦ uα, Qˆ
}(2) ◦ u−1α ◦ ϕ
= −i{c ◦ ϕ−1, Q}(2) ◦ ϕ
where we used that ∂2z 〈z, αz〉 = 0, ∂2z¯ 〈z, αz〉 = 0 and βt = uα (t, 0)∨2 βˆt.
We can thus restrict our proof to the case of a polynomial Qt of the
form Qt (z) = ℑ
〈
βt, z
∨2〉 with βt ∈ C0 (R;Z∨2) and no (αt) term.
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3.7 A Dyson type expansion formula for the Wick
symbol of the evolved quantum observable
In this section we prove Theorem 3.3.1.
Proof. We ﬁrst prove that the formula, for c ∈ P≤m (Z),
U (0, s) (c ◦ ϕ (0, s))Wick U (s, 0)
= cWick − iε
2
ˆ s
0
U (0, σ) {c ◦ ϕ (0, σ) , Qσ}(2)Wick U (σ, 0) dσ
holds as an equality of continuous operators fromD(〈N〉m/2) toH, with 〈N〉 =
(N2 + 1)1/2. This is a consequence of the fact that the derivative of the left
hand term as a function of s is − iε2 U (0, s) {c ◦ ϕ (0, s) , Qs}(2)Wick U (s, 0) as
it can be seen from the relation
i∂σ (c ◦ ϕ (0, σ)) = −∂z (c ◦ ϕ (0, σ)) .∂z¯Qσ + ∂zQσ.∂z¯ (c ◦ ϕ (0, σ))
and Proposition 3.2.2. Applying the previous formula with c = b(K)t,s¯
K
we
get recursively
U (0, t) bWickU (t, 0)
=
K−1∑
k=0
(ε
2
)k ˆ
s¯k∈∆kt
(
b(k)t,s¯
k
)Wick
ds¯k
+
(ε
2
)K ˆ
s¯K∈∆Kt
U (0, sK)
(
b(K)t,s¯
K ◦ ϕ (0, sK)
)Wick
U (sK , 0) ds¯
K .
This process gives a null remainder as soon as K > m/2 as for K ≤ ⌊m/2⌋,
since the polynomial b(K)s¯
K
is of total order m− 2K.
3.8 An exponential type expansion formula for the
Wick symbol of the evolved observable
In this section we prove Theorem 3.3.2.
3.8.1 Quantum evolution as a Bogoliubov implementation
Some basic facts about symplectomorphisms are recalled in Appendix 3.A.
Definition 3.8.1. A symplectomorphism T is called implementable if and
only if there exists a unitary operator U on H , called a Bogoliubov imple-
menter of T , such that
∀ξ ∈ Z, U∗W (ξ)U =W (Tξ) .
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Proposition 3.8.2. Assume αt ≡ 0 and H2. Let Qt = ℑ
〈
βt, z
∨2〉, ϕ (t, s)
the associated classical evolution (see Section 3.4) and U (t, s) the associ-
ated quantum evolution (see Section 3.5). Then for all t in R, U (t, 0) is a
Bogoliubov implementer of −iϕ (0, t) i.
Proof. We begin with a formal computation which will be justiﬁed further.
It suﬃces to show that
iε∂t [U (0, t)W (−iϕ (t, 0) iξ)U (t, 0)] = 0 .
Computing this derivative and omitting the time and −iϕ (t, 0) iξ dependen-
cies in our notations, we get with U (t, 0) = U
U∗W
{
−W ∗QWickW +QWick +W ∗iε∂tW
}
U .
Then from Proposition 2.10 (iii) in [46], the diﬀerential formula of Weyl
operators recalled in Proposition 3.8.3 below and with ft = −iϕ (t, 0) iξ it
suﬃces to show that
Q
(
z +
iε√
2
ft
)
= Q (z) + iε
(
iε
2
ℑ 〈ft, ∂tft〉+ i
√
2ℜ 〈∂tft, z〉
)
to get the result. This equality results from the expansion of Q (z) =
ℑ 〈β, z∨2〉, recalling that i∂tϕ (t, 0) ξ = ∂z¯Q (ϕ (t, 0) ξ), and observing that
∂z¯Q (z) = i (〈z| ∨ IZ) |β〉. We now need to clarify the meaning of this com-
putation. It suﬃces to show that the quantity
〈Φ, U (0, t)W (−iϕ (t, 0) iξ)U (t, 0)Ψ〉
is constant for Ψ, Φ in D (N + 1). Since this domain is preserved by the
operators U(t, s), the Weyl operators are weakly derivable on this domain
(see next proposition), and U (t, s) is derivable on this domain, then we get
the justiﬁcation of the previous formal computation.
Proposition 3.8.3. Let z, h be vectors in Z, t be a real parameter and ϕ, ψ
be in the domain of Φ (h). Then
lim
t→0
1
t
(〈ϕ, [W (z + th)−W (z)]ψ〉) =
〈
ϕ,W (z)
[
iΦ (h) +
iε
2
ℑ 〈z, h〉+
]
ψ
〉
=
〈
ϕ,
[
iΦ (h)− iε
2
ℑ 〈z, h〉
]
W (z)ψ
〉
.
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Proof. For the ﬁrst equality. The Weyl commutation relations give
1
t
〈ϕ, [W (z + th)−W (z)]ψ〉 = 1
t
〈
W (−z)ϕ,
[
e
iε
2
ℑ〈z,th〉W (th)− IZ
]
ψ
〉
=
〈
W (−z)ϕ, e iε2 ℑ〈z,th〉 1
t
(W (th)− IZ)ψ
〉
+
1
t
(
e
iε
2
ℑ〈z,th〉 − 1
)
〈W (−z)ϕ,ψ〉
−−→
t→0
〈
ϕ,W (z)
[
iΦ (h) +
iε
2
ℑ 〈z, h〉
]
ψ
〉
.
The convergence of the ﬁrst term is due to the continuous one parameter
group structure of W (th). The other equality is obtained in the same way.
3.8.2 Action of Bogoliubov transformations onWick symbols
A theorem due to Shale (see [72]) characterizes implementable symplecto-
morphisms. We quote here a version of this theorem ﬁtting our needs.
Theorem 3.8.4 (Shale, 1962 ). A symplectomorphism T is implementable
if and only if the C-linear part of T ∗T − Id is trace class.
We can now quote the main result of this part.
Theorem 3.8.5. Let T = L+A with L C-linear and A C-antilinear, be an
implementable symplectomorphism with a Bogoliubov implementer U preserv-
ing D(〈N〉k/2) for any integer k≥ 2, then for any polynomial b in P≤m (Z)
with m ≥ 2,
U∗bWickU =
(
e
ε
2
Λ[T ] [b (T ∗·)]
)Wick
(3.8.1)
as an equality of continuous operators from D(〈N〉m/2) to H, with 〈N〉 =
(N2 + 1)1/2, where
• the exponential is a finite expansion whose rank depends on the degree
of the polynomial b,
• the operator Λ [T ] is defined on any polynomial c by
Λ [T ] c (z) = Tr [−2AA∗∂z¯∂zc (z)] + 〈v| .∂2z¯c (z) + ∂2zc (z) . |v〉
with v ∈ ⊗2Z the vector such that for all z1, z2 ∈ Z, 〈z1 ⊗ z2, v〉 =
〈z1, LA∗z2〉.
In order to prove this result, we use intermediate steps.
1. We prove that U∗bWeylU = b (T ∗·)Weyl in ﬁnite dimension.
3.8 An exponential type expansion formula for the Wick symbol of the
evolved observable 113
2. We use the Fourier transform and the formula
bWeyl =
1
(πε/2)d
(
b ∗ e−
|z|2
ε/2
)Wick
to get the result in ﬁnite dimension.
3. We extend the result to inﬁnite dimension.
3.8.2.1 Action of Bogoliubov transformations on Weyl quantiza-
tions of polynomials in finite dimension
Definition 3.8.6. In a ﬁnite-dimensional Hilbert space Z identiﬁed with Cd,
the symplectic Fourier transform is deﬁned by
Fσ [f ] (z) =
ˆ
Z
e2πiσ(z,z
′)f
(
z′
)
L
(
dz′
)
where L denotes the Lebesgue measure, and f is any Schwartz tempered dis-
tribution. We associate with each polynomial b ∈ Pp,q (Z) a Weyl observable
by
bWeyl =
ˆ
Z
Fσ [b] (z)W
(
−i
√
2πz
)
L (dz) . (3.8.2)
This formula has a meaning as an equality of quadratic forms on S (Z)
since for any Φ, Ψ in S (Z), z 7→ 〈Φ,W (−i√2πz)Ψ〉 and its derivative are
continuous bounded functions and Fσ [b] is made of derivatives of the delta
function.
Proposition 3.8.7. Let b ∈ P≤m (Z) withm ≥ 2 be a polynomial on a finite-
dimensional Hilbert space Z. Let T be an implementable symplectomorphism
with implementation U preserving the domain D(〈N〉m/2). Then
U∗bWeylU = b (T ∗·)Weyl
as a continuous operator from D(〈N〉m/2) to H.
Proof. We compute, in the sense of quadratic forms on S (Z),
U∗bWeylU =
ˆ
Fσ [b] (z)W
(
−
√
2πT iz
)
L (dz)
=
ˆ
Fσ [b] (T ∗z)W
(
−i
√
2πz
)
L (dz)
=
ˆ
Fσ [b (T ∗·)] (z)W
(
−i
√
2πz
)
L (dz)
= b (T ∗·)Weyl
where we made use of the relation Ti = i (T ∗)−1, the volume preservation
of T ∗ in Z seen as a R-vector space and the property of composition of a
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symplectic Fourier transform by a symplectomorphism (see Appendix 3.C).
The boundedness from D(〈N〉m/2) to H is deduced from the facts that the
Fourier transform of b involves only derivatives of the delta function of order
smaller or equal to m and that a derivation of the Weyl operator gives at
worse a ﬁeld factor which is controlled by 〈N〉1/2.
3.8.2.2 Action of Bogoliubov transformations on Wick quantiza-
tion of polynomials in finite dimension
Proposition 3.8.8. Let b ∈ P≤m (Z) withm ≥ 2 be a polynomial on a finite-
dimensional Hilbert space Z. Let T be an implementable symplectomorphism
with implementation Upreserving the domain D(〈N〉m/2). Then
U∗bWickU =
(
e
ε
2
Λ[T ] [b (T ∗·)]
)Wick
, (3.8.3)
as a continuous operator from D(〈N〉m/2) to H, where Λ [T ] is defined as in
Theorem 3.8.5.
Proof. We search the polynomial c such that U∗bWickU = cWick. In ﬁnite
dimension for polynomials we can use the well known deconvolution formula
cWick =
(
c ∗ 1
(πε/2)d
e
|z|2
ε/2
)Weyl
.
By Proposition 3.8.7 we boil down to search for a polynomial c such that(
b ∗ 1
(πε/2)d
e
|z|2
ε/2
)
(T ∗·) = c ∗ 1
(πε/2)d
e
|z|2
ε/2 .
Using symplectic Fourier transform (see appendix 3.C) and its properties
with respect to convolution, composition with symplectomorphisms and Gaus-
sians, we get
Fσc = [Fσb (T ∗·)]×
Fσ
 e |z|2ε/2
(πε/2)d
 (T ∗·)
×
Fσ
 e− |z|2ε/2
(πε/2)d

= e
pi2ε(|T∗·|2−|·|2)
2 ×Fσb (T ∗·) .
Writting T = L + A with L the C-linear and A the C-antilinear part of T
we obtain
|T ∗z|2 − |z|2 = 〈L∗z, L∗z〉+ 〈A∗z,A∗z〉+ 〈L∗z,A∗z〉+ 〈A∗z, L∗z〉 − 〈z, z〉
= 〈z, LL∗z〉+ 〈z,AA∗z〉+ 〈LA∗z, z〉+ 〈z, LA∗z〉 − 〈z, z〉
= 〈z, 2AA∗z〉+
〈
v, z∨
2
〉
+
〈
z2, v
〉
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with v ∈ ⊗2Z the vector such that for all z1, z2 ∈ Z, 〈z1 ⊗ z2, v〉 =
〈z1, LA∗z2〉. By Fourier transforming again, we get
π2Fσ
[(
|T ∗·|2 − |·|2
)
× ·
]
Fσc = Tr [−2AA∗∂z¯∂zc (z)]+〈v| ∂2z¯c (z)+∂2zc (z) |v〉
as the C-linear and C-antilinear parts behave diﬀerently under Fourier trans-
form (the C-linear part has a minus sign added, see appendix 3.C). We then
obtain the claimed result.
3.8.2.3 Extension to infinite dimension on a “cylindrical” class of
polynomials
Theorem 3.8.9. Let Tˆ be symplectomorphism of the form Tˆ = ecρ, with c a
conjugation and ρ a positive, self-adjoint, Hilbert-Schmidt operator commut-
ing with c. Let (ξj)j∈N a Hilbert basis in which ρ is diagonal. Let πK be the
orthogonal projection on the finite-dimensional space ZK = V ect({ξj}j≤K).
Then for any polynomial b in Pm (Z) with m ≥ 2 and any integer K
Uˆ∗bWickK Uˆ =
(
e
ε
2
Λ[Tˆ ]
[
bK
(
Tˆ ∗·
)])Wick
as continuous operators from D(〈N〉m2 ) to H where bK (z) = b (πKz).
Proof. We ﬁrst remark that, with Q (z) = ℑ 〈cρz, z〉, e−iQWick/ε is a Bo-
goliubov implementer of Tˆ as it can be seen using Proposition 3.8.2 and the
Hilbert-Schmidt property of ρ. We deﬁne ρL = ρπL, TˆL = Tˆ πL and the oper-
ator QL (z)
Wick = ℑ 〈cρLz, z〉Wick. We use the identiﬁcation H = Γs (ZL)⊗
Γs(Z⊥L ) and observe that on Γs (ZL) ⊗ {ΩZ
⊥
L }, e−iQWick/ε = e−iQWickL /ε.
For K ≤ L we obtain on Γs (ZL)⊗ {ΩZ⊥L }
Uˆ∗Lb
Wick
K UˆL =
(
e
ε
2
Λ[TˆL]
[
bK
(
Tˆ ∗L·
)])Wick
by Proposition 3.8.8, with UˆL = e−iQ
Wick
L /ε. But on this domain it is the
same as
Uˆ∗bWickK Uˆ =
(
e
ε
2
Λ[Tˆ ]
[
bK
(
Tˆ ∗·
)])Wick
with Uˆ = e−iQWick/ε. We thus get an equality on ∪LΓs (ZL), and by con-
tinuity of the involved operators from D(〈N〉m2 ) to H we get the expected
result.
We will ﬁrst show that Formula (3.8.1) apply in particular to a well
chosen class of cylindrical polynomials, and then extend it by density to
every polynomial.
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3.8.2.4 Extension to general polynomials
We split the proof of Formula (3.8.1) for general polynomials into several
lemmata and propositions.
Lemma 3.8.10. Let (ξj)j∈N be a Hilbert basis of Z, πm be the orthogonal
projector on Zm = V ect({ξj}j≤m). Let b be a polynomial in Pp,q (Z) and
define bK = b (πK ·). Then (b˜K)K∈N is bounded and
b˜ = w − lim
j→∞
b˜K .
To formulate more clearly some convergence results we need some extra
deﬁnitions.
Definition 3.8.11. We deﬁne the spaces
L∨p,q (Z) = L
(Z∨p,Z∨q) , L∨m = ⊕
p+q=m
L∨p,q and L∨≤m =
⊕
m′≤m
L∨m′
corresponding to Pp,q (Z), Pm (Z) and P≤m (Z).
Let b =
∑
p,q bp,q be a polynomial, with bp,q ∈ P (Z). We note b˜ =
(b˜p,q) ∈
⊕
p,q L∨p,q (Z).
The norm of b˜ = (b˜p,q) ∈ L∨≤m (Z) is ‖b˜‖L∨≤m(Z) =
∑
p,q ‖b˜p,q‖L(Wp Z,Wq Z) .
A sequence (b˜K)K∈N of elements of L≤m (Z) converges weakly to b˜ in L≤m (Z)
if b˜Kp,q converges weakly to b˜p,q for every p and q as K → +∞.
Lemma 3.8.12. Let T be an operator in X (Z), (bK)K∈N and b be poly-
nomials in Pm (Z) such that (b˜K)K∈N converges weakly to b˜. Then bK (T ·)
and b (T ·) are in Pm (Z) and ˜bK (T ·) converges weakly to b˜ (T ·).
Lemma 3.8.13. Let T be an operator in X (Z), (bK)K∈N and b be polyno-
mials in Pm (Z) such that (b˜K)K∈N is bounded and converges weakly to b˜.
Then ( ˜e
ε
2
Λ[T ]bK)K∈N converges weakly to
˜e
ε
2
Λ[T ]b.
Proof. It is enough to show that weak convergence is preserved by the action
of Λ [T ]. But, for any polynomial b,
Λ˜ [T ] b = Tr
1
[
(−2A∗A⊗ IZ∨q−1) b˜
]
+ (〈v| ∨ IZ∨q−2) b˜+ b˜ (|v〉 ∨ IZ∨p−2) ,
where Tr1 is the partial trace on the ﬁrst Z subspace on the left and any
direction on the right (so that if b˜ ∈ L∨p,q (Z), then Tr1[(−2A∗A⊗IZ∨q−1)b˜] is
in L∨p−1,q−1 (Z)). With this formula the preservation of the weak convergence
is clear.
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Proposition 3.8.14. Let b and (bK)K∈N be Wick polynomials in Pp,q (Z)
such that w − lim b˜K = b˜. Then
w − lim
K
(bK − b)Wick 〈N〉−
p+q
2 = 0 .
Proposition 3.8.15. Let b and (bK)K∈N be Wick polynomials in Pp,q (Z)
such that w − lim b˜K = b˜. Let U be a unitary operator on the Fock space H
such that, for all k ≥ 2, 〈N〉 k2 U 〈N〉− k2 is a bounded operator. Then
w − lim
K
U∗ (bK − b)Wick U 〈N〉−
m′
2 = 0
with m′ = max (m, 2), m = p+ q.
Proposition 3.8.16. Let T be an implementable symplectomorphism with
Bogoliubov implementer U . Then for any polynomial b in P≤m (Z), m ≥ 2,
U∗bWickU =
(
e
ε
2
Λ[T ] [b (T ∗·)]
)Wick
as continuous operators from D(〈N〉m2 ) to H.
Proof. From the results 3.8.10 to 3.8.15 we deduce the result for symplec-
tomorphisms of the form Tˆ = ecρ, with c a conjugation and ρ a positive,
self-adjoint, Hilbert-Schmidt operator commuting with c. Then we observe
that the hypothesis on the form of Tˆ is not restrictive as, if T is of the
form uecρ with u unitary, then, with Uˆ a Bogoliubov implementer for Tˆ ,
UˆΓ (u∗) is a Bogoliubov implementer for T and
Γ (u)
(
e
ε
2
Λ[Tˆ ]
[
b
(
Tˆ ∗·
)])Wick
Γ (u∗) =
(
e
ε
2
Λ[T ] [b (T ∗·)]
)Wick
.
Indeed for any polynomial c, and operator ϕ in X (Z), Γ (ϕ) cWickΓ (ϕ∗) =
c (ϕ∗·)Wick and
Λ
[
Tˆ
]k [
b
(
Tˆ ∗·
)]
(u∗·) = Λ
[
uTˆ
]k [
b
(
Tˆ ∗u∗·
)]
as can be checked by an explicit computation and using the fact that L = uLˆ
and A = uAˆ with the L, Lˆ and A, Aˆ denoting respectively the C-linear and
C-antilinear parts of T and Tˆ . This achieves the proof.
3.8.3 An evolution formula for the Wick symbol
We can now prove Theorem 3.3.2.
Proof. We only need to apply propositions 3.8.2 and 3.8.16 with T = −iϕ (0, t) i =
L∗ (t, 0) + A∗ (t, 0) (with ϕ (t, 0) = L (t, 0) + A (t, 0)). We remark that for
any symplectomorphism T , (−iT i)∗ = T−1 so that (−iϕ (0, t) i)∗ = ϕ (t, 0)
and thus we get the result.
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3.8.4 Estimates
We now give estimates for the diﬀerent terms of the expansion of the symbol.
Proposition 3.8.17. Let T = L + A be an implementable symplectomor-
phism with L C-linear and A C-antilinear. Then the operator Λ [T ] defined
on P (Z) by
Λ [T ] c (z) = Tr [−2AA∗∂z¯∂zc] + 〈v| ∂2z¯c (z) + ∂2zc (z) |v〉 ,
with v ∈ ⊗2Z the vector such that for all z1, z2 ∈ Z, 〈z1 ⊗ z2, v〉 =
〈z1, LA∗z2〉 is such that, for c in Pm (Z)
‖Λ [T ] c‖Pm−2(Z) ≤ 2 ‖T‖X (Z) ‖A‖La2(Z) ‖c‖Pm(Z) .
Proof. We only have to remark that for any polynomial c in Pp,q (Z) the
following estimates hold
‖Tr [B∂z¯∂zc (z)]‖q−1←p−1 ≤ ‖B‖L1(Z) ‖c‖q←p
for any trace class operator B, and∥∥〈v| ∂2z¯c (z)∥∥q−2←p ≤ ‖v‖W2 Z ‖c‖q←p
and that ‖v‖W2 Z = ‖LA∗‖La2(Z) ≤ ‖L‖L(Z) ‖A‖La2(Z). The same estimate
holds for ∂2zc (z) |v〉.
We apply this result to the expression given in the theorem 3.3.2.
Proposition 3.8.18. Let (Qt)t be a continuous one parameter family of
quadratic polynomials, ϕ the classical flow associated to (Qt)t, and Λ
t the
operator defined in theorem 3.3.2. Then, for b in P≤m (Z)∥∥∥e ε2Λt (b ◦ ϕ (t, 0))∥∥∥
P(Z)
≤ ‖b‖P(Z) ‖ϕ (t, 0)‖mX (Z)
m∑
k=0
1
k!
(
ε ‖ϕ (t, 0)‖X (Z) ‖A (t, 0)‖La2(Z)
)k
where A is the C-antilinear part of ϕ.
Proof. It is enough to combine the propositions 3.4.5 and 3.8.17.
Remark 3.8.19. The norm ‖ϕ (t, 0)‖X (Z) is bigger than 1 as for any symplec-
tic transformation T = L + A with L C-linear and A C-antilinear, L∗L =
IZ +A∗A ≥ IZ (see proposition 3.A.4) and thus ‖T‖X (Z) ≥ ‖L‖L(Z) ≥ 1.
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Appendix
3.A R-linear symplectic transformations
In this part we adapt and recall some results of [69] to ﬁt our needs.
Let (Z, 〈·, ·〉) be a separable Hilbert space over the complex numbers
ﬁeld C. The scalar products is linear with respect to the right variable and
antilinear with respect to the left variable. We note AutR (Z) the group of
R-linear continuous automorphisms on Z. We deﬁne a symplectic form σ
on Z by
σ (z1, z2) := ℑ 〈z1, z2〉 .
Definition 3.A.1. A R-linear automorphism T is a symplectomorphism if
it preserves the symplectic form, i.e. if
∀z1, z2 ∈ Z, σ (Tz1, T z2) = σ (z1, z2) .
We note SpR (Z) the set of symplectic transformations over the Hilbert
space Z. It is a subgroup of AutR (Z).
Proposition 3.A.2. A R-linear application T : Z → Z can be written as
a sum of two applications respectively C-linear and C-antilinear in a unique
way :
T =
T − iT i
2
+
T + iT i
2
.
Definition 3.A.3. Let A be a (bounded) C-antilinear operator on the
Hilbert space Z. We deﬁne its adjoint A∗ as the only antilinear operator
such that
∀z1, z2 ∈ Z, 〈z1, Az2〉 = 〈z2, A∗z1〉 .
Let T = L + A = Z → Z be a R-linear application with L C-linear and A
C-antilinear. The adjoint T ∗ of T is deﬁned by T ∗ = L∗ +A∗.
Proposition 3.A.4. Let T = L + A be a R-linear automorphism with L
C-linear and A C-antilinear, then the following conditions are equivalent.
1. L+A is a symplectomorphism.
2. (L∗ −A∗) (L+A) = IZ .
3. (L∗ +A∗) (L−A) = IZ .
4. L∗L−A∗A = IZ and L∗A = A∗L.
5. L∗ −A∗ is a symplectomorphism.
6. L−A is a symplectomorphism.
7. LL∗ −AA∗ = IZ and A∗L = L∗A.
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Proof. (1)⇔ (2) Let T = L+A a symplectomorphism, for all z1, z2 ∈ Z,
σ (z1, z2) = ℑ 〈z1, z2〉 = ℑ 〈(L+A) z1, T z2〉
= ℑ
(
〈z1, L∗Tz2〉+ 〈z1, A∗Tz2〉
)
= ℑ 〈z1, (L∗ −A∗)Tz2〉 .
Replacing z1 by iz1 we get the same relation with a real part instead of an
imaginary part and ﬁnally
〈z1, [(L∗ −A∗) (L+A)− IZ ] z2〉 = 0
and this in turn implies (L∗ −A∗) (L+A) = IZ . We can reverse the order
of these calculations in order to obtain the ﬁrst equivalence.
(2)⇔ (3) The C-linearity and antilinearity properties of L and A give
(L∗ −A∗) (L+A) i = i (L∗ +A∗) (L−A)
so that we get the equivalent condition (3).
((2) and (3)) ⇔ (4) The sum and the diﬀerence of the equations of (2)
and (3) give (4) and the sum and diﬀerence of the equations in (4) give (2)
and (3).
(1)⇔ (5) From (1) and (3) we know that the inverse of a symplectomor-
phism T = L+A is T−1 = L∗−A∗ which is necessarily a symplectomorphism
too, and thus (1)⇒ (5). We get (5)⇒ (1) exchanging T and T−1.
(1)⇔ (6)⇔ (7) is easily deduced from the previous equivalences.
Proposition 3.A.5. Let T = L+A be a symplectomorphism with L C-linear
and A C-antilinear, then L is invertible.
Proof. From Proposition 3.A.4 we get
L∗L = IZ +A∗A ≥ IZ and LL∗ = IZ +AA∗ ≥ IZ
and thus L and L∗ are injective. From the injectivity of L∗ we get RanL =
(KerL∗)⊥ = {0}⊥ = Z.
It is now enough to show that the range of L is closed. Pick a vector y ∈
Z, there is a sequence (xn) ∈ ZN such that Lxn → y. The relation L∗L ≥ IZ
gives |Lxm − Lxn| ≥ |xn − xm|. The left hand part of the inequality goes
to 0 for m,n→∞, so that (xn) is a Cauchy sequence and thus converges to
a limit x. By continuity of L, Lx = y and L is indeed one to one.
Definition 3.A.6. An application c from Z to Z is a conjugation if and
only if it satisﬁes the following conditions.
1. c si R-linear.
2. c2 = IZ .
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3. For all z1, z2 in Z, 〈cz1, z2〉 = 〈cz2, z1〉.
Remark 3.A.7. It follows from the third condition in this deﬁnition that a
conjugation is antilinear.
One may deﬁne diﬀerent conjugations on the same Hilbert space over C
(even for a one dimensional Hilbert space). As an example one can consider
a Hilbert basis (ej) and deﬁne the application c :
∑
j αjej 7→
∑
j αjej .
Definition 3.A.8. Let c be a conjugation on the Hilbert space Z. The real
and imaginary parts of a vector z ∈ Z (with respect to the conjugation c)
are deﬁned as
ℜz := z + cz
2
and ℑz := z − cz
2i
.
They verify z = ℜz + iℑz. The space Ec
R
:= ℜZ = ℑZ is a subspace of Z
as R-vector space, 〈·, ·〉 restricted to Ec
R
is a real scalar product and E =
Ec
R
⊕ iEc
R
.
Let f be a R-linear application on Z, then we can deﬁne the applications
from Ec
R
to itself
α : z 7→ ℜf (z) , γ : z 7→ ℜf (iz) ,
β : z 7→ ℑf (z) , δ : z 7→ ℑf (iz) .
Then, if a, b ∈ Ec
R
, then f (a+ ib) = α (a) + iβ (a) + γ (ib) + iδ (ib), and f
can be represented as an application on Ec
R
× Ec
R
by the matrix(
α γ
β δ
)
.
The following relations hold with the above sign if f is C-linear and with the
below sign if f is C-antilinear: β = ∓γ and α = ±δ and f∗ is represented
by the matrix
(
αT ∓βT
βT ±αT
)
.
We want to show a reduction result for the symplectomorphisms in the
spirit of the polar decomposition, in the case of an implementable symplec-
tomorphism (see Deﬁnition 3.8.1 and Theorem 3.8.4).
Theorem 3.A.9. Let T be an implementable symplectomorphism. Then
T = uecρ
where
• u is a unitary operator,
• c is a conjugation,
• ρ is a Hilbert-Schmidt, self-adjoint, non-negative operator commuting
with c.
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Remark 3.A.10. The operator u is the unitary operator of the polar de-
composition L = u |L| of the C-linear part of T . The conjugation c is a
speciﬁc conjugation associated with L and will be constructed during the
proof and ρ = arg cos |L|.
Proof. Let us write T = L+A with L C-linear and A C-antilinear. With L =
u |L| the polar decomposition of L we get T = u (|L|+ u∗A) so that it is
enough to show the two next lemmas.
Lemma 3.A.11. Let (E, 〈·, ·〉) be a finite-dimensional Hilbert space over C.
Let f : E → E be a C-antilinear application such that
ff∗ = IE and f = f∗ .
Then there exists an orthonormal basis (uj) of E such that
∀j, f (uj) = uj .
Proof. Let us consider an arbitrary conjugation c0 on E and the
(
α β
β −α
)
“matrix” of f (as a R-linear operator) on E = Ec0
R
⊕iEc0
R
identiﬁed with Ec0
R
×
Ec0
R
. The matrix associated to f∗ is
(
αT βT
βT −αT
)
so that the relation f = f∗
gives α = αT and β = βT . From ff∗ = IE we deduce α2 + β2 = Id
and αβ = βα. We can thus diagonalize simultaneously α and β, and so in a
convenient basis of Ec0
R
the matrix of f is of the form
. . . 0
. . . 0
λαj λ
β
j
0
. . . 0
. . .
. . . 0
. . . 0
λβj −λαj
0
. . . 0
. . .

.
We can thus conﬁne ourself to the case of a space E of complex dimension 1
and of f with a matrix of the form
(
α β
β −α
)
with α and β real numbers. We
search a normalized vector z =
(
cos θ
sin θ
)
= ( xy ) and a real λ such that f (z) =
λz, i.e.
λ ( xy ) =
(
αx+βy
−αy+βx
)
=
( x y
−y x
)
( αβ )
=
√
α2 + β2
(
cos θ sin θ
− sin θ cos θ
) ( cosφ
sinφ
)
=
√
α2 + β2
(
cos(φ−θ)
sin(φ−θ)
)
so that if we choose θ such that φ− θ = θ we get the desired result with λ =√
α2 + β2. Finally, from ff∗ = IE we deduce that λ = 1 and the result
follows.
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Lemma 3.A.12. Let T = L + A be an implementable symplectomorphism
with L C-linear self-adjoint and positive, A C-antilinear.
Then L and A commute, there exist a conjugation c commuting with L
and A such that Ac is self-adjoint and non-negative and
T = ecρ
with ρ = arg coshL = arg sinh (Ac) a Hilbert-Schmidt, non-negative and
self-adjoint operator commuting with c.
Proof. As AA∗ ∈ L1 (Z), AA∗ =
∑
j λ
2
j |ej〉 〈ej |, with λj ∈ R and
∑
j λ
2
j <
∞, from L2 = IZ +AA∗ we deduce L2 =
∑
j µ
2
j |ej〉 〈ej | with µj =
√
1 + λ2j
and thus L =
∑
j µj |ej〉 〈ej |.
From the equivalent characterizations of a symplectomorphism we get
L2 −AA∗ = IZ and L2 −A∗A = IZ
multiplying the ﬁrst equality on the right and the second on the left by A and
computing the diﬀerence we get
[
L2, A
]
= 0. As L is self-adjoint and positive
one can use the functional calculus and L =
√
L2 to obtain [L,A] = 0.
From [L,A] = 0, L = L∗ and the characterizations of a symplectomor-
phism, we also get AL = LA = L∗A = A∗L so that (A−A∗)L = 0 and
from the invertibility of L one deduces A = A∗.
The proper subspaces associated with L and ker (L− µIZ), are thus
stable by the action of A (and ﬁnite-dimensional). We also remark that
on ker (L− µIZ), AA∗ = L2 − IZ = (µ2 − 1)IZ , so that two cases are possi-
ble:
µ = 1 , thenA = 0 or µ > 1 , then
1√
µ2 − 1A
1√
µ2 − 1A
∗ = IZ .
We apply Lemma 3.A.11 to the C-antilinear applications induced by the
applications A/
√
µ2 − 1 on the Hilbert spaces ker (L− µIZ). This provides
us with a Hilbert basis (ej) of Z which diagonalizes both L and A. We can
also deﬁne a conjugation c
(∑
j αjej
)
=
∑
j αjej . This conjugation com-
mutes with L and A, and Ac is clearly a non-negative self-adjoint operator
and so is necessarily
√
AA∗. We ﬁnally get for every vector ej of the ba-
sis the relations Lej = µjej and Aej = λjej with µ2j − λ2j = 1, and thus
one can deﬁne ρj = arg coshµj (ρj = arg sinhλj as λj ≥ 0) and so we can
deﬁne ρ = arg coshL = arg sinhAc so that T = ecρ.
3.B Relations between Weyl and Wick symbols in
finite dimension
We want to use the relation between the Weyl and Wick symbols associated
to a same Wick polynomial in ﬁnite dimension, working with Z = Cr we
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have
b =
1
(πε/2)r
b˘ ∗ e−
|z|2
ε/2
where b is the Wick symbol and b˘ is the Weyl symbol and bWick = b˘Weyl. We
want to get rid of the convolution and for this we use the Fourier transform
Ff (x′) = 1
(2π)r
ˆ
R2r
e−ix.x
′
f (x) dx
where x, x′ ∈ R2r ∼= Cr. The inverse Fourier transform is then
F−1f (x) = 1
(2π)r
ˆ
R2r
eix.x
′
f
(
x′
)
dx′ .
We can use the formulae
F (f ∗ g) = (2π)r Ff.Fg
F
[
e−α
|x|2
2
] (
x′
)
=
1
αr
e−
|x′|2
2α
F−1 (x× ·)F = Dx .
We then obtain with m = 2n
Fb (z′) = (2π)r
(πε/2)r
F
[
e
− |z|2
ε/2
]
F b˘ (z′)
=
(
4
ε
)r (ε
4
)r
e−
ε
8
|z′|2F b˘ (z′)
= e−
ε
8
|z′|2F b˘ (z′)
and
b = F−1e− ε8 |z′|2F b˘
= e−
ε
8
F−1|z′|2F b˘
= e
ε
2
∂z .∂z¯ b˘
using the fact that
F−1 ∣∣z′∣∣2F = D2(x,ξ) = −4× 12 (∂x − i∂ξ) .12 (∂x + i∂ξ) = −4∂z.∂z¯ .
It is clear that if b˘ is a polynomial in P≤m (Z), then b is in this class of
polynomials, as we can see deriving the convolution product. We want to
show that the application
P≤m (Z)→ P≤m (Z)
b˘ 7→ b = 1
(πε/2)n
b˘ ∗ e−
|z|2
ε/2
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is a bijection. As the dimension of Z is ﬁnite, the dimension of P≤m (Z) is
ﬁnite and it is enough to show the injectivity of this application. For this
we want to justify that on the part of main degree this application is the
identity. This is obvious from the following facts:
• ∂qz¯∂pz b = 1(πε/2)r ∂qz¯∂pz b˘ ∗ e
− |z|2
ε/2
• this application is the identity on the constants.
Thus we can also consider the reverse application that we will improperly
note
b˘ = e−
ε
2
∂z .∂z¯b .
3.C Symplectic Fourier transform
Let us then consider the symplectic Fourier transform on L2
(
Cd;C
) ≡
L2
(
R2d
)
with z = x+ iy, deﬁned by
Fσ (f) (z) =
ˆ
ei2πσ(z,z
′)f
(
z′
)
L
(
dz′
)
with σ (z, z′) = ℑ 〈z, z′〉 = ℑ [〈x, x′〉+ 〈y, y′〉+ i 〈x, y′〉 − i 〈y, x′〉] and L de-
notes the Lebesgue measure. We list here some properties of the symplectic
Fourier transform.
1. Inverse.
(Fσ)−1 = Fσ
2. Convolution.
Fσ (f ∗ g) = Fσf.Fσg
3. Composition with a symplectic transformation. Let T be a symplecto-
morphism, then
Fσ [f (T ·)] (z) = Fσ [f ] (Tz) .
4. Gaussians. For a > 0,
Fσ
[
e−a|·|
2
]
(z) =
(π
a
)d
e−π
2|z|2/a .
5. Derivation. We consider the derivations ∂z = 12 (∂x − i∂y) and ∂z¯ =
1
2 (∂x + i∂y) then
− 1
π
∂z.z0 = Fσ (z¯.z0×)Fσ and 1
π
z¯0.∂z¯ = Fσ (z¯0.z×)Fσ .
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Chapitre 4
Propagation du chaos pour des
systèmes constitués d’un grand
nombre de bosons en dimension
un avec une interaction
ponctuelle entre deux bosons.
Article rédigé en anglais, à paraître dans Asymptotic Analysis.
129
Propagation of chaos for many-boson systems in
one dimension with a point pair-interaction.
Joint work with Zied Ammari.
Abstract: We consider the semiclassical limit of nonrelativistic quantum
many-boson systems with delta potential in one dimensional space. We
prove that time evolved coherent states behave semiclassically as squeezed
states by a Bogoliubov time-dependent aﬃne transformation. This allows
us to obtain properties analogous to those proved by Hepp and Ginibre-
Velo ([95], [90, 91]) and also to show propagation of chaos for Schrödinger
dynamics in the mean ﬁeld limit. Thus, we provide a derivation of the cubic
NLS equation in one dimension.
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . 131
4.2 Preliminaries and main results . . . . . . . . . . 135
4.3 Many-boson system . . . . . . . . . . . . . . . . . 140
4.4 The cubic NLS equation . . . . . . . . . . . . . . 143
4.5 Time-dependent quadratic dynamics . . . . . . . 144
4.6 Propagation of coherent states . . . . . . . . . . 150
4.7 Propagation of chaos . . . . . . . . . . . . . . . . 164
4.A Elementary estimate . . . . . . . . . . . . . . . . 167
4.B Commutator theorems . . . . . . . . . . . . . . . 169
4.C Non-autonomous Schrödinger equation . . . . . 171
130
4.1 Introduction 131
4.1 Introduction
We consider a non-relativistic quantum system of N bosons moving in d-
dimensional space in the mean ﬁeld scaling with a two-body point interac-
tion. The heuristic Hamiltonian of the system is given by
HN :=
N∑
i=1
−∆xi +
1
N
∑
1≤i<j≤N
δ(xi − xj) , xi, xj ∈ Rd . (4.1.1)
Here δ stands for the Dirac distribution and the Hamiltonian HN formally
acts on the space of symmetric square-integrable functions L2s(R
dN). This
model is widely studied in the physical literature, particulary in the one
dimension case d = 1 (see [89]). There are at least two subjects in which
such a Hamiltonian is of interest, namely in nuclear physics and in quantum
statistical mechanics. The Hamiltonian (4.1.1) indeed describes a simpliﬁed
model of stripping reaction in nuclear physics where the main motivation is
the calculation of cross-section and scattering matrix. In quantum statistical
mechanics, (4.1.1) is related to Bose gases with hard-sphere interaction and
Fermi pseudopotential (see [99]).
To the best of our knowledge there are, from a mathematical point of
view, only few results available in dimension d = 2, 3. They are mainly
restricted to the three-body problem. In contrast, the one dimensional case
d = 1 is quite simple. For instance, we can prove selfadjointness of HN by
standard quadratic form technics. Consequently, the dynamic of the system
is well deﬁned in this case and it is given by the time-dependent Schrödinger
equation
i∂tΨ
t
N = HNΨ
t
N . (4.1.2)
Beyond the simplicity of the one dimensional case, the delta interaction in
(4.1.1) is only form-bounded with respect to the kinetic energy. This means
that the potential is quite singular. It is even not a Lebesgue measurable
function. As we will explain it later, this feature of the model motivates our
analysis.
Our goal in this paper is the justiﬁcation of the chaos conservation hy-
pothesis for the quantum many-body Hamiltonian (4.1.1) in one dimension
d = 1. This well-know hypothesis ﬁnds its roots in statistical physics of
classical many-particle systems (see [94] and references therein). Roughly
speaking, we want to show that if the initial state of the system is uncorre-
lated
Ψ0N = ϕ
⊗N
0 ∈ L2s(RdN) with ‖ϕ0‖L2(Rd) = 1 ,
then the evolved state, at any ﬁxed time t, is in a certain sense asymptotically
uncorrelated, i.e.,
ΨtN ≃ ϕ⊗Nt when N →∞
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and ϕt solves the one particle nonlinear cubic Schrödinger equation{
i∂tϕ = −∆ϕ+ |ϕ|2ϕ
ϕ|t=0 = ϕ0 .
(4.1.3)
More precisely, consider the k-particle correlation functions of the state Ψt
N
γtk,N(x1, · · · , xk; y1, · · · , yk)
=
ˆ
Rd(N−k)
ΨtN(x1, · · · , xk; z)ΨtN(y1, · · · , yk; z) dz . (4.1.4)
The kernel γtk,N is symmetric with respect to any permutation over the vari-
ables (x1, · · · , xk) or (y1, · · · , yk). Furthermore, it deﬁnes a positive trace
class operator over L2(Rdk), which we still denote by γtk,N. The chaos con-
servation hypothesis (also called propagation of chaos) is the property of
convergence in the trace norm of γtk,N to the projector |ϕ⊗kt 〉〈ϕ⊗kt |, i.e.,
lim
N→∞
Tr
∣∣∣γtk,N − |ϕ⊗kt 〉〈ϕ⊗kt |∣∣∣ = 0 .
By duality, this convergence of correlation functions γtk,N is also equivalent
to the statement:
lim
N→∞
〈ΨtN, A⊗ 1(N−k) ΨtN〉 = 〈ϕ⊗kt , A ϕ⊗kt 〉 , (4.1.5)
for any bounded operator A : L2(Rdk)→ L2(Rdk). Here 1(N−k) denotes the
identity operator acting on L2(Rd(N−k)).
In the recent years, mainly motivated by the study of Bose-Einstein con-
densates, there is a renewed and growing interest in the analysis of many-
body quantum dynamics in the mean ﬁeld limit (see [73], [77], [78], [84], [82],
[83], [86], [87], [88], [100], [105], etc).
A statement similar to (4.1.5) was ﬁrst proved in [105] for bounded po-
tentials (i.e., where δ in (4.1.1) is replaced by a real-valued function V in
L∞(Rd) and the cubic Schrödinger equation (4.1.3) by a nonlinear Hartree
equation). Then it was extended in [78, 84] to the Coulomb potential using
the so-called BBGKY hierarchy method. This approach (named after Bo-
goliubov, Born, Green, Kirkwood, and Yvon) is based on the analysis of the
Heisenberg equation, {
∂tρt = i[ρt,HN],
ρ|t=0 = |ϕ⊗N0 〉〈ϕ⊗N0 | ,
(4.1.6)
together with the ﬁnite chain of equations obtained from (4.1.6) by taking
partial traces on k variables with 0 ≤ k ≤ N . For a general presentation
on this method and its connection to the mean ﬁeld problem for classical
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particles, we refer the reader to the reviews [105, 93]. More recently, other
approaches have emerged (e.g. [75],[86],[98],[103]) and error estimates were
also derived.
One of the alternative approaches to the chaos conservation hypothesis
uses the second quantization framework (details on this notions are recalled
in Section 4.2). We consider the Hamiltonian,
Hε = ε
ˆ
Rd
∇a∗(x)∇a(x) dx+ ε
2
2
ˆ
R2d
a∗(x)a∗(y)δ(x− y)a(x)a(y) dxdy ,
(4.1.7)
where a,a∗ are the usual creation-annihilation operator-valued distributions
in the Fock space over L2(Rd). Recall that a and a∗ satisfy the canonical
commutation relations
[a(x), a∗(y)] = δ(x− y) , [a∗(x), a∗(y)] = 0 = [a(x), a(y)] .
A simple computation leads to the following identity
ε−1Hε|L2s(RdN) = HN, if ε =
1
N
.
Thus, the statement (4.1.5) on propagation of chaos can be written (up to
an unessential factor) as
lim
ε→0
〈
e−itε
−1HεΨ0N , b
Wicke−itε
−1HεΨ0N
〉
= 〈ϕ⊗kt , Aϕ⊗kt 〉 , (ε =
1
N
),
where bWick denotes ε-dependent Wick observables deﬁned by
bWick = εk
ˆ
R2kd
k∏
i=1
a∗(xi) A(x1, · · · , xk; y1, · · · , yk)
k∏
j=1
a(yj) dx1 · · · dxkdy1 · · · dyk . (4.1.8)
Here A(x1, · · · , xk; y1, · · · , yk) denotes the distribution kernel of the bounded
operator A on L2(Rkd). Therefore, the mean ﬁeld limit (N → ∞) for the
Hamiltonian HN can be related to the semiclassical limit (ε → 0) for Hε.
The study of the semiclassical limit for many-boson systems started with
the work of Hepp [95]. It was subsequently improved by Ginibre and Velo
[90, 91]. This analysis uses coherent states
Ψ0ε = e
− |ϕ|2
2ε
∞∑
n=0
ε−n/2
ϕ⊗n√
n!
, ϕ ∈ L2(Rd) ,
instead of chaos states Ψ0
N
= ϕ⊗N0 . However, a clever argument in the
work of Rodnianski and Schlein [103] shows that propagation of chaos can
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be deduced form the semiclassical analysis with coherent states. They also
provided error estimates on the k-particle correlation functions.
In this context, our purpose in considering this problem is to weaken the
assumptions on the two-body potential. We expect that the statement (4.1.5)
holds true for the general situation where δ is replaced by a quadratic form
Q which is inﬁnitesimally form bounded with respect to −∆. As one steep
forward, we look at the speciﬁc problem of delta potential in one dimension
which ﬁts the above setting. The best available result in this direction, at
our knowledge, is the work of Ginibre and Velo [91]. However, it is only
valid for coherent states and dimension d ≥ 3. The recent work of [98]
apply to potentials V in L2(Rd) + L∞(Rd) while the work [103] assumes
(−∆+ 1)1/2-bounded potential (i.e., V (−∆+ 1)−1/2 is bounded operator).
Some other works are speciﬁc for the Coulomb potential (e.g., [81],[88]).
To brieﬂy enlighten the comparison, we consider, in three dimension, the
potential
V (x) =
1
|x|α .
Then the work [103] apply for α ≤ 1 and [98] for α < 3/2 while V is −∆-
form bounded for α < 2. So far, the Hamiltonian (4.1.1) has not been
considered to our knowledge, except in [73] where a partial result is proved
(i.e., convergence of BBGKY hirearchy is proved but not the uniqueness).
Another point of view consists of replacing the delta interaction in (4.1.1)
by a smooth scaled potential VN(x) = NdβV (Nβx) with β ∈ (0, 1). In this
case, propagation of chaos was proved (under some assumptions) in [74] for
d = 1 and in [82] for d = 3. Although, VN converges in a distribution
sense to δ
´
V (x)dx , it is not clear how this can be related to our problem.
We remark that the case β = 1 is related to the Gross-Pitaevskii equation
derived in [83].
For reader convenience we give a glimpse of our main results. Essentially,
our work is divided into three parts:
(i) Propagation of coherent states,
(ii) Propagation of chaos,
(iii) Non-autonomous abstract Schrödinger equation.
In (i) we give a semiclassical approximation of the evolved coherent states
e−itε−1HεΨ0ε using the unitary propagator U2(t, s) of a time-dependent qua-
dratic Hamiltonian A2(t) related to Hε. It is the most technical part of
the paper where subtle points about form domains come into the play. The
main result is Theorem 4.6.1 which is actually slightly stronger than the
usual formulation of the semiclassical approximation in [95],[90, 91]. This
will be helpful to achieve part (ii). We also identify U2(t, s) as a time-
dependent Bogoliubov transformation in Proposition 4.6.7. Once Theorem
4.6.1 is proved, the part (ii) follows from an argument in [103] which can be
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made abstract. For completeness we provide a proof for this fact (see Theo-
rem 4.2.3). In part (iii) we establish some abstract results on the existence
of unitary propagator for non-autonomous Schrödinger equations which may
have their own interest. For instance, we prove in Corollary 4.C.4 a result
which can be considered as time-dependent counterpart of the well-known
Nelson commutator theorem [101] (see Appendix 4.C). This is a key point
which allows to construct the unitary propagator U2(t, s) with crucial esti-
mates (see Proposition 4.5.5).
For the sake of clarity, we restricted ourselves in this paper to the speciﬁc
case of point interaction potential in one dimension. We hope that this will
be helpful for further improvement. We believe indeed that such simple
example sums up the principal diﬃculties on the problem. We also remark
that the results here can be easily extended to the case V (x) = −δ(x) by
working locally in time.
Finally, we outline the content of this article. We recall the basic deﬁni-
tions for the Fock space framework in Section 4.2 and state two of our main
results ( Theorem 4.2.3 and Proposition 4.2.4). Then we accurately introduce
the quantum dynamics of the considered many-boson system and its classical
counterpart, namely the cubic NLS equation. The study of the semiclassical
limit through Hepp’s method is carried out in Section 4.6 where we use re-
sults on the time-dependent quadratic approximation derived in Section 4.5.
In the last Section 4.7 we apply the argument of [103] to prove the chaos
propagation result.
4.2 Preliminaries and main results
Let H be a Hilbert space. We denote by L(H) the space of all linear bounded
operators on H. For a linear unbounded operator L acting on H, we denote by
D(L) ( respectively Q(L)) the operator domain (respectively form domain)
of L. Let Dxj denotes the diﬀerential operator −i∂xj on L2(Rn) where
(x1, · · · , xn) ∈ Rn. Let Hs(Rm) denotes the Sobolev spaces.
In the following we recall the second quantization framework. We denote
by L2s(R
nd) the space of symmetric square integrable functions, i.e.,
Ψn ∈ L2s(Rnd) iﬀ Ψn ∈ L2(Rnd) and Ψn(x1, · · · , xn) = Ψn(xσ1 , . . . , xσn) a.e.,
for any permutation σ on the symmetric group Sym(n). We can see L2s(R
nd)
as a closed subspace of L2(Rnd) characterized by the orthogonal projection
Sn, given by
SnΨn(x1, · · · , xn) = 1
n!
∑
σ∈Sym(n)
Ψn(xσ(1), · · · , xσ(n)), Ψn ∈ L2(Rnd) .
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The symmetric Fock space over L2(R) is deﬁned as the Hilbert space,
F =
∞⊕
n=0
L2s(R
nd) ,
endowed with the inner product
〈Ψ,Φ〉 =
∞∑
n=0
ˆ
Rnd
Ψn(x1, · · · , xn) Φn(x1, · · · , xn) dx1 · · · dxn ,
where Ψ = (Ψn)n∈N and Φ = (Φn)n∈N are two arbitrary vectors in F . The
vacuum is the vector Ω0 = (1, 0, · · · ) in F . We will use the notation
Ss(Rnd) := SnS(Rnd)
where S(Rnd) is the Schwartz space on Rnd. A convenient subspace of F is
given by the algebraic direct sum
S :=
alg⊕
n=0
Ss(Rnd) .
The most common operators on F are determined by their action on the
family of vectors
ϕ⊗n(x1, . . . , xn) =
n∏
i=1
ϕ(xi) , ϕ ∈ L2(Rd) ,
which spans the space L2s(R
nd) thanks to the polarization identity,
Sn
n∏
i=1
ϕi(xi) =
1
2nn!
∑
εi=±1
ε1 · · · εn
n∏
i=1
( n∑
j=1
εjϕj(xi)
)
.
For example, the creation and annihilation operators a∗(f) and a(f), pa-
rameterized by ε > 0, are deﬁned by
a(f)ϕ⊗n =
√
εn 〈f, ϕ〉ϕ⊗(n−1)
a∗(f)ϕ⊗n =
√
ε(n+ 1) Sn+1( f ⊗ ϕ⊗n) , ∀ϕ, f ∈ L2(Rd).
They can also by written as
a(f) =
√
ε
ˆ
Rd
f(x) a(x) dx, a∗(f) =
√
ε
ˆ
Rd
f(x) a∗(x) dx,
where a∗(x), a(x) are the canonical creation-annihilation operator-valued dis-
tributions. Recall that for any Ψ = (Ψ(n))n∈N ∈ S, we have
[a(x)Ψ](n)(x1, · · · , xn) =
√
(n+ 1)Ψ(n+1)(x, x1, · · · , xn),
[a∗(x)Ψ](n)(x1, · · · , xn) = 1√
n
n∑
j=1
δ(x− xj)Ψ(n−1)(x1, · · · , xˆj , · · · , xn) ,
4.2 Preliminaries and main results 137
where δ is the Dirac distribution at the origin and xˆj means that the variable
xj is omitted. The Weyl operators are given for f ∈ L2(Rd) by
W (f) = e
i√
2
[a∗(f)+a(f)]
,
and they satisfy the Weyl commutation relations,
W (f1)W (f2) = e
− iε
2
Im〈f1,f2〉 W (f1 + f2), (4.2.1)
with f1, f2 ∈ L2(Rd).
The interaction term in the Hamiltonian (4.1.7) is a quartic Wick product
which we shall consider as a quadratic form on S. From a general point view,
this is better understood as a Wick quantization of a polynomial symbol. Let
us brieﬂy recall this Wick quantization procedure.
Definition 4.2.1. We say that a function b : S(Rd) → C is a continuous
(p, q)-homogenous polynomial on S(Rd) iﬀ it satisﬁes:
(i) b(λz) = λ¯qλpb(z) for any λ ∈ C and z ∈ S(Rd),
(ii) there exists a (unique) continuous hermitian form Q : Ss(Rdq)×Ss(Rdp)→
C such that
b(z) = Q(z⊗q, z⊗p).
We denote by E the vector space spanned by all those polynomials.
The Schwartz kernel theorem ensures for any continuous (p, q)-homo-
genous polynomial b, the existence of a kernel b˜(., .) ∈ S ′(Rd(p+q)) such that
b(z) =
ˆ
Rd(p+q)
b˜(k′1, · · · , k′q; k1, · · · , kp) z(k′1) · · · z(k′q) z(k1) · · · z(kp) dk′dk ,
in the distribution sense. The set of (p, q)-homogenous polynomials b ∈ E
such that the kernel b˜ deﬁnes a bounded operator from L2s(R
dp) into L2s(R
dq)
will be denoted by Pp,q(L2(Rd)). Those classes of polynomial symbols are
studied and used in [76, 75].
Definition 4.2.2. The Wick quantization is the map which associate to each
continuous (p, q)-homogenous polynomial b ∈ E , a quadratic form bWick on
S given by
〈Ψ, bWickΦ〉
= ε
p+q
2
ˆ
Rd(p+q)
b˜(k′, k) 〈a(k′1) · · · a(k′q)Ψ, a(k1) · · · a(kp)Φ〉Fdkdk′
=
∞∑
n=p
ε
p+q
2
√
n!(n− p+ q)!
(n− p)!ˆ
Rd(n−p)
dx
ˆ
Rd(p+q)
dkdk′ b˜(k′, k)Ψ(n)(k, x)Φ(n−p+q)(k′, x),
for any Φ,Ψ ∈ S.
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We have, for example,
a∗(f) = 〈z, f〉Wick and a(f) = 〈f, z〉Wick .
Furthermore, for any self-adjoint operator A on L2(Rd) such that S(Rd) is
a core for A, the Wick quantization
dΓ(A) := 〈z,Az〉Wick ,
deﬁnes a self-adjoint operator on F . In particular, if A is the identity we get
the ε-dependent number operator
N := 〈z, z〉Wick .
We recall the standard number estimate (see, e.g., [76, Lemma 2.5]),∣∣∣〈Ψ, bWickΦ〉∣∣∣ ≤ ||b˜||L(L2s(Rdp),L2s(Rdq)) ||N q/2Ψ|| × ||Np/2Φ|| , (4.2.2)
which holds uniformly in ε ∈ (0, 1] for b ∈ Pp,q(L2(Rd)) and any Ψ,Φ ∈
D(Nmax(p,q)/2).
In this section, we state two of our main results. Other results as Corol-
lary 4.6.5 and 4.6.6 are not less interesting, in our opinion, but they are
postponed to Section 4.6 to keep the presentation fairly simple. The rigor-
ous meaning of the Hamiltonian (4.1.7) is explained in Section 4.3, while the
existence and uniqueness of solutions for the nonlinear Schrödinger equation
(4.1.3) are recalled in Section 4.4. The ﬁrst result is propagation of chaos.
Theorem 4.2.3. For any ϕ0 ∈ H2(R) such that ||ϕ0||L2(R) = 1 and any
b ∈ Pp,p(L2(R)), we have
lim
n→∞ 〈ϕ
⊗n
0 , e
it/εnHεn bWick e−it/εnHεnϕ⊗n0 〉 = b(ϕt) ,
where nεn = 1 and ϕt solves the NLS equation (4.1.3) with initial data ϕ0.
The proof is given in Section 4.7 and follows the argument of [103]. In
fact, we express ϕ⊗n0 in terms of coherent states,
ϕ⊗n0 =
en/2
√
n!
2πnn/2
ˆ 2π
0
e−iθn W (
√
2
iεn
eiθϕ0)Ω0 dθ with εn = 1/n
and then use the semiclassical propagation estimate for coherent states given
in the proposition below.
Proposition 4.2.4. For any ϕ0 ∈ H2(R) there exists c > 0 depending only
on ϕ0 such that∥∥∥∥∥e−it/εHεW (
√
2
iε
ϕ0)Ω0 − eiω(t)/εW (
√
2
iε
ϕt)U2(t, 0)Ω0
∥∥∥∥∥
F
≤ ecec|t| ε1/8 ,
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holds for any t ∈ R . Here ϕt solves the NLS equation (4.1.3) with the initial
condition ϕ0, ω(t) = 12
´ t
0 ||ϕ2s||2L2 ds and U2(t, s) is the unitary propagator
given by Proposition 4.5.5.
Actually, we will prove a stronger result in Section 4.6 (see Theorem
4.6.1). This part of the paper is the most technical. However, the idea behind
Proposition 4.2.4 is rather simple. In fact, we write a Taylor expansion of the
Hamiltonian Hε around the classical solution ϕt and consider only the terms
of order less or equal to ε. Such quantity deﬁnes a time-dependent quadratic
Hamiltonian which provides an approximation for the evolution of coherent
states. If we attempt to show Proposition 4.2.4, we formally diﬀerentiate the
quantity
Y(t) = ei tεHεeiω(t)/εW (
√
2
iε
ϕt)U2(t, 0) .
So, we obtain
− iε∂tY(t)
= ei
t
ε
Hεeiω(t)/εW (
√
2
iε
ϕt)
[
H˜ε −A0(t)−
√
εA1(t)− εA2(t)
]
U2(t, 0) ,
where H˜ε =W (
√
2
iε ϕt)
∗HεW (
√
2
iε ϕt) andA0(t), A1(t), A2(t) are ε-independent
operators. It is possible to expand H˜ε in the form H˜ε =
∑4
k=0 ε
k/2Ak(t),
where again Ak(t) are ε-independent operators, so that
Y(t)Ω0 − Y(0)Ω0 = iε1/2
ˆ t
0
ei
s
ε
Hεeiω(s)/εW (
√
2
iε
ϕs)
× [A3(s) +
√
εA4(s)]U2(s, 0)Ω0 ds . (4.2.3)
Then, we estimate the left hand side of (4.2.3), for t > 0, by∥∥∥∥∥Y(t)Ω0 −W (
√
2
iε
ϕ0)Ω0
∥∥∥∥∥
F
≤ √ε
ˆ t
0
∥∥[A3(s) +√εA4(s)]U2(s, 0)Ω0∥∥F ds . (4.2.4)
Hence, we get the coherent state estimate when the integrand in the right
hand side of (4.2.4) is bounded uniformly in ε. This holds true if we replace
the δ interaction in (4.3.1) by a bounded potential V . But, in our case we
end up with the problem that U2(s, 0)Ω0 is not in the domain of A3(s) +√
εA4(s). So, we can not proceed in this way. Instead, we use a careful
decomposition by means of appropriate cutoﬀs (see Lemma 4.6.4) and exploit
a crucial uniform estimates derived in Lemma 4.6.3 and Proposition 4.5.5.
Other results concerning abstract non-autonoumous Schrödinger equation
are stated in Appendix 4.C. They may be considered as an improvement of
Kisynski’s work [97]. In particular, Corollary 4.C.4 is used to prove Lemma
4.6.3 and Proposition 4.5.5.
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4.3 Many-boson system
In nonrelativistic many-body theory, boson systems are described by the
second quantized Hamiltonian in the symmetric Fock space F formally given
by
Hε = −ε
ˆ
Rd
a∗(x)∆a(x)dx+
ε2
2
ˆ
Rd
ˆ
Rd
a∗(x)a∗(y)δ(x− y)a(x)a(y) dxdy .
(4.3.1)
The rigorous meaning of formula (4.3.1) is as a quadratic form on S, which
we denote by hWick, obtained by Wick quantization of the classical energy
functional
h(z) =
ˆ
Rd
|∇z(x)|2 dx+ P (z), whereP (z) = 1
2
ˆ
Rd
|z(x)|4 dx, z ∈ S(Rd) .
(4.3.2)
More explicitly, we have for Ψ ∈ S
〈Ψ, hWickΨ〉 = ε
∞∑
n=1
n
ˆ
Rdn
∣∣∣∂x1Ψ(n)(x1, · · · , xn)∣∣∣2 dx1 · · · dxn
+ ε2
∞∑
n=2
n(n− 1)
2
ˆ
Rd(n−1)
∣∣∣Ψ(n)(x2, x2, · · · , xn)∣∣∣2 dx2 · · · dxn .
Moreover, in one dimensional space (i.e., d = 1) one can show the existence
of a unique self-adjoint operator bounded from below, which we denote by
Hε, such that
〈Ψ, HεΨ〉 = 〈Ψ, hWickΨ〉, for any Ψ ∈ S.
This is proved in Proposition 4.3.3.
In all the sequel we restrict our analysis to space dimension d = 1 and
consider the small parameter ε such that ε ∈ (0, 1]. The ε-independent self-
adjoint operator,
SµΨ := Ψ+
∞∑
n=1
nµΨ(n) + n∑
j=1
−∆xjΨ(n)
 = (ε−1dΓ(−∆) + ε−µNµ + 1)Ψ ,
with µ > 0, deﬁnes the Hilbert space Fµ+ given as the linear space D(S1/2µ )
equipped with the inner product
〈Ψ,Φ〉Fµ+ := 〈S
1/2
µ Ψ, S
1/2
µ Φ〉F .
We denote by Fµ− the completion of D(S−1/2µ ) with respect to the norm
associated to the following inner product
〈Ψ,Φ〉Fµ− := 〈S
−1/2
µ Ψ, S
−1/2
µ Φ〉F .
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Therefore, we have the Hilbert rigging
Fµ+ ⊂ F ⊂ Fµ−.
Note that the form domain of the ε-dependent self-adjoint operator dΓ(−∆)+
Nµ with µ > 0 is
Q(dΓ(−∆) +Nµ) = Fµ+ for any ε ∈ (0, 1] .
Lemma 4.3.1. For any Ψ,Φ ∈ S,
∣∣∣〈Ψ, PWickΦ〉∣∣∣ ≤ 1
4
||[dΓ(−∆) +N3]1/2Ψ|| × ||[dΓ(−∆) +N3]1/2Φ|| .
Proof. A simple computation yields for any Ψ,Φ ∈ S
〈Ψ, PWickΦ〉 =
∞∑
n=2
ε2
n(n− 1)
2
ˆ
Rn−1
Ψ(n)(x2, x2, x3, · · · , xn)
× Φ(n)(x2, x2, x3, · · · , xn) dx2 · · · dxn . (4.3.3)
Cauchy-Schwarz inequality yields
∣∣∣〈Ψ, PWickΦ〉∣∣∣
≤
[ ∞∑
n=2
ε2
n(n− 1)
2
ˆ
Rn−1
|Ψ(n)(x2, x2, x3, · · · , xn)|2 dx2 · · · dxn
]1/2
×
[ ∞∑
n=2
ε2
n(n− 1)
2
ˆ
Rn−1
|Φ(n)(x2, x2, x3, · · · , xn)|2 dx2 · · · dxn
]1/2
.
Using Lemma 4.A.1, we get for any α(n) > 0
∣∣∣〈Ψ, PWickΦ〉∣∣∣
≤
[ ∞∑
n=2
ε2
n(n− 1)
2
√
2
(
α(n)〈D2x1Ψ(n),Ψ(n)〉+
α(n)−1
2
〈Ψ(n),Ψ(n)〉
)]1/2
×
[ ∞∑
n=2
ε2
n(n− 1)
2
√
2
(
α(n)〈D2x1Φ(n),Φ(n)〉+
α(n)−1
2
〈Φ(n),Φ(n)〉
)]1/2
.
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Hence, by choosing α(n) = 1√
2ε(n−1) , it follows that∣∣∣〈Ψ, PWickΦ〉∣∣∣
≤ 1
4
[ ∞∑
n=2
εn〈D2x1Ψ(n),Ψ(n)〉+
∞∑
n=2
ε3n(n− 1)2〈Ψ(n),Ψ(n)〉
]1/2
×
[ ∞∑
n=2
εn〈D2x1Φ(n),Φ(n)〉+
∞∑
n=2
ε3n(n− 1)2〈Φ(n),Φ(n)〉
]1/2
≤ 1
4
√
〈Ψ, [dΓ(−∆) +N3]Ψ〉 ×
√
〈Φ, [dΓ(−∆) +N3]Φ〉 .
This leads to the claimed estimate.
Remark 4.3.2. Note that, as in Lemma 4.3.1, the estimate∣∣∣〈Ψ, PWickΦ〉∣∣∣ ≤ ε2
4
||Ψ||F3+ ||Φ||F3+ (4.3.4)
holds true for any Ψ,Φ ∈ S and ε ∈ (0, 1].
We can show that hWick is associated to a self-adjoint operator by con-
sidering its restriction to each sector L2s(R
n), however we will prefer the
following point of view.
Proposition 4.3.3. There exists a unique self-adjoint operator Hε such that
〈Ψ, hWickΦ〉 = 〈Ψ, HεΦ〉 for any Ψ ∈ F3+,Φ ∈ D(Hε) ∩ F3+ .
Moreover, e−it/εHε preserves F3+.
Proof. We ﬁrst use the KLMN theorem ([102, Theorem X17]) and Lemma
4.3.1 to show that the quadratic form hWick + N3 + 1 is associated to a
unique (positive) self-adjoint operator L with
Q(L) = Q(dΓ(−∆) +N3) = F3+ .
Observe that we also have
||[dΓ(−∆) +N3]1/2Ψ|| ≤ ||L1/2Ψ|| for any Ψ ∈ F3+ . (4.3.5)
Next, by the Nelson commutator theorem (Theorem 4.B.2) we can prove that
the quadratic form hWick is uniquely associated to a self-adjoint operator
denoted by Hε with D(L) ⊂ D(Hε) ∩ F3+ and deduce the invariance of F3+.
Indeed, we easily check using Lemma 4.3.1 and (4.3.5) that∣∣∣〈Ψ, hWickΦ〉∣∣∣ ≤ 5
4
||L1/2Ψ|| ||L1/2Φ|| for any Ψ,Φ ∈ F3+. (4.3.6)
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Furthermore, we have for Ψ,Φ ∈ F3+ and λ > 0
〈L(λL+ 1)−1Ψ, hWick(λL+ 1)−1Φ〉
− 〈(λL+ 1)−1Ψ, hWickL(λL+ 1)−1Φ〉 = 0 . (4.3.7)
The statements (4.3.6)-(4.3.7) with the help of Lemma 4.B.3, allow to use
Theorem 4.B.2.
Remark 4.3.4. The same argument as in Proposition 4.3.3 shows that the
quadratic form on F3+ given by
G := ε−1dΓ(−∆) + ε−2PWick + ε−1N + 1 ,
is associated to a unique (positive) self-adjoint operator which we denote by
the same symbol G.
4.4 The cubic NLS equation
The energy functional h given by (4.3.2) has the associated vector ﬁeld
X : H1(R) −→ H−1(R)
z 7−→ X(z) = −∆z + ∂z¯P (z) ,
which leads to the nonlinear classical ﬁeld equation
i∂tϕ = X(ϕ)
= −∆ϕ+ |ϕ|2ϕ (4.4.1)
with initial data ϕ|t=0 = ϕ0 ∈ H1(R). It is well-known that the above
cubic defocusing NLS equation is globally well-posed on Hs(R) for s ≥
0. In particular, the equation (4.4.1) admits a unique global solution on
C0(R, Hm(R)) ∩ C1(R, Hm−2(R)) for any initial data ϕ ∈ Hm(R) when
m = 1 and m = 2 (see [92] for m = 1 and [106] for m = 2). Moreover, we
have energy and mass conservations i.e.,
h(ϕt) = h(ϕ0) and ||ϕt||L2(R) = ||ϕ0||L2(R) ,
for any initial data ϕ0 ∈ H1(R) and ϕt solution of (4.4.1). It is not diﬃcult
to prove the following estimates
||ϕ||2L∞(R) ≤ 2||ϕ||L2(R) ||∂xϕ||L2(R) ≤ 2 ||ϕ||L2(R) h(ϕ)1/2 ,
||ϕ||pLp(R) ≤ 2
p−2
2 ||ϕ||
p+2
2
L2(R)
||∂xϕ||
p−2
2
L2(R)
≤ 2 p−22 ||ϕ||
p+2
2
L2(R)
h(ϕ)
p−2
4 ,
(4.4.2)
for p ≥ 2 and any ϕ ∈ H1(R). Furthermore, using Gronwall’s inequality we
show for any ϕ0 ∈ H2(R) the existence of c > 0 depending only on ϕ0 such
that
||ϕt||H2(R) ≤ ec |t| ||ϕ0||H2(R) , (4.4.3)
where ϕt is a solution of the NLS equation (4.4.1) with initial condition ϕ0.
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4.5 Time-dependent quadratic dynamics
In this section we construct a time-dependent quadratic approximation for
the Schrödinger dynamics. We prove existence of a unique unitary propa-
gator for this approximation using the abstract results for non-autonomous
linear Schrödinger equation stated in the Appendix 4.C. This step will be
useful for the study of propagation of coherent states in the semiclassical
limit in section 4.6.
The polynomial P has the following Taylor expansion for any z0 ∈ H1(R)
P (z + z0) =
4∑
j=0
D(j)P
j!
(z0)[z] .
Let ϕt be a solution of the NLS equation (4.4.1) with an initial data ϕ0 ∈
H1(R). Consider the time-dependent quadratic polynomial on S(R) given
by
P2(t)[z] :=
D(2)P
2
(ϕt)[z]
= Re
ˆ
R
z(x)
2
ϕt(x)
2 dx+ 2
ˆ
R
|z(x)|2 |ϕt(x)|2 dx .
Let {A2(t)}t∈R be the ε-independent family of quadratic forms on S deﬁned
by
εA2(t) := dΓ(−∆) + P2(t)Wick . (4.5.1)
Lemma 4.5.1. For ϕ0 ∈ H1(R) let
ϑ1 := 16
2(‖ϕ0‖L2(R)+1)3(h(ϕ0)+1) and ϑ2 := 162(‖ϕ0‖L2(R)+1)
3
2
√
h(ϕ0) + 1.
The quadratic forms on S defined by
S2(t) := A2(t) + ϑ1ε
−1N + ϑ21 , t ∈ R ,
are associated to unique self-adjoint operators, still denoted by S2(t), satis-
fying
• S2(t) ≥ 1,
• D(S2(t)1/2) = F1+ for any t ∈ R .
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Proof. The case ϕ0 = 0 is trivial. By deﬁnition of Wick quantization we
have for Ψ,Φ ∈ S,
〈Φ, P2(t)WickΨ〉 =
2
∑∞
n=1 εn
´
Rn
|ϕt(x1)|2Φ(n)(x1, · · · , xn)Ψ(n)(x1, · · · , xn) dx1 · · · dxn
+
∞∑
n=0
ε
√
(n+ 1)(n+ 2)
× ´
Rn
Φ(n)(x1, · · · , xn)
(´
R
ϕt(x)
2
Ψ(n+2)(x, x, x1, · · · , xn)dx
)
dx1 · · · dxn
+
∞∑
n=0
ε
√
(n+ 1)(n+ 2)
× ´
Rn
Ψ(n)(x1, · · · , xn)
(´
R
ϕt(x)
2Φ(n+2)(x, x, x1, · · · , xn)dx
)
dx1 · · · dxn.
(4.5.2)
Therefore, using Cauchy-Schwarz inequality, we show
|〈Φ, P2(t)WickΨ〉|
≤ 2||ϕt||2L∞(R)||N1/2Φ|| × ||N1/2Ψ||
+ ||ϕt||2L4(R) ||(N + ε)1/2Φ||
×
[∑∞
n=0 ε(n+ 2)||Ψ(n+2)(x, x, x1, · · · , xn)||2L2(Rn+1)
]1/2
+ ||ϕt||2L4(R) ||(N + ε)1/2Ψ||
×
[∑∞
n=0 ε(n+ 2)||Φ(n+2)(x, x, x1, · · · , xn)||2L2(Rn+1)
]1/2
.
Now we prove, by Lemma 4.A.1, the crude estimate
|〈Φ, P2(t)WickΨ〉| ≤ max(||ϕt||2L4(R), ||ϕt||2L∞(R))
[
2||N1/2Φ|| × ||N1/2Ψ||
+ ||(N + ε)1/2Φ|| × ||(αdΓ(−∆) + α−1N)1/2Ψ||
+ ||(N + ε)1/2Ψ|| × ||(αdΓ(−∆) + α−1N)1/2Φ||
]
.
This yields for any α > 0
|〈Φ, P2(t)WickΨ〉| ≤ α max(||ϕt||2L4(R), ||ϕt||2L∞(R))
×|| [dΓ(−∆) + (α−1 + 3)α−1N + α−1ε1]1/2Φ||
×|| [dΓ(−∆) + (α−1 + 3)α−1N + α−1ε1]1/2Ψ|| .(4.5.3)
Remark now that (4.4.2) yields
max(||ϕt||2L4(R), ||ϕt||2L∞(R)) ≤ 2 (||ϕ0||L2(R) + 1)3/2
√
h(ϕ0) + 1 .
Hence, for α−1 = 3(||ϕ0||L2(R) + 1)3/2
√
h(ϕ0) + 1 > 0, we obtain
ε−1|〈Φ, P2(t)WickΨ〉| ≤ 23 ||[ε−1dΓ(−∆) + ϑ1ε−1N + ϑ21]1/2Φ||
×||[ε−1dΓ(−∆) + ϑ1ε−1N + ϑ21]1/2Ψ|| .(4.5.4)
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Applying now the KLMN theorem (see [102, Theorem X.17]) with the help
of inequality (4.5.4) we show that
S2(t) = A2(t) + ϑ1ε
−1N + ϑ21 with ϑ1 > (α−1 +3)α−1, and ϑ2 > α−1 +1 ,
are associated to unique self-adjoint operators S2(t) satisfying S2(t) ≥ 1.
Furthermore, we have that the form domains of those operators are time-
independent, i.e.,
Q(S2(t)) = F1+
for any t ∈ R.
Remark 4.5.2. The choice of ϑ1, ϑ2 in the previous lemma takes into ac-
count the use of KLMN’s theorem in the proof of Lemma 4.6.3.
We consider the non-autonomous Schrödinger equation{
i∂tu = A2(t)u , t ∈ R,
u(t = s) = us .
(4.5.5)
Here R ∋ t 7→ A2(t) is considered as a norm continuous L(F1+,F1−)-valued
map (see Lemma 4.5.3). We show in Proposition 4.5.5 the existence of a
unique solution for any initial data us ∈ F1+ using Corollary 4.C.4. Moreover,
the Cauchy problem’s features allow to encode the solutions on a unitary
propagator mapping (t, s) 7→ U2(t, s) such that
U2(t, s)us = ut ,
satisfying Deﬁnition 4.C.1 with H = F , H± = F1± and I = R.
In the following two lemmas we check the assumptions in Corollary 4.C.4.
Lemma 4.5.3. For any ϕ0 ∈ H1(R) and t ∈ R the quadratic form A2(t) de-
fines a symmetric operator on L(F1+,F1−) and the mapping t ∈ R 7→ A2(t) ∈
L(F1+,F1−) is norm continuous.
Proof. Using (4.5.4) we show for any Ψ,Φ ∈ S
|〈Φ, A2(t)Ψ〉| ≤ |〈Φ, ε−1dΓ(−∆)Ψ〉|+ |〈Φ, ε−1P2(t)WickΨ〉|
≤ ||S1/21 Φ|| ||S1/21 Ψ||+ 23ϑ1||S
1/2
1 Φ|| ||S1/21 Ψ||
≤ 53 ϑ1 ||Ψ||F1+ ||Φ||F1+ ,
(4.5.6)
where ϑ1, ϑ2 are the parameters introduced in Lemma 4.5.1. Hence, this
allows to consider A2(t) as a bounded operator in L(F1+,F1−). Since A2(t) is
a symmetric quadratic form it follows that it is also symmetric as an operator
in L(F1+,F1−).
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Now, using a similar estimate as (4.5.3) we prove norm continuity. Indeed,
we have
|〈Φ, [A2(t)−A2(s)]Ψ〉| = ε−1|〈Φ, [P2(t)− P2(s)]WickΨ〉|
≤ 4 max
(
||ϕ2t − ϕ2s||L2(R),
∥∥|ϕt|2 − |ϕs|2∥∥L∞(R)) ||Ψ||F1+ ||Φ||F1+ .
Note that it is not diﬃcult to prove that
max
(
||ϕ2t − ϕ2s||L2(R),
∥∥|ϕt|2 − |ϕs|2∥∥L∞(R)) −→ 0 when t→ s .
This follows by (4.4.2) and the fact that ϕt ∈ C0(R, H1(R)).
Lemma 4.5.4. For any ϕ0 ∈ H2(R) there exists c > 0 (depending only on
ϕ0) such that the two statements below hold true.
(i) For any Ψ ∈ F1+, we have
|∂t〈Ψ, S2(t)Ψ〉| ≤ ec(|t|+1)||S2(t)1/2Ψ||F .
(ii) For any Ψ,Φ ∈ D(S2(t)3/2), we have
|〈Ψ, A2(t)S2(t)Φ〉 − 〈S2(t)Ψ, A2(t)Φ〉| ≤ c ||S2(t)1/2Ψ||F ||S2(t)1/2Φ||F .
Proof. (i) Let Ψ ∈ S, we have
∂t〈Ψ, S2(t)Ψ〉 = ε−1 ∂t〈Ψ, P2(t)WickΨ〉
= ε−1〈Ψ, [∂tP2(t)]WickΨ〉 ,
where ∂tP2(t) is a continuous polynomial on S(R) given by
∂tP2(t)[z] = 2Re
ˆ
R
z(x)
2
ϕt(x)∂tϕt(x) dx+ 4Re
ˆ
R
|z(x)|2 ϕt(x)∂tϕt(x) dx .
A simple computation yields
〈Ψ, [∂tP2(t)]WickΨ〉
= 4Re
∞∑
n=1
nε
(1)︷ ︸︸ ︷ˆ
Rn
ϕt(x1)∂tϕt(x1) |Ψ(n)(x1, · · · , xn)|2 dx1 · · · dxn
+
∞∑
n=0
ε
√
(n+ 2)(n+ 1)
ˆ
Rn
Ψ(n)(x1, · · · , xn)
×
(ˆ
R
ϕt(x) ∂tϕt(x)Ψ
(n+2)(x, x, x1, · · · , xn) dx
)
dx1 · · · dxn
+ hc .
148 4.Propagation du chaos pour un grand nombre de bosons
interagissant ponctuellement (article rédigé en anglais)
From (4.4.2) we get
|(1)| ≤ ||ϕt ∂tϕt||L1(R)
ˆ
Rn−1
sup
x1∈R
∣∣∣Ψ(n)(x1, · · · , xn)∣∣∣2 dx2 · · · dxn
≤ ||ϕt||L2(R) × ||∂tϕt||L2(R) 〈(1− ∂2x1)Ψ(n),Ψ(n)〉L2(Rn) .
Now we apply Cauchy-Schwarz inequality,
|〈Ψ, [∂tP2(t)]WickΨ〉|
≤ 4 ||ϕt||L2(R) ||∂tϕt||L2(R)
( ∞∑
n=1
εn 〈(1− ∂2x1)Ψ(n),Ψ(n)〉L2(Rn)
)
+ 2||ϕt||L∞(R)||∂tϕt||L2(R)
( ∞∑
n=0
ε(n+ 2)||Ψ(n+2)(x, x, .)||2L2(Rn+1)
)1/2
×
( ∞∑
n=0
ε(n+ 1)||Ψ(n)||2L2(Rn)
)1/2
.
In the same spirit as in (4.5.3), we obtain a rough inequality
|〈Ψ, [∂tP2(t)]WickΨ〉|
≤ max(||ϕt||L∞(R), ||ϕt||L2(R)) ||∂tϕt||L2(R)
[
4 ||(dΓ(−∆) +N)1/2Ψ||2
+ 2 ||(dΓ(−∆) +N + 1)1/2Ψ||2
]
.
Observe that (4.5.4) implies S1 ≤ 3S2(t) for all t ∈ R. Hence, we have
ε−1|〈Ψ, [∂tP2(t)]WickΨ〉|
≤ 6 max(||ϕt||L∞(R), ||ϕt||L2(R)) ||∂tϕt||L2(R) ||Ψ||2F1+
≤ 18 max(||ϕt||L∞(R), ||ϕt||L2(R)) ||∂tϕt||L2(R) ||S2(t)1/2Ψ||2F .
This proves (i) since (4.4.2)-(4.4.3) ensure the existence of c > 0 (depending
only on ϕ0) such that
max(||ϕt||L∞(R), ||ϕt||L2(R)) ||∂tϕt||L2(R) ≤ ec(|t|+1) .
(ii) If Ψ,Φ ∈ D(S2(t)3/2) the quantity
C := 〈Ψ, A2(t)S2(t)Φ〉 − 〈S2(t)Ψ, A2(t)Φ〉,
is well-deﬁned sinceA2(t) ∈ L(F1+,F1−) and S2(t)D(S2(t)3/2) ⊂ D(S2(t)1/2) =
F1+. Note that N ∈ L(F1+,F1−). Hence, we can write
C = 〈Ψ, [S2(t)− ϑ1ε−1N − ϑ21]S2(t)Φ〉 − 〈S2(t)Ψ, [S2(t)− ϑ1ε−1N − ϑ21] Φ〉
= ϑ1
(〈S2(t)Ψ, ε−1NΦ〉 − 〈ε−1NΨ, S2(t) Φ〉) .
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Observe that, for λ > 0, ε−1N(λε−1N + 1)−1F1+ ⊂ F1+ and that
s− lim
λ→0+
ε−1N(λε−1N + 1)−1 = ε−1N in L(F1+,F1−).
Therefore, we have
C = ϑ1 lim
λ→0+
〈S2(t)Ψ, ε−1N(λε−1N + 1)−1Φ〉 − 〈ε−1N(λε−1N + 1)−1Ψ, S2(t)Φ〉︸ ︷︷ ︸
Cλ
.
Let Nλ denote ε−1N(λε−1N + 1)−1. A simple computation yields
εCλ = 〈Ψ, P2(t)WickNλΦ〉 − 〈NλΨ, P2(t)WickΦ〉
= 〈Ψ, g(t)WickNλΦ〉 − 〈NλΨ, g(t)WickΦ〉 ,
where g(t) is the polynomial given by
g(t)[z] = Re
ˆ
R
z(x)
2
ϕt(x)
2 dx .
A similar computation as (4.5.2) yields
Cλ =
∞∑
n=0
κ(n)
ˆ
Rn
Ψ(n)(x1, · · · , xn)
(ˆ
R
ϕt(x)
2
Φ(n+2)(x, x, x1, · · · , xn)dx
)
dx1 · · · dxn
−
∞∑
n=0
κ(n)
ˆ
Rn
Φ(n)(x1, · · · , xn)
(ˆ
R
ϕt(x)
2Ψ(n+2)(x, x, x1, · · · , xn)dx
)
dx1 · · · dxn ,
where
κ(n) =
(n+ 2)
√
(n+ 1)(n+ 2)
(λ(n+ 2) + 1)
− n
√
(n+ 1)(n+ 2)
(λn+ 1)
.
Note that κ(n) ≤ 2(n + 2). Hence, using Cauchy-Schwarz inequality, we
show
|Cλ| ≤
2 ||ϕt||2L4(R)
[ ∞∑
n=0
(n+ 2)||Ψ(n)||2L2(Rn)
]1/2 [ ∞∑
n=0
(n+ 2) ||Φ(n+2)(x, x, .)||2L2(Rn+1)
]1/2
+2 ||ϕt||2L4(R)
[ ∞∑
n=0
(n+ 2)||Φ(n)||2L2(Rn)
]1/2 [ ∞∑
n=0
(n+ 2) ||Ψ(n+2)(x, x, .)||2L2(Rn+1)
]1/2
.
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Using Lemma 4.A.1, with α = 1√
2
, we get
∞∑
n=0
(n+ 2) ||Ψ(n+2)(x, x, .)||2L2(Rn+1)
≤ 1
2
∞∑
n=0
(n+ 2)〈D2x1Ψ(n+2),Ψ(n+2)〉+ (n+ 2)||Ψ(n+2)||2L2(Rn+2)
≤ 1
2
〈Ψ, S1Ψ〉 ,
together with an analogue estimate where Ψ is replaced by Φ. Now, we
conclude that there exists c > 0 depending only on ϕ0 such that
ϑ1 |Cλ| ≤ c ||Ψ||F1+ ||Φ||F1+ . (4.5.7)
This proves part (ii).
Proposition 4.5.5. Let ϕ0 ∈ H2(R) and A2(t) given by (4.5.1). Then the
non-autonomous Cauchy problem{
i∂tu = A2(t)u , t ∈ R,
u(t = s) = us ,
admits a unique unitary propagator U2(t, s) in the sense of Definition 4.C.1
with I = R and H± = F1±. Moreover, there exists c > 0 depending only on
ϕ0 such that
||U2(t, 0)||L(F1+) ≤ e
cec|t| .
Proof. The proof immediately follows using Corollary 4.C.4 with the help of
Lemma 4.5.3-4.5.4 and the inequality
c1S1 ≤ S2(t) ≤ c2S1,
which holds true using (4.5.6).
4.6 Propagation of coherent states
In ﬁnite dimensional phase-space, coherent state analysis is a well developed
powerful tool, see for instance [79]. Here we study, using the ideas of Ginibre
and Velo in [91], the asymptotics when ε → 0 of the time-evolved coherent
states
e−it/εHεW (
√
2
iε
ϕ0)Ψ ,
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for Ψ in a dense subspace G+ ⊂ F deﬁned below. We consider the following
Hilbert rigging
G+ ⊂ F ⊂ G− ,
deﬁned via the ε-independent self-adjoint operator (see Remark 4.3.4) given
by
G := ε−1dΓ(−∆) + ε−2PWick + ε−1N + 1 ,
as the completion of D(G±1/2) with the respect to the inner product
〈Ψ,Φ〉G± := 〈G±1/2Ψ, G±1/2Φ〉F .
We have the continuous embedding
F3+ ⊂ G+ ⊂ F1+ .
The main result of this section is Theorem 4.6.1 which describes the propa-
gation of coherent states in the semiclassical limit.
Theorem 4.6.1. For any ϕ0 ∈ H2(R) there exists c > 0 depending only on
ϕ0 such that∥∥∥∥∥e−it/εHεW (
√
2
iε
ϕ0)Ψ− eiω(t)/εW (
√
2
iε
ϕt)U2(t, 0)Ψ
∥∥∥∥∥
F
≤ ecec|t| ε1/8 ‖Ψ‖G+ ,
holds for any t ∈ R and Ψ ∈ G+ where ϕt solves the NLS equation (4.4.1)
with the initial condition ϕ0 and ω(t) =
´ t
0 P (ϕs) ds. Here U2(t, s) is the
unitary propagator given by Proposition 4.5.5.
To prove this theorem we need several preliminary lemmas.
Lemma 4.6.2. The following three assertions hold true.
(i) For any ξ ∈ L2(R) and k ∈ N, the Weyl operator W (ξ) preserves
D(Nk/2). If in addition ξ ∈ H1(R) then W (ξ) preserves also Fµ+ when
µ ≥ 1.
(ii) For any ξ ∈ H1(R), we have in the sense of quadratic forms on F3+ ,
W (
√
2
iε
ξ)∗ hWick W (
√
2
iε
ξ) = h(.+ ξ)Wick .
(iii) Let (R ∋ t 7→ ϕt) ∈ C1(R, L2(R)), then for any Ψ ∈ D(N1/2) we have
in F
iε∂tW (
√
2
iε
ϕt)Ψ = W (
√
2
iε
ϕt)
[
Re〈ϕt, i∂tϕt〉+ 2Re〈z, i∂tϕt〉Wick
]
Ψ
=
[
−Re〈ϕt, i∂tϕt〉+ 2Re〈z, i∂tϕt〉Wick
]
W (
√
2
iε
ϕt)Ψ .
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Proof. (i) Let F0 be the linear space spanned by vectors Ψ ∈ F such that
Ψ(n) = 0 for any n except for a ﬁnite number. It is known that for any
ξ ∈ L2(R) and Ψ ∈ F0
N˜Ψ :=W (
√
2
iε
ξ)∗N W (
√
2
iε
ξ)Ψ =
(
N + 2Re〈z, ξ〉Wick + ||ξ||21
)
Ψ .(4.6.1)
For a proof of the latter identity see [76, Lemma 2.10 (iii)]. Hence, by
Cauchy-Schwarz inequality it follows that
||N1/2W (
√
2
iε
ξ)Ψ||2
= 〈Ψ,
[
N + 2Re〈z, ξ〉Wick + ||ξ||21
]
Ψ〉
= 〈Ψ, (N + ||ξ||2L2(R)1)Ψ〉
+
∞∑
n=0
√
ε(n+ 1)
ˆ
Rn
Ψ(n)(y)
(ˆ
R
ξ(x)Ψ(n+1)(x, y)dx
)
dy + hc
≤ (1 + ||ξ||L2(R))2 ||(N + 1)1/2Ψ||2 .
Now, for k ≥ 1 we show the existence of an ε-independent constant Ck > 0
depending only on k and ||ξ||L2(R) such that
||Nk/2W (
√
2
iε
ξ)Ψ||2 = 〈Ψ, N˜kΨ〉 ≤ Ck ||(N + 1)k/2Ψ||2 . (4.6.2)
This is a consequence of the number operator estimate (4.2.2) and the
fact that N˜k is a Wick polynomial in
∑
0≤r,s≤k Pr,s(L2(R)) (see, e.g.,[76,
Prop. 2.7 (i)]). Thus, we have proved the invariance of D(Nk/2) since F0 is
a core of Nk/2.
Now the invariance of Fµ+, µ ≥ 1, follows by Faris-Lavine Theorem 4.B.1
where we take the operator
A =
√
2Re〈z, ξ〉Wick and S = Sµ = ε−1dΓ(−∆) + ε−µNµ + 1 ,
and remember that
W (ξ) = ei
√
2Re〈z,ξ〉Wick .
In fact, assuming ξ ∈ H1(R) we have to check assumptions (i)-(ii) of Theorem
4.B.1. For any Ψ ∈ Fµ+, we have by Wick quantization
2Re〈z, ξ〉WickΨ =
∞∑
n=0
√
ε(n+ 1)
ˆ
R
ξ(x)Ψ(n+1)(x, x1, · · · , xn) dx
+
∞∑
n=1
√
ε
n
n∑
j=1
ξ(xj)Ψ
(n−1)(x1, · · · , xˆj , · · · , xn) .
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Therefore, it is easy to show
||Re〈z, ξ〉WickΨ|| ≤ √ε||ξ||L2(R) ||(ε−1N + 1)1/2Ψ||
≤ √ε||ξ||L2(R) ||S1Ψ|| ,
and hence we obtain that D(Sµ) ⊂ D(A). Let Ψ ∈ D(Sµ), a standard
computation yields
√
2 (〈AΨ, SµΨ〉 − 〈SµΨ, AΨ〉) = 〈a(−∆ξ)Ψ,Ψ〉 − 〈Ψ, a(−∆ξ)Ψ〉
+ 〈[(Nε + 1)µ − (Nε )µ] Ψ, a∗(ξ)Ψ〉 − hc .
(4.6.3)
Each two terms in the same line of (4.6.3) are similar and it is enough to
estimate only one of them. We have by Cauchy-Schwarz inequality
|〈a(−∆ξ)Ψ,Ψ〉| ≤
∣∣∣∣∣
∞∑
n=0
√
ε(n+ 1)
ˆ
Rn
Ψ(n)(y)
(ˆ
R
−∆ξ(x)Ψ(n+1)(x, y)dx
)
dy
∣∣∣∣∣
≤ ||ξ||H1(R) ||S1/21 Ψ||2 ,
and for 1 ≤ θ ≤ µ− 1∣∣∣〈ε−θN θΨ, a∗(ξ)Ψ〉∣∣∣
≤
∣∣∣∣∣
∞∑
n=0
√
ε(n+ 1) (n+ 1)θ
ˆ
Rn
Ψ(n)(y)
(ˆ
R
ξ(x)Ψ(n+1)(x, y)dx
)
dy
∣∣∣∣∣
≤ 2µ||ξ||L2(R) ||S1/2µ Ψ||2 .
This shows for any Ψ ∈ D(Sµ),
±i〈Ψ, [A,Sµ]Ψ〉 ≤ C ||S1/2µ Ψ||2.
Part (ii) follows by a similar argument as [76, Lemma 2.10 (iii)] and part
(iii) is a well-known formula, see [90, Lemma 3.1 (3)].
Set
W(t) =W (
√
2
iε
ϕt)
∗ e−iω(t)/ε e−it/εHεW (
√
2
iε
ϕ0) .
Lemma 4.6.3. For any ϕ0 ∈ H2(R) there exists c > 0 such that the in-
equality
‖W(t)‖L(G+,F1+) ≤ e
cec|t|
holds for t ∈ R uniformly in ε ∈ (0, 1].
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Proof. Observe that the subspace D+ given as the image of D(Hε) ∩ F3+ by
W (
√
2
iε ϕ0)
∗ is dense in F . Let Ψ ∈ D+ and Φ ∈ G+, then diﬀerentiating the
quantity 〈Φ,W(t)Ψ〉 with the help of Lemma 4.6.2 and Proposition 4.3.3,
we obtain
iε∂t〈Φ,W(t)Ψ〉
= 〈Φ, [P (ϕt)− Re〈ϕt, i∂tϕt〉 − 2Re〈z, i∂tϕt〉Wick]W(t)Ψ〉
+ 〈Φ,W (
√
2
iε
ϕt)
∗ e−iω(t)/ε e−it/εHεHεW (
√
2
iε
ϕ0)Ψ〉︸ ︷︷ ︸
(1)
.
(4.6.4)
Let Rν := 1[0,ν](ε
−1N) and remark that s − limν→∞Rν = 1. Furthermore,
we have that RνG+ ⊂ F3+ since it easily holds that
||RνΦ||2F3+ ≤ ν
3 ||Φ||2G+ .
Therefore, since W (
√
2
iε ϕt)RνΦ and W (
√
2
iε ϕ0)Ψ belong to F3+, we have
(1) = lim
ν→∞ 〈RνΦ,W (
√
2
iε
ϕt)
∗ e−iω(t)/ε e−it/εHεHεW (
√
2
iε
ϕ0)Ψ〉
= lim
ν→∞ 〈RνΦ, h(.+ ϕt)
WickW(t)Ψ〉 .
So, we get
iε∂t〈Φ,W(t)Ψ〉
= (1) + lim
ν→∞ 〈RνΦ,
[
P (ϕt)− Re〈ϕt, i∂tϕt〉 − 2Re〈z, i∂tϕt〉Wick
]
W(t)Ψ〉
= lim
ν→∞ 〈RνΦ, (εA2(t) + P3(t)
Wick + PWick4︸ ︷︷ ︸
=:εΘ(t)
)W(t)Ψ〉 ,
where we denote
P3(t)[z] :=
D(3)P
3! (ϕt)[z] = 2Re
ˆ
R
ϕt(x)z(x)|z(x)|2 dx and
P4(z) =
D(4)P
4! (ϕt)[z] =
1
2
ˆ
R
|z(x)|4 dx .
A simple computation yields
〈Φ, P3(t)WickΨ〉
=
∞∑
n=1
√
n2(n+ 1)ε3
ˆ
Rn−1
(ˆ
R
ϕt(x)Φ(n)(x, y)Ψ
(n+1)(x, x, y) dx
)
dy
+
∞∑
n=1
√
n2(n+ 1)ε3
ˆ
Rn−1
(ˆ
R
ϕt(x)Φ(n+1)(x, x, y)Ψ
(n)(x, y) dx
)
dy .
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Using Cauchy-Schwarz inequality and Lemma 4.A.1, we obtain
∣∣∣〈Φ, P3(t)WickΨ〉∣∣∣ ≤ 2√2 ||ϕt||L∞(R)√
ϑ2
√
〈Φ, [ε−1PWick + ϑ1ε−1N + ϑ21]Φ〉
×
√
〈Ψ, [ε−1PWick + ϑ1ε−1N + ϑ21]Ψ〉 , (4.6.5)
where ϑ1, ϑ2 are the parameters in Lemma 4.5.1. Hence, Θ(t) extends to a
bounded operator in L(G+,G−) since A2(t) and PWick belong to L(G+,G−).
As an immediate consequence we obtain
iε∂t〈Φ,W(t)Ψ〉 = 〈Φ, εΘ(t)W(t)Ψ〉. (4.6.6)
Now, we consider the quadratic form Λ(t) on G+ given by
Λ(t) := Θ(t) + ϑ1ε
−1N + ϑ21 .
It is easily follows, by (4.4.2) and (4.6.5), that∣∣∣〈Φ, P3(t)WickΨ〉∣∣∣
≤ 1
4
||
(
−ε−1dΓ(−∆) + ε−1PWick + ϑ1ε−1N + ϑ21
)1/2
Φ||
× ||
(
−ε−1dΓ(−∆) + ε−1PWick + ϑ1ε−1N + ϑ21
)1/2
Ψ|| . (4.6.7)
Therefore, using (4.5.4) and (4.6.7) we show that
ε−1
[
D(2)P
2
(ϕt)[z] +
D(3)P
3!
(ϕt)[z]
]Wick
is form bounded by ε−1dΓ(−∆) + ε−1PWick + ϑ1ε−1N + ϑ21 with a form-
bound less than 1 uniformly in ε ∈ (0, 1]. Hence, by the KLMN Theorem
[102, Thm. X17], the quadratic form Λ(t) is associated to a unique self-
adjoint operator which we still denote by Λ(t), satisfying Q(Λ(t)) = G+ and
Λ(t) ≥ 1. Moreover, it is not diﬃcult to show the existence of c1, c2 > 0 such
that
c1 S1 ≤ Λ(t) ≤ c2G (4.6.8)
uniformly in ε ∈ (0, 1] for any t ∈ R . Now, we consider the non-autonomous
Schrödinger equation
i∂tut = Θ(t)ut , (4.6.9)
with initial data u0 ∈ G+. Next, we prove existence and uniqueness of a
unitary propagator V(t, s) of the Cauchy problem (4.6.9). This will be done
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if we can check assumptions of Corollary 4.C.4 with G± = H±, A(t) = Θ(t)
and S(t) = Λ(t). Thus, we will conclude that
||Λ(t)1/2V(t, 0)Ψ||F ≤ ecec|t| ||Λ(0)1/2Ψ||F . (4.6.10)
Observe that R ∋ t 7→ Θ(t) ∈ L(G+,G−) is norm continuous since
|〈Φ, (Θ(t)−Θ(s))Ψ〉|
≤ ||Φ||G+ ||A2(t)−A2(s)||L(F1+,F1−) ||Ψ||G++|〈Φ, ε
−1(P3(t)−P3(s))Wick Ψ〉| ,
and an estimate similar to (4.6.5) yields
|〈Φ, ε−1(P3(t)− P3(s))Wick Ψ〉| ≤ 2
√
2||ϕt − ϕs||L∞(R) ||Φ||G+ ||Ψ||G+ .
Let us check assumption (i) of Corollary 4.C.4. We have for Ψ ∈ G+ ⊂ F1+,
∂t〈Ψ,Λ(t)Ψ〉 = ∂t〈Ψ, S2(t)Ψ〉+ ∂t〈Ψ, ε−1P3(t)WickΨ〉 .
A simple computation yields
∂t〈Ψ, ε−1P3(t)WickΨ〉
= 2Re
[ ∞∑
n=1
√
n2(n+ 1)ε
ˆ
Rn−1
(ˆ
R
∂tϕt(x)Ψ
(n)(x, y)Ψ(n+1)(x, x, y)dx
)
dy
]
.
So, by Cauchy-Schwarz inequality and Lemma 4.A.1, we get∣∣∣∂t〈Ψ, ε−1P3(t)WickΨ〉∣∣∣
≤ 2||∂tϕt||L2(R)
[ ∞∑
n=1
(n+ 1)|| sup
x∈R
∣∣∣Ψ(n)(x, .)∣∣∣ ||2L2(Rn−1)
]1/2
×
[ ∞∑
n=1
n2ε||Ψ(n+1)(x, x, .)||2L2(Rn)
]1/2
≤ 2
√
2 ||∂tϕt||L2(R) ||Λ(t)1/2Ψ||2 .
The latter estimate with Lemma 4.5.4 (i) and (4.4.2)-(4.4.3) give us
|∂t〈Ψ,Λ(t)Ψ〉| ≤ ec(|t|+1)||Λ(t)1/2Ψ||2 .
Now, we check assumption (ii) of Corollary 4.C.4. We follow the same lines
of the proof of Lemma 4.5.4 (ii) by replacing S2(t) by Λ(t) and A2(t) by Θ(t).
So, we arrive at the step where we have to estimate for Ψ,Φ ∈ D(Λ(t)3/2)
and λ > 0, the quantity
Cλ[g(t)] := 〈Ψ, ε−1g(t)WickNλΦ〉 − 〈NλΨ, ε−1g(t)WickΦ〉 ,
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where Nλ := ε−1N(λε−1N + 1)−1 and g(t) is the continuous polynomial on
S(R) given by
g(t)[z] = P2(t)[z] + P3(t)[z] .
Note that the part Cλ[P2(t)] involving only the symbol P2(t) is already
bounded by (4.5.7). Thus, we need only to consider Cλ[P3(t)]. A simple
computation yields
Cλ[P3(t)] =
∞∑
n=1
κ(n)
ˆ
Rn−1
(ˆ
R
ϕt(x) Φ
(n+1)(x, x, y)Ψ(n)(x, y) dx
)
dy
−
∞∑
n=1
κ(n)
ˆ
Rn−1
(ˆ
R
ϕt(x)Φ
(n)(x, y)Ψ(n+1)(x, x, y) dx
)
dy ,
where
κ(n) =
(n+ 1)
√
εn2(n+ 1)
(λ(n+ 1) + 1)
− n
√
εn2(n+ 1)
(λn+ 1)
satisfying |κ(n)| ≤ √n2(n+ 1) uniformly in ε ∈ (0, 1] and λ > 0. So, using
a similar estimate as (4.6.5), we obtain
|Cλ[P3(t)]| ≤ 1√
2
||ϕt||L∞(R) ||Λ(t)1/2Ψ|| ||Λ(t)1/2Φ|| .
This proves assumption (ii) of Corollary 4.C.4. Now, we check that
W(t) = V(t, 0).
In fact, for Φ ∈ G+ and Ψ ∈ D+ we have
i∂r〈Φ,V(0, r)W(r)Ψ〉
= −〈Θ(r)V(r, 0)Φ,W(r)Ψ〉+ i lim
s→0
〈V(r + s, 0)Φ,W(r + s)−W(r)
s
Ψ〉 ,
and since by (4.6.4) we know that lims→0
W(r+s)−W(r)
s Ψ exists in F , we
conclude using (4.6.6) that
∂r〈Φ,V(0, r)W(r)Ψ〉 = 0 .
This identiﬁesW(t) as the unitary propagator of the non-autonomous Schrödinger
equation (4.6.9). Therefore, by (4.6.8)-(4.6.10) we get
√
c1 ||W(t)Ψ||F1+ ≤ ||Λ(t)
1/2W(t)Ψ||F ≤ ecec|t| ||Λ(0)1/2Ψ||F ≤ √c2 ecec|t| ||Ψ||G+ ,
for any t ∈ R uniformly in ε ∈ (0, 1].
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Lemma 4.6.4. For any ϕ0 ∈ H2(R) and Ψ ∈ G+ we have
‖W(t)Ψ− U2(t, 0)Ψ‖2F = 2〈Ψ, (1−Rν)Ψ〉−2Re〈W(t)Ψ, (1−Rν)U2(t, 0)Ψ〉
+ 2 Im
ˆ t
0
〈W(s)Ψ, [Θ(s)Rν −RνA2(s)]U2(s, 0)Ψ〉 ds ,
where Rν := σ( ε
−1N
ν ) with σ any bounded Borel function on R+ with compact
support and here
Θ(s) = A2(s) + ε
−1Qs(z)wick ,
with Qs(z) the continuous polynomial on S(R) given by
Qs(z) =
D(3)P
3!
(ϕs)[z] +
D(4)P
4!
(ϕs)[z] .
Proof. We have
‖W(t)Ψ− U2(t, 0)Ψ‖2F
= 2 ‖Ψ‖2F − 2Re〈W(t)Ψ, U2(t, 0)Ψ〉
= 2〈Ψ, (1−Rν)Ψ〉 − 2Re〈W(t)Ψ, (1−Rν)U2(t, 0)Ψ〉
+ 2Re〈Ψ, RνΨ〉 − 2Re〈W(t)Ψ, RνU2(t, 0)Ψ〉.
(4.6.11)
Hence to prove the lemma it is enough to show that
R ∋ s 7→ Re〈W(s)Ψ, RνU2(s, 0)Ψ〉 ∈ C1(R) (4.6.12)
and compute its derivative. Recall that the propagator U2(s, 0) ∈ C0(R,L(F1+)),
by Proposition 4.5.5 and that W(s) ∈ C0(R,L(G+)) since it is the unitary
propagator of the Cauchy problem (4.6.9). It is easily seen that
s 7→ RνU2(s, 0)Ψ ,
are in ∈ C0(R,G+) since Rν maps continuously F1+ into G+. We also have
that
s 7→ W(s)Ψ ∈ C1(R,G−) and s 7→ U2(s, 0)Ψ ∈ C1(R,F1−) .
This proves the statement (4.6.12). Therefore, we have
2Re〈Ψ, RνΨ〉 − 2Re〈W(t)Ψ, RνU2(t, 0)Ψ〉 =
− 2
ε
Im
ˆ t
0
iε∂s 〈W(s)Ψ, RνU2(s, 0)Ψ〉 ds . (4.6.13)
The fact that W(t) is the unitary propagator of (4.6.9) with Proposition
4.5.5 yields
iε∂s〈W(s)Ψ, RνU2(s, 0)Ψ〉 =
− 〈εΘ(s)W(s)Ψ, RνU2(s, 0)Ψ〉+ 〈W(s)Ψ, RνεA2(s)U2(s, 0)Ψ〉 . (4.6.14)
Now, collecting (4.6.11), (4.6.13) and (4.6.14) we obtain the claimed identity.
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Proof of Theorem 4.6.1. We are now ready to prove Theorem 4.6.1.
First observe that we have∥∥∥∥∥e−it/εHεW (
√
2
iε
ϕ0)Ψ− eiω(t)/εW (
√
2
iε
ϕt)U2(t, 0)Ψ
∥∥∥∥∥
2
F
= ‖W(t)Ψ− U2(t, 0)Ψ‖2F .
Now, using Lemma 4.6.4 one obtains for t > 0 (the case t < 0 is similar) the
estimate
‖W(t)Ψ− U2(t, 0)Ψ‖2F ≤2 |〈Ψ, (1−Rν)Ψ〉|+ 2 |〈W(t)Ψ, (1−Rν)U2(t, 0)Ψ〉|
+ 2
ˆ t
0
|〈W(s)Ψ, [Θ(s)Rν −RνA2(s)]U2(s, 0)Ψ〉| ds .
Here we consider σ to be in the class C1(R+), decreasing and satisfying
σ(s) = 1 if s ≤ 1 and σ(s) = 0 if s ≥ 2. We have for ν positive integer,
〈Ψ, (1−Rν)Ψ〉 ≤ 1
ν
∞∑
n=ν+1
n〈Ψ(n), (D2x1 + 1)Ψ(n)〉
≤ 1ν 〈Ψ, ε−1[dΓ(−∆) +N ]Ψ〉 ≤ 1ν ‖Ψ‖2F1+ .
Hence, we easily check with the help of Proposition 4.5.5 and Lemma 4.6.3
that
|〈W(t)Ψ, (1−Rν)U2(t, 0)Ψ〉| ≤ 1ν ||U2(t, 0)Ψ||F1+ ||W(t)Ψ||F1+
≤ 1ν ec1e
c1t ||Ψ||F1+ ||Ψ||G+ ≤
1
ν e
c1ec1t ||Ψ||2G+ .
Next, we show that there exists C > 0 depending only on ϕ0 such that∥∥∥ε−1Qs(z)WickRν∥∥∥L(F1+,F1−) ≤ C (ν ε1/2 + ν2ε) .
The latter bound follows by Cauchy-Schwarz inequality, Lemma 4.A.1 and
(4.4.2),
|〈Φ, P3(s)
ε
Wick
RνΨ〉|
≤ √ε||ϕt||L∞(R)
[
2ν∑
n=1
(n+ 1)||Φ(n)||2L2(Rn)
]1/2 [ 2ν∑
n=1
n2||Ψ(n+1)(x, x, .)||2L2(Rn)
]1/2
+
√
ε||ϕt||L∞(R)
[
2ν∑
n=1
(n+ 1)||Ψ(n)||2L2(Rn)
]1/2 [ 2ν∑
n=1
n2||Φ(n+1)(x, x, .)||2L2(Rn)
]1/2
≤ 2ν√ε||ϕt||L∞(R) ||(ε−1N + 1)1/2Φ||F ||Ψ||F1+
+ 2ν
√
ε||ϕt||L∞(R) ||(ε−1N + 1)1/2Ψ||F ||Φ||F1+ ,
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and a similar estimate for PWick,
|〈Φ, PWickRνΨ〉| ≤ ν2ε2 ||Φ||F1+ ||Ψ||F1+ .
Hence we can check that
ˆ t
0
∣∣∣〈W(s)Ψ, ε−1Qs(z)WickRνU2(s, 0)Ψ〉∣∣∣ ds
≤ C(νε1/2 + ν2ε)
ˆ t
0
||W(s)Ψ||F1+ ||U2(s, 0)Ψ||F1+ ds .
Now, by Lemma 4.6.3 and Proposition 4.5.5 we obtainˆ t
0
‖W(s)Ψ‖F1+ ‖U2(s, 0)Ψ‖F1+ ds ≤
ˆ t
0
ec1e
c1s ‖Ψ‖G+ ‖U2(s, 0)Ψ‖F1+ ds
≤
ˆ t
0
ec2e
c2s ‖Ψ‖G+ ‖Ψ‖F1+ ds
≤ ececs ‖Ψ‖2G+ .
A simple computation yields
A2(s)Rν −RνA2(s) = 1
2
[
σ(
ε−1N + 2
ν
)− σ(ε
−1N
ν
)
](ˆ
R
ϕt(x)
2z(x)
2
dx
)Wick
+
1
2
[
σ(
ε−1N − 2
ν
)− σ(ε
−1N
ν
)
](ˆ
R
ϕt(x)
2
z(x)2 dx
)Wick
.
We easily check that∥∥∥∥σ(ε−1N ± 2ν )− σ(ε−1Nν )
∥∥∥∥
L(F1+)
≤ 2
ν
||σ′||L∞(R+) ,
since ε−1dΓ(−∆) + ε−1N commute with ε−1N . Thus, using (4.5.4) there
exists c0, c > 0 such thatˆ t
0
|〈W(s)Ψ, [A2(s), Rν ]U2(s, 0)Ψ〉| ds ≤ c0
ν
ˆ t
0
‖W(s)Ψ‖F1+ ‖U2(s, 0)Ψ‖F1+ ds
≤ 1
ν
ece
ct ‖Ψ‖2G+ .
Finally, the claimed inequality in Theorem 4.6.1 follows by collecting the
previous estimates and letting ν = ε−1/4.
We have the following two corollaries.
Corollary 4.6.5. For any ϕ0 ∈ H2(R) and any ξ ∈ L2(R) we have the
strong limit
s− lim
ε→0
W (
√
2
iε
ϕ0)
∗ eit/εHε W (ξ) e−it/εHε W (
√
2
iε
ϕ0) = e
i
√
2Re〈ξ,ϕt〉 1 ,
where ϕt solves the NLS equation (4.4.1) with initial data ϕ0.
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Proof. It is enough to prove for any Ψ,Φ ∈ G+ the limit:
lim
ε→0
〈e−it/εHεW (
√
2
iε
ϕ0)Ψ, W (ξ) e
−it/εHε W (
√
2
iε
ϕ0)Φ〉 = ei
√
2Re(ξ,ϕt) 〈Ψ,Φ〉 .
(4.6.15)
Indeed, using Theorem 4.6.1, we show
〈e−it/εHεW (
√
2
iε
ϕ0)Ψ,W (ξ)e
−it/εHεW (
√
2
iε
ϕ0)Φ〉
= 〈W (
√
2
iε
ϕt)U2(t, 0)Ψ,W (ξ)W (
√
2
iε
ϕt)U2(t, 0)Φ〉+O(ε1/8).
Therefore by Weyl commutation relations we have
〈W (
√
2
iε
ϕt)U2(t, 0)Ψ, W (ξ)W (
√
2
iε
ϕt)U2(t, 0)Φ〉
= 〈U2(t, 0)Ψ, W (ξ)U2(t, 0)Φ〉ei
√
2Re(ξ,ϕt) ,
Thus the limit is proved since s− limε→0W (ξ) = 1.
Recall that F0 is the subspace of F spanned by vectors Ψ ∈ F such that
Ψ(n) = 0 for any index n ∈ N except for ﬁnite number. Note that F0 ∩G+ is
dense in F .
Corollary 4.6.6. For any ϕ0 ∈ H2(R) and any Ψ,Φ ∈ F0 ∩ G+ and b ∈
Pp,q(L2(R)), we have
lim
ε→0
〈W (
√
2
iε
ϕ0)Ψ, e
it/εHε bWick e−it/εHε W (
√
2
iε
ϕ0)Φ〉 = b(ϕt) 〈Ψ, Φ〉 ,
where ϕt solves the NLS equation (4.4.1) with initial data ϕ0.
Proof. Consider a (p, q)-homogenous polynomial b ∈ Pp,q(L2(R)). We have
A := 〈W (
√
2
iε
ϕ0)Ψ, e
it/εHε bWick e−it/εHε W (
√
2
iε
ϕ0)Φ〉
= 〈(N + 1)qW (
√
2
iε
ϕ0)Ψ, e
it/εHε Bε e
−it/εHε(N + 1)pW (
√
2
iε
ϕ0)Φ〉 ,
where Bε := (N + 1)−qbWick(N + 1)−p. The number estimate (4.2.2) yields
‖Bε‖ ≤
∥∥∥b˜∥∥∥
L(L2s(Rp),L2s(Rq))
,
uniformly in ε ∈ (0, 1]. Let N˜t be the positive operator given by
N˜t = N + 2Re〈z, ϕt〉Wick + ||ϕt||2L2(R) .
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By (4.6.1), we get
A = 〈W (
√
2
iε
ϕ0)(N˜0 + 1)
qΨ, eit/εHε Bε e
−it/εHε W (
√
2
iε
ϕ0)(N˜0 + 1)
pΦ〉 .
Now, observe that
lim
ε→0
(N˜0+1)
pΦ = (1+ ||ϕ||2L2(R))pΦ and limε→0(N˜0+1)
qΨ = (1+ ||ϕ||2L2(R))qΨ .
So, using Theorem 4.6.1 we obtain
A = (1 + ||ϕ0||2L2(R))p+q 〈W (
√
2
iε
ϕt)U2(t, 0)Ψ, BεW (
√
2
iε
ϕt)U2(t, 0)Φ〉+O(ε1/8)
= 〈U2(t, 0)Ψ, (N˜t + 1)−q b(.+ ϕt)Wick (N˜t + 1)−p U2(t, 0)Φ〉+O(ε1/8) .
We setΨε = (N+1)q(N˜t+1)−qU2(t, 0)Ψ and Φε = (N+1)p(N˜t+1)−pU2(t, 0)Φ
and remark that we can show for ϕ0 6= 0 and µ a positive integer the following
strong limit
s− lim
ε→0
(N + 1)µ(N˜t + 1)
−µ =
1
(1 + ||ϕt||2L2(R))µ
. (4.6.16)
This holds since we have by explicit computation
||(a(ϕt) + a∗(ϕt))(N + ||ϕt||2 + 1)−1|| ≤ ||ϕt||
2
√||ϕt||2 + 1 + ||ϕt||2√||ϕt||2 + 1− ε < 1,
for ε suﬃciently small and hence we can write
(N + 1)(N˜t + 1)
−1
= (N + 1)(N + ||ϕt||2 + 1)−1[
Rε︷ ︸︸ ︷
(a(ϕt) + a
∗(ϕt))(N + ||ϕt||2 + 1)−1+1]−1 .
This proves (4.6.16) for µ = 1 since s− limε→0Rε = 0. Now, we proceed by
induction on µ using a commutator argument
(N + 1)µ+1(N˜t + 1)
−(µ+1) = (N + 1)µ(N˜t + 1)−µ(N + 1)(N˜t + 1)−1
+ (N + 1)µ(N˜t + 1)
−µ[(N˜t + 1)µ, N ](N˜t + 1)−(µ+1) ,
with the observation that the second term of (r.h.s.) converges strongly to
0. Therefore, we obtain
lim
ε→0
Ψε =
1
(1 + ||ξ||2
L2(R)
)q
U2(t, 0)Ψ and lim
ε→0
Φε =
1
(1 + ||ξ||2
L2(R)
)p
U2(t, 0)Φ .
It is also easy to show by explicit computation that
w − lim
ε→0
(N + 1)−qbWickr,s (N + 1)
−p = 0 ,
4.6 Propagation of coherent states 163
for any br,s ∈ Pr,s(L2(R)) such that 0 < r ≤ p and 0 < s ≤ q. Hence, letting
ε→ 0, we get
lim
ε→0
A = (1 + ||ϕ0||2L2(R))p+q limε→0 〈Ψε, (N + 1)
−qb(ϕt) (N + 1)−pΦε〉
= b(ϕt) 〈U2(t, 0)Ψ, U2(t, 0)Φ〉 = b(ϕt) 〈Ψ, Φ〉 ,
since ||ϕt||L2(R) = ||ϕ0||L2(R) and s− limε→0(N + 1)−µ = 1 for µ > 0.
We identify the propagator U2(t, s) as a time-dependent Bogoliubov’s
transform on the Fock representation of the Weyl commutation relations.
Proposition 4.6.7. Let ϕ0 ∈ H2(R) and consider the propagator U2(t, 0)
given in Proposition 4.5.5. For a given s ∈ R let ξs ∈ H2(R), we have
U2(t, s)W (
ξs
i
√
ε
)U2(s, t) =W (
β(t, s)ξs
i
√
ε
)
where β(t, s) is the symplectic propagator on L2(R), solving the equation{
i∂tξt(x) = [−∆+ 2|ϕt(x)|2] ξt(x) + ϕt(x)2 ξt(x) ,
ξ|t=s = ξs ,
(4.6.17)
such that β(t, s)ξs = ξt.
Proof. Observe that if ϕ0 ∈ H2(R) then the solution ϕt of the NLS equation
(4.4.1) with initial condition ϕ0 satisﬁes ϕt ∈ C0(R, L∞(R)). Hence, by
standard arguments the equation (4.6.17) admits a unique solution ξt ∈
C0(R, H2(R))∩C1(R, L2(R)) for any ξs ∈ H2(R). Moreover, the propagator
β(t, s)ξs = ξt,
deﬁnes a symplectic transform on L2(R) for any t, s ∈ R. This follows by
diﬀerentiating
Im〈β(t, s)ξ, β(t, s)η〉 ,
with respect to t for ξ, η ∈ H2(R). Furthermore, β satisﬁes the laws
β(s, s) = 1, β(t, s)β(s, r) = β(t, r) for t, r, s ∈ R.
Now, we diﬀerentiate with respect to t the quantity
U2(s, t)W (
ξt
i
√
ε
)U2(t, s)
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in the sense of quadratic forms on F1+, with ξt solution of (4.6.17). Hence,
using Lemma 4.6.2 (ii), we get
∂t
[
U2(s, t)W (
√
2
i
√
ε
ξt)U2(t, s)
]
= U2(s, t)W (
√
2
i
√
ε
ξt)
[
W (
√
2
i
√
ε
ξt)
∗iA2(t)W (
√
2
i
√
ε
ξt)− iA2(t)
− i
(
Re〈ξt, i∂tξt〉+ 2√
ε
Re〈z, i∂tξt〉Wick
)]
U2(t, s) . (4.6.18)
Now, by [76, Lemma 2.10], we obtain
W (
√
2
i
√
ε
ξt)
∗A2(t)W (
√
2
i
√
ε
ξt) = ε
−1m(t)[z +
√
εξt]
Wick ,
where m(t)[z] is the continuous polynomial on S(R) given by
m(t)[z] = 〈z,−∆z〉+ P2(t)[z] .
Therefore, the (r.h.s.) of (4.6.18) is null if we show that
m(t)[z +
√
εξt]−m(t)[z]−
(
εRe〈ξt, i∂tξt〉+ 2
√
εRe〈z, i∂tξt〉
)
= 0 .
This follows by straightforward computation.
4.7 Propagation of chaos
Propagation of chaos for a many-boson system with point pair-interaction
in one dimension was studied in [73] (see also the related work [74]). Here
we prove this conservation hypothesis for such quantum system using the
method in [103]. Thus, we are led to study the asymptotics of time-evolved
Hermite states
e−it/εnHεn ϕ⊗n0 with ϕ0 ∈ H2(R), ||ϕ0||L2(R) = 1 ,
when n→∞ with nεn = 1. We denote the coherent states by
E(ϕ0) :=W (
√
2
iε
ϕ0)Ω0,
where Ω0 = (1, 0, · · · ) is the vacuum vector in the Fock space F . To pass
from coherent states to Hermite states we use the integral representation
proved in [103],
ϕ⊗n0 =
γn
2π
ˆ 2π
0
e−iθn E(eiθϕ0) dθ , where γn :=
e1/2εn
√
n!
ε
−n/2
n
. (4.7.1)
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Asymptotically, the factor γn grows as (2πn)1/4 when n → ∞. In the fol-
lowing we prove the chaos conservation hypothesis.
Proof of Theorem 4.2.3. It is known that if a sequence of positive trace-class
operators ρn on L2(R) converges in the weak operator topology to ρ such
that limn→∞Tr[ρn] = Tr[ρ] < ∞ then ρn converges in the trace norm to ρ
(see, for instance [80]). This argument reduces the proof to the case
b(z) =
p∏
i=1
〈z, fi〉 〈gi, z〉 ,
where fi, gi ∈ L2(R). For shortness, we set
Eθ = E(e
iθϕ0) and E
t
θ = e
−it/εnHεnEθ .
Using formula (4.7.1), we get
Γn := 〈ϕ⊗n0 , eit/εnHεn bWick e−it/εnHεnϕ⊗n0 〉
=
γ2n
(2π)2
ˆ
[0,2π]2
e−in(θ−θ
′)〈Etθ′ , bWick Etθ〉 dθdθ′ .
It is easily seen that
(N + 1)−pe−it/εnHεnϕ⊗n0 = 2
−pe−it/εnHεnϕ⊗n0 .
Therefore, we write
Γn =
4pγ2n
(2π)2
ˆ
[0,2π]2
e−in(θ−θ
′)
〈Etθ′ , (N + 1)−p
p∏
i=1
a∗(fi)
p∏
j=1
a(gj)(N + 1)
−pEtθ〉 dθdθ′ .
Now, we use the decomposition
p∏
i=1
a∗(fi)
p∏
j=1
a(gj) =
∑
I,J⊂Np
∏
i∈Ic
[a∗(fi)− 〈ϕθ′t , fi〉]
×
∏
j∈Jc
[a(gj)− 〈gj , ϕθt 〉]e−i(#Iθ
′−#Jθ)∏
i∈I
〈fi, ϕt〉
∏
j∈J
〈gj , ϕt〉 ,
where the sum runs over all subsets I, J of Np := {1, · · · , p}. Thus, we can
write
Γn − b(ϕt) =
#I+#J<2p∑
I,J⊂Np
4pγ2n
(2π)2
ˆ
[0,2π]2
e−i[(n−#J)θ−(n−#I)θ
′]〈E˜tθ′ , BWickI,J E˜tθ〉 dθdθ′ ,
(4.7.2)
166 4.Propagation du chaos pour un grand nombre de bosons
interagissant ponctuellement (article rédigé en anglais)
where E˜tθ := (N +1)
−pEtθ and BI,J(z) are sums of homogenous polynomials
such that
〈E˜tθ′ , BWickI,J E˜tθ〉 =
∏
i∈I
〈ϕt, fi〉
∏
j∈J
〈gj , ϕt〉
×
〈∏
i∈Ic
[a(fi)− 〈fi, ϕθ′t 〉]E˜tθ′ ,
∏
j∈Jc
[a(gj)− 〈gj , ϕθt 〉]E˜tθ
〉
.
We have, for 0 ≤ #I,#J < p, by Cauchy-Schwarz inequality∣∣∣〈E˜tθ′ , BWickI,J E˜tθ〉∣∣∣ ≤ ∏
i∈I,j∈J
||gj ||L2(R) ||fi||L2(R)
×
∥∥∥∥∥∏
i∈Ic
[a(fi)− 〈fi, ϕθ′t 〉]E˜tθ′
∥∥∥∥∥
F
×
∥∥∥∥∥∥
∏
j∈Jc
[a(gj)− 〈gj , ϕθt 〉]E˜tθ
∥∥∥∥∥∥
F
.
In the following we make use of the positive self-adjoint operator
N˜ := N + 2Re〈z, ϕt〉Wick + ||ϕt||21 .
Observe that we have for any θ′ ∈ [0, 2π] and r ≥ 1,∥∥∥∥∥
r∏
i=1
[a(fi)− 〈fi, ϕθ′t 〉]E˜tθ′
∥∥∥∥∥
F
=
∥∥∥∥∥
r∏
i=1
a(fi)(N˜ + 1)
−pW(t)Ω0
∥∥∥∥∥
F
≤
∥∥∥∥∥
r−1∏
i=1
a(fi)(N˜ + 1)
−pa(fr)W(t)Ω0
∥∥∥∥∥
F
+
∥∥∥∥∥
r−1∏
i=1
a(fi)[a(fr), (N˜ + 1)
−p]W(t)Ω0
∥∥∥∥∥
F
.
We easily show that
‖a(fr)W(t)Ω0‖F ≤ ||fr||L2(R)
√
εn ‖W(t)‖L(G+,F1+) .
Furthermore, we have∥∥∥[a(fr), (N˜ + 1)p](N˜ + 1)−p∥∥∥L(F) ≤ C εn ,
using (4.6.2) and the fact that [a(fr), (N˜ + 1)p] is a Wick polynomial where
we gained εn in its symbol, see [76, Proposition 2.7 (ii)]. Recall also that we
have by the number estimate (4.2.2) and (4.6.2),∥∥∥∥∥
r−1∏
i=1
a(fi)(N˜ + 1)
−p
∥∥∥∥∥
L(F)
≤ C ,
4.A Elementary estimate 167
uniformly in n and θ′ ∈ [0, 2π]. Therefore, we have∣∣∣∣∣∣
∑
0≤#I,#J<p
4pγ2n
(2π)2
ˆ
[0,2π]2
e−i[(n−#J)θ−(n−#I)θ
′]〈E˜tθ′ , BWickI,J E˜tθ〉 dθdθ′
∣∣∣∣∣∣
≤ C γ2nεn
n→∞−→ 0 . (4.7.3)
It still to control the terms #I = p,#J = p − 1 and #I = p − 1,#J = p
which are similar. In fact, remark that we have
4pγ2n
(2π)2
ˆ
[0,2π]2
e−i[(n−p)θ−(n−p+1)θ
′]〈E˜tθ′ , BWickI,Np E˜tθ〉 dθdθ′ =
4pγn
2π
ˆ 2π
0
ei(n−p+1)θ
′〈E˜tθ′ , BWickI,Np eit/εnHεn ϕ⊗(n−p)0 〉 dθ′ .
Now, a similar estimate as (4.7.3) yields that∣∣∣∣∣ 4pγ2n(2π)2
ˆ
[0,2π]2
e−i[(n−p)θ−(n−p+1)θ
′] 〈Etθ′ , BWickI,Np E˜tθ〉 dθdθ′
∣∣∣∣∣ ≤ C γn√εn n→∞−→ 0 .
Thus, we conclude that lim
n→∞Γn − b(ϕt) = 0.
Remark 4.7.1.
1) Let γtk,n be the k-particle correlation functions, defined by (4.1.4), associ-
ated to the states e−it/εnHεnϕ⊗n0 . Then Theorem 4.2.3 implies the following
convergence in the trace norm
lim
n→∞ γ
t
k,n = ϕt(x1) · · ·ϕt(xk) ϕt(y1) · · ·ϕt(yk) .
2) In terms of Wigner measures, introduced in [76, 75], Theorem 4.2.3 says
that the sequence (e−it/εnHεnϕ⊗n0 )n∈N admits a unique (Borel probability)
Wigner measure µt given by
µt =
1
2π
ˆ 2π
0
δeiθϕt dθ ,
where δeiθϕt is the Dirac measure on L
2(R) at the point eiθϕt.
4.A Elementary estimate
Lemma 4.A.1. For any α > 0 and any Ψ(n) ∈ Ss(Rn), we haveˆ
Rn−1
|Ψ(n)(x2, x2, · · · , xn)|2dx2 · · · dxn
≤ α√
2
〈D2x1Ψ(n),Ψ(n)〉L2(Rn) +
α−1
2
√
2
|Ψ(n)|2L2(Rn) . (4.A.1)
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Proof. Let x′, ξ′ ∈ Rn−1 and g ∈ S(Rn). Let us denote the Fourier transform
of g by
gˆ(ξ) =
ˆ
Rn
e−ixξg(x) dx.
We have
g(0, x′) =
1
(2π)n−1
ˆ
Rn−1
eix
′ξ′
(
1
2π
ˆ
R
gˆ(ξ1, ξ
′) dξ1
)
dξ′ .
Cauchy-Schwarz inequality yields∣∣∣∣ˆ
R
gˆ(ξ1, ξ
′) dξ1
∣∣∣∣2 ≤ ˆ
R
∣∣gˆ(ξ1, ξ′)∣∣2 (α−1 + αξ21) dξ1 × ˆ
R
dξ1
α−1 + αξ21
.
Therefore, we get
ˆ
Rn−1
∣∣g(0, x′)∣∣2 dx′ = 1
4π2(2π)n−1
ˆ
Rn−1
∣∣∣∣ˆ
R
gˆ(ξ1, ξ
′) dξ1
∣∣∣∣2 dξ′
≤ 1
2(2π)n
ˆ
Rn
|gˆ(ξ1, ξ′)|2 (α−1 + αξ21) dξ1dξ′ .
Set g(x1, · · · , xn) = Ψ(n)(x1+x2√2 ,
x2−x1√
2
, x3, · · · , xn), we obtain
ˆ
Rn−1
∣∣∣Ψ(n)(x2, x2, · · · , xn)∣∣∣2 dx2 · · · dxn
=
1√
2
ˆ
Rn−1
∣∣∣g(n)(0, x2, · · · , xn)∣∣∣2 dx2 · · · dxn
≤ (2π)
−n
2
√
2
ˆ
Rn
|gˆ(n)(ξ1, ξ′)|2 (α−1 + αξ21 + αξ22) dξ1dξ′
≤ (2π)
−n
2
√
2
ˆ
Rn
|Ψˆ(n)(ξ1, ξ′)|2 (α−1 + αξ21 + αξ22) dξ1dξ′ .
Thus, by Plancherel’s identity we obtain
ˆ
Rn−1
|Ψ(n)(x2, x2, · · · , xn)|2dx2 · · · dxn
≤ α
2
√
2
〈(D2x1 +D2x2)Ψ(n),Ψ(n)〉L2(Rn) +
α−1
2
√
2
|Ψ(n)|2L2(Rn) .
Thanks to the symmetry of Ψ(n), it is easy to see that
〈(D2x1 +D2x2)Ψ(n),Ψ(n)〉 = 2〈D2x1Ψ(n),Ψ(n)〉 .
Hence, we arrive at the claimed estimate (4.A.1).
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4.B Commutator theorems
Here we ﬁrst recall an abstract regularity argument from Faris-Lavine work
[85, Theorem 2].
Theorem 4.B.1. Let A be a self-adjoint operator and let S be a positive
self-adjoint operator satisfying
• D(S) ⊂ D(A),
• ±i [〈AΨ, SΨ〉 − 〈SΨ, AΨ〉] ≤ c||S1/2Ψ||2 for all Ψ ∈ D(S).
Then Q(S) is invariant by e−itA for any t ∈ R and the inequality
||S1/2e−itAΨ|| ≤ ec|t| ||S1/2Ψ||
holds true.
Next we recall the Nelson commutator theorem (see, e.g., [102, Theorem
X.36’],[101]) with a useful regularity property added as a consequence of
Faris-Lavine’s Theorem 4.B.1.
Theorem 4.B.2. Let S be a self-adjoint operator on a Hilbert space H such
that S ≥ 1. Consider a quadratic form a(., .) with Q(a) = D(S1/2) and
satisfying:
(i) |a(Ψ,Φ)| ≤ c1||S1/2Ψ|| ||S1/2Φ|| for any Ψ,Φ ∈ D(S1/2);
(ii) |a(Ψ, SΦ)− a(SΨ,Φ)| ≤ c2||S1/2Ψ|| ||S1/2Φ|| for any Ψ,Φ ∈ D(S3/2).
Then the linear operator A : D(A) → H, D(A) = {Φ ∈ D(S1/2) : H ∋
Ψ 7→ a(Ψ,Φ) continuous } associated to the quadratic form a(., .) through
the relation
〈Ψ, AΦ〉H = a(Ψ,Φ) for all Ψ ∈ D(S1/2),Φ ∈ D(A)
is densely defined and satisfies:
1. D(S) ⊂ D(A) and ||AΨ|| ≤ c||SΨ|| for any Ψ ∈ D(S);
2. A is essentially self-adjoint on any core of S;
3. e−itA˜ preserves D(S1/2) with the inequality
||S1/2e−itA˜Ψ|| ≤ ec2|t| ||S1/2Ψ||
where A˜ denotes the self-adjoint extension of A.
Proof. The point (3) follows from Theorem 4.B.1 since its assumptions:
• D(S) ⊂ D(A),
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• ±i [〈AΨ, SΨ〉 − 〈SΨ, AΨ〉] ≤ c2||S1/2Ψ||2, for any Ψ ∈ D(S),
hold true using items 1), 2) and hypothesis (ii).
We naturally associate to a self-adjoint operator S ≥ 1 acting on a Hilbert
space H, a Hilbert rigging H±1 where H+1 is deﬁned as D(S1/2) endowed
with the inner product
〈ψ, φ〉H+1 := 〈S1/2ψ, S1/2φ〉H ,
and H−1 is the completion of D(S−1/2) with respect to the inner product
〈ψ, φ〉H−1 := 〈S−1/2ψ, S−1/2φ〉H .
Assumption (ii) of Theorem 4.B.2 can be reformulated in some other slightly
diﬀerent ways.
Lemma 4.B.3. Consider a self-adjoint operator S satisfying S ≥ 1 with the
associated Hilbert rigging H±1 defined above. Let A be a symmetric bounded
operator in L(H+1,H−1), then the three following statements are equivalent,
(1) There exists c > 0 such that for any Ψ,Φ ∈ D(S3/2),
|〈SΨ, AΦ〉 − 〈AΨ, SΦ〉| ≤ c ||Ψ||H+1 ||Φ||H+1 ,
(2) There exists c > 0 such that for any Ψ,Φ ∈ D(S1/2) and λ > 0,
|〈(λS + 1)−1SΨ, A(λS + 1)−1Φ〉 − 〈A(λS + 1)−1Ψ, (λS + 1)−1SΦ〉|
≤ c ||Ψ||H+1 ||Φ||H+1 ,
(3) There exists c > 0 such that for any Ψ,Φ ∈ D(S1/2) and λ > 0,
|〈(λS + 1)−1SΨ, AΦ〉 − 〈AΨ, (λS + 1)−1SΦ)| ≤ c ||Ψ||H+1 ||Φ||H+1 .
Proof. • (1)⇔(2):
Observe that if λ > 0 then (λS+1)−1D(S1/2) ⊂ D(S3/2). Assume (1) and let
us prove (2) for Ψ,Φ ∈ D(S1/2). Using (1) with Ψ˜ = (λS+1)−1Ψ ∈ D(S3/2)
and Φ˜ = (λS + 1)−1Φ ∈ D(S3/2), we obtain∣∣∣〈SΨ˜, AΦ˜〉 − 〈AΨ˜, SΦ˜〉∣∣∣ ≤ c∥∥(λS + 1)−1Ψ∥∥H+1 × ∥∥(λS + 1)−1Φ∥∥H+1 .(4.B.1)
It is easy to see that the right hand side of (4.B.1) is bounded by c||Ψ||H+1 ||Φ||H+1 .
Thus, we obtain (2). Now, to prove (2)⇒(1), we observe that (λS+1)D(S3/2) ⊂
D(S1/2) and use (2) with Ψλ = (λS + 1)Ψ ∈ D(S1/2), Φλ = (λS + 1)Φ ∈
D(S1/2) such that Ψ,Φ ∈ D(S3/2). Therefore, we get for λ > 0
|〈SΨ, AΦ〉 − 〈AΨ, SΦ〉| ≤ c ‖Ψλ‖H+1 × ‖Φλ‖H+1 . (4.B.2)
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Letting λ→ 0 in the right hand side of (4.B.2), we obtain (2).
• (2)⇔(3):
Let Ψ,Φ ∈ D(S1/2) and λ > 0, we have as identity in L(H+1,H−1)
A(λS + 1)(λS + 1)−1 = AλS(λS + 1)−1 +A(λS + 1)−1 ,
since λS(λS + 1)−1 ∈ L(H+1) and (λS + 1)−1 ∈ L(H+1). Therefore, since
(λS + 1)−1SΨ ∈ H+1 and (λS + 1)−1SΦ ∈ H+1, the following computation
is justiﬁed
〈(λS + 1)−1SΨ, AΦ〉 − 〈AΨ, (λS + 1)−1SΦ〉
= 〈(λS + 1)−1SΨ, A(λS + 1)(λS + 1)−1Φ〉
− 〈A(λS + 1)(λS + 1)−1Ψ, (λS + 1)−1SΦ〉
= 〈(λS + 1)−1SΨ, A(λS + 1)−1Φ〉 − 〈A(λS + 1)−1Ψ, (λS + 1)−1SΦ〉 .
So, this shows the equivalence of the statements (2) and (3).
4.C Non-autonomous Schrödinger equation
Consider the Hilbert rigging
H+ ⊂ H ⊂ H− .
This means that H is a Hilbert space with an inner product (., .)H and H+ is
a dense subspace of H which is itself a Hilbert space with respect to another
inner product (., .)H+ such that
||u||H :=
√
(u, u)H ≤ ||u||H+ :=
√
(u, u)H+ ∀u ∈ H+ .
The Hilbert space H− is deﬁned as the completion of H with respect to the
norm
||u||H− := sup
f∈H+,||f ||H+=1
|(f, u)H| . (4.C.1)
This extends by continuity the inner product (., .)H to a sesquilinear form
on H− ×H+ satisfying
|(ξ, u)H| ≤ ||u||H+ ||ξ||H− ∀u ∈ H+,∀ξ ∈ H− .
Furthermore, we have
||u||H+ = sup
ξ∈H−,||ξ||H−=1
|(ξ, u)H| . (4.C.2)
Let I be a closed interval of R and let
(
A(t)
)
t∈I denote a family of self-
adjoint operators on H such that D(A(t)) ∩ H+ is dense in H+ and A(t)
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are continuously extendable to bounded operators in L(H+,H−). We aim
to solve the following abstract non-autonomous Schrödinger equation{
i∂tu = A(t)u , t ∈ I
u(t = 0) = u0 ,
(4.C.3)
where u0 ∈ H+ is given and t 7→ u(t) ∈ H+ is the unknown. This is a
particular case of the more general topic of solving non-autonomous Cauchy
problems where −iA(t) are inﬁnitesimal generators of C0-semigroups (see
[104],[97]). We provide here a useful result (Theorem 4.C.2) which follows
from the work of Kato [96].
Definition 4.C.1. We say that the map
I × I ∋ (t, s) 7→ U(t, s)
is a unitary propagator of the problem (4.C.3) iﬀ:
(a) U(t, s) is unitary on H,
(b) U(t, t) = 1 and U(t, s)U(s, r) = U(t, r) for all t, s, r ∈ I,
(c) The map t ∈ I 7→ U(t, s) belongs to C0(I,L(H+)) ∩ C1(I,L(H+,H−))
and satisﬁes
i∂tU(t, s)ψ = A(t)U(t, s)ψ, ∀ψ ∈ H+,∀t, s ∈ I.
Here Ck(I,B) denotes the space of k-continuously diﬀerentiable B-valued
functions where B is endowed with the strong operator topology.
Theorem 4.C.2. Let I be a compact interval and let H+ ⊂ H ⊂ H− be
a Hilbert rigging with
(
A(t)
)
t∈I a family of self-adjoint operators on H as
above satisfying:
(i) I ∋ t 7→ A(t) ∈ L(H+,H−) is norm continuous.
(ii) R ∋ τ 7→ eiτA(t) ∈ L(H+) is strongly continuous.
(iii) There exists a family of Hilbertian norms
(||.||t)t∈I on H+ equivalent to||.||H+ such that:
∃c > 0,∀ψ ∈ H+ : ||ψ||t ≤ ec|t−s| ||ψ||s and ||eiτA(t)ψ||t ≤ ec|τ |||ψ||t .
Then the non-autonomous Cauchy problem (4.C.3) admits a unique unitary
propagator U(t, s).
Moreover, the following estimate holds
∀ψ ∈ H+, ||U(t, s)ψ||t ≤ e2c|t−s| ||ψ||s .
Proof. We follow the same strategy as in [96] and split the proof into three
steps. We assume, for reading convenience, that the interval I is of the
form [0, T ], T > 0 however the proof works exactly in the same way for any
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compact interval. Remark also that there is no restriction if we assume that
||.||H+ = ||.||0 .
Propagator approximation:
Let (t0, · · · , tn) be a regular partition of the interval I with
tj =
jT
n
, j = 0, · · · , n.
Consider the sequence of operator-valued step functions deﬁned by
An(t) := A(T )1{T}(t) +
n−1∑
j=0
A(tj) 1[tj ,tj+1[(t) ,
for any n ∈ N∗ and t ∈ I. Assumption (i) ensures that
lim
n→∞ ||An(t)−A(t)||L(H+,H−) = 0 ,
uniformly in t ∈ I. We now construct an approximating unitary propagator
Un(t, s) as follows:
if tj ≤ t, s ≤ tj+1 then Un(t, s) = e−i(t−s)A(tj)
if tj < s ≤ tj+1 < · · · < tl ≤ t < tl+1 then Un(t, s) = e−i(t−tl)A(tl) · · · e−i(tj+1−s)A(tj)
if tj < t ≤ tj+1 < · · · < tl ≤ s < tl+1 then Un(t, s) = e−i(t−tj+1)A(tj) · · · e−i(tl−s)A(tl) ,
(4.C.4)
for any j = 0, · · · , n− 1 and l = 1, · · · , n with j < l.
By deﬁnition, the operators Un(t, s) are unitary on H for t, s ∈ I and satisfy
Un(t, t) = 1, Un(t, s)
∗ = Un(s, t) . (4.C.5)
Moreover, one can ﬁrst check that
Un(t, s)Un(s, r) = Un(t, r) for r ≤ s ≤ t, with t, s, r ∈ I
and then extend it for any (t, s, r) ∈ I3 with the help of (4.C.5). Therefore,
Un(t, s) satisfy the properties (a)-(b) of Deﬁnition 4.C.1. Again by (4.C.4)
and assumptions (i)-(ii) we have
i∂tUn(t, s)ψ = An(t)Un(t, s)ψ and − i∂sUn(t, s)ψ = Un(t, s)An(s)ψ,
(4.C.6)
for any ψ ∈ H+ and any t, s 6= tj , j = 0, · · · , n. In fact, we have for ψ ∈ H+
as identity in H−
e−iτA(s)ψ = ψ − iA(s)
ˆ τ
0
e−irA(s)ψ dr , (4.C.7)
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since this holds ﬁrst for ψ ∈ D(A(s)) ∩ H+ and then extends by density of
D(A(s)) ∩ H+ in H+ using the uniform boundedness principal. By (4.C.7)
we have
||e
−iτA(s)ψ − ψ
τ
+ iA(s)ψ||H− ≤
1
τ
||A(s)||L(H+,H−)
∣∣∣∣ˆ τ
0
||e−irA(s)ψ − ψ||H+ dr
∣∣∣∣
and hence using assumption (ii), we show the diﬀerentiability of τ 7→ e−iτA(s)ψ
for ψ ∈ H+.
Convergence of the approximation:
Assumption (iii) implies that
||e−isnA(tn) · · · e−is1A(t1)ψ||T ≤ ecT ec(s1+···+sn)||ψ||0 ,
and
||e−is1A(t1) · · · e−isnA(tn)ψ||0 ≤ ecT ec(s1+···+sn)||ψ||T ,
for any sj ≥ 0, j = 1, · · · , n. Hence, using the equivalence of the norms
||.||0 = ||.||H+ and ||.||T one shows the existence of M > 0 (M = e2cT ) such
that
||Un(t, s)||L(H+) ≤M ec|t−s| and by duality ||Un(t, s)||L(H−) ≤M ec|t−s| .
(4.C.8)
Furthermore, the same argument above yields
||Un(t, s)ψ||t ≤ e2c(|t−s|+T/n)||ψ||s. (4.C.9)
Using (4.C.6) we obtain for any ψ ∈ H+
∂r [Un(t, r)Um(r, s)ψ] = i Un(t, r)[An(r)−Am(r)]Um(r, s)ψ , (4.C.10)
for r 6= jTn , r 6= jTm with j = 1, · · · ,max(n,m). Integrating (4.C.10) we get
the identity
Um(t, s)ψ − Un(t, s)ψ = i
ˆ t
s
Un(t, r) [An(r)−Am(r)]Um(r, s)ψ dr .
Now (4.C.8) yields
||Um(t, s)− Un(t, s)||L(H+,H−)
≤M2|t− s|e2c|t−s| sup
r∈I
||Am(r)−An(r)||L(H+,H−) . (4.C.11)
Therefore, for any t, s ∈ I, the sequence Un(t, s) converges in norm to a
bounded linear operator U(t, s) ∈ L(H+,H−). Since Un(t, s) are norm
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bounded operators on H− uniformly in n, it follows by (4.C.8) that they
converge strongly to an operator in L(H−) continuously extending U(t, s).
Moreover, this strong convergence yields
lim
n→∞(φ,Un(t, s)ψ)H = (φ,U(t, s)ψ)H ∀ψ ∈ H+,∀φ ∈ H+ .
Thus, using (4.C.8), we obtain
|(φ,U(t, s)ψ)H| ≤Mec|t−s|||φ||H− ||ψ||H+ .
Hence, it is easy to see by (4.C.2) that
||U(t, s)||L(H+) ≤Mec|t−s| .
A similar argument yields
||U(t, s)||L(H) ≤ 1 . (4.C.12)
Now, since Un(t, s) satisfy part (b) of Deﬁnition 4.C.1, we easily conclude
that
U(t, t) = 1, U(t, r)U(r, s) = U(t, s), t, s, r ∈ I, (4.C.13)
by strong convergence in L(H−). Furthermore, combining (4.C.12) and
(4.C.13) we show the unitarity of U(t, s) on H. Thus, we have proved that
U(t, s) satisfy (a)-(b) of Deﬁnition 4.C.1.
For any ψ ∈ H+, the continuity of the map I ∋ t 7→ Un(t, s)ψ ∈ H−
follows from the deﬁnition of Un(t, s). Now, we prove
lim
t→s(φ,U(t, s)ψ)H = (φ, ψ)H ∀ψ ∈ H+,∀φ ∈ H− ,
by applying an ǫ/3 argument when writing
|(φ,U(t, s)ψ)H − (φ, ψ)H|
≤ ||φ− φκ||H− ||U(t, s)ψ||H+ + |(φκ, [U(t, s)− Un(t, s)]ψ)H|
+ |(φκ, [Un(t, s)− 1]ψ)H|+ ||φ− φκ||H−‖ψ‖H+ ,
where φκ → φ in H− and φκ ∈ H+. Therefore, by the duality (H+)′ ≃ H−,
we get the weak limit
w − lim
t→sU(t, s) = 1 ,
in L(H+). Now, observe that when t→ s we can show by (4.C.8) that
lim sup
t→s
||U(t, s)ψ||H+ ≤ ||ψ||H+ .
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So, we conclude that
lim sup
t→s
||U(t, s)ψ − ψ||2H+
≤ lim sup
t→s
(
||ψ||2H+ + ||U(t, s)ψ||2H+ − 2Re(ψ,U(t, s)ψ)H+
)
= 0 .
This gives the continuity of I ∋ t 7→ U(t, s)ψ ∈ H+ since we have in H+
s− lim
t→rU(t, s) = s− limt→rU(t, r)U(r, s) = U(r, s).
By diﬀerentiating e−i(t−r)A(s)Um(r, s)ψ with ψ ∈ H+ and then integrating
w.r.t. r, we get
Um(t, s)ψ − e−i(t−s)A(s)ψ = i
ˆ t
s
e−i(t−r)A(s)[A(s)−Am(r)]Um(r, s)ψ dr .
Letting m → ∞ in the latter identity and estimating as in (4.C.11), one
obtains
||U(t, s)ψ − e−i(t−s)A(s)ψ||H−
≤M2e2c|t−s|
∣∣∣∣ˆ t
s
||A(s)−A(r)||L(H+,H−) dr
∣∣∣∣ ||ψ||H+ .
Using the fact that
lim
t→s
1
|t− s|
ˆ t
s
||A(s)−A(r)||L(H+,H−)dr = 0 and limt→s
e−i(t−s)A(s)ψ − ψ
t− s = −iA(s)ψ
it holds that
lim
t→s
∥∥∥∥U(t, s)ψ − ψt− s + iA(s)ψ
∥∥∥∥
H−
= 0.
Thus, we obtain with the help of (4.C.13)
i∂sU(s, r)ψ = lim
t→s
U(t, s)U(s, r)ψ − U(s, r)ψ
t− s = A(s)U(s, r)ψ,
for any ψ ∈ H+ and any r, s ∈ I. Hence we have proved the existence of a
unitary propagator U(t, s) for the non-autonomous Cauchy problem (4.C.3).
Uniqueness:
Suppose that V (t, s) is a unitary propagator for (4.C.3). By diﬀerentiating
Un(t, r)V (r, s)ψ, ψ ∈ H+ with respect to r we get
V (t, s)ψ − Un(t, s)ψ = i
ˆ t
s
Un(t, r)[An(r)−A(r)]V (r, s)ψ.
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Using a similar estimate as (4.C.11) we obtain
‖V (t, s)ψ − Un(t, s)ψ‖H+
≤Mec|t−s| sup
r∈[s,t]
‖V (r, s)‖L(H+)
∣∣∣∣ˆ t
s
||A(r)−An(r)||L(H+,H+)dr
∣∣∣∣ ||ψ||H+
and since the r.h.s. vanishes when n→∞ we conclude that V (t, s) = U(t, s).
Finally, the uniform boundedness principle, equivalence of norms ||.||t, ||.||H+
and the inequality (4.C.9) give us the claimed estimate,
∀ψ ∈ H+, ||U(t, s)ψ||t ≤ lim inf
n→∞ ||Un(t, s)ψ||t ≤ e
2c|t−s|||ψ||s .
Remark 4.C.3. It also follows that (t, s) 7→ U(t, s) ∈ L(H+) is jointly
strongly continuous.
In the following we provide a more eﬀective formulation of the above
result (Theorem 4.C.2) which appears as a time-dependent version of the
Nelson commutator theorem (see, e.g., [101], [102] and Theorem 4.B.2).
We associate to each family of self-adjoint operators {S(t)t∈I , S} on H
such that S ≥ 1, S(t) ≥ 1 and D(S(t)1/2) = D(S1/2) for any t ∈ I, a Hilbert
rigging H±1 deﬁned as the completion of D(S±1/2) with respect to the inner
product
〈ψ, φ〉H±1 = 〈S±1/2ψ, S±1/2φ〉H. (4.C.14)
Corollary 4.C.4. Let I ⊂ R be a closed interval and let {S(t)t∈I , S} be a
family of self-adjoint operators on a Hilbert space H such that:
• S ≥ 1 and S(t) ≥ 1, ∀t ∈ I,
• D(S(t)1/2) = D(S1/2), ∀t ∈ I, and consider the associated Hilbert
rigging H±1 given by (4.C.14).
Let {A(t)}t∈I be a family of symmetric bounded operators in L(H+1,H−1)
satisfying:
• t ∈ I 7→ A(t) ∈ L(H+1,H−1) is norm continuous.
Assume that there exists a continuous function f : I → R+ such that for any
t ∈ I, we have:
(i) for any ψ ∈ D(S(t)1/2),
|∂t〈ψ, S(t)ψ〉| ≤ f(t) ||S(t)1/2ψ||2 ;
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(ii) for any Φ,Ψ ∈ D(S(t)3/2),
|〈S(t)Ψ, A(t)Φ〉 − 〈A(t)Ψ, S(t)Φ〉| ≤ f(t) ||S(t)1/2Ψ|| ||S(t)1/2Φ||.
Then the non-autonomous Cauchy problem (4.C.3) admits a unique unitary
propagator U(t, s). Moreover, we have
||S(t)1/2U(t, s)ψ|| ≤ e2 |
´ t
s f(τ)dτ | ||S(s)1/2ψ|| .
In addition, if we have c1, c2 > 0 such that c1S ≤ S(t) ≤ c2S for t ∈ I, then
there exists c > 0 such that
||U(t, s)||L(H+1) ≤ c e2|
´ t
s f(τ)dτ | , ∀t ∈ I . (4.C.15)
Proof. First observe that the operator A(t) satisﬁes the hypothesis of Nel-
son’s commutator theorem (Theorem 4.B.2) for any t ∈ I. Hence, we con-
clude that A(t) is essentially self-adjoint on D(S(t)3/2) which is dense in
H+1. We keep the same notation for its closure. Moreover, the unitary
group eiτA(t) preserves H+1 and we have the estimate
||S(t)1/2eiτA(t)ψ||H ≤ ef(t)|τ | ||ψ||H . (4.C.16)
Now, observe that t 7→ e−itA(s)ψ ∈ H+1 is weakly continuous for any ψ ∈ H+.
This holds using a η/3-argument with the help of the estimate∣∣∣〈f, (e−itA(s) − 1)ψ〉∣∣∣
≤ (1 + ec(|t|+1)) ||f − fκ||H−1 ||ψ||H+1 +
∣∣∣〈(eitA(s) − 1)fκ, ψ〉∣∣∣
where fκ ∈ H is a sequence convergent to f in H−1 and t is near 0. Since
strong and weak continuity of the group of bounded operators e−itA(s) in
L(H+1) are equivalent, we conclude that assumption (ii) of Theorem 4.C.2
holds true.
By assumption (ii), we also have∣∣∣∣ ddt ||S(t)1/2ψ||2
∣∣∣∣ ≤ f(t)||S(t)1/2ψ||2 .
Hence, by Gronwall’s inequality we have
||S(t)1/2ψ||2 ≤ e|
´ t
s f(τ)dτ |||S(s)1/2ψ||2, ∀t, s ∈ I. (4.C.17)
Now, we use Theorem 4.C.2 with the Hilbert rigging
H+ = H+1 ⊂ H ⊂ H− = H−1
and the family of equivalent norms on H+ given by
||ψ||t := ||S(t)1/2ψ||H.
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Indeed, assumptions (i)-(iii) of Theorem 4.C.2 are satisﬁed in any compact
subinterval of I with the help of (4.C.17)-(4.C.16). Therefore, we obtain exis-
tence and uniqueness of a unitary propagator U(t, s) of the Cauchy problem
(4.C.3) in the whole interval I with the following estimate
||U(t, s)ψ||t ≤ e2|t−s| maxτ∈∆(t,s) f(τ) ||ψ||s ,
for any t, s ∈ I and where ∆(t, s) stands for the interval of extremities t, s.
Using the multiplication law of the propagator, we obtain for any parti-
tion (t0, · · · , tn) of the interval ∆(t, s) the inequality
||U(t, s)ψ||t ≤
n−1∏
j=0
e
2
|t−s|
n
maxτ∈∆j f(τ) ||ψ||s ,
where ∆j are the subintervals [tj , tj+1]. Since f is continuous, by letting
n→∞, we get
||U(t, s)ψ||t ≤ e2 |
´ t
s f(τ)dτ | ||ψ||s .
Finally, the assumption c1S ≤ S(t) ≤ c2S for t ∈ I, allows to involve the
norm ||.||H+1 . Thus we have
||U(t, s)ψ||H+1
≤ 1√
c1
||U(t, s)ψ||t ≤ 1√
c1
e2 |
´ t
s f(τ)dτ | ||ψ||s ≤
√
c2
c1
e2 |
´ t
s f(τ)dτ | ||ψ||H+1 .
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Résumé
La dérivation d’équations cinétiques consiste à obtenir, à partir d’un
modèle microscopique décrivant un système physique donné, des équations
d’évolution contenant les informations perti- nentes d’un point de vue ma-
croscopique sur ce système. Dans cette thèse on s’intéresse, dans des cas
particuliers, à la dérivation d’équations cinétiques par des méthodes utili-
sant le formalisme de la théorie quantique des champs (QFT) et le calcul
semi-classique en dimension ﬁnie et inﬁnie. Après une introduction générale,
on traite dans la seconde partie de la dérivation de l’équation de Boltzmann
linéaire pour une particule dans un champ aléatoire Gaussien, dans la limite
de faible densité (ou de faible couplage). On considère des données initiales
plus générales que dans les travaux de Erdös et Yau sur le même sujet mais
on renouvelle l’aléa pour obtenir le caractère Markovien de l’évolution. On
démontre dans la troisième partie une formule décrivant l’évolution, pour un
Hamiltonien quantique quadratique dépendant du temps, d’une observable
quantiﬁée à l’aide de la quantiﬁcation de Wick. Cette formule est valable en
dimension ﬁnie ou inﬁnie. Enﬁn la quatrième partie est un travail conjoint
avec Zied Ammari. On y considère des bosons interagissant via un potentiel
delta, dans la limite de champ moyen, en dimension un. On dérive de ce
modèle l’équation de Schrödinger non-linéaire cubique défocalisante.
Abstract
The derivation of a kinetic equation is the justiﬁcation from a micro-
scopic model describing a given physical system of an evolution equation
containing the relevant information at a macroscopic scale on this system.
In this PhD thesis we study, on some particular cases, the derivation of
kinetic equations with the framework of quantum ﬁeld theory (QFT) and
semiclassical calculus. After a general introduction, the second part is dedi-
cated to the derivation of the linear Boltzmann equation for a particle in a
Gaussian random ﬁeld, within the low density (or weak interaction) limit.
More general initial data are considered than in the work of Erdös and Yau
on the same subject, but a renewal of the random ﬁeld is used to get the
Markovian properties of the evolution. In the third part a proof is given of
a formula describing the evolution of a Wick quantized observable for a dy-
namic deﬁned by a quadratic quantum time-dependent Hamiltonian. This
formula holds both in ﬁnite and inﬁnite dimension. The fourth part is a joint
work with Zied Ammari devoted to the derivation of the defocusing cubic
nonlinear Schrödinger equation in dimension one, for bosons interacting via
a delta potential, within the mean ﬁeld limit.
