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Abstract
In this paper, we investigate the uniform asymptotic behavior of the single variable Bell polynomials on
the negative real axis, to which all zeros belong. It is found that there exists an ascending sequence {Zk}∞1 ⊂
(−e; 0) such that the polynomials are represented by a 2nite sum of in2nite asymptotic series, each in terms
of the Airy function and its derivative, and the number of series under this sum is 1 in the interval (−∞; Z1)
and k + 1 in [Zk ; Zk+1), k¿ 1. Furthermore, it is shown that an asymptotic expansion, also in terms of Airy
function and its derivative, completed with error bounds, holds uniformly in (−∞;−] for positive .
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1. Introduction
The single variable Bell polynomials Pn(z) [2], n= 1; 2; 3; : : : ; can be de2ned by the generating
function
exp{z(eu − 1)}= 1 +
∞∑
n=1
Pn(z)
n!
un; z; u∈C: (1.1)
The polynomials are also the generating polynomials of the Stirling numbers S(n; k) of the second
kind since
Pn(z) =
n∑
k=0
S(n; k)zk (1.2)
for n= 1; 2; 3; : : :; cf., e.g., [4–6].
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Some asymptotic properties of the Bell numbers, i.e., Pn(1), are known; see, e.g., [4, pp.
296–297]. And it is known that the zeros of Pn(z) are simple, real and less than or equal to 0
(see, e.g., [4, p. 271]). It can also be shown that Pn(z) do not form a system of orthogonal polyno-
mials. In fact, there exist no constants An; Bn; Cn such that
Pn(z) = (Anz + Bn)Pn−1(z) + CnPn−2(z) (1.3)
for n = 3; 4; 5; : : :. Thus the three-term recurrence formula is not valid. Therefore, Pn(z) are not
orthogonal with respect to any distributions of the Stieltjes type; cf. [12, p. 42]. The nonexis-
tence of (An; Bn; Cn) can be justi2ed by identifying the leading coeFcients and noticing the
relation
Pn(z) = z
n−1∑
k=0
Pn−k−1(z)
k!(n− k − 1)! ; n= 1; 2; 3; : : : ; (1.4)
where we have denoted P0 = 1 for the sake of convenience.
Quite recently, Christian Elbert [5,6] investigated the asymptotic approximation of these polyno-
mials. Instead of Pn(z) he studied Qn(z) = Pn(nz), starting from the expression
Qn(z) =
n!
2i
∫
0
enf(t;z)
dt
t
(1.5)
for n∈N and z ∈C, where 0 is a simple closed curve enclosing the origin counterclockwise, and
f(t; z) =−ln t + z(et − 1)): (1.6)
The results in [5,6] are the leading behaviors of Qn(z) for n large, respectively, when (i) z ∈ (−e; 0),
(ii) z ∈C \ [− e; 0], or (iii) z → −e, z ∈ (−e; 0). In the last case, Airy function is used to describe
the behavior of Qn(z). These are the strong asymptotics; cf. [5]. The weak asymptotics, namely, the
zero distribution of Qn, are discussed in [6].
The z-interval (−∞; 0] is of most interest since to which all zeros of Pn and Qn belong. In this
interval then, it is highly desirable to obtain asymptotic information more than the leading behavior,
especially at the transition point z=−e where Qn(z) is of exponential on the left and oscillating on
the right. These are the main purposes of the present investigation.
The content is arranged as follows. In Section 2, we illustrate in full details the topology of the
phase function f in (1.5), so as to clarify the relevant saddle points and relevant steepest descent
paths to which the integration path in (1.5) can be deformed. As a result, we 2nd that there exists an
ascending sequence {Zk}∞1 ⊂ (−e; 0), such that Qn can be written as a 2nite sum of integrals, and
that the number of integrals is 1 when z ∈ (−∞; Z1) and k+1 when z ∈ [Zk; Zk+1), k¿ 1. In Section
3, with each of these integrals we associate a cubic transform. Two types of regions, in which the
transform is conformal, are studied. Thus, each integral is turned into the same standard form, and
can be expanded in Airy function and its derivative. This last task is ful2lled in Section 4. Based
on a modi2ed version of the integration by part method used in e.g., [3,1,7], and a technique to
express the coeFcients and remainder in terms of rational functions introduced in [9], As the main
results we obtain two types of asymptotic expansions. The 2rst of which is of interval dependence,
giving all exponential contributions in (−∞; Z1) and (Zk; Zk+1), k¿ 1.
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Theorem 1. For z ∈ (Zk; Zk+1); k = 0; 1; 2; : : : ; there holds the following expansion:
Qn(z) =
k∑
l=0
Qn;k(z) (1.7)
with
Qn;k(z) = n!eCl(z)n
{
Ai(n2=3B2l (z))
p−1∑
s=0
l; s
ns+1=3
− Ai′(n2=3B2l (z))
p−1∑
s=0
l;s
ns+2=3
+ l;p(z)
}
; (1.8)
where l; s and l;s are given by (4.13), Bl(z) and Cl(z) are introduced, respectively, in (3.26) and
(3.28), and l;p(z) is indicated in (4.12) and estimated in (4.15).
Whereas the second expansion, as expressed in the theorem below, provides a uniform expansion
in (−∞; ] for arbitrary positive .
Theorem 2. For z ∈ (−∞;−], there holds the following expansion:
Qn(z) = n!enf(t+0(z); z)
{
Ai(n2=3B20(z))
p−1∑
s=0
0; s
ns+1=3
− Ai′(n2=3B20(z))
p−1∑
s=0
0; s
ns+2=3
+ p(z)
}
; (1.9)
where 0; s and 0; s are given by (4.13), p(z) is estimated in (4.15).
2. The saddle points and the steepest descent paths
In the present section, we locate the saddle points of the phase function (1.6) for z ∈ (−∞; 0),
and deform the integration path in (1.5) into relevant steepest descent paths. The results are stated
in Lemmas 1–7.
For z 2xed, the saddle points of f(t) = f(t; z), de2ned by
f′(t) =− 1t + zet = 0 (2.1)
are described as follows.
Lemma 1. The saddle points of f are at t = tk , k =±0;±1;±2; : : : ; such that
Im tk ∈ (2k; (2k + 1)) for k = 1; 2; : : : ; Im tk ∈ ((2k − 1); 2k) for k =−1;−2; : : : ;
and
t+0 ∈ (−1; 0); t−0 ∈ (−∞;−1) for z ∈ (−∞;−e);
Im t+0 ∈ (0; ); Im t−0 ∈ (−; 0) for z ∈ (−e; 0)
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and
t+0 = t−0 =−1 for z =−e:
Proof. From (2.1) we have
tzet = 1:
Writing t = x + iy with x and y real, we get
zex(x cosy − y sin y) = 1 and x sin y + y cosy = 0: (2.2)
The second equality suggests that
y = 0 or x =−y cot y:
Putting y = 0 into the 2rst equation in (2.2) gives
zxex = 1:
For z¡ 0, consider
!(x) := zxex − 1:
From !′(x) = zex(x + 1) we know that !(x) is monotone increasing when x¡ − 1, and decreasing
when x¿−1. And it is readily veri2ed that !(−∞)=−1 and !(+∞)=−∞. Hence if !(−1)¡ 0 or,
equivalently, z ∈ (−e; 0), then !(x) have no real zeros, that is, f(t) has no real saddles; if !(−1)¿ 0
or, equivalently, z ∈ (−∞;−e), there are two zeros lying, respectively, in (−∞;−1) and (−1; 0),
here comes the real zeros t−0 and t+0.
In the case when y = 0, substituting x =−y cot y into the 2rst equation in (2.2) yields
(−z)e−y cot y y
sin y
= 1:
Denoting
#(y) = (−z)e−y cot y y
sin y
− 1;
we have
#′(y) =
{
(−z)e−y cot y sin
2 y − 2y sin y cosy + y2
sin2 y
}
1
sin y
:
Hence #(y) is monotone increasing in each interval (2k; (2k + 1)), k ∈Z, and decreasing in
((2k + 1); 2(k + 1)), k ∈Z. The facts that
#(2k+ 0) =
{
(−z)e−1 − 1; k = 0
−1; k = 1; 2; : : : ;
#((2k + 1)− 0) = +∞; k = 0; 1; 2; : : : ;
and
#((2k + 1)+ 0) =−1; #(2(k + 1)− 0) =−∞; k = 0; 1; 2; : : :
and the fact that #(y) is an even function establish the rest part of Lemma 1.
Now we proceed to investigate the topology of f(t). Our purpose is to deform the integration
loop in (1.5) into the steepest descent paths. The 2rst of such results is as follows.
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Fig. 1. Steepest descent path when z¡− e.
Lemma 2. When z¡ − e, the integration path in (1.5) can be deformed to the steepest descent
path $+0 emanating from t+0.
Proof. When z ∈ (−∞;−e), It follows from Lemma 1 that there exist saddle points t−0 ∈ (−∞;−1)
and t+0 ∈ (−1; 0). We start by describing two curves. The 2rst of which is the steepest ascent path
passing through t+0. Again putting t= x+ iy, and appealing to the equation of the steepest (descent
and ascent) paths emanating from t+0 : Imf(t) = Imf(t+0), i.e.,
− arg(x + iy) + zex sin y =−; (2.3)
also noticing that Ref(t) → +∞ as x → 0−, we can see that the steepest ascent path passing
through t+0 is part of the negative real line which stops at the singularity t = 0 and another saddle
point t−0.
The other curve to be described is a curve Cs consisting of saddle points, that is,
x sin y + y cosy = 0; |y|¡; (2.4)
which having y=± as its asymptotes as x → +∞; compare Fig. 1, see also [8,5] for illustrations
of this curve.
The next step we take is to show that the steepest descent path passing through t+0 does not
intersect curve (2.4). Indeed, from (2.4) it follows that arg(x+iy)=−y for |y|¡ and x=−y cot y,
hence coupling (2.3) with (2.4) gives
%(y) := −y + (−z)e−y cot y siny = 0: (2.5)
The facts that
(−z)¿e; y
sin y
¿ 1 and − y cot y¿− 1 for 0¡ |y|¡
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imply that
%′(y) := (−z)e−y cot y y
sin y
− 1¿ 0 for 0¡ |y|¡:
Hence %(y) is strictly monotone increasing for y∈ (−; ). Thus, curves (2.3) and (2.4) intersect
only when y = 0, i.e., at the steepest ascent path; cf. Fig. 1. Since
Ref(x + iy) =−ln|x + iy|+ z(ex cosy − 1)
turns to +∞ as t = x + iy → 0, from the above discussion we see that the steepest descent path
emanating from t+0 ends at +∞ since there is no other singularities surrounded by (2.4). From
(2.3) it follows that sin y → 0 as x → +∞. Hence y → 0 or ±. In the latter case, namely, as
x → +∞ and y → ±, Ref(x+ iy)→ +∞, this suggests that y approaches 0 as x → +∞. Hence
the asymptote of the steepest descent path is the positive real axis; cf. Fig. 1 for an illustration of
the steepest descent path.
Now it is readily seen that the integration path in (1.5) can be deformed into this steepest descent
path.
We now turn to the case when z ∈ (−e; 0), which is more complicated. We denote the saddle
points tk = t+k for short, and put tk = xk + iyk for k = 0; 1; 2; : : : . Then from Lemma 1 we have
yk ∈ (2k; (2k + 1)) such that
xk =−yk cot yk; xk−1 =−yk−1 cot yk−1 (2.6)
and
(−z) = sin yk
yk
eyk cot yk =
sin yk−1
yk−1
eyk−1 cot yk−1 (2.7)
for k = 1; 2; : : : .
In view of (2.2), regarding xk and yk as functions of z, we can write
’k(z) := Imf(tk)− Imf(tk−1) (2.8)
for k = 1; 2; : : : . From Lemma 1, ’1(z) is de2ned for z ∈ (−e; 0) and that ’k(z) is de2ned for
z ∈ (−∞; 0) when k ¿ 1. We have the following results.
Lemma 3. For each positive integer k, there exists Zk ∈ (−e; 0) such that
’k(z)¿ 0 for z¡Zk ; ’k(Zk) = 0; and ’k(z)¡ 0 for Zk ¡ z¡ 0: (2.9)
Proof. Noticing that
arg tk = (2k + 1)− yk; arg tk−1 = (2k − 1)− yk−1 (2.10)
and
’′k(z) = Im [e
tk − etk−1 ]; (2.11)
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cf. (2.6) and (2.1), we can derive from (2.8), (1.6) and (2.11) that
z2
d
dz
{
’k(z)
−z
}
= yk − yk−1 − 2: (2.12)
To show that ’k(z) de2ned in (2.8) has only one zero in the interval of de2nition, we consider the
right-hand side of (2.12), i.e.,
)k(z) := yk − yk−1 − 2 (2.13)
and show that )k(z) has a unique zero in that interval. Indeed, from (2.7) it is equivalent to show
that
sin(y + 2)
y + 2
e(y+2) cot(y+2) =
sin y
y
ey cot y
or
)(y) :=
y + 2
y
− e2 cot y
has a unique zero in y∈ ((2k − 2); (2k − 1)) for k = 1; 2; : : : . Now we start to justify this result.
It is readily seen that
)(y)¿ 0 for y∈ [(2k − 3=2); (2k − 1))
and
)′(y) =
2
y2
{
−1 + e2 cot y
(
y
sin y
)2}
¿ 0 for y∈ [(2k − 2); (2k − 3=2)):
The last inequalities and the facts that )((2k−2)+0)=−∞ and )((2k−3=2))=(4k+1)=(4k−3)¿ 0
imply that there is only one zero of )(y) in ((2k−2); (2k−1)), which lies in ((2k−2); (2k− 32)).
Hence )k(z) in (2.13) does have a unique zero, say, Z , in z ∈ (−e; 0) when k =1 or in z ∈ (−∞; 0)
when k ¿ 1.
DiNerentiating (2.7) with respect to z, we have
dyk
dz
= e−yk cot yk
y2k sin yk
y2k − 2yk sin yk cosyk + sin2 yk
¿ 0: (2.14)
Hence yk is monotone increasing in z ∈ (−e; 0) when k = 1 or in z ∈ (−∞; 0) when k ¿ 1. From
(2.7), we have
ln(−z) = ln sin yk
yk
+ cosyk
yk
sin yk
= ln
sin yk−1
yk−1
+ cosyk−1
yk−1
sin yk−1
: (2.15)
In view of (2.15), (2.13) and the fact that s ln s is bounded for 06 s¡ 1, we have
)k(z) ln(−z) = 2+ o(1)¿ 0; z → 0− : (2.16)
Hence )k(z)¡ 0 near 0− for each k. Similarly we have )k(z)¿ 0 near −∞ for k ¿ 1, and straight-
forward veri2cation shows that )k(−e+0)¿ 0 for k=1. Hence we see that )k(z)¿ 0 for z¡Z and
)k(z)¡ 0 for Z ¡z¡ 0. In view of (2.12), we have z2d=dz{’k (z)−z }¿ 0 for z ∈ (−∞; Z) ( z ∈ (−e; Z)
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in the case k = 1) and ¡ 0 for z ∈ (Z; 0). Hence ’k(z)=(−z) is strictly increasing for z¡Z and
strictly decreasing for z ∈ (Z; 0).
From (2.6), (2.7), (2.10) and (2.8) we can write
’k(z) = yk − yk−1 − 2− sin
2 yk
yk
+
sin2 yk−1
yk−1
: (2.17)
It is readily seen that
’k(z)
−z → 0 as z → −∞ and k ¿ 1;
:
’1(z)
−z
∣∣∣∣
z=−e+0
=
’1(−e + 0)
e
¿ 0:
And from (2.13), (2.16) and (2.17) it follows:
’k(z)
−z =
2
(−z) ln(−z) [1 + o(1)]→ −∞; z → 0−
for each k. Here use have been made of the facts that
yk → (2k + 1); yk−1 → (2k − 1) and sin
2 yk
yk
;
sin2 yk−1
yk−1
= o
(
1
(ln(−z))2
)
as z → 0−;
which can be derived from (2.15). Hence the function ’k(z)=(−z) starts at −e with a positive initial
value when k=1, or starts at −∞ with initial value 0 when k ¿ 1, and then strictly increases to its
peak value at z=Z , after that the function strictly decreases to −∞ at z=0−. Hence ’k(z)=(−z), and
consequently ’k(z), intersects the real axis only once, say, at Zk ∈ (Z; 0). Zk ful2ls the requirement
of (2.9), thus completes the proof.
Lemma 4. Assume that Z0 = −e and Zk , k = 1; 2; : : : , are de9ned in the previous lemma, then it
holds
− e = Z0 ¡Z1 ¡Z2 ¡ · · ·¡Zk ¡ · · ·¡ 0: (2.18)
Proof. To prove (2.18), it is suFcient to put
zk =− 1(2k + 1=2) ; k = 0; 1; 2; : : : (2.19)
and show that
zk−1 ¡Zk ¡zk (2.20)
for k = 1; 2; : : : . To verify (2.20), from Lemma 3 we know that it is equivalent to show that
’k(zk−1)¿ 0 and ’k(zk)¡ 0: (2.21)
Hence we focus temporarily on the justi2cation of (2.21).
From (2.6), (2.7) and the strict monotonicity of yk−1(z) (cf. (2.14)), for z = zk−1, we have
yk−1 = 2(k − 1)+ =2: (2.22)
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It is readily seen that 0¡ sin yk=yk ¡ 1=yk−1, hence the second equality in (2.7), i.e.,
sin yk
yk
eyk cot yk =
1
yk−1
(2.23)
suggests that yk cot yk ¿ 0. Taking the fact that yk ∈ (2k; (2k + 1)) into account, we further have
yk ∈ (2k; (2k + 1=2)). Consequently, we have
yk − yk−1 − 2¡ 0 and * := 2k+ 12 − yk ∈ (0; 12): (2.24)
In terms of *, (2.23) implies
1
yk−1
¿
sin yk
yk
{1 + yk cot yk}¿ sin ykyk−1 + 2 + cosyk =
cos *
yk−1 + 2
+ sin * (2.25)
from which we can determine a more restricted interval to which * belongs. In fact, de2ne a function
+(*) :=
1
yk−1
− cos *
yk−1 + 2
− sin *; (2.26)
where yk−1 is speci2ed in (2.22), *∈ (0; =2). Since
+′(*) =
sin *
yk−1 + 2
− cos *;
+(*) is strictly decreasing in (0; arctan(yk−1 + 2)) and increasing in (arctan(yk−1 + 2); =2). Ob-
viously +(0)¿ 0, +(=2)¡ 0. Put
*0 = arcsin
1
2yk−1
:
For k¿ 2, it is readily shown that yk−1¿ 5=2 (cf. (2.22)), and that
+(*0) =
yk−1 + 2−
√
4y2k−1 − 1
2yk−1(yk−1 + 2)
6
1
2(yk−1 + 2)

95 −
√
4−
(
2
5
)2
¡ 0:
Hence +(*)¡ 0 for *∈ [*0; =2). But * in (2.25) satis2es +(*)¿ 0, hence we have
*∈ (0; *0):
Now inserting (2.22) and (2.24) into (2.17) yields
’k(zk−1) =
{
sin yk
(
1
yk−1
− sin yk
yk
− cosyk
)}
+
{
1− cos *
yk−1
− *+ sin * cos *
}
:= {I0}+ {I1(*)}: (2.27)
The 2rst inequality in (2.25) implies that I0 ¿ 0. Noticing that I1(0) = 0 and *∈ (0; *0), we have
I1(*) =
{
1− cos *
yk−1
− *+ sin * cos *
}
= 2 sin *′
(
1
2yk−1
− sin *′
)
· *¿ 0;
where *′ ∈ (0; *) ⊂ (0; *0), and use has been made of the mean value theorem. Hence we have
proved the 2rst inequality in (2.21) in the case k ¿ 1. The exceptional case k =1 can be shown by
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direct calculation: put z0 =−2=, then y0 = =2; cf. (2.22). Accordingly y1 can be calculated from
(2.7) (for example, using Maple) and that y1 = 7:647 · · ·. Straightforward calculation from (2.17)
gives ’1(z0) = 0:3 · · ·¿ 0.
To prove the other half of (2.21), put z = zk . Then from (2.7) we have
yk = 2k+ 12: (2.28)
We proceed to estimate yk−1. Noticing that )k(z) starts positive and ends negative; cf. (2.13) and
the paragraph between (2.16) and (2.17), since )k(zk−1)¡ 0 and zk−1 ¡zk ¡ 0, we have
)k(zk) = yk − yk−1 − 2¡ 0:
Hence yk−1 ∈ (2(k − 1)+ =2; (2k − 1)). Thus this time we de2ne
* := yk−1 − 2(k − 1)− 12∈ (0; 12): (2.29)
From (2.7) and (2.28) and similar to (2.25), one can derive that
1
yk
¿
sin yk−1
yk−1
+ cosyk−1: (2.30)
A combination of (2.17), (2.29) and (2.30) yields
’k(zk) = sin yk−1
(
sin yk−1
yk−1
+ cosyk−1 − 1yk
)
− 1− cos *
yk
− (*− sin * cos *)¡ 0:
Thus completes the proof of (2.21). Accordingly (2.18) holds good.
As in Lemma 1, and write for short tk = t+k(z) to represent the saddle point of f(t; z) such that
2k¡ Im t+k ¡ (2k + 1), k = 0; 1; 2; : : : . Denote
 k(z) := Ref(tk)− Ref(tk−1) (2.31)
for z ∈ (−e; 0) when k = 1 and z ∈ (−∞; 0) when k = 2; 3; : : : . We have
Lemma 5.
 k(z)¡ 0 for z ∈ [− e; 0) when k = 1 or z ∈ (−∞; 0) when k ¿ 1: (2.32)
Proof. For each saddle point tk = t+k(z), write tk = xk +iyk . We notice that for z ∈ (zk−1; zk) it holds
xk ¡ 0 and xk−1 ¿ 0, where zk is de2ned in (2.19). In fact, from the monotonicity of yk with respect
to z (cf. (2.14)), we have 2k¡yk(z)¡yk(zk) = 2k + =2 for z¡ zk (cf. (2.28) ). Hence from
(2.6) it follows xk ¡ 0. Similarly the fact that xk−1 ¿ 0 for z¿ zk−1 follows from (2.14), (2.22)
and (2.6). Hence in the joint interval (zk−1; zk) we have xk ¡xk−1. The inequality is valid in larger
z-intervals. Indeed, we can show that
xk(z)¡xk−1(z) for all z and k¿ 1: (2.33)
Appealing to the continuity of xk in z, to prove (2.33), we need only to exclude the possibility that
there exists z such that
xk(z) = xk−1(z): (2.34)
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Otherwise, combining (2.34) with (2.6) and (2.7) yields
sin yk
yk
=
sin yk−1
yk−1
: (2.35)
Coupling (2.35) with (2.6) gives cosyk = cosyk−1 and hence sin yk = sin yk−1(¿ 0). Now in view
of (2.35) we have yk = yk−1, a contradiction. Thus, we have proved the nonexistence of such z as
in (2.34) and consequently (2.33) follows.
Now we start to verify (2.32). In view of (1.6), (2.1), (2.6) and (2.7), we can rewrite (2.31) as
 k(z) = xk(1 + z2e2xk )− xk−1(1 + z2e2xk−1) = (xk − xk−1)0(X ): (2.36)
Here X ∈ (xk ; xk−1),
0(x) = 1 + z2(1 + 2x)e2x
and use has been made of the mean value theorem. Furthermore, it is readily shown that (1+2x)e2x
is monotone decreasing in (−∞;−1) and increasing in (−1;+∞), hence (1 + 2x)e2x¿ − e−2 for
x∈ (−∞;+∞), and
0(x)¿ 0 for z ∈ (−e; 0) and x∈ (−∞;+∞):
Thus for −e¡ z¡ 0,  (z)¡ 0 follows from (2.36) and (2.33).
To close the proof of (2.32), we consider the remaining case when k¿ 2 and z6−e. z ∈ (−∞;−e]
implies that
e−xk−1¿
sin yk−1
yk−1
e−xk−1 =−z¿ e;
cf. (2.6) and (2.7). Therefore xk−16 − 1, and hence sin yk−1 = 0; cf. (2.6). From (2.36) and the
monotonicity of 0 in (−∞;−1), we have
 k(z) = (xk − xk−1)0(X )6 (xk − xk−1)0(xk−1)¡ 0; for z6− e and k¿ 2: (2.37)
The last inequality hold since (2.6) and (2.7) imply
0(xk−1) = 1 +
sin2 yk−1
y2k−1
− 2 sin yk−1 cosyk−1
yk−1
=
(
cosyk−1 − sin yk−1yk−1
)2
+ sin2 yk−1 ¿ 0:
For z ∈ (−e; 0), from Lemma 1, there exists to each k¿ 0 a saddle point tk = xk + iyk , yk ∈ (2k;
(2k + 1)), such that
− *k(z) := Imf(tk) = yk − (2k + 1)− sin
2 yk
yk
; (2.38)
cf. also (2.6) and (2.7). From (2.14) and the fact that (d=dyk)Imf(tk)¿ 0 as yk ∈ (2k; (2k +1))
we know that Imf(tk) is a monotone increasing function of z. Straightforward veri2cation of the
end point values suggests that
*k(z)∈ (0; ): (2.39)
We are now in a position to describe the steepest descent paths while z ∈ (−e; 0).
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Lemma 6. For z ∈ (Zk; Zk+1], the steepest descent path emanating from each tl, l= 0; 1; : : : ; k − 1,
begins at t =+∞+ (2l+ 0)i, bending back to +∞, and ends at t =+∞+ (2(l+ 1)+ 0)i.
For z ∈ (Zk; Zk+1), the steepest descent path emanating from tk begins at t =+∞+ (2k + 0)i,
reaching to ∞ on the left half t-plane, with arg t = *k(z)(∈ (=2; )) as its asymptote.
When z= Zk+1, the steepest descent path passing through tk begins at t =+∞+ (2k+ 0)i and
ends at tk+1. And the steepest descent path emanating from tk+1 begins at t=+∞+(2(k+1)+0)i,
reaching to ∞ on the left half t-plane, with asymptote arg t = *k+1(z)(∈ (=2; )).
Proof. The steepest descent and ascent paths emanating from the saddle point tl = xl + iyl are
portions of
Imf(x + iy) =−arg(x + iy) + zex siny = Imf(xl + iyl) =−*l(z); (2.40)
where t = x + iy, and *l(z) is as described in (2.38) and (2.39). In the next step we proceed to
show that for l= 0; 1; 2; : : : k − 1, (2.40) does not intersect the curve de2ned by
x sin y + y cosy = 0; y∈ (2(l+ 1); (2l+ 3)); (2.41)
which extends from −∞+ 2(l+ 1)i to +∞+ (2l+ 3)i.
Indeed, coupling (2.41) with (2.40), one can see that
h(y) := y − (2l+ 1)+ ze−y cot y sin y + *l(z) (2.42)
vanishes at the possible joint point of (2.41) and (2.40). But if we consider function h(y) with z 2xed,
then straightforward veri2cation shows that h′′(y)¡ 0 for y∈ (2(l + 1); (2l + 3)). Accordingly,
taking (2.7) and (2.14) into account, it is readily seen that h′(y)¿ 0 for y¡yl+1(z) and h′(y)¡ 0
for y¿yl+1(z). Hence
h(y)6 h(yl+1) = Imf(tl+1)− Imf(tl) = ’l+1(z)¡ 0 (2.43)
for y∈ (2(l + 1); (2l + 3)). The last inequality holds since z¿Zk¿Zl+1; cf. (2.9). Thus the
steepest paths in (2.40) do not intersect the curve (2.41).
Similar to the previous derivation we can also show that the steepest paths in (2.40) and the
horizontal line
y = yl
intersect at only one point, that is, the saddle point tl.
From (2.40) we can further observe that there exists at most one point at which (2.40) acrosses
another horizontal line y = 2l or, exactly, at
arg(x + 2li) = *l
and (2.40) acrosses the horizontal line y = 2(l+ 1) only possibly at
arg(x + 2(l+ 1)i) = *l:
We can further illustrate that the steepest paths cannot extend to x → −∞ while y bounded. For
otherwise letting x → −∞ in (2.40) would give that
*l = ;
which contradicts (2.39).
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Now that there is only one saddle point of f(t), i.e., tl, in the strip 2l6 Im t6 (2l+ 1), and
no other singularities there in the 2nite part. The steepest descent and ascent paths passing through
tl can have at most two ends reaches out the strip and all other ends cannot approach −∞ in this
narrow region. Since the steepest paths must stop at singularities or other saddles and since there
are four ends of paths emanating from tl, there are two ends of the steepest paths turning to +∞
in this strip. In fact, from (2.40) and in view of the fact that
Ref(x + iy) =−ln
√
x2 + y2 + zex cosy; (2.44)
it can further be shown that as x → +∞, the steepest descent path have a horizontal asymptote
y = 2l + 0, and the ascent path have an asymptote y = (2l + 1) − 0. Recalling that the steepest
paths across y = yl only once, hence the path of steepest ascent extends down to y = 2l and the
path of steepest descent extends up to y = (2l + 1). Since the ascent path is bounded by curve
(2.41), appealing to (2.40) and (2.44) we acquire that the other end of the descent path bends back
to +∞ and again have a horizontal asymptote, that is y = 2(l+ 1)+ 0 as x → +∞.
Now we turn to tk when z ∈ (Zk; Zk+1). As in the previous justi2cation we can show that the
steepest paths in (2.40) (for l= k) intersect each of Im t = 2k and Im t = (2k + 1) at most once,
and cannot tend to −∞ in the strip 2k6 Im t6 (2k+1) and then one end of the steepest descent
path has an asymptote y = 2k + 0 as x → +∞. Similar to the procedure (2.42)–(2.43), it can be
shown that the steepest paths intersect the horizontal line y = yk only once, and hence the steepest
descent path emanating from tk acrosses Im t = (2k + 1) at arg(x+ iy) = *k(z). But it cannot tend
to ∞ in (2k + 1)¡y¡ 2(k + 1); cf. (2.40) and (2.44). Hence the path is forced into the left
half strip bounded by y = 2(k + 1), y = 2(k + 2) and the steepest paths passing through tk+1,
which is a part of
Imf(t) = Imf(tk+1) =−*k+1(z); (2.45)
where the previous justi2cation has been used to ensure that (2.45) intersects y = 2(k + 1) and
y = 2(k + 2), both at
arg(x + iy) = *k+1(z)¡*k(z):
The last inequality is valid since *k(z)− *k+1(z)=’k+1(z) and z¡Zk+1; cf. (2.8) and (2.9), cannot
stop in this half strip, hence the path emanating from tk is forced into the next left half strip bounded
by y = 2(k + 2), y = 2(k + 3) and
Imf(t) = Imf(tk+2) =−*k+2(z):
And the same discussion continues which suggests that the steepest descent path emanating from tk
extends to in2nity.
As can be seen from (2.14), (2.22), (2.6) and (2.38), *k(z)¿=2. Regarding y as a function
of x for t = x + iy on the steepest descent path passing through tk(z), diNerentiating both sides of
(2.40), and noticing that arg(x + iy) = *k for y = K with positive integer K , one can show that
with K large, x = x(y)6 x|y=K = K cot *k for y∈ [K; (K + 1)]. Hence x tends to −∞ while t
on the upper half of the steepest descent path tends to ∞. Letting x → −∞ in (2.40) we see that
arg(x + iy) ≈ *k(z);
cf. Fig. 3a.
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Fig. 3. (a) Z1 ¡z¡Z2, (b) z = Z1.
Observe that if l = k and z = Zk+1, h(y) de2ned in (2.42) has a unique zero y = yk+1. That is
to say the steepest descent path emanating from tk stops at tk+1. The fact that the steepest descent
path emanating from tk+1 begins at +∞ + (2(k + 1) + 0)i and tends to in2nity in the direction
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arg(x+iy)=*k+1 can be shown in a manner similar to the previous investigation of tk as z ∈ (Zk; Zk+1).
Compare Fig. 3b for an illustration of this case.
The preceding discussion is carried out for the saddles with indices k¿ 0, but is of course
applicable to the other cases by symmetry. To conclude, we have
Lemma 7. For z ∈ (Zk; Zk+1), k = 0; 1; 2; : : : ; the integration path in (1.5) can be deformed into
the steepest descent paths emanating from each of tl, l = ±0;±1; : : : ;±k. While for z = Zk+1, it
can be deformed into all the steepest descent paths emanating from tl for l=±0;±1; : : : ;±k and
±(k + 1).
We leave the present section by writing Qn(z) in (1.5) as
Qn(z) =
n!
2i
k∑
l=0
Il(n; z) (2.46)
for z ∈ [Zk; Zk+1), k = 0; 1; : : : , where
Il(n; z) = I+l (n; z) + I
−
l (n; z) :=
{∫
$(t+l)
+
∫
$(t−l)
}
enf(t;z)
dt
t
; l= 0; 1; : : : ; k (2.47)
or
Qn(z) =
n!
2i
I0(n; z) =
n!
2i
∫
$(t+0)
enf(t;z)
dt
t
(2.48)
for z ∈ (−∞;−e); cf. Lemma 2, where f(t; z) is de2ned in (1.6), $(t) denotes the steepest descent
path passing through the saddle point t.
3. The transformations
We are now in a position to introduce a cubic transformation to each integral Il(n; z) described
in (2.47), which leads naturally to Airy type uniform asymptotic expansions. We start with I0(n; z)
de2ned in (2.47) and (2.48).
The cubic transformation is
f(t; z) := −ln t + z(et − 1)) = 3= 13u3 − B20(z)u+ C0(z)= : !0(u; z) (3.1)
such that
f(t+0; z) = !0(u+0; z) and f(t−0; z) = !0(u−0; z); (3.2)
where u±0 = ±B0(z) are the saddles of !0(u; z), B0(z) and C0(z) are to be determined later. To
further investigate the existence and the analyticity of the transformation (3.1)–(3.2), introduce
F(z) := f(t+0; z)− f(t−0; z) and 6(z) := !0(u+0; z)− !0(u−0; z) =− 43 B30(z) (3.3)
for z ∈ (−∞; 0). Specify the principal branch of the logarithm in (1.6) by restricting
arg t ∈ [0; 2); (3.4)
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then for z ∈ (−∞;−e), comparing (1.6), Lemma 1, (2.1), and the proof of Lemma 2 we obtain that
F(z) is real and that
F ′(z) = et+0 − et−0 ¿ 0 (3.5)
and
F(−e− 0) = 0; F(−∞) =−∞: (3.6)
Hence F(z) monotonously increases from −∞ to 0 as z increases from −∞ to −e. In the last
evaluation use have been made of the facts that
t+0 ↘ −1 and t−0 ↗ −1 as z ↗ −e; (3.7)
t+0 ≈ 1z ↗ 0 and t−0 ≈ −ln(−z)↘ −∞ as z ↘ −∞ (3.8)
and
F(z) = t+0 − t−0 + 1t+0 −
1
t−0
≈ −t−0 + 1t+0 ≈ z − ln(−z) as z → −∞; (3.9)
as can be derived from (2.1).
For later use we also point out that
t+0 ≈ −ln(−z) + i↗ +∞+ i and t−0 ≈ −ln(−z)− i↘ +∞− i as z ↗ 0: (3.10)
On the other hand, for z ∈ (−e; 0), if we denote the saddle points t±0=x± iy (y¿ 0), then simple
veri2cation shows that
F(z) = {2− 2 arg(x + iy) + 2zex sin y}i =
{
2y − 2 sin
2 y
y
}
i (3.11)
is purely imaginary and that Im F(z) monotonously increases from 0 to 2 as z increases from −e
to 0. We have shown in (3.5) and (3.6) that F(z) monotonously increases from −∞ to 0 as z
increases from −∞ to −e. Hence identifying F(z) and 6(z) gives the unique existence of B0(z) in
(3.1) to each z. Indeed,
B0(z) =
{
(−3F(z)4 )
1=3 ∈ [0;∞); z ∈ (−∞;−e];
i(−3iF(z)4 )
1=3 ∈ (0; (3=2)1=3)i; z ∈ (−e; 0):
(3.12)
Accordingly we can determine
C0(z) = 12(f(t+0) + f(t−0)) =−z + ln(−z)− i + 12
[
t+0 + t−0 +
1
t+0
+
1
t−0
]
: (3.13)
Thus ImC0(z) = − for z¡ 0. In view of (1.6), (2.1), (3.7) and (3.8), we have C ′0(z)¡ 0, and
hence ReC0(z) monotonously decreases from ∞ to e − 1 as z increases from −∞ to −e. And
ReC0(z) = Ref(t+0) for z ∈ (−e; 0), which decreases from e− 1 to 0 as z increases from −e to 0.
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It is readily seen that B0(z) de2ned in (3.12) is continuous in z ∈ (−∞; 0), to this interval belongs
the critical value z = −e at which B0(z) = 0. Furthermore, from (2.1) it can be shown that both
t+0 and t−0 are analytic functions of z in a neighborhood of each z ∈ (−∞; 0) \ {−e}, hence the
coeFcient B20(z) in (3.1) is analytic with respect to z in (−∞;−e) ∪ (−e; 0). But at z = −e, there
is a possible singularity of t±0 since dz=dt±0 = 0, and there is a possible branch point of B20(z) at
z = −e since F(−e) = 0 in (3.12). We now proceed to exclude this possibility and show that the
coeFcient B20(z) in (3.1) is actually analytic at z = −e. To this aim, we assume that t is a saddle
point of f and is near −1 (as z near −e), and denote that
T = t + 1 and Z =
z + e
e
; (3.14)
then (2.1) suggests that
Z =
1− T − e−T
1− T =−T
2
∞∑
k=0
a˜kT k ; (3.15)
which converges in |T |¡ 1, with all a˜k real, a˜0 = 12 , and a˜1 = 13 .
Introducing S = (−Z)1=2, we have from (3.15) that
S = T
∞∑
k=0
akT k (3.16)
converging in a neighborhood of the T -origin, with all coeFcients ak real, a0=
√
2=2, and a1=
√
2=6.
The branches of S = (−Z)1=2 is chosen such that
S =
{
S± =±i
√
Z as T = T± := t±0 + 1; z ¿− e (Z ¿ 0);
S± =±
√−Z as T = T± := t±0 + 1; z ¡− e (Z ¡ 0);
(3.17)
cf. Fig. 1.
It follows from (3.16) that T is an analytic function of S near the origin, hence we have
T = S
∞∑
k=0
bkSk ; (3.18)
which is convergent near the S-origin, b0 =
√
2, b1 =−2=3, and all bk are real. Accordingly it holds
T 2
1− T = S
2
∞∑
k=0
ckSk ; (3.19)
convergent for |S| small, where ck is real for each k, c0 =2, and c1 = (2
√
2)=3. Taking the notations
in (3.17), from (3.8) we have
F(z) =
T 2+
1− T+ −
T 2−
1− T− = S
2
+
∞∑
k=0
ckSk+ − S2−
∞∑
k=0
ckSk−: (3.20)
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In view of (3.17), when z¿− e we have
F(z) = 2(i
√
Z)3
∞∑
l=0
c2l+1(−Z)l; (3.21)
while for z¡− e,
F(z) = 2(
√−Z)3
∞∑
l=0
c2l+1(−Z)l: (3.22)
Recalling that c1 = 2
√
2=3 = 0, in each case we have
B20(z) =−
(
3
2
)2=3 z + e
e
{ ∞∑
l=0
c2l+1
(−e)l (z + e)
l
}2=3
: (3.23)
Hence B20(z) is indeed analytic at z =−e, and hence is analytic for z ∈ (−∞; 0).
Similarly we can show that C0(z) is analytic at each z ∈ (−∞; 0).
When z ∈ (−∞;−e), the saddle points of the cubic function g are u± = ±|B(z)|, and when
z ∈ (−e; 0), the saddle points are u± = ±|B0(z)|i, (cf. (3.12)), the steepest descent paths are il-
lustrated in Fig. 5.
The transformation (3.1) and (3.2) establishes a one-to-one mapping between the t-steepest descent
paths $(t+0) ∪ $(t−0) and the u-steepest descent paths $(u+0) ∪ $(u−0) for z ∈ (−e; 0); or between
$(t+0) and $(u+0) for z ∈ (−∞;−e).
Now we turn to the case when Zk ¡ z¡Zk+1 for k¿ 1. To each Il in (2.46) and (2.47), we
de2ne an integral transform by
f(t; z) = 3= !l(u; z) := 13 u
3 − B2l (z)u+ Cl(z) (3.24)
and
f(tl; z) = !l(u+l; z); f(t−l; z) = !l(u−l; z); (3.25)
where u±l =±Bl. Similar to the previous discussion we can show that (3.24) and (3.25) determine
a one-to-one transform from the t-steepest descent paths $(t+l) ∪ $(t−l) to the u-steepest descent
paths $(u+l)∪$(u−l). The latter are illustrated in Fig. 5. Furthermore, when z ∈ (Zk; Zk+1), we have
Bl is purely imaginary and
Bl = iIm Bl =
(
3
2
)1=3
{Imf(tl)}1=3i (3.26)
such that
Im Bl ¡ Im Bl+1 for l= 0; 1; : : : ; k − 1 (3.27)
as can be deduced from Lemma 3. And
Cl(z) = Ref(tl)− i (3.28)
such that
ReC0(z)¿ReC1(z)¿ · · ·¿ReCk(z) (3.29)
as suggested by Lemma 5. A discussion parallel to (3.14)–(3.23) shows that Bl(z) and Cl(z) are
analytic at each z ∈ (−∞; 0).
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Under transformations (3.1)–(3.2) and (3.24)–(3.25), we have
Qn(z) =
k∑
l=0
n!
2i
eCl(z)n
∫
$(l;z)
h(u)en((1=3)u
3−Bl(z)u) du (3.30)
for z ∈ (Zk; Zk+1), k = 0; 1; : : : ; where
$(l; z) =


$(u+0); l= 0; z ∈ (−∞;−e);
$(u+0) ∪ $(u−); l= 0; z ∈ (−e; 0);
$(u+l) ∪ $(u−l); l¿ 1; z ∈ (Zl; 0)
(3.31)
and
h(u) =
1
t
· dt
du
: (3.32)
In the following investigation we determine an appropriate t-region which is mapped conformally
onto the corresponding u-region by (3.1) and (3.2). This is best achieved by using the intermediate
variable 3 introduced in (3.1). To begin, resume the notations Zk and *k de2ned, respectively, in
(2.9) and (2.38), and assume that z ∈ (−e; 0). The t-steepest descent paths $(t±0) are indicated in
Fig. 2. As t travels along the boundary of the region ABCDEFGA once, its image point 3 travels
once along the corresponding boundary in Fig. 4a. The segments EF and FG are considered as
distinct parts of the boundary. Hence the mapping t → 3 is one to one also in the interior of the
region; see Titchmarsh [13, Section 6.45], also Wong [14, p. 375]. Similar discussion applies to
the other side of $(t+0). And hence it is clari2ed that (3.1) also establishes a one-to-one mapping
between the t-region with boundary HIJKG1F1E1H , as illustrated in Fig. 2, and the 3-region with
the corresponding boundary as indicated in Fig. 4b. Where EFG and G1F1E1 stand for the diNerent
edges of $(t+0), and M1 and M2 in Figs. 4a and b satisfy Ref(t+0; z)¡M2 ¡∞ and Ref(t+0; z)−
(− 1(z)) = Ref(t+1; z)¡ −M1 ¡Ref(t+0; z). The restriction on M1 (cf. Lemma 5) is to exclude
the branch point of 3(t) at t = t+1 in the case z = Z1.
Similar argument applies to the latter half of (3.1) and we know that the 3-regions illustrated in
Figs. 4a and b are mapped conformally onto the corresponding u-regions in Fig. 5. Hence via 3,
and by identifying EFG with E1F1G1, (3.1) and (3.2) establish a conformal mapping between the
t-region ABCDE(E1)HIJKG1(G)A and the corresponding u-region, as illustrated in Figs. 2 and 5,
respectively. Within the said regions lie the saddle points.
The above argument applies also to the lower half planes. Thus, we obtain a t-region which
is symmetrical to ABCDE(E1)HIJKG1(G)A with respect to the real axis, being mapped onto the
corresponding u-region. As illustrated in Figs. 2 and 5, the segment AB is part of the negative
t-real line and the u-real axis. Furthermore, both 3(t) and 3(u) are analytic along this part of the
boundary. Hence in view of (3.1) and (3.32) we have
h(u) =
u2 − B20
1− tzet ; (3.33)
which is real along AB. Hence by identifying the lower edge AB with the upper edge of the
symmetrical region, we see that h(u) is an analytic function in the whole u-domain of which
ABCDE(E1)HIJKG1(G)A is the upper half.
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Fig. 5. The steepest descent paths of !0 and the upper half u-domain.
Parallel discussion applies to transformation (3.24) and (3.25) for l¿ 1. Using again the interme-
diate variable 3, we can map a neighborhood of t+l onto the 3 regions indicated in Figs. 4a and b.
Where EF and FG are identical, respectively, with E1F1 and F1G1, M1 and M2 are chosen such that
−M1 ¿Ref(t+(l+1); z) and M2 ¡Ref(t+(l−1); z), so as to exclude the branch points of 3=f(t; z)
at t = tl−1(z) and t = tl+1(z). It can be shown that the region has a portion of its boundary on the
negative real axis (cf. AB in the case l = 0). The 3 regions are in turn mapped onto the u-region
ABCDE(E1)HIJKG1(G)A indicated in Fig. 5. Similarly, the t-mirror image is mapped onto the cor-
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responding u-mirror image by (3.24) and (3.25). In view of (3.33) (with Bl taking the place of B0),
and identifying the parts of the boundaries on the u-real axis, we can also conclude that h(u) is an
analytic function in the domain of u-plane, of which ABCDE(E1)HIJKG1(G)A is the upper half.
As shown in the above discussion, a bounded neighborhood of t+l, described as
− 6 Imf(t; z)6 0;
{
Ref(t+(l+1); z)¡Ref(t; z)¡∞; l= 0;
Ref(t+(l+1); z)¡Ref(t; z)¡Ref(t+(l−1); z); l¿ 1
(3.34)
is mapped conformally onto the corresponding u-neighborhood of u+l. But in some circumstances we
need neighborhoods of other types. For example, when z ∈ (Zk; Zk+1), for 06 l6 k, instead of the 3
regions indicated in Figs. 4a and b, we may choose −M ¡Ref(t; z)¡M and −6 Imf(t; z)6−
*l−1 −  (corresponding to Fig. 4a), or −6 Imf(t; z)6 − *l+1 −  (corresponding to Fig. 4b).
Where the positive value M is large and  is small. Appealing to the intermediate variable 3 we
conclude that transform (3.1) and (3.2) (or (3.24) and (3.25)) maps the said t-domain conformally
onto the corresponding u-domain. Let → 0 and M →∞, then the neighborhood extends to
−6 Imf(t; z)¡− *l−1; t ∈{ll}
−6 Imf(t; z)¡− *l+1; t ∈{ur};
and −∞¡Ref(t; z)¡∞ (3.35)
to which belongs the whole steepest descent path. Where {ll} and {ur} represent, respectively, the
lower left side and the upper right side of the steepest descent path.
In the next section, the (3.35) type domain will prove helpful in obtaining all exponential contri-
butions to the asymptotic expansion in restricted z-interval, while (3.34) provides less exponential
information but allows uniform treatment to the whole interval (−∞;−] for positive .
4. The expansions
In the present section, we derive the asymptotic expansion for Qn on the basis of (3.30) or (2.46).
The expansion is in terms of the Airy function and its derivative. And the approach is to use an
integration by part technique in the sense of [3,1,7], followed by error bound estimating.
To begin, we recall the integral representations of the Airy function
Ai(z) =
1
2i
∫
L
exp
(
1
3
t3 − zt
)
dt (4.1)
and its derivative
Ai′(z) =− 1
2i
∫
L
t exp
(
1
3
t3 − zt
)
dt; (4.2)
where L is a contour which begins at in2nity in the sector −=2¡ arg t ¡−=6 and ends at in2nity
in the sector =6¡ arg t ¡=2; see, e.g., [10, p. 53] and [14, p. 90]. It is readily justi2ed that L
can be deformed into each $(l; z) in (3.31); cf. Fig. 5.
We start to derive an expansion for each integral in (3.30) by using of a recursive procedure.
Typically,
I =
1
2i
∫
L
h(u)en((1=3)u
3−B2u) du; (4.3)
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where L and B are to be speci2ed, respectively, as $(l; z) and Bl(z), given, respectively, in (3.31)
and (3.12) (or (3.26)), where z ∈ (−∞; 0) when l = 0 and z ∈ (Zl; 0) when l¿ 0. The domain of
analyticity of h(u) includes the regions illustrated in (3.34) and (3.35).
Write
h(u) = h0(u) = 0 + 0u+ (u2 − B2)g0(u) (4.4)
from which it follows that
0 =
1
2
[h0(B) + h0(−B)]; 0 = 12B [h0(B)− h0(−B)] (4.5)
and
g0(u) =
1
2B
[
h0(u)− h0(B)
u− B −
h0(u)− h0(−B)
u+ B
]
: (4.6)
Hence g0(u) has removable singularities at u=±B and therefore it is analytic in the same domain
of analyticity as h0(u). Substituting (4.4) into (4.3) and integrating by part then give
I = 0n−1=3Ai(n2=3B2)− 0n−2=3Ai′(n2=3B2) + 1(u); (4.7)
where
1(u) =
1
n
1
2i
∫
L
h1(u)en((1=3)u
3−B2u) du (4.8)
with
h1(u) =−g′0(u); (4.9)
which also has the same domain of analyticity as h0(u) does. Hence the procedure can be repeated,
and accordingly we obtain
I = Ai(n2=3B2)
p−1∑
s=0
s
ns+1=3
− Ai′(n2=3B2)
p−1∑
s=0
s
ns+2=3
+ p(u); (4.10)
where we have de2ned
hs(u) = s + su+ (u2 − B2)gs(u) and hs+1(u) =−g′s(u) (4.11)
inductively for s= 0; 1; 2; : : : , and
p(z) =
1
np
1
2i
∫
L
hp(u)en((1=3)u
3−B2u) du (4.12)
for p= 1; 2; : : : . From (4.11) it is readily seen that
s =
1
2
[hs(B) + hs(−B)]; s = 12B [hs(B)− hs(−B)] (4.13)
and
gs(u) =
1
2B
[
hs(u)− hs(B)
u− B −
hs(u)− hs(−B)
u+ B
]
(4.14)
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for s=0; 1; 2; : : : . Hence each gs(u) and hs(u) is analytic in the domain of analyticity of h0(u). The
remainder can be estimated in a manner similar to [7]. As a result we have
|p(z)|6 Mpnp [n
−1=3|Ai(n2=3B2)|+ n−2=3|Ai′(n2=3B2)|]; (4.15)
where Mp is independent of B and n.
Now put B = Bl(z), L = $(l; z), and correspondingly replace s; s; hs(u); gs(u) and p(z),
respectively, by l; s, l;s, hl; s(u), gl; s(u) and l;p(z). A combination of (3.30), (4.3), (4.10) and
(4.15) then gives a proof of Theorem 1.
The foregoing argument fails to valid when z=Zk since there exists no analytic mappings between
neighborhoods of the whole steepest descent paths. To obtain a uniform treatment for z in subsets
of (−∞; 0), we pick up the saddle points contribution from the neighborhoods of type (3.34) by
using a technique introduced in [9] (see, also, [11,15]). As a result we will get Theorem 2. Let us
give a brief account of the uniform estimating.
Firstly, we introduce three classes of rational functions associated with the iterative process (4.11).
De2ne
B0(u) =
u
u2 − B2l
; Bs(u) = (u2 − B2l )−1
d
du
Bs−1(u); s= 1; 2; : : : ; (4.16)
C0(u) =
1
u2 − B2l
; Cs(u) = (u2 − B2l )−1
d
du
Cs−1(u); s= 1; 2; : : : (4.17)
and
H0(u; v) =
1
v− u ; Hs(u; v) = (v
2 − B2l )−1
@
@v
Hs−1(v); s= 1; 2; : : : ; (4.18)
then we have
l; s =
1
2i
∫
(z)
Bs(u)h0(u) du; betal; s =
1
2i
∫
(z)
Cs(u)h0(u) du; s= 0; 1; 2; : : : (4.19)
and
hs(u) =
1
2i
∫
(u;z)
Hs(u; v)(u)h0(v) dv; s= 0; 1; 2; : : : ; (4.20)
where (z) is a simple closed curve which encircles the saddle points u=±Bl, and (u; z) is another
simple closed curve encircling v = ±Bl and v = u. To derive (4.19) and (4.20), we have used the
identities
Bs(u) =
[(s+1)=2]∑
j=0
ajus+1−2j
(u2 − B2l )2s+1−j
; Cs(u) =
[s=2]∑
j=0
bjus−2j
(u2 − B2l )2s+1−j
; s= 0; 1; 2; : : : ; (4.21)
and
Hs(u; v) =
s−1∑
i=0
ks; i∑
j=0
cijvi−j
(v− u)s+1−i−j(v2 − B2l )s+i
; s= 1; 2; : : : ; (4.22)
as can be shown by induction; cf. [9] for (4.22). Where ks; i = min(i; s − 1 − i), aj, bj and cij are
independent of u, v and Bl.
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The estimating of the coeFcients and remainder is as follows. Firstly, since that  1(z)=Ref(t+1(z);
z)−Ref(t+0(z); z)¡ 0 for z ∈ [− e; 0) (cf. Lemma 5), we have  1(z)¡−G ¡ 0 for z ∈ [− e;−],
where  and G =G() are positive. We break the integration path $(t+0) into a part described as
06f(t+0(z); z)− f(t; z)6G (4.23)
and the parts
f(t+0(z); z)− f(t; z)¿G: (4.24)
From (3.34) it is clear that part (4.23) of $(t+0) lies in the analyticity domain. Actually a loop
enclosing (4.23) lies in the domain as well, which is ABCDEHIJKGA, as indicated in Figs. 2, 4a and
b, with −M1=f(t+0)−G−,  being positive and small such that  1(z)¡−G− for z ∈ [−e;−].
Now we expand the integral in (2.48) over (4.23). In fact, the transform de2ned in (3.1) and (3.2)
is a conformal mapping from the t-region onto the corresponding u-region, of each ABCDEHIJKGA
is the upper half. The contribution from the integral can then be picked up as in the procedure
(4.10)–(4.12), where the coeFcients 0; s and 0; s are evaluated in (4.19). Of course each time in
the iteration, end point contributions add to the remainder term p(z).
Now that Bs(u) and Cs(u) are bounded on the contour BCDEHIJKGA and its mirror image, and
that Hs(u; v) are bounded for v on the previous contour and u on the part of u-steepest descent
path corresponding to (4.23), which is compact and surrounded by the said contour. Hence (4.19)
suggests that 0; s and 0; s are bounded for z¡ − , and are in fact analytic functions in z in the
said interval. And hp(u) is bounded on (4.23), hence the estimate (4.15) follows.
Next we want to show that the expansion obtained, namely,
J = Ai(n2=3B20)
p−1∑
s=0
0; s
ns+1=3
− Ai′(n2=3B20)
p−1∑
s=0
0; s
ns+2=3
+ 0;p(u) (4.25)
dominates all contributions from the integral over (4.24), from the end points, and that from the
other Il in (2.47). To highlight the uniformity, let us show that there exists constant M , independent
of z such that
|I1(n; z)|6MenRef(t+1;z) (4.26)
for z ∈ [Z1; 0). To this aim, we describe the steepest descent paths $(t+1(Z2)) and $(t+2(Z2)) 2rst.
Where $(t+1(Z2)) and $(t+2(Z2)) are the steepest descent paths emanating from t = t+1(Z2) and
t+2(Z2), respectively.
In fact, as revealed in the proof of Lemma 6, $(t+1(Z2)) begins at +∞ + 2i and ends at t+2,
and $(t+2(Z2)) begins at +∞+ 4i, ends at ∞ei*2(Z2), where
*2(Z2) =−Imf(t+2(Z2); Z2)∈
(
1
2; 
)
;
cf. Lemma 6. Hence to each 1 ∈ (0;−tan *2), there exists constant C0 such that
0¡
y
−x 6 1 (4.27)
for |t − t+1(Z2)|¿C0, t = x + iy∈$(t+1(Z2)) ∪ $(t+2(Z2)), and x6 0.
For z ∈ [Z1; Z2), the steepest descent path emanating from t+1(z) begins at +∞+2i and extends
to ∞ei*1(z) with *2(Z2)¡*1(z)¡*1(Z1) (cf. the discussion after (2.38)), all lying in (12; ), and
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is bounded by $(t+1(Z2)) ∪ $(t+2(Z2)) from the upper right side. Hence we may assume C0 large
such that
− x¿S0 (4.28)
for |t − t+1(z)|¿C0 and z ∈ [Z1; Z2], where S0 is a positive constant depending on 1 such that
se−s ¡ex+1(Z1)=
√
1 + 21 for s¿S0. Hence for |t − t+1|¿C0 and x6 0, since tf′(t; z) = 1 − ztet
and zt+1et+1 =1, in view of (4.32), the monotonicity of x+1(z), and the fact that |t+1|¿ Im t+1 ¿ 2,
we have
|tf′(t; z)|¿ 1− |t||t+1| e
x−x+1¿ 1−
{√
1 + 21
|t+1| e
−x+1(Z1)
}
(−xex)¿ 1
2
:
If we put
v2 = f(t+1(z); z)− f(t; z) (4.29)
for t ∈$(t+1), then (4.29) establishes a one-to-one correspondence from each half of $(t+1) to
v∈ [0;∞). Hence for z ∈ [Z1; Z2), over the part $ul(t+1), namely, |t− t+1|¿C0 and x6 0, of $(t+1),
it holds∣∣∣∣
∫
$ul(t+1)
enf(t;z)
dt
t
∣∣∣∣6 eRef(t+1)
∣∣∣∣
∫ ∞
0
e−nv
2 2v dv
tf′(t; z)
∣∣∣∣6 2n eRef(t+1): (4.30)
For z ∈ [Z1; Z2), the other half of the steepest descent path passing through t+1(z) is limited in
the strip 2¡y = Im t ¡ 3. And for z ∈ (Z2; 0), the whole steepest descent path is restricted in
2¡y¡ 5, both ends bending back to +∞. In all these cases, while |t − t+1|¿C0, we have∣∣∣∣
∫
$r(t+1)
enf(t;z)
dt
t
∣∣∣∣6 eRef(t+1)
∣∣∣∣
∫ ∞
0
e−nv
2 2v dv
tf′(t; z)
∣∣∣∣6 1n eRef(t+1); (4.31)
where $r(t+1) denotes the part (or parts) of $(t+1) such that |t − t+1|¿C0 and x¿ 0. The last
inequality holds since on that parts of the path, x¿x+1, and hence
|tf′(t; z)|¿ |t||t+1| e
x−x+1 − 1¿ C0
5
− 2¿ 1:
In the remaining case, that is, when |t− t+1|6C0, if z ∈ [Z1; 0)\{Z2}, we have tf′(t; z)=1− ztet =
z(t+1et+1 − tet). Applying the mean value theorem then gives
|tf′(t; z)|= (−z)|et˜(1 + t˜)‖t+1 − t|=
∣∣∣∣et˜−t+1 (1 + t˜)t+1
∣∣∣∣ |t+1 − t|¿C1e−C0 |t+1 − t|; (4.32)
where t˜ lies in the line segment connecting t and t+1 (hence Im t˜ ¿ 2 and |t˜− t+1|¡ |t− t+1|6C0),
accordingly |(1 + t˜)=(t+1)| is bounded from below by, for example, C1 = (2 − 1)=2C0 for C0 ¿.
On the other hand, Using the mean value theorem twice, we have
v26 |(t+1 − t)2‖f′′(tˆ; z)|= |t+1 − t|2
∣∣∣∣ 1tˆ2 + zetˆ
∣∣∣∣ ;
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where v2 is de2ned in (4.29), and tˆ lies in the line segment connecting t and t+1, hence |tˆ|¿ Im tˆ¿2,
and |zetˆ|= |[1=(t+1)]etˆ−t+1 |6 (1=2)eC0 . Hence
v6
(
1
42
+
1
2
eC0
)1=2
|t+1 − t|: (4.33)
A combination of (4.29), (4.32) and (4.33) yields∣∣∣∣∣
∫
$(t+1)∩{|t−t+1|6C0}
enf(t;z)
dt
t
∣∣∣∣∣6 eRef(t+1)
∣∣∣∣
∫ ∞
0
e−nv
2 2v dv
tf′(t; z)
∣∣∣∣6 C2√neRef(t+1); (4.34)
where C2 = eC0
√
(1 + 2eC0)=2
√
C1. Thus, a combination of (4.30), (4.31) and (4.34) yields that∣∣∣∣
∫
$(t+1)
enf(t;z)
dt
t
∣∣∣∣6 CU√n eRef(t+1); (4.35)
which holds uniformly for z ∈ [Z1; 0) \ {Z2}. While for z = Z2, one can get a estimate of the same
form as (4.35). Hence (4.35) holds uniformly for z ∈ [Z1; 0), that is, CU is a constant independent
of z and n.
The above estimating applies to each Il in (2.48) for z ∈ [Zl; 0), consequently, it holds
|Il|6 CU;l√n e
Ref(t+l) (4.36)
for z ∈ [Zl; 0) and l= 1; 2; : : : ; where CU;l are independent of z and n.
Integral (2.48) over (4.24) can be estimated in the same manner, with only the integration lower
limit for v be replaced by
√
G . And the estimate∣∣∣∣
∫
$(t+0); v¿
√
G
enf(t;z)
dt
t
∣∣∣∣6 CU;0√n eRef(t+0)−G (4.37)
follows for z ∈ (−e; 0), where CU;0 does not depend on z and n.
The end point contributions come from the points ule and ure, corresponding to tle and tre, respec-
tively, such that
v2 = Ref(t+0; z)− Ref(t; z) = Re!0(u+0; z)− Re!0(u; z) =G:
After the (s+ 1)th iteration, the end point contributions are of the form
K = eRef(t+0)e−nG
g0; s(ule)
ns+1
or eRef(t+0)e−nG
g0; s(ure)
ns+1
: (4.38)
It follows from (4.11) and (4.14) that each g0; s(u) is analytic in the domain ABCDEHIJKGA,
as indicated in Fig. 5, and its mirror image. B0(z)∈ (0; (3=2)1=3)i for z ∈ (−e; 0), then along the
boundary, u2−B2 is bounded from below. Hence for z ∈ (−e; 0), g0; s(u)=(h0; s(u)−0; s−0; su)=(u2−
B20) is bounded on the boundary and hence in the domain, to which ule and ure belong. Hence∣∣∣∣eRef(t+0)e−nG g0; s(ule)ns+1
∣∣∣∣ ;
∣∣∣∣eRef(t+0)e−nG g0; s(ure)ns+1
∣∣∣∣6 C˜U;0eRef(t+0)e−nG ; (4.39)
where C˜U;0 does not depend on z and n.
In view of (2.46), (4.25), (4.36), (4.37), (4.39) and Theorem 1, we obtain Theorem 2.
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