A central problem in automatic sound recognition is the mapping between low-level audio features and the meaningful content of an auditory scene. We propose a dynamic network model to perform this mapping. In acoustics, much research is devoted to low-level perceptual abilities such as audio feature extraction and grouping, which are translated into successful signal processing techniques. However, little work is done on modeling knowledge and context in sound recognition, although this information is necessary to identify a sound event rather than to separate its components from a scene. We first investigate the role of context in human sound identification in a simple experiment. Then we show that the use of knowledge in a dynamic network model can improve automatic sound identification by reducing the search space of the low-level audio features. Furthermore, context information dissolves ambiguities that arise from multiple interpretations of one sound event.
Introduction
When human listeners are asked to describe an auditory scene-a collection of perceptual complexes, based on acoustic evidence, in which each complex represents a single event in an acoustic environment-they will describe the different sound events in terms of the sources that caused the sounds [2, 31, 34] . They will not describe the acoustic properties of the sound signal. For instance, a passing car will be referred to as a car, not as a noisy harmonic complex in combination with a burst of noise. The evaluation of sounds in terms of the events that produced them is often named everyday listening [15] . In everyday listening, people obviously use information that is present in the sound signal (bottom-up processing). However, they also apply knowledge of the event and the context (top-down processing). We will demonstrate the role of knowledge of the context by presenting an experiment in which participants had to identify ambiguous sounds in different contexts. The results show that sound identification depends on the context in which a sound is heard. Next, we will present a method to automatically identify ambiguous sounds with the use of context.
In acoustics much research is devoted to modeling the ability of listeners to separate different events in an auditory scene based on the sound signal alone, called primitive auditory scene analysis (ASA) [6] . Perceptual grouping based on features such as continuity of components in the sound signal and proximity in time or frequency are translated into successful models of primitive ASA (e.g., [8, 16, 17, 23, 33] ). However, primitive ASA alone will not suffice to automatically identify sound events. We also need to model the contribution of knowledge and context (sometimes referred to as schema-based ASA [33] ). Although this need has been recognized some time ago [13, 14] , it has so far not resulted in complete models of sound event identification, which combine primitive and schema-based ASA.
While context-based identification is mostly ignored in automatic sound recognition-with the notable exception of speech, where grammatical and lexical rules are essential for automatic recognition [5, 26] -it has a long history in other research areas such as information retrieval (e.g., [7, 11, 29, 30] ) and handwriting recognition (e.g., [9, 22] ). Models of context-based identification assume that certain regularities exist in the contexts in which an event may occur and structure their knowledge base in such a way that these regularities are accounted for. Often this takes the form of a spreading activation semantic network [25] , in which the nodes represent the states the network can be in, and the edges represent the prior probabilities that these states are encountered subsequently or together. In these models, context is incorporated by keeping nodes active over a longer period of time, thereby influencing the probabilities that certain nodes will be activated. As a consequence of the typical properties of these research areas, spreading activation networks have mostly been exploited in static and well-constrained domains. Our aim is to demonstrate that spreading activation can also be applied in a dynamic domain such as auditory scene analysis.
Since we want to provide a model of the role of context in sound identification, we are also interested in its role in human sound identification, which is little investigated [20] . Therefore, we will first present the results of an experiment that was designed to determine whether context facilitates one of the interpretations of an ambiguous sound. It is known that sounds are more difficult to identify when they may have multiple possible sources [3] . Context is needed to disambiguate these sounds, as is shown in an example of the same study. In this example, participants gave a sound event a different interpretation when it was combined with another sound event and different instructions. A follow-up study [4] did not find this facilitatory effect, but did find a suppressive effect of an incongruent context. These results show that context is a complex factor. Moreover, context can manifest itself in many different ways, such as in sound and image, but also in time of day and place of occurrence. The experiment described here is designed to show one particular effect, namely the facilitatory effect, that context can have on the interpretation of an ambiguous sound. The results of the experiment will be important for the automatic sound identification in two ways. First, if context is shown to be needed in human identification of environmental sounds, it is also required in an automatic system. Second, if the experiment shows that an auditory context has a facilitatory effect on sound identification, this will be important for improving automatic sound identification.
Experiment
To test the facilitatory effect of context on identification in human listeners we presented homonymous sounds to participants. Homonymous sounds are characterized by having two (or more) possible causes. When these sounds are presented in isolation, the probability that they are identified as one possible cause is the same as the probability that they are identified as the other possible cause. In contrast, when homonymous sounds are preceded by a sound that predisposes the listener to one of the two causes, we would expect a biased response towards that cause.
Method
To create homonymous sounds we used pairs of similar sounds from high-quality commercial sound effects recordings (Hollywood Edge and Sound FX The General), which were used previously to study the similarity of sound events [18] . Sound pairs that were found maximally similar in this study were combined to form chimaeric sounds. Chimaeric sounds are composed of the fine time structure of one sound and the temporal envelope of another sound [28] . The signal properties of the sound events varied greatly because of the diversity of the environmental sounds in the database. Hence, the chimaeric sounds did not always result in homonymous sounds. For 12 selected homonymous pairs a , listed in Table 1 , we chose the combination of fine structure and envelope that sounded most natural. Most of the envelopes of sounds A were used for the chimaeric sounds, while most of the fine structures of sounds B were used. The homonymous sounds had a mean duration of 2.8 seconds. The sounds that provided context for the homonymous sounds, listed in Table 2 , were obtained from additional commercial recordings (Auvidis and Dureco). All sounds were sampled at 44.1 kHz. The total of 52 sound sequences (two context conditions for the homonymous sounds, and 28 filler sequences, see next paragraph) had a mean duration of 7.7 seconds. The context sounds preceded the sounds to be identified such that the sequence sounded most natural. However, the context sound always ended before the end of the target sound. For example, when the context sound was rain, it continued through the start of the sound of thunder. In contrast, when the context sound was the closing of a refrigerator door, it ended before the sound of the pouring water started. In total 42 participants with a mean age of 24 took part in the experiment. Six participants reported a slight hearing loss, but showed no decrease in their performance on the filler sounds compared to the normal hearing participants.
The experiment comprised three conditions, one in which the context sound facilitated the interpretation of sound A, one in which the context sound facilitated the interpretation of sound B, and a control condition in which the sounds were heard in isolation. The three conditions were presented between the participants. The homonymous target sounds were interluded with 28 filler sounds taken from the same database. They were included to assess the general performance of the participants, and to make the participants unaware which sounds were the target sounds. The total of 40 sounds was presented in random order, but no target sounds were present in the first 6 exposures to get the participants familiar with the task. The identification task was a binary choice task. For the target sounds the participants could choose between the descriptions of the two original sound events, and for the filler sounds they could choose between the actual cause and some other related source description. Furthermore, the participants had to indicate on a four-point scale how confident they were of their answer. The control group of 11 listeners identified the sound events in isolation. The second group of 15 listeners first heard a sound semantically consistent with context A followed by the target chimaeric sound. Finally, the third group of 16 listeners first heard a sound semantically consistent with context B followed by the chimaeric sound. The 28 filler sequences, the filler sounds preceded by a semantically consistent sound, were the same for the last two groups. The control group heard the filler sounds without a context sound. The experiment was conducted on line during January 2008. 
Results
The score of all participants in every group on the filler sounds was 100%, and they gave a mean confidence rating of 2.8 on a four-point scale ranging from 0 to 3. A two-way analysis of variance (ANOVA) was used to test the difference in the response between the participants within the homonymous sounds. The effect of context A on the mean identification score compared to the mean score in isolation was significant: F 1 (1, 11) = 8.09, with p < 0.017. However, there was no effect of context B on the mean identification score compared to the mean score in isolation (F 1 (1, 11) < 1). The results are summarized in Figure 1 . The bars depict the average score on option A for all participants within a group summarized for all homonymous sounds, where option A is the sound description that is in agreement with context A. The complement, 100% minus score A, is the average score on option B. The difference between the confidence ratings in correct responses, that is, responses for which the answer was in agreement with the context sound, compared to the confidence ratings in incorrect responses was significant in the group that heard context A: t(101) = 3.34, with p < 0.002. The confidence rating was higher when the answer was in agreement with the context. The mean confidence ratings of consistent and inconsistent identifications are depicted in Figure 2 . This effect was absent in the group that heard context B (t(159) < 1). 
Discussion
Not all chimaeric sounds appeared to be as homonymous as assumed. In particular three sounds received one interpretation exclusively in the isolated condition. When these three sounds were excluded from the ANOVA, the difference in the mean score of context A compared to the mean score in isolation had a greater F : F 1 (1, 8) = 13.28, with p < 0.007. In conclusion, for the homonymous sounds we found a significant effect of one context on identification.
Although there is a significant effect of one context on the mean scores, this effect is completely absent in the other context. The explanation for the absence of the effect lies in the design of the experiment. The homonymous sounds were formed by combining the envelope of one sound and the fine structure of another sound. Most descriptions of context A predisposed the listener to the interpretation of the envelope of the homonymous sound, while the interpretation related to the fine structure was most prominent in context B. Hence, the envelope seems to be a stronger cue for identification than the fine structure for this experimental design. This effect is known in speech perception [27, 28] , and depends on the number of frequency bands used to create the chimaeric sound. If the number of frequency bands we used (eight) were used for the identification of chimaeric speech sounds, the fine structure would give relatively little information compared to the envelope. Hence, our results suggest this effect can be generalized to environmental sounds. As a consequence, the effect of context is canceled by the preference for the envelope in context B. This conclusion is consistent with a significant prevalence for the interpretation that coincided with the envelope of the homonymous sound (64%) compared to the fine structure (36%) when the sounds were presented in isolation (χ 2 (1) = 9.82, p < 0.002). Overall, the experiment demonstrates that the context in which a sound is heard determines in part its perception.
Dynamic network Model
Based on existing models of spreading activation and the findings of the experiment we introduce a model for context-based identification that can be used with dynamic sound input. This model allows automatic identification of events in a complex and changing auditory scene of a real-world environment. In complex real-world environments a sound signal may have different causes, depending on the situation in which it occurs. Furthermore, the bottom-up estimated audio features are meaningless by themselves and require interpretation. Therefore, we need knowledge to give meaning to the low-level audio features, and context to restrict the possible causes that they represent, similar to human listeners. The model dynamically builds a network that generates meaningful hypotheses of sound events based on low-level audio features and knowledge of these events. Moreover, context information is used to compute the support for competing hypotheses, and consequently a most likely hypothesis for all input events can be assessed.
Network construction
With our model we want to qualitatively improve automatic sound recognition. Our approach starts with data-driven techniques for the extraction and grouping of low-level audio features. The ability of human listeners to use context to disambiguate sounds, which we demonstrated in the experiment, should also be present in the model. Therefore, a dynamic network is added that uses knowledge of the event and the context to limit the search space of the bottom-up input [1] . We will describe the network's behavior through one of the sound events that was also used in the experiment, the mix of a bouncing basketball and a closing door, which can be identified as both in the absence of context information. Without any context information, similar to the control condition in the experiment, the actual cause of the sound is indefinite, as illustrated in Figure 3 . In the following paragraphs we will describe how the model dissolves this ambiguity through the use of context. best hypothesis indefinite hypothesis Fig. 3 . Network configuration for the identification of a reverberant impact sound without context.
As described in the previous paragraph, we want to combine a bottom-up and top-down approach to sound recognition. In other words, hypotheses of the sound event based on the low-level audio features are matched to expectations that are formed by knowledge of the relations between the events and the context. This matching process will lead to a best hypothesis about the event or source causing the sound in this context, at every description level in the network. All hypotheses hold a confidence value reflecting their support from relations to other events and the context in which the hypothesized event is occurring. In case of conflicting explanations for one event, the hypothesis with the highest support will win. In Figure 4 for example, the sound event could be either a closing door or a basketball bouncing, based on the low-level audio features alone. However, knowledge about the context actuated by a previous sound event, cheering, will increase the support for the hypothesis that the second sound event is a basketball bouncing. Furthermore, the confidence value of the first hypothesis, cheering, is increased, because the context of a sports game, and hence the cheering, is more likely considering the new information. In the following we will describe the process of how the network is dynamically built, and how the confidence of all hypotheses is established through spreading activation.
The network is updated if and only if new bottom-up information is presented, and spreads its activation when the network is stable, that is, when all available knowledge about the bottom-up information is processed. The hierarchy in the network is captured by the interdependent relations of all the hypotheses. The lowest description level in the network corresponds to the physics of the signal, and the highest level to the semantics of the scene. The levels in between represent hypotheses of increasing generality. The number of levels depends on the complexity of the domain, but usually three levels will suffice: one for the audio features, one for the event that is inferred from the features, and one for the context of the scene, which can raise particular expectations. In the first step, audio features are extracted from the time-frequency plane of the sound. Figure 5 shows the spectrogram of a sports game scene with annotations of the audio features-the current version of the model operates on annotations of low-level audio features instead of automatically extracted audio feature descriptions. Every sound can be represented as a specific pattern of these audio features. For example, the cheering is a noisy collection of distorted harmonic complexes. Each pattern comes with a basis activation based on the confidence given by the low-level grouping algorithms. For example, a confidence value may reflect how well a pattern fits a particular mask. However, since these algorithms are not coupled to the model yet, the basis activation of all patterns is set to 1.
A pattern of audio features may have multiple causes. Hence, all possible causes of a pattern will be initialized as hypotheses, after the extraction of patterns of audio features. Knowledge of the hypothesized events will then initiate more hypotheses, for example about an event sequence or a context. In Figure 4 , the cheering could mean a pop concert or a sports game. The higher level hypotheses create expectations about sound events that will follow, like a basketball in a sports game. If the expected event is matched with bottom-up evidence, it will receive extra support when its hypothesis is created. When all knowledge is processed and the network is stable, the activation of the low-level audio features spreads through the network.
Spreading activation
When the network configuration is stable after updating, the activation first spreads upward to the highest level in the network, and then downward to other connected events in the past, if they exist. The spreading can only go up once and down once through every path that denotes a past event, after which it terminates. The activation of the individual hypotheses is a time-dependent weighted sum that decays exponentially over time. The activation of each hypothesis is limited to a maximum. As a consequence, hypotheses that are highly active over a longer period of time are not repeatedly reinforced by new input, because the effect of the input decreases when the activation of a hypothesis reaches its maximum. Furthermore, the activation represents the reliability of a hypothesis when it is modulated. The computation of the spreading activation is similar to the method used in McClelland and Rumelhart's model of letter perception [22] . However, we only incorporate excitatory and no inhibitory connections, since the inhibitory effect is accounted for by missing connections, in which case only the decay function has an effect on the activation value. Furthermore, the decay function applied in our model is a continuous function of time instead of a constant value that is applied to discrete time steps. The activation of hypothesis i at time t + ∆t is
where C is a constant parameter controlling the speed of decay, whose value depends on the application domain, and ∆t is the elapsed time since the hypothesis i is last updated. The effect of connected events is represented by
where M is the maximum activation level, usually set to 1, and n i (t) is the input of the event:
where j is a connected hypothesis at different updating times t, a j (t) is its activation, and α ij is the weight of the relation between hypotheses i and j.
In the example of Figure 4 , the activation of the sports game hypothesis is summed over the two time steps when new bottom-up information is presented to the network. The value of the decay parameter C is arbitrarily set to 100 to demonstrate its effect in the calculation of the activation value. However, in different application domains the value of C can be estimated based on training data. In the first step, the activation of the sports game hypothesis consists of the input it gets from the cheering hypothesis, which starts at time t = 1.7 (the subscript letters are in parentheses in Figure 4) :
A few seconds later, at time t = 7.7, the input is delivered by the basketball hypothesis:
A s (7.7) = e A s (1.7) + α bs a b (7.7)(1 − e − 7.7−1.7 100
= 0.94 * 0.5 + 0.8 * 0.7 * (1 − 0.94 * 0.5) = 0.77
The activation of the cheering hypothesis is not included in the second step, because at every update only the active connected hypotheses can deliver input to the sports game hypothesis. As a consequence of the two-way spreading, the cheering hypothesis will receive an increased support from the basketball bouncing, through the sports game hypothesis. In the first step the hypothesis receives activation from the bottom-up evidence:
In the second step the sports game hypothesis contributes to the activation of the cheering hypothesis:
A c (7.7) = e A c (1.7) + α sc a s (7.7)(1 − e A c (1.7))
= 0.94 * 1 + 0.5 * 0.78 * (1 − 0.94 * 1) = 0.96
The activation values of all the higher level hypotheses after spreading at the two time steps are depicted in Figure 6 . Note that at time t = 1.7 the basketball and door hypothesis are not generated yet, because at that time the associated sound features have not been presented to the network.
Discussion
The network described in the example is rather simple, while in a real-world environment there will be many more events, mostly of deteriorated sound quality. The complexity of a real-world environment will have to be captured by the knowledge of the relations that exist between the real-world events. Furthermore, the expansion of the network will have to be controlled. This is partly done by keeping track of which hypotheses are active, and which hypotheses are finished or discarded. These last two classes are not included in the search space of connected hypotheses when new information is presented to the network. As a consequence, the search space at any time is limited to the hypotheses that are active at that time. An advantage of a complex environment is its supply of information. Human listeners use much more contextual information in the identification of sounds, such as time, location and ecological frequency [2] . This information can also be included in our model as nodes in the network that help support or discard hypotheses.
The current implementation of the model receives annotations of grouped lowlevel audio features as bottom-up input, instead of automatically generated features. However, several techniques for low-level sound event descriptions are being developed [21, 32] , which will supply the model with these grouped features. Furthermore, although the model is being developed for audio input, its general implementation allows for other low-level input, such as image descriptions, as long as they represent a single event or object. If different types of descriptions can serve as input to the model, they may be combined in one model for use in multimedia applications (cf. [35] ). These issues will be subject to further investigation.
General discussion
As mentioned in the description of the model, we want to qualitatively improve automatic sound recognition. The main difference with existing models of environmental sound recognition (e.g., [10, 12] ) lies in the explicit use of knowledge and the focus on identification rather than classification of sound events. Classification techniques assume a limited set of classes to which a sound signal may belong. Hence, such a system will assign all bottom-up input to a class, irrespective of how small the evidence is. In contrast, the model described here will only create hypotheses of events based on grouped bottom-up audio features, such as a harmonic complex, that relate directly to the source of a sound event. When this bottom-up evidence is absent, that is, when the audio input cannot be mapped onto any hypothesis, no identification will be made. Furthermore, we apply knowledge explicitly in the identification process, instead of implicitly by training the system on data that are similar to the input the system will receive. Therefore, if our model operates in a different scene, or needs to identify different events, the information about the events and the context will be different, but the implementation of the model needs no adjustments. In contrast, most existing models of environmental sounds are developed for specific sounds or scenes, and cannot be generalized-an exception is the model used in the study of Defréville et al. [12] , which is based on audio features that are automatically selected for a specific problem [24] .
Although the model is generally applicable, the problem of the acquisition of scene and sound specific knowledge remains. Without knowledge the model cannot create hypotheses. Therefore, the relations between events and contexts need to be learned, as in classification models. However, instead of training the classifier, we want to explicitly learn these relations beforehand from examples, and continue to update them while the system is running. The current implementation of the model works with static databases, but we will incorporate machine learning techniques to be able to dynamically update the knowledge of the model.
In our model we use one benefit that context has for the identification of environmental sounds, namely to disambiguate a sound that may have multiple causes. However, the few studies that have been done on context-based sound identification in humans show several effects that context may have. While Ballas and Howard [3] concluded that context has a facilitatory effect on a particular interpretation of a homonymous sound, Gygi and Shafiro [19] found the opposite effect in a study where sounds were mixed with either congruent or incongruent scenes. People showed an increased identification performance when sounds were mixed with an incongruent scene, which indicates that context can also have a habituating effect on the identification of environmental sounds. However, we are interested in the improvement of automatic identification of environmental sounds. We have shown that context can have a facilitatory effect in identification, and used this asset to automatically disambiguate sounds that may have multiple causes.
Another extensive study on context-based sound identification [4] found only a suppressive effect of context. That is, an incongruent context decreased the correct identification score compared to an isolated condition, but a consistent context did not increase the performance compared to the isolated condition. The lack of facilitatory priming may be due to the experimental design, as the authors concluded. Furthermore, the use of contextual information might be highly dependent on the quality of the bottom-up evidence. More challenging acoustic environments are likely to be more influenced by top-down expectations. In these experiments the sounds were offered clean, and consequently required less need for context to be identified. Automatic environmental sound identification decreases in challenging environments, because the number of possible causes increases when the bottom-up evidence is unreliable. In these situations, context is even more important to select the most likely cause.
In summary, in the sound identification experiment we have demonstrated that context in part determines the perception of sound events, although the effect of context is not straightforward. Furthermore, we introduced a computational model for the analysis of dynamic auditory scenes, in which we used the facilitatory effect of context to dissolve ambiguities. To show the validity of the model, we plan to test it on databases of real events. Furthermore, testing the model on real events will allow us to compare its performance to other computational models.
