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Remember the Curse of Dimensionality:
The Case of Goodness-of-Fit Testing in Arbitrary Dimension
Ery Arias-Castro∗ Bruno Pelletier† Venkatesh Saligrama‡
Abstract
Despite a substantial literature on nonparametric two-sample goodness-of-fit testing in ar-
bitrary dimensions, there is no mention there of any curse of dimensionality. In fact, in some
publications, a parametric rate is derived. As we discuss below, this is because a directional
alternative is considered. Indeed, even in dimension one, Ingster (1987) has shown that the
minimax rate is not parametric. In this paper, we extend his results to arbitrary dimension and
confirm that the minimax rate is not only nonparametric, but exhibits a prototypical curse of
dimensionality. We further extend Ingster’s work to show that the chi-squared test achieves the
minimax rate. Moreover, we show that the test adapts to the intrinsic dimensionality of the
data. Finally, in the spirit of (Ingster, 2000), we consider a multiscale version of the chi-square
test, showing that one can adapt to unknown smoothness without much loss in power.
1 Introduction
We consider the multivariate two-sample goodness-of-fit testing problem in a nonparametric setting.
In the two-sample goodness-of-fit problem we are given two datasets, X1,X2, . . . ,Xm IID with
unknown distribution F and Y1, . . . , Yn IID with unknown distribution G. The goal is to determine
whether or not F = G. In the classical statistics literature this question has been studied in detail
for univariate data, with well-known tests such as the Kolmogorov-Smirnov test (Kolmogorov,
1933; Smirnov, 1939), based on comparing the empirical distribution functions; the number-of-runs
test (Wald and Wolfowitz, 1940); or the longest-run test (Mosteller, 1941). Work on multivariate
two-sample tests can be traced to Hotelling (1951), who describes t-tests for multivariate Gaussian
distributions. Still there is much less work devoted particularly to high-dimensional multivariate
scenarios.
High-dimensional two-sample goodness-of-fit problems arise naturally in medical, social and
financial applications. For instance, in medical applications, the behavior or response to a drug
can manifest in terms of a diverse set of symptoms, and the goal is to detect differences among
these multitude of symptoms. Cross-cultural differences in social sciences are often measured with
respect to a number of different behavioral factors. Finally, inferring differences/changes in stock
market trends is generally based not only on macro/microeconomic but also a number of prevailing
political and social factors.
Therefore, there is a need for understanding the fundamental achievable limits of multivari-
ate two-sample goodness-of-fit. In this context, despite a growing literature on nonparametric
two-sample goodness-of-fit testing in arbitrary dimensions, there is little mention of a curse of di-
mensionality. This confusion is compounded by the fact that a parametric rate is mentioned for
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2two-sample problems in the literature. In contrast our results show that for the nonparametric
problem there is an inherent curse of dimensionality and that one cannot obtain a parametric rate.
These results are not altogether surprising given that, even in dimension one, as Ingster (1987) has
shown the minimax rate is not parametric. We resolve this issue by observing that the “parametric
rates” described in the literature are based on directional alternatives. While analyzing directional
alternatives could be meaningful in some cases such as the one-sample problem and other special
cases where prior information is available, it does not appear to be meaningful in the context of a
nonparametric two-sample problem.
In this paper, we extend Ingster (1987)’s results to arbitrary dimensions and confirm that the
minimax rate is not only nonparametric, but exhibits a prototypical curse of dimensionality. We
then follow along the lines of Ingster’s work and propose multivariate bin-counting tests. While
these tests appear to be simple, they nevertheless achieve the minimax rate. Furthermore, these
tests adapt to the intrinsic dimensionality of the data — when the underlying distributions are
supported on a lower-dimensional surface.
1.1 The literature
We can broadly categorize the existing literature on the nonparametric two-sample goodness-of-fit
tests into two themes: (a) Tests based on directly characterizing the distance between the underlying
distributions, F, G, based on samples; (b) Nonparametric tests that attempts to infer the difference
based on graph-theoretic properties of graphs constructed from the samples. Several variations of
tests based on these themes have been proposed. Many of these variations are claimed to be not
only consistent against all alternatives but also to satisfy the parametric t1/2-rate (see Sec. 1.3 for
references).
We will briefly describe these two themes next. Our purpose in introducing these tests is to
clarify the notions of consistency and rate and draw a direct contrast with results of this paper.
1.1.1 Tests based on metrics
Recall that we have two independent samples, X1, . . . ,Xm IID with distribution F and Y1, . . . , Yn
IID with distribution G, where F and G are Borel measures on Rd. Bickel (1969) proposes a
direct extension of the Kolmogorov-Smirnov test. His proposal is a special case of tests of the
form γH(Fm,Gn), where Fm and Gn denote the empirical distributions of the X and Y samples,
respectively, and
γH(P,Q) ∶= sup
h∈H
∣ ∫ hdP − ∫ hdQ∣, (1)
for an appropriate class of test functionsH. By varyingH, besides the Kolmogorov distance, one can
get the total variation distance and the Wasserstein distance, among others. Sriperumbudur et al.
(2010) provide a comprehensive overview. The metric (1) may be difficult to compute in general,
even for discrete measures, because of the supremum over H. However, by taking H to be a
reproducible kernel Hilbert space (RKHS), as advocated in (Berlinet and Thomas-Agnan, 2011;
Gretton et al., 2007; Smola et al., 2007), then
γH(P,Q) = ∫ ∫ ψ(x, y)P (dx)P (dy) + ∫ ∫ ψ(x, y)Q(dx)Q(dy)
− 2∫ ∫ ψ(x, y)P (dx)Q(dy),
(2)
3where ψ denotes the kernel definingH. The sample version is the following computationally-friendly
U -statistic
γH(Fm,Gn) = 2
m(m − 1)
m−1
∑
i=1
m
∑
j=i+1
ψ(Xi,Xj) + 2
n(n − 1)
n−1
∑
i=1
n
∑
j=i+1
ψ(Yi, Yj)
− 2
mn
m
∑
i=1
n
∑
j=1
ψ(Xi, Yj).
(3)
When ψ is bounded, this is a (m ∧ n)1/2-consistent estimator for γH(F,G). The question then
becomes whether γH(F,G) is a true metric, a question addressed in (Sriperumbudur et al., 2010).
This line of work is intimately related to that of Zinger et al. (1992). The notion of N-distance
that developed out of this work (Klebanov et al., 2005) is exactly of the form (2), therefore coin-
ciding with the pseudo-metric γH when H is an RKHS. Applications to the two-sample problem
are developed in (Bakshaev, 2009; Sze´kely and Rizzo, 2004).
1.1.2 Tests based on graph constructions
In a disjoint line of work, another class of tests has developed based on various graph constructions,
sometimes implicit. This goes back at least to the work of Friedman and Steppel (1974). There, for
each point in the combined sample the number of X’s among its K-nearest neighbors is recorded.
This results in two distributions on {0,1, . . . ,K}, πˆX and πˆY , where πˆX(k) (resp. πˆY (k)) denotes
the number of X’s (resp. Y ’s) having exactly k other X’s among the K-nearest neighbors. The
distribution πˆX and πˆY are then compared in some way, resulting in a test. See also (Rogers, 1976)
and more recently (Hall and Tajvidi, 2002). Although it does not cover all the possibilities, many
of the subsequent proposals in this line of work can be framed as follows. Let t =m+ n denote the
total sample size. Let G be a directed graph with node set {1, . . . , t} indexing the combined sample
{Z1, . . . ,Zt}, with Zk =Xk if k ≤m and Zk = Yk−m if k ≥m+ 1. We write i→ j when node i points
to node j in G. Consider rejecting for small values of
χG =#{i→ j ∶ i ≤m,j ≥m + 1} +#{j → i ∶ i ≤m,j ≥m + 1}, (4)
which is the number of neighbors in the graph from different samples. If the graph G is theK-nearest
neighbor graph — where i→ j if Zj is among the K-nearest neighbors of Zi in Euclidean distance
— and we assume that all the Z’s are distinct, then the resulting test is that of Schilling (1986), a
special case of the general approach of Friedman and Steppel (1974). If the graph G is a minimum
spanning tree (starting with the complete graph weighted by the Euclidean distances), then the
resulting test is the multivariate number-of-runs test of Friedman and Rafsky (1979). If the graph G
is a minimum distance non-bipartite matching, then the resulting test is that of Rosenbaum (2005).
We refer the reader to (Bhattacharya, 2015) for additional references and recent developments
1.2 The curse of dimensionality
Although the setting is nonparametric, surprisingly, there is no discussion of a curse of dimension-
ality in this literature. We argue here — and develop this further in the rest of the paper — that
there is a bonafide curse of dimensionality. Indeed, suppose that F and G are supported on the
unit hypercube [0,1]d and assume furthermore that they have densities f and g with respect to
the Lebesgue measure that can be taken such that f ≤ C and g ≤ C for some constant C < ∞. Fix
4ε ∈ (0,1/2). Then the chances of not observing any X in [ε,1 − ε]d out of a sample of size m are
P(∀i ∈ [m] ∶Xi ∉ [ε,1 − ε]d) = P(X1 ∉ [ε,1 − ε]d)m (5)
= (∫
[0,1]d∖[ε,1−ε]d
f(x)dx)m (6)
≥ (1 −C(1 − 2ε)d)m (7)
→ 1, when m(1 − 2ε)d → 0. (8)
The condition on m and d holds, for example, when d ≫ logm. (Of course, the same derivations
apply for the Y sample as well.) We conclude that, when the dimension is a little more than
logarithmic in the sample size, the inner hypercube [ε,1 − ε]d is very likely empty of data points.
In fact, the same applies to any hypercube of same dimensions. This is prototypical of a curse
of dimensionality and the consequences are completely standard: if there are no data points in[ε,1 − ε]d (for example, [1/4,3/4]d when ε = 1/4) then (obviously) we cannot distinguish f and g
if they agree outside of that hypercube. And typical smoothness assumptions on f and g (made
explicit later) allow for this to happen.
1.3 Directional alternatives and minimaxity
Recall that t = m + n denotes the total sample size and consider an asymptotic setting where
m ≍ n ≍ t → ∞. In this context, many of the various tests proposed in the literature just cited
are shown to be consistent against all alternatives, and sometimes claimed to be t1/2-consistent,
as in (Hall and Tajvidi, 2002; Schilling, 1986) and also implicitly in (Sriperumbudur et al., 2010),
among others. Furthermore, (Hall and Tajvidi, 2002) places other conventional distributional tests
including Mann-Whitney rank test, Kolmogorov-Smirnov and Cramer-von Mises tests in the same
league as their permutation test. Note that t1/2 is the parametric rate in this context.
As developed in (Hall and Tajvidi, 2002) these results must be understood in the directional
sense. As before, let f and g denote the densities of F and G with respect to the Lebesgue measure.
A directional alternative is of the form g = f + εth (where necessarily ∫ hdν = 0) and a test of the
form {T ≥ τt} is t1/2-consistent in the direction of h if P0(T ≥ τt) → 0 and Pεt(T ≥ τt) → 1 when
εt ≫ 1/√t, where Pε denotes here the law when the samples come from f and g = f + εh, with h
given. The tests in (Hall and Tajvidi, 2002; Schilling, 1986) are shown to be t1/2-consistent in all
directions under additional (but mild) regularity assumptions.
We find it hard to motivate directional consistency, particularly for nonparametric two-sample
goodness-of-fit problems where neither of the distributions F, G are known. Unlike one-sample tests
where local alternatives can be described with respect to the known distribution, for two-sample
tests it is somewhat unclear as to how to characterize such local alternatives. Furthermore, a large-
sample analysis is meant to elucidate what happens in practice when the samples are sufficiently
large. With that in mind, what does it mean for the direction h to remain fixed as m,n →∞? This
aspect is not clear as well. In addition this notion of performance can also be misleading. First, the
rate appears parametric in a typical nonparametric setting. Second, in the present setting, it hides
the fact that there is a bonafide (in fact, prototypical) curse of dimensionality, as argued earlier.
We turn to the notion of minimax performance (worst-case risk), which is much more commonly
used to quantify the hardness of a given statistical problem. The two notions are discussed and
contrasted, for example, in (Baraud et al., 2003).
1.4 Our contribution
Our main purpose here is to clarify the situation by contributing the following:
5• Minimax lower bound. We derive a minimax lower bound under Ho¨lder regularity in arbitrary
dimension following the work of Ingster (1987), who considers the one-sample setting in
dimension d = 1. We do so for the one-sample and two-sample settings. In each case, the
minimax rate exhibits a typical curse of dimensionality.
• The chi-squared test. The minimax performance of the various tests mentioned earlier is, as
far as we know, unknown. As in the one-sample setting in dimension d = 1 (Ingster, 1987),
we show that the (unnormalized) chi-squared test achieves the minimax rate. We do so for
the one-sample and two-sample settings.
• The setting of low-intrinsic dimension. As is now standard in high-dimensional settings, we
consider the case where the supports of F and G have low intrinsic dimension. We argue that
the most relevant setting is when F and G are supported on the same surface and, in this
context, show that the bin-counting tests above, together, achieve the minimax rate in this
setting, thus adapting to the unknown intrinsic dimension.
• Adaptation to unknown smoothness and/or intrinsic dimensionality. We then briefly discuss
the case where the regularity and/or the intrinsic dimensionality of the (common) support
of the underlying distribution are unknown. As in the work of Ingster (2000), we propose a
multiscale version of the chi-squared test that is able to adapt to these unknowns without
much loss in power.
1.5 Notation
For two vectors a = (a1, . . . , ad) and b = (b1, . . . , bd) in Rd, with aj ≤ bj for all j, define the following
hyperrectangle
[a, b] ∶= d∏
j=1
[aj , bj]. (9)
2 The one-sample goodness-of-fit problem
We start by extending the work of Ingster (1987), who considers the one-sample setting in dimension
d = 1, to an arbitrary dimension d ≥ 1.
In the one-sample setting, we have at our disposal one sample X1, . . . ,Xm IID with distribution
F , with density f with respect to the Lebesgue measure ν. The goal is to test
H0 ∶ f = f0 versus H1 ∶ δ(f, f0) ≥ ε, (10)
for some pseudo-metric δ. (Of course, f = f0 is understood modulo a set of ν-measure zero.) We
will work with square-integrable densities, for which the L2-metric is appropriate,
δ(f, g) = ∥f − g∥2 ∶=√∫ (f − g)2dν. (11)
As is common, Ingster (1987) focuses on the case where f0 is the uniform distribution on [0,1].
We do the same, and assume that f0 is the uniform distribution on [0,1]d. The arguments extend
immediately to the case where f0 is supported on [0,1]d and is bounded away from 0 there.
Remark 1 (Known smoothness). In this entire section, we assume that the degree of smoothness s
is known, as in (Ingster, 1987). We postpone the discussion of unknown smoothness to Section 5,
based on Ingster (2000).
62.1 Risk and minimax lower bound
A test, φ, is a Borel measurable function of the data — meaning Rd × ⋯Rd, m times, when m is
the sample size — with values in [0,1], which gives the probability of rejecting the null hypothesis.
Let H denote a class of real-valued functions on Rd and let δ be a pseudo-metric on H. For ε > 0,
define the worst-case risk of a test φ as
R(m)ε (φ;f0;H) = E(m)f0 [φ] + sup{E(m)f [1 − φ] ∶ f ∈ H; δ(f, f0) ≥ ε}, (12)
The first (resp. second) supremum is the largest probability of type I (resp. II) error. The minimax
risk is
R(m)ε (f0;H) = inf
φ
R(m)ε (φ;f0;H). (13)
In nonparametric settings such as the present one, it is customary to make regularity assump-
tions on the underlying distributions. A typical assumption is that of smoothness (Ingster, 1987,
1993). We follow (Ingster, 1987) and work with Ho¨lder regularity. For s > 0, let ⌊s⌋ denote the
largest integer strictly smaller than s. Let Hds(L) denote the class of functions f ∶ [0,1]d ↦ R such
that f has a derivative of order ⌊s⌋ which satisfies
∣f ⌊s⌋(x) − f ⌊s⌋(y)∣ ≤ L∥x − y∥s−⌊s⌋, ∀x, y ∈ [0,1]d. (14)
For convenience,1 we add the assumption that
∥f (s′)∥∞ ≤ L, ∀s′ ∈ {0, . . . , ⌊s⌋}. (15)
For example, the functions in H1(L) are Lipschitz with constant L. A straightforward extension of
(Ingster, 1987) leads to the following lower bound on the minimax rate for the one-sample problem.
Recall that we work with the uniform distribution, where f0 ≡ 1 on [0,1]d, and leave f0 implicit in
(12) and (13).
Theorem 1. For the one-sample problem under known Ho¨lder regularity, there is a constant c > 0
depending only on (s, d,L) such that
R(m)ε (Hds(L)) ≥ 1/2, if ε ≤ cm−2s/(4s+d). (16)
The proof is a natural extension of that of Ingster (1987) and is only provided for pedagogical
reasons. This result quantifies the curse of dimensionality presented in Section 1.2. In particular,
we can see again that if d≫ logm, the upper bound on ε does not tend to zero as m→∞.
2.2 The chi-squared test
In the one-sample setting in dimension d = 1, when the Ho¨lder regularity s is known, Ingster (1987)
states in his main result that the (one-sample) chi-squared test with bin size κ ≍m2/(4s+1) achieves
the minimax rate. He then proves this when the number of bins is negligible compared to the
number of samples, meaning, when κ = o(m). Our own calculations reveal that this is essential
for the chi-squared test to achieve the minimax lower bound. In dimension d, the chi-squared test
rejects for large values of
Γoneκ ∶= ∑
k∈[κ]d
(Mk,κ −mκ−d)2, (17)
1It can be shown that a density f satisfying (14) satisfies (15) but with L replaced by a larger constant depending
only on (s, d,L). This is not true of just any function satisfying (14) since that condition alone does not imply a
uniform bound on the supnorm.
7where, for an integer κ ≥ 1 and k ∈ [κ]d, we define the bin counts
Mk,κ =#{i ∈ [m] ∶ Xi ∈ ((k − 1)/κ,k/κ]}. (18)
When s is known, we set the bin size to be
κ = κ(s, d) ∶= ⌊m2/(4s+d)⌋. (19)
Generalizing the work of Ingster (1987) to the setting of dimension d, one gets the following.
Theorem 2. In the one-sample problem under known Ho¨lder regularity, consider the chi-squared
test φκ,τ ∶= I{Γoneκ > τ}. There are constants c1 depending only on (d,L) and c2 depending only on(s, d,L) such that, by choosing κ as in (19) and τ =m + amκ−d/2 with a ≥ 1,
R¯(m)ε (φκ,τ ;Hds(L)) ≤ c1/a2, if ε ≥ c2am−2s/(4s+d). (20)
In particular, the performance of the chi-squared test matches the minimax lower bound of
Theorem 1 up to a multiplicative constant.
Remark 2. We do not provide proofs of Theorem 2 since it is analogous (and in fact simpler) than
the proof of Theorem 4, the corresponding result in the two-sample setting.
Remark 3 (Calibration by Monte Carlo). Although we provide a critical value for the test statistic
(17), in practice it can be very approximate and a calibration by Monte Carlo simulation (under
the null distribution) is recommended. The calibration is meant to control the probability of type
I error at a given level. Indeed, the risk is typically difficult, if not impossible, to compute.
3 The two-sample goodness-of-fit problem
We now turn to the two-sample goodness-of-fit setting. Here we have at our disposal two inde-
pendent samples, X1, . . . ,Xm IID with distribution F and Y1, . . . , Yn IID with distribution G. We
assume that F and G have densities f and g with respect to the Lebesgue measure on [0,1]d. The
goal is to test
H0 ∶ f = g versus H1 ∶ δ(f, g) ≥ ε. (21)
for some pseudo-metric δ. As before, we use the L2-metric (11) and assume that f and g are in the
Ho¨lder class parameterized by (s, d,L).
Remark 4 (Known smoothness). This section focuses on the two-sample problem and parallels
Section 2 in structure. We still assume that the degree of smoothness s is known and postpone the
discussion of unknown smoothness to Section 5.
3.1 Risk and minimax lower bound
A test, φ, is now a Borel measurable function of the data — which now consists of m points from
the X-sample and n points from the Y -sample. Let H denote a class of real-valued functions on
R
d and let δ be a pseudo-metric on H. For ε > 0, define the worst-case risk of a test φ as
R(m,n)ε (φ;H) = sup{E(m,n)f,f [φ] ∶ f ∈ H} + sup{E(m,n)f,g [1 − φ] ∶ f, g ∈ H; δ(f, g) ≥ ε}. (22)
The minimax risk is
R(m,n)ε (H) = inf
φ
R(m,n)ε (φ;H), (23)
8where the infimum is over all tests φ.
We obtain a minimax lower bound by reducing the two-sample problem to the one-sample
problem. Intuitively, it is clear that the former is at least as hard as the latter, which in essence
corresponds to the case where one of the samples (say, the Y -sample) is infinite, so that the density
(g for the Y -sample) is known in principle.
Lemma 1. For any class H, any pseudo-metric δ, any ε > 0, any density function f0 ∈ H, and any
integers m,n ≥ 1,
R(m)ε (f0;H) ≤ R(m,n)ε (H). (24)
Lemma 1 and Theorem 1, together, lead to the following.
Theorem 3. For the two-sample problem under known Ho¨lder regularity, there is a constant c > 0
depending only on (s, d,L) such that
R(m,n)ε (Hds(L)) ≥ 1/2, if ε ≤ c(m ∧ n)−2s/(4s+d). (25)
3.2 The chi-squared test
For an integer κ ≥ 1 and k ∈ [κ]d, define the bin counts
Mk,κ =#{i ∈ [m] ∶ Xi ∈ ((k − 1)/κ,k/κ]},
Nk,κ =#{j ∈ [n] ∶ Yj ∈ ((k − 1)/κ,k/κ]}. (26)
In the two-sample setting (with equal sample sizes), the chi-squared test is typically defined as the
test rejecting for large values of
∑
k∈[κ]d
(nMk,κ −mNk,κ)2
Mk,κ +Nk,κ . (27)
For simplicity, we work instead with the unnormalized chi-squared test, which rejects for large
values of
∑
k∈[κ]d
(nMk,κ −mNk,κ)2. (28)
In fact, to further simplify the setting, we focus on the case where m = n, in which case the test
rejects for large values of
Γκ = ∑
k∈[κ]d
(Mk,κ −Nk,κ)2, (29)
In principle, if one simply wants a test that matches the minimax lower bound stated in Theorem 3,
in what follows one can simply assume that m ≤ n (without loss of generality) and that n −m
observations from the Y sample have been discarded. Although no one would do this in practice,
the resulting chi-squared test achieves the minimax rate.
Theorem 4. In the two-sample problem under known Ho¨lder regularity, consider the chi-squared
test φκ,τ ∶= I{Γκ > τ}. There are constants c1 depending only on L and c2 depending only on(s, d,L) such that, by choosing κ as in (19) and τ = 2m + amκ−d/2 with a ≥ 1,
R¯(m,m)ε (φκ,τ ;Hds(L)) ≤ c1/a2, if ε ≥ c2am−2s/(4s+d). (30)
Remark 5 (Calibration by permutation). Although we provide a critical value for the test statistic
(29), in practice such values are not reliable and a calibration by permutation is recommended.
The calibration is again meant to control the probability of type I error at a given level.
94 The assumption of low intrinsic dimension
When the data are high dimensional, a common approach to circumvent the curse of dimensionality
— which we now know is at play here — is to assume the data have a low intrinsic dimensionality.
In our context, in the one-sample setting, this translates into assuming that the null distribution
has support of low dimension. For example, it could be the uniform distribution on a surface. In
that case, the chi-square test could be based on bins that partition the surface, and not much is
different. Thus we focus the discussion on the more complex setting of two samples.
We consider that setting under the assumption that distributions F and G have supports of
low dimension. This leads to two emblematic situations:
• Possibly distinct supports. F (resp.G) is the uniform distribution on a compact set S (resp. T )
of Rd. In this case, the goal is to test S = T versus δ(S,T ) ≥ ε for some given pseudo-metric
on a given class of sets. For example, the class could be that of submanifolds of dimension d0
(for some d0 ≤ d, perhaps unknown), without boundary and reach ≥ r (Federer, 1959) and δ
could be the minimum separation between S and T .
• Same support. F and G have densities f and g with respect to ν, the uniform measure on a
compact set S in Rd of dimension d0 ≤ d (for some d0 ≤ d, perhaps unknown). Here the goal
is the same as in (21).
The first setting is closely related to some literature on manifold estimation (Genovese et al.,
2012a,b; Kim et al., 2015), detection (Arias-Castro et al., 2010) and clustering (Arias-Castro et al.,
2011). Based on that literature we speculate that to achieve a modicum of (minimax) optimality
requires more specialized tests than the bin-counting tests. For the sake of cohesion, we will not
address this situation here.
In the second setting, if S is known the problem is very close to that of testing in Rd0 , the only
difference being that the binning would be custom built for S. We now consider this setting when
S is unknown. It happens that the bin-counting tests are able to adapt to an unknown support.
This is not surprising since the same phenomenon arises in regression (Kpotufe, 2011).
Let Sd0
1
(L0) denote the class of sets in [0,1]d that can be covered with L0κd0 bins in the
same partition of [0,1]d into κd bins as before, for any κ > 0. By definition, the sets in Sd0
1
(L0)
have box dimension at most d0. For s ∈ (0,1], let Hd,d0s (L,L0) denote the sets of real-valued
functions f defined on some S ∈ Sd0
1
(L0) and that satisfy (14)-(15). Since Sd01 (L0) includes S =[0, (L0 ∧ 1)1/d0]d0 × {0}d, Theorem 3 applies (with d replaced by d0). Theorem 4 also applies (with
d replaced by d0), since the arguments (detailed in Section 7) are entirely based on the number of
bins and the approximation within each bin.
To define higher orders of smoothness requires the support set to be smooth enough. Therefore,
for an integer q ≥ 2, let
Sd0q (L0) = {S = σ([0,1]d0) ∶ σ = (σ1, . . . , σd) with σk ∈Hd0q (L0) and range(σk) ⊂ [0,1]}. (31)
For S ∈ Sd0q (L0), we say that a function f ∶ S ↦ R is ℓ times differentiable, with 0 ≤ ℓ ≤ q − 1, if
there is σ as in (31) such that f ○ σ is ℓ times differentiable. For s ∈ (q − 1, q], let Hd,d0s (L,L0)
denote the sets of real-valued functions f defined on some S ∈ Sq(L0) and satisfy (14)-(15). With
this definition, once again, Theorem 3 and Theorem 4 apply. (We note that all this remains true
under the stronger requirement that f ∈ Hds(L), which in particular requires that f is defined on
the whole [0,1]d. In that case, it suffices that S ∈ Sd0
1
(L0).)
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Remark 6 (Choice of κ). We have assumed that the bin size κ is chosen appropriately according
to the intrinsic dimension d0 of S and the smoothness s of the densities. With this information,
one would choose κ = κ(s, d0) as defined in (19), which is the choice of κ when the dimension is
d0. If the intrinsic dimension of S is unknown, one can resort to a multiscale test as described in
Section 5.
5 Adaptation to unknown smoothness and/or intrinsic dimension
We assumed in Section 2 and Section 3 that the degree of Ho¨lder smoothness s was known, and in
Section 4 we assumed that the dimension of the underlying support was known, and in both cases,
this information was crucially used in the choice of bin size. It is natural to ask what can be done
when this information is not available.
Ingster (2000) considers the situation where the smoothness is unknown, again focusing entirely
on the one-sample setting in dimension d = 1. He proposes a multiscale chi-squared test, which
consists in performing the chi-squared test of Section 2.2 for each dyadic bin size in a certain range
and applying a Bonferroni correction for multiple testing. With proper calibration, he shows that
the test achieves the minimax rate, which he also derives for the setting where the smoothness is
unknown and happens to differ from (16) by the fact that m there is replaced by m/√log logm
factor in the upper bound on ε. In what follows, we also study a multiscale chi-squared test and
derive a performance bound that, although crude compared to Ingster’s, is sufficient to show that
not much power is lost when the smoothness is unknown. We will leave it as an exercise to the
reader to check that the same test is able to adapt to the intrinsic dimension of the underlying
support in the context of Section 4. We also focus on the two-sample setting and leave it to the
reader to work out the details in the one-sample setting (which is simpler).
5.1 Risk and minimax lower bound
In the adaptive two-sample setting, for S ⊂ (0,∞) and ε = (εs ∶ s ∈S), define the risk of a test φ as
sup
s∈S
R(m,n)εs (φ;Hds(L)), (32)
and then the minimax risk as
inf
φ
sup
s∈S
R(m,n)εs (φ;Hds(L)), (33)
where this time the infimum is over all tests φ with only knowledge of S and not the specific
smoothness s in that set. (The parameters ε,L remain known, as before.)
Here we content ourselves with the obvious lower bound
inf
φ
sup
s′∈S
R(m,n)εs′ (φ;Hds′(L)) ≥ infφ R(m,n)εs (φ;Hds(L)), ∀s ∈ S, (34)
so that, if c(s) denotes the constant appearing in (25), we have
inf
φ
sup
s∈S
R(m,n)εs (φ;Hds(L)) ≥ 1/2, if there is s ∈ S such that εs ≤ c(s)(m ∧ n)−2s/(4s+d). (35)
Ingster (2000) derives a sharper bound for the case where S is a compact interval of (0,∞).
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5.2 The multiscale chi-squared test
Following Ingster (2000), we propose a multiscale chi-squared test which consists in testing at
different (dyadic) bins sizes. We focus again on the case where m = n and propose rejecting for
large values of
φ =max
κ
I{Γκ ≥ τκ}, (36)
where Γκ is defined in (29),
τκ ∶= 2m + am(logm)1/2κ−d/2, (37)
and the maximum is over κ ∈ {2b ∶ b = 1, . . . , bmax} where bmax ∶= ⌊2d log2(m)⌋.
Proposition 1. The multiscale chi-squared test φ above satisfies
sup
s>0
R(m,n)εs (φ;Hds(L)) ≤ c1/a2, if εs ≥ c2(s)a(logm)1/2m−2s/(4s+d) for all s > 0, (38)
where c1 is a constant depending only on (d,L) and c2(s) is the c2 constant appearing in (30).
Ingster (2000) consider a different variant of the multiscale chi-squared test for which he estab-
lishes a sharper bound for the case where S is a compact interval of (0,∞) using a variant of the
Berry-Esseen inequality. The resulting bound matches the minimax rate (for the adaptive setting).
We conjecture the same is true here, that the minimax rate in the adaptive setting is not the same
and that a variant of the multiscale chi-squared test achieves the minimax rate. (Our coarser work
leaves a gap between the lower bound (35) and the upper bound (38) of order
√
logm.)
6 Discussion
We started by giving a quick and simple argument for the existence of a typical curse of dimen-
sionality in the context of the problem of nonparametric goodness-of-fit testing. We then extended
the work of Ingster (1987) to the two-sample setting in arbitrary dimension. We found that the
minimax rate exhibits a typical curse of dimensionality as the exponent is roughly proportional
to the inverse of the dimension. All this will not surprise the expert or even the person generally
knowledgeable in the challenge posed by high-dimensional data. What is surprising is that the
curse of dimensionality is not discussed, in fact not even mentioned, in the literature on two-sample
goodness-of-fit testing, and this was the main motivation for the present article.
Goodness-of-fit testing in practice Our main point in this paper is to bring to the attention
of people working in the field and, as importantly, ‘innocent’ bystanders, that despite the literature
being silent on the issue, there is a bonafide curse of dimensionality. The point was already made
in Section 1.2, with the remaining of the paper wholly dedicated to the derivation of the minimax
rate.
We exhibit tests that match the lower bounds that we derive, and this is their only purpose
in the confines of the present work. In particular, these tests are not advocated as improvements
over existing methods. In fact, we have reasons to believe that other methods in the literature, in
particular some RKHS procedures, also achieve the minimax rate, but proving this is beyond the
scope of this paper.
The main advice we have in regards to the practice of goodness-of-fit testing is to be aware
of the underlying challenges in high-dimensions. This awareness may help the practitioner decide
whether a goodness-of-fit test is appropriate or simply too ambitious. In addition, we recommend
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the use of an adaptive procedure that chooses any tuning parameter based on the data. This
advice is generally applicable. In the present setting, as alluded to in Section 5, such a strategy
can allow one to take advantage of the smoothness of the underlying densities and of the intrinsic
dimensionality of the data. Most of the methods cited in the Introduction involve the choice of
a tuning parameter — for example, the number of nearest neighbors in (Friedman and Steppel,
1974) or the kernel bandwidth in RKHS methods (Sriperumbudur et al., 2010) — and the choice
of this tuning parameter is perhaps not sufficiently discussed. See (Gretton et al., 2012) for some
such discussion focused on RKHS methods.
7 Proofs
7.1 Proof of Lemma 1
Let φ be any test for the two-sample problem. Define a test ψ for the one-sample problem as follows
ψ(x1, . . . , xm) = E(n)f0 [φ(x1, . . . , xm;Y1, . . . , Yn)], (39)
where in the expectation Y1, . . . , Yn are IID from f0. By Tonelli’s theorem, we then have
R(m)ε (ψ;f0;H) = E(m,n)f0,f0 [φ] + sup{E(m,n)f,f0 [1 − φ] ∶ f ∈H; δ(f, f0) ≥ ε}
≤ R(m,n)ε (φ;H). (40)
By definition R
(m)
ε (f0;H) ≤ R(m)ε (ψ;f0;H), and then the proof follows by taking the infimum over
all tests φ for the two-sample problem.
7.2 Proof of Theorem 1
As is customary, we build a prior on the set of alternatives. Let h ∶ Rd ↦ R be infinitely differentiable
with support in [0,1]d and such that ∫ h = 0 and ∫ h2 = 1. Let κ ≥ 1 be an integer. For j ∈ Zd,
define hj,κ(x) = κd/2h(κx−j +1) and note that hj,κ is supported on [(j −1)/κ, j/κ] with ∥hj,κ∥2 = 1.
For η = (η1, . . . , ηκd) ∈ {−1,+1}κd and ρ > 0 to be chosen later, define
fη = f0 + ρ ∑
j∈[κ]d
ηjhj,κ ≜ 1 + ρ ∑
j∈[κ]d
ηjhj,κ, (41)
Note that ∫ fη = 1. In addition, using the fact that the hj,κ’s have disjoint supports, we have the
following:
• For ρκd/2∥h∥∞ ≤ 1, we have
fη ≥ 1 − ρκd/2∥h∥∞ ≥ 0. (42)
• For ρκd/2+sC/L ≤ 1, where C ∶= 4∥h(⌊s⌋)∥∞ ∨ 2∥h(⌊s⌋+1)∥∞, we have fη ∈ Hds(L). To see this,
first note that fη is infinitely differentiable. Take x, y ∈ [0,1]d. Let k, l ∈ [κ]d be such that
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x ∈ [(k − 1)/κ,k/κ] and y ∈ [(l − 1)/κ, l/κ]. Then
∣f (⌊s⌋)η (x) − f (⌊s⌋)η (y)∣ = ρκd/2κ⌊s⌋∣ ∑
j∈[κ]d
ηj[h(⌊s⌋)(κx − j + 1) − h(⌊s⌋)(κy − j + 1)]∣
≤ ρκd/2+⌊s⌋[∣h(⌊s⌋)(κx − k + 1) − h(⌊s⌋)(κy − k + 1))∣
+ ∣h(⌊s⌋)(κx − l + 1) − h(⌊s⌋)(κy − l + 1))∣]
≤ ρκd/2+⌊s⌋[(4∥h(⌊s⌋)∥∞) ∧ (2∥h(⌊s⌋+1)∥∞κ∥x − y∥)]
≤ ρκd/2+⌊s⌋(4∥h(⌊s⌋)∥∞ ∨ 2∥h(⌊s⌋+1)∥∞) (1 ∧ κ∥x − y∥)
≤ L∥x − y∥s−⌊s⌋,
(43)
where we have used the fact that (1 ∧ u)a ≤ ua for any u > 0 and 0 < a < 1.
Given κ, take ρ just small enough that these conditions are satisfied. Then with ε = ρκd/2, we have
∥fη − f0∥22 = ρ2 ∑
j∈[κ]d
∫ (ηjhj,κ)2 = ρ2κd = ε2. (44)
Then, as prior on the set of alternatives, consider the uniform distribution on {fη ∶ η ∈ {−1,+1}κd}.
In other words, the prior picks an alternative by drawing a Rademacher vector η and forming fη.
The following is standard. The minimax risk is lower bounded by the Bayes (i.e., average) risk
with respect to that prior, which is attained by the likelihood ratio test {W > 1}, where
W ∶= 2−κd ∑
η∈{−1,+1}κd
m
∏
i=1
fη(Xi). (45)
It is well-known that the risk of the likelihood ratio test is bounded from below by 1− 1
2
√
Var0(W ).
We thus turn to upper bounding Var0(W ) = E0(W 2) − 1. We have
E0(W 2) = 2−2κd ∑
η,η′∈{−1,+1}κd
m
∏
i=1
E0 (fη(Xi)fη′(Xi)) (46)
with
m
∏
i=1
E0 (fη(Xi)fη′(Xi)) = ⟨fη, fη′⟩m = (1 + ρ2⟨η, η′⟩)m ≤ exp (mρ2⟨η, η′⟩), (47)
using the fact that {hj,κ ∶ j ∈ [κ]} are orthonormal. Thus, seeing η, η′ as IID Rademacher vectors,
we have
E0(W 2) ≤ Eη,η′ [ exp (mρ2⟨η, η′⟩)] = cosh(mρ2)κd ≤ (1 + (mρ2)2)κd ≤ exp (κd(mρ2)2), (48)
using the fact that cosh(x) ≤ 1 + x2 for x ∈ [0,1]. This assumes that mρ2 ≤ 1. In that case,
Var0(W ) ≤ 1 when κd(mρ2)2 ≤ log 2, which in turn implies that the minimax risk is bounded from
below by 1/2. It is then easy to see that we may choose κ = ⌊m2/(4s+d)⌋ and ρ = cm−(2s+d)/(4s+d) for
a sufficiently small constant c > 0. This results in ε ≍m−2s/(4s+d).
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7.3 The chi-squared test
We first consider the chi-squared goodness-of-fit test in a general situation, where we are testing
the equality of two distributions p and q on a discrete set K based on a sample A1, . . . ,Am from p
and a sample B1, . . . ,Bm from q, all independent. The (unnormalized) chi-squared rejects for large
values of
T = ∑
k∈K
(Mk −Nk)2, (49)
where
Mk =#{i ∈ [m] ∶ Ai = k}, Nk =#{j ∈ [m] ∶ Bj = k}, (50)
We will see p and q as (probability) vectors indexed by K. For a vector u = (uk), let ⟨u⟩ = ∑k uk,
let ua = (uak) for any a > 0, and if v = (vk) is another vector, let uv = (ukvk).
Lemma 2. We have
E(T ) = 2m +m2⟨(p − q)2⟩ −m(⟨p2⟩ + ⟨q2⟩), (51)
and
Var(T ) ≤ 2m2⟨(p + q)2⟩ + 4m3(⟨(p + q)(p − q)2⟩ + 2⟨pq⟩⟨(p − q)2⟩). (52)
Proof. Let αii′ = I{Ai = Ai′}, βjj′ = I{Bj = Bj′}, and γij = I{Ai = Bj}. We have
T = ∑
i,i′
αii′ +∑
j,j′
βjj′ − 2∑
i,j
γij (53)
= 2m + ∑
i≠i′
αii′ + ∑
j≠j′
βjj′ − 2∑
i,j
γij , (54)
using the fact that αii = 1 and βjj = 1.
For the expectation, we use the fact that
E(αii′) = ⟨p2⟩, ∀i ≠ i′; E(βjj′) = ⟨q2⟩, ∀j ≠ j′; E(γij) = ⟨pq⟩, ∀i, j. (55)
For the variance, we have
Var(T ) = Var (∑
i≠i′
αii′) +Var ( ∑
j≠j′
βjj′) + 4Var (∑
i,j
γij) (56)
− 4Cov(∑
i≠i′
αii′ , ∑
i,j
γij) − 4Cov(∑
j≠j′
βjj′, ∑
i,j
γij), (57)
where we used the fact that the α’s are independent of the β’s. We derive
Var (∑
i≠i′
αii′) = ∑
i1≠i′1
∑
i2≠i′2
Cov(αi1i′1 , αi2i′2) (58)
where, for i1 ≠ i′1 and i2 ≠ i′2,
Cov(αi1i′1 , αi2i′2) = E(αi1i′1αi2i′2) −E(αi1i′1)E(αi2i′2) (59)
= P(Ai1 = Ai′1 ,Ai2 = Ai′2) − P(Ai1 = Ai′1)P(Ai2 = Ai′2), (60)
so that
Cov(αi1i′1 , αi2i′2) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⟨p2⟩ − ⟨p2⟩2, if {i1, i′1, i2, i′2} has 2 distinct elements;⟨p3⟩ − ⟨p2⟩2, if {i1, i′1, i2, i′2} has 3 distinct elements;
0, otherwise.
(61)
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Counting how many instances of each case arises in the sum above, we arrive at
Var (∑
i≠i′
αii′) = 2m(m − 1)(⟨p2⟩ − ⟨p2⟩2) + 4m(m − 1)(m − 2)(⟨p3⟩ − ⟨p2⟩2) (62)
≤ 2m2⟨p2⟩ + 4m2(m − 1)(⟨p3⟩ − ⟨p2⟩2). (63)
By analogy, we directly deduce that
Var ( ∑
j≠j′
βjj′) = 2m(m − 1)(⟨q2⟩ − ⟨q2⟩2) + 4m(m − 1)(m − 2)(⟨q3⟩ − ⟨q2⟩2) (64)
≤ 2m2⟨q2⟩ + 4m2(m − 1)(⟨q3⟩ − ⟨q2⟩2). (65)
Similarly,
Var (∑
i,j
γij) = ∑
i1,j1
∑
i2,j2
Cov(γi1j1 , γi2j2), (66)
with
Cov(γi1j1 , γi2j2) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
⟨pq⟩ − ⟨pq⟩2, if i1 = i2 and j1 = j2;⟨pq2⟩ − ⟨pq⟩2, if i1 = i2 and j1 ≠ j2;⟨p2q⟩ − ⟨pq⟩2, if i1 ≠ i2 and j1 = j2;
0, otherwise.
(67)
Then counting how many instances of each case arises in the sum above, we arrive at
4Var (∑
i,j
γij) = 4m2(⟨pq⟩ − ⟨pq⟩2) + 4m2(m − 1)(⟨pq2⟩ + ⟨p2q⟩ − 2⟨pq⟩2) (68)
≤ 4m2⟨pq⟩ + 4m2(m − 1)(⟨pq2⟩ + ⟨p2q⟩ − 2⟨pq⟩2). (69)
We also have
Cov(∑
i≠i′
αii′ , ∑
i,j
γij) = ∑
i1≠i′1
∑
i2,j2
Cov(αi1i′1 , γi2j2), (70)
with
Cov(αi1i′1 , γi2j2) =
⎧⎪⎪⎨⎪⎪⎩
⟨p2q⟩ − ⟨p2⟩⟨pq⟩, if i1 = i2 or i′1 = i2;
0, otherwise.
(71)
Then counting how many instances of each case arises in the sum above, we arrive at
−4Cov(∑
i≠i′
αii′ , ∑
i,j
γij) = −8m2(m − 1)(⟨p2q⟩ − ⟨p2⟩⟨pq⟩). (72)
By analogy, we directly deduce that
−4Cov(∑
j≠j′
βjj′, ∑
i,j
γij) = −8m2(m − 1)(⟨pq2⟩ − ⟨q2⟩⟨pq⟩). (73)
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Combining all the inequalities above, and simplifying a bit, we arrive at
Var(T ) ≤ 2m2(⟨p2⟩ + ⟨q2⟩ + 2⟨pq⟩) (74)
+ 4m2(m − 1)(⟨p3⟩ − ⟨p2⟩2 + ⟨q3⟩ − ⟨q2⟩2 + ⟨pq2⟩ + ⟨p2q⟩ − 2⟨pq⟩2 (75)
− 2[⟨p2q⟩ − ⟨p2⟩⟨pq⟩ + ⟨pq2⟩ − ⟨q2⟩⟨pq⟩]) (76)
= 2m2(⟨p2 + q2 + 2pq⟩) (77)
+ 4m2(m − 1)(⟨p3 + q3 − p2q − q2p⟩ (78)
− ⟨p2⟩2 − ⟨q2⟩2 − 2⟨pq⟩2 + 2⟨p2⟩⟨pq⟩ + 2⟨q2⟩⟨pq⟩) (79)
= 2m2⟨(p + q)2⟩ (80)
+ 4m2(m − 1)(⟨(p + q)(p − q)2⟩ (81)
+ 2⟨pq⟩⟨(p − q)2⟩ + 2⟨pq⟩2 − ⟨p2⟩2 − ⟨q2⟩2) (82)
≤ 2m2⟨(p + q)2⟩ + 4m2(m − 1)(⟨(p + q)(p − q)2⟩ + 2⟨pq⟩⟨(p − q)2⟩), (83)
using the fact that
2⟨pq⟩2 − ⟨p2⟩2 − ⟨q2⟩2 ≤ 2⟨p2⟩⟨q2⟩ − ⟨p2⟩2 − ⟨q2⟩2 = −(⟨p2⟩ − ⟨q2⟩)2 ≤ 0, (84)
by the Cauchy-Schwarz inequality.
Having computed the mean and variance of the statistic T , we now apply Chebyshev’s inequality
to analyze the performance of the corresponding test. For a vector u = (uk), let ∥u∥∞ = supk uk
and ∥u∥ = (∑k u2k)1/2.
Corollary 1. Consider testing within the class of probability distributions r on K such that ∥r∥∞ ≤ η
for some η > 0. There are universal constants v1, v2 > 0 such that, for any a > 0, the test with
rejection region {T − 2m ≥ am√η} has size at most v1/a2, and has power at least 1 − v1/a2 against
alternatives satisfying ∥p − q∥2 ≥ v2(a√η ∨ a2η ∨ η)/m. (85)
Proof. First assume that we are under the null so that p = q. By Lemma 2, we have E[T ] ≤ 2m
and Var(T ) ≤ 8m2⟨p2⟩, with ⟨p2⟩ = ∑
k
p2k ≤ η∑
k
pk = η, (86)
using the fact that ∥p∥∞ ≤ η, mink pk ≥ 0, and ∑k pk = 1. (The same manipulations are performed
below, but details are omitted.) Thus, by Chebyshev’s inequality,
T − 2m ≥ am√η (87)
with probability at most 8/a2.
When p ≠ q, by Lemma 2, we have
E[T ] − 2m ≥m2∥p − q∥2 − 2mη (88)
and
Var(T ) ≤ 8m2η + 4m3[2η∥p − q∥2 + 2η∥p − q∥2] = 8m2η + 16m3η∥p − q∥2. (89)
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Then, by Chebyshev’s inequality,
T − 2m ≤m2∥p − q∥2 − 2mη − a√8m2η + 16m3η∥p − q∥2 (90)
with probability at most 1/a2. Thus the test has power at least 1− 1/a2 against alternatives where
m2∥p − q∥2 − 2mη − a√8m2η + 16m3η∥p − q∥2 ≥ am√η. (91)
This shows that it is enough that
m2∥p − q∥2 ≥ 4(2mη ∨ a√8m2η ∨ a√16m3η∥p − q∥2 ∨ am√η). (92)
From this we conclude.
7.4 Proof of Theorem 4
Since we are dealing with continuous distributions we have to take the approximation error due to
binning into account. Leaving κ implicit, define
Hk = [(k − 1)/κ,k/κ], pk = ∫
Hk
f(x)dx, qk = ∫
Hk
g(x)dx. (93)
By definition, for any h ∈Hds(L), ∥h∥∞ ≤ L. Using this, we get
pk ≤ ∥f∥∞κ−d ≤ η ∶= Lκ−d, ∀k, (94)
and similarly for qk. Define p = (pk) and q = (qk). By Corollary 1 (with v1 and v2 defined there),
the test under consideration has risk at most 2v1L/a2 when (85) holds under the alternative. We
now examine when (85) holds.
The following is an extension of (Ingster, 1987, Eq (15)) to the setting of dimension d. The
proof is provided in Section 7.5.
Lemma 3. For a continuous function h ∶ [0,1]d ↦ R and an integer κ ≥ 2, define Wκ[h] =
∑k κd(∫Hk,κ h)IHk,κ , where Hk,κ = [(k − 1)/κ,k/κ]. Then there are constants b1, b2 > 0 depending
only on (d, s,L) such that
∥Wκ[h]∥2 ≥ b1∥h∥2 − b2κ−s, ∀h ∈Hds(L). (95)
Applying Lemma 3, we obtain
∥p − q∥2 = κ−d∥Wκ[f] −Wκ[g]∥22 ≥ κ−d(b∗1∥f − g∥2 − b∗2κ−s)2, (96)
where b∗
1
∶= b1(d, s,2L) and b∗2 ∶= b2(d, s,2L), using the fact that f − g ∈Hds(2L) when f, g ∈Hds(L).
In our setting, recall that ∥f − g∥2 ≥ ε. Because of our choice of κ in (19), taking the constant
c2 in (30) large enough, we may enforce ε ≥ 2(b∗2/b∗1)κ−s, and thus obtain the lower bound
∥p − q∥2 ≥ c3κ−dε2, (97)
for a constant c3 > 0 depending on (s, d,L). Condition (85) holds when
c3κ
−dε2 ≥ v2(a√η ∨ a2η ∨ η)/m, (98)
which, recalling that η = Lκ−d, is the case when
ε2 ≥ c4(a2 ∨ 1)κd/2/m, (99)
for a constant c4 > 0 depending on (s, d,L). Plugging-in the value for κ from (19), we conclude.
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7.5 Proof of Lemma 3
The following is well-known.
Lemma 4. Fix any h ∈ Hds(L) and any x0 ∈ [0,1]d. Let u denote the ⌊s⌋-order Taylor series of h
at x0. There is a constant L
′ depending only on (d, s,L) such that
∣h(x) − u(x)∣ ≤ L′∥x − x0∥s, ∀x ∈ [0,1]d. (100)
Fix h ∈Hds(L) and an integer r ≥ 1 to be chosen large enough, but fixed, later on. Let uj be the⌊s⌋-order Taylor series of h at (j − 1)r/κ. For j0 ∈ {1, . . . , [r/κ]}, let H˜j0 denote [(j0 − 1)r/κ, j0r/κ]
if j0 ≤ [r/κ]− 1, and equal to [(j0 − 1)r/κ,1] otherwise, and for j = (j1, . . . , jd), with some abuse of
notation, define H˜j = ∏dl=1 H˜jl. Define u = ∑j ujIH˜j . By Lemma 4, we have
∣h(x) − u(x)∣ ≤ L′(√d2r/κ)s =∶ c1κ−s, ∀x ∈ [0,1]d, (101)
where c1 does not depend on κ. (We used the fact that diam(H˜j) ≤ √d2r/κ.) With this and the
triangle inequality, we have
∥Wκ[h]∥2 ≥ ∥Wκ[u]∥2 − ∥Wκ[u] −Wκ[h]∥2
≥ ∥Wκ[u]∥2 − ∥u − h∥2
≥ ∥Wκ[u]∥2 − c1κ−s. (102)
We need the following.
Lemma 5. Let Pdm denote the class of polynomials on Rd of degree at most m. Let Q = (Qj) be
a discrete partition of [0,1]d such that ∣Qj ∣ > 0 for all j and define WQ[v] = ∑j 1∣Qj ∣(∫Qj v)IQj for
all v continuous on [0,1]d. There is a constant c2 > 0 depending only on (d,m) such that, when
δ(Q) ∶=maxj diam(Qj) ≤ c2, ∥WQ(v)∥2 ≥ c2∥v∥2, ∀v ∈ Pdm. (103)
Proof. Assume for contradiction that there is an sequence Ql = (Qlj) of partitions of [0,1]d such
that, for all l ≥ 1, δ(Ql) ≤ 1/l and there is some vl ∈ Pdm such that ∥WQl(vl)∥2 < (1/l)∥vl∥2. Without
loss of generality, we may assume that ∥vl∥2 = 1. In that case, by compactness of {v ∈ Pdm ∶ ∥v∥2 = 1},
the sequence (vl) has at least one accumulation point.2 Choose one of them, denoted v∞ ∈ Pdm. On
the one hand, ∥v∞∥2 = 1. On the other hand,
∥WQl(v∞)∥2 ≤ ∥WQl(v∞ − vl)∥2 + ∥WQl(vl)∥2
≤ ∥v∞ − vl∥2 + 1/l → 0, l →∞, (104)
and ∥WQl(v∞)∥2 → ∥v∞∥2, l →∞, (105)
by dominated converge, implying that ∥v∞∥2 = 0. We thus have a contradiction.
Coming back to (102), since Wκ[u] = ∑jWκ[ujIH˜j ] with the functions on the RHS having
non-overlapping supports, we have
∥Wκ[u]∥22 = ∑
j
∥Wκ[ujIH˜j ]∥22. (106)
2On Pdm, the topology of induced by the ∥ ⋅ ∥2 (on [0,1]
d) coincides with the topology as a finite vector space.
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By Lemma 5, after translating and rescaling H˜j into [0,1]d, we have ∥Wκ[ujIH˜j ]∥2 ≥ c2∥ujIH˜j∥2 as
soon as r is large enough (independent of κ). We fix such an r henceforth, and derive
∥Wκ[u]∥22 ≥ ∑
j
c22∥ujIH˜j∥22 = c22∥u∥22. (107)
And as before, ∥u∥2 ≥ ∥h∥2 − ∥h − u∥2 ≥ ∥h∥2 − c1κ−s. (108)
Thus,
∥Wκ[h]∥2 ≥ c22(∥h∥2 − c1κ−s)2 − c1κ−s
≥ c22∥h∥2 − (2c22 + 1)c1κ−s. (109)
7.6 Proof of Proposition 1
We elaborate on the arguments laid out in Section 7.4. By Corollary 1 (with v1 and v2 defined
there), the test at κ has size at most v1L/(a√logm)2, so by the union bound, the combined test
(36) has size at most bmaxv1L/(a2 logm) ≤ c1/a2, for a constant c1 that depends only on L.
Now fix an alternative, meaning with f ≠ g both in Hsd(L) with such that ∥f − g∥2 ≥ ε. Let b
be the integer defined by 2b−1 < κs ≤ 2b, where κs = κ(s, d) defined in (19). Note that (eventually)
1 ≤ b ≤ bmax by the fact that b − 1 < log2(κs) ≤ b with log2(κs) = 24s+d log2m and 24s+d < 2d . We
then let κ = 2b and consider the test based on Γκ. The same analysis carried out in Section 7.4 is
immediately seen to apply, the only difference being in (94), where instead pk ≤ Lκ−ds ≤ 2−dLκ−d,
based on the fact that κ/2 ≤ κs ≤ κ.
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