Abstract. In this paper the problem of the frequency estimation of a sinusoid embedded in white noise is considered. The approach used herein is the minimization of the sample variance of the output of constrained notch filters fed by the noisy sinusoid. In particular, this paper focuses on closed-form expressions of the frequency estimate, which can be obtained using notch filters having an all-zeros FIR structure. In this paper it is shown that the FIR notch filters obtained from standard 2 nd -order IIR filters are inadequate, and an alternate 2 nd -order IIR notch filter is proposed, which provides an unbiased estimate of the frequency. The FIR filter obtained from the new IIR filter provides a closed-form unbiased frequency estimate.
n WGN σ ∼ ). This problem is frequently encountered in real-world applications, especially in the fields of adaptive control and signal processing, and numerous techniques have been developed for its treatment (see e.g. Bittanti and Picci, 1996 , Bittanti and Savaresi, 2000 , Hsu et al., 1999 , Kay, 1988 , La Scala and Bitmead, 1996 , Quinn and Fernandes, 1991 , Renders et al., 1984 , Savaresi et al., 2001 , Schoukens et al., 1992 , Stoica, 1992 . This paper focuses on the class of estimation methods based on constrained notch filters (see e.g. Händel and Nehorai, 1994 , and references cited therein). The basic idea underlying notch-filters-based estimation techniques is the minimization, with respect to Ω , of the loss function 2 1 1 ( , ) G z − Ω . Usually, 2 nd -order IIR filter with a strongly constrained parameterization are used.
Starting from 2 nd -order filters, simple FIR filters or more sophisticated higher-order IIR filters have been developed and proposed (Händel et al., 1998 , Savaresi, 1997 . Two slightly different 2 nd -order IIR notch filters are typically used in practice. They have the following expressions:
In (2) and (3) In the literature, filters of this type are also known as constrained notch filter, where the term constrained refers to the fact that their structure is strongly underparameterized: the 5 parameters of a fullyparameterized 2 nd -order digital IIR filter are reduced to one parameter only. As a matter of fact, since ρ is regarded as a design parameter, the only unknown parameter of (2) and (3) 
It is easy to see that ( ) J Ω can be given the following expression (see Bittanti et al., 1997) :
where ( ) y S ω is the power spectrum of y(t), which can be split into the power spectra of ( ) s t and ( ) n t ,
Compute the asymptotic cost function 1 ( ) J Ω associated with the notch filter
, by plugging in (4) the expression of the notch filter (2) and the expressions of ( )
For the computation of
J Ω (the contribution to 1 ( ) J Ω due to the noise) we have resorted to the Rugizka algorithm (see Åström, 1970) . The calculus of 
(5b) The bias in the frequency estimate obtained using
is due to the fact that
the effect of moving the minimum of 1 ( ) J Ω away from 0 Ω (whereas 0 Ω is the minimum of
Now observe that the minimum of ). This is due by the presence of the factor (1 )( 2 cos( ) 1)( 2 cos( ) 1) ( , ) (1 )( 6 cos ( ) 1 2cos ( ))
Note that such function is the square-root of the inverse of 
Due to the fact that
by ( , ) η ρ Ω , some remarks on the shape of ( , ) η ρ Ω are due (see Fig.2 where ( ; this can be easily seen from (6). This guarantees the well-posedness of the optimization problem based on the cost function (1).
-Note that ( ,1) 1
η Ω = , whereas ( ,0) η Ω . These features will be fully exploited in the following section, in order to obtain closed-form frequency estimates based on FIR notch filters. ( 1)( ( ) ( 2)) arccos
CLOSED-FORM FREQUENCY ESTIMATION
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As the number N of data grows, 1 Ω tends to the minimum of the asymptotic cost function (5) (in the special case of 0 ρ = ). After some cumbersome computation, the following asymptotic expression of (11) is obtained:
From (12), it is apparent that the frequency estimate is affected by a severe bias; note that the bias is null in the (trivial and unrealistic) case of zero noise ( 2 0 σ = ); it grows as the SNR decreases.
Closed form frequency estimator obtained using G 3 (z -1 ,Ω,0). Consider the following cost function, obtained by plugging in (1) the FIR notch filter
and differentiate 3 ( ) J Ω with respect to Ω : (2 ) 2 ( ) 2cos( ) ( 1) ( 2) 2 cos(2 ) 2sin( ) ( 1) sin(2 ) ( ) 2 cos( ) ( 1) ( 2)
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Consider now the problem of solving
with respect to Ω . After some manipulation the following expression is obtained:
Equation (14) ( 1 ) ( ) ( 2) cos ( )
t y t y t y t y t y t y t y t y t
From (15), a closed-form frequency estimator can be computed. It has the following expression: 
2 ( 1) ( ) (16) is closely related to the method given in So, 2002 and in So and Ip, 2002 , even if the derivation of this result is completely different.
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RELATED METHODS
In the literature, other closed-form frequency estimators for harmonic signals in white noise have been proposed and analyzed. Two celebrated estimators are the "Youle-Walker" estimator, and the "Pisarenko Harmonic Decomposition" (PHD) estimator (see e.g. Pisarenko, 1973 , Xiao and Takodoro, 1994 and 1995 . In this section they will be briefly recalled and compared with the asymptotic version of the notch-based estimator (16 
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The eigenvector associated with the smallest eigenvalue of R has the following form:
Pisarenko (Pisarenko, 1973) 
By plugging in (16) 
