Abstract. For which functions f does A ∈ G ⇒ f (A) ∈ G when G is the matrix automorphism group associated with a bilinear or sesquilinear form? For example, if A is symplectic when is f (A) symplectic? We show that group structure is preserved precisely when f (A −1 ) = f (A) −1 for bilinear forms and when f (A − * ) = f (A) − * for sesquilinear forms. Meromorphic functions that satisfy each of these conditions are characterized. Related to structure preservation is the condition f (A) = f (A), and analytic functions and rational functions satisfying this condition are also characterized. These results enable us to characterize all meromorphic functions that map every G into itself as the ratio of a polynomial and its "reversal," up to a monomial factor and conjugation.
1. Introduction. Theory and algorithms for structured matrices are of growing interest because of the many applications that generate structure and the potential benefits to be gained by exploiting it. The benefits include faster and more accurate algorithms as well as more physically meaningful solutions. Structure comes in many forms, including Hamiltonian, Toeplitz, or Vandermonde structure and total positivity. Here we study a nonlinear structure that arises in a variety of important applications and has an elegant mathematical formulation: that of a matrix automorphism group G associated with a bilinear or sesquilinear form.
Our particular interest is in functions that preserve matrix automorphism group structure. We show in section 3 that A ∈ G ⇒ f (A) ∈ G precisely when f (A −1 ) = f (A) −1 for bilinear forms or f (A − * ) = f (A) − * for sesquilinear forms; in other words, f has to commute with the inverse function or the conjugate inverse function at A. We characterize meromorphic functions satisfying each of these conditions. For sesquilinear forms, the condition f (A) = f (A), that is, f commutes with conjugation, also plays a role in structure preservation. We characterize analytic functions and rational functions satisfying this conjugation condition. We show further that any meromorphic function that is structure preserving for all automorphism groups is rational and, up to a monomial factor and conjugation, the ratio of a polynomial and its "reversal."
The matrix sign function and the matrix principal pth root are important examples of functions that preserve all automorphism groups. Iterations for computing the sign function in a matrix group were studied by us in [15] . We concentrate here on the square root, aiming to derive iterations that exploit the group structure. Connections between the matrix sign function, the matrix square root, and the generalized polar decomposition are developed in section 4. A new identity for the matrix sign function (Lemma 4.3) establishes a link with the generalized polar decomposition (Corollary 4.4). For A ∈ G we show that the generalized polar decomposition of I + A has A 1/2 as the factor in G, thereby reducing computation of the square root to computation of the generalized polar decomposition (Theorem 4.7).
A great deal is known about iterations for the matrix sign function. Our results in section 4 show that each matrix sign function iteration of a general form leads to two further iterations:
• a coupled iteration for the principal square root of any matrix A. The iteration is structure preserving, in the sense that A ∈ G implies all the iterates lie in G, as long as the underlying sign iteration is also structure preserving;
• an iteration for the generalized polar decomposition and hence for the square root of A ∈ G.
Iterations for matrix roots are notorious for their tendency to be numerically unstable. In section 5 Fréchet derivatives are used to develop a stability analysis of the coupled square root iterations that arise from superlinearly convergent sign iterations. We find that all such iterations are stable, but that a seemingly innocuous rewriting of the iterations can make them unstable. The technique developed in this section should prove to be of wider use in analyzing matrix iterations.
In section 6 two instances of the connections identified in section 4 between the sign function and the square root are examined in detail. We obtain a family of coupled structure-preserving iterations for the square root whose members have order of convergence 2m + 1 for m = 1, 2, . . . . We also derive a variant for A ∈ G of the wellknown but numerically unstable Newton iteration for A 1/2 by using the connection with the generalized polar decomposition. Our numerical experiments and analysis in section 7 confirm the numerical stability of both the structure-preserving iterations and the Newton variant, showing both to be useful in practice. Because the Newton variant has a lower cost per iteration and shows better numerical preservation of structure, it is our preferred method in general.
Preliminaries.
We give a very brief summary of the required definitions and notation. For more details, see D. S. Mackey, N. Mackey, and Tisseur [25] .
Consider a scalar product on K n , that is, a bilinear or sesquilinear form ·, · M defined by any nonsingular matrix M : for x, y ∈ K n ,
x, y M = x T My for real or complex bilinear forms, x * My for sesquilinear forms.
Here K = R or C and the superscript * denotes conjugate transpose. The associated automorphism group is defined by G = {A ∈ K n×n : Ax, Ay M = x, y M ∀x, y ∈ K n }.
The adjoint A of A ∈ K n×n with respect to ·, · M is the unique matrix satisfying
Ax, y M = x, A y M ∀x, y ∈ K n .
It can be shown that the adjoint is given explicitly by The automorphism group can be characterized in terms of the adjoint by Table 2 .1 lists some of the "classical" matrix groups. Observe that M , the matrix of the form, is real orthogonal with M = ±M T in all these examples. Our results, however, place no restrictions on M other than nonsingularity; they therefore apply to all scalar products on R n or C n and their associated automorphism groups. We note for later use that
We recall one of several equivalent ways of defining f (A) for A ∈ C n×n , where f is an underlying scalar function. Let A have distinct eigenvalues λ 1 , . . . , λ s occurring in Jordan blocks of maximum sizes n 1 , . . . , n s , respectively. Thus if A is diagonalizable, n i ≡ 1. Then f (A) = q(A), where q is the unique Hermite interpolating polynomial of degree less than s i=1 n i that satisfies the interpolation conditions
Stated another way, q is the Hermite interpolating polynomial of minimal degree that interpolates f at the roots of the minimal polynomial of A. We use the phrase f is defined on the spectrum of A or, for short, f is defined at A or A is in the domain of f , to mean that the derivatives in (2.3) exist.
At various points in this work the properties f (diag(X 1 , X 2 )) = diag(f (X 1 ), f(X 2 )) and f (P −1 AP ) = P −1 f (A)P , which hold for any matrix function [24, Thms. 9.4.1, 9.4.2], will be used. We will also need the following three results.
Lemma 2.1. Let A, B ∈ C n×n and let f be defined on the spectrum of both A and B. Then there is a single polynomial p such that f (A) = p(A) and f (B) = p(B).
Proof. It suffices to let p be the polynomial that interpolates f and its derivatives at the roots of the least common multiple of the minimal polynomials of A and B. See the discussion in [16, p. 415 ]. 
Groups corresponding to a bilinear form
Groups corresponding to a sesquilinear form
a Also known as Lorentz matrices.
Corollary 2.2. Let A, B ∈ C n×n and let f be defined on the spectra of both AB and BA. Then
Proof. By Lemma 2.1 there is a single polynomial p such that f (AB) = p(AB) and f (BA) = p(BA). Hence
Lemma 2.3. Any rational function r can be uniquely represented in the form
, where p is monic, n is an integer, p and q are relatively prime, and p(0) and q(0) are both nonzero.
Proof. The proof of the lemma is straightforward. We denote the closed negative real axis by R − . For A ∈ C n×n with no eigenvalues on R − , the principal matrix pth root A 1/p is defined by the property that the eigenvalues of A 1/p lie in the segment {z : −π/p < arg(z) < π/p}. We will most often use the principal square root, A 1/2 , whose eigenvalues lie in the open right half-plane. Finally, we introduce some notation connected with a polynomial p. The polynomial obtained by replacing the coefficients of p by their conjugates is denoted by p. The polynomial obtained by reversing the order of the coefficients of p is denoted by revp; thus if p has degree m then
3. Structure-preserving functions. Our aim in this section is to characterize functions f that preserve automorphism group structure. For a given G, if f (A) ∈ G for all A ∈ G for which f (A) is defined, we will say that f is structure preserving for G. As well as determining f that preserve structure for a particular G, we wish to determine f that preserve structure for all G.
The (principal) square root is an important example of a function that preserves all groups. To see this for G associated with a bilinear form, recall that A ∈ G is equivalent to
Assuming that A has no eigenvalues on R − , taking the (principal) square root in this relation gives
which shows that A 1/2 ∈ G. In order to understand structure preservation we first need to characterize when f (A) ∈ G for a fixed f and a fixed A ∈ G. The next result relates this property to various other relevant properties of matrix functions.
Theorem 3.1. Let G be the automorphism group of a scalar product. Consider the following eight properties of a matrix function f at a (fixed) matrix A ∈ K n×n , where f is assumed to be defined at the indicated arguments: and f (A T ), by Lemma 2.1.
, which on applying (a) becomes (c). So (b) is equivalent to (c).
Next, we consider the characterization of (c). Suppose p is a real polynomial such that f (A) = p(A) and
, which is (c). Conversely, assume (c) holds and let q be any complex polynomial that simultaneously evaluates f at A and A, so that f (A) = q(A) and f (A) = q(A); the existence of such a q is assured by Lemma 2.1. Then
We now consider (d). From the characterization (2.1) of the adjoint, for bilinear forms we have
so (d) always holds. For sesquilinear forms, 
Clearly (x) holds if A ∈ G, and (y) holds when f (A) ∈ G. Hence (h) and (i) are equivalent. For bilinear forms,
by (a).
Thus (h) is equivalent to (e). For sesquilinear forms a similar argument shows that (h) is equivalent to (g). Finally, it is straightforward to show for sesquilinear forms that any two of (d) for A −1 and (e) and (h) for A imply the third. The main conclusion of Theorem 3.1 is that f is structure preserving for G precisely when
for all A ∈ G for sesquilinear forms. We can readily identify two important functions that satisfy both these conditions more generally for all A ∈ K n×n in their domains, and hence are structure preserving for all G.
• The matrix sign function. Recall that for a matrix A ∈ C n×n with no pure imaginary eigenvalues the sign function can be defined by sign(A) = A(A 2 ) −1/2 [12] , [22] . That the sign function is structure preserving is known: proofs specific to the sign function are given in [15] and [26] .
• Any matrix power A α , subject for fractional α to suitable choice of the branches of the power at each eigenvalue; in particular, the principal matrix pth root A 1/p . The structure-preserving property of the principal square root is also shown by D. S. Mackey, N. Mackey, and Tisseur [26] .
In the following three subsections we investigate three of the properties in Theorem 3.1 in detail, for general matrices A ∈ C n×n . Then in the final two subsections we characterize meromorphic structure-preserving functions and conclude with a brief consideration of M -normal matrices.
Property (c): f (A) = f (A)
. Theorem 3.1 shows that this property for A −1 , together with property (e), namely,
, is sufficient for structure preservation in the sesquilinear case. While property (c) is not necessary for structure preservation, it plays an important role in our understanding of the preservation of realness, and so is of independent interest.
We first give a characterization of analytic functions satisfying property (c) for all A in their domain, followed by an explicit description of all rational functions with the property. We denote by Λ(A) the set of eigenvalues of A. 
n×n by (b), and hence, since
(c) ⇒ (a): Let Ω be any connected component of Ω.
Since Ω is open and connected it is path-connected, and since it is also closed under conjugation it must contain some λ ∈ R by the intermediate value theorem. The openness of Ω in C then implies that U = Ω ∩ R is a nonempty open subset of R, with f (U ) ⊆ R by hypothesis. Now since f is analytic on Ω, it follows from the "identity theorem" [27, pp. 227-236 and Ex. 4, p. 236] that f (z) = f (z) for all z ∈ Ω. The same argument applies to all the other connected components of Ω, so 
Clearly, h(z) = r(z) for all real z in the domain of r, and hence p(z)/q(z) = p(z)/q(z) for this infinitude of z. It is then straightforward to show (cf. the proof of Lemma 3.6 below) that p = αp and q = αq for some nonzero α ∈ C. But the monicity of p implies that α = 1, so p and q are real polynomials. Since a function of a diagonal matrix is diagonal, a necessary condition on f is that f (z)f (1/z) = 1 whenever z and 1/z are in the domain of f . The following result characterizes meromorphic functions satisfying this identity. Recall that a function is said to be meromorphic on an open subset U ⊆ C if it is analytic on U except for poles. In this paper we consider only meromorphic functions on C, so the phrase "f is meromorphic" will mean f is meromorphic on C. 
Consequently, the set S is finite and consists of just the zeros and poles of f . Note that {0, ∞} is also to be regarded as a reciprocal pair for the purpose of statement (3.2) .
(c) The function f is meromorphic at ∞.
, so the result follows by the identity theorem.
(b) Consider first the case where a = 0 is a zero or a pole of f . Because f is meromorphic the set S is discrete, so by (a) there is some open neighborhood U of z = a such that f (z)f (1/z) = 1 holds for all z ∈ U \ {a} and such that f can be expressed as f (z) = (z − a) k g(z) for some nonzero k ∈ Z (k > 0 for a zero, k < 0 for a pole) and some function g that is analytic and nonzero on all of U . Then for all z ∈ U \ {a} we have
Letting w = 1/z, we see that there is an open neighborhood U of w = 1/a in which
holds for all w ∈ U \ { 1 a }, where h(w) is analytic and nonzero for all w ∈ U . This establishes (3.2) and hence that the set S consists of just the zeros and poles of f .
Next we turn to the case of the "reciprocal" pair {0, ∞}. First note that the zeros and poles of any nonzero meromorphic function can never accumulate at any finite point z, so in particular z = 0 cannot be a limit point of S. In our situation the set S also cannot have z = ∞ as an accumulation point; if it did, then the reciprocal pairing of the nonzero poles and zeros of f just established would force z = 0 to be a limit point of S. Thus if z = ∞ is a zero or singularity of f then it must be an isolated zero or singularity, which implies that S is a finite set. Now suppose z = 0 is a zero or pole of f . In some open neighborhood U of z = 0 we can write f (z) = z k g(z) for some nonzero k ∈ Z and some g that is analytic and nonzero on U . Then for all z ∈ U \ {0} we have
where h is analytic and nonzero in U . Thus z = 0 being a zero (pole) of f implies that z = ∞ is a pole (zero) of f . The converse is established by the same kind of argument.
(c) That f is meromorphic at ∞ follows from (3.2), the finiteness of S, and the identity f (z)f (1/z) = 1, together with the fact that f (being meromorphic on C) can have only a pole, a zero, or a finite value at z = 0.
(d) By [9, Thm. 4.7 .7] a function is meromorphic on C and at ∞ if and only if it is rational.
Since Lemma 3.5 focuses attention on rational functions, we next give a complete description of all rational functions satisfying the identity f (z)f (1/z) = 1. Recall that revp is defined by (2.4).
Lemma 3.6. A complex rational function r(z) satisfies the identity r(z)r(1/z) = 1 for infinitely many z ∈ C if and only if it can be expressed in the form
for some k ∈ Z and some polynomial p.
For any r of the form (3.3) the identity r(z)r(1/z) = 1 holds for all nonzero z ∈ C except for the zeros of p and their reciprocals. Furthermore, there is always a unique choice of p in (3.3) so that p is monic, p and revp are relatively prime, and p(0) = 0; in this case the sign is also uniquely determined. In addition, r(z) is real whenever z is real if and only if this unique p is real.
Proof. For any r of the form (3.3) it is easy to check that r(1/z) = ±z −k (revp(z))/ p(z), so that the identity r(z)r(1/z) = 1 clearly holds for all nonzero z ∈ C except for the zeros of p and their reciprocals (which are the zeros of revp).
Conversely, suppose that r(z) satisfies r(z)r(1/z) = 1 for infinitely many z ∈ C. By Lemma 2.3, we can uniquely write r as r(z) = z k p(z)/q(z), where p and q are relatively prime, p is monic, and p(0) and q(0) are both nonzero. For this unique representation of r, we will show that q(z) = ±revp(z), giving us the form (3.3). Begin by rewriting the condition r(z)r(1/z) = 1 as
Letting n be any integer larger than deg p and deg q (where deg p denotes the degree of p), multiplying both sides of (3.4) by z n and using the definition of rev results in
Since this equality of polynomials holds for infinitely many z, it must be an identity. Thus deg p = deg q, and
holds for all z ∈ C. Since p has no factors in common with q, p must divide revq. Therefore revq(z) = αp(z) for some α ∈ C, which implies q(z) = α revp(z) since q(0) = 0. Substituting into (3.5) gives α 2 = 1, so that q(z) = ±revp(z), as desired. The final claim follows from Lemma 3.3. 
for some k ∈ Z and some polynomial p. If desired, the polynomial p may be chosen (uniquely) so that p is monic, p and revp are relatively prime, and p(0) = 0. The matrix function f (A) maps real matrices to real matrices if and only if this unique p is real.
Proof. As noted at the start of this subsection, f (z)f (1/z) = 1 for all z such that z and 1/z are in the domain of f is a necessary condition for having the property
That f is rational then follows from Lemma 3.5, and from Lemma 3.6 we see that f must be of the form (3.6). To prove sufficiency, consider any f of the form (3.6) with deg p = n. Then we have
The final claim follows from Theorem 3.2 and Lemma 3.6.
Property (g):
The results in this section provide a characterization of meromorphic matrix functions satisfying f (A − * ) = f (A) − * . Consideration of the action of f on diagonal matrices leads to the identity f (z)f (1/z) = 1 as a necessary condition on f . Thus the analysis of this identity is a prerequisite for understanding the corresponding matrix function property.
The following analogue of Lemma 3.5 can be derived, with a similar proof. Lemma 3.8. Suppose f is a meromorphic function on C such that f (z)f (1/z) = 1 holds for all z in some infinite compact subset of C. Then f is a rational function with its zeros and poles matched in conjugate reciprocal pairs {a, 1/a}. That is,
where {0, ∞} is also to be regarded as a conjugate reciprocal pair.
In view of this result we can restrict our attention to rational functions. 
Lemma 3.9. A complex rational function r(z) satisfies the identity r(z)r(1/z) = 1 for infinitely many z ∈ C if and only if it can be expressed in the form
for some k ∈ Z, some |α| = 1, and some polynomial p. If desired, the polynomial p may be chosen (uniquely) so that p is monic, p and revp are relatively prime, and p(0) = 0; in this case the scalar α is also unique. The matrix function f (A) maps real matrices to real matrices if and only if this unique p is real and α = ±1.
Proof. As noted at the start of this subsection, f (z)f (1/z) = 1 for all z such that z and 1/z are in the domain of f is a necessary condition for having the prop-
That f is rational then follows from Lemma 3.8, and from Lemma 3.9 we see that f must be of the form (3.9). To prove sufficiency, consider any f of the form (3.9) with deg p = n. Then we have
The final claim follows from Lemma 3.9. Perhaps surprisingly, one can also characterize general analytic functions f sat-
The next result has a proof very similar to that of Theorem 3.2. 
where C denotes the unit circle {z : |z| = 1}. This theorem has the striking corollary that if a function is structure preserving for the unitary group then it is automatically structure preserving for any other automorphism group associated with a sesquilinear form.
Corollary 3.12. Consider any function f satisfying the conditions of Theorem 3.11. Then f is structure preserving for all G associated with a sesquilinear form if and only if f is structure preserving for the unitary group U (n).
In view of the connection between the identity f (z)f (1/z) = 1 and the property f (C) ⊆ C established by Theorem 3.11, we can now see Lemma 3.9 as a natural generalization of the well-known classification of all Möbius transformations mapping the open unit disc bijectively to itself, and hence mapping the unit circle to itself. These transformations are given by [ 
where α and β are any complex constants satisfying |α| = 1 and |β| < 1. This formula is easily seen to be a special case of Lemma 3.9.
Structure-preserving meromorphic functions.
We can now give a complete characterization of structure-preserving meromorphic functions. This result extends [15, Thm. 2.1], which covers the "if" case in part (e).
Theorem 3.13. Consider the following two types of rational functions, where k ∈ Z, |α| = 1, and p is a polynomial: 
Proof. (a) Theorem 3.1 shows that structure preservation is equivalent to the condition f (A −1 ) = f (A) −1 for all A ∈ G (in the domain of f ), although not necessarily for all A ∈ C n×n (in the domain of f ). Thus we cannot directly invoke Theorem 3.7 to reach the desired conclusion. However, note that the complex symplectic group contains diagonal matrices with arbitrary nonzero complex numbers z in the (1,1) entry. Thus f (z)f (1/z) = 1 for all nonzero complex numbers in the domain of f is a necessary condition for f (A −1 ) = f (A) −1 to hold for all G. Hence f must be rational by Lemma 3.5, and must be a Type I rational by Lemma 3.6. That being of Type I is sufficient for structure preservation follows from Theorem 3.7.
(b) The argument used in part (a) also proves (b), simply by replacing the word "complex" throughout by "real" and noting that Lemma 3.6 implies that p may be chosen to be real.
(c) The argument of part (a) can be adapted to the sesquilinear case. By Theorem 3.1, structure preservation is in this case equivalent to the condition f (A − * ) = f (A) − * for all A ∈ G (in the domain of f ). Again we cannot directly invoke Theorem 3.10 to complete the argument, but a short detour through Lemmas 3.8 and 3.9 will yield the desired conclusion. Observe that the conjugate symplectic group contains diagonal matrices D with arbitrary nonzero complex numbers z in the (1,1)
nonzero z in the domain of f , or, equivalently, f (z)f (1/z) = 1. Lemma 3.8 now implies that f must be rational, Lemma 3.9 implies that f must be of Type II, and Theorem 3.10 then shows that any Type II rational function is indeed structure preserving.
(d) The groups considered here are the union of those in (a) and (c), so any structure-preserving f can be expressed in both Type I and Type II forms. But Lemmas 3.6 and 3.9 show that when f is expressed in the Lemma 2.3 canonical form Continuing with the two cases, T (for bilinear forms) or (B 1/2 ) * (for sesquilinear forms) implies that (B 1/2 ) must be the principal square root. Then, using the assumption that (A ) = A, we have
Finally, the uniquely defined matrix W = AS −1 satisfies
using (4.1), and so W ∈ G. For many scalar products, including all those in Table 2 .1, (A ) = A holds for all A ∈ K n×n , in which case we say that the adjoint is involutory. It can be shown that the adjoint is involutory if and only if M T = ±M for bilinear forms and M * = αM with |α| = 1 for sesquilinear forms [26] . But even for scalar products for which the adjoint is not involutory, there are always many matrices A for which (A ) = A, as the next result shows. We omit the straightforward proof.
Lemma 4.2. Let G be the automorphism group of a scalar product. The condition
is satisfied if A ∈ G, A = A , or A = −A . Moreover, arbitrary products and linear combinations of matrices satisfying (4.2) also satisfy (4.2).
The generalized polar decomposition as we have defined it is closely related to the polar decompositions corresponding to Hermitian sesquilinear forms on C n studied by Bolshakov et al. [2] , [3] , the symplectic polar decomposition introduced by Ikramov [17] , and the polar decompositions corresponding to symmetric bilinear forms on C n considered by Kaplansky [19] . In these papers the self-adjoint factor S may or may not be required to satisfy additional conditions, but sign(S) = I is not one of those considered. The connections established below between the matrix sign function, the principal matrix square root, and the generalized polar decomposition as we have defined it, suggest that sign(S) = I is the appropriate extra condition for a generalized polar decomposition of computational use.
The following result, which we have not found in the literature, is the basis for the connections to be established. 
Since the square of the matrix sign of any matrix is the identity, and, for nonsingular A ∈ C n×n [12] ,
where A = UH is the polar decomposition. A further special case, which generalizes (4.4), is given in the next result. 
The significance of (4.3)-(4.5) is that they enable results and iterations for the sign function to be translated into results and iterations for the square root and generalized polar decomposition. For example, Roberts' integral formula [28] , sign(A) = (2/π)A ∞ 0 (t 2 I + A 2 ) −1 dt, translates, via (4.5), into an integral representation for the generalized polar factor W :
Our interest in the rest of this section is in deriving iterations, beginning with a family of iterations for the matrix square root. 
exists. Let g be any matrix function of the form g(X) = X h(X 2 ) such that the iteration X k+1 = g(X k ) converges to sign(X 0 ) with order of convergence m whenever sign(X 0 ) is defined. Then in the coupled iteration
0 ] has no imaginary eigenvalues and hence that P 2 = [
Thus (Z k Y k ) 1/2 exists, and from section 3 we know that (
The connection between sign iterations and square root iterations has been used previously [13] , but only for some particular g. By contrast, Theorem 4.5 is very general, since all commonly used sign iteration functions have the form g(X) = X h(X 2 ) considered here. Note that the commutativity of Y k and Z k allows several variations of (4.6); the one we have chosen has the advantage that it requires only one evaluation of h per iteration. We have deliberately avoided using commutativity properties in deriving the iteration within the proof above (instead, we invoked Corollary 2.2). In particular, we did not rewrite the second part of the iteration in the form
, which is arguably more symmetric with the first part. The reason is that experience suggests that exploiting commutativity when deriving matrix iterations can lead to numerical instability (see, e.g., [11] ). Indeed we will show in section 5 that while (4.6) is numerically stable, the variant just mentioned is not.
We now exploit the connection in Corollary 4.4 between the sign function and the generalized polar decomposition. The corollary suggests that we apply iterations for the matrix sign function to
so just as in Theorem 4.5 we consider iteration functions of the form g(X) = X h(X 2 ). It is possible, though nontrivial, to prove by induction that all the iterates X k of such a g have the form 
converges to W with order of convergence m.
Proof. Let X k+1 = g(X k ) with X 0 = S, so that lim k→∞ X k = sign(S) = I. We claim that X k = X k and Y k = W X k for all k. These equalities are trivially true for k = 0. Assuming that they are true for k, we have
The claim follows by induction. Hence lim k→∞ Y k = W lim k→∞ X k = W . The order of convergence is readily seen to be m. Theorem 4.6 shows that iterations for the matrix sign function automatically yield iterations for the generalized polar factor W . The next result reveals that the square root of a matrix in an automorphism group is the generalized polar factor W of a related matrix. Consequently, iterations for W also lead to iterations for the matrix square root, although only for matrices in automorphism groups. We will take up this topic again in section 6. 
Moreover, the eigenvalues of S are of the form Note that Theorem 4.7 does not make any assumption on the scalar product or its associated adjoint. The condition (B ) = B that is required to apply Theorem 4.1 is automatically satisfied for B = I + A, since A ∈ G implies that I + A is one of the matrices in Lemma 4.2.
Theorem 4.7 appears in Cardoso, Kenney, and Silva Leite [5, Thm. 6.3] for real bilinear forms only and with the additional assumption that the matrix M of the scalar product is symmetric positive definite.
Stability analysis of coupled square root iterations.
Before investigating any specific iterations from among the families obtained in the previous section, we carry out a stability analysis of the general iteration (4.6) of Theorem 4.5. A whole section is devoted to this analysis for two reasons. First, as is well known, minor rewriting of matrix iterations can completely change their stability properties [11] , [13] . As already noted, (4.6) can be rewritten in various ways using commutativity and/or Corollary 2.2, and it is important to know that a choice of form motivated by computational cost considerations does not sacrifice stability. Second, we are able to give a stability analysis of (4.6) in its full generality, and in doing so introduce a technique that is novel in this context and should be of wider use in analyzing the stability of matrix iterations.
We begin by slightly changing the notation of Theorem 4.5. Consider matrix functions of the form g(X) = Xh(X 2 ) that compute the matrix sign by iteration and the related function
Iterating G starting with (Y, Z) = (A, I) produces the coupled iteration (4.6), which we know converges to (A 1/2 , A −1/2 ). Recall that the Fréchet derivative of a map
such that for all E ∈ C m×n [6] , [29] ,
For our purposes it will not matter whether L X is C-linear or only R-linear.
Our aim is to find the Fréchet derivative of the map G at the point (Y, Z) = (A 1/2 , A −1/2 ), or, more generally, at any point of the form (B, B −1 ); later, these points will all be seen to be fixed points of the map G. We denote the Fréchet derivative of G by dG, the derivative at a particular point (A, B) by dG (A,B) , and the matrix inputs to dG by dY and dZ. With this notation, we have
At the point (Y, Z) = (B, B −1 ) this simplifies to
In order to further simplify this expression we need to know more about h(I) and dh I . We give a preliminary lemma and then exploit the fact that h is part of a function that computes the matrix sign.
Lemma 5.1. For any matrix function F (X) with underlying scalar function f that is analytic at z = 1, the Fréchet derivative of F at the matrix I is just scalar multiplication by f (1) , that is, dF I (E) = f (1)E.
Proof. Expand the scalar function f as a convergent power series about z = 1:
.2. Suppose h is part of a matrix function of the form g(X)
Proof. Since sign(I) = I, I is a fixed point of the iteration, so g(I) = I and hence h(I) = I.
At the scalar level, (1) . But h(I) = I implies h(1) = 1, so g (1) = 2h (1) + 1. Now we are assuming that the iterates of g converge superlinearly to sign(X 0 ), so in particular we know that a neighborhood of 1 contracts superlinearly to 1 under iteration by g. From fixed point iteration theory this means that g (1) = 0. Hence h (1) = − 
A straightforward computation shows that dG (B,B −1 ) is idempotent and hence is a projection. We summarize our findings in a theorem. Theorem 5.3. Consider any iteration of the form (4.6) and its associated mapping
where
is any superlinearly convergent iteration for the matrix sign such that the scalar function h is analytic at z = 1. Then any matrix pair of the form P = (B, B −1 ) is a fixed point for G, and the Fréchet derivative of G at P is given by
Following Cheng et al. [7] , we define an iteration X k+1 = g(X k ) to be stable in a neighborhood of a fixed point X = g(X) if for X 0 := X + H 0 , with arbitrary H 0 , the errors
where L X is a linear operator (necessarily the Fréchet derivative of g at X) with bounded powers, that is, there exists a constant c such that for all s > 0 and arbitrary H of unit norm, L s X (H) ≤ c. Note that the iterations we are considering have a specified X 0 and so the convergence analysis in section 4 says nothing about the effect of arbitrary errors H k in the X k . In practice, such errors are of course introduced by the effects of roundoff. The significance of Theorem 5.3 is that it shows that any iteration belonging to the broad class (4.6) is stable, for L X is here idempotent and hence trivially has bounded powers.
A further use of our analysis is to predict the limiting accuracy of the iteration in floating point arithmetic, that is, the smallest error we can expect. Consider X 0 = X + H 0 with H 0 ≤ u X , where u is the unit roundoff, so that X 0 can be thought of as X rounded to floating point arithmetic. Then from (5.3) we have
, and so an estimate of the absolute limiting accuracy is any bound for L X (H 0 ) . In the case of iteration (4.6), a suitable bound is, from Theorem 5.3
For any of the classical groups in Table 2 .1, M is unitary and so A ∈ G implies A 1/2
2 )u, giving an estimate for the relative limiting accuracy of (1 + A 1/2 2 2 )u. The Fréchet derivative-based analysis of this section would be even more useful if it also allowed us to identify otherwise plausible iterations that are unstable. To see that it does, consider the mathematically equivalent variant of (4.6),
mentioned earlier as being arguably more symmetric but of questionable stability since its derivation relies on commutativity properties. For this iteration we define
], analogous to the map G for iteration (4.6) , and see by a calculation similar to the one above that
The following lemma, whose proof we omit, shows that for many B the map d G P has an eigenvalue of modulus exceeding 1 and hence does not have bounded powers; the iteration is then unstable according to our definition. Finally, we note that the following analogue of Theorem 5.3 can be proved for the iterations computing the generalized polar factor W described in Theorem 4.6. As an immediate consequence we see that any iteration of the form (4.8) is stable, 4 at least when the adjoint is involutory (see the remarks preceding Lemma 4.2 for details of when this condition holds). Special cases of this include the unitary polar factor iterations developed in [15] and the iteration (6.7) for the square root of matrices in G derived in the next section.
6. Iterations for the matrix square root. We now use the theory developed above to derive some specific new iterations for computing the square root of a matrix in an automorphism group. We assume throughout that A has no eigenvalues on R − , so that A 1/2 is defined. First, we recall the well-known Newton iteration
which can be thought of as a generalization to matrices of Heron's iteration for the square root of a scalar. This iteration converges quadratically to A 1/2 , but it is numerically unstable and therefore not of practical use [11] , [23] . There has consequently been much interest in deriving numerically stable alternatives.
We first derive a structure-preserving iteration. We apply Theorem 4.5 to the family of structure-preserving matrix sign function iterations identified by Higham et al. [15] , which comprises the main diagonal of a table of Padé-based iterations discovered by Kenney and Laub [20] .
Theorem 6.1. Let A ∈ K n×n and consider the iterations 
, both with order of convergence 2m + 1.
Proof. It was shown in [15] that the iteration
−1 , with X 0 = A, is on the main diagonal of the Padé table in [20] and so converges to sign(A) with order of convergence 2m + 1. This iteration was shown in [15] to be structure preserving, a property that can also be seen from Theorem 3.13(e). The theorem therefore follows immediately from Theorem 4.5.
The polynomial p m (1 − x 2 ) in Theorem 6.1 can be obtained by taking the odd part of (1 + x) 2m+1 and dividing through by x [20] . The first two polynomials are
A rearrangement of these formulae that can be evaluated in fewer flops is the continued fraction form, adapted from [15] ,
This iteration can be implemented in two ways: using three matrix multiplications and one (explicit) matrix inversion per iteration, or with one matrix multiplication and two solutions of matrix equations involving coefficient matrices that are transposes of each other. The latter approach has the smaller operation count, but the former could be faster in practice as it is richer in matrix multiplication, which is a particularly efficient operation on modern computers.
A related family 5 of coupled iterations for the square root was derived by Higham [13] from the first superdiagonal of Kenney and Laub's Padé table. However, unlike (6.2) , that family is not structure preserving: when A ∈ G the iterates do not stay in the group.
With the aid of Theorem 4.7 we can derive iterations that, while not structure preserving, are specifically designed for matrices in automorphism groups. Theorem 4.7 says that computing the square root of A ∈ G is equivalent to computing the generalized polar factor W of I + A. Theorem 4.6 says that any of a wide class of iterations for the sign of a matrix yields a corresponding iteration for the generalized polar factor W of the matrix. The simplest application of this result is to the Newton iteration for the sign function,
Applying Theorem 4.6 we deduce that for any A having a generalized polar decomposition A = W S, the iteration
is well-defined and Y k converges quadratically to W . This iteration is also analyzed by Cardoso, Kenney, and Silva Leite [5, sect. 4] , who treat real bilinear forms only and assume that the matrix M underlying the bilinear form is orthogonal and either symmetric or skew-symmetric. Higham [14] analyzes (6.6) in the special case of the pseudo-orthogonal group. In the special case of the real orthogonals, M = I, and (6.6) reduces to the well-known Newton iteration for the orthogonal polar factor [10] .
On invoking Theorem 4.7 we obtain the matrix square root iteration in the next result.
Theorem 6.2. Let G be any automorphism group and A ∈ G. If A has no eigenvalues on R − then the iteration Proof. Only the last part remains to be explained. It is easy to show by induction that
follows by a second induction.
Note that the factor
, W is unaffected by this factor. Theorem 6.2 shows that for A in an automorphism group the Newton iteration (6.1) can be rewritten in an alternative form-one that has much better numerical stability properties, as we will show below.
The iteration in Theorem 6.2 is also investigated by Cardoso, Kenney, and Silva Leite [5, sect. 6] , with the same assumptions on G as mentioned above for their treatment of (6.6).
If M is a general matrix then the operation count for (6.7) is higher than that for the Newton iteration (6.1). However, for all the classical groups M is a permutation of diag(±1) (see Table 2 .1) and multiplication by M −1 and M is therefore of trivial cost; for these groups the cost of iteration (6.7) is one matrix inversion per iteration, which operation counts show is about 75% of the cost per iteration of (6.1) and 30% of that for (6.4).
Matrix Newton iterations benefit from scaling when the starting matrix A is far from the limit. Much is known about scalings for the sign function iteration (6.5) of the form
see Kenney and Laub [21] . The corresponding scaled version of (6.7) is
By considering the discussion just before the proof of Theorem 4.6 we can see how to map α k into γ k . In particular, the determinantal scaling of Byers [4] , which for
in (6.9), while the spectral scaling
1/2 of Kenney and Laub [21] 
1/4 . The latter acceleration parameter is suggested in [5] ; it has the disadvantage of significantly increasing the cost of each iteration.
Finally, we give another example of the utility of Theorem 4.6. The Schulz iteration
is a member of Kenney and Laub's Padé table of iterations for sign(A). Applying Theorem 4.6 (or, strictly, a slightly modified version, since (6.11) is not globally convergent), we obtain the iteration
for computing W , assuming that the generalized polar decomposition A = W S exists. Using a known recurrence for the residuals I − X 2 k of (6.11) [1, Prop. 6.1] we find that
Hence a sufficient condition for the convergence of (6.12) is that the spectral radius ρ(R 0 ) = ρ(I − A A) < 1. Iteration (6.12) was stated in [14] for the pseudo-orthogonal group, but the derivation there was ad hoc. Our derivation here reveals the full generality of the iteration.
Numerical properties.
Key to the practical utility of the iterations we have described is their behavior in floating point arithmetic. We begin by presenting two numerical experiments in which we compute the square root of
• a random perplectic matrix A ∈ R 7×7 , with
2 , generated using an algorithm of Mackey described in [18] ,
• a random pseudo-orthogonal matrix A ∈ R 10×10 , with p = 6, q = 4 and A 2 = 10
2 , generated using the algorithm of Higham [14] . The matrix A is also chosen to be symmetric positive definite, to aid comparison with the theory, as we will see later. k Newton, (6.1) (6.9) with γ k ≡ 1 (6.9) with γ k of (6.10) Cubic, (6.4) Table 7 .2 Results for a pseudo-orthogonal matrix A ∈ R 10×10 with κ 2 (A) = 10 10 . Here, err(X) and µ G (X) are defined in (7.1) and (7.2).
k Newton, (6.1) (6.9) with γ k ≡ 1 (6.9) with γ k of (6.10) Cubic, (6.4) For definitions of the perplectic and pseudo-orthogonal groups see Table 2 .1. All our experiments were performed in MATLAB, for which u ≈ 1.1 × 10 −16 . Tables 7.1 and 7.2 display the behavior of the Newton iteration (6.1), the cubic iteration (6.4), iteration (6.9) without scaling, and iteration (6.9) with determinantal scaling (6.10). We report iterations up to the last one for which there was a significant decrease in the error err(X) = X − A We also track the departure from G-structure of the iterates, as measured by µ G (X) = X X − I 2 X 2 2 ; (7.2) see section 7.1 for justification of this measure. The next lemma gives a connection between these two quantities that applies to all the classical groups in The analysis in section 6 shows that for A ∈ G the Newton iteration (6.1) and iteration (6.9) without scaling generate precisely the same sequence, and this explains the equality of the errors in the first two columns of Tables 7.1 and 7.2 for 1 ≤ k ≤ 6. But for k > 6 the computed Newton sequence diverges for the pseudo-orthogonal matrix, manifesting the well-known instability of the iteration (even for symmetric positive definite matrices). Table 7 .2 shows that scaling brings a clear reduction in the number of iterations for the pseudo-orthogonal matrix and makes the scaled iteration (6.9) more efficient than the cubic iteration in this example.
The analysis of section 5 shows that the cubic structure-preserving iteration is stable, and for the classical groups it provides an estimate (1 + A 1/2 2 2 )u of the relative limiting accuracy. This fits well with the observed errors in Table 7 .2, since in this example A 1/2 2 2 = A 2 = 10 5 (which follows from the fact that A is symmetric positive definite). We know from Theorem 5.5 that the unscaled iteration (6.7) is stable if the adjoint is involutory, and the same estimate of the relative limiting accuracy as for the cubic iteration is obtained for the classical groups. These findings again match the numerical results very well.
The original Newton iteration (6.1) has a Fréchet derivative map whose powers are bounded if the eigenvalues λ i of A satisfy −1 ], will be unstable for the second matrix. Indeed it is, with minimum error 7.5e-3 occurring at k = 7, after which the errors increase; it is stable for the first matrix.
Turning to the preservation of structure, the values for µ G (Y k ) in the tables confirm that the cubic iteration is structure preserving. But Table 7 .2 also reveals that for the pseudo-orthogonal matrix, iteration (6.9), with or without scaling, is numerically better at preserving group structure at convergence than the cubic structurepreserving iteration, by a factor 10 4 . The same behavior has been observed in other examples. Partial explanation is provided by the following lemma.
Lemma 7.2. Assume that (A ) = A for all A ∈ K n×n . If
Proof.
which gives the result. Since Lemma 7.2 makes no assumptions about Y k , we can think of Y k as being an exact iterate perturbed by errors. The lemma shows that the iteration enforces quadratic convergence to the structure: an arbitrary error introduced at a particular stage can be expected to have rapidly decreasing effect on the departure from structure (though not necessarily on the error). The structure-preserving cubic iteration does not satisfy such a relation: while it automatically preserves structure, it has no mechanism for reducing a loss of structure caused by arbitrary perturbations in the iterates. However, as Lemma 7.1 shows, for any method the loss of structure is approximately bounded by the relative error, so severe loss of structure in the cubic iteration can occur only for ill-conditioned problems.
Justification of measure µ G (A).
The measure of structure µ G in (7.2) was used in [15] and justified by Lemma 4.2 therein, which shows that if A has a generalized polar decomposition A = W S, the matrix M of the scalar product is unitary, and S−I 2 < 1, then W ∈ G is within relative distance approximately µ G (A) of A. In Theorem 7.4 below we simplify this result to assume only that A A − I < 1 and strengthen it to apply to any consistent norm and any scalar product.
Lemma 7.3. Suppose that sign(S) = I and S 2 = I + E, where E < 1, for any consistent norm. Then
Proof. We will make use of the observation that if |x| < 1 then (1 + x) 1/2 has a convergent Maclaurin series 1 + 
The following theorem generalizes [12, Lem. 
