The article provides a local classification of singularities of meromorphic second order linear differential equation with respect to analytic/meromorphic linear point transformations. It also addresses the problem of determining the Lie algebra of analytic linear infinitesimal symmetries of the singularities.
Introduction
Considering a second order linear differential equation (shortly LDE) on a complex domain Ω ⊆ C 
with meromorphic coefficients a 1 (x), a 0 (x), one can associate to it its companion linear differential system for v = t y,
And vice versa every 2×2 linear differential system with meromorphic coefficients can be meromorphically transformed to the form of a companion system (2) by virtue of the so called "cyclic vector lemma" [dPS03, §2.1]. From the point of study of the solutions there is not much distinction between meromorphic second order LDEs (1) and 2×2 meromorphic differential systems (2). Correspondingly, the two are also interchangeable from the point of view of differential Galois theory. However, there is an important difference between them when it comes to the underlying space and to its transformation group, and consequently also when it comes to their Lie symmetry groups. A meromorphic linear differential system
can be seen as a meromorphic connection on a (trivial) rank 2 vector bundle over Ω. As such, a natural kind of transformations of the system are the gauge transformations
with φ : Ω → Ω an analytic diffeomorphism and T (x) a matrix-valued function that is either analytic and analytically invertible, or meromorphic and meromorphically invertible. The corresponding systems for v andṽ are then called analytically, resp. meromorphically, equivalent. In the literature one often considers the above transformations with φ = id Ω , but here we opt for the more general form (4).
On the other hand, a second order LDE (1) is living as a connection on the 1-jet bundle J 1 (Ω) (or more generally on a codimension 1 subbundle of the 2-jet bundle J 2 (Ω), cf. [IY08, §19E] ). A natural kind of transformations are linear point transformations, that is the jet prolongations of the transformations x = φ(x),ỹ = t(x)y,
with φ : Ω → Ω analytic diffeomorphism and t(x) either a non-vanishing analytic, or a non-zero meromorphic, function. Such transformations were considered already by Kummer [Kum34] , and it is known that general point transformations preserving the class of second (or higher) order LDEs are locally of the this form [Sta93] . The corresponding equations for y andỹ are then called analytically, resp. meromorphically, equivalent. For higher order differential equations the group of transformations (5) is very restrictive, therefore more general transformations are often considered such as "Weyl transformations" (generalized linear contact transformations) [IY08, TY16] x = φ(x),ỹ = t 0 (x)y + . . . + t n−1 (x) ∂ ∂x n−1 y, where n is the order of the LDE. Nevertheless in the case n = 2 that we consider the dimension of the solutions space is the same as the dimension of the ambient (x, y)-space and locally the linear point transformations (5) are relatively rich enough to provide, at least in a generic situation, a satisfactory theory.
In this paper, we are interested in local analytic classification of meromorphic second order LDEs (1) with respect to linear point transformations (5) near a fixed point in the x-space placed at the origin, i.e. Ω = (C, 0). If both coefficients a 0 (x), a 1 (x) of (1) are analytic at x = 0, then it is well known that the equation is locally analytically equivalent to d 2 y dx 2 = 0. We will therefore investigate only singular points, where at least one of a 0 (x), a 1 (x) has a pole.
While the local analytic/meromorphic theory of meromorphic linear differential systems with respect gauge transformations fixing x is well established by now, e.g. [BV89, Bal00, IY08, dPS03, BJL79] , and it is easily generalized to all transformation (4), there appears to be very little written on the subject of local analytic/meromorphic classification of singular second-order LDEs with respect to linear point transformations. We will describe the local analytic/meromorphic moduli space of LDEs (1) at singularities of regular or non-resonant irregular type (Sections 1.2 and 1.3) and describe their Lie groups of linear infinitesimal symmetries (Section 1.4).
Singularities of linear differential equations
Suppose that at least one coefficient a i (x), i = 0, 1, of (1) has a pole at the origin, and denote m i ∈ Z the respective orders of the poles. Let ν = max{m 1 − 1, ⌈ m0 2 ⌉ − 1} ≥ 0;
we will call it the Poincaré rank of the LDE. Denoting
and rewriting the equation (1) as
where p(x) = −x ν+1 a 1 (x) + (ν + 1)x ν and q(x) = −x 2ν+2 a 0 (x), then the Poincaré rank ν ≥ 0 is the smallest integer for which p(x), q(x) are analytic at 0.
The companion system for (6) is the system for v = t y, δ ν y
The equation (6) can be rewritten as
4 y, where ∆ :
and the system for u = t y, (δ ν − p 2 )y as
v.
An equation (6) with p(x) = 0 will be called trace-free.
Definition. This is equivalent to say that in the coordinate s = x 1 2 the LDE has a non-resonant irregular singularity.
We shall prove the following result relating the formal and the analytic equivalence of singular LDEs with that of their companion systems (7). Theorem 1. Two LDEs (6) with either a regular singularity or a non-degenerate irregular singularity at the origin are analytically, resp. formally, equivalent if and only if the companion systems (7) are analytically, resp. formally, equivalent.
Let us stress that we consider equivalence by linear point transformations (5) for equations, and by gauge transformations (4) for systems. By formal equivalence it is meant that the diffeomorphism φ(x) and the function t(x) in (5), resp. T (x) in (4), are formal power series of x.
On the other hand, for degenerate irregular singularities it is possible to have analytically inequivalent LDEs with analytically equivalent companion systems (Example 13).
In the following section we describe the moduli space of analytic equivalence of regular and non-degenerate irregular singularities of LDEs. In the light of Theorem 1, these results are parallel to the classical theory of singularities of linear differential systems and are a direct reformulation of it.
Formal and analytic classification
It is easy to verify that if y 1 (x), y 2 (x) are two linearly independent solutions to (6) then one can express ∆(x) (8) as
, and the formal invariant can be identified with the equivalence class of the pair
with respect to the action of analytic diffeomorphisms x → φ(x) and jet restriction. Moreover, one may always assume that ∆(x)δ
ν is in the normal form of Proposition 1.2 and
Such pair {λ 1 (x)δ
ν }, called in canonical form, is uniquely determined up to the action of the rotations x → e lπi ν x, l ∈ Z 2ν . In particular, if the equation is trace-free, then λ 1 (x) + λ 2 (x) = 0, and the equivalence class of formal invariants is completely determined by ν and µ 2 .
• If ν > 0, ∆(0) = 0 and the resonant irregular singularity is non-degenerate,
is uniquely determined up to the action of the rotations x → e 2lπi 2ν−1 x, l ∈ Z 2ν−1 .
Definition. A linear differential equation (6) is called reducible if it can be written as
with
Regular singularities
Definition (Projective monodromy). Let y 1 (x), y 2 (x) be two linearly independent solutions near a point x 0 ∈ U * of some pointed neighborhood U * of the origin, and let f (x) := y2(x) y1(x) . For a loop γ ∈ π 1 (U * , x 0 ), the analytic continuation of f (x) along γ acts
The map ρ : γ → ρ γ is the projective monodromy representation
of the LDE. This representation, which is the projectivization of the monodromy representation of the companion system, is well-defined up to conjugacy in PGL 2 (C). Let γ 0 be a positively oriented simple loop generating π 1 (U * , x 0 ). Then ρ γ0 is conjugated to either
In the case (i) we call the projective monodromy diagonalizable, and in the case (ii) non-diagonalizable.
Lemma 2. 1. Strongly non-resonant regular singularities (i.e. with µ = λ 2 − λ 1 / ∈ Z) have diagonalizable projective monodromy (conjugated to f → e 2πiµ f ).
2. A regular singularity has non-diagonalizable projective monodromy if and only if its formal fundamental solution contains a logarithmic term.
Theorem 3 (Analytic classification of regular singularities, ν = 0).
1. Two LDEs (6) with regular singularities are analytically equivalent if and only if they have the same pair of formal invariants {λ 1 , λ 2 } and their projective monodromies are conjugated, i.e. either they are both diagonalizable or both non-diagonalizable.
2. A LDE (6) with a regular singularity is always reducible. It is analytically equivalent to one of the following normal forms.
(a) Diagonalizable projective monodromy (λ 1 = λ 2 ):
whose basis of solutions is y 1 (x) = x λ1 , y 2 (x) = x λ2 .
(b) If λ 1 = λ 2 (then the projective monodromy is non-diagonalizable):
whose basis of solutions is y 1 (x) = x λ1 , y 2 (x) = x λ1 log x.
(c) If λ 1 − λ 2 = k ∈ Z >0 and the projective monodromy is non-diagonalizable:
whose basis of solutions is y 1 (x) = x λ1 , y 2 (x) = x λ2 + kx λ1 log x. Alternatively, it is also analytically equivalent to 
ν } are in the same equivalence class. The formal transformatioñ
between the two LDEs is then Borel ν-summable, with singular directions arg(x) = β among those where ℑ e −νβi (λ
1 ) = 0. Assuming that their formal invariants are equal, then a formal transformationφ,t exists withφ(x) = x + tx ν+1 + O(x ν+2 ) which is unique (up to y → cy) for any t ∈ C.
In particular, the LDE is formally equivalent by means of a transformation (19) witĥ φ(x) = x + O(x ν+1 ) to the following formal normal form
i.e.p
whose basis of solutions isỹ
The formal transformationφ(x) = x + O(x ν+1 ) is unique up to a composition with the flow of the vector field 1 λ2(x)−λ1(x) δ ν . Up to an analytic change of coordinate x → φ(x), one can suppose that the pair
Then the singular directions ofφ(x),t(x) are
be the Borel sums of the formal transformationφ,t, bounded and analytic on the sectors
where 0 < η < π 2ν is arbitrarily small, and ρ η > 0 depends on η. They transform the LDE to its formal normal form (20), which means that on each sector Ω l the original LDE has a canonical basis of solutions
We can now define projective Stokes operators of the equation, corresponding to the projectivization of the Stokes matrices of the companion system, as the operators connecting the bases on neighboring sectors in the following way.
Definition (Projective Stokes operators). The projective Stokes operators are the operators σ β l ∈ PGL 2 (C) defined by
where
y1,Ω l (x) . They are of the form
Their collection (σ β0 , . . . , σ β2ν−1 ) is well-defined up to simultaneous conjugation by a scalar multiplication (corresponding to the non-unicity ofφ(x)). It is extended to all l ∈ Z by σ β l+2ν (f ) = e 2πiµ σ β l (e −2πiµ f ).
Remark. Note that the canonical pair of solutions y 1,Ω l (x), y 2,Ω l (x) is up to multiplication by constants uniquely determined by their asymptotic behavior at the singular directions β l − π ν and β l + π ν , one being flat at one direction the other being flat at the other direction.
Definition (Symmetry group of the formal invariants). Let {λ 1 (x)δ
ν } be a pair of formal invariants in a canonical form. Let us define G ⊆ Z 2ν as the subgroup of the cyclic group consisting of the elements g ∈ Z 2ν such that the associated rotation x → e gπi ν x preserves the pair {λ 1 (x)δ
Since the pair of formal invariants in a canonical form is uniquely defined up to rotations from Z 2ν , which commute with G, the group G is well-defined.
For example, if the equation is trace-free,
Theorem 5 (Analytic classification of non-resonant irregular singularities, ν > 0). ) l∈Z are equivalent in the following sense: there exist c ∈ C * and g ∈ G such that
Two formally equivalent LDEs
where G ⊆ Z 2ν is the symmetry group of the formal invariant and ι : f → 1 f .
For every pair {λ
ν } in canonical form and every collection of projective Stokes operators (σ β0 , . . . , σ β2ν−1 ), there exists a LDE with a non-resonant irregular singularity of a given formal class realizing them as its analytic invariants.
Proposition 6.
1. For a non-resonant irregular singularity the following are equivalent:
(a) The LDE (6) is reducible, i.e. of the form (14) for some α 1 (x), α 2 (x).
, where λ(x) is one of the formal invariants and t(x) is a convergent power series.
(c) The Riccati equation
has an analytic solution r(x). In this case
For either all odd or all even indices l ∈ Z the projective Stokes operators are trivial, σ β l = id.
2. For a non-resonant irregular singularity the following are equivalent:
(a) The LDE (6) is analytically equivalent to the formal normal form (20).
(b) The LDE (6) has a pair of "convergent solutions"
ν } are the formal invariants and t j (x) are convergent power series.
(c) The third order linear equation
has an analytic solution h(x).
is an analytic solution to (22). (e) All the projective Stokes operators are trivial, σ β l = id for all l ∈ Z.
The differential operator of the left-hand side of (22) is known as the second symmetric power of the operator δ
If the LDE is reducible, and r(x) an analytic solution to (21), then the equation (22) can be factorized as
Since in this case r(0) = 0, the formal power series solutions to (23) are also solutions to δ ν δ ν + r(x) h = 0.
Remark. If y 1 (x), y 2 (x) are two linearly independent solutions to the LDE,
y1 is a solution to (21), and h = f δν f is a solution to (22). Theorem 7 (Analytic normal forms when ν = 1).
1. An irreducible LDE with a non-resonant irregular singularity at the origin of Poincaré rank ν = 1 is analytically equivalent to an LDE of the form
Two such equations are analytically equivalent if and only if µ = ±μ, and cos π ∆ (2) + 1 = cos π ∆(2) + 1,
2. A reducible LDE (14) with a non-resonant irregular singularity at the origin of Poincaré rank ν = 1 with µ = α
(hence with diagonalizable monodromy) is analytically equivalent to either
with λ 2 (x) − λ 1 (x) = 1 + µx, or to (20).
A reducible LDE (14)
with a non-resonant irregular singularity at the origin of Poincaré rank ν = 1 with µ = α
∈ Z ≤0 is analytically equivalent to either (24), which in this case is analytically equivalent to (20), if the monodromy is diagonalizable (scalar), or to
with λ 2 (x) − λ 1 (x) = 1 + µx, if the monodromy is non-diagonalizable. 
are from the same equivalence class. The formal transformatioñ 
withp
whose basis of solutions isỹ j (x) = e λj (x)δ −1 ν , j = 1, 2. By the Proposition 8, the LDE is equivalent to (26) by a formal transformationφ(x), t(x), Borel (ν − 1 2 )-summable except in the singular directions
Hence the LDE has a canonical basis of solutions
where φ Ω l (x), t Ω l (x) are the Borel sums, bounded and analytic on the sectors
where 0 < η < π 2ν−1 is arbitrarily small, and ρ η > 0 depends on η. The projective Stokes operators σ β l ∈ PGL 2 (C) are now defined as before
. Their definition is extended to all l ∈ Z by
They are of the form
Definition (Symmetry group of the formal invariants). Suppose
. Let us define G ⊆ Z 2ν−1 as the subgroup of the cyclic group consisting of the elements g ∈ Z 2ν−1 such that the associated rotation x → e g2πi 2ν−1 x preserves the differential form P (x)δ −1 ν . Since P (x)δ −1 ν is uniquely defined up to rotations from Z 2ν−1 , which commute with G, the group G is well-defined.
Theorem 9 (Analytic classification of non-degenerate resonant irregular singularities, ν > 0).
1. Two formally equivalent LDEs (6) with a non-degenerate resonant irregular singularity at the origin and the same pair of formal invariants in canonical form xδ 
where G ⊆ Z 2ν−1 is the symmetry group of the formal invariant and ι : f → 1 f . 2. For every pair of formal invariants xδ
ν in canonical form and every collection of projective Stokes operators, there exists a LDE with a non-degenerate resonant irregular singularity of given formal class realizing them as its analytic invariants.
Theorem 10 (Analytic normal forms when ν = 1). LDE with a non-degenerate resonant irregular singularity at the origin of Poincaré rank ν = 1 is analytically equivalent to an LDE of the form
. Two such equations are analytically equivalent if and only if p
(1) =p (1) , and cos π 1 + ∆ (2) = cos π 1 +∆ (2) .
Meromorphic classification
If the transformation (5) is meromorphic with t(x) = x m u(x), u(0) = 0, then from (9)-(11) one can see that
In the regular or non-resonant irregular case this means that λ 1,2 (x) = ψ(x)λ 1,2 (φ(x)) − mx ν +O(x ν+1 ), i.e. that equivalence class of the pair of formal invariants {λ 1 (x)δ
ν . Theorem 11 (Non-resonant irregular case, ν > 0). Two LDEs (6) with either regular or non-degenerate irregular singularities are meromorphically equivalent if and only if they have the same equivalence class of formal invariants
ν , m ∈ Z, and 1. if regular: their monodromies are conjugated (i.e. they are both either diagonalizable or non-diagonalizable), Let us remark that, unlike for systems, conjugation of monodromies of regular singularities alone does not suffice to produce meromorphic equivalence.
Lie symmetries
For non-resonant singularities of differential systems there is a canonical diagonal formal normal form
which is integrable in terms of elementary functions with fundamental solution matrix
. Correspondingly, the analytic class of this normal form system is the one that has the largest possible Lie algebra of analytic infinitesimal symmetries (see [BMW15] ) of all the systems within the formal class. It turns out that the same holds also for non-resonant irregular LDEs (6): they are analytically equivalent to their formal normal form (20) if and only their Lie algebra of linear analytic point symmetries is the largest possible (Theorem 12 below). Let us recall that an infinitesimal linear symmetry of a LDE (1) is a vector field
whose second jet prolongation pr (2) Y leaves the surface y xx + a 1 (x)y x + a 0 (x)y = 0 invariant. This is equivalent [Dic24, p.350 ] to ask that
and pr (1) Y is the first jet prolongation of Y :
Theorem 12. The infinitesimal linear symmetries of a LDE (6) are of the form
where c ∈ C, and h(x) is a solution of (22). The Lie algebra of analytic infinitesimal linear symmetries of 1. a regular singularity (a) strongly non-resonant with λ 1 − λ 2 / ∈ Z {0} in the normal form (15) is generated by y ∂ ∂y , δ 0 , (b) resonant with λ 1 − λ 2 = k ∈ Z >0 and trivial projective monodromy, in the normal form (15), is generated by 3. a non-degenerate resonant irregular singularity of Poincaré rank ν > 0 is generated only by y ∂ ∂y .
Let us remark that for non-singular LDEs the Lie algebra of analytic linear infinitesimal symmetries is of maximal dimension 4, namely for
while the Lie algebra of all analytic infinitesimal symmetries, i.e. infinitesimal point symmetries of the form Y = G(x, y)∂ x + F (x, y)∂ y , is of dimension 8 (it is well known to be isomorphic to sl 3 (C)).
Proofs
We will review and adapt to our needs some basics of the theory of singularities of linear differential systems which can be found in some form in most standard references, e.g. in [BV89, Bal00, BJL79, IY08, Mal79, dPS03, Sib90]. In the case of regular singularities the analytic classification agrees with a formal one, and in the case of non-resonant irregular singularities the analytic modulus consists of a set of formal invariants and of a conjugacy equivalence class of a collection of Stokes matrices.
Proof of Theorem 1. Follows from Theorems 3, 5 and 9.
Regular singular points. If ν = 0, the singular point is of Fuchsian kind and, according to the general theory [IY08, Theorem 16.16], the companion system (7) is analytically equivalent by a gauge transformation v = T (x)ṽ to a normal form
where ǫ ∈ {0, 1} and ǫ = 0 only if λ 1 − λ 2 ∈ Z ≥0 . Therefore the system (7) possesses a fundamental solution matrix V (x) = T (x)
, where T (x) = T ij (x) is analytic and
The complete analytic invariant of the system is given by the pair {λ 1 , λ 2 } and by ǫ ∈ {0, 1}. The monodromy matrix M of this fundamental solution,
is then given by M = e 2πiλ 1 ǫ 2πie
. The LDE has therefore a solution basis
Proof of Lemma 2. The weak non-resonance condition is equivalent to ǫ = 0 as well as to the diagonalizability of the monodromy M .
Proof of Theorem 3. The statement 1 is a corollary of 2. 2(a) Weakly non-resonant regular singularity: By the above considerations, the LDE (6) has a solution basis (32) with ǫ = 0, where T 1j (x) is an analytic germ with T 1j (0) = 1. We are looking for an analytic transformationx = φ(x),ỹ = t(x)y (5), such that
Writing φ(x) = x(1 + g(x)), g(0) = 0, then g(x) is a solution to
where the right-hand side is an analytic function of x and g whose derivative with respect to g at (x, g) = 0 is λ 2 − λ 1 = 0, so it has by the implicit function theorem a unique analytic solution g(x) with g(0) = 0. Then also t(x) = T 11 (x)(1 + g(x)) −λ1 is an analytic germ, t(0) = 1.
2(b)
Regular singularity with λ 1 = λ 2 =: λ: The LDE (6) has a solution basis (32) with ǫ = 1, where T 11 (0) = 1, T 12 (0) = 0. The transformation equation we want to solve is
and t(x) = T 11 (x)(1 + g(x)) −λ , t(0) = 1.
2(c) Strictly resonant regular singularity with λ
The LDE (6) has a solution basis (32) with ǫ = 1, where T 11 (0) = T 12 (0) = 1. The transformation equation we want to solve is
Writing φ(x) = cx(1 + g(x)), g(0) = 0, let c = k
The derivative of the right side with respect to g at (x, g) = 0 is λ 2 − λ 1 = −k, therefore the equation has a unique analytic solution g(x) with g(0) = 0. Then
Non-resonant irregular singular points. Let λ j (x) = λ . Correspondingly, the LDE has a formal solution basiŝ
A complete formal invariant of the system (7) with respect to formal gauge transformations fixing x (4) is formed by the pair of meromorphic 1-forms {λ 1 (x)δ
If one allows also for transformations x → φ(x), then it is always possible to transform analytically the pair to a canonical form where
ν , where µ is well-defined up to the ± sign.
A Stokes direction (also known as separating) α ∈ R is defined by ℜ e −να (λ 
. For each anti-Stokes direction β the Stokes matrix St β is defined by
The collection of the Stokes matrices {St β0 , . . . St β2ν−1 } modulo simultaneous conjugation by diagonal matrices is a complete analytic invariant of the system (7) with given formal invariants (sometimes called Malgrange-Sibuya modulus).
Proof of Proposition 4. By the above considerations, the LDE (6) has a formal solution basis (33), whereT 1j (x) is formal power series that is Borel ν-summable,T 1j (0) = 0. After an eventual analytic change of the x-variable, we can suppose that the formal invariants {λ 1 (x)δ −1 ν , λ 2 (x)δ −1 ν } are in a canonical form with λ 2 (x) − λ 1 (x) = 1 + µx ν . We are looking for a formal transformatioñ
Thereforeĝ(x) is a solution to
where the right-hand side is an analytic function of x and g whose derivative with respect toĝ at x = 0 is λ . Sinceφ(x) = x + O(x ν+1 ) then alsot(x) is a formal power series,t(0) =T 11 (0)e
1ĝ (0) . One can also solve the equation on the sectors Ω α (see Proposition 14 in the Appendix) and deduce thatφ(x),t(x) are Borel ν-summable in the same directions as is the pair (T 11 (x),T 12 (x)).
Proof of Theorem 5. 1. Analytic equivalence: Let us show that if two LDEs (6) with non-resonant irregular singularity have their companion systems (7) analytically equivalent, than so are the equations. After an analytic change of x we can assume that the formal invariants
ν } are in the canonical form and are the same for the two systems. Up to right multiplication ofT (x) by a constant diagonal matrix, we can also suppose that their collections of Stokes matrices agree. Therefore, for a singular direction β:
for the corresponding Stokes multiplier s β on the position (j, i) of St β , (j, i) = (1, 2) or (2, 1) depending on β such that e (λi(x)−λj (x)) is flat when x → 0, arg x = β. The conjugation equations to solve are
Comparing the above expressions we see that on the intersection sector Ω β+ π 2ν
both φ β− (x) and φ β+ (x) solve the same functional equation
hence they will be equal if existence and unicity of a bounded sectoral solution is ensured, and so they will glue up to form an analytic germ φ(x). And similarly with t β+ = t β− . Writing φ β± (x) = x(1 + x ν g β± (x)), the conjugation equation becomes log(
which by virtue of Proposition 14 in the Appendix, has a unique bounded analytic solution g β± (x) on Ω β± π 2ν
satisfying g β± (0) = log
.
Realization:
Given ν > 1, formal invariants λ 1 (x), λ 2 (x), and a collection of projective Stokes operators, we want to show that there exists an equation ( 
, where Ω α = {| arg x − α| < π ν − η, |x| < ρ} for some 0 < η < π 2ν , |ρ| > 0. We want to find bounded analytic sectoral maps φ α (x) = x + O(x 2 ), x ∈ Ω α that solve the cohomological equation
Then
), and therefore ∆(x) = −2S ν (f • φ α ) for x ∈ Ω α glue up to an analytic germ on a neighborhood of 0, and the equation (6) with p(x) = λ 1 (x) + λ 2 (x) and q(x) = • ϕ
by the chain rule for the Wirtinger derivative.
Remark. In the formal equivalence problem for non-resonant irregular singularities one can assume thatT 11 (0) =T 12 (0) = 1, hence thatĝ(0) = 0, i.e.φ(x) = x + O(x ν+2 ).
On the other hand, in the analytic equivalence problem one may haveT 12 (0) T11(0) = 1 and
To solve the equation fort(x), one needs that
). This observation is at the heart of the following two examples.
Example 13. (Formally equivalent but analytically non-equivalent resonant irregular singularities with analytically equivalent companion systems.) Consider the reducible equation of Poincaré rank ν = 2
Its basis of solutions is
where the integration path in the s-variable follows horizontal rays. The projective Stokes matrices of the associated companion systems are easily calculated using the residue to be St 0 = id and St π = ( 1 2πic 0 1 ), which are conjugated by diagonnal matrices for all c = 0. Up to analytic gauge transformation, the companion systems can be written as
and are all formally equivalent to each other for all c ∈ C by a gauge transformation fixing x. Indeed, writing the formal gauge transformation between two such systems with c andc as v = Writing φ(x) = x + x 2 g(x), then g(x) satisfies an analytic ODE
with a "saddle-node" type singularity at (x, g) = (0, 0), which is known to have a unique formal solutionĝ(x) = (c −c)x + O(x 2 ). Thent(x) = − c−c 2 + O(x) can also be formally solved.
On the other hand, in the problem of analytic equivalence one needs to equalize the bases cy 1 (x), y 2 (x) andcỹ 1 (x),ỹ 2 (x), with respect to which the Stokes matrices agree, and the conjugation equations Proof of Proposition 6. 1. Indeed, for a reducible LDE (14) one has ∆(x) = r(x) 2 − 2δ ν r(x) for r(x) = α 2 (x) − α 1 (x), and moreover y 1 (x) = e (14) with α 1 (x) = δ ν log y(x) and α 2 (x) = p(x) − α 1 (x), i.e. r(x) = p(x) − 2α 1 (x). Finally, it is known that the companion system is analytically reducible, i.e. analytically equivalent to one in a triangular form, if and only if the Stokes matrices of are either all upper triangular or all lower triangular (indeed the formal diagonalizing transformation for a triangular system is triangular and therefore the Stokes matrices will have the same triangular form, and vice versa, a solution to the sectoral cohomological equation with triangular Stokes matrices exists that is triangular). The system δ ν v = A(x)v, A(x) = a ij (x) , realizing triangular Stokes data can be assumed upper triangular and with a 12 (0) = 1 (since a 11 (0) = a 22 (0)), and is therefore it is conjugated to δ ν v = α 1 (x) 1 0 α 2 (x) v for some α 1 (x), α 2 (x), hence analytically equivalent to the companion system of a reducible LDE (14). 
is an analytic solution to (22) .
Supposing that h(x) is a nontrivial analytic solution to (22), and let us show that the LDE is reducible. First, let us notice that form (22) 
, c ∈ C. Considering the equation (22) as a nonhomogeneous first order linear differential equation for unknown ∆ with coefficients determined by h(x), then ∆(x, a 2 ) are its solutions for all a ∈ C and for the reason of dimension there are no other solutions. Hence ∆(x) = ∆(x, c 2 ) and the LDE is reducible, with r(x) = r(x, ±c), two different solution to ∆(x) = r(x) 2 − 2δ ν r(x) (21), and y 1 (x) = e 
, is an analytic solution to (22). Finally, a system with an irreducible irregular singularity and formal invariants 
2 ) = e 2πip
(1) and the quantity
2 −λ
(1)
1 −λ
(1) 2 = 2 cos πµ + e πiµ s 0 s π is a natural invariant. On the other hand the eigenvalues of the residue matrix of the companion system at x = ∞ are −
(1) , and therefore
from which one has (cf. [MR82, p. 144])
For given formal and analytic invariants, the equation for ∆ (2) can be always solved. If the LDE is reducible, written as (14), then there are only two analytic equivalence classes within a given formal equivalence class: one corresponds to both Stokes matrices trivial, and the other to one non-trivial Stokes matrix conjugated to . The equation has two canonical solutions:
1 )R ≤0 , where the integration path follows a real trajectory of δ1 α2(x)−α1(x) . Assuming that α 2 (x) − α 1 (x) = 1 + µx + x 2 r(x) for some analytic germ r(x), then
where R(x) := e r(x)dx , the integration in the second integral following a horizontal ray. Denoting y 2,+ (x), resp. y 2,− (x), the branch of y 2 (x) on arg x ∈]π, 2π[, resp. arg
In particular, if α 2 (x) − α 1 (x) = 1 + µx, i.e. R(x) = 1, then s π = e 2πiµ − 1 Γ(1 − µ) = e πiµ 2πi Γ(µ) which vanishes if and only if µ ∈ Z ≤0 . And if
which is positive for every µ ∈ Z.
Non-degenerate resonant irregular singularities. Suppose J between the LDEs. This transformation will necessarily also transform the respective solutions (36) one to the other, so by the unicity it will agree with the above one. We can assume∆(x) =x, ∆(x) = x+O(x ν+1 ), and we construct the transformationx =φ(x) as a formal infinite compositionφ = . . .
then also the equation (9) for logt(x) has a unique formal solution. For a strongly non-resonant regular singularity (15), the equation to solve is
which has a basis of solutions h 1 (x) = 1, h 2 (x) = x λ1−λ2 , h 3 (x) = x λ2−λ1 if λ 1 = λ 2 , and h 1 (x) = 1, h 2 (x) = log x, h 3 (x) = (log x) 2 if λ 1 = λ 2 . For a resonant regular singularity (17), the equation for h is of the form (23) with ν = 0 and r(x) = − k 1−x k , which has a basis of solutions h 1 (x) = Appendix: Implicit function theorem for Borel summable power series
There are several equivalent ways to define Borel summability (see e.g. [Bal00, Mal95, MR82, Lod16] ). We will use the following one due to J.-P. Ramis.
Let (E, · ) be a Banach space: we will consider the following two, (i) the field (C, | · |), (ii) the space of bounded analytic functions on some small disc D = {|y| ≤ ǫ}, ǫ > 0, together with supremum norm.
Letf (x) = n≥0 f (n) x n ∈ E x be a formal power series with coefficients f (n) ∈ E.
• An open sectoral domain at the origin is a simply connected domain U in C (or in the Riemann surface of logarithm) with 0 in its boundary that can be written as an (infinite) union of open sectors at 0 of increasing angular opening (and decreasing radius).
• Let U be an open sectoral domain at the origin. An analytic function f : U → E is said to be s-Gevrey asymptotic tof , s > 0, if for every sector V ⊂⊂ U (i.e. such that V ⊂ U ∪ {0}) there exist C, A > 0 such that
for all N > 0 and all x ∈ V .
By the Ramis-Sibuya theorem the converse is also true, giving thus a useful characterization of Borel summability.
Theorem (Ramis-Sibuya). Let V j , j ∈ Z m , be a cyclic covering of a pointed neighborhood of 0 by sectors. Let f Vj ,Vj+1 : V j ∩ V j+1 → E be exponentially flat of order ν, j ∈ Z m . Then there exists a formal power seriesf (x), and a "cochain" of sectoral functions f Vj : V j → E, j ∈ Z m , that are 1 ν -Gevrey asymptotic tof (x), such that f Vj ,Vj+1 = f Vj+1 − f Vj .
In particular, if the angular opening of V j is > We shall solve the sectoral implicit equations , and the operator is contractive. Let us now show that |g Vj+1 (x) − g Vj (x)| ≤ Ke − A |x| ν on the intersections V j+1 ∩ V j for some K > 0 in order to apply the Ramis-Sibuya theorem and obtain the Borel summability. For x ∈ V j+1 ∩ V j and |y j+1 |, |y j | ≤ ǫ 2 one can estimate |K j+1 (x, y j+1 ) − K j (x, y j )| ≤ |K j+1 (x, y j+1 ) − K j+1 (x, y j )| + |K j+1 (x, y j ) − K j (x, y j )|, where the first term is bounded by |y j+1 − y j | · 
