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Abstract
The classical matter fields are sections of a vector bundle E with base manifold M, and the
space L2(E) of square integrable matter fields w.r.t. a locally Lebesgue measure on M, has
an important module action of C∞b (M) on it. This module action defines restriction maps
and encodes the local structure of the classical fields. For the quantum context, we show
that this module action defines an automorphism group on the algebra of the canonical
anticommutation relations, CAR(L2(E)), with which we can perform the analogous local-
ization. That is, the net structure of the CAR(L2(E)) w.r.t. appropriate subsets of M can
be obtained simply from the invariance algebras of appropriate subgroups. We also identify
the quantum analogues of restriction maps, and as a corollary, we prove a well–known “folk
theorem,” that the CAR(L2(E)) contains only trivial gauge invariant observables w.r.t. a
local gauge group acting on E.
1 Introduction
Classically, a matter field Ψ on spacetime M is a smooth section of an appropriate smooth
vector bundle qE : E → M with typical fiber being a finite dimensional vector space V over
F ∈ {R,C}. The space Γ(E) of smooth sections of E is a module for the action of pointwise
multiplication with C∞(M) := C∞(M,F), and this module action encodes the local structure
of the fields. In particular, for an open set U ⊂ M the submodule carried by U, i.e. ΓU :=
{c ∈ Γ(E) | c(U c) = 0}, is
ΓU = Span{f · c | c ∈ Γ(E), f ∈ C∞(M), f(U c) = 0}.
In a quantum field theory on the other hand, one is given a C∗-algebra F (the “field algebra”)
in which spacetime locality is specified by the following:
(L1) There is directed set Υ of open relatively compact subsets of M , partially ordered by set
inclusion, such that M =
⋃
{W | W ∈ Υ} and ξ(W ) ∈ Υ for all W ∈ Υ and ξ ∈ DiffM .
Moreover each ξ ∈ DiffM is uniquely determined by its action on Υ.
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(L2) There is an injective map A from Υ to the unital C*–subalgebras of F which is order
preserving, i.e. A(W1) ⊆ A(W2) if W1 ⊆W2.
Further relativistic structures are usually also given (cf. [Ha92, HK64]), but here we will not be
concerned with those. There is usually no counterpart of the classical C∞(M)-module action,
and given an A ∈ F , no restriction map of A to W, producing an element of A(W ), is specified.
Here we will be concerned with this issue;- in particular, we will show that for the C*-
algebra of the canonical anticommutation relations, built upon the classical matter fields, that
the classical module structure of the algebra C∞b (M) (resp. L
∞
C
(M)) on L2(E), defines an
automorphic action α : U
(
L∞
C
(M,µ)
)
→ AutCAR(L2(E)), such that
• each A(W ) is the fixed point algebra in CAR(L2(E)) of the automorphism group
αU(L∞
C
(W c)), hence α contains the locality information in this quantum context. In this
last expression we used the natural identification of U(L∞
C
(W c)) with the unitaries in
U
(
L∞
C
(M)
)
which are 1 on W, i.e., with χW +U(L
∞
C
(W c)).
• We will obtain a conditional expectation νW : CAR(L
2(E))→ A(W ) which is exactly the
quantum restriction map of observables to A(W ).
• As a corollary, we are able to prove the well–known “folk theorem,” that the CAR(L2(E))
contains only trivial gauge invariant observables w.r.t. a local gauge group acting on E.
2 Commutative von Neumann Algebras and Automor-
phisms of the CAR
In this section, we will first prove in full generality the appropriate properties of the CAR(H)
which we will need, and in the subsequent sections will apply these.
2.1 Definition Let H be a complex Hilbert space (not necessarily separable). A CAR-algebra of
H is a C∗-algebra CAR(H), together with a continuous antilinear map a : H → CAR(H) whose
image generates CAR(H) as a C∗-algebra and which satisfies the canonical anticommutation
relations
{a(f), a(g)∗} = 〈f, g〉1 and {a(f), a(g)} = 0 for f, g ∈ H (1)
where we write {A,B} := AB +BA for the anticommutator of two operators. This determines
CAR(H) up to natural isomorphism ([BR97, Thm. 5.2.5]), in particular, it is a simple C∗-
algebra. In view of the naturality, there is an automorphic action α : U(H) → AutCAR(H)
given by
αU
(
a(f)
)
:= a(Uf) for U ∈ U(H), f ∈ H.
The pointwise continuity of the action (where U(H) has the strong operator topology) is imme-
diate from the continuity and the U(H)-equivariance of the map a : H → CAR(H).
The first main theorem which we want to prove in this section is the following:
Theorem. Let H be complex Hilbert space (not necessarily separable) and let N ⊆ B(H) be
a non-atomic commutative von Neumann algebra. Then the fixed point algebra of the action
α : U(N )→ AutCAR(H) is trivial, i.e. CAR(H)U(N ) = C1.
The proof for this is long, and requires some preparatory results.
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2.2 Proposition For a commutative von Neumann algebra N ⊆ B(H), the following are equiv-
alent:
(a) N is non-atomic, i.e. N does not contain any minimal non-zero projection.
(b) There exists a weakly continuous curve γ : [0, 1] → PN := {p ∈ N | p∗ = p = p2} with
γ(0) = 1 and γ(1) = 1, i.e. PN is arcwise connected in the weak topology.
(c) For each v ∈ H and each ε > 0 there exists a finite set of mutually orthogonal projections
P1, . . . , Pr ∈ N with
∑r
j=1 Pj = 1 and maxj ‖Pjv‖ < ε.
Proof. (a) ⇒ (b), (c): Since every non-atomic commutative von Neumann algebra N is an
ℓ∞-direct sum of algebras of the form L∞(X,µ), where (X,µ) is a non-atomic measure space,
it suffices to prove the assertion for such an algebra L∞(X,µ). Now [GN01, Lemma 2.5] implies
the existence of an increasing family (Xt)0≤t≤1 of measurable subsets of X with µ(Xt) = t. We
then put γ(t) := χXt (the characteristic function). To verify that γ is σ(N ,N∗)-continuous,
we have to show that for each f ∈ L1(X,µ) ∼= L∞(X,µ)∗, the curve t 7→ 〈f, γt〉 =
∫
Xt
f dµ is
continuous, which follows from Lebesgue’s Theorem on Dominated Convergence.
To verify (c), let v ∈ H and observe that fv(A) := 〈Av, v〉 defines an element of N∗ with
‖Pv‖2 = fv(P ) for each projection P ∈ PN . Since fv ◦γ : [0, 1]→ R is continuous, it is uniformly
continuous, and there exists an n ∈ N with
∣∣∣fv(γ(k
n
)
)− fv(γ
(k − 1
n
)
)
∣∣∣ < ε for k = 1, . . . , n.
For the projections
Pk := γ
(k
n
)(
1− γ
(k − 1
n
))
= γ
(k
n
)
− γ
(k − 1
n
)
we then have
‖Pkv‖
2 = fv(Pk) < ε and P1 + P2 + · · ·+ Pn = 1.
(b) ⇒ (a): If N is not non-atomic and P is a minimal non-zero projection, then the curve
Pγ(t) in PN is weakly continuous from 0 to P , which contradicts the minimality of P .
(c) ⇒ (a): If N is not non-atomic and P is a minimal projection, then we pick a unit vector
v ∈ im(P ). The minimality of P implies that either PjP = 0 or PjP = P , so that either Pjv = 0
or Pjv = v. This leads to maxj ‖Pjv‖ = ‖v‖ = 1 which contradicts (c).
In the case that H is separable, this proposition follows from the fact that non-atomic max-
imal abelian von Neumann algebras are isomorphic to L∞([0, 1]) (cf. [KR86, Thm. 9.4.1]).
2.3 Lemma Let P := {P1, . . . , Pr} be a set of nonzero mutually orthogonal projectors with
r∑
j=1
Pj = 1 (called a partition). Let T :=
∏r
j=1 e
iRPj ∼= Tr ⊆ U(H) be the corresponding
unitary group and let
ν
P
: CAR(H)→ CAR(H)T , ν
P
(A) :=
∫
T
αt(A) dµT (t)
be the fixed point projection, where µT is the normalized Haar measure on the torus T . Let
A(f1, . . . , fn; g1, . . . , gn) := a(f1)
∗ · · · a(fn)
∗a(g1) · · ·a(gn) for fi, gj ∈ H
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and
Bn :=
{
A(f1, . . . , fn; g1, . . . , gn) | fi, gi ∈ H
}
, B0 := C1.
Then there exists for each A ∈ span
(⋃∞
n=0 Bn
)
⊆ CAR(H) a constant CA, independent of P,
such that for each f ∈ H we have the estimate
‖[νP(A), a(f)]‖ ≤ CAmax
ℓ
‖Pℓf‖.
If P = {1}, then T = T1 and CAR(H)T = GICAR(H) is the well-known GICAR (“gauge
invariant CAR”) which is the closure of span
(⋃∞
n=0 Bn
)
. For any other partition P , the algebra
GICAR(H) contains CAR(H)T for the corresponding T.
Proof. First we observe that for i = (i1, . . . , in), j = (j1, . . . , jn) ∈ {1, . . . , r}n, the element
A(Pi1f1, . . . , Pinfn;Pj1g1, . . . , Pjngn) ∈ CAR(H)
is an eigenvector of αt, t ∈ T, corresponding to the character
t = (t1, . . . , tr) 7→
n∏
k=1
tik t
−1
jk
.
Its image under νP is non-zero if and only if this character is trivial, which means that
|{ik | ik = ℓ}| = |{jk | jk = ℓ}| for each ℓ ∈ {1, . . . , r},
so that there exists a permutation σ on {1, . . . , n} with jk = iσ(k) for k = 1, . . . , n. We thus
obtain
ν
P
(
A(Pi1f1, . . . , Pinfn;Pj1g1, . . . , Pjngn)
)
= A(Pi1f1, . . . , Pinfn;Piσ(1)g1, . . . , Piσ(n)gn)
when it is nonzero. Similar assertions hold for monomials in the A’s.
We now prove by induction on n that the lemma holds for A ∈ span
(⋃n
j=0 Bj
)
. If n = 1,
then we find for f1, g1 ∈ H:
ν
P
(
A(f1; g1)
)
= ν
P
( r∑
i, j=1
A(Pif1;Pjg1)
)
=
r∑
i=1
A(Pif1;Pig1)
leads to
[
ν
P
(
A(f1; g1)
)
, a(f)
]
=
r∑
i=1
[
A(Pif1;Pig1), a(f)
]
= −
r∑
i=1
〈Pif1, f〉 a(Pig1),
where we used the identity
[a(f)∗a(g), a(h)] = a(f)∗a(g)a(h)− a(h)a(f)∗a(g) = −{a(f)∗, a(h)}a(g) = −〈f, h〉a(g). (2)
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Thus we obtain
∥∥[ν
P
(
A(f1; g1)
)
, a(f)
]∥∥ ≤ r∑
i=1
‖Pif1‖ ‖Pif‖ ‖Pig1‖ ≤
(
max
j
‖Pjf‖
) r∑
i=1
‖Pif1‖ ‖Pig1‖
≤
(
max
j
‖Pjf‖
)[ r∑
i=1
‖Pif1‖
2
]1/2[ r∑
k=1
‖Pkg1‖
2
]1/2
=
(
max
j
‖Pjf‖
)
· ‖f1‖ ‖g1‖,
by the Cauchy–Schwarz inequality. With the choice CA = ‖f1‖ ‖g1‖, this proves our assertion
for A = A(f1, g1), and hence, by the triangle inequality, our assertion for n = 1 follows.
Next we assume that our assertion holds for each element of span
(⋃k
j=0 Bj
)
. First we
observe that Span
(
B1 ∪ · · · ∪ Bk+1
)
is spanned by elements of the form A = Ak +Ak+1 where
Ak ∈ Span
(
B1 ∪ · · · ∪ Bk
)
and Ak+1 = A(f1; g1) · · ·A(fk+1; gk+1).
Then our induction hypothesis implies that
∥∥[ν
P
(
A
)
, a(f)
]∥∥ ≤ ∥∥[ν
P
(
Ak
)
, a(f)
]∥∥+ ∥∥[ν
P
(
Ak+1
)
, a(f)
]∥∥
≤ CAk max
ℓ
‖Pℓf‖+
∥∥[ν
P
(
Ak+1
)
, a(f)
]∥∥ ,
so that we only need to prove our assertion for Ak+1, i.e. we may assume that A =
A(f1; g1) · · ·A(fk+1; gk+1). Then
ν
P
(A) = ν
P
( r∑
ℓ1=1
· · ·
r∑
ℓ2k+2=1
A(Pℓ1f1;Pℓk+2g1) · · ·A(Pℓk+1fk+1;Pℓ2k+2gk+1)
)
=
r∑
ℓ1=1
· · ·
r∑
ℓk+1=1
∑
σ∈Sk+1
A(Pℓ1f1;Pℓσ(1)g1) · · ·A(Pℓk+1fk+1;Pℓσ(k+1)gk+1)
where Sk+1 denotes the permutation group of {1, . . . , k + 1}. Observe that all the terms of this
sum are in the image of ν
P
. Now
[
ν
P
(A), a(f)
]
=
r∑
ℓ1=1
· · ·
r∑
ℓk+1=1
∑
σ∈Sk+1
{
[
A(Pℓ1f1;Pℓσ(1)g1), a(f)
]
A(Pℓ2f2;Pℓσ(2)g2) · · ·A(Pℓk+1fk+1;Pℓσ(k+1)gk+1) +
· · ·+A(Pℓ1f1;Pℓσ(1)g1) · · ·A(Pℓkfk;Pℓσ(k)gk)
[
A(Pℓk+1fk+1;Pℓσ(k+1)gk+1), a(f)
]}
=
r∑
ℓ1=1
· · ·
r∑
ℓk+1=1
∑
σ∈Sk+1
{
−(Pℓ1f1, f)a(Pℓσ(1)g1)A(Pℓ2f2;Pℓσ(2)g2) · · ·A(Pℓk+1fk+1;Pℓσ(k+1)gk+1)−
· · · −A(Pℓ1f1;Pℓσ(1)g1) · · ·A(Pℓkfk;Pℓσ(k)gk) (Pℓk+1fk+1, f)a(Pℓσ(k+1)gk+1)
}
.
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We thus arrive at
∥∥[ν
P
(A), a(f)
]∥∥ ≤ r∑
ℓ1=1
· · ·
r∑
ℓk+1=1
∑
σ∈Sk+1
{
‖Pℓ1f1‖ ‖Pℓ1f‖ ‖Pℓσ(1)g1‖ ‖Pℓ2f2‖ ‖Pℓσ(2)g2‖ · · · ‖Pℓk+1fk+1‖ ‖Pℓσ(k+1)gk+1‖+
· · ·+ ‖Pℓ1f1‖ ‖Pℓσ(1)g1‖ · · · ‖Pℓkfk‖ ‖Pℓσ(k)gk‖‖Pℓk+1fk+1‖ ‖Pℓk+1f‖ ‖Pℓσ(k+1)gk+1‖
}
≤
(
max
ℓ
‖Pℓf‖
)
(k + 1)
r∑
ℓ1=1
· · ·
r∑
ℓk+1=1
∑
σ∈Sk+1
k+1∏
i=1
‖Pℓifi‖
k+1∏
j=1
‖Pℓσ(j)gj‖
=
(
max
ℓ
‖Pℓf‖
)
(k + 1)
r∑
ℓ1=1
· · ·
r∑
ℓk+1=1
∑
σ∈Sk+1
k+1∏
i=1
‖Pℓifi‖
k+1∏
j=1
‖Pℓjgσ−1(j)‖
=
(
max
ℓ
‖Pℓf‖
)
(k + 1)
∑
σ∈Sk+1
r∑
ℓ1=1
· · ·
r∑
ℓk+1=1
k+1∏
i=1
‖Pℓifi‖‖Pℓigσ−1(i)‖
=
(
max
ℓ
‖Pℓf‖
)
(k + 1)
∑
σ∈Sk+1
k+1∏
i=1
r∑
ℓi=1
‖Pℓifi‖‖Pℓigσ−1(i)‖
≤
(
max
ℓ
‖Pℓf‖
)
(k + 1)
∑
σ∈Sk+1
k+1∏
i=1
‖fi‖‖gσ−1(i)‖
=
(
max
ℓ
‖Pℓf‖
)
(k + 1)(k + 1)!
k+1∏
i=1
‖fi‖‖gi‖,
where we used the Cauchy–Schwarz inequality to obtain
r∑
ℓi=1
‖Pℓifi‖ ‖Pℓigσ−1(i)‖ ≤
[ r∑
i=1
‖Pℓifi‖
2
]1/2[ r∑
i=1
‖Pℓigσ−1(i)‖
2
]1/2
= ‖fi‖ ‖gσ−1(i)‖.
Observe that CA := (k+1)(k+1)!
∏k+1
i=1 ‖fi‖‖gi‖ does not depend on P , so that this completes
our induction.
We are now ready to prove our first main result.
2.4 Theorem Let H be complex Hilbert space and let N ⊆ B(H) be a non-atomic commutative
von Neumann algebra. Then CAR(H)U(N ) = C1.
Proof. If an A ∈ X0 := Span
( ∞⋃
i=0
Bi
)
is U(N )-invariant, then ν
P
(A) = A for all partitions
P ⊂ N . Hence the preceding lemma leads to
∥∥[A, a(f)]∥∥ ≤ CAmax
ℓ
‖Pℓf‖ for all f ∈ H, P ⊂ N ,
where CA does not depend on P or f. Since N is nonatomic, Proposition 2.2 implies that
maxℓ ‖Pℓf‖ can be made arbitrarily small. We conclude that A commutes with all a(f), f ∈ H,
hence with CAR(H). But the center of CAR(H) is C1, which leads to
Span
( ∞⋃
i=0
Bi
)
∩ CAR(H)U(N ) = C1.
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Recall that GICAR(H) = CAR(H)T1 is the closure of X0. Let A ∈ GICAR(H)U(N ) =
CAR(H)U(N ), then for each ε > 0 there exists an A0 ∈ X0 such that ‖A−A0‖ < ε. For a
unit vector f ∈ H we choose the finite partition P in such a way that CA0 maxℓ ‖Pℓf‖ < ε.
Then we obtain
∥∥[A, a(f)]∥∥ = ∥∥[ν
P
(A), a(f)
]∥∥ ≤ ∥∥[ν
P
(A−A0), a(f)
]∥∥+ ∥∥[ν
P
(A0), a(f)
]∥∥
≤ 2‖f‖ ‖A−A0‖+ CA0 max
ℓ
‖Pℓf‖ ≤ 2ε+ ε = 3ε.
Since ε > 0 was arbitrary, we obtain A ∈ Z(CAR(H)) = C1, and this completes the proof.
2.5 Remark If the von Neumann algebra N is not non-atomic, then we obtain for each minimal
non-zero projection P ∈ PN a decomposition
U(N ) ∼= eiRP ×U((1− P )N ) ∼= T×U((1− P )N ),
so that
C1 6= GICAR(P (H)) ⊆ CAR(H)U(N ).
Therefore the assumption of N being non-atomic in the preceding theorem is necessary.
For maximal commutative subalgebras, the preceding theorem could also be obtained from
the results of Wolfe in [Wo75]. However his arguments are very indirect and difficult. We think
that our proof is much more transparent and direct.
2.6 Corollary If A ⊆ B(H) is a C∗-subalgebra, then CAR(H)U(A) = CAR(H)U(A
′′), and if
A′′ ⊆ B(H) contains a nonatomic commutative von Neumann algebra, then CAR(H)U(A) = C1.
Proof. The action of U(H) on CAR(H) is continuous. Since U(A) is strongly dense in
U(A′′) by Kaplansky’s Density Theorem ([KR83, Cor. 5.3.7]), it follows that CAR(H)U(A) =
CAR(H)U(A
′′). Let N ⊂ A′′ be a nonatomic commutative von Neumann subalgebra, then by
U(N ) ⊂ U(A′′) we get C1 = CAR(H)U(N ) ⊇ CAR(H)U(A
′′) = CAR(H)U(A).
2.7 Remark To prepare for our second main result, we need to recall some facts about ten-
sor products (cf. [Ta79, Sect. IV.2, p188]). Let X and Y be Banach spaces and let X ′,
resp., Y ′ be their topological duals. We have an identification of the algebraic tensor prod-
uct X ⊗ Y with a subspace of B(X ′, Y ) by the linear injection Φ : X ⊗ Y → B(X ′, Y ) given by
Φ(x⊗ y)(f) := f(x)y for f ∈ X ′, and we have a similar identification map Ψ : X⊗Y → B(Y ′, X)
by Ψ(x⊗ y)(f) := f(y)x for f ∈ Y ′. The map Φ : X ⊗ Y → B(X ′, Y ) is an isometry w.r.t. the
minimal cross-norm λ, hence extends as an isometry to the completion, denoted by X ⊗λ Y (cf.
[Ta79, Prop. IV.2.1, p189]). Explicitly ‖ · ‖λ is given by
∥∥∥ n∑
i=1
xi ⊗ yi
∥∥∥
λ
:= sup
{∣∣∣ n∑
i=1
f(xi) g(yi)
∣∣∣ | f ∈ X ′, ‖f‖ ≤ 1; g ∈ Y ′, ‖g‖ ≤ 1}.
It is easy to verify that ⊗λ is a bifunctor on the category of Banach spaces. This implies in
particular that, if X = X1 ⊕X2 is a direct sum of two closed subspaces and Pj : X → Xj are
the corresponding projections, then we obtain a topological isomorphism
X ⊗λ Y → (X1 ⊗λ Y )⊕ (X2 ⊗λ Y ), Ψ(x⊗ y) 7→ (P1 ◦Ψ(x⊗ y))⊕ (P2 ◦Ψ(x⊗ y))
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subordinated to the decomposition B(Y ′, X) ∼= B(Y ′, X1) ⊕ B(Y ′, X2). From that we further
conclude that
Φ
(
X1 ⊗λ Y
)
= {φ ∈ Φ
(
X ⊗λ Y
)
⊆ B(X ′, Y ) | X⊥1 ⊆ Kerφ}
Ψ
(
X1 ⊗λ Y
)
= {ψ ∈ Ψ(X ⊗λ Y ) ⊆ B(Y
′, X) | im(ψ) ⊆ X1}. (3)
This observation is particularly useful if G ⊆ GL(X) is a group of isometries and X1 = XG
is the subspace of G-fixed elements. Then G ⊗ idY is a group of isometries of X ⊗λ Y for
which Ψ
(
(g ⊗ idY )(x⊗ y)
)
(f) := f(y) g.x for f ∈ Y ′, i.e. Ψ is G-equivariant. In particular
Ψ
(
(X ⊗λ Y )G⊗idY
)
(f) ⊆ XG for f ∈ Y ′. Thus, since X = XG ⊕X2, we get from (3) that
(X ⊗λ Y )
G⊗idY = XG ⊗λ Y. (4)
Note that the minimal C*-cross norm for nonabelian C*-algebras does not coincide with the
minimal Banach cross norm λ (cf. [Ta79, Theorem IV.4.14, p189]).
2.8 Proposition Given a decomposition H = K ⊕ L of a complex Hilbert space, let U ⊂ U(K)
be a group of unitaries with CAR(K)U = C1. Then CAR(H)U = CAR(L), considered as a
subalgebra of CAR(H), where we identified U ⊂ U(K) with U ⊕ 1 ⊂ U(H).
Proof. The operator V := P
K
−P
L
onH is unitary and the associated automorphism of CAR(H)
satisfies αV CAR(K) = id = α2V , and αV CAR(L) induces the canonical grading for which the
generators a(f) are odd. In particular, PLeven :=
1
2 (id+αV ) projects CAR(H) onto
C∗
(
CAR(K) ∪ CAR(L)even
)
∼= CAR(K) ⊗ CAR(L)even
([Ta03, Exer. XIV.1.5b,p. 94]), and PLodd :=
1
2 (id−αV ) projects CAR(H) onto the subspace
span
(
CAR(K) · CAR(L)odd
)
. Since [αU , αV ] = 0 for all U ∈ U(H) preserving L, the relation
A ∈ CAR(H)U is equivalent to PLevenA ∈ CAR(H)
U ∋ PLoddA. Thus, for the rest of this proof,
we may assume that either A ∈ PLevenCAR(H) or A ∈ P
L
odd CAR(H) .
First, let
A ∈ CAR(H)U ∩ PLevenCAR(H) ⊂ CAR(K) ⊗ CAR(L)even ⊆ CAR(K)⊗λ CAR(L)even.
Here we use the fact that the C*-tensor product of C∗-algebras is defined by a cross norm which
dominates the minimal Banach cross norm λ, which leads to the inclusion on the right (cf.
Remark 2.7). Now observe that C1 = CAR(K)U is complemented, in fact a projection onto C1
is given by Pf (A) := f(A)1 for any continuous functional f with f(1) = 1, in which case the
complementary subspace is Ker (f). Thus (4) above implies that
(CAR(K)⊗λ CAR(L)even)
U = CAR(K)U ⊗λ CAR(L)even = 1⊗λ CAR(L)even,
which implies that A ∈ CAR(L)even.
Now let A ∈ PLoddCAR(H) be a U-invariant element. We observe that for every unit vector
f ∈ L, the element u := a(f) + a(f)∗ is hermitian and satisfies
u2 = a(f)a(f)∗ + a(f)∗a(f) = {a(f), a(f)∗} = 〈f, f〉1 = 1,
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so that it is unitary. Clearly, u ∈ CAR(L)odd. Then Au ∈ PLevenCAR(H) is also U-invariant,
hence contained in CAR(L)even by the preceding argument. This leads to A = Auu ∈
CAR(L)odd, so that our proof is complete.
3 Automorphism Groups Encoding Locality
To build the quantum fields, we need first to add extra structure to the classical fields, which
we now list. Let M be a k-dimension σ-compact smooth manifold and let G ⊆ Un(C) be a
closed subgroup. Further, let qE : E → M be a complex vector bundle which is a G-bundle,
i.e. its typical fibre is Cn on which G acts by the defining matrices for Un(C) ⊃ G, and E
has an atlas of local trivializations for which the transition functions take their values in G
(the set of trivializations is called a G-structure). It is known that the property of E being a
G-bundle is equivalent to requiring E to be associated to a G-principal bundle qP : P → M
with respect to the identical representation of G on Cn (cf. [KM97, Corr. 37.13] and [CB94,
p. 368]). This means that E = (P × Cn)/G, where G acts on P × Cn by g.(p,v) = (pg−1, gv)
and qE
(
[p,v]
)
:= qP (p) ∈ M where we write [p,v] for the elements of E, i.e. the G-orbit of
(p,v) in P × Cn.
We obtain from the norm on Cn a function
| · | : E → [0,∞) by
∣∣[p,v]∣∣ = |v| = (v · v)1/2.
This is well–defined becauseG acts as unitaries on Cn . Let µ be a locally Lebesgue measure onM
(this could be obtained from a nowhere vanishing smooth k–form onM if we are concerned with
smoothness) and consider the L2–sections of E , i.e. c :M → E smooth such that qE ◦ c = idM
and
‖c‖2 :=
∫
M
|c(x)|2 dµ(x) <∞ .
Let L2(E) denote the L2–completion of the space of smooth L2–sections w.r.t. this norm.
Now the C∞(M)–module action on Γ(E) need to be restricted to the bounded smooth
functions C∞b (M) to obtain an action on L
2(E) by bounded operators. If we complete C∞b (M)
w.r.t. the strong operator topology we get an action of L∞(M,µ) on L2(E) . This is because
the subalgebra C∞c (M) separates all the points of M and on each point is nonzero, hence by
the Stone–Weierstrass theorem it is C*-norm dense in C0(M), and the von Neumann algebra
generated by C0(M) in B
(
L2(E)
)
is L∞(M,µ). Note that this module action of L∞(M,µ) on
L2(E) encodes locality of the classical fields in a particularly simple way, e.g. restriction to a
Borel subsetW ⊂M with µ(W ) 6= 0, is just done by multiplication of the characteristic function
χW ∈ L
∞(M,µ). We denote this submodule by L2(E W ) := χWL
2(E). It is characterized by
L2(E W ) =
{
c ∈ L2(E) | f · c = 0 ∀ f ∈ χW cL
∞(M,µ) = L∞(W c, µ)
}
.
Moreover, L∞(M,µ) is nonatomic, as µ is locally Lebesgue. Henceforth we omit µ from the
notation L∞(M,µ). Thus, from the original C∞(M)–module action on Γ(E) we have obtained
an action of the commutative nonatomic von Neumann algebra L∞(M) on L2(E) , and it en-
codes locality information of the classical fields. Below we will use its unitary group to define
automorphisms of the CAR–algebra of L2(E).
To quantize the matter fields, we consider the C∗-algebra CAR(L2(E)), on which we have
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the usual action α : U(H) → AutCAR(H), H := L2(E), given by αU
(
a(f)
)
:= a(Uf), f ∈ H.
Since for classical gauge theory, the C∞(M)–module action on the matter fields is crucial, we
will be particularly concerned with the restriction of α to U
(
L∞
C
(M)
)
⊂ U(H).
In the quantum situation, locality is specified by the algebras
A(W ) := C∗{a(c) | c ∈ L2(E W )} ∼= CAR(L2(E W ))
for any relatively compact open set W ⊂ M. This collection of algebras satisfies precisely the
conditions (L1) and (L2) above, where we take F = CAR(L2(E)). We now show that each
A(W ) is in fact the fixed point algebra in CAR(L2(E)) of the automorphism group α
U(L∞
C
(W c))
,
hence α U
(
L∞
C
(M)
)
already contains the locality information in this quantum context. The
natural identification of U(L∞
C
(W c)) with the unitaries in U
(
L∞
C
(M)
)
which are 1 on W, i.e.
with χW ⊕U(L∞C (W
c)), was used. In view of the preparations from the preceding sections, we
can now prove our main result.
3.1 Theorem With respect to the action α : U
(
L∞
C
(M)
)
→ AutCAR(L2(E)) from above, for
each relatively compact W ⊂ M , the subalgebra A(W ) is the fixed point algebra of the subgroup
U(L∞
C
(W c)) of U(L∞
C
(M)), where W c denotes the complement of W.
Proof. The von Neumann algebra L∞
C
(W c) is nonatomic since µ is locally Lebesgue. Thus
L∞
C
(W c) satisfies the hypotheses of Theorem 2.4. Hence the fixed point algebra of the group of
automorphisms αU(L∞
C
(W c)) acting on CAR(L
2(E W c)) is just the constants. Since L2(E) =
L2(E W )⊕L2(E W c), it now follows from Proposition 2.8 that A(W ) is the fixed point algebra
of αU(L∞
C
(W c)) ⊂ AutCAR(L
2(E)) as claimed.
4 Invariance Under Local Gauge Transformations
We can now use our result above to prove a well-known “folk theorem,” stating that the only
invariant elements under the group of local gauge transformations of the CAR–algebra are the
constants. We will need the very mild condition that T1 ⊆ G. This condition guarantees that
α
U(C∞b (M))
is contained in the action of the local gauge group on the CAR–algebra, and we will
need only enough detail of the gauge action on CAR(L2(E)) to verify this.
An intrinsic definition of the gauge group GauE is as the group of those smooth bundle
automorphisms γ ∈ Aut(E) which induce the identity on the base manifoldM , i.e. qE ◦γ = qE ,
and which preserves the G-structure, i.e. the union of the G-structure and its composition
with γ is a G-structure. However, the (equivalent) customary definition of GauE is via the
property that E = (P ×Cn)/G is an associated bundle to P. Briefly, one defines GauE as those
γ ∈ Aut(E) of the form γ[p,v] = [p, f(p)v], where f : P → G is a smooth function satisfying
f(p.g) = g−1f(p)g for all p ∈ P, g ∈ G (cf. [Bl81, Thm. 3.2.2] and [Is99, Comment 4, p. 239]).
If f has values in the center of G, then it defines a function f : M → Z(G) by f = f ◦ qP , and
γ commutes with GauE.
To obtain a unitary action on L2(E) from the action of GauE on E, observe that∣∣(γ · c)(x)∣∣ = ∣∣c(x)∣∣ for γ ∈ GauE and c ∈ L2(E), which leads us to define
(
Vγc
)
(x) :=
(
γ · c
)
(x) := γ
(
c(x)
)
.
If f has values in the center of G, then
(
Vγc
)
(x) = f(x) c(x). In particular, if T1 ⊆ G ⊂ U(Cn),
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then VGauE contains the module action of U(C
∞
b (M)) on L
2(E). Using the action V : GauE →
U(L2(E)), we obtain the usual automorphic action
κ : GauE → AutCAR(L2(E)) by κγ
(
a(f)
)
:= a(Vγf) for γ ∈ GauE, f ∈ L
2(E).
Note that κ(GauE) commutes with α
(
U
(
L∞
C
(M)
))
since the multiplication with smooth func-
tions commutes with the action V of GauE on Γ(E).
4.1 Theorem Given the action κ : GauE → AutCAR(L2(E)) above, then
CAR(L2(E))
GauE
= C1 if either:
(i) T1 ⊆ G, or
(ii) in the Fock representation πF we have that Γ(V (GauE))
′′ ⊃ Γ(U(L∞
C
(M)), where Γ de-
notes the second quantization on Fock space of unitaries on L2(E).
Proof. (i) If T1 ⊂ G, then αU(C∞b (M))
⊂ κ(GauE), and hence any gauge invariant element
is invariant w.r.t. αU(C∞b (M))
. Observe that C∞b (M)
′′ = Cb(M)
′′ = L∞(M), hence for any
selfadjointH ∈ L∞(M), there is a net {Hν} ⊂ C∞b (M) of selfadjoint elements such thatHν → H
in the strong operator topology, and with ‖Hν‖ ≤ ‖H‖ for all ν (cf. [KR83, Thm. 5.3.5, p. 329]).
However, any unitary U ∈ L∞(M) is of the form U = exp(iH) for some positive H ∈ L∞(M)
(cf. [KR83, Thm. 5.2.5, p. 313]). Since the map t→ exp(it) is continuous, we have
U(C∞b (M)) ∋ exp(iHν)→ exp(iH) = U ∈ L
∞(M)
in the strong operator topology (cf. [KR83, Prop. 5.3.2, p327]). Hence by continuity of the
action α, we have by Theorem 2.4 that
CAR(L2(E))
GauE
⊆ CAR(L2(E))
U(C∞b (M)) = CAR(L2(E))
U(L∞(M))
= C1 .
(ii) If Γ(V (GauE))′′ ⊇ Γ(U(L∞
C
(M))), then Γ(V (GauE))′ ⊆ Γ(U(L∞
C
(M)))′, and as
Γ(U(L∞C (M)))
′ ∩ πF
(
CAR(L2(E))
)
= πF
(
CAR(L2(E))
U(L∞
C
(M))
)
= C1,
it follows that
Γ(V (GauE))′ ∩ πF
(
CAR(L2(E))
)
= πF
(
CAR(L2(E))
GauE)
⊆ C1.
Since πF is faithful (as CAR(L
2(E)) is simple), we obtain that CAR(L2(E))
GauE
= C1 .
In a full gauge theory, electromagnetism will be included, hence G = ν
(
T × H
)
where H
is a compact connected Lie group, and ν : T × H → U(Cn) is a homomorphism which takes
(T, e) to T1 (cf. [CG07, p. 118]). Thus the assumption of the inclusion T1 ⊆ G is not physically
unreasonable.
Theorem 4.1 seems to be a well–known “folk theorem,” and the usual strategy for finding
gauge invariant elements in an appropriate representation π : CAR(L2(E))→ B(H) is to select
them from the currents (generators of the unitary one–parameter groups inplementing automor-
phisms of the CAR(L2(E))). Of course, if one enlarges CAR(L2(E)) by additional elements
which are gauge invariant, the action of U(L∞(M)) will not be able to select the local algebras
directly.
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5 Localizing Maps
There is more useful information in the automorphic action α : U
(
L∞
C
(M)
)
→ AutCAR(L2(E)),
other than the net of local algebras. For example, we can obtain from it a set of conditional
expectations which extend the restriction maps L2(E) → L2(E S), c → c S from the fields
to the algebra CAR(L2(E)) (for S ⊂ M open and relatively compact). Note that the map
a(f)→ a(f S) cannot extend to CAR(L2(E)) as a *-homomorphism, since this will violate the
canonical anticommutation relations.
Recall that a map ν : CAR(L2(E)) → CAR(L2(E)) is a conditional expectation if it is a
positive map such that ν(1) = 1 and
ν (Aν(B)) = ν (ν(A)B) = ν(A)ν(B) ∀ A,B ∈ CAR(L2(E)).
A projection on CAR(L2(E)) is a contractive linear map which is idempotent. In [Ta79,
Thm. III.3.5], it is shown that all projections which preserve the identity are in fact condi-
tional expectations. The maps νP : CAR(H) → CAR(H)T which occurred in the proof of
Lemma 2.3 are typical examples.
5.1 Theorem Let S ⊂ M be a relatively compact set. Then there is a conditional expectation
νS : CAR(L
2(E)) → A(S) ⊂ CAR(L2(E)), which satisfies νS(αh(A)) = νS(A) for all h ∈
U(L∞
C
(Sc)), and
νS
(
A(f1, . . . , fn; g1, . . . , gm)
)
= A
(
pSf1, . . . , pSfn; pSg1, . . . , pSgm
)
for fi, gj ∈ L
2(E), (5)
where A(f1, . . . , , fn; g1, . . . , gm) := a
∗(f1) · · · a∗(fn)a(g1) · · · a(gm) denotes a normal ordered
monomial, and pS is the projection of L
2(E) onto the subspace L2
(
E S
)
.
Proof. We can build νS from the conditional expectations νP from Lemma 2.3 ([Wo75,
Prop. 3.11]), but it is easiest just to define it explicitly. Recall first that, given R ∈ B(L2(E)) with
‖R‖ ≤ 1, we can define a positive map αR : CAR(L2(E))→ CAR(L2(E)), which takes each nor-
mal ordered monomial a∗(f1) . . . a
∗(fn)a(g1) . . . a(gm) to a
∗(Rf1) . . . a
∗(Rfn)a(Rg1) . . . a(Rgm)
and the identity to itself (cf. [HK75, Prop. 2.1]). With R = pS and νS := αpS , we then obtain
(5). It is uniquely determined by what it does on the monomials A(· · · ) since CAR(L2(E)) is
topologically spanned by these. Its equivariance w.r.t. U(L∞
C
(Sc) is obvious, as well as the fact
that it is idempotent, hence a conditional expectation [Ta79, Thm. III.3.5].
Another useful approach to the restriction maps is as follows. For any Borel set S ⊂
M , let NS ⊂ CAR(L2(E)) be the closed left ideal of CAR(L2(E)) generated by the set
{a(c) | c ∈ L2(E S)}, and denote the generating hereditary subalgebra by DS := NS ∩ N
∗
S .
Note that NS is proper since it annihilates the vacuum in the Fock representation. If S is
relatively compact, then NSc is nonzero for M noncompact. Now each closed left ideal J
of CAR(L2(E)) has a unique associated open projection in the universal von Neumann al-
gebra P ∈ CAR(L2(E))
′′
characterized by J = CAR(L2(E)) ∩ CAR(L2(E))
′′
P (cf. [Pe89,
Prop. 3.11.9, 3.11.10, Thm. 3.10.7], [Ak69]), and then the hereditary C∗-subalgebra is
J ∩ J ∗ = CAR(L2(E)) ∩ P CAR(L2(E))
′′
P.
Hence for any state ω we have ω(P ) = ‖ω (J ∩ J ∗)‖.
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5.2 Proposition Let S be relatively compact and let PSc be the open projection of NSc , and
denote its complementary closed projection by PS := 1− PSc . Define a map
ν˜S : CAR(L
2(E))→ C∗
(
{PSc} ∪ CAR(L
2(E))
)
by ν˜S(A) := PSAPS .
Then we have that
ν˜S(A) = PSνS(A)PS for all A ∈ CAR(L
2(E)).
Moreover ν˜S is an isomorphism on A(S), i.e. νS
(
CAR(L2(E))
)
= A(S) ∼= PSA(S)P S =
ν˜S
(
CAR(L2(E))
)
, and furthermore
NSc =
{
A ∈ CAR(L2(E)) | νS(A
∗A) = 0
}
.
Proof. Since PSc acts as a right identity for the elements of NSc we have that
a(c)(1− PSc) = 0 whenever c ∈ L2(E Sc). Hence, for all c ∈ L2(E), we have
a(c)(1− PSc) =
(
a(pSc) + a((1− pS)c)
)
(1− PSc) = a(pSc)(1− PSc),
and hence
(1− PSc)a(c)
∗ = (1− PSc)a(pSc)
∗.
Given any normal ordered monomial
A(c1, . . . , , cn; dm, . . . , d1) := a(c1)
∗ · · ·a(cn)
∗a(dm) · · ·a(d1),
we can permute the a(ci)
∗ amongst themselves, and the a(dj) factors amongst themselves using
the CAR–relations, acquiring only ± factors in the process. Thus using such permutations to
get terms adjacent to 1− PSc , we obtain:
ν˜S(A(c1, . . . , , cn; dm, . . . , d1)) = (1− PSc)A(c1, . . . , , cn; dm, . . . , d1)(1− PSc)
= (1− PSc)A(pSc1, . . . , , pScn; pSdm, . . . , pSd1)(1− PSc) ∈ (1− PSc)A(S)(1− PSc).
Thus the positive map ν˜S will take all normal ordered polynomials in the fields to the same
normal ordered polynomials of the fields restricted to S, conjugated by 1 − PSc = PS . Thus
ν˜S(A) = PSνS(A)PS for all A ∈ CAR(L2(E)). In particular, the range of ν˜S is PSA(S)P S .
Next, we show that on A(S) the map ν˜ is in fact an isomorphism. It suffices to show
that PSc commutes with A(S), since then ν˜S is a *–homomorphism, which is an isomorphism
since A(S) = CAR(L2(E S)) is simple. Recall that PSc is the complementary projection of
the projection onto the subspace annihilated by {a(c) | c ∈ L2(E Sc)} in the universal rep-
resentation space. The generating elements {a(c) | c ∈ L2(E S)} of A(S) and their adjoints
all anticommute with {a(c) | c ∈ L2(E Sc)}, hence will preserve the subspace annihilated by
{a(c) | c ∈ L2(E Sc)}. Thus {a(c) | c ∈ L2(E S)} (as well as A(S)) will commute with the
projection onto this subspace, hence with PSc . As ν˜S is thus an isomorphism on A(S) it follows
for its range that (1− PSc)A(S)(1− PSc) ∼= A(S).
To see that NSc =
{
A ∈ CAR(L2(E)) | νS(A∗A) = 0
}
, note that by the previous isomor-
phism, 0 = νS(A
∗A) if and only if 0 = ν˜S(A
∗A) = (1− PSc)A∗A(1− PSc) if and only if
A = APSc , which characterizes NSc .
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Thus we have shown that the classical module action of C∞(M) on the matter fields defines
an automorphism group on CAR(L2(E)) which provides the analogous localization to what
this module action does in the classical picture. We also identified the quantum analogues of
restriction maps, and obtained a proof that the CAR(L2(E)) has only trivial gauge invariant
elements.
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