I. INTRODUCTION
An outstanding problem in systems theory concerns the basic stability properties of dynamic systems whose states are confined to the positive orthant. Such systems are generally referred to as positive systems and arise frequently in a number of important applications in biology, communications, probability, economics, and in other fields. In particular, many applications in communication networks involve algorithms that lead to extremely complex positive systems, typically involving significant nonlinearity, abrupt parameter switching, and state resets. These applications, which include networks employing TCP and other congestion control applications [10] , synchronisation problems [5] , wireless power control applications [8] , and applications of learning automata to distributed coloring problems [6] , typically require advanced analysis tools to prove their stability and convergence properties. Given the widespread application of positive systems, it is surprising that only recently has the stability of switched and nonlinear positive system become a topic of major interest to the systems theory community [3] . We continue this line of work in the current paper. Specifically, we consider the question of the existence of it copositive linear Lyapunov functions, defined below, for a class of switched positive systems. We give an elegant necessary and sufficient condition for determining when such a function exists and provide a number of applications of this condition to special cases.
II. NOTATION AND MATHEMATICAL BACKGROUND
Throughout, denotes the field of real numbers, n stands for the vector space of all n-tuples of real numbers and m2n is the space of m 2 n matrices with real entries. For x in n ; x i denotes the ith component of x, and the notation x 0(x 0) means that xi > 0(x i 0) for 1 i n. The notations x 0 and x 0 are defined in the obvious manner. n + denotes the closed positive orthant of n ; n + = fx 2 n : x 0g, and Int( n + ) denotes its interior, Int( n + ) = fx 2 n : x 0g. Similarly, for a matrix A in n2n ; a ij denotes the element in the (i; j) position of A, and A 0(A 0) means that aij > 0(aij 0) for 1 i; j n. There are a number of equivalent conditions for a Metzler matrix to be Hurwitz [1] , [4] . The following result records two of these conditions which are relevant for the work of this paper. ii) There is some vector v 0 in n with Av 0. iii) A 01 0.
Convex Cones and Separation Theorems
Much of the work presented later in the paper is concerned with determining conditions for the intersection of two convex cones in n .
Recall that a set in n is a it convex cone if for all x; y 2 , and all 0; 0 in ; x + y is in . 
The theory of finite-dimensional convex sets is a well established branch of mathematical analysis [9] . In the next section, we shall make 
III. PRELIMINARIES ON LINEAR COPOSITIVE LYAPUNOV FUNCTIONS
The linear function V (x) = v T x defines a linear copositive Lyapunov function for the positive LTI system 6 A is and only if the vector v 2 n satisfies: 
for i = 1; 2. For a positive integer n, we denote the set of all mappings : f1; . . . ; ng ! f1; 2g by C n;2 . Now, given two matrices A 1 ; A 2 in n2n and a mapping 2 Cn;2, we define the matrix A(A1; A2) by
Thus, A(A1; A2), is the matrix in n2n whose ith column is the ith column of A (i) for 1 i n. We shall denote the set of all matrices that can be formed in this way by S(A 1 ; A 2 ) S(A1; A2) = fA(A1;A2) : 2 Cn;2g: First of all, we make the stronger assumption (than nonexistence of a common linear copositive Lyapunov function) that there is no nonzero vector v 0 with v T A i 0 for i = 1; 2. It follows from Theorem 3.1 that there are vectors w1; w2 such that w1 0; w2 0 and A 1 w 1 + A 2 w 2 = 0: . . . ; d n ) 01 : (9) Now if all matrices in the set S(A 1 ; A 2 ) were Hurwitz, then det(A (A 1 ; A 2 )) > 0 for all 2 C n;2 if n is even and det(A(A1; A2)) < 0 for all 2 Cn;2 if n is odd. In either case, this would contradict (7) Hence, there must exist at least one 2 Cn;2 for which A(A1; A2) is non-Hurwitz.
For the remainder of the proof, we shall assume that the dimension n is even. In this case, for a Hurwitz A 2 n2n ; det(A) > 0. The case of odd n follows in an identical manner.
We have shown that if VA \ VA = f0g, then at least one matrix belonging to S(A 1 ; A 2 ) must be non-Hurwitz. In fact, as both A 1 and A 2 are Hurwitz, in this case, it follows from (9) and (7) that det(A) < 0 for at least one A belonging to S(A1; A2). for all > 0. Thus, if we choose any > 0 sufficiently small to ensure that A1() and A2() are Hurwitz and Metzler, it follows from the above argument that there must be at least one non-Hurwitz matrix in the set S (A 1 (); A 2 ()) . A limiting argument now shows that at least one matrix in the set S(A1; A2) is non-Hurwitz. This completes the proof of the theorem.
We now present a simple example to illustrate the use of the above theorem. Then, the following statements are equivalent. i) There exists a common linear copositive Lyapunov function for the systems 6 A ; 6 A .
ii) There is a common linear copositive Lyapunov function for the set of systems f6A : A 2 CO(S(A1; A2))g:
iii) All matrices in the convex hull CO(S(A1; A2)) are Hurwitz.
iv) All matrices in S(A 1 ; A 2 ) are Hurwitz.
The previous corollary shows that the Hurwitz-stability of the finite collection of matrices S(A1; A2) is sufficient to ensure the asymptotic stability under arbitrary switching of the system _ x = A(t)x A(t) 2 CO(S(A 1 ; A 2 )):
Also, the equivalence of points iii) and iv) above means that the Hurwitz-stability of the set S(A1; A2) is necessary and sufficient for the Hurwitz-stability of its convex hull. A close examination of the Proof of Theorem 4.1 shows that the following characterisation of linear copositive Lyapunov function existence also holds. The result now follows immediately.
The previous result establishes that for Metzler, Hurwitz matrices A 1 ; A 2 which differ in only one column, the associated LTI systems 6 A ; 6 A must have a common linear copositive Lyapunov function.
Moreover, it follows that the associate switched linear system _ x = A(t)x A(t) 2 fA 1 ; A 2 g must be uniformly asymptotically stable under arbitrary switching. It might seem reasonable to expect that a similar result to Corollary 5.1 would also hold for the case of matrices differing by a general rank one matrix. However, the following example shows that this is unfortunately not the case. It is simple to check that the matrix (A
2 ) is not Hurwitz, and, hence, it follows from Theorem 4.1 that the systems 6 A ; 6 A do not have a common linear copositive Lyapunov function.
The above example shows that two stable positive LTI systems whose system matrices differ by a rank one matrix need not in general have a common linear copositive Lyapunov function. However, the next corollary provides a simple sufficient condition for the existence of a common linear copositive Lyapunov function for this case. 
VI. CONCLUSION
In this paper, we have presented a method for determining whether or not a given switched positive continuous time linear system is exponentially stable. Our approach is based upon determining verifiable conditions for the existence of a common copositive linear Lyapunov function for a pair of positive LTI systems. Future work will involve extending this result to arbitrary finite sets of such LTI systems, and developing synthesis procedures to exploit our result for the design of stable switched positive systems.
