Semiclassical ͑SC͒ initial-value representation ͑IVR͒ methods are used to calculate the thermal rate constant for the benchmark gas-phase reaction DϩH 2 →DHϩH. In addition to several technical improvements in the SC-IVR methodology, the most novel aspect of the present work is use of Cartesian coordinates in the full space ͑six degrees of freedom once the overall center-of-mass translation is removed͒ to carry out the calculation; i.e., we do not invoke the conservation of total angular momentum J to reduce the problem to fewer degrees of freedom and solve the problem separately for each value of J, as is customary in quantum mechanical treatments. With regard to the SC-IVR methodology, we first present a simple and straightforward derivation of the semiclassical coherent-state propagator of Herman and Kluk ͑HK͒. This is achieved by defining an interpolation operator between the Van Vleck propagators in coordinate and momentum representations in an a priori manner with the help of the modified Filinov filtering method. In light of this derivation, we examine the systematic and statistical errors of the HK propagator to fully understand the role of the coherent-state parameter ␥. Second, the Boltzmannized flux operator that appears in the rate expression is generalized to a form that can be tuned continuously between the traditional half-split and Kubo forms. In particular, an intermediate form of the Boltzmannized flux operator is shown to have the desirable features of both the traditional forms; i.e., it is easy to evaluate via path integrals and at the same time it gives a numerically well-behaved flux correlation function at low temperatures. Finally, we demonstrate that the normalization integral required in evaluating the rate constant can be expressed in terms of simple constrained partition functions, which allows the use of well-established techniques of statistical mechanics.
I. INTRODUCTION
As is well appreciated, the quantum dynamics of a molecular system is fully determined by the action of the time evolution operator, exp(ϪiĤ t/ប), onto a given initial wave function or density matrix. This can now be performed quite accurately for small polyatomic systems ͑e.g., those involving only three or four atoms͒ using basis set methods, 1,2 but these methods are still difficult to apply to larger systems due to the exponential growth of the basis set with system size. A totally different approach for treating quantum dynamics is that based on real-time path integrals. 3 The direct application of real-time path integrals to multidimensional systems or longer times is, however, still prohibitive because of the notorious sign problem; 4 -7 namely, the integrand of a real-time path integral exhibits large oscillations when the path is far from the stationary ones, which makes a Monte Carlo evaluation of the integral extremely difficult. ͑But note some recent interesting progress using analytic continuation methods 8 by Rabani et al. 9 ͒ One approach to greatly improve the situation is a filtering or smoothing technique [10] [11] [12] [13] [14] such as the stationary-phase Monte Carlo, 6, 12 which converts an original integrand to a much smoother one via local averaging operations. A more drastic approximation is to keep only the contribution from nearby paths around the stationary path ͑i.e., classical path͒, which results in the semiclassical ͑SC͒ approximation first obtained by Van Vleck. 15, 16 Though the original Van Vleck formula is numerically awkward because of the root-search problem, it can be overcome by employing the initial-value representation ͑IVR͒. 17, 18 Semiclassical approaches, implemented via the initial-value representation ͑SC-IVR͒, have recently received a rebirth of interest, and a number of studies have been carried out and have demonstrated the capability of these approaches to accurately describe various quantum effects ͑for reviews, see Refs. 19-21͒. This paper is a continuation of our efforts in developing SC-IVR methods into a practical way for adding quantum mechanical effects to classical molecular dynamics simulations, here applied specifically to the thermal rate constant of a chemical reaction. Previous work by us and Wang 22 showed how the SC-IVR description of the real-time dynamics could be combined with a fully quantum ͑imaginary-time path integral͒ description of the Boltzmann operator, exp (Ϫ␤Ĥ ), that appears in the rate expression ͑vide infra͒. An application was made to several model problems of chemical reactions, e.g., a double-well potential coupled to a harmonic bath, demonstrating the applicability of the overall approach to systems with many degrees of freedom and its ability to produce accurate results for the thermal rate constant.
In the present work we apply the SC-IVR approach to the benchmark gas-phase reaction DϩH2→DHϩH, which, though a ''small'' molecular system, is a ''real'' system in three-dimensional space. In addition to several technical improvements in the SC-IVR methodology, the most novel aspect of the present work is use of Cartesian coordinates in the full space of six degrees of freedom ͑once overall centerof-mass translation has been removed͒ to carry out the calculations; i.e., we do not invoke the conservation of total angular momentum J to reduce the problem to one of four degrees of freedom and solve it separately for each value of J, as is performed in standard quantum mechanical treatments. 1, 2 The reasons for proceeding this way are twofold: First, the present calculation is primarily a test of the methodology; our interest is in applying it to general molecular systems involving N atoms, in which case reducing the dimensionality from 3NϪ3 to 3NϪ5 degrees of freedom would be of negligible benefit. Second, the coherent states involved in the semiclassical propagator are most naturally defined and straightforward to apply for Cartesian coordinates ͑though see the recent work by Kay 23 on IVR methods using action-angle variables͒. We therefore use the following Cartesian form of the classical Hamiltonian to describe the present atom-diatom (AϩBC) reaction:
H͑P,R,p,r͒ϭ P where rϭ(x,y,z) is the vector between B and C, R ϭ(X,Y ,Z) is that from A to the center of mass of BC, and R and r are the corresponding reduced masses. The quantum Hamiltonian operator is obtained from Eq. ͑1.1͒ via the usual replacement,
͑1.2͒
In Sec. II we first present an alternate derivation and analysis of the popular Herman-Kluk ͑HK͒ coherent-state IVR, which approximates the propagator as follows:
ϪiĤ t/ប ӍÛ HK ͑ t;␥ ͒ ϭ͑2ប ͒ Ϫd ͵ dq 0 ͵ dp 0 ͉q t p t ;␥͘ ϫ͗q 0 p 0 ;␥͉C t ͑ q 0 p 0 ;␥ ͒e iS t ͑ q 0 p 0 ͒/ប .
͑1.3͒
Here Ĥ is the Hamiltonian for a system with d degrees of freedom, (q 0 ,p 0 ) are the initial coordinates and momenta for a classical trajectory, q t ϵq t (q 0 ,p 0 ) and p t ϵp t (q 0 ,p 0 ) are the variables at time t that evolve from these initial conditions, S t is the classical action along this trajectory, S t ͑ q 0 p 0 ͒ϭ ͵ 0 t dtЈ͓p͑tЈ͒ T q͑tЈ͒ϪH"p͑tЈ͒,q͑tЈ͒…͔, ͑1.4͒
and C t is the square root of a determinant that involves the various monodromy matrices, 24 C t ͑ q 0 p 0 ;␥ ͒ϭ ͭ det ͫ The bra and ket in Eq. ͑1.3͒ are coherent states, 25 the coordinate representation of which is defined by ͗x͉qp;␥͘ϭͩ
͑1.7͒
One 26 This derivation is, however, rather complicated because the integration contour must be distorted into the complex plane, which makes the stationary-phase trajectory complex. Subsequently, the HK propagator was rederived several other ways: [27] [28] [29] [30] these derivations include the asymptotic analysis of a general semiclassical kernel having an integral expression, 27 the stationary-phase limit of a coherent-state path integral, 28 and, more recently, the application of the modified Filinov filtering to a coherent-state matrix element. 29 In the present paper, we focus on the above property of the HK propagator, namely, that it interpolates between the Van Vleck propagators in coordinate and momentum representations, and construct such an interpolation operator in an a priori manner. This is accomplished by using the modified Filinov filtering procedure, 11 which provides a convenient way to interpolate between an original integral and its stationary-phase approximation. We show that the new operator so defined takes the form in Eq. ͑1.3͒. The present derivation is mathematically very simple and also helpful in fully understanding the role of the coherentstate parameter ␥ in Eq. ͑1.7͒.
Also in Sec. II we consider the issues involved in applying the SC-IVR to evaluate reactive flux correlation functions for ''real'' molecular systems, which are more involved than for the model systems treated previously ͑e.g., because the ''dividing surface'' that defines the flux operator is, in general, a nonlinear function of all the coordinates of the system͒. Here we introduce a generalized form of the Boltzmannized flux operator that can be tuned continuously between the traditional ''half-split'' 31 and ''Kubo'' 32 forms. It is then shown that a particular intermediate form has the best properties of both of these, making it much easier to evaluate the path integrals for the Boltzmannized flux operator and also giving a correlation function that is better behaved both in time and temperature. In Sec. III we then apply all of this to the calculation of the reactive flux correlation function ͑and thus the rate constant͒ for the DϩH 2 →DHϩH reaction. Particularly important is the combined use of the extended ensemble method 33 and thermodynamic integration 34 to evaluate the normalization integral required in the Monte Carlo calculations. The rate constants obtained from Tϭ200-1000 K show excellent agreement with those obtained from quantum scattering calculations and with the experiment, thus demonstrating the feasibility and accuracy of the present semiclassical approach.
II. THEORY

A. Interpolating between the Van Vleck propagators in coordinate and momentum representations
First, we give a brief sketch of the modified Filinov filtering method, 11 which will be used to define an interpolation operator between the Van Vleck propagators in different representations. The modified Filinov filtering procedure converts a general multidimensional integral having a highly oscillatory integrand,
to the one with a less oscillatory integrand as follows:
where the newly introduced factor F(z;c) is called the modified Filinov factor and is given by
͑2.3͒
We note that F(z;c) is essentially a damping factor for the first derivative of (z). That is, it damps the amplitude of the integrand strongly in the region with a large value of ‫,͉‪z‬ץ/ץ͉‬ or, in other words, it filters out the highly oscillatory part of the integrand to generate an approximate but smoother integrand. Although this operation introduces some systematic error into the original integral ͓and hence K(c) is not equal to K in general͔, the advantage here is that a Monte Carlo calculation of K(c) becomes much more efficient than that of K itself. The degree of filtering or smoothing is controlled by the parameter c, and, roughly speaking, the smoothing effect becomes stronger as c becomes larger. Here the two limiting cases of c should be noted, i.e., c→0 and c→ϱ. 
͑2.5͒
Here the sum is over all the stationary-phase points defined by ‫‪z‬ץ/ץ‬ sp ϭ0. Therefore, the modified Filinov filtering not only generates a smoother integrand but provides an interpolation formula between the original integral and its stationary-phase approximation. We note that this latter property is the important feature of the modified Filinov procedure 11 that is absent from the original Filinov method. 10 Next, we describe the Van Vleck propagators in coordinate and momentum representations. 15, 16 Here we consider a one-dimensional system to make the derivation as straightforward as possible. The Van Vleck propagator in the coordinate representation is the stationary-phase approximation to the path integral of the time evolution operator exp(ϪiĤ t/ប), which can be written in an operator form as
͑2.6͒
Here the matrix element above is evaluated using classical mechanical information as
where the summation runs over all classical trajectories q() that satisfy the boundary conditions q(0)ϭq i and q(t) ϭq f , S t (q f ,q i ) is the action integral along these trajectories given in Eq. ͑1.4͒, and M qp represents an element of the monodromy matrix in Eq. ͑1.6͒. ͓For simplicity of presentation, we do not indicate the Maslov index, i.e., the absolute phase of the square root of M qp explicitly.͔ The label ''VVQ'' is introduced here to distinguish the Van Vleck propagator in the coordinate representation from that in the momentum representation.
The Van Vleck propagator in the momentum representation is defined as
͑2.8͒
where the matrix element ͗p f ͉exp(ϪiĤ t/ប)͉p i ͘ VVP is given by the general SC expression of Ref. 18 , i.e.,
where the summation is over all classical trajectories satisfying the boundary conditions p(0)ϭp i and p(t)ϭ p f , and the action in the momentum representation, S t ( p f ,p i ), is given by
it is related to the action in the coordinate representation by
where (q i ,q f ) represent the initial and final coordinates of the trajectories. As discussed before, 18 the SC approximations for the coordinate and momentum representations of the propagator are equivalent in the context of the ''semiclassical algebra'' that transforms between representations via the stationary phase approximation.
We now define a new propagator that uses the modified Filinov procedure to interpolate between the two Van Vleck propagators above,
͑2.11͒
Here the matrix element ͗p f ͉exp(ϪiĤ t/ប)͉p i ͘ VVQ/MF is defined as
where F(q 1 ,q 0 ;c) is the modified Filinov factor of Eq. ͑2.3͒ with the phase (q 1 ,q 0 ) given by S t (q 1 ,q 0 )Ϫ p f q 1 ϩ p i q 0 . This definition means that we evaluate the integral over (q 1 ,q 0 ) in Eq. ͑2.12͒ explicitly with the help of the modified Filinov filtering, rather than using the stationary-phase approximation. The nature of the new propagator in Eq. ͑2.11͒ can readily be understood by considering the limit c→0 and c→ϱ. As c→0 the modified Filinov factor becomes unity and thus one can remove the integral over (p f ,p i ) in Eq. ͑2.11͒ to give
͑2.13͒
In the opposite limit c→ϱ, the integral in Eq. ͑2.12͒ becomes the stationary-phase approximation to the original integral due to the nature of the modified Filinov filtering, i.e., ͵ dq 0 ͵ dp 0 ͉q t p t ;␥͘
with the coherent-state parameter ␥ being given by ␥ϭ1/c ͑for details of the derivation, see Appendix A͒. Hence, the HK propagator is identified as a Filinov-smoothed version of the Van Vleck propagator. This fact also indicates that for finite values of ␥ the HK will give a result different from the Van Vleck propagator, but its Monte Carlo evaluation should be easier than that of the latter. These numerical properties will be examined in Sec. II D 1.
B. Rate constant calculation via HK-IVR
Here we summarize the previous approach 22 for the semiclassical calculation of a thermal rate constant, namely the double-forward HK-IVR combined with the symmetric flux-flux correlation function.
The quantum mechanically exact expression for a thermal rate constant k(T) can be written in terms of the flux correlation function as
where Q r (T) is the reactant partition function per unit volume and C fs (t) is the ''flux-side'' correlation function, defined by
F (␤) in the above equation is the ''Boltzmannized'' flux operator of the form
with the ͑bare͒ flux operator F , defined by
Ĥ is the molecular Hamiltonian, h(s) is the Heaviside step function that depends on the reaction coordinate s, and h(s) takes the value of 0 ͑1͒ in the reactant ͑product͒ side of the dividing surface defined by s(q)ϭ0. The rate constant k(T) can also be expressed as
where C ff (t) is the ''flux-flux'' correlation function and is given by the time derivative of C fs (t):
In previous work 22 it was shown that a slightly different version of the flux-flux correlation function,
which can be obtained via cyclic permutation of the Boltzmann operator in Eq. ͑2.22͒, has a distinct advantage over other flux correlation functions when they are evaluated semiclassically. This can readily be seen by substituting the explicit form of the HK propagator in Eq. ͑1.3͒ into the above correlation function, which yields
͑2.24͒
An important point here is that the integrand of Eq. ͑2.24͒ is positive definite at tϭ0,
while the other correlation functions in Eqs. ͑2.18͒ and ͑2.22͒ do not possess this property. We thus expect the integrand of Eq. ͑2.24͒ to be a smoother function of (q 0 p 0 ;q 0 Јp 0 Ј)
than that of the other correlation functions, which leads to a faster convergence when the integral is evaluated via Monte Carlo methods. Another advantage in using the symmetric version of C ff (t) is that one can use the integrand of C ff (0) in Eq. ͑2.25͒ as a natural weight function for the double phase-space variables (q 0 p 0 ;q 0 Јp 0 Ј) in a Monte Carlo calculation, i.e.,
With this definition, the flux correlation function can be written as the product of ''static'' and ''dynamical'' factors as
Here R ff (t) is the normalized correlation function that is evaluated semiclassically as
͑2.28͒
with ͗¯͘ W being a Monte Carlo average over W,
while C ff (0) in Eq. ͑2.27͒ represents the normalization integral of W:
The normalization integral of W is thus related to a quantum mechanical trace of the Boltzmannized flux operator ͑with no real-time evolution operators͒ and can therefore be evaluated conveniently using standard imaginary-time path integral techniques. 35, 36 Due to these attractive features, we will employ the symmetric version of the flux-flux correlation function in Eq. ͑2.23͒ in the subsequent calculations.
C. General form of the Boltzmannized flux operator
The simplest combination of the Boltzmann and flux operators that can be used in Eq. ͑2.18͒ ͑and originally was used 31͑a͒ ͒ is their product,
One can also define several different forms of F (␤) by performing a cyclic permutation of e Ϫ␤Ĥ within the quantum mechanical trace in Eq. ͑2.18͒. One such definition is the ''half-split'' form 31͑b͒ already given in Eq. ͑2.19͒,
which was originally introduced to combine the ''half''-Boltzmann operator e Ϫ␤Ĥ /2 with the real-time evolution operator e ϪiĤ t/ប to give a single complex-time evolution operator e ϪiĤ t c /ប with t c ϭtϪiប␤/2. Another conventional
which arises in the context of linear response theory. The second equality in the above equation can be shown by using the derivative relation
͑2.34͒
We note that all the different forms of F (␤) above lead to the same value of the thermal rate constant ͑see Appendix B for a detailed discussion about this͒. However, the numerical behavior of the corresponding flux correlation function or the ease of the path integral evaluation of F (␤) may be quite different. For example, the flux correlation function defined with the Kubo form exhibits much wilder oscillations at low temperature than that defined with the half-split form, which will be demonstrated in Sec. II D 2, and thus the former is more difficult to use numerically than the latter. On the other hand, when one wants to evaluate a matrix element of F (␤) using path integral techniques, the Kubo form is much more convenient than the half-split form. This can readily be seen by considering a coordinate matrix element of F Kubo (␤) in the second form of Eq. ͑2.33͒:
which can be evaluated using the standard path integral expression of the Boltzmann operator,
with the imaginary-time action defined by
By contrast, the construction of a matrix element of F half (␤) is not so straightforward since the bare flux operator F , which is essentially a differential operator, appears in the middle of the Boltzmann operator. ͓However, when the reaction coordinate s(x) involves only one of the coordinates being used ͑e.g., sϭx 1 ), the matrix element of F half (␤) can be constructed rather straightforwardly.͔ Therefore, the halfsplit and Kubo forms of F (␤) have their own merits and demerits in terms of numerical calculations. Now we will show that it is possible to define yet another form of F (␤) that possesses the advantages of both F half (␤) and F Kubo (␤). First, consider the following general form of the Boltzmannized flux operator:
where the splitting of the Boltzmann operator is controlled by the weight function g(). For F (␤;g) to be Hermitian and to give the same rate constant via Eqs. ͑2.17͒ and ͑2.18͒, we impose the following conditions on g:
With this definition, the half-split form corresponds to a delta-function weighting at ϭ␤/2,
͑2.40͒
while the Kubo form arises from an unbiased averaging over the whole domain:
It is then natural to consider the following g() that gives a partial averaging with respect to :
which has an interpolative character as follows:
If we define a general form of F (␤) with g () in Eq. ͑2.42͒,
F (␤) interpolates between the half-split and Kubo forms as a result of Eq. ͑2.43͒:
One can also obtain a closed form of F (␤) by using the derivative relation in Eq. ͑2.34͒,
Here it is interesting to note that the above form reverts to the second form of F Kubo (␤) in Eq. ͑2.33͒ as →1, whereas in the limit →0 the difference of two terms above naturally generates the bare flux operator F in the middle of the Boltzmann operator as F half (␤). A clear advantage in using F (␤) in Eq. ͑2.46͒ is that it involves only the step function h(ŝ ), and it is thus straightforward to construct the corresponding path integral expression. For instance, a coordinate matrix element of F (␤) can be written as
with x Ϯ ϭx"(1Ϯ)ប␤/2…. This is almost identical to the path integral expression in Eq. ͑2.36͒, the only difference being the presence of the step functions in the integrand above. Due to this factor the path x() contributes to the integral only when x ϩ and x Ϫ are on opposite sides of the dividing surface. This fact, in turn, leads to the localization of the path x() around the dividing surface. The numerical behavior of F (␤) should depend on the choice of . In Sec. II D 2 we will demonstrate that a particular choice of , namely ϭ1/2, can yield a numerically wellbehaved flux correlation function. With this choice F (␤) takes the form
which is in a sense halfway between the half-split (ϭ0) and Kubo (ϭ1) forms.
D. Numerical example for a 1-D barrier
Here we consider a simple one-dimensional ͑1-D͒ problem, i.e., the Eckart barrier with parameters that correspond approximately to the HϩH 2 reaction,
i.e., mϭ1061.0 a.u., V 0 ϭ0.425 eV, and aϭ0.734 a.u., and ͑i͒ examine the dependence of the HK propagator on the coherent-state parameter ␥ in light of the analysis given in Sec. II A, and ͑ii͒ illustrate the effect of different choices of the Boltzmannized flux operator discussed in Sec. II C on the flux correlation functions.
Dependence of the flux correlation function on the coherent-state parameter
As discussed in Sec. II A, the HK IVR can be thought of as a modified Filinov interpolation between the coordinate and momentum representations of the Van Vleck ͑or ''primitive'' semiclassical͒ approximation for the propagator. The coherent-state parameter ␥ determines how coordinatelike or momentumlike the HK propagator is. If the SC approximation for the propagator were equally accurate in coordinate and momentum representations-as manifest here in the reactive flux correlation function-then the results would be independent of ␥, but this is, in general, not the case. Here, therefore, we examine the dependence of the reactive flux correlation function ͓for the example described above, Eq. ͑2.49͔͒ on the coherent-state parameter ␥. Figure 1 shows the symmetric flux-flux correlation function C ff (t) in Eq. ͑2.23͒ for a wide range of ␥ at a temperature of Tϭ1000 K. The flux correlation functions were calculated using the double-forward IVR described in Sec. II B. Since the related Monte Carlo integrals are fully converged, the statistical error of C ff (t) in Fig. 1 is negligible. The coherent-state matrix element of the Boltzmannized flux operator was evaluated exactly using the discrete variable representation ͑DVR͒, [37] [38] [39] so that the deviation of the semiclassical C ff (t) from the exact quantum mechanical one is totally due to the semiclassical approximation in the HK propagator. We see from Fig. 1 that the semiclassical C ff (t) is quite accurate when ␥ is greater than ␥ 0 , while the agreement becomes worse as ␥ is decreased. ͓Here ␥ 0 is defined as ␥ 0 ϭm b /ប, b being the harmonic ͑imaginary͒ frequency at the top of the barrier.͔ Figure 2 displays the time integral of C ff (t) in Fig. 1 ͑which is proportional to the rate constant͒ as a function of ͱ␥/␥ 0 ͑solid curve͒. The results in Fig. 2 show that the HK result for the rate can be very much in error for the smallest values of ␥ examined here ͑i.e., in the momentumlike limit͒, while it converges rather quickly to an accurate value as ␥ is increased ͑the coordinatelike direction͒. Also shown in Fig. 2 is the statistical error associated with the Monte Carlo average over initial conditions of trajectories in Eq. ͑2.24͒, which was obtained by sampling a fixed number of 40 000 trajectories and using the block averaging   FIG. 1 . The flux-flux correlation function C ff (t) for the one-dimensional Eckart barrier in Eq. ͑2.49͒ at Tϭ1000 K. The Boltzmannized flux operator is chosen to be the half-split form. The solid curve is the exact quantum mechanical result, while other curves are obtained by using the HK propagator, as described in Sec. II B. ␥ is the coherent-state parameter in Eq. ͑1.7͒, and ␥ 0 is a reference value ͑see the text͒. The result of HK becomes increasingly more accurate as ␥ is increased. In the case of ␥ϭ4␥ 0 , the HK result reaches the Van Vleck limit and is almost indistinguishable from the exact quantum result. method. 34, 40 The individual real-time trajectories were sampled every five sweeps of the double phase-space variables (q 0 p 0 ;q 0 Јp 0 Ј) to reduce the correlation among trajectories. We see from this figure that the statistical error grows gradually as ␥ is increased, which is due to the fact that the HK approaches the Van Vleck propagator in the coordinate representation that has a highly oscillatory integrand. The important conclusion of this example is that there is a wide range of ␥ values ͑provided they are not too small͒ for which the statistical error of the IVR calculation is small and also for which the approximation is quite accurate.
Different forms of the Boltzmannized flux operator
Next, we examine the effect of different choices of the Boltzmannized flux operator on the flux correlation functions. Figure 3 displays the flux-side correlation function C fs (t) for the Eckart barrier, which was obtained by integrating the symmetric flux-flux correlation function in time. The solid, dashed, and dash-dotted curves in Fig. 3 represent C fs (t) defined with the Boltzmannized flux operator F (␤) of the half-split (ϭ0), intermediate (ϭ1/2), and Kubo (ϭ1) forms, respectively. Here all the calculations were performed quantum mechanically with no semiclassical approximations, and thus the differences among these results are entirely due to the definition of F (␤). At a high temperature of Tϭ1000 K ͓panel ͑a͔͒, where the dynamics involved is almost classical, the three forms of F (␤) exhibit similar correlation functions that monotonically increase to the same plateau value within tϷប␤. At a low temperature of T ϭ200 K ͓panel ͑b͔͒, where the tunneling effect becomes profound, although C fs (t) defined with the half-split and intermediate forms of F (␤) show a similar monotonic behavior, C fs (t) defined with the Kubo form exhibits wild oscillations and takes a much longer time to reach the plateau value. The latter behavior can be qualitatively understood by comparing the coordinate matrix element of the Boltzmannized flux operator, namely ͗x 2 ͉F (␤/2)͉x 1 ͘. Figure 4 shows the imaginary part of the matrix element, and we can see from this figure that the matrix elements for the half-split and intermediate forms ͓panels ͑a͒ and ͑b͔͒ are smooth and very similar, while that for the Kubo form ͓panel ͑c͔͒ is quite different from others, exhibiting a discontinuity in the (x 1 ,x 2 ) plane due to the step function in Eq. ͑2.33͒. This discontinuity necessarily leads to the inclusion of very high momenta in the associated thermal wave packets and causes the oscillations of C fs (t) seen in Fig. 3 . The Kubo form is thus less desirable than the other forms in terms of the behavior of the flux correlation functions.
III. APPLICATION OF THE HK-IVR TO THE D¿H 2 REACTION IN FULL DIMENSION
To test the feasibility of the semiclassical approach described in Sec. II B, we apply it to the calculation of a thermal rate constant for the simplest gas-phase reaction,
͑3.1͒
As discussed in the Introduction, we perform the calculation in the full 6-D Cartesian space of the atom-diatom system ͑see Fig. 5͒ , with only an overall translation of the center of mass of the three atoms removed. This is significant in the following two points: ͑i͒ One can obtain a thermal rate constant corresponding to the bulk experimental condition in the gas phase directly; i.e., the resulting rate includes all the contributions from different total angular momenta J. ͑ii͒ The kinetic energy operator in the Hamiltonian remains a simple Cartesian form, thus greatly simplifying the numerical implementation of the SC-IVR and/or path integrals involved. In the present work we make a distinguishable particle approximation for the two H atoms, which can be expected to be rather accurate since the reaction ͑3.1͒ is known to have a tight transition state geometry. Within this approximation we take into account both arrangement channels in the reaction ͑3.1͒.
A. The rate expression
The thermal rate constant k(T) for the above reaction is defined by the rate equation, FIG. 3 . The flux-side correlation function C fs (t) for the one-dimensional Eckart barrier in Eq. ͑2.49͒ at Tϭ1000 K ͓panel ͑a͔͒ and Tϭ200 K ͓panel ͑b͔͒. The solid, dashed, and dash-dotted curves correspond to C fs (t) defined with the Boltzmannized flux operator of the half-split (ϭ0), intermediate (ϭ1/2), and Kubo (ϭ1) forms, respectively. At the low temperature of Tϭ200 K, C fs (t) defined with the Kubo form exhibits wild oscillations and takes a much longer time to reach the plateau value.
where ͓X͔ represents the number density of the molecule X. As described in Sec. II B, the quantum mechanically exact expression for k(T) can be written in terms of the flux-flux correlation function as
͑3.3͒
Here Q trans (T) and Q H 2 (T) are the partition functions for relative translational motion and internal motion of the H 2 molecule, respectively, which are given by
͑We note that for Tу200 K the neglect of nuclear spin symmetry in the partition function of H 2 can be justified.
41
͒ Following the discussion in Secs. II B and II C, the flux-flux correlation function is taken in the symmetric form
with the Boltzmannized flux operator chosen to be the intermediate form (ϭ1/2): The imaginary part of ͗x 2 ͉F (␤/2)͉x 1 ͘ at Tϭ200 K is plotted as a function of (x 1 ,x 2 ). The panels ͑a͒, ͑b͒, and ͑c͒ correspond to the half-split, intermediate, and Kubo forms, respectively. The Kubo form exhibits a drastically different feature from the other forms, which causes a wild oscillation of the corresponding flux correlation function shown in Fig. 3͑b͒ . With these coordinates the Hamiltonian takes the even simpler form
where " x 2 ϭ ͚ jϭ1 6 ‫ץ‬ 2 /‫ץ‬x j 2 . To evaluate the flux correlation functions, it is necessary to specify the reaction coordinate s(x) that defines the dividing surface that separates the reactant and product region. Here we define s(x) in such a way that the two product channels in Eq. ͑3.1͒ are treated equivalently,
where s a (x) and s b (x) are the reaction coordinates that describe the individual rearrangement processes,
with r(XϪY ) being the interatomic distance between the atoms X and Y. The dividing surface corresponding to the above reaction coordinate is schematically depicted in Fig. 6 . Finally, the calculation of the rate constant can be split into two steps by rewriting Eq. ͑3.3͒ as
with R ff (t)ϭC ff (t)/C ff (0). The ''static'' factor C ff (0) will be calculated exactly ͑in principle͒ using imaginary-time path integral techniques, while the ''dynamical'' factor R ff (t) will be evaluated approximately with combined use of the SC-IVR and path integrals.
B. The static factor
The static factor C ff (0) in Eq. ͑3.13͒, or equivalently the normalization integral of the weight function for the double phase-space variables in Eq. ͑2.26͒, can be obtained using imaginary-time path integrals as follows. Setting tϭ0 in Eq. ͑3.5͒ gives a trace formula for C ff (0) as
Substituting the explicit form of F (␤/2) in Eq. ͑3.6͒ into the trace above gives the following:
but this expression is numerically inconvenient because each trace above is divergent for a scattering system ͑only their difference gives a finite value͒. A more convenient expression can be obtained by inserting the identity relation h(ŝ ) ϩ͓1Ϫh(ŝ )͔ϭ1 in between all the e Ϫ␤Ĥ /4 factors and canceling the divergent contributions, which gives
Here Q rrpp and Q rprp represent the following constrained partition functions:
where h r (ŝ )ϭ1Ϫh(ŝ ) and h p (ŝ )ϭh(ŝ ) are the projection operators onto the reactant and product sides of the dividing surface, respectively. The nature of the above partition functions can be seen by considering their discretized path integral expressions,
͑3.18a͒
Here d is the mathematical dimension of the system ͑i.e., d ϭ6), P is the number of time slices, and x k represents the discretized path variables for the kth time slice. The discretized action ⌽ takes the standard form
͑3.19͒
while the composite step functions are defined by Therefore, the closed path ͕x 1 ,...,x P ͖ gives a nonvanishing contribution to the integral only when the four ''beads, '' ͕x P j/4 ͖ jϭ1,4 , are located in the reactant or product side in an appropriate manner. The situation is illustrated in Fig. 7 . This constraint, in conjunction with the harmonic spiring terms in the discretized action ⌽, plays the role to localize the closed path around the dividing surface. Equation ͑3.16͒ converts the original problem of computing C ff (0) to that of computing a partition function. This is advantageous because a number of well-established techniques are available for this purpose. 34 In the present work we utilize the extended ensemble method 33 to examine the dependence of the partition function on the location of the dividing surface, and perform a thermodynamic integration 34 to estimate the temperature dependence. To accomplish this, we first introduce a ''variable'' dividing surface ͑or reaction coordinate͒ characterized by a parameter , which is defined by s͑x; ͒ϵs 1 ͑ x͒ϩ͑1Ϫ ͒s 0 ͑ x͒ ͑ 0рр1 ͒, ͑3.21͒
and
with R ϱ being a given constant. Hence, s(x;) interpolates between the original reaction coordinate s(x) and the ''asymptotic'' reaction coordinate s 0 (x) in a continuous manner, which is illustrated in Fig. 6 . We note that R ϱ should be chosen large enough so that the dividing surface for s 0 (x) ͑i.e., ͉R͉ϭR ϱ ) is located well in the reactant valley. Next, we parametrize the constrained partition function by and ␤ and evaluate it through the following three steps ͑here we restrict the discussion to Q rrpp ). ͑1͒ Calculate the partition function in the asymptotic region at a given reference temperature, i.e.,
This can be achieved by using a conventional basis set method such as the DVR, [37] [38] [39] since in this region the interatomic potential between the reactants vanishes and the quantum mechanical trace in Eq. ͑3.17a͒ splits into those associated with each reactant molecule ͑see Appendix C for details͒.
͑2͒ Evaluate the ratio of the partition function in the interaction region to that in the asymptotic region at the reference temperature:
In the present work we employ the extended ensemble method 33 to compute the above ratio. This method was originally developed to calculate the ratio of partition functions having different temperatures, where the ''extended'' degree of freedom was chosen to be the discretized temperatures. In the present case we choose the location of the dividing surface ͑or more precisely, the parameter that specifies the variable reaction coordinate͒ as the extended degree of freedom. Specifically, we discretize as With this definition, (2) can be expressed as the ratio of two volume integrals:
͑3.27͒
Here P m represents the marginal probability to find the system in a particular value of m:
͑3.28͒
Hence, (2) can be obtained by running a Monte Carlo trajectory in the extended space according to the distribution function (X,m) and counting the number of states that belongs to each value of m.
͑3͒ Perform a thermodynamic integration 34 to compute the ratio
A schematic representation of the discretized path integral for the constrained partition functions Q rrpp ͓panel ͑a͔͒ and Q rprp ͓panel ͑b͔͒ in Eq.
͑3.18͒. The circles represent the discretized path variables ͕x k ͖ while the springs represent the kinetic energy terms in the discretized action in Eq.
͑3.19͒. The four ''beads,'' ͕x P j/4 ͖ jϭ1,4 , need to be located in the reactant or product side of the dividing surface according to the constraints in Eq. ͑3.20͒. For example, in panel ͑a͒ the two beads x P/4 and x 2 P/4 need to be in the reactant side while x 3 P/4 and x 4 P/4 have to be in the product side.
This can be achieved by taking the log derivative of Eq. ͑3.18a͒ with respect to ␤:
where ϭ1 is assumed. E(X;␤) is the thermodynamic estimator of internal energy, 35, 36 E͑X;␤ ͒ϭ Pd
͑3.31͒
Integrating Eq. ͑3.30͒ with respect to ␤ gives the ratio as
͑3.32͒
Steps ͑2͒ and ͑3͒ above can be performed using standard path integral Monte Carlo techniques. 35, 36 Finally, combining (1) , (2) , and (3) gives the desired value of the constrained partition function Q rrpp (␤;ϭ1) in the interaction region ͓and subsequently the static factor C ff (0)].
C. The dynamical factor
The dynamical factor R ff (t) ͑i.e., the normalized fluxflux correlation function͒ will be calculated semiclassically according to the prescription given in Sec. II B, where the exact time evolution operator is replaced by the HK propagator. Here we evaluate the coherent-state matrix element of the Boltzmannized flux operator in Eq. ͑2.24͒ using discretized path integrals as follows. First, we rewrite the matrix element as
The coordinate matrix element of F (␤) can be evaluated using the discretized version of Eq. ͑2.47͒ with ϭ1/2 as
͑3.34͒
with x 0 ϭx a , x P ϭx b , and w k ϭ1 for 1рkр PϪ1 and 1/2 otherwise. Substituting Eq. ͑3.34͒ and the coordinate representation of the coherent state into Eq. ͑3.33͒ yields a discretized path integral of the coherent-state matrix element as
where C is an overall constant. This integral can be evaluated conveniently by choosing the weight function for the path variables as
With this weight function the coherent-state matrix element can be written in a Monte Carlo form as
where ͗¯͘ W represents an average over W,
and CЈ is another constant. Since W(x 0¯xP ) is a multidimensional Gaussian, we can sample it straightforwardly through the normal-mode sampling 36 or by the staging algorithm. 43 Now we summarize the computational procedure of the SC-IVR and path integral calculations. The initial conditions of real-time trajectories (q 0 ,p 0 ) and (q 0 Ј ,p 0 Ј) were sampled using the standard Metropolis method 44 with the weight function
͑3.39͒
and a pair of trajectories ran every five sweeps of (q 0 p 0 ;q 0 Јp 0 Ј). A fixed number of 10 5 trajectories were propagated to obtain the correlation function at a given temperature, and the calculation repeated for different temperatures of Tϭ200, 300, 500, and 1000 K. The sampling of the path variables (x 0¯xP ) in Eq. ͑3.35͒ was performed via normalmode sampling. 22, 36 The number of time slices P for computing a matrix element of F (␤/2) was chosen to be 4 and 20 at Tϭ1000 and 200 K, respectively, which correspond to 8 and 40 time slices for e Ϫ␤Ĥ . The number of imaginary-time paths sampled was chosen as 8ϫ10 4 and 1.2ϫ10 6 for T ϭ1000 and 200 K, respectively. ͑We note in passing that the number of paths above could probably be reduced by using the bisection Monte Carlo 36 or the staging algorithm, 43 namely by discarding a set of paths that do not contribute to the integral in an early stage of the path construction, but we did not pursue this idea in the present work.͒ One simple but effective technique used to reduce the computational effort is to store precalculated fluctuation paths ͓i.e., the fluctuation from the straight-line path connecting q a and q b in Eq. ͑3.35͔͒ in fast memory and reuse them to evaluate different matrix elements. This is possible because the fluctuation paths do not depend on the phase-space variables. The coherent-state parameter ␥ in Eq. ͑1.7͒ was chosen to be ␥ ϭ␥ s ϭ s /ប, where s represents the frequency of the symmetric stretching mode at the transition state. We confirmed that the correlation function at Tϭ1000 K does not change significantly, even if we set ␥ to 2␥ s or ␥ s /2. Finally, we applied the first-order Filinov smoothing to the exp͕i͓S t (q 0 p 0 )ϪS t (q 0 Јp 0 Ј)͔/ប͖ factor in Eq. ͑2.24͒, which yields a damping factor for the monodromy matrix elements and was useful in accelerating the Monte Carlo convergence with respect to the number of trajectories. Figure 8 shows the normalized correlation function R ff (t) thus obtained for Tϭ1000 K ͓panel ͑a͔͒ and 200 K ͓panel ͑b͔͒. At the high temperature of Tϭ1000 K, the correlation function is statistically well converged and exhibits a smooth, monotonic decay without any indication of recurrences. At the lowest temperature examined (Tϭ200 K), though the statistical error of R ff (t) becomes larger, it can still be seen that R ff (t) decays almost monotonically to zero with only a slight negative lobe. Hence, the overall behavior of the flux correlation function is characteristic of a ''direct'' reaction and is very similar to that of the one-dimensional Eckart barrier studied in Sec. II D. Figure 9 displays the thermal rate constant k(T) obtained by combining the static factor C ff (0) with the time integral of R ff (t). The agreement of the present semiclassical result with that given by quantum scattering calculations 45 is very good at high temperatures ͑the deviation is ϳ10% at Tϭ1000 K) and also good, even at the lowest temperature ͑ϳ20% at Tϭ200 K). We also plot a ''crude'' quantum transition-state-theory ͑QTST͒ estimate of the rate in Fig. 9 , which is defined here as
that is, R ff (t) is assumed to decay with the ''thermal time '' 46 tϷប␤ and the time integral of R ff (t) is approximated by ប␤/2. As expected, the approximate rate gives accurate results at high temperatures while it becomes poor at low temperatures. This is because the true flux correlation function decays much faster than the thermal time at low temperatures, which is also evident in Fig. 8 . Overall, it is encouraging to see that the SC-IVR can evaluate a thermal rate constant directly using the Cartesian coordinates of the system. This is especially so because the use of such coordinates will be required for simulating more complex chemical reactions. Although encouraging, we should point out a numerical difficulty associated with the present approach; i.e., the Monte Carlo evaluation of the coherent-state matrix element using the path integral in Eq. ͑3.35͒ is computationally quite demanding. This is because it involves a plane-wave term arising from the momentum factor of the coherent state,
which makes the integrand more oscillatory as the momenta (p b ,p a ) are increased. Due to this factor the Monte Carlo evaluation of Eq. ͑3.35͒ is much more time-consuming than that of the coordinate matrix element, i.e., ͗x b ͉F (␤)͉x a ͘. In the present work we alleviated this problem by using several ad hoc techniques. ͑For instance, when the coherent-state matrix element was dominated by statistical error we approximated its value by zero. Also see the discussion in Ref. The ''thermal time'' ប␤ is 7.6 fs for Tϭ1000 K and 38 fs for Tϭ200 K. R ff (t) decays much faster than the thermal time at the low temperature of Tϭ200 K. 22 .͒ However, it is obvious that one needs a more systematic solution to it if one wants to apply the present approach to larger systems.
IV. CONCLUDING REMARKS
In the present paper we have first presented a simple and straightforward derivation of the HK propagator, which relies on the useful property of the modified Filinov filtering method. In this derivation, the HK propagator is defined a priori as an interpolation operator between the Van Vleck propagators in coordinate and momentum representations. The fact that the HK is a Filinov-smoothed version of the Van Vleck propagator suggests that the former may give a different result from the latter, since the Filinov procedure introduces some systematic error into the original integral. Although this has been confirmed by numerical examples, it was also demonstrated that one can reach the accurate Van Vleck limit with reasonable computational effort by gradually increasing the coherent-state parameter ␥ and monitoring the systematic convergence to the Van Vleck limit.
Second, we have applied the HK propagator to a thermal rate constant calculation of the simplest gas-phase reaction. The important point here is that all the calculations were carried out using Cartesian coordinates of the system, and thus the rate constant corresponding to the experimental condition was directly obtained. This was made possible by introducing the intermediate form of the Boltzmannized flux operator, which has a good balance of the well-behaved flux correlation functions and the simplicity of path integral expressions. Also, this form allows the use of an arbitrary reaction coordinate, which is prerequisite for describing a chemical reaction in terms of Cartesian coordinates.
Although the present semiclassical estimates of the rate are very accurate and are thus encouraging, the application of the present method to larger systems may be hampered by the oscillatory nature of the path integral expression for the coherent-state matrix element. This may be circumvented by the following strategies. First, one can apply the Filinov smoothing technique to the integrand of Eq. ͑3.35͒. Second, the coherent-state matrix element may be approximated as
Here the variation of ͗x b ͉F (␤)͉x a ͘ as a function of (x b ,x a ) is assumed to be slow compared to that of the coherent states, which becomes valid when ␥ is chosen sufficiently large. Then, the integral over (x b ,x a ) can be performed analytically, which results in the following ''zeroth-order'' approximation to the coherent-state matrix element:
͑4.2͒
The advantage of this approximation is that one needs only the evaluation of a coordinate matrix element, i.e., ͗q b ͉F (␤)͉q a ͘. Higher-order approximations are also possible by considering the derivative of ͗x b ͉F (␤)͉x a ͘ with respect to (x b ,x a ). Another possible strategy is to sample realtime trajectories and imaginary-time paths in one Monte Carlo integral, rather than in two independent Monte Carlo integrals as in the present work. One can then avoid using a weight function that is ''contaminated'' with statistical noise, thus resulting in a more stable calculation. The feasibility and performance of these approaches remain to be explored. 
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which is rewritten in a form suitable for the Filinov procedure as
Here the amplitude R and the phase are naturally chosen as
The evaluation of the modified Filinov factor F(q 1 ,q 0 ;c) in Eq. ͑2.3͒ requires the first and second derivatives of (q 1 ,q 0 ). The derivative relation 24 of the action S t ,
gives the first derivatives of as
and further differentiation of the first derivatives gives the following second derivatives:
which leads to a ''generalized'' form of the HK propagator as
where the generalized HK prefactor is defined by
with ␥ 1 ϭ1/c 1 and ␥ 0 ϭ1/c 0 . This form has been derived previously by Kay through the asymptotic analysis of a general semiclassical kernel.
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APPENDIX B: FLUX CORRELATION FUNCTIONS DEFINED WITH THE GENERAL FORM OF THE BOLTZMANNIZED FLUX OPERATOR
Here we show that the flux correlation function can be defined in several different manners in conjunction with the general form of the Boltzmannized flux operator in Eq. ͑2.38͒.
The quantum mechanically exact expression of the thermal rate constant for a gas-phase reaction can be written as 31 k͑T ͒Q r ͑ T ͒ϭtr͓e Ϫ␤Ĥ F P ͔ϵF r . ͑B1͒
Here F is the flux operator in Eq. ͑2.20͒ and P represents a projection operator onto the product region in the infinite future,
This can also be written as
where ͉ ␥n Ϫ (E)͘ represents a scattering eigenstate of Ĥ with total energy E that flows into the product arrangement channel ␥ with internal quantum numbers n in the infinite future. It is evident from Eq. ͑B3͒ that P commutes with the total Hamiltonian, i.e., ͓Ĥ , P ͔ϭ0, ͑B4͒
which leaves us some freedom concerning the way in which the Botlzmann operator appears in Eq. ͑B1͒. For example, we can split the Boltzmann operator as
where F r is the reactive flux defined in Eq. ͑B1͒ and is an arbitrary constant. Substituting the projection operator in Eq. ͑B2͒ into the above equation yields
where we have defined a flux-side correlation function that depends parametrically on . One can then show the following symmetry of C fs (t;):
C fs ͑ t; ͒*ϭC fs ͑ t;Ϫ ͒, C fs ͑ Ϫt;Ϫ ͒ϭϪC fs ͑ t; ͒. ͑B7͒
Now we define another flux-side correlation function by taking a weighted average of C fs (t;) with respect to : Using the symmetry of C fs (t;) and g () in Eqs. ͑B7͒ and ͑B11͒ gives the following property of C fs I (t):
C fs I ͑ t ͒ϭC fs I ͑ t ͒*, C fs I ͑ Ϫt ͒ϭϪC fs I ͑ t ͒. ͑B12͒
One can also express the reactive flux in the time-integral form, where the flux-flux correlation function is defined by ͖.
͑B22͒
Notice that the C ff I (t) for the Kubo form in Eq. ͑B21͒ becomes singular at tϭ0.
APPENDIX C: CONSTRAINED PARTITION FUNCTION IN THE ASYMPTOTIC REGION
In the limit →0, where the dividing surface is located in the reactant valley, the constrained partition function in Eq. ͑3.17͒ can be evaluated conveniently using basis set methods such as the discrete variable representations ͑DVR͒. [37] [38] [39] This is because the intermolecular potential between the reactants vanishes and thus the total Hamiltonian separates into two parts as lim →0 Ĥ ӍT R ϩĤ r . ͑C1͒
Here T R and Ĥ r describe the relative translational motion and internal motion of the H 2 molecule, respectively,
Since the reaction coordinate for ϭ0 depends only on R, the trace in Eq. ͑3.17͒ factors into a trace over R and one over r, 
where (R,,) are the polar coordinates of R, Y l m is the spherical harmonics, and n (R) is a radial DVR basis function satisfying ͗ n Ј ͉ n ͘ R ϭ␦ n Ј n , with the inner product defined as
͓In practice, one may use the sinc-DVR basis 39 for n (R), although it satisfies Eq. ͑C7͒ only approximately.͔ With this basis set, the matrix element of T R becomes where various DVR matrices are defined as
Here we have used the usual DVR ͑i.e., diagonal͒ approximation for a position-dependent operator, and R n is the DVR grid point corresponding to n (R). Combining Eqs. ͑C5͒ and ͑C11͒ gives the desired value of the constrained partition function in the asymptotic region.
