In tracking of time-varying low-rank models of time-varying matrices, we present a method robust to both uniformly-distributed measurement noise and arbitrarily-distributed "sparse" noise. In theory, we bound the tracking error. In practice, our use of randomised coordinate descent is scalable and allows for encouraging results on changedetection.net, a benchmark. arXiv:1809.03550v1 [math.OC] 
Introduction
Dimension reduction is a staple of Statistics and Machine Learning. In principal component analysis, its undergraduate-textbook version, possibly correlated observations are transformed to a combination of linearly uncorrelated variables called principal components. Often, a small number of principal components suffice for the so-called low-rank model to represent the phenomenon observed. Notoriously, however, a small amount of noise can change the principal components considerably. In the tradition of robust statistics [11] , one often assumes that there is an unknown probability, with which an observation is replaced by such adversarial noise of arbitrary distribution. Such an assumption underlies the work on the principal component pursuit [6] , which balances the number of components considered with the number of samples of the "sparse" arbitrarily-distributed noise.
In many applications, one would like to track a time-varying low-rank model of time-varying matrices and consider measurement noise across all of the observations. Only some of the observations of a low-rank model corrupted by uniformly-distributed "dense" measurement noise, are then replaced by "sparse" noise of arbitrary distribution. In Computer Vision, for example, one wishes to distinguish motion from background [19] , which is known as motion estimation or background subtraction. There may be small but rapid changes to the background, e.g., leaves of grass moving in the wind, which could be captured by the uniform noise. Further, the background varies on a longer time scale, e.g., with the lighting conditions, which should be captured in a time-varying low-rank model. Finally, the "sparse" noise corresponds to motion, of which there may be a substantial amount.
In this paper, we present an on-line learning procedure for the principal component pursuit robust to both dense uniformly-distributed and sparse arbitrarily-distributed noise, in Section 2. We bound the tracking error for the pursuit in Theorem 2, which shows that our online non-convex optimisation algorithm generates a sequence of approximately optimal costs that eventually reaches the optimal cost trajectory, up to an asymptotic bound. Finally, in Section 5, we show that the simple-to-explain approach outperforms a number other methods on changedetection.net, a benchmark [9] in Computer Vision. While we motivate the paper with and illustrate the performance on computer-vision applications, which combine the ease of visualising the outputs and high-dimensional data, we stress that our approach has wide-ranging applications, including the Internet of Things, where one also needs to analyse high-dimensional streamed data and flag abnormal observations to operators, while adapting the model of what is normal over time.
The Problem
Consider a stream of measurements x ∈ R n coming from N sensors with uniform sampling period h from t k till t k + hT (possibly with many missing values), packaged in a matrix M k ∈ R T ×nN . Matrix M k will depend on t k and will be therefore timevarying, that is: every time a new observation row comes in, this is added at the bottom and the first row is discarded, so M k+1 is different from M k . In this way, we model slow time-drifts in the observation matrix.
Considering this matrix representation, it is natural to assume that a new row d may look like a linear combination of r prototypical rows. Formally, we assume that there exists R k ∈ R r×nN , such that our observations x d ∈ R nN for row d are
where the vector c d ∈ R r weighs the rows of matrix R k , while e d ∈ R nN is the noise vector, where each entry be uniformly distributed between known, fixed −∆ and ∆. We now augment the formulation (1) to account for measurements that are significantly different form the model. To this aim, we consider the binary situation in which we either receive a measurement belonging to our model, or not, and we write this as
where s i ∈ R n is a generic noise vector, while the Boolean vector I i ∈ {0, 1} n has entries that are all ones or zeros depending on whether we receive a measurement belonging to our model or not. The operation • represents element-wise multiplication.
In this paper, we provide a way to detect the sparse noise, i.e., measurements for which I i,k = 1 n , and remove them from the measurement model (1) . When the measurements for which I i,k = 1 n are a few and well different than the standard measurements, i.e., the aggregated I k ∈ {0, 1} nN , which stacks all the individual I k for a specific time k, is sparse, and samples of s i fall outside of [M k,ij , M k,ij ], it is possible to identify samples of s i perfectly. In this way, we are effectively proposing a principal component pursuit algorithm robust to uniform and sparse noise.
Once the measurements that do not belong to our model are removed, we can write matrix M k as
where C k ∈ R T ×r and E k ∈ R T ×nN are the matrices incorporating the coefficient vectors c d 's and noise e d 's as,
We compute matrices C k and R k by resorting to a low-rank approximation of the matrix M k with an explicit consideration of the uniformly-distributed error in the measurements. Let M k,ij be the
can be seen as matrix completion with element-wise lower bounds M k,ij := M ij − ∆ and element-wise upper boundsM k,ij := M ij + ∆. Let C k,i: and R k,:j be the i-th row and j-th column of C k and R k , respectively. With Frobenius-norm regularisation, the completion problem we solve is:
where:
where : R → R is max or, preferably, a smooth loss function resembling max [28, 39] , while ν > 0 is a weight. Notice that (4) is a smooth, non-convex problem, whose special case of ∆ = 0 is NP-hard [25, 10] . Our only further assumption is that we have the element-wise constraints on all elements of the matricial variable:
This assumption is satisfied even for any missing values at ij when the measurements lie naturally in a bounded set, e.g., [0, 255] in many computer-vision applications.
The Algorithms
In this section, we first present the overall schema of our approach in Algorithm and a crucial Algorithm 2 for inequality-constrained matrix completion, a crucial sub-problem.
The Overall Schema
Overall, we interleave the updates to the low-rank model via the inequality-constrained matrix completion, detection of sparse noise, and updating of the inputs to the inequalityconstrained matrix completion, which disregards the sparse noise.
At each time step, we acquire new measurements x d and compute their projection coefficients onto the low-rank subspace as
where p can be the 1, 2, ∞ norm, or the 0 pseudo-norm. Since for a very large number of sensors, even solving (8) can be challenging, we sample x d (by picking only a few sensors uniformly at random) and we form a low-dimensional measurement vectorx d , so effectively we solve the subsampled:
where the projection is to the subsampled space. In practice, solving (9) yields high quality solutions (i.e., the norm v −ṽ is small), while being considerably less demanding computationally. (See Section 5 for numerical results.) The sampling step and the computation ofṽ are described in Lines 3-4 of Algorithm 1.
Once the projection coefficients have been computed, we can compute the residuals x d ) i − (vR k−1 ) i for each sensor i, that is the discrepancy between the measurement (x d ) i coming from sensor i, and our projection (9) . We use the residuals in a two-step thresholding procedure first suggested by [21] . In the first step, we use residuals ordered by i to compute coefficient λ > 0. In the second step, we consider the probability density function of the residuals, i.e., disregards the ordering in i, and take the value at risk (VaR) at λ as a threshold T . (We provide details in the Supplementary Material.) The test as to whether residual at each sensor is below the threshold T results in a binary map, suggesting whether the observation of each sensor is likely to have come from our model or not. For a positive value at i in the map, the measurement (x d ) i is kept in M k . Otherwise, it is discarded. Finally, once M k is updated, one can use Algorithm 2 to update (C k , R k ).
On-line Matrix Completion under Interval Uncertainty
The key sub-problem is inequality-constrained matrix completion, which estimates the low-rank approximation of the input matrix considering interval uncertainty sets. Naturally, for a realistic matrix M k , such as 40 × (720 × 576) used in our experiments of Section 5, the solution of non-convex problem (4) cannot be expected to be obtained with great accuracy at 25 fps. This made it necessary to develop a time-varying (or pursuit) versions of "standard" inequality-constrained matrix completion algorithms, suitable for on-line implementations. The algorithm that we propose will find and track the low-rank R k in time, increasing the accuracy of the solution of (4) while new observations are brought in, and old ones are discarded.
To develop the on-line algorithm for (4), we start from the off-line inequalityconstrained matrix completion algorithm of [24] . The on-line alternating parallel Input: Initial matrices (C 0 , R 0 ), rank r Output: (C k , R k ) and events for each k 1: for each time t k : k = 1, 2, . . . , t k+1 − t k = h do for all sensors i in parallel do 12: if r i < T then 13: set y i to True, as value at sensor i is likely to come from our model 14: add (x d ) i to M k 15: end if 16: end for 17: compute (C k , R k ) via Algorithm 2 with rank r 18: end for 19 : return (C k , R k , y) Algorithm 1: Pursuit of low-rank models of time-varying matrices robust to both sparse and measurement noise. randomised coordinate descent method is summarized in Algorithm 2. Notice that there are several nested loops: the counter for the update of the input is k, the counter of the outer (while) loop is T , the counter for the iterations within each of the alternating directions is τ , and then there is the inner-most loop, which performs the individual coordinate-wise updates in parallel, without a counter.
At each time k when a new input is received, the previously-found approximate solutions (C k−1 , R k−1 ), is updated based on the new observation matrix M k , the correspondingly-derived element-wise lower and upper bounds M k,ij ,M k,ij , and the desired rank r. In particular, the update is computed using an alternating-direction method (ADM), which is based on the observation that while f is not convex jointly in (C k , R k ), it is convex in C k for fixed R k and in C k for fixed R k . The update takes the form of a sequence {(C T,τ k , R T,τ k )} of solutions, which are progressively more accurate. If we could run a large number of iterations of the ADM, we would be in an off-line mode. In the on-line mode, we keep the number of iterations small, and apply the final update based on M k at time k + 1, when the next input arrives.
The optimisation in each of the two alternating directions is based on coordinate descent, as reinterpreted by Nesterov [26] . Notice that in Nesterov's optimal variant, one requires the the modulus of Lipschitz continuity of f restricted to the sampled coordinates [26, Equation 2 .4] to compute the step δ. Considering that the modulus is not known a priori, we maintain an estimate W T,τ ir of the modulus of Lipschitz continuity of f restricted to the C T,τ k,ir sampled, and estimate V T,τ rj of the modulus of Lipschitz continuity of f restricted to the R T,τ k,rj sampled. We refer to the Supplementary Material for the details of the estimate and [26] for a high-level overview.
In particular, in Steps 3-8 of the algorithm, we fix R T,τ k , choose a randomr and a random setŜ row of rows of C k , and, in parallel for i ∈Ŝ row , update C T,τ +1 k,ir to C T,τ k,ir + δ ir , where the step is:
and P ir is the n×r matrix with 1 in the (ir) entry and zeros elsewhere. The computation
, Pr j can be simplified considerably, as explained in [24] and the Supplementary Material.
Likewise, in Steps 9-14, we fix C T,τ +1 k , choose ar and a random setŜ column of columns of R k , and, in parallel for j ∈Ŝ column , update R T,τ +1 k,rj to R T,τ k,rj + δr j , where the step is:
and Pr j is the r × m matrix with 1 in the (rj) entry and zeros elsewhere. Again, the computation of
, Pr j can again be simplified [24] considerably.
An Analysis
For the off-line inequality-constrained matrix completion problem, [24] proposed an algorithm similar to Algorithm 2 and presented a convergence result, which states that the method is monotonic and, with probability 1, converges such that
which is known as a bistable point. In this section, we restate this result for Algorithm 2 and prove the rate of convergence to the bistable point:
There exists τ > 0, such that Algorithm 2 with the initialization to all-zero vector after at most
The proof of this theorem and all subsequent results is attached in the Supplementary Material. Building upon these properties of the solver for the on-line problem, we can prove a bound on the error in the on-line regime. In particular, we will show that Algorithm 2 generates a sequence of matrices {(C k , R k )} that in the limit for k → ∞ guarantee a bounded tracking error, i.e.,
The size of the tracking error E depends on how fast the problem is changing:
for τ = 0, 1, 2, . . . , τ do 4: chooseŜ row ⊆ {1, . . . , m} 5: for i ∈Ŝ row in parallel do 6: chooser ∈ {1, . . . , r} uniformly at random 7: compute δ ir using formula (10) 8:
end for 10:
end for 11: for τ = 0, 1, 2, . . . , τ do 12: chooseŜ column ⊆ {1, . . . , n} uniformly at random 13: for j ∈Ŝ column in parallel do 14: chooser ∈ {1, . . . , r} uniformly at random 15: compute δr j using (11) 16 : Assumption 3. The variation of the observation matrix M k at two subsequent instant k and k − 1 is so to guarantee that 
where η 0 < 1 has been defined in (21) . In the limit, Equation (13) quantifies the maximum discrepancy between the approximate optimum and the true one at instant k, as k goes to infinity. In particular, as time passes, our on-line algorithm generates a sequence of approximately optimal costs that eventually reaches the optimal cost trajectory, up to an asymptotic bound. The convergence to the bound is linear and the rate is η 0 , and depends on the properties of the cost function, while the asymptotic bound depends on how fast the problem is changing over time. This is a tracking result: we are pursuing a time-varying optimum by a finite number of iterations τ per time-step. If we could run a large number of iterations per each time step, then we would be back to a off-line case and we would not have a tracking error. This may not, however, be possible in settings, where inputs change faster than one can compute an iteration of the algorithm.
Experimental Evaluation
We have implemented Algorithms 1 and 2 in C++. With some experimentation, we have decided on the use of a time window of T = 35, rank r = 4, and half-width of the uniform noise ∆ = 5. We have designed the memory access carefully, used Intel vectorisation intrinsics for the multiply-accumulate operation in Algorithm 2, and dual simplex from IBM ILOG CPLEX 12.8 as a linear programming solver in Algorithm 1, solving (9) . Still, the code leaves a considerable potential for further performance improvements. We have conducted a number of experiments on a machine equipped with with two 22-core chips of Intel Xeon E5-2699 at 2.20 GHz and over 700 GB of RAM, which ran Ubuntu Linux 17.10 inside a Docker container.
First, let us highlight two aspects of the performance of the algorithm. In particular, on the left in Figure 1 , we illustrate the effects of the subsampling on the projection (9) . For projection in L 1 and L ∞ , we present the L 2 norm of the differenceṽ − v as a function of the sample period of the subsampling (9), where v is the true value obtained in (8) without subsampling andṽ is the value obtained in (9) with subsampling, and the sample period is the ratio of the dimensions of x d andx d . For completeness, we also present the performance of the Geman-McLure loss, where we do not consider subsampling, relative to the performance of L 1 norm without subsampling, as discussed in the Supplementary Material. It is clear that L 1 is very robust to the subsampling. This motivated our choice of L 1 with a sampling period of 100 in the code.
Next, on the right in Figure 1 Next, we have conducted extensive tests on instances from changedetection.net (CDnet), a benchmark [9] in change detection, where short videos (1,000 to 8,000 frames) of low resolution (320 × 240 to 720 × 576) are supplemented with ground truth of what is motion and what is background. Out of the dataset, we have discarded videos captured using pan-tilt-zoom (PTZ) cameras, and videos known as jitter, turbulence, and thermal, neither of which allows for a reliable low-rank model. We kept the remaining 36 videos, which still capture a wide variety of conditions. (For an example, see the Supplementary Material.) To initialise the C 0 and R 0 in Algorithm 1 on such videos, we have used the matrix completion of Algorithms 2 with 1 epoch per frame for 4 passes on each video (4,000 to 32,000 frames), starting from all-zero matrices. We note that in real-world deployments, such an initialisation may be unnecessary, as the the number of frames processed will render the initial error irrelevant.
In Table 1 , we present the overall results on CDnet as the average over all the frames of a video, with a standard deviation in parentheses. First, we present MS-SSIM of [37] , a well-known measure of similarity of the background of each frame to our rank-4 estimate thereof, which is also known as the multiscale structural similarity for image quality. There, our estimates perform rather well, with the exception of videos featuring dynamic backgrounds such as waves and reflections of sun light on water, where the low-rank model is not updated often enough to capture the substantial, rapid changes. Next, we present the F1 score, which is the harmonic mean of precision and recall and which we used the code provided by CDnet to evaluate against the ground truth. Although the F1 scores of 0.809 and 0.711 on the baseline and shadows categories are close to the medians of the classic methods tested by [9] on the same categories, rather than the present best, we should like to stress that the F1 score depends on thresholding method, which is quite simple in our current implementation and could be improved. Further, while the classic (point-wise) methods perform well in F1 score, they may struggle at the actual recovery of the background, especially when scene dynamics do not match hard-coded parameters. Further, modern methods including the top three in the CDnet ranking as of May 2018 are "supervised", in the sense that they derive megabytes of a model from the test set and then apply the model to the test set, which constitutes "double dipping". With these caveats in mind, the performance seems rather respectable.
We stress that while we do not provide results of other approaches, such a comparison against 49 other state-of-the-art methods is readily available at http:// changedetection.net/, and against dozens of other methods in [34] . We believe that this is the gold standard of experimental algorithmics, at least when one discounts the methods tagged as "supervised method" in changedetection.net, which are trained and tested on one and the same dataset.
Related Work
We refer to the July 2018 issue of the Signal Processing Magazine for a comprehensive overview of related work by [34] . To name two papers perhaps closest to our work, [22, 23] formulate the problem of detecting and tracking anomalies via a low-rank plus sparse matrix recovery. They also propose an on-line algorithm that smoothly forgets past data and incorporates new measurements. This and similar Robust PCA approaches leverage a low-rank plus sparse noise methodology. In contrast, our model considers a low-rank measurement model corrupted by uniform noise and sparse outliers. This gives our model an extra degree of freedom in how noise enters in the measurements.
In some applications, especially in video processing, we believe that our approach is superior to the Robust PCA model of [22, 23] , but more importantly, we should like to stress that our analytical guarantees improve upon the state of the art as captured by [34] in three ways. First, we do not make any unnecessary assumptions. Second, we provide a bound on the tracking error in estimation of the low-rank sub-space, as well as strong analytical guarantees on one-sided error of a subsampled query. Finally, [22] prove their results only in the large limit of time, while we will provide a tracking result for any finite horizon as well.
In our implementation, we draw upon a rich history of work in low-rank matrix completion, especially within augmented Lagrangian methods [12, 16, 31, 36] and alternating least squares (ALS) algorithms [33, 29] . Recent work [15, 14, 3, 7, 2] shows that event ALS algorithms allow for the perfect recovery in some settings. In particular, the algorithm that we propose combines ALS and coordinate descent, as in [24] . Recent applications of related approaches in computer vision include [8, 17, 18] .
Further, we draw upon a more recent work in dynamic, on-line, and pursuit methods for time-varying optimization problems. In signal processing, most notable uses are related to compressive sensing [1, 38, 35, 32] . In particular, our inspiration comes from Liu et al. [20] , which was one of the first results on on-line non-convex optimisation. Without requiring invexity, as in [20] , we allow for the tracking of the optimum, rather than a first-order stationary point. This relies also on the pioneering work of Jain [13] .
Conclusion
We have presented a tracking of time-varying low-rank models of time-varying matrices, robust to both uniformly-distributed measurement noise and arbitrarily-distributed "sparse" noise. In practice, our use of randomised coordinate descent in alternating leastsquares is much better suited to high-dimensional, high-frequency data streams than spectral methods and other alternatives we are aware of. In theory, we our bound is one of the first tracking results in time-varying non-convex optimisation, which we believe to be an important direction for further research. We require none of the non-trivial assumptions, which are made in related state-of-the-art approaches [34] : RIP properties, incoherence, identical covariance matrices, independence of all outlier supports, or a good initialisation. Further, we show convergence rate of our approach in the off-line case, which may be of independent interest.
A Proofs

A.1 Properties of the Problem
First, let us see that while f is not convex in both C and R, it is convex in either C or R. Jain [13] calls this property marginal convexity: A function f (C, R) is marginally convex in C, if for every value of R ∈ R r×n , the function f (·, R) : R m×r → R is convex.
Lemma 5 (Marginal Convexity). As continuously differentiable function, f : R m×r × R r×n → R is marginally convex i.e., for every C , C ∈ R m×r , we have
where ∇ x f (C , R) is the partial gradient of f with respect to its first variable at the point (C , R), and likewise for R.
Proof. By simple calculus.
Next, let us extend the reasoning of Marecek et al. [24] to further properties of the function restricted to only C or only R. Jain [13, Section 4.4 ] calls a continuously differentiable function f : R m×r × R r×n → R (uniformly) α-marginally strongly convex (MSC) in C if for all R, the function f (C, R) is α strongly convex for the constant R. Likewise for (uniformly) β-marginally strongly smooth (MSS) functions. The textbook example [13, Figure 4 .1] is f :
Notice the similarity to the Restricted Isometry Property (RIP) of [5] .
Lemma 6 (MSC/MSS). There are finite α, β, such that the function f (·, R) : R m×r → R is α-strongly convex and β-strongly smooth, i.e., for every value of R ∈ R r×n , for every C , C ∈ R m×r , we have
where g = ∇ x f (C , R) is the partial gradient of f with respect to its first variable at the point (C , R). Likewise, the function f (C, ·) : R n×r → R is α -strongly convex and β -strongly smooth.
Proof of Lemma6 . Notice that W ir , the modulus of Lischitz continuity of the gradient of f restricted to the C ir sampled is:
where the superscript denotes squaring, rather than an iteration index, which we omit for brevity. Considering the level set is bounded, W k,jr is bounded and we have the result. Similarly Vr j , the modulus of Lischitz continuity of the gradient of f restricted to the R k,ir is:
where again, the superscript denotes squaring, rather than an iteration index.
Next, let us consider some more definitions of [13] . For any R, we say thatC is a marginally optimal coordinate with respect to R, and use the shorthandC
Similarly for any C,R ∈ OPT f (C) ifR is a marginally optimal coordinate with respect to C. Then: Definition 7 (Bistable Point of [13] ). Given a function f over two variables constrained within the sets X , Y respectively, a point (C, R) ∈ X × Y is considered a bistable point if y ∈ OPT f (C) and x ∈ OPT f (y) i.e., both coordinates are marginally optimal with respect to each other.
Lemma 8 (Jain et al. [13] ). A point (C, R) is bistable with respect to a continuously differentiable function f : R m×r × R r×n that is marginally convex in both its variables if and only if ∇f (C, R) = 0.
Proof of Lemma 11. Notice that each element of the matrix is bounded both from above and from below. The level sets are hence bounded, whereby we obtain the result.
Then, we can restate Theorem 1 of [24] :
Theorem 9 (Based on Theorem 1 in Marecek et al. [24] ). For any τ > 0 and S row ,Ŝ column sampled uniformly at random, the limit point lim inf T →∞ (C T,τ k , R T,τ k ) of Algorithm 2 is bistable with probability 1.
The proof follows that of Theorem 1 in [24] . There, however, the analysis of [24] ends.
A.2 The Limit Point
Next, consider further properties of the limit point under the assumptions above. To do so, we present some more definitions of Jain [13] :
Definition 10 (Robust Bistability Property of [13] ). A function f : R m×r × R r×n → R satisfies the C-robust bistability property if for some C > 0, for every (C,
Subsequently:
Lemma 11. Under Assumption 1, there exists a finite C > 0, such that the function f (4) satisfies the C-robust bistability property.
Much more detailed results, bounding the constant C, are available in many regimes, e.g., when each element of the matrix is sampled with a probability larger than a certain instance-specific p from a certain ensemble [7] , and more generally when one allows from a certain smoothing [3, 2] . Further, one can use the results of [27] to prove its satisfaction under the Restricted Isometry Property (RIP) of [5] .
Next, let us state a technical lemma:
Lemma 12 (Based on Lemma 4.4 of [13] ). Under Assumption 1, for any (C,
Proof of Lemma 12 . Notice that f is α-MSC, β-MSS in both C and R, as shown in Lemma 5 and 6. From Lemma 6:
Applying robust bistability of Lemma 11 then proves the result.
Using Lemma 12, we can present a bound on the limit point and the rate of convergence to it, i.e., prove Theorem 2, which we restate here for convenience: Theorem 13. There exists τ > 0, such that Algorithm 2 with the initialization to all-zero vector after at most T = O(log 1 ) steps has f (C T , R T ) ≤ f * + with probability 1.
Proof. We follow [13] and use Φ (k) = f (C (k) , R (k) )−f * as the potential function. The τ we require depends on the cardinality ofŜ row ,Ŝ column , and the model of computation, but should be large enough for marginal optimisation, i.e., ∇ C f (C * , R * ) = 0. Then, Lemma 6 assures:
Further, considering R (k+1) ∈ OPT f (C (k+1) ), we have:
and consequently
Applying Lemma 12,
Finally, by simple algebra,
where
Finally:
Proof of Theorem 4. The proof follows from Theorem 2, by invoking the triangle inequality and the sum of a geometric series. In particular, due to Theorem 2, one has for each k
By summing and subtracting η 0 f (C k−1 , R k−1 ; M k−1 ) to the right-hand-side and putting without loss of generality
and by using Assumption 3
By summation of geometric series, the claim is proven.
B Details of the Thresholding
As suggested in the main body of the text, we start by looking for the best linear combination c that minimizes L 1 norm of difference
where c is a 1×rank vector, f is a 2D image flattened into 1×N vector, and (cR) i is the scalar result of multiplication between vector c and i-th column of matrix R. Due to the robust property of L 1 norm, the formulation (25) provides a close approximation of the new frame at the majority of stationary (background) points, while leaving residuals at the "moving" (foreground) points relatively high. By introducing the additional variables m i : |(cR) i − f i | ≤ m i , for all i = 1, N , the optimization problem can be reformulated as a linear program:
Alternatively, one can consider the robust Geman-McLure function ρ(r, σ) = r 2 /(r 2 + σ 2 ) as featured in [30] , where parameter σ is estimated from the distribution of residuals over the course of optimization
In practice, both (25) and (27) produce results of similar quality, with a slightly better statistical performance of (25) at a minor additional expense in terms of run-time, compared to the use of gradient methods [30] in minimisation of (27) . After the optimal linear combination c opt has been obtained in (25) , the next step is to compute residuals r i = |(cR) i − f i | and threshold them into those generated by the low-rank model, r i < T , and the remainder, r i >= T , where T is some threshold. Thresholding for background subtraction is a vast area by itself [4] . Although locally adapted threshold may work best, it is quite common to choose a single threshold for each frame. We follow the same practice: As often [21] in Computer Vision, we seek a threshold of the highest sensitivity, when isolated points "just" show up. In particular, we seek a threshold such that a certain fraction (0.0025) of 3×3 contiguous patches have 1 or 2 pixels exceeding the threshold, as suggested in Figure 2 . To explain this in detail, consider the RGB colour images, where the point-wise 2D residual map is computed as follows:
where subscripts f and b stands for current frame and background respectively, and index i enumerates image pixels. Other metrics like Euclidean one are also possible. We accumulate so called histogram of thresholds by analysing 3 × 3 neighbourhood of each point in the residual map. There are several how residual value at the central point of relates to its neighbour. Without diving too much into details, let us consider one case. Suppose, the central value in the largest one v 1 and we pick up the second v 2 and the third v 3 largest ones from the 3 × 3 vicinity, v 3 ≤ v 2 ≤ v 1 , and all the values are discrete as usually for images. If a threshold happens in the interval [v 3 + 1 . . . v 1 ] then one of the patterns depicted on Figure 2 will show up after thresholding. As such, this particular point "votes" for the range [v 3 + 1 . . . v 1 ] in the histogram of thresholds, which means we increment counters in the bins v 3 + 1 to v 1 . Repeating the process for all the points, we arrive to the histogram of thresholds as shown in Figure 3 . The region around the mode of the histogram (50% of its area), outlined by yellow margins on Fig 3, mostly contains noise. We start search for the optimum threshold from the right margin to the right until the value of histogram bin is less then 0.0025·N , where N is the number of pixels. We found experimentally that the fraction 0.0025 works the best, although its value can be varied without drastic effect. 
C k,ir ← C k,ir + δ.
A k,ij ← A k,ij + δR k,rj ∀j. 
R k,rj ← R k,rj + δ.
A k,ij ← A k,ij + δC k,ir ∀i.
D Additional Illustrations Figure 4 : One snapshot from the video baseline/highway (from the top left, clock-wise): one frame of the original video, our estimate of the background, our residuals prior to thresholding, the ground truth, an exponential smoothing of all frames prior to the current one with smoothing factor of 1/35, and finally, our Boolean map obtained by thresholding residuals.
