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FILIATION DE MANUSCRITS SANSKRITS ET ARBRES
PHYLOGE´NE´TIQUES
Marc LE POULIQUEN1
re´sume´ – La fabrication d’un stemma codicum est l’une des approches les plus rigoureuses de
la critique textuelle. Elle exige la reconstruction de l’histoire du texte en classifiant le corpus pour
de´cider si un groupe de manuscrits est engendre´ par un interme´diaire perdu. Pour classifier notre
corpus, nous employons des me´thodes de l’analyse textuelle informatise´e et de la reconstruction
phyloge´ne´tique afin d’e´tablir un arbre de la filiation. Les techniques employe´es sont de´die´es a` un
corpus de manuscrits sanskrits avec toutes les spe´cificite´s de cette langue.
mots cle´s – Arbres phyloge´ne´tiques, Distance d’arbre, Filiation de manuscrits, Sanskrit
summary – Filiation of sanskrit manuscripts and phylogenetic trees
The establishment of a stemma codicum is one of the most rigorous approaches of textual criticism.
It requires the rebuilding of the history of the text by classifying the corpus to decide if a group
of manuscripts is generated by a lost intermediary. To cluster our corpus, we use methods of
the computerized textual analysis and phylogenetic reconstruction in order to establish the tree of
filiation or pedigree. The method employed has been developed in editing sanskrit manuscripts with
all specificities of this language.
keywords – Filiation of manuscripts, Phylogenetic trees, Sanskrit, Tree metrics
1. DE´DICACE
Jean-Pierre Barthe´le´my nous a quitte´ le 21 juin 2010. Il fut mon directeur de the`se.
Cet article est de´die´ a` cet homme de culture et de science, qui m’a beaucoup appris.
2. INTRODUCTION
Dans cet article, nous nous inte´ressons a` la construction du « stemma codicum » de
manuscrits sanskrits qui est l’une des proble´matiques de l’e´dition critique de textes
anciens.
1De´partement Logique des Usages, Sciences Sociales et de l’Information (LUSSI), Traite-
ment Algorithmique et Mate´riel de la Communication, de l’Information et de la
Connaissance (TAMCIC), UMR CNRS 2872, ENST Bretagne, BP 832, 29285 Brest Cedex,
marc.lepouliquen@enst-bretagne.fr et IUP Ge´nie Me´canique et Productique, Universite´ de Bre-
tagne Occidentale, 6 avenue Le Gorgeu, CS93837, 29238 Brest Cedex 3
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Le corpus de textes anciens, sur lequel nous avons travaille´, est une tradition
textuelle de manuscrits sanskrits sur le plus ancien commentaire de la grammaire
de Pa¯n. ini qui nous soit parvenu, la ka¯s´ika¯vr. tti ou Glose de Be´nare`s (cf. Figure 1).
Elle date probablement du VIIe sie`cle de notre e`re et est attribue´e aux auteurs
Jaya¯ditya et Va¯mana. La grammaire de Pa¯n. ini est connue comme une des premie`res
grammaires et est constitue´e d’un ensemble de re`gles qui peuvent difficilement se
comprendre sans les explications d’un commentaire tel que la ka¯s´ika¯vr. tti. La Glose
de Be´nare`s qui est le plus re´pandu et le plus pe´dagogique des commentaires de
Pa¯n. ini n’a jamais fait l’objet d’une e´dition critique ou d’une traduction comple`te.
L’e´dition critique reconstitue au mieux, a` partir des diffe´rents manuscrits
conserve´s, l’œuvre telle que l’auteur l’a voulue. Ce domaine n’est actuellement que
tre`s peu informatise´ et ce, malgre´ de nombreuses taˆches re´pe´titives. Des tentatives
d’utilisation de l’informatique commencent a` voir le jour (Collate en Angleterre,
Tustep en Allemagne, etc.) mais les logiciels ne sont pas beaucoup utilise´s par les
e´diteurs. De plus, si ces logiciels donnent des re´sultats inte´ressants pour le latin et
le grec, ils ne sont pas du tout adapte´s aux proble´matiques des langues orientales
comme le sanskrit.
L’e´dition critique des textes anciens peut se re´sumer ainsi:
• Inventaire des manuscrits du corpus.
• E´tudes codicologiques2 et pale´ographiques3 afin d’effectuer un premier classe-
ment des manuscrits.
• Collation des textes.
• E´laboration du stemma codicum afin d’expliquer l’histoire du texte.
• Choix des variantes.
• Apparat critique et notes de l’auteur.
Dans cet article, nous nous inte´ressons surtout a` l’e´laboration de stemma
codicum. Cela consiste a` trier les diffe´rentes versions du texte afin d’e´tablir une
sorte d’arbre de filiation des manuscrits du corpus pour savoir lequel a e´te´ copie´ sur
l’autre et de´tecter les chaˆınons manquants. Il permet alors d’essayer de reconstituer
le manuscrit original avec fide´lite´. L’analyse des diffe´rents manuscrits en vue d’une
e´dition critique est un travail colossal lorsque le corpus est important. Ce travail
peut eˆtre alle´ge´ par l’automatisation de certaines de ses parties ou par la produc-
tion automatique de documents interme´diaires. Cet article de´crit une famille de
me´thodes visant a` faciliter la production du stemma codicum.
Les me´thodes pre´sente´es ici empruntent largement a` la phyloge´ne´tique. Buneman
[1971(a)] et Griffith [1969] ont de´ja` fait remarque´ la similitude des pre´occupations
2La codicologie e´tudie le manuscrit comme objet mate´riel afin de mieux comprendre l’histoire
du texte (ou des textes) qui est parvenu jusqu’a` nous. C’est ainsi qu’elle e´tudie les techniques de
fabrication et les divers accidents qui ont pu affecter ces ouvrages comme l’interversion de cahiers,
la nume´rotation des folios, les accidents destructifs, les types de support...
3La pale´ographie a pour objet les e´critures anciennes, leur de´chiffrement, leur datation...
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de l’e´dition critique et de la phyloge´ne´tique, celle-ci s’inte´ressant a` la filiation entre
les espe`ces vivantes, celle-la` entre les manuscrits. Les me´thodes de construction de
l’arbre phyloge´ne´tique qui repre´sente l’e´volution des espe`ces peuvent eˆtre adapte´es
aux corpus de manuscrits, pour obtenir un arbre de la filiation.
figure 1. Photo prise a` Pune d’un fragment d’un manuscrit de la ka¯s´ika¯vr. tti
Le plan de l’article est le suivant. Le Chapitre 2 est un rapide aperc¸u du travail
de l’e´diteur critique et plus particulie`rement des me´thodes utilise´es pour dresser le
stemma. Le Chapitre 3 s’inte´resse aux manuscrits, aux particularite´s du sanskrit
et aux diffe´rentes ope´rations pre´paratoires mene´es sur le corpus. Le Chapitre 4
pre´sente plusieurs familles de mesures de similarite´ entre les manuscrits base´es sur
l’alignement et sur la compression des donne´es. Le Chapitre 5 de´crit les algorithmes
d’infe´rence d’arbres utilise´s en phyloge´nie, en particulier, le proble`me de la recherche
de la racine. Finalement, le Chapitre 6 est consacre´ aux diverses expe´rimentations
re´alise´es sur plusieurs corpus. La conclusion envisage des perspectives.
3. ME´THODES PHILOLOGIQUES D’E´TABLISSEMENT DU STEMMA
CODICUM
Un texte qui a e´te´ copie´ des centaines de fois constitue ce que l’on appelle une
tradition textuelle et tous les exemplaires qui nous sont parvenus sont appele´s les
te´moins du texte.
Les te´moins sont ge´ne´ralement diffe´rents. L’auteur a pu e´crire diffe´rentes ver-
sions de son texte, les copistes ont fait des erreurs (oubli de mot, saut de ligne,
ame´lioration...) et les e´volutions du temps et de l’espace (trous dans le papier,
paragraphe illisible, e´volution de la langue...) multiplient les dissemblances entre
te´moins.
L’e´diteur critique doit a`, partir de ce corpus, reconstituer au mieux le manuscrit
original encore appele´ arche´type4. Il re´alise ce que l’on appelle le texte critique, c’est-
a`-dire, une version du texte la plus proche possible de l’arche´type, en argumentant
ses choix quand ils sont discutables.
Pour construire le texte critique a` partir des te´moins, on part du constat
suivant : toutes les copies qui contiennent, aux meˆmes endroits, les meˆmes fautes,
ont e´te´ faites les unes sur les autres et donc de´rivent toutes d’une copie ou` ces fautes
existaient. Pour classer les te´moins, on recourt donc a` la me´thode de la comparaison
4L’arche´type est, pour les e´diteurs, le manuscrit d’ou` de´rive les autres textes.
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figure 2. Stemma codicum de « De la ge´ne´ration et la corruption » d’Aristote e´tabli par
Rashed [2005]
des fautes appele´es variantes qui, classe´es selon leur influence sur l’acte de copie,
permettent de dresser un arbre ge´ne´alogique des manuscrits. Cette me´thode dite
« lachmannienne » (cf. [Salemans, 2000]) pre´sente l’avantage de pre´parer le travail
de l’e´dition critique car, pour reconstituer le texte le plus proche de l’original, on
e´value quelle variante convient le mieux.
Une autre me´thode historique est celle de Don Quentin [1926]. Il s’attache
a` reconstituer l’enchaˆınement des manuscrits au moyen de comparaison trois par
trois. C’est la recherche des interme´diaires qui permet de reconstituer le stemma.
Pour que B soit interme´diaire entre A et C, il suffit que A et C s’accordent tour a`
tour avec B au niveau des variantes et surtout qu’ils ne s’accordent jamais contre
lui. Il se propose alors de reconstituer des chaˆınes de trois manuscrits dont l’un
est l’interme´diaire des deux autres puis d’assembler ces petites chaˆınes afin d’infe´rer
l’arbre complet.
Prenons un exemple. Soient les trois phrases suivantes correspondants aux trois
meˆmes phrases de diffe´rents manuscrits copie´s les uns sur les autres.
A = « Voici une phrase invente´e pour l’exemple »
B = « Voici une phrase invente´e pour cet exemple »
C = « Voici une phrase cre´e´e pour cet exemple »
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La me´thode de Don Quentin conduit a` conside´rer que la phrase B est interme´-
diaire au sens de la copie entre A et C. En effet, le copiste de B a modifie´ « l’ » en
« cet » et le copiste de C a remplace´ « invente´e » par « cre´e´e ». B s’accorde avec A
pour la variante « invente´e » et s’accorde avec C pour la variante « cre´e´e ». C’est,
en revanche, peu probable que C soit l’interme´diaire entre A et B, car le copiste
de C a supprime´ « invente´e » qui est re´introduit par le copiste de B. Ici, A et B
s’accordent sur la variante « invente´e » qui n’est pas contenue dans C. C n’est donc
pas le manuscrit interme´diaire entre A et B.
Plusieurs stemmata5 diffe´rents peuvent eˆtre produits a` partir d’une e´tude philo-
logique selon le choix du point d’orientation, c’est-a`-dire le choix du manuscrit
anceˆtre commun. Be´dier [1928] l’a de´couvert lors de l’e´tude des textes du « Lai
de l’Ombre ». Il a essaye´ de de´montrer que des me´thodes ge´ne´alogiques, menant a`
beaucoup de re´sultats diffe´rents, sont sans valeur. Il a alors pre´conise´ de s’en tenir
aux variantes d’un te´moin unique, celui qu’il a juge´ le meilleur.
Finalement, on constate que lorsque le nombre de te´moins est important (>100),
les e´diteurs ne construisent que tre`s rarement le stemma pour les deux raisons prin-
cipales suivantes:
• La collation de plus de cent manuscrits est un travail trop important manuelle-
ment.
• Le re´sultat s’ave`re difficilement exploitable tellement le stemma est complexe
(cf. Figure 3.).
L’e´diteur de´cide alors de se´lectionner un petit nombre de manuscrits pre´pon-
de´rants pour effectuer l’e´dition. La me´thode de de´termination des manuscrits con-
serve´s n’est pas tre`s scientifique (cf. [Bevenot, 1961]). C’est par des approches
externes6 que ce dernier a se´lectionne´ sa famille de manuscrits, mais on peut aussi
ne retenir que les manuscrits qui contiennent toutes les lec¸ons (autre mot pour
variantes) et e´liminer les doublons.
Apre`s ce rapide panorama, on cerne mieux la difficulte´ du proble`me, et l’on
imagine le nombre d’anne´es de travail ne´cessaires pour la re´alisation d’une e´dition
critique d’une tradition textuelle de 150 manuscrits compose´e de milliers
de variantes. L’utilisation de me´thodes informatiques pour aider l’e´diteur critique
s’impose alors.
4. LES MANUSCRITS ET LEURS TRAITEMENTS
Le corpus concerne´ dans cette e´tude est constitue´ de manuscrits sanskrits relatifs
a` la Glose de Be´nare`s. C’est le commentaire antique le plus complet sur le traite´
grammatical de Pa¯n. ini (5
e sie`cle av. Je´sus-Christ). Il existe environ 150 manuscrits
5Pour le pluriel de stemma, on peut utiliser la forme grecque avec stemmata, la forme latinise´e
avec stemmæ ou la forme francise´e avec stemmas.
6Les approches externes concernent plus l’aspect exte´rieur des manuscrits comme la datation, le
type d’e´criture ou la provenance... Elle est a` opposer a` la structure interne des manuscrits comme
les variantes ou les traits grammaticaux...
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de la Glose de Be´nare`s recense´s en Inde et en Occident. Chaque manuscrit comporte
environ 800 pages, 245000 lignes et 1,5 millions de caracte`res. Pour notre e´tude, trois
chapitres ont e´te´ se´lectionne´s d’environ 20 pages chacun.
On commence par l’expose´ de certaines caracte´ristiques du sanskrit, dont la prise
en compte est indispensable pour l’objectif vise´. On re´alise ensuite la translitte´ration
des diffe´rents manuscrits puis la segmentation des mots d’un des manuscrits que l’on
nomme padapa¯t.ha.
4.1. caracte´ristiques du sanskrit
Le sanskrit est une langue indo-europe´enne. C’est notamment la langue de la trans-
mission de la connaissance savante en Inde, que cette connaissance soit profane
(grammaire, mathe´matiques, architecture...) ou religieuse. Longtemps de tradition
orale, c’est tardivement que l’emploi d’une multitude d’e´critures s’est ge´ne´ralise´.
Chaque re´gion de l’Inde utilise la graphie qui lui sert pour noter sa propre langue
afin d’e´crire les textes sanskrits. Ainsi l’on ne compte pas moins d’une dizaine de
graphies diffe´rentes pour nos manuscrits comme la denava¯gari¯, la benga¯l¯i ou le tegulu.
La principale graphie, la denava¯gari¯, est un des alphabets ou syllabaires utilise´s
par le sanskrit, le hindi et plusieurs autres langues indiennes. Elle comporte 56
graphe`mes. Il s’agit de lettres (consonnes et voyelles, plus signes de ponctuations)
et non pas d’un syste`me d’ide´ogrammes comme en Mandarin.
figure 3. Voyelles de l’alphabet denava¯gari¯ et leur transcription
Contrairement au franc¸ais ou` les lettres s’ajoutent simplement les unes aux
autres, la syllabe sanscrite est le fruit d’une ligature, comme notre Æ.
figure 4. Les ligatures de la consonne K avec voyelles et leur transcription
Le sanskrit est une langue qui peut s’e´crire sans espace ni ponctuation entre les
mots. L’absence de blanc peut rendre les textes ambigus voire, dans certain cas,
difficilement compre´hensibles.
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Ajoutons que les initiales et finales de chaque mot influent les unes sur les autres,
apportant de nombreuses modifications ; d’ou` la premie`re difficulte´ en lecture de
reconnaˆıtre chaque terme et de restituer sa forme originale.
figure 5. Exemple de sanskrit
Les sandhi (jonctions) sont une difficulte´ supple´mentaire dans la reconnaissance
des mots. Ils de´signent des ope´rations phone´tiques qui s’appliquent a` la jonction de
morphe`mes a` l’inte´rieur d’un mot ou`, a` la jonction de mots dans la phrase. Quand ils
s’appliquent entre des mots, ils correspondent a` des modifications de la terminaison
d’un mot selon la nature de la premie`re lettre du mot lui succe´dant.
Pour en finir avec les spe´cificite´s du sanskrit, des spe´cialistes comme Filliozat
[1941], qui parle de l’orthographe « vicieuse mais traditionnelle des scribes », ont
montre´ que les mots difficiles a` comprendre sont ceux ou` les manuscrits proposent
une autre variante. Preuve que, loin de recopier sans comprendre, le scribe a rem-
place´ le mot qu’il ne comprenait pas...
Pour pouvoir re´aliser des analyses textuelles sur ces manuscrits, nous leur avons
fait subir certaines ope´rations que nous allons de´tailler.
4.2. la translitte´ration
La translitte´ration, ou transcription, est l’ope´ration consistant a` transcrire les
graphe`mes d’un alphabet dans les graphe`mes d’un autre alphabet, de telle sorte qu’a`
un meˆme graphe`me ou a` une suite de graphe`mes de l’e´criture de de´part corresponde
toujours un meˆme graphe`me ou suite de graphe`mes du syste`me d’e´criture d’arrive´e.
Nous utilisons alors un alphabet romain augmente´ de signes diacritiques7, qui permet
de transcrire la denava¯gari¯ sous une forme facilement lisible et imprimable pour des
europe´ens (cf. Figures 3 et 4).
Afin de proce´der a` la transcription, nous nous sommes contente´s de suivre les
conventions de transcription de F. Velthuis [1991] en utilisant le logiciel TeX/LaTeX.
Cette proce´dure pre´sente l’avantage de rendre les donne´es utilisables sur n’importe
quelle plate-forme sans conversion.
4.3. la segmentation des mots et le padapa¯t.ha
L’absence de caracte`re se´parateur complique e´norme´ment la reconnaissance des mots
dans les diffe´rents manuscrits translitte´re´s. Afin de rendre possible l’identification
7Un signe diacritique est un signe place´ sur, sous, dans, apre`s, etc, un graphe`me (exemple : en
franc¸ais, l’accent circonflexe).
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figure 6. Exemple de donne´es translitte´re´es
des mots sur lesquels peut porter la comparaison entre les manuscrits, nous allons
utiliser un texte segmente´ nomme´ padapa¯t.ha.
Le padapa¯t.ha est une version du manuscrit re´alise´e par l’e´diteur qui indique les
se´parations entre les mots, les racines, les pre´fixes etc. Il va nous permettre de
comparer les manuscrits entre eux, au niveau des mots, en utilisant le padapa¯t.ha
comme un dictionnaire pour notre analyse.
Seul, a` l’heure actuelle, manque un segmenteur automatique des mots qui per-
mettrait alors une comparaison directe des manuscrits les uns avec les autres.
5. ALIGNEMENT, DISTANCE
5.1. avertissement aux lecteurs et de´finitions
Nous avons besoin dans la suite de l’article du mot distance dans le sens courant
et dans le sens mathe´matique. Pour e´viter les confusions, nous re´serverons le mot
distance pour l’usage courant, c’est-a`-dire, comme une mesure de la diffe´rence en-
tre des objets. Nous utiliserons le mot me´trique pour la de´finition mathe´matique
suivante :
de´finition 1. E´tant donne´ un ensemble E, une me´trique est une application d de
E ∗ E dans R+8 qui ve´rifie les conditions suivantes :
d1) d syme´trique : ∀(x, y) ∈ E ∗ E d(x, y) = d(y, x) (syme´trie)
d2) d(x, y) = 0 ⇔, x = y (se´paration)
d3) ∀x, y, z ∈ E d(x, x) ≤ d(x, z) + d(z, y) (ine´galite´ triangulaire)
8
R
+ est l’ensemble des re´els positifs ou nuls.
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Si, a` la place de la condition de se´paration d2, l’application d ve´rifie la condition d4
suivante, on dit que c’est un e´cart.
d4) ∀x ∈ E d(x, x) = 0
L’application qui satisfait d1 et d4 est appele´e dissimilarite´. Si, a` la place de
l’ine´galite´ triangulaire d3, l’application ve´rifie la condition d5 suivante, on dit que
c’est une distance ultrame´trique.
d5) ∀x, y, z ∈ E d(x, y) ≤ max(d(x, z), d(z, y))
5.2. introduction a` l’alignement et aux proble`mes de « granularite´ »
L’alignement permet la mise en correspondance de parties semblables des diffe´rentes
versions d’un meˆme texte. Pour cela, il convient de de´cider de la granularite´ de
l’alignement, c’est-a`-dire de la nature des parties ou segments a` mettre en corres-
pondance.
L’absence de segmentation explicite et syste´matique dans les manuscrits sanskrits
repre´sente une difficulte´ supple´mentaire. La segmentation peut eˆtre effectue´e a`
plusieurs niveaux : les caracte`res, les syllabes, les mots, les lemmes, les phrases, les
paragraphes, etc. (cf. Figure 7). Par expe´rience, plus la segmentation est riche en
sens (des lemmes plutoˆt que des mots), plus les informations sont pertinentes.
Dans un premier temps, nous nous contenterons de deux niveaux de base : les
caracte`res et les mots a` cause des difficulte´s lie´es au sanskrit.
figure 7. Diffe´rents niveaux de segmentation des textes
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e x e m p l e
s i m p l e
Table 1. Exemple d’alignement
5.3. alignement
Soit A un alphabet fini. Si t est une chaˆıne non vide sur A, on note t[i] son iie`me
caracte`re. On suppose par ailleurs un caracte`re distingue´, note´ « − », n’appartenant
pas a` A, qu’on appellera « blanc ».
de´finition 2. Soient deux chaˆınes p1 et p2 sur l’alphabet A. Un alignement de p1
et p2, pris dans cet ordre, est un couple de chaˆınes (P1, P2) sur l’alphabet A∪ {−}
tel que :
• P1 et P2 sont de meˆme longueur ;
• P1 est obtenu en inse´rant des blancs dans p1, autrement dit, on obtient p1 en
effac¸ant toutes les occurrences du blanc dans P1 ;
• P2 est obtenu en inse´rant des blancs dans p2, autrement dit, on obtient p2 en
effac¸ant toutes les occurrences du blanc dans P2 ;
• ∀i, non((P1[i] = « − ») et (P2[i] = « − »)), autrement dit un blanc ne se
trouve jamais a` la meˆme position dans P1 et dans P2.
Pour la suite, il est commode d’e´crire les chaˆınes P1 et P2 d’un alignement l’une
en dessous de l’autre. La Table 1 montre un alignement des chaˆınes exemple et
simple. Cette manie`re d’e´crire les alignements les fait apparaˆıtre comme des mots
sur un alphabet dont les caracte`res sont des couples de caracte`res. On appellera ap-
pariement ces couples. Ainsi, l’alignement de la Table 1 peut-il eˆtre conside´re´ comme
un mot dont le premier caracte`re est l’appariement (−, s), le deuxie`me l’appariement
(e,−), le troisie`me l’appariement (x, i) et ainsi de suite.
Tout alignement des phrases p1 et p2 peut s’interpre´ter comme une transforma-
tion agissant sur p1 et produisant p2. Pour ce faire, on associe a` chaque appariement
une ope´ration d’e´dition e´le´mentaire (substitution d’un caracte`re a` un autre, insertion
ou suppression d’un caracte`re ou identite´). De`s lors, la transformation associe´e a` un
alignement est la se´quence des ope´rations associe´es a` chacun de ses appariements.
Ainsi, a` partir de l’exemple de la Table 1, le premier appariement (−, x) s’interpre`te
comme l’insertion dans exemple du caracte`re s ; on obtient sexemple. Le deuxie`me
appariement (e,−) s’interpre`te comme la suppression du caracte`re e ; on obtient
sxemple. Le troisie`me appariement (x, i) permet de remplacer la caracte`re x en i ;
on obtient siemple. Le quatrie`me appariement (e,−) supprime le caracte`re e ; on
obtient simple. Les appariements qui suivent sont tous de la forme (x, x) : ils lais-
sent inchange´e la chaˆıne source, ce sont des identite´s. Finalement, la transformation
associe´e a` l’alignement aboutit a` la chaˆıne simple.
Le nombre d’alignements possibles entre deux chaˆınes de longueur l1 et l2 est
donne´ par la fonction de Waterman [1995] :
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F (l1, l2) =
min(l1 ,l2 )∑
k=0
(l1 + l2 − k)!
k! (l1 − k)! (l2 − k)!
Il peut devenir tre`s grand avec la longueur des chaˆınes. Il vaut 681 pour l1 = 4
et l2 = 5 et 265729 pour l1 = l2 = 8. Cette combinatoire doit, a` l’e´vidence, eˆtre
re´duite. A` quelques exceptions pre`s, un sanskritiste produirait un seul alignement,
voire deux. Comment simuler son travail ? Comment se´lectionner parmi tous les
alignements possibles celui (ceux) du sanskritiste ? La tentative formelle de´crite ici
s’inspire directement des distances d’e´dition (cf. [Levenshtein, 1966]). On commence
par pre´senter la me´thode retenue (et mise en œuvre) pour ensuite discuter de son
ade´quation. Elle se de´compose en trois moments :
• premier moment : on conside`re une application qui associe a` chaque ap-
pariement un entier ≥ 0, son poids ;
• deuxie`me moment : on associe, a` chaque alignement, une quantite´ appele´e son
poids qui est e´gale a` la somme des poids de ses appariements ;
• troisie`me moment : on retient comme crite`re de se´lection des alignements celui
qui consiste a` conside´rer l’ensemble de ceux de poids minimal.
Il a de´ja` e´te´ dit qu’un alignement pouvait s’interpre´ter comme une transformation
d’e´dition. Le poids d’un alignement est donc aussi le couˆt de la transformation
d’e´dition associe´e. Les alignements se´lectionne´s par le crite`re de´crit ci-dessus sont
donc ceux qui correspondent aux transformations d’e´dition les moins couˆteuses.
Le mode`le d’alignement le plus simple est celui introduit en 1965 par Levenshtein.
Il de´finit le poids d’un alignement comme la quantite´ l − i, l e´tant la longueur de
l’alignement et i le nombre de ses appariements de la forme (x,x), autrement dit
la meˆme lettre en positions haute et basse. Ce poids est encore e´gal au nom-
bre d’appariements de la forme (x, y), x 6= y, donc aussi au nombre de transfor-
mations d’e´dition e´le´mentaire (insertion, suppression, substitution) que l’ope´ration
d’e´dition associe´e a` l’alignement utilise. Finalement, il se calcule en affectant aux
appariements (x, y), x 6= y , le poids 1 et aux appariements (x, x) le poids 0. E´tant
donne´es deux chaˆınes, Levenshtein conside`re la quantite´ e´gale au minimum des poids
de leurs alignements. Elle a les proprie´te´s d’une me´trique et peut eˆtre calcule´e a`
partir d’un algorithme de programmation dynamique (cf. [Bellman, 1957 ; Wagner
et Fisher, 1974]).
Dans le cas qui nous occupe, les spe´cificite´s du sanskrit et de la translitte´ration
geˆnent l’utilisation des alignements classiques et on peut se poser quelques questions :
• Le nombre d’ope´rations e´le´mentaires est-il satisfaisant ?
Certains caracte`res sanskrits peuvent correspondre a` plusieurs caracte`res latins
du fait de la translitte´ration. Un alignement au niveau des caracte`res latins
ne correspond pas force´ment a` l’alignement au niveau des caracte`res sanskrits
qui est pre´fe´rable. Par conse´quent, un alignement base´ sur les caracte`res latins
peut ne pas correspondre a` un alignement pertinent des caracte`res sanskrits.
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exemple. Soient les deux textes sanskrits translitte´re´s en Velthuis p1 =
yamaan et p2 = yamin a` aligner. On obtient l’alignement (a) et la me´trique
entre p1 et p2 est 2. Or, dans p1, la sous-chaˆıne aa correspond a` un seul
caracte`re sanskrit . Dans la translitte´ration IAST 9, ce caracte`re s’e´crirait
avec un seul caracte`re a¯ et p1 deviendrait p1′ = yama¯n. L’alignement de p1′
et de p2 est celui de la table (b) et la me´trique entre p1′ et p2 est 1.
y a m a a n y a m a¯ n
y a m i n y a m i n
(a) (b)
On constate que l’alignement au niveau de la translitte´ration IAST correspond
mieux a` celui que l’on obtient avec les caracte`res sanskrits ; la me´trique induite
reste identique. De plus, l’alignement obtenu par la translitte´ration Velthuis
n’est pas unique.
• Quel poids doit-on affecter aux ope´rations e´le´mentaires pour que cela corres-
ponde au meilleur alignement au niveau du sanskrit ?
Conside´rons les deux mots suivants "srii gurave et "srii ga.ne"saaya.
On peut les aligner des deux fac¸ons suivantes :
”s r ii g u r a - v e - - - -
”s r ii g - - a .n - e ”s aa y a
(a)
”s r ii g - - u r a v e
”s r ii g a .n e ”s aa y a
(b)
L’alignement (a) est celui dans lequel le plus grand nombre de symboles aligne´s
a e´te´ conserve´ (6 bien aligne´s contre 8 erreurs), alors que l’alignement (b) est
celui dont le nombre d’erreurs d’alignement est minimal (5 bien aligne´s contre
6 erreurs). Ces deux alignements sont optimaux selon le crite`re de´fini pour
les construire mais pas identiques. De l’avis des sanskritistes, le deuxie`me
alignement est le plus pertinent. Quels poids faut-il affecter aux ope´rations
d’e´dition pour l’obtenir ?
• L’alignement doit essayer de conserver les mots dans la mesure du possible.
Dans l’exemple suivant, le premier alignement « e´clate» le mot gurave alors
que l’on pre´fe´rerait l’autre alignement.
9L’IAST est une autre norme de translitte´ration du sanskrit e´tabli en 1912 au Congre`s des
Orientalistes de Athe`nes.
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g u - - - - - r - - - - - - - - a v e
g - u d i p a r s v a n a h a y a - -
(a)
g u r a v e - - - - - - - - - - - - - - - -
- - - - - - g u d i p a r s v a n a h a y a
(b)
En plus, comme le sanskrit n’a pas de se´parateurs entre les mots, il faut
impe´rativement utiliser le padapa¯t.ha (cf. 4.3.) pour optimiser cette contrainte.
• Une autre difficulte´ provient des sandhi (cf. 4.1.). Si un des mots disparaˆıt
dans une version, il y a constitution e´ventuelle d’un nouveau sandhi de´pendant
des mots se trouvant alors en contact. La disparition d’un mot entraˆıne donc
une se´rie de modifications supple´mentaires (outre sa propre suppression) sur
le texte ce qui complique l’alignement.
• Enfin, les manuscrits lacunaires soule`vent un proble`me particulier. Si les para-
graphes mis en paralle`le n’ont pas sensiblement la meˆme longueur, l’alignement
peut se de´te´riorer. Nous proposons donc de commencer par un alignement des
phrases a` l’inte´rieur de chaque paragraphe, ce qui permettra de supprimer de
l’alignement les phrases conside´re´es comme trop lacunaires. On aligne ensuite
uniquement les phrases conside´re´es comme « alignables ».
Voyons maintenant les me´thodes propose´es :
1e me´thode : alignement de corpus multilingues + distance d’e´dition
Comme nous l’avons e´voque´ pre´ce´demment, l’utilisation de l’alignement par la dis-
tance d’e´dition fonctionne tre`s bien sur des petites parties de textes mais devient
difficilement calculable et de mauvaise qualite´ sur des textes plus longs. Afin d’e´viter
cette difficulte´, on proce`de, par une technique autre que celle de la distance d’e´dition,
a` un premier alignement des phrases a` l’inte´rieur de chaque paragraphe, puis on
utilise les distances d’e´ditions sur les phrases mises en paralle`le.
Nous utilisons les techniques de l’alignement de corpus multilingues afin d’aligner
les phrases des diffe´rents manuscrits. C’est la me´thode statistique de Gale et Church
[1991] qui a e´te´ utilise´e. Ce type d’alignement utilise uniquement les longueurs des
phrases et aucune information sur leur contenu lexical. Les auteurs partent de la
constatation que la longueur des phrases du texte source est fortement corre´le´e avec
celle des phrases du texte cible. Ils ont d’ailleurs montre´ que cette corre´lation suivait
une loi de probabilite´ normale centre´e re´duite.
Bien que simple, ce crite`re donne de tre`s bons re´sultats lorsque les langues sont
proches. C’est aussi le cas pour l’alignement des phrases de notre corpus. Il permet
en particulier d’e´carter les phrases non « alignables ».
La Figure 8 contient les re´sultats fournis par cet algorithme entre les trois pre-
miers paragraphes de deux manuscrits. Chaque ligne du premier manuscrit est
pre´ce´de´e du symbole >>, chaque ligne du second, du symbole <<. On observe que
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figure 8. Re´sultats de l’algorithme de Gale et Church
les alignements calcule´s sont satisfaisants. On souligne de plus que l’absence des
deux premiers paragraphes dans le second manuscrit, est de´tecte´e en ce sens que
leurs phrases ne sont aligne´es a` aucune phrase du second manuscrit.
On peut, par la suite, re´aliser l’alignement des manuscrits au niveau des
caracte`res pour chaque couple de phrases « alignables » par la me´trique
de Levenshtein [1966]. Une distance entre les manuscrits peut eˆtre construite en
sommant les me´triques obtenues sur l’ensemble des phrases « alignables ».
2e me´thode : comparaison des manuscrits a` l’aide du padapa¯t.ha + dis-
tance sur les mots
Une me´thode inte´ressante de collation, actuellement de´veloppe´e par Csernel et
Bertrand [2005], fournit pour tout manuscrit un alignement avec le padapa¯t.ha qui
respecte a` la fois le de´coupage en mots de ce dernier et l’ordre de ses mots. Cette
collation permet d’associer a` chaque manuscrit une suite de valeurs binaires 0 ou 1,
dont la longueur est celle du padapa¯t.ha (conside´re´ comme une suite de mots) et qui
contient d’autant plus de 1 que le manuscrit concerne´ « ressemble » au padapa¯t.ha.
On se propose alors d’utiliser la me´trique de Hamming [1950] entre les suites binaires
associe´s aux manuscrits pour e´valuer une distance entre les manuscrits.
Formellement, on conside`re un alphabet C de caracte`res et un ensemble fini D
(dictionnaire) de mots sur C. On de´signa alors par P (P correspond au padapa¯t.ha)
une suite finie d’e´le´ments de D de longueur p. On note P [i] son iie`me mot. On
conside`re, de plus, une suite finie M d’e´le´ments de C de longueur m (M correspond
a` un manuscrit). On de´signe par M [j] son jie`me caracte`re et par M [j1, j2], j2 ≥ j1,
le mot forme´ par les caracte`res M [j1]M [j1 + 1]M [j1 + 2]...M [j2].
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On appelle mises en correspondance de M avec P , toute relation ternaire R de
N
3 telle que :
1. R(i, j1, j2)⇒ (1 ≤ i ≤ p) et (1 ≤ j1 ≤ j2 ≤ m)
2. R(i, j1, j2)⇒ P [i] =M [j1, j2]




2)⇒ (j1 = j
′
1) et (j2 = j
′
2)
4. R(i, j1, j2) et R(i
′, j′1, j
′
2) et (i < i
′)⇒ (j2 < j
′
1)
La relation R traduit le fait que le mot M [j1, j2] forme´ par les j2 − j1 caracte`res
a` partir du caracte`re j1 dans M est e´gale au mot en position i dans P (proprie´te´ 2).
Elle est fonctionnelle en i (proprie´te´ 3) et les mots construits a` partir des caracte`res
de M sont disjoints et respectent l’ordre des mots de P (proprie´te´ 4).




1 si ∃(j1, j2) (j2 > j1) tqR(i, j1, j2)
0 sinon
Pour un manuscrit donne´, il existe plusieurs mises en correspondance avec le
texte de re´fe´rence P, ne serait-ce que la mise en correspondance triviale dans
laquelle la relation R est vide. L’inte´reˆt de l’algorithme de Csernel et Bertrand est
de se´lectionner, parmi toutes les mises en correspondance possibles, une seule d’entre
elles, conside´re´e comme la meilleure. Il permet donc d’associer a` chaque manuscrit
un seul masque binaire. Ce masque est un codage avec perte du manuscrit initial,
puisqu’on ne peut pas reconstruire ce dernier a` partir de son masque et du padapa¯t.ha.
Si S1 est le masque associe´ a` un manuscrit M1 et S2 celui associe´ au manuscrit
M2, la me´trique de Hamming [1950] entre les masques S1 et S2 (on rappelle qu’elle
est e´gale au nombre d’indices i pour lesquels S1[i] 6= S2[i]) est une me´trique entre
les masques. Ce n’en est pas une entre les manuscrits. On peut cependant tenter
de l’utiliser pour appre´cier leur e´loignement. Si les manuscrits sont trop e´loigne´s du
document de re´fe´rence P, les re´sultats risquent d’eˆtre me´diocres. Ce n’est pas le cas
dans notre application, puisque les manuscrits sont proches les uns des autres et le
padapa¯t.ha convenablement choisi.
exemple. Imaginons que le padapa¯t.ha et deux manuscrits pad, ms1 et ms2 soient
re´duits a` une phrase :
pad = des e´quipes en Inde re´cupe`rent les manuscrits
ms1 = despetitese´quipesre´cupe`rentlesmanuscrits
ms2 = dese´quipesre´cupe`rentlaGlosedeBe´nare`s
Applique´ aux documentsms1 etms1, l’algorithme de Csernel et Bertrand conduit
aux mises en correspondance suivantes avec le padapa¯t.ha :
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pad = des———-e´quipes en Inde re´cupe`rent lesmanuscrits
ms1 = des petites e´quipes———-re´cupe`rent lesmanuscrits
pad = des e´quipes en Inde re´cupe`rent lesmanuscrits
ms1 = des e´quipes———-re´cupe`rent laGlosedeBe´nare`s
D’ou` les masques binaires des manuscrits 1 et 2, dessine´s verticalement dans la
Table 2. La me´trique de Hamming entre les deux masques est 2.









Table 2. Table binaire de pre´sence ou d’absence des mots au cours de l’alignement
La distance de Hamming entre les masques binaires est alors e´gale a` 2 ce qui
correspond aux deux mots du padapa¯t.ha, les et manuscrits qui appartiennent a`
l’un des manuscrits et pas a` l’autre.
remarque. La distance, qui est construite, est bien une me´trique entre les deux
masques binaires, mais elle n’est pas une me´trique entre les deux manuscrits puisque
le masque binaire est construit par un codage avec perte. Par cette me´thode, la
comparaison de deux manuscrits tre`s e´loigne´s du padapa¯t.ha risque de ne pas eˆtre
pertinente. En effet, la zone de comparaison (intersection des deux manuscrits
avec le padapa¯t.ha sur la Figure 9) doit eˆtre la plus grande possible pour que la
distance entre les masques binaires soit la plus proche possible d’une distance entre
les manuscrits. Dans notre cas, les manuscrits du corpus e´tant tre`s proches les
uns des autres et le padapa¯t.ha convenablement choisi, les re´sultats obtenus restent
cohe´rents.
5.4. distance de compression
Une autre sorte de distance peut eˆtre envisage´e : la distance de compression. Con-
trairement aux distances pre´ce´dentes, elle n’est pas base´e sur des alignements ce
qui s’e´loigne de la de´marche de l’e´diteur. Deux raisons expliquent que nous ayons
naturellement tendance a` utiliser des distances issues de l’alignement :
• la premie`re vient du fait que la collation des manuscrits demande un aligne-
ment de ceux-ci pour comparer les variantes ;
• la deuxie`me est issue de la comparaison avec les me´thodes phyloge´ne´tiques
qui, comme nous le verrons par la suite, utilisent, elles aussi, les me´thodes
d’alignement.
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figure 9. Sche´ma explicatif
Dans un article, Cilibrasi et Vita´nyi [2005] e´voquent la possibilite´ d’appliquer
les algorithmes de compression pour e´valuer la distance normale de compression
(NCD) entre divers types de documents, en particulier des textes. La distance est
calcule´e par des algorithmes de compression qui fournissent une bonne e´valuation
de la quantite´ d’information contenue dans les donne´es a` classer.
Nous savons tous intuitivement ce qu’est une information, mais il est difficile
d’en donner une de´finition pre´cise. On sait dire que telle phrase contient plus
d’information que telle autre. Par exemple, la phrase « Une e´quipe en Inde est
charge´e de re´cupe´rer les manuscrits » est plus informative que la phrase « Une e´quipe
est charge´e de re´cupe´rer les manuscrits ». La mesure de la quantite´ d’information
d’un message peut s’effectuer par diffe´rentes me´thodes the´oriques :
• quantite´ statistique d’information au sens de Shannon [1948]
• the´orie de la complexite´ de Kolmogorov. . . [1965]
Pour obtenir la quantite´ d’information d’une chaˆıne de caracte`res, l’approche de
Shannon ne se focalise pas sur la chaˆıne de caracte`res elle-meˆme, mais conside`re
uniquement les probabilite´s d’obtenir cette chaˆıne de caracte`res parmi un ensemble
de chaˆınes de caracte`res possibles. Shannon a de´montre´ que cette quantite´ a une
valeur maximale qu’il appelle entropie. L’approche propose´e par la the´orie de la
complexite´ de Kolmogorov de´finit la quantite´ d’information d’une chaˆıne de
caracte`res par la longueur du plus petit programme qui produit cette chaˆıne. Meˆme
si les deux de´marches semblent e´loigne´es, elles sont en fait compatibles et l’entropie
de Shannon correspond a` la complexite´ de Kolmogorov moyenne (cf. [Gru¨nwald et
Vita´nyi, 2004]). La complexite´ de Kolmogorov n’est pas calculable (cf. [Gru¨nwald
et Vita´nyi, 2004]), mais peut eˆtre approche´e par des algorithmes de compression
sans perte.
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La compression est utilise´e pour re´duire la taille physique d’une suite d’octets.
Il existe deux sortes de compression :
• La compression sans perte ou conservatrice (comme zip) consiste a` de´terminer
un codage optimum permettant de stocker les donne´es de telle manie`re que
celles-ci soient re´cupe´rables dans leur inte´gralite´. Il existe de nombreuses
me´thodes de compression sans perte permettant de d’approcher la complexite´
de Kolmogorov.
• La compression avec perte ou non conservative (comme jpg ou mp3) admet
une diffe´rence ou distorsion entre les donne´es originales et celles de´code´es. Elle
accepte une le´ge`re perte de d’information afin de faciliter la compression. La
the´orie de l’information e´tablit qu’il est possible d’introduire des distorsions
ou pertes afin d’obtenir une compression infe´rieure a` l’entropie.
Pour la suite, nous nous inte´ressons surtout a` la compression conservative. Trois
algorithmes de compression ont e´te´ envisage´s.
me´thode RLE (Run Length Encoding)
Cette technique consiste a` repe´rer et a` e´liminer la redondance des donne´es. C’est
une me´thode utilise´e par de nombreux formats d’images (BMP, PCX, TIF). Elle est
base´e sur la re´pe´tition de bits conse´cutifs. Une premie`re valeur (code´e sur un octet)
donne le nombre de re´pe´titions, une seconde la valeur a` re´pe´ter (code´e elle aussi sur
un octet).
exemple. La phrase suivante « yyyyyeeeaaahhhh » donne une fois code´e :
« 5y3e3a4h ». Par contre, la phrase « bonjour » donne « 1b1o1o1j1o1u1r » qui
n’est pas du tout inte´ressante car elle rallonge le codage initial. Ce codage est plus
adapte´ au codage des images ou` les couleurs qui ne varient pas sur plusieurs pixels
qu’au format texte.
le codage Huffmann [1952]
Cette me´thode de codage est de plus en plus utilise´e a` travers l’algorithme de
Burrows et Wheeler [1994] qui donne la compression BZIP2. Pour coder les
caracte`res de l’alphabet d’un fichier texte, nous associons a` chacun d’entre eux un
mot binaire. Dans une repre´sentation habituelle, la longueur du mot binaire est
la meˆme pour tous les caracte`res, un octet par exemple. Le principe du codage
de Huffman est d’associer a` chaque caracte`re un code binaire qui est d’autant plus
court que le caracte`re apparaˆıt souvent dans le texte. Un code de Huffman consiste
a` e´tablir un arbre binaire dont les feuilles sont e´tiquete´es par les caracte`res du
document. Le mot binaire associe´ a` chaque caracte`re est le mot du chemin qui lie
la racine a` la feuille dont ce caracte`re est l’e´tiquette. Nous repre´sentons alors une
chaˆıne de caracte`res par la concate´nation des mots binaires correspondant a` chacun
de ses caracte`res.
exemple. Le mot « trotter » contient trois t deux r un o et un e. Le t e´tant le plus
pre´sent, il est code´ le plus simplement par le 1... L’algorithme de Huffman construit
l’arbre binaire de la Figure 10 qui associe aux caracte`res les plus fre´quents le codage
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le plus court. De`s lors, « trotter » s’e´crit 1-01-000-1-1-001-01, qui n’utilise que 18
positions binaires alors que le codage usuel en utilise 7 ∗ 8 = 56.
figure 10. Arbre binaire associe´ aux caracte`res
les algorithmes a` dictionnaire
Les algorithmes a` dictionnaire, consistent a` remplacer des se´quences par un code plus
court qui est l’indice de la se´quence dans un dictionnaire construit au fur et a` mesure
de la compression du fichier. La compression LZ de Lempel et Ziv [1977] est utilise´e
par les formats GIF et TIFF et dans les compresseurs ZIP. Le gain de compression
est e´norme´ment e´leve´ par rapport a` un algorithme traditionnel. L’avantage de la
compression LZ est aussi qu’elle ne ne´cessite qu’une lecture du fichier (contrairement
au codage de Huffman).
exemple. Soit le mot « bonbon ». Tous les caracte`res sont de´ja` dans le dictionnaire
avec leur code de 1 a` 26 pour les lettres
Caracte`re Chaˆıne Est-il dans le dictionnaire ? Ajouter dans le dictionnaire Code
b oui 2
o bo non bo 27
n on non on 28
b nb non nb 29
o bo oui
n bon non bon 30
Table 3. Codage par algorithme a` dictionnaire du mot bonbon
Les autres chaˆınes de caracte`res sont code´es dans le Tableau 3, et le codage de
« bonbon » est 2 15 14 30.
Il apparaˆıt, dans le cas d’e´laboration d’une distance entre des manuscrits copie´s
les uns sur les autres, plus pertinent d’utiliser les algorithmes a` dictionnaire, comme
ZIP car ils sont mieux adapte´s pour rendre compte de la diffe´rence de quantite´
d’information (chaine de caracte`res commune) contenue dans les manuscrits.
Une fois l’algorithme de compression de´termine´, il reste a` de´finir la distance.
Notons c(m1) la taille (en octets) du fichier m1 comprime´. Nous partons alors de
l’axiome suivant : la compression d’un fichier est infe´rieure a` la compression de la
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concate´nation de ce fichier et d’un autre. Soit m1 et m2 deux manuscrits, alors
c(m1) ≤ c(m1 + m2) et cela correspond au fait que m2 augmente l’information
contenue dans m1. Nous pouvons donc dire que la quantite´ c(m1+m2)− c(m1) est
la quantite´ d’information de m2 qui n’est pas dans m1. Nous proposons la quantite´
suivante :
D(m1,m2) = c(m1 +m2) + c(m2 +m1)− c(m1)− c(m2)
Pour eˆtre une me´trique, D(x, y) doit ve´rifier 3 axiomes de la De´finition 1.
D(x, y) ve´rifie l’axiome de syme´trie. Les deux autres axiomes ne sont pas ve´rifie´s.
Cependant Bennett et al. [1998] s’approchent de la notion de me´trique par la
de´finition d’une me´trique admissible que ve´rifie la distance de compression the´orique
(c’est-a`-dire sans approximation par la compression). Dans la pratique, on peut dire
que l’on a une quasi-dissimilarite´ car les valeurs de D(m1,m1) sont quasi-nulles et
donc tre`s proches de l’axiome d4.
6. LES ARBRES
6.1. la phyloge´nie
La phyloge´nie peut eˆtre conside´re´e comme la construction de l’histoire e´volutive
d’un ensemble d’espe`ces. La plupart des me´thodes phyloge´ne´tiques repre´sentent
les relations qui existent entre les espe`ces sous forme d’un arbre phyloge´ne´tique
binaire10, re´solu8 pour les biologistes et bifide8 pour les e´diteurs.
Un arbre phyloge´ne´tique est une repre´sentation graphique de la phylogene`se d’un
groupe d’espe`ces. C’est-a`-dire : les feuilles repre´sentent les espe`ces et les branches
de´finissent les relations de parente´ entre elles. Les sommets inte´rieurs autres que les
feuilles repre´sentent des anceˆtres hypothe´tiques.
Il est inte´ressant de comparer cette the´orie de l’e´volution avec la filiation de
manuscrits comme l’ont sugge´re´ Buneman [1971(a)] et Griffith [1969]. En effet, les
se´quences ge´ne´tiques de diffe´rentes espe`ces sont compare´es et, selon leur ressem-
blance ou dissemblance, nous de´terminons alors un arbre de l’e´volution. Une situa-
tion similaire se retrouve si nous comparons les e´crits de diffe´rents te´moins les uns
avec les autres et, peut eˆtre, pouvons-nous alors de´terminer l’arbre de filiation des
diffe´rents manuscrits ?
Cependant, une diffe´rence est a` noter entre notre proble`me et celui de la the´orie
de l’e´volution. Dans cette dernie`re, les espe`ces dont nous comparons les se´quences
d’ADN sont toutes a` l’instant t de l’e´volution donc, dans l’arbre, elles sont repre´sen-
te´es par des feuilles. Dans la filiation de manuscrit, rien n’empeˆche de trouver
un manuscrit qui soit « l’anceˆtre commun » ou une copie interme´diaire d’autres
manuscrits ; dans ce cas, le manuscrit est associe´ a` la racine ou a` un nœud de l’arbre
(cf. Figure 11).
10Binaire, re´solu et bifide sont des synonymes qui de´signent un arbre avec racine dans lequel
chaque nœud a au plus deux areˆtes.
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figure 11. Diffe´rence entre phyloge´nie et filiation
Il existe diffe´rentes me´thodes permettant de construire des arbres phyloge´-
ne´tiques :
• La me´thode du maximum de parcimonie (maximum parsimony). Elle se´lec-
tionne l’arbre ne´cessitant le minimum de changements e´volutifs.
• Les me´thodes probabilistes en particulier la me´thode du maximum de vraisem-
blance (maximum likelihood). Elles sont applique´es a` un ensemble de
caracte`res pour chacun desquels, une probabilite´ de transition entre les divers
e´tats est de´finie. A` partir de la`, la phyloge´nie est repre´sente´e par l’arbre dont
la vraisemblance calcule´e a` partir des probabilite´s est maximale.
• Les me´thodes base´es sur les distances (pairwise distances) se proposent de
reconstruire des arbres, en partant des ressemblances observe´es entre chaque
paire d’unite´s e´volutives.
Au vu du nombre important de manuscrits, nous privile´gions une me´thode base´e
sur les distances. Il peut malgre´ tout eˆtre inte´ressant d’utiliser les autres me´thodes
pour confirmer les hypothe`ses faites avec la me´thode des distances sur une partie de
l’arbre (sous-arbre).
6.2. rappel sur les arbres
Au niveau des notations, nous reprenons en partie celles de´crites dans Barthe´lemy
et Gue´noche [1988].
de´finition 3. Un graphe G est un couple G = (V,E) dans lequel V est un ensemble
fini, l’ensemble des sommets, et E un ensemble de sous-ensembles {x, y} de V a`
deux e´le´ments, l’ensemble des areˆtes (les areˆtes sont des paires= ensembles a` deux
e´le´ments, pas des couples). Pour simplifier, une areˆte de G est note´e vv′. Le degre´
d’un sommet v est le nombre d’areˆtes contenant v. Une feuille est un sommet de
degre´ 1 et les autres sommets sont appele´s des nœuds.
Dans un graphe G, une chaˆıne P entre deux sommets v et v′ est une suite finie
de longueur ≥ 2 de sommets (vi; 0 ≤ i ≤ n), telle que v0 = v et vn = v
′ et pour tout
i, 0 ≤ i < n, la paire vi, vi+1 est une areˆte. Un chemin est une chaˆıne dont les areˆtes
sont toutes distinctes. Ainsi tout chemin pourra eˆtre identifie´ a` l’ensemble de ses
areˆtes. La longueur d’un chemin est e´gale au nombre de ses areˆtes. Si v = v′ dans
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8 10 395 135 135
10 34 459 425 2.13 1015




(2 ∗ i− 5)
∏
i=2···n
(2 ∗ i− 3)
Table 4. Nombre d’arbres possibles en fonction du nombre de feuilles
un chemin P alors c’est un cycle. Le graphe G est connexe s’il existe un chemin
entre toute paire de sommets distincts de G.
de´finition 4. Un graphe G est un arbre s’il est connexe et n’a pas de cycles. Tout
arbre T qui ne posse`de qu’un seul nœud est appele´ une e´toile. Un arbre plante´ ou
enracine´ est un couple (T, r) forme´ d’un arbre T et d’un sommet r appele´ racine.
Un arbre T = (V,E) a exactement |V |-1 areˆtes et il y a un chemin unique, note´
T (vv′), entre deux sommets distincts v et v′.
Le nombre d’arbres possibles pour n feuilles augmente rapidement (cf.
Table 4) ; ce qui pose des proble`mes de complexite´ informatique.
de´finition 5. Un arbre value´ est un couple (T, L), ou` T est un arbre (V,E) et
L une application qui associe, a` chaque arreˆte, un re´el positif appele´ sa longueur.
L’application L de´finit canoniquement une me´trique dL sur l’ensemble des sommets
de l’arbre e´gale a` la somme des longueurs des areˆtes de l’unique chemin entre deux
sommets.
de´finition 6. Soit X un ensemble fini. Un X-arbre est un couple(T, f) forme´ d’un
arbre T = (V,E) et d’une fonction f de X dans V telle que pour tout v ∈ V \f(X),
degre´(v) = 3. La fonction f est l’e´tiquetage du X-arbre, les sommets dans f(X)
sont appele´s sommets re´els,les sommets de V \f(X) sont appele´s sommets latents.
Si n est le cardinal de X, un X-arbre a au plus 2n-2 sommets et donc 2n-3 areˆtes.
Pour tout triplet u, v, w de sommets distincts d’un arbre T , il y a un sommet unique
m(u, v, w) commun aux chemins uv, vw et uw appele´ me´diane.
de´finition 7. Une dissimilarite´ sur X est une distance d’arbre ou arbore´e si elle
ve´rifie la condition des quatre points :
∀(x, y, z) ∈ X d(x, y) + d(z, t) ≤ sup (d(x, z) + d(y, t), d(x, t) + d(y, z)) .
Graphiquement :
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Le re´sultat central pour le propos de l’article est e´tabli par Buneman [1971(b)] :
the´ore`me 1. Si d est une distance d’arbre, alors il existe un unique X-arbre value´
(V,E, f, L) tel que ∀(x, y) ∈ X, d(x, y) = dL(f(x), f(y)) avec f injective (il n’y a
pas d’e´tiquetage multiple).
Ce the´ore`me e´nonce comment une donne´e nume´rique, la distance arbore´e sur
X, est en bijection avec une donne´e structurelle, l’X-arbre value´. Il est en parfaite
ade´quation avec le but vise´ ici, a` savoir l’obtention d’un stemma codicum, donne´e
structurelle, fuˆt-il approche´, a` partir des distances obtenues au chapitre pre´ce´dent.
Cela e´tant, rares sont les cas pratiques ou` la condition du the´ore`me est satisfaite : les
distances issues des donne´es re´elles (en l’occurrence, les distances sur les manuscrits)
ne sont en ge´ne´ral pas arbore´es. Il est alors usuel de formaliser ce de´calage par un
proble`me d’approximation, qui, dans sa version moindres carre´s, se formule
ainsi : e´tant donne´ une distance d sur X, de´terminer un X-arbre value´ minimisant
la quantite´ :
∑
(x,y)∈X [d(x, y)− dL(f(x), f(y))]
2. Ce proble`me est connu pour eˆtre
NP-difficile (cf. [Day, 1987]), ce qui justifie le recours a` des me´thodes heuristiques,
parmi lesquelles :
• Me´thodes de programmation mathe´matique : Cunningham [1978], Soete [1983]
et Brossier [1985].
• Me´thodes de re´duction : Roux [1988], Gascuel et Le´vy [1996].
• Me´thodes dites des scores : ADDTREE de Sattah et Tversky [1977] et les
groupements de Luong [1988].
• Me´thodes de regroupement avec parcimonie : NJ (Neighbours Joining) de
Saitou ou Nei [1987].
La me´thode des Groupements et la me´thode NJ ont e´te´ utilise´es pour les ma-
nuscrits sanskrits ; la premie`re pour son ade´quation avec le proble`me pose´ et la
seconde pour sa rapidite´ et sa stabilite´. Elles calculent un X-arbre value´ dont on
« espe`re » qu’il repre´sente de fac¸on satisfaisante la distance initiale.
6.3. me´thodes des groupements de Luong [1988]
On conside`re que chaque manuscrit correspond a` un sommet de l’arbre a` construire,
soit une feuille de l’arbre (c’est-a`-dire un sommet relie´ a` l’arbre par une seule areˆte)
soit a` un nœud (c’est-a`-dire un sommet interne de l’arbre qui n’est donc pas une
feuille). La me´thode part d’une matrice de distanceD entre les diffe´rents manuscrits.
C’est une me´thode ite´rative qui construit des groupements de manuscrits autour
d’un nœud qui correspond soit a` l’un des manuscrits existants, soit a` un manuscrit
suppose´ ou perdu de la tradition textuelle. Pour chaque groupement, on ajoute
80 m. le pouliquen
des areˆtes entre les sommets du groupement et le nœud puis, on supprime de D
les sommets du groupement en ne conservant ou en ne rajoutant que le nœud. Les
distances entre les sommets restants sont alors calcule´es et on effectue une nouvelle
ite´ration tant qu’il reste au moins trois sommets. On re´alise alors un traitement
spe´cifique pour les derniers sommets.
La me´thode permet d’obtenir des regroupements de plus de deux sommets, c’est-
a`-dire des arbres non binaires. Si dans la mode´lisation phyloge´ne´tique, l’ensemble
des branchements doivent eˆtre binaires, dans le cas des manuscrits, rien ne privile´gie
la construction d’un stemma bifide. Be´dier y voit meˆme la`, un des vices de la
me´thode de Lachmann et de´veloppe en 1928 une me´thode e´ditoriale plus le´ge`re
dans son e´dition du Lai de l’Ombre (cf. [Be´dier, 1928]). Le deuxie`me inte´reˆt de
la me´thode de Luong est de conduire a` des arbres dont tous les sommets e´tiquete´s
ne sont pas force´ment des feuilles, mais peuvent eˆtre des nœuds (on parle alors
de groupement pointe´). La me´thode se rapproche donc plus de la mode´lisation
recherche´e sur la Figure 11.
On obtient une complexite´ en O(n4) pour la me´thode classique et en O(n5) pour
les groupements pointe´s.
exemple. Soient 8 manuscrits ms1, ms2, ..., ms8 dont les dissimilarite´s d’origine
calcule´es entre les diffe´rents manuscrits sont donne´es dans le Tableau 5.
ms1 0
ms2 32 0
ms3 48 26 0
ms4 51 34 42 0
ms5 50 29 44 44 0
ms6 48 33 44 38 24 0
ms7 98 84 92 86 89 90 0
ms8 148 136 152 142 142 142 148 0
ms1 ms2 ms3 ms4 ms5 ms6 ms7 ms8
Table 5. Matrice des dissimilarite´s d’origine des manuscrits 1 a` 8
La me´thode des groupements conduit a` une distances d’arbres. On peut alors
visualiser les e´carts en valeur absolue entre les distances d’arbres obtenues et les
dissimilarite´s d’origine dans le Tableau 5
L’e´cart absolu moyen est de 2.24 (c’est-a`-dire 3 %) sur l’ensemble de l’arbre
infe´re´. A` partir de la matrice des distances d’arbres infe´re´es par la me´thode des
groupements, nous pouvons alors reconstruire l’arbre la la Figure 12.
6.4. me´thode NJ de Saitou et Nei [1987]
C’est une me´thode qui combine une approche de distance avec le principe de parci-
monie. Les dissimilarite´s initiales permettent de construire une matrice qui donne
un arbre en e´toile. Nous partons d’un arbre en e´toile dans lequel nous recherchons
filiation de manuscrits sanskrits et arbres phyloge´ne´tiques 81
ms1 ms2 ms3 ms4 ms5 ms6 ms7 ms8
ms1 0.6 2.7 1 0.6 2.1 3.3 7.1
ms2 32.6 1.9 0.6 4.2 0.3 0.1 1.7
ms3 45.3 27.9 5.3 1.9 1.4 4.6 1.6
ms4 52 34.6 47.3 0.8 4.7 2.3 0.1
ms5 50.6 33.2 45.9 43.2 0.1 3.5 4.3
ms6 50.1 32.7 45.4 42.7 23.9 2 3.8
ms7 101.3 83.9 96.6 88.3 92.5 92 0.2
ms8 155.1 137.7 150.4 142.1 146.3 145.8 147.8
Table 6. Matrice des distances d’arbres en dessous de la diagonale et des e´carts absolus au-dessus
figure 12. Arbre obtenu avec l’algorithme des groupements
le couple de sommets i et j qui, une fois rassemble´s, minimise la longueur totale de
l’arbre. Lorsque deux sommets sont rassemble´s, le noeud repre´sentant leur anceˆtre
commun est ajoute´ a` l’arbre tandis que les deux feuilles sont enleve´es. Ce processus
convertit l’anceˆtre commun en un noeud terminal dans un arbre de taille re´duite
dans lequel nous recalculons la matrice de distances. Nous re´ite´rons alors les e´tapes
jusqu’a` ce qu’il ne reste plus de sommet dans la matrice.
NJ regroupe les sommets en fonction de leur distance avec l’ensemble des autres
sommets, et non pas de leur distance entre eux. Par la`-meˆme, NJ minimise aussi la
longueur totale des branches.
Si NJ semble moins bien adapte´ que la me´thode des groupements a` la mode´lisation
recherche´e :
• NJ ne permet d’obtenir que des arbres binaires,
• Les sommets e´tiquete´s sont tous des feuilles de l’arbre,
sa rapidite´ et son bon comportement font qu’elle demeure une me´thode de re´fe´rence :
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• NJ a une complexite´ en O(n3).
• Elle permet de retrouver l’arbre si la matrice de distances est correspond a` un
arbre.
• Elle est conside´re´e comme robuste car, d’une petite variation sur les distances
de de´part, ne re´sulte pas dans une mauvaise mode´lisation d’arbre.
exemple. En reprenant la matrice utilise´e pour les groupements de Luong, on cal-
cule les distances d’arbres avec NJ ainsi que les e´carts absolus avec les dissimilarite´s
d’origine dans le Tableau 7 et l’on reconstruit l’arbre de la Figure 13.
ms1 1.9 1.9 1.3 1.3 0.1 0.2 3.6
ms2 33.9 0 0.8 3.2 1.4 2.7 0.9
ms3 46.1 26 3.4 0.4 0.2 7.6 8.3
ms4 49.7 33.2 45.4 2.8 2.6 1.1 1.1
ms5 48.7 32.2 44.4 41.2 0 0.3 1.1
ms6 48.1 31.6 43.8 40.6 24 1.3 0.5
ms7 97.8 81.3 99.6 87.1 89.3 88.7 0
ms8 151.6 135.1 143.7 140.9 143.1 142.5 148
Table 7. Matrice des distances d’arbres en dessous de la diagonale et des e´cart absolu au dessus
figure 13. Exemple d’arbre obtenu avec l’algorithme NJ
Nous observons que les sommets 1, 2 et 3, qui e´taient groupe´s sur la Figure 12,
sont assemble´s diffe´remment sur la Figure 13 : le 2 et le 3 sont groupe´s en premier
lieu puis le 1 est groupe´ avec l’anceˆtre de 2 et 3 . Malgre´ cela, la faible distance entre
les anceˆtres, sugge`re finalement la topologie de l’arbre obtenu par les groupements.
L’e´cart absolu moyen est ici de 1.79 (environ 2.3 %) ce qui correspond a` une
meilleure approximation que celle obtenue par les groupements. L’approximation
par NJ est quasiment toujours meilleure, c’est sans doute le prix a` payer pour obtenir
une mode´lisation plus adapte´e.
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6.5. manuscrit initial
Un arbre non enracine´ (Figure 14) est une repre´sentation intemporelle des relations
entre manuscrits tandis qu’un arbre enracine´ (Figure 15) spe´cifie ou` se situe l’anceˆtre
commun de tous les manuscrits pre´sents dans l’arbre, conside´re´ comme la racine de
l’arbre ou le manuscrit original. La recherche du manuscrit original est un proble`me
important de la me´thode stemmatique, et pour tenter de re´soudre ce proble`me, bien
que les me´thodes des groupements et NJ proposent une racine par construction,
nous avons e´value´ diffe´rentes techniques issues de la phyloge´ne´tique.
figure 14. Arbre non enracine´ figure 15. Arbre enracine´
utilisation des points particuliers des arbres
Le centre, la me´diane et le n/2 se´parateur sont des points particuliers de l’arbre
qui servent a` de´terminer la racine dans des arbres re´guliers (cf. Harary [1969]).
la Figure 16 est celle d’un arbre re´gulier. Dans cet exemple, les trois points sont
confondus avec la racine. En revanche, sur la Figure 17 qui correspond a` une filiation
interrompue au niveau du manuscrit 1, les trois points sont toujours confondus mais
ne correspondent pas a` l’arche´type.
figure 16. Arbre re´gulier
figure 17. Arbre de´se´quilibre´
fabrication artificielle d’un outgroup
Pour re´soudre le proble`me en reconstruction phyloge´ne´tique, une technique clas-
siquement utilise´e est d’ajouter au groupe d’espe`ces e´tudie´es, une espe`ce de nature
diffe´rente appele´e outgroup (cf. Barriel et Tassy [1998]). Nous en de´duisons que la
racine est situe´e sur l’areˆte reliant l’outgroup au reste de la phyloge´nie (cf. Figure 18).
Trois constructions d’outgroup diffe´rents ont e´te´ envisage´es sur un corpus fictif
dont nous connaissions la racine :
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• La construction d’un faux manuscrit constitue´ de tous les mots du corpus ne
donne pas les re´sultats voulus. En effet, celui-ci a tendance a` se rapprocher
du manuscrit le plus long (celui qui a le plus de mots communs).
• De meˆme, la construction d’un faux manuscrit constitue´ de tous les mots
communs a` tous les manuscrits du corpus ne donne pas de meilleurs re´sultats.
Il se rapproche du manuscrit le plus court.
• Finalement, nous avons utilise´ un autre manuscrit comple`tement diffe´rent,
mais les re´sultats ne s’ame´liorent pas. Le manuscrit se rapproche de celui
dont il est le moins loin qui est le manuscrit le plus court.
Actuellement, les diverses expe´rimentations re´alise´es pour de´terminer un out-
group qui convient n’ont pas e´te´ concluantes.
figure 18. Exemple d’outgroup pour enraciner un arbre
7. RE´SULTATS ACTUELS
7.1. re´sume´ des me´thodes de´veloppe´es ou en cours de de´veloppement
Pre´ce´demment, nous avons donc envisage´ trois me´thodes de reconstruction d’arbre
a` partir de corpus :
1. Alignement de corpus multilingues + Distance d’e´dition + Me´thodes de re-
construction d’arbre base´es sur les distances.
2. Alignement de corpus a` l’aide du padapa¯t.ha + Distance lexicale + Me´thodes
de reconstruction d’arbre base´es sur les distances.
3. Distance de compression + Me´thodes de reconstruction d’arbre base´es sur les
distances.
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7.2. corpus de test pour les me´thodes
Les algorithmes sont teste´s sur diffe´rents corpus afin de ve´rifier et expe´rimenter les
me´thodes mises au point.
Pour les premiers tests, plusieurs corpus « fictifs » ont e´te´ re´alise´s : partant d’un
premier texte conside´re´ comme l’original, nous de´gradons celui-ci « a` la fac¸on d’un
copiste » pour obtenir tout un corpus du meˆme texte plus ou moins de´grade´. Nous
avons alors l’avantage de connaˆıtre le stemma lie´ a` notre corpus et nous pouvons
aussi re´aliser aise´ment certain corpus ayant des stemmata particuliers (exemple :
arbre de´se´quilibre´ par perte de manuscrits dans une branche). L’aspect ne´gatif est
bien entendu que nous ne maˆıtrisons pas les techniques de copie d’un manuscrit
re´alise´ sur des sie`cles, dans des graphies diffe´rentes par de nombreux copistes. Lors
de l’expe´rimentation, les me´thodes se comportent en ge´ne´ral tre`s bien et elle permet
de les affiner.
Par la suite, nous avons aussi teste´ les programmes sur un corpus de Chain
Letter collecte´ par Bennett [to appear]. Une lettre-chaˆıne est une lettre demandant
au destinataire d’en envoyer a` son tour de multiples copies, de telle manie`re que
sa propagation s’accroisse de fac¸on exponentielle. Elles sont re´dige´es dans l’espoir
d’apporter bonheur, argent... Le destinataire se transforme alors en un copiste
comme pour une transmission de manuscrits. Les re´sultats permettent de retrouver
la classification des lettres telle qu’elle a e´te´ effectue´e par Bennett. En effet sur les
Figures 19 et 20, on observe que les sous ensembles principaux repre´sente´s par les
formes ge´ome´triques sont conserve´s.
Enfin, un travail est actuellement en cours sur une e´dition critique pour laquelle
le stemma codicum a de´ja` e´te´ re´alise´ par des philologues. Le but e´tant de comparer
les re´sultats obtenus par les philologues et ceux des me´thodes pre´ce´demment
construites.
7.3. application sur des manuscrits
La reconnaissance des mots a` travers le padapa¯t.ha n’e´tant actuellement pas termine´e,
seules les me´thodes avec la distance de Levensthein et la distance de compression
ont e´te´ teste´es sur le corpus des manuscrits.
Pour les comparer, on a re´alise´ 3 corpus d’une cinquantaine de manuscrits :
• Un corpus no 1 contenant les 34 premiers paragraphes du premier chapitre.
• Un corpus no 2 contenant les 17 premiers paragraphes du premier chapitre.
• Un corpus no 3 contenant les 17 derniers paragraphes du premier chapitre.
L’expe´rimentation fait rapidement apparaˆıtre les manuscrits qui sont tre`s
de´labre´s car ceux-ci se situent tre`s loin des autres dans le sens vertical comme le
manuscrit io5 des Figures 21 ou 22.
Les racines de l’arbre sur les Figures 21 et 22 sont celles propose´es par la me´thode
NJ dans le cadre de son algorithme. Les me´thodes propose´es au paragraphe 6.5.
n’ont actuellement pas donne´ satisfaction et l’on n’a pas re´ussi a` de´terminer la
racine (le manuscrit original) par une me´thode exte´rieure inte´ressante.
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figure 19. Arbre e´tabli par Bennett a` partir du corpus de “Chain Letter”
Dans notre expe´rimentation, nous ne nous sommes pas pre´occupe´s de ve´rifier la
stabilite´ de l’arbre obtenu. Par exemple, l’introduction d’un nouveau manuscrit ou
son enle`vement donnera-t-il un arbre similaire, c’est-a`-dire dont la topologie sera
identique ? Actuellement, des re´sultats similaires sont obtenus par les diffe´rentes
me´thodes et sur les trois corpus ce qui tend a` confirmer la stabilite´ de la me´thode. De
plus, l’analyse des premiers re´sultats confie´e a` des sanskritistes permet de confirmer
l’inte´reˆt des techniques employe´es. En effet, sur les Figures 21 et 22, les lettres A B
C et D sont celles de groupements de manuscrits re´alise´s par les sanskritistes. Nous
constatons qu’ils s’accordent avec les classifications obtenues.
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figure 20. Arbre obtenu par NJ a` partir du corpus de “Chain Letter”
figure 21. Arbre Hie´rarchique avec distance de Levensthein
Une autre expe´rimentation qui a e´te´ re´alise´e, consiste a` lister sur notre arbre les
diffe´rentes graphies des manuscrits. Seul le malaya¯lam se trouve vraiment isole´ dans
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figure 22. Arbre Hie´rarchique avec distance de compression
figure 23. Arbre Hie´rarchique avec les graphies des manuscrits
notre arbre. L’interpre´tation, pour les autres graphies, e´tant plutoˆt le travail des
sanskritistes, on peut ne´anmoins se douter que les filiations se cre´ent de pre´fe´rence
intra-graphie que inter-graphie.
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8. CONCLUSIONS ET PERSPECTIVES
a` propos de la structure de repre´sentation
Nous pouvons avant tout nous demander si, apre`s le nombre important de pre´-
traitements effectue´s sur le corpus et si, par le choix d’une distance, nous classons
toujours la filiation des manuscrits et non pas les graphies, les e´coles de copistes ou
bien les de´gradations du temps constate´es sur les manuscrits, etc.
Pour valider notre classification, le nombre de me´thodes et de corpus permettent
d’obtenir a` chaque fois un nouvel arbre. Il apparaˆıt difficile d’exploiter la vingtaine
d’arbres obtenus. Il est alors souhaitable de comparer et d’infe´rer un nouvel arbre
par des techniques de consensus ou autres.
Un autre proble`me est de savoir de´terminer au mieux la racine. Actuellement
les techniques utilise´es n’ont pas donne´ satisfaction. Pour cela il faut suˆrement
inte´grer des « informations exte´rieures » comme la datation. Il est alors ne´cessaire
de construire notre arbre en y incorporant au fur et a` mesure ces connaissances
supple´mentaires.
Dans ce cadre, il est suˆrement inte´ressant d’envisager la reconstruction de l’arbre
par des me´thodes d’interme´diarite´. Il faut pour cela affiner le concept de manuscrit
interme´diaire et peut-eˆtre, a` l’aide de l’alignement multiple sur les mots, de´finir un
score d’interme´diarite´.
On peut aussi penser que la structure d’arbre doit eˆtre remise en cause au profit
d’une structure de graphe. En effet la structure composite11 de certains manuscrits
ou la contamination12 contredisent le mode`le phyloge´ne´tique puisqu’un manuscrit
peut provenir de la filiation (copie) de deux manuscrits diffe´rents. Il apparaˆıt alors
inte´ressant de construire un indice de contamination de notre corpus au-dela` duquel
l’arbre n’est pas valide et peut eˆtre meˆme le stemma (cf. [Mass, 1927]).
au sujet des informations exte´rieures aux textes
Une e´tude des re`gles de l’acte de copie peut permettre d’orienter l’arbre ou le graphe.
Nous pouvons e´tudier statistiquement les usages des copistes (e´volution statistique
des mots dans le temps, modification des caracte`res selon les e´coles de scribes ...).
Les e´tudes codicologiques et pale´ographiques des manuscrits peuvent apporter
des confirmations au niveau de notre classification, voire la modifier.
Enfin des connaissances supple´mentaires sur le sanskrit peuvent eˆtre utilise´es
pour passer d’une analyse au niveau des mots a` une analyse au niveau des lemmes
sans doute plus riche de sens.
Remerciement. Je tiens a` remercier M. Del Vigna pour ses conseils, sa rigueur et sa
patience lors de la mise en forme de cet article.
11Composite : se dit d’un manuscrit compose´ de parties de dates et d’origines diverses (syn. :
he´te´roge`ne).
12Contamination : copie d’un manuscrit sur plusieurs mode`les (syn. : corruption, hybridation).
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