Wireless sensor networks (WSN) are a rapidly growing area for research and commercial development with very wide range of applications. Using WSNs many critical events like fi re can be detected earlier to prevent loosing human lives and heavy structural damages. Integration of soft computing techniques on sensor nodes, like fuzzy logic, neural networks and data mining, can signifi cantly lead to improvements of critical events detection possibility. Using data mining techniques in process of patterns discovery in large data sets it's not often so easy. A several algorithms must be applied to application before a suitable algorithm for selected data types can be found. Therefore, the selection of a correct data mining algorithm depends on not only the goal of an application, but also on the compatibility of the data set. This paper focuses on comparative analysis of various data mining techniques and algorithms and in that purpose three different experiments on WSN fi re detection data are proposed and performed. The primary goal was to see which of them has the best classifi cation accuracy of fuzzy logic generated data and is the most appropriate for a particular application of fi re detection.
INTRODUCTION
With the advancement in sensors' technology sensor networks are increasingly fi nding its applications in many domains such as human activity monitoring [14] , vehicle monitoring [8] , vibration analysis [13] , habitat monitoring [15] , object tracking [3] , environment monitoring [9, 10, 16] including critical events detections [1, 17] etc. A critical event, like fi re can cause heavy structural damage to the indoor area and life threatening conditions so early residential fi re detection is important for prompt extinguishing and reducing damages and life losses. To detect fi re, one or a combination of sensors and a detection algorithm are needed where the sensors might be part of a wireless sensor network (WSN) or work independently [1] .
Th e extraction of useful knowledge from raw sensor data is a diffi cult task and traditional data min-ing techniques are not directly applicable to WSNs due to the distributed nature of sensor data and their special characteristics (the massive quantity and the high dimensionality), and limitations of the WSNs and sensor nodes. Th is is the reason for exploring novel data mining techniques dealing with extracting knowledge from large continuous arriving data from WSNs [11] . For such reasons, in recent years a great interest emerged in the research community in applying data mining techniques to the large volumes of sensor data. Sensor data mining is a relatively new area but it already reached a certain level of maturity.
Data mining, as an iterative process of extracting hidden patterns from large data sets and a critical component of the knowledge discovery process, consists of a collection of automated and semi-automated techniques for modeling relationships and uncovering hidden patterns in large data repositories. It draws upon ideas from diverse disciplines such as statistics, machine learning, pattern recognition, database systems, information theory, and artifi cial intelligence [18] . Sensor data brings numerous challenges with it in the context of data collection, storage and processing and variety of data mining methods such as clustering, classifi cation, frequent pattern mining, and outlier detection are often applied to sensor data in order to extract actionable insights ( Fig. 1 ).
FIGURE 1
The overall process of knowledge discovery from data includes data preprocessing, data mining, and postprocessing of the data mining results
On the one hand, massive volumes of disparate data, typically dimensioned by space and time, are being generated in real time or near real time. On the other hand, the need for faster and more reliable decisions is growing rapidly in the face of emerging challenges like fi re. One critical path to enhanced threat recognition is through online knowledge discovery based on dynamic, heterogeneous data available from strategically placed wide-area sensor networks. Th e knowledge discovery process needs to coordinate adaptive predictive analysis with real-time analysis and decision support systems. Th e ability to detect precursors and signatures of rare events and change from massive and disparate data in real time is a challenge [4] .
Th e goal of predictive modeling is to build a model that can be used to predict -based on known examples collected in the past -future values of a target attribute. Th ere are many predictive modeling methods available, including tree-based, rule-based, nearest neighbor, logistic regression, artifi cial neural networks, graphical methods, and support vector machines. Th ese methods are designed to solve two types of predictive modeling tasks: classifi cation and regression [11] . Using these prediction models the number of sensors that need to report their measurements is reduced by reducing both node activity and bandwidth. From analysis made in [11] it is observed that the techniques intended for mining sensor data at network side are helpful for taking real time decision as well as serve as prerequisite for development of eff ective mechanism for data storage, retrieval, query and transaction processing at central side. On the other hand centralized techniques are helpful in generating off -line predictive insights which in turn can facilitate real-time analysis.
Th e massive streams of sensor data generated in some applications make it impossible to use algorithms that must store the entire data into main memory. Using data mining techniques in process of patterns discovery in large data sets it's not often so easy. A several algorithms must be applied to application before a suitable algorithm for selected data types can be found. Online algorithms provide an attractive alternative to conventional batch algorithms for handling such large data sets. Th e selection of a correct data mining algorithm depends on not only the goal of an application, but also on the compatibility of the data set. Th is paper focuses on comparative analysis of various data mining techniques and algorithms with primary goal to see which of them has the best classifi cation accuracy and is the most appropriate for a particular application of fi re detection uncovering useful information hidden in large quantities of sensor data. Th is kind of analysis provide an opportunity for data mining researchers to develop more advanced methods for handling some of the issues specifi c to sensor data.
Th e rest of this paper is organized as following. Second section presents data preparation fi le while third section provides an implementation of selected data mining techniques. Th e experimental results including comparative analysis of selected algorithms are shown in fourth section. Fifth section gives the conclusion.
FIRE DETECTION -PREPARING THE INPUT FILES
Early detection of critical events, like residential Comparative Analysis of Data Mining Techniques Applied to Wireless Sensor Network Data for Fire Detection JITA 3(2013) 2:65-77 fi re, is crucial for life saving and reduction of potential damages so WSN should be able to detect if fi re has occurred or is about to. But just like many other human-recognizable events, the phenomenon fi re has no real meaning to a sensor node. Th erefore, suitable techniques that would allow describing events in ways that sensor nodes would be able to "understand" are needed. One of them is fuzzy technique. What makes fuzzy logic suitable for use in WSNs is that it can tolerate unreliable and imprecise sensor readings, it is much closer to human way of thinking than crisp logic and compared to other classifi cation algorithms based on probability theory, fuzzy logic is much more intuitive and easier to use. It allows using linguistic variables whose values are not numbers but words or sentences in a natural or artifi cial language. Fuzzy rules are conditional statements in the form of IF-THEN which:
• Require less computational power than conventional mathematical computational methods, • Require few data samples in order to extract the fi nal result, • and the most important, it can be eff ectively manipulated since they use human language to describe problems (based on heuristic information that mainly comes from expert knowledge of the system) and making the creation of rules simple, independently of the previous knowledge in the fi eld of fuzzy logic.
Preparing input for a data mining investigation usually consumes the bulk of the eff ort invested in the entire data mining process. However, simple application of data mining technique to sensor data may not be as successful as expected because sensor data are mostly mere numerical values. Th us, contextual data should be incorporated in the database for data mining as well as sensor data [22] .
In this work three diff erent experiments for fi re detection will be presented based on similar approaches given in [2, 7, 19] . For the sake of clarity of machine learning domain the correlated sensor data used for a detection of fi re are converted to nominal types [12] . Input data are defi ned as IF-THEN rules based on heuristic information that mainly comes from expert knowledge of the fi re detection systems.
Th e massive streams of sensor data which could be generated in fi re detection applications make it impossible to use algorithms that must store the entire data into main memory. For that purpose, on full rule-base consisted of fuzzy rules for detection of fi re, presented in the rest of the paper, FURIA (Fuzzy Unordered Rule Induction Algorithm) will be applied. Other four chosen algorithms will be compared to results obtained using FURIA with aim to realize which of them generate the best prediction models uncovering useful information hidden in large quantities of sensor data in a case of fi re detection.
Th e three proposed experiment were created with main goal to show how chosen algorithms predicting power depends on number of data and the fi re detection method.
In fi rst experiment, detection of fi re is based on two heat detectors -fi xed heat and rate of rise heat detector [7] . A fi xed temperature heat detector utilizes a temperature sensing element which will generate an alarm condition if the temperature within the protected area reaches a predetermined level (e.g. 57 ºC, 63 ºC, 74 ºC or 90 ºC) while rate of rise heat detector is a device that responds when the temperature rises at a rate exceeding a predetermined value (e.g. 8.33 ºC/min, 9 ºC/min or 11 ºC/min, according to NFPA 72 standard). Instead of using these crisp values, fuzzy logic proposes use of linguistic variables. Th erefore, data obtained from those two temperature detectors according to fuzzy technique and above mentioned thresholds, for the purpose of the experiment are described with values: very low (VL), low (L), medium (M), high (H) and very high (VH) and presented with membership functions shown in Possibility of fi re is defi ned as output variable and is described with no, alert and alarm linguistic variables as it shown in Fig. 4 . Th is linguistic variable represents the system's confi dence in the presence of fi re. For example, if the fi re confi dence is smaller than 50, the probability that there is no fi re is higher. If the fi re confi dence value is higher than 80, there is more than 80% possibility that there is a fi re.
FIGURE 4 The membership function of output variable FIRE
With 2 variables each of which can take 5 values, the number of rules in the full fuzzy rule-base of fi rst experiment is 25 (5*5). Table 1 shows fi rst 10 rules for 1 st experiment. 
In the second experiment, detection of fi re is based on two successively measured fi xed heat temperature detector data [19] in function of additional variable time. Previous and current values of temperature are the same as in Fig. 2 . Th ird input variable time is described with two linguistic variables: short (S) and long (L), according to ºC/min changes ( Fig. 5 ).
FIGURE 5
The membership function of input variable TIME Output variable fi re is the same as presented in Fig. 4 .
In this case, there are 3 variables and the number of rules in the rule-base is 50 (5*5*2). Table 2 shows fi rst 10 rules of the second experiment. Th e third experiment considers that fi re detection is not based only on the temperature values but also on the CO, humidity and light levels, similar as in [2] . Th erefore, proposed fi re detection logic in this case takes four linguistic variables as inputtemperature, humidity, light and CO. Th e linguistic values for all four input variables are classifi ed into low (L), medium (M), and high (H) ( Fig. 6 ). Output variable fi re is the same as in previous two experiments.
Comparative Analysis of Data Mining Techniques Applied to Wireless Sensor Network Data for Fire Detection Table 3 shows fi rst 10 rules for third fi re detection scenario. 
For further analysis Excel .csv data fi les are formed based on data given in Tables 1, 2 and 3 . Th e next step is their exporting to WEKA data mining tool [20] in order to apply chosen classifi cation algorithms presented in the rest of the paper.
CLASSIFICATION ALGORITHMS IMPLEMENTATIONS
Implementations of chosen classifi cation algorithms are performed in WEKA, which is a collection of machine learning algorithms for data mining tasks. Th e algorithms in WEKA can be applied directly to a previous formed data sets as it is used in this paper. Th e main advantage of using WEKA is to apply the learning methods to a data set and analyze its output to extract information about the data. Th ese learning methods are called classifi ers. In simulation process the classifi ers from WEKA in order to analyze the classifi cation accuracy of simulation data are used. Classifi cation here means the problem of correctly predicting the probability that an example has a predefi ned class from a set of attributes describing the example. Th e purpose is to apply the learning algorithms and then to choose the best one for prediction purposes [21] .
Th ere are many methods and measures for estimation the strength and the accuracy of a classifi cation/ predictive model. Th e main measure is the classifi cation accuracy which is the number of correctly classifi ed instances in the test set divided by the total number of instances in the test set. Some of the common methods for classifi er evaluation are holdout set, Multiple Random Sampling and Cross-validation.
Th e output of the simulator proposed in this paper is used to learn the diff erence between a subject that is no, alert and alarm. For these experiments averaging and 10-fold cross validation testing techniques are used. During the process the data set is divided into 10 subsets. Th en the classifi cation algorithms are fed with these subsets of data. Th e leftout subsets of the training data are used to evaluate classifi cation accuracy. When seeking an accurate error estimate, it is standard procedure to repeat the cross-validation process 10 times (that is 10 times tenfold cross-validation) and average the results. Th is involves invoking the learning algorithm 100 times on data sets that are all nine-tenths the size of the original. Getting a good measure of performance is a computation-intensive undertaking [21] .
In applications with only two classes two measures named Precision and Recall are usually used. Th eir defi nitions are:
TP, FP and FN used in Eq. (1) and Eq. (2) are the numbers of true positives, false positives and false negatives, respectively. Th ese measures can be also used in case of larger number of classes, which in this case are seen as a series of problems with two classes. It is convenient to introduce these measures using a confusion matrix. A confusion matrix contains information about actual and predicted results given by a classifi er. However, it is hard to compare classifi ers based on two measures, which are not functionally related [21] .
If a single measure to compare diff erent classifi ers is needed, the F-measure is often used:
Another measure is the receiver operating characteristic (ROC). It is a term used in signal detection to characterize the tradeoff between hit rate and falsealarm rate over a noisy channel. ROC curves depict the performance of a classifi er without regard to class distribution or error costs. Th ey plot the true positive rate on the vertical axis against the true negative rate on the horizontal axis.
In addition, it is possible to evaluate attributes by measuring their information gain with respect to the class using Info-Gain Attribute Evaluation and measuring their gain ratio with respect to the class using Gain-Ratio Attribute Evaluation [21] . Information gain is biased towards multivalued attributes while gain ratio tends to prefer unbalanced splits in which one partition is much smaller than the others.
In simulation process presented in this paper four widely used classifi cation algorithms [21] are implemented for comparative analysis with FURIA on given fi re data sets. Th us, the comparative analysis is based on following algorithms:
• FURIA • OneR • J48 decision tree • Naive Bayes • Neural Network classifi er FURIA FURIA (Fuzzy Unordered Rule Induction Algorithm) is a fuzzy rule-based classifi cation method proposed in 2009 by Hühn and Hüllermeier [6] . FURIA extends the well-known RIPPER algorithm preserving its advantages, such as simple and comprehensible rule sets. In addition, FURIA includes a number of modifi cations and extensions. It obtains fuzzy rules instead of the usual strict rules, as well as an unordered rule set instead of the rule list. Moreover, to deal with uncovered examples, it makes use of an effi cient rule stretching method. Th e idea is to generalize the existing rules until they cover the example [6] .
OneR
OneR is classifi er with one parameter -the minimum bucket size for discretization. It generates a one-level decision tree expressed in the form of a set of rules that all test one particular attribute. OneR is a simple, cheap method that often comes up with quite good rules for characterizing the structure in data. In any event, it is always a good plan to try the simplest things fi rst. Th e idea of OneR is to make rules that test a single attribute and branch accordingly. Next step is to use the class that occurs most often in the training data and to determine the error rate of the rules counting the errors that occur on the training data (the number of instances that do not have the majority class) [21] .
Pseudocode of OneR algorithm is: For each attribute,
For each value of that attribute, make a rule as follows: count how often each class appears fi nd the most frequent class make the rule assign that class to this attribute value. Calculate the error rate of the rules. Choose the rules with the smallest error rate. Decision Tree Classifi er WEKA uses the J48 decision tree which is an implementation of the C 4.5 algorithm. Th e decision tree classifi er is a tree based classifi er which selects a set of features and then compares the input data with them and its main advantage is classifi cation speed. Learned patterns are represented as a tree where nodes in the tree embody decisions based on the values of attributes and the leaves of the tree provide predictions [21] . 
Naïve Bayes
Th e Naïve Bayes classifi er, for each class value, estimates the probability that a given instance belongs to that class. It is a statistical classifi er and performs probabilistic prediction, i.e., predicts class membership probabilities. A simple Bayesian classifi er, Naïve Bayes Classifi er (based on Bayes' theorem.), has comparable performance with decision tree and selected neural network classifi ers. Each training example can incrementally increase/decrease the probability that a hypothesis is correct -prior knowledge can be combined with observed data. Even when Bayesian methods are computationally intractable, they can provide a standard of optimal decision [5] . Naïve Bayes gives a simple approach, with clear semantics, for representing, using, and learning probabilistic knowledge and it can achieve impressive results [21] .
Neural network classifi er
Th e Neural network classifi er is used for many pattern recognition purposes. It uses the backpropogation algorithm to train the network. Th e accuracy of the neural network classifi ers does not depend on the dimensionality of the training data [21] .
In rest of the paper comparative analysis, using FURIA as base predictive model, will be performed.
COMPARATIVE ANALYSIS OF SIMULATION RESULTS
Simulation results (performances and classifi er error) of above described experiments and chosen algorithms are shown in rest of the paper. It will be shown which of applied algorithms has the highest percentage of correct classifi ed instances (CCI), the minimal of incorrect classifi ed instances (ICI), the highest precision (P) and the classifi cation above ROC curve area in function of chosen experiment and its number of data.
st experiment
Attributes evaluation of data used in 1 st experiment are shown in Table 4 . Applying FURIA classifi er to existing rules shown in Table 1 , 25 rules are generalized into only 3 ( Table  5 ). J48 decision tree for presented fi re data in 1 st experiment is shown in Fig. 7 . Th e attribute with the maximum gain ratio, as it is showed in Table 4 , is temperature diff erence and it is selected as the splitting attribute.
FIGURE 7 J48 decision tree -1 st experiment
Classifi ers evaluation is presented in From Table 4 it can be seen that FURIA has the best prediction model. It generated a model with 60% correctly classifi ed instances (CCI), a precision of 51% (0.51) and the classifi cation above the ROC curve area (0.704> 0.5).
In multiclass prediction, the result on a test set is often displayed as a two-dimensional confusion matrix with a row and column for each class. Each matrix element shows the number of test examples for which the actual class is the row and the predicted class is the column. Good results correspond to large numbers down the main diagonal and small, ideally zero, off -diagonal elements [21] . Th e results are shown in Table 7 . Applying Resample fi lter on data given in Table  1 , the balance of data distribution is signifi cantly improved what aff ect the results of the applied algorithms. In other words, it is possible to generate model with more precise predictions. Results obtained by applying above mentioned algorithms on re-sampled data are shown in next tables. Table 8 shows the predictive accuracy of the classifi er on the re-sampled data. From Table  8 it can be seen that J48 decision tree and OneR classifi ers have the best prediction models. On re-sampled data they generated a model with 80% correctly classifi ed instances (CCI) and precision of 82.8% (0.828).
Confusion matrices of re-sampled data are presented in Table 9 . From the results presented above it can be concluded that FURIA has the best prediction power on initial model of 1 st experiment while on re-sampled data OneR and J48 have shown the highest predicting percentage.
nd experiment
Attributes evaluation of data presented in 2 nd experiment are shown in next table. Presented results show that the major impact to output variable (fi re) has current temperature value.
Applying FURIA classifi er to existing rules shown in Table 2 , 50 rules are generalized into 7 presented in Table 11 . J48 decision tree for presented fi re data in 2 nd experiment is shown in Fig. 8 . Th e attribute with the maximum gain ratio, as it is showed in Table 10 , is current temperature and it is selected as the splitting attribute.
FIGURE 8 J48 decision tree -2 nd experiment
Classifi ers evaluation is presented in Table 12 . Results presented in Tables 12 and 13 show that Neural network classifi er has the best prediction model. It generated a model with 100% correctly classifi ed instances (CCI).
Results obtained by applying above mentioned algorithms on re-sampled data are given in Tables 14 and 15 . From obtained results it can be seen that Neural Network classifi er and J48 decision tree generate the best prediction models on initial and on re-sample data but it is important to note that in this case, other algorithms also have high predictive power.
rd experiment
Attributes evaluation of data presented in 3 rd experiment are shown in Table 16 . Presented results show that the major impact to output variable (fi re) has CO and temperature.
Applying FURIA classifi er to existing rules shown in Table 3 , 81 rules are generalized into 13 presented in Table 17 . J48 decision tree for presented fi re data is shown in Fig. 9 . Th e attribute with the maximum gain ratio, as it is showed in Table 1 , is CO and it is selected as the splitting attribute. Classifi ers evaluation is presented in Table 18 .
In case of third experiment, Neural Network classifi er has the best prediction model. It generated a model with 85.1% correctly classifi ed instances (CCI), a precision of 85.9% (0.859) and the classifi cation above the ROC curve area (0.951> 0.5). Confusion matrices are presented in Table 19 . Table 20 shows the predictive accuracy of the classifi er on the re-sampled data. Obtained results show that all classifi ers applied on re-sampled data have signifi cantly better accuracy compared to results presented in Table 1 . From Table 20 it can be seen that Neural Network classifi er again has the best prediction model. On re-sampled data it generated a model with 93.8% correctly classifi ed instances (CCI), a precision of 94% (0.94) and the classifi cation above the ROC curve area (0.997> 0.5).
Results shown in confusion matrices of re-sampled data in Table 21 are also better than ones presented in Table 19 . Obtained results show that Neural Network classifi er generates the best prediction models on initial and on re-sample data.
CONCLUSION
Data mining in sensor networks is the process of extracting application-oriented models and patterns with acceptable accuracy from a continuous, rapid, and possibly non ended fl ow of data streams from sensor networks. Th e main purpose of sensors network for fi re detection is to collect the monitoring original data, and provide basic information and decision support for monitoring centre. Also, data mining algorithm has to be suffi ciently fast to process high-speed arriving data. In sensor networks, data are distributed by nature. Th e sensor scenario may often require in-network processing, wherein the data is processed to higher level representations before further processing. In other words, prediction in sensor networks can be performed in the way that each sensor learns a local predictive model for the global target classes, using only its local input data. On this way, individual nodes access and process local information and in order to achieve a collective decision, they must communicate to neighbor nodes, to send local and partial models and negotiate a common decision. In this case, whole data cannot be stored and must be processed immediately by their compressing and fi ltering for more eff ective mining and analysis in order to generate actionable insights from massive, disparate and dynamic data, in real time or near real time. Th is reduces the transmission costs, and the data overload from a storage perspective.
Th e aim of this paper was to make a comparative analysis between diff erent classifi cation algorithms in a case of fi re and to see which of applied techniques has the best prediction performances in order to reduce node activity and bandwidth.
FURIA was used as a base prediction model and it has shown the best prediction power in initial model of 1 st experiment while on re-sampled data OneR and J48 obtained the highest predicting percentage. Neural Network classifi er and J48 decision tree generated the best prediction models on initial and on re-sample data in 2 nd experiment where all algorithms have shown high predictive power. Obtained results in 3 rd experiment show that Neural Network classifi er generates the best prediction models on initial and on re-sample data.
It can be seen that Neural Network classifi er showed better predicting power on larger data set while in the case of small data set, simpler classifi er like OneR or FURIA showed quite good results. Even applied data mining techniques are effi cient, none of them can be considered as unique or general solution. On the contrary the selection of a correct data mining algorithm depends of an application and the compatibility of the observed data set. Th us, each situation should be considered as a special case and choice of adequate predictor or classifi er should be performed very carefully based on empirical arguments.
Our future work will be based on measuring and combining real data from diff erent sensors (temperature, humidity, light and CO) and selecting the best 
