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Abstract—Energy-constrained sensor networks have been deployed widely for monitoring and surveillance purposes. Data gathering
in such networks is often a prevalent operation. Since sensors have significant power constraints (battery life), energy efficient
methods must be employed for data gathering to prolong network lifetime. We consider an online data gathering problem in sensor
networks, which is stated as follows: Assume that there is a sequence of data gathering queries, which arrive one by one. To respond
to each query as it arrives, the system builds a routing tree for it. Within the tree, the volume of the data transmitted by each internal
node depends on not only the volume of sensed data by the node itself, but also the volume of data received from its children. The
objective is to maximize the network lifetime without any knowledge of future query arrivals and generation rates. In other words, the
objective is to maximize the number of data gathering queries answered until the first node in the network fails. For the problem of
concern, in this paper, we first present a generic cost model of energy consumption for data gathering queries if a routing tree is used
for the query evaluation. We then show the problem to be NP-complete and propose several heuristic algorithms for it. We finally
conduct experiments by simulation to evaluate the performance of the proposed algorithms in terms of network lifetime delivered. The
experimental results show that, among the proposed algorithms, one algorithm that takes into account both the residual energy and the
volume of data at each sensor node significantly outperforms the others.
Index Terms—Sensor network, data gathering, energy consumption optimization, network lifetime, sensor database, sensornet query
optimization.
Ç
1I NTRODUCTION
R
ECENT advances in microelectronic technology have
made it possible to construct compact and inexpensive
wireless sensors. Networks formed by such sensors, termed
wireless sensor networks, have been receiving significant
attention due to their potential applications in environ-
mental surveillance, military operations, and other domains
[22]. In such networks, each sensor not only serves as a host
to generate sensed data and to process the collected data,
but also as a router to transmit messages to and receive
messages from other sensors within its transmission range.
The main constraint of sensor nodes, however, is their low
finite battery energies, which limit the network lifetime and
impact on the quality of the network. Therefore, energy
efficiency in the design of routing protocols for sensor
networks is of paramount importance.
To prolong the network lifetime, many different energy
optimization metrics have been proposed [24]. One typical
optimization objective in the design of routing protocols is
to minimize the total energy consumption, while in many
practical applications, the performance measure of actual
interest is not only to optimize the overall energy con-
sumption but also to maximize the lifetime of each node in
the network because a node failure in a network can cause
the network partitioned and any further service will be
interrupted. To avoid the extinction of nodes due to the
exhaustion of their batteries, energy efficient routing
algorithms should evenly distribute transmission energy
load among the nodes, thereby prolonging the network
lifetime. Thus, the network lifetime of a wireless sensor
network is defined as the time of the first node failure in the
network [3].
A sensor network can usually be treated as a database [8].
In such a database, each sensor produces one or more
tuples. The node that generates tuples is termed the source.
A collection of similarly-typed tuples from a group of
sensors forms a ‘‘snapshot.’’ This snapshot constitutes a
relational table which is horizontally partitioned across the
sensors in the group. For example, the tuples generated by a
collection of temperature sensors form a temperature table.
A sensor network database allows any user to issue a data
gathering query to the network and obtain a response to the
query as if it is a database system. There are two typical
forms of data gathering queries. One is the periodic
collection of information from the sensor nodes, where the
query result is updated periodically for a specified interval.
Another is event-driven [19], [26], in which the occurrence
of an event (a specific data gathering query arrives) triggers
a data gathering query. In this paper, we will focus on
event-driven data gathering queries.
When a user poses a query at a base station (the sink
node) to the sensor network, the query is disseminated
across the network. In response to the query, the system
builds a routing tree rooted at the sink for it, each node
generates tuples that match the query, and the matched
tuples are transmitted toward the origin (the sink) of the
query. As the tuples are routed using the routing tree
consisting of all nodes, relay nodes in the tree might apply
one or more database operators (e.g., aggregation opera-
tors). We refer to this kind of query processing in sensor
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network processing is fundamental to achieve energy
efficiency in energy-constrained sensor networks [18],
[20], [29].
1.1 Motivations
In the following, we use two examples to illustrate our
motivations in this paper. The first one is a simple data
gathering query. Consider the following SQL query on a
temperature table consisting of temperature tuples stored in
each sensor during a certain time period:
SELECT node id
FROM sensors
WHERE 18   temperature   25
DURATION 30s
Assume that there are many nodes in the sensor network
whose temperatures are within 18C to 25C. If a routing tree
is built to evaluate the above data gathering query, then the
volume of the data transmitted by a relay node near to the
sink is proportional to the number of nodes in the network
whose temperatures are between 18C and 25C. In other
words, given two nodes u and v and assuming that u is an
ancestor of v in the tree, then the length of the message
transmitted by u is no less than that transmitted by v.
The second example is an aggregation data gathering
query. Assume that a sensor network is deployed to
monitor a specific phenomenon in a given region and each
sensor monitors its vicinity by taking photos of its covered
area. Now, there is a data gathering query to request the up-
to-date phenomenon landscape of this region. To respond
to this query by the system, a routing tree is built. Within
the tree, each relay node may or may not perform an
aggregation operation (for an aggregation, it can remove
some redundant data, e.g., overlapping areas sensed by the
node and its children); thus, the volume of the data
transmitted by the relay node will be no less than that
received from any of its children. In the worst case, the data
transmitted by the relay node is the union of its own sensed
data and the data received from its children. The up-to-date
phenomenon landscape of that region can then be con-
structed at the tree root.
In both of the above cases, the length of the message
transmitted by a relay node in the routing tree depends on
not only the length of the message sensed by the node itself,
but also on the lengths of messages received from its
children.
In this paper, we will focus on devising algorithms to
find energy efficient routing trees for this type of query
evaluation. Specifically, we consider the following online
data gathering problem:
Given a sequence of data gathering queries which arrive
one by one, the response by the system to each query is to
establish a routing (spanning) tree as the query arrives.
Unlike the previous assumption that each relay node only
transmits the same volume of data to its parent [9], [17],
[25], we assume that the volume of the data transmitted by
each relay node is various, which depends on not only the
volume of sensed data by the node itself, but also the
volume of the data received from its children. The objective
is to maximize the network lifetime without any knowledge
of future query arrivals and generation rates.
1.2 Related Work
To prolong the network lifetime, energy-aware optimization
in wireless ad hoc networks has been paid significant
attention in recent years. Energy efficient routing protocols
for wireless ad hoc networks have been addressed in [2], [3],
[4], [13], [16], [27], [28]. In particular, energy efficient
broadcast or multicast routing in ad hoc networks, which
aims to minimize the total transmission energy consump-
tion,hasbeenextensivelystudied [2], [16],[27],[28].Tosolve
this problem, an energy efficient broadcast or multicast tree
rooted at the source is built, and the same message is
broadcast from the tree root to every other node in the tree.
The data gathering problem in sensor networks is to
build a routing tree rooted at a sink node too. The difference
between the broadcast tree and the routing tree is that the
latter is an inverted tree, in which the sensed data by every
sensor must be relayed to the root. During the relay period,
each relay node in the tree may or may not have aggregation
ability. The data gathering problem aiming at the mini-
mization of the total energy consumption has been studied
in the literature [9], [12], [17], [25]. For example, Heinzelman
et al. [9] initialized the study of this problem by proposing a
clustering protocol called LEACH. The nodes in LEACH are
grouped into a number of clusters in a self-organizing
manner, and a clusterhead serves as a local “base station” to
aggregate the gathered messages from its members and
forward the result to the sink directly. Lindsey and
Raghavendra [17] studied the problem by providing an
improved protocol called PEGASIS, in which all the nodes in
the network form a chain and one of the nodes in the chain
is chosen as the head that will be responsible for reporting
the aggregated result to the base station. Tan and Ko ¨rpeog ˇlu
[25] studied the problem as well by proposing another
protocol called PEDAP, based on the above two solutions,
which uses a heuristic to assign weights to links and finds a
minimum spanning tree rooted at the sink node in terms of
total transmission energy consumption. Kalpakis et al. [12]
considered this problem by proposing an integer program
solution and a heuristic solution. It should be mentioned
that, although each of the above approaches for data
gathering does consider the energy consumption issue,
none of them provides an energy consumption metric
explicitly as the optimization objective.
It is well-known that most existing data gathering
approaches based on routing trees assume that the length
of the message transmitted by each relay node is indepen-
dent of the lengths of its children messages, i.e., each node
transmits the same volume of data no matter how much data
it received from its children. Such queries in databases
include AVG, MIN, MAX, COUNT, etc. However, there are a
number of data gathering applications in which the length of
the message transmitted by a relay node depends on not
only the length of its sensed message, but also the lengths of
the messages received from its children. Thus, the length of
the message transmitted by each relay node varies, depend-
ing on whether or not the data (its own sensed data and the
collected data from its children) is aggregated before
transmitted. There are several studies that deal with this
latter data gathering problem [5], [7], [21], [23] with different
optimization metrics of energy consumption. For example,
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the total transmission energy consumption, assuming that
the aggregation function at each relay node is modeled as a
given concave, nondecreasing cost function. They also
proposed a hierarchical matching algorithm for the problem,
which delivers an approximate solution that is up to a
logarithmic factor of the optimum. Cristescu et al. [5]
studied a variant of the problem—the data correlation
problem with an objective to minimize the total transmission
energy consumption. Under the assumption that each node
knows which node to be merged to generate a merged
message with the minimum length and each relay node has
data aggregation and compression ability, they showed that
the data correlation problem is NP-complete and provided
an integer program solution using the Slepian-Wolf coding
approach. von Rickenbach and Wattenhofer [21] recently
also studied the data correlation problem by providing an
approximation algorithm using the shallow light tree concept
[15]. The solution delivered by their algorithm is within
2ð1 þ
ﬃﬃﬃ
2
p
Þ times of the optimum. Intanagonwiwat et al. [10],
[11] studied the general data gathering issue by incorporat-
ing the semantics of aggregation query into building an
energy efficient routing tree. The tree, however, is not
necessarily a spanning tree. For example, in [11], they
proposed a data dissemination schema called directed
diffusion with opportunistic aggregation, where data is oppor-
tunistically aggregated at intermediate nodes on a low-
latency tree. In [10], they explored the greedy aggregation by
providing a novel approach that adjusts aggregation points
to increase the amount of path sharing, reducing the energy
consumption. In this paper, the proposed heuristics MMRE,
MML, BT, MDST, and SPT will also trade off different energy
optimization metrics to prolong the network lifetime.
1.3 Contributions
Our major contributions in this paper are as follows: We
first present a generic cost model of energy consumption for
data gathering in sensor networks if a routing tree is used
for query evaluation. This generic cost model unifies several
well-known cost models. We then show the online data
gathering problem to be NP-complete, and instead propose
several heuristic algorithms for the problem. We finally
conduct extensive experiments by simulation to evaluate
the performance of the proposed algorithms. The experi-
mental results show that, among the proposed algorithms,
algorithm MNL, which takes into account both the residual
energy and the volume of data at each sensor node,
significantly outperforms the others. To the best of our
knowledge, we are not aware of any other discussions of
this problem in the literature to date.
1.4 Paper Organization
The rest of the paper is organized as follows: In Section 2,
the system model is given. In Section 3, a generic cost model
of energy consumption for data gathering is proposed and
the online data gathering problem is defined. In Section 4,
the problem is shown to be NP-complete and several
heuristic algorithms are proposed. In Section 5, extensive
experiments by simulation are conducted to evaluate the
performance of the proposed algorithms. The conclusion is
given in Section 6.
2S YSTEM MODEL
We consider a wireless sensor network consisting of
n stationary sensor nodes and a base station s (also referred
to as the sink node) distributed over a region. The location
of each sensor and the base station are fixed and known
a priori. Each sensor node is equipped with an omnidirec-
tional antenna and able to vary its transmission power
dynamically. In other words, the wireless sensor network
can be modeled by a directed graph M ¼ð N;AÞ, where N is
the set of nodes with jNj¼n þ 1 and there is a directed
edge hu;vi in A if node v is within the transmission range of
u when u uses its maximum power level to broadcast a
message. For two nodes u and v with distance du;v, the
transmission energy at node u is modeled to be propor-
tional to d 
u;v if a unit of message is transferred from u to v
directly, where   is a path-loss exponent parameter that
typically takes on a value between 2 and 4, depending on
the characteristics of the communication medium. Unless
otherwise specified, for the sake of simplicity, in this paper,
we take into account the transmission energy consumption
only and assume that the other energy consumptions such
as reception are negligible, as it is well-known that the radio
frequency (RF) transmission is the dominant energy
consumption in wireless communications.
3G ENERIC COST MODEL OF ENERGY
CONSUMPTION
In this section, we introduce a generic cost model of energy
consumption for data gathering queries in sensor networks
if a routing tree will be used for such a purpose. This cost
model will unify several known cost models of energy
consumption.
3.1 A Generic Cost Model
Given a data gathering query, we aim to build a routing
tree T rooted at the sink node and spanning all the other
nodes in the network. For each node v, let pðvÞ be the
parent of v in T and mv be the length of the sensed
message by v itself. Given a relay node v in T with
t children (t   1), assume that the lengths of messages that
v received from its children are l1;l 2;...;and lt, respec-
tively. v may or may not aggregate these messages and its
own sensed message before transmitting them as a single
message to its parent pðvÞ during a data gathering session.
In other words, the length of the message transmitted by v
to its parent pðvÞ is a function f with parameters l1;l 2;...;l t
and mv. The definition of f may vary, depending on
application domains. In practice, most known approaches
of data gathering in the literature make use of one of the
following two different definitions of function f:
1. The length of the message transmitted by a relay
node is independent of the message lengths of its
children and itself, i.e., the length of the message
transmitted by each relay node in the tree is
identical. One typical application background of this
definition is to measure the average temperature of a
given region. To do so, each sensor node v has a pair
of variables ðTempv;N vÞ, where Tempv is the sum of
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rooted at v and Nv is the number of sensors in the
subtree including v itself. Each relay node will
transmit its pair of the data to its parent. In the
end, the sink node s calculates the average tempera-
ture of the network, which is Temps=Ns.
2. The length of the message transmitted by a relay
node depends on the message lengths of its children
and itself, which is linear or sublinear to the sum of
the lengths of its children messages and its own
sensed one.
In the following, we assume that, for a data gathering
query, a routing tree T rooted at the sink node will be built.
Assume that VT is the set of the nodes in T and v 2 VT. Let
re and rs be the amounts of energy consumption of
receiving and sensing a unit of message by a sensor.
If v is a relay node with children u1;u 2;...;and ut,
assume that the message length transmitted by ui is li,
1   i   t. The cost cðvÞ of v is thus
cðvÞ¼fðl1;l 2;...;l t;m vÞd 
v;pðvÞ þ
X t
i¼1
li   re þ mv   rs;
where the value of f is the length of the message
transmitted by v, depending on the lengths of the messages
transmitted by its child nodes u1;u 2;...;u t and the
length mv of the sensed message by v itself. Otherwise, v
is a leaf node, f is a function of mv only, and the cost cðvÞ of
v is
cðvÞ¼fðmvÞðd 
v;pðvÞ þ rsÞ;
which is the energy consumption of sensing and transmit-
ting a mv-unit message to the parent of v in T. It is obvious
that cðvÞ is the total energy consumption at node v for the
current data gathering query.
Having function f defined above, to prolong the network
lifetime when dealing with data gathering by using
different energy optimization metrics, there are two types
of energy optimization metrics that have been widely used,
as follows:
. One is to find a routing tree T such that the total
transmission energy consumption
P
v2VT cðvÞ in the
tree is minimized, which aims to prolong the
network lifetime through minimizing the total
energy consumption per data gathering query.
However, this optimization does not take into
account the energy consumption at each individual
node. Thus, a relay node near the tree root (the sink)
may run out of energy and fail very quickly, which
leads to the network being partitioned.
. Another is to find a routing tree T such that the
minimum residual energy among the nodes is
maximized, i.e., maximize minv2VTfre0ðvÞg,w h e r e
reðvÞ and re0ðvÞ¼reðvÞ cðvÞ are the residual energy
at v before and after the realization of the current data
gathering query. This optimization aims to prolong
the network lifetime through extending the lifetime
of individual nodes by maximizing the minimum
residual energy among the nodes.
3.2 Several Known Cost Models of Energy
Consumption
In the following, we show that three well-known cost
models of energy consumption can be derived from the
above generic cost model.
Case 1. Assume that fðl1;l 2;...;l t;m vÞ¼k for all v 2 VT,
rs ¼ 0, and re ¼ 0, i.e., the length of the message transmitted
by v is independent of the message lengths of its children
and itself.
1. If the total transmission energy consumption is
considered as the optimization objective, then the
minimum energy data gathering problem is to find a
spanning tree T rooted at the sink node such that its
cost CðTÞ is minimized, where
CðTÞ¼
X
v2VT
fðl1;l 2;...;l t;m vÞd 
v;pðvÞ ¼ k
X
v2VT
d 
v;pðvÞ:
ð1Þ
This cost model of energy consumption for data
gathering has been widely adopted in the literature
[9], [17].
2. If the minimum residual energy among the nodes is
taken as the optimization objective, then the max-min
energy data gathering problem is to find a spanning
tree T rooted at the sink node such that its cost CðTÞ
is maximized, where
CðTÞ¼min
v2VT
freðvÞ kd 
v;pðvÞg: ð2Þ
This cost model has been used in the literature as
well [12], [25].
Case 2. Assume that fðl1;l 2;...;l t;m vÞ¼kDðvÞ and
mv ¼ k for all v 2 VT, rs ¼ 0, and re ¼ 0, where DðvÞ is
the number of descendants of v in T including v itself,
which means that each node just relays its descendant data
to its parent without any aggregation on the data.
1. If the total transmission energy consumption is taken
as the optimization objective, then the minimum
energy precise data gathering problem is to find a
spanning tree T rooted at the sink node such that its
cost CðTÞ is minimized, where
CðTÞ¼
X
v2VT
fðl1;l 2;...;l t;m vÞd 
v;pðvÞ
¼ k
X
v2VT
DðvÞd 
v;pðvÞ:
ð3Þ
A similar cost model has been used in the literature
[5], [7], [21].
2. If the minimum residual energy among the nodes is
taken as the optimization objective, then the max-min
energy precise data gathering problem ðMMEPDÞ is to find
a spanning tree T rooted at the sink node such that
the cost CðTÞ is maximized, where
CðTÞ¼min
v2VT
freðvÞ kDðvÞd 
v;pðvÞg: ð4Þ
Case 3. It is the mixture of Cases 1 and 2 that takes into
account both optimization objectives simultaneously, which
can be further divided into two subcases.
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the balanced minimum energy data gathering problem is to
find a spanning tree T rooted at the sink node such that
1) the total transmission energy consumption in T is
minimized, i.e., minimize k
P
v2VT d 
v;pðvÞ, and 2) the mini-
mum residual energy among the nodes is maximized, i.e.,
maximize minv2VTfreðvÞ kd 
v;pðvÞg.
When fðl1;l 2;...;l t;m vÞ¼kDðvÞ for all v 2 VT and
rs ¼ re ¼ 0, the balanced minimum energy precise data gathering
problem is to find a spanning tree rooted at the sink node
such that 1) the total transmission energy consumption in T
is minimized, i.e., minimize k
P
v2VT DðvÞd 
v;pðvÞ, and 2) the
minimum residual energy among the nodes is maximized,
i.e., maximize minv2VTfreðvÞ kDðvÞd 
v;pðvÞg.
3.3 The Problem Definition
Given a wireless sensor network M ¼ð N;AÞ with a sink
node, we assume that there is an unknown sequence of data
gathering queries which arrive one by one. As a query
arrives, the response by the system to the query is to build a
routing tree rooted at the sink and spanning the other nodes
for it. We further assume that the length of the message
transmitted by each relay node in the routing tree is the sum
of the lengths of its children messages and its own sensed
message. The online data gathering problem is to maximize the
network lifetime without knowledge of future query
arrivals and generation rates. In other words, the problem
is to maximize the number of queries answered until the
first node in the network fails. Note that, although for a
given query, the length of the sensed message by each
sensor node is identical, it is various for different queries.
4A LGORITHMS FOR ONLINE DATA GATHERING
In this section, we first show a special case of the online data
gathering problem where the sequence of data gathering
queries contains only one query—the decision version of
MMEPD, is NP-complete through a reduction of the minimum
set cover problem (SC for short) to it. We then propose
heuristic algorithms for the online data gathering problem.
4.1 NP-Hardness of MMEPD
Given an n-element set S ¼f a1;a 2;...;a ng and a collection
of subset C¼f S1;S 2;...;S mg of S, the decision version of
the set cover problem is to determine whether there is a
set cover fSi1;S i2;...;S iKg of cardinality K covering the
elements in S,w h e r eSij   S for all ij, 1   ij   m,
1   j   K, and K   m. We state the decision version of
MMEPD is NP-complete as follows:
Theorem 1. Given a sensor network M ¼ð N;AÞ with a sink
node s, the decision version of MMEPD in M is NP-Complete.
Proof. Given an instance of SC, an instance of MMEPD in a
sensor network can be constructed as follows (see Fig. 1).
For each element ai in S, there are m corresponding
nodes ui;1;u i;2 ...;u i;m in the network, and there is a
directed edge hui;jþ1;u i;ji from ui;jþ1 to ui;j for every j,
where a directed edge hu;vi from u to v means that v is
within the transmission range of u, 1   i   n and
1   j   m   1. In addition, there are m set cover nodes
S1;S 2;...;S m in the network, corresponding to the
m subsets of S. For each set cover node Sj, there is a
directed edge hui;1;S ji from node ui;1 to node Sj if an
element ai 2 Sj, 1   i   n, and 1   j   m. There are two
special nodes, v1 and v2. There is a directed edge hSj;v ii
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Fig. 1. An instance of a sensor network derived from an instance of SC.from every set cover node Sj to vi, i ¼ 1;2,a n d
1   j   m. There is a sink node s (the base station)
equipped with unlimited energy supply. Both v1 and v2
are connected to the sink node.
Having constructed the sensor network, we now
assume that each node has a 1-bit sensed message to
transmit and consumes a unit of energy for transmitting
a 1-bit message to its neighbors. We further assume that
every other node except v1 and v2 in the network has
enough residual energy, while the amounts of residual
energies of v1 and v2 are assumed to be mn þ K þ 2 and
m   K þ 2, respectively, just before the current data
gathering query is considered.
It is obvious that the decision version of an instance of
SC can be reduced to an instance of MMEPD within
polynomial time, since the construction of the sensor
network takes polynomial time of its input size
jSjþj C j¼n þ m.
Given the sensor network constructed as above, MMEPD
is to find a spanning tree in the network rooted at s such
that the minimum residual energy among the nodes is
maximized after the realization of the data gathering
query. Assume that there is no aggregation at each relay
node, and the length of the message transmitted by each
relay node is the sum of the message lengths of its
children and the node itself. It can be seen that the
bottlenecks of the residual energy among the nodes are
nodes v1 and v2. There are in total mn þ m þ 2 bits of
data for the current query (assuming each sensor node
senses 1-bit message) to be forwarded to s using the relay
nodes v1 and v2. Thus, the maximum value of the
minimum residual energy at v1 or v2 is one unit if there
exists such a spanning tree T that 1) the m   K þ 1 set
cover nodes among the m set cover nodes are the
children of v2 and the leaves of T and 2) the remaining
K set cover nodes are the children of v1 and the relay
nodes of T.
Given the spanning tree T constructed for MMEPD,i ti s
easy to construct a set cover for the SC instance. That is,
the union of the subsets corresponding to the K nonleaf
set cover nodes in T contains all the elements in S. t u
4.2 Algorithm MNL
In the following, we propose a heuristic algorithm for the
online data gathering problem. For convenience, we treat
the wireless sensor network MðN;AÞ as a directed graph
GðV;EÞ, where the set of nodes V consisting of sensors and
hu;vi2E if and only if u and v are within the transmission
ranges of each other. The basic idea behind the proposed
algorithm is that, once a data gathering query arrives, a data
gathering tree for the query is constructed using a greedy
policy that maximizes the minimum residual energy among
the nodes. Specifically, the nodes are included into the tree
one by one. Initially, only the sink node is included. Each
time a node v is included into the tree, either the network
lifetime derived from the current tree is at least as long as
that without the inclusion of v to the tree or the amount of
reduction of the network lifetime is minimized. In other
words, a node v is chosen to be included into the tree if it
leads to maximizing the minimum residual energy among
the tree nodes including itself.
Denote by T and VT the tree and the set of nodes included
in T so far. Initially, the set of nodes in T contains the sink
node only, i.e., VT ¼f sg. Each time the algorithm picks up a
node v from the set V   VT such that minfre0ðuÞju 2
VT [f vg f sg and hv;ui2Eg is maximized, re0ðuÞ is the
residual energy at node u after the addition of v to T. The
algorithm continues until V   VT ¼; . In what follows, we
detail the choice of v. Assume that Pu;s is the unique path in
T from node u to node s and pðuÞ is the parent of u in T. Let
node v 2 V   VT be the considered node.
1. If there are l edges from v to the nodes in VT, denoted
by hv;u1i;hv;u2i;...;hv;uli, where ui 2 VT for all i,
1   i   l, define
gðv;uiÞ¼
minfreðvÞ kd 
v;ui;reðuÞ kd 
u;pðuÞ j u 2 Pui;s;u 6¼ sg;
ð5Þ
which is the minimum residual energy among the
nodes in the path Pv;s if the edge hv;uii is included
as a tree edge, 1   i   l.N o w ,l e tgðv;ul0Þ¼
maxfgðv;uiÞj1   i   lg with 1   lo   l. Then, define
gmaxðvÞ¼gðv;ul0Þ¼maxfgðv;uiÞj1   i   lgð 6Þ
and
temp parentðvÞ¼ul0: ð7Þ
It is obvious that the edge hv;ul0i is the best choice if
v is included into T after the current iteration.
2. Otherwise (there is not any edge from v to the nodes
in VT), define gmaxðvÞ¼0.
A node v0 2 V   VT is finally chosen to be added
to T by setting pðv0Þ¼temp parentðv0Þ if
gmaxðv0Þ¼maxfgmaxðvÞjv 2 V   VTg:
This means that the inclusion of v0 will result in the
minimum amount or no reduction of the network
lifetime.
The detailed algorithm is presented as follows. Once a
data gathering query arrives, to respond to the query, the
algorithm is executed immediately.
Algorithm Maximum_Network_Lifetime(G;re;k)
/* G is the current sensor network and re is an array of the
residual energy at each node */
begin
1. VT  f sg; terminate   “false”;
/* VT is the set of nodes in the tree, terminate is a
boolean variable, */
/* and k is the size of the sensed data by node
added node.* /
2. Q   V   VT; /* the set of nodes that are not in the
tree */
3. reðsÞ 1 ; /* the sink node has unlimited energy
supply */
4. repeat
5. gmax   0;
/* the maximal minimum residual energy at nodes in
the tree */
6. for each v 2 Q do
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8. if gmaxðvÞ >g max then
9. gmax   gmaxðvÞ;
10. added node   v;
/* the node that will be added to the
tree */
endif;
endfor;
11. if gmax > 0 then
12. pðadded nodeÞ temp parentðadded nodeÞ;
13. for each node u 2 Padded node;s do
14. reðuÞ reðuÞ kd 
u;pðuÞ;
endfor;
15. VT   VT [f added nodeg;
16. Q   Q  f added nodeg;
17. else terminate   ’true’;
18. endif;
19. until (Q ¼; )o rterminate;
end.
For the sake of convenience, we refer to algorithm
Maximum Network Lifetime as MNL and have the following
theorem:
Theorem 2. Given a sensor network M ¼ð N;AÞ with a sink
node s, n ¼j Nj sensor nodes, and m ¼j Aj links, there is a
heuristic algorithm for the online data gathering problem in M
which takes Oðmn2Þ time for each data gathering query.
Proof. ThetimecomplexityofMNLisanalyzedasfollows:The
number of iterations from Step 4 to Step 19 is n. Within
each iteration, the calculation of gmaxðvÞ takes OðndegvÞ
time because every node in the path Pv;s from v to s needs
to be visited at least once, where degv is the degree of v in
the network. Thus, within an iteration, the sum of the
running time of these steps is Oðn
P
v2Q degvÞ¼OðmnÞ,
where m is the number of links in the network. Therefore,
the proposed algorithm takes Oðmn2Þ time. t u
4.3 Other Heuristic Algorithms
In the following, we present the other four heuristics for the
problem, which will be used as benchmarks to evaluate the
performance of algorithm MNL. We start by introducing
two simple heuristic algorithms: algorithm MMRE and
algorithm SPT based on single-source shortest path trees.
We then present two more involved heuristics: algorithm BT
and algorithm MDST.
4.3.1 Algorithm MMRE
Algorithm MMRE aims to prolong the network lifetime
through the maximization of the minimum residual energy
(MMRE) among the nodes in the network, which is similar
to an algorithm given in [13]. The only difference between
them is that, in this case, an inverted spanning tree instead
of a broadcast tree is constructed. Given a data gathering
query with the length k of the sensed message by each node,
algorithm MMRE proceeds as follows.
Let T be the tree and VT be the set of nodes in T. The sink
node s is included in T and VT ¼f sg initially. Each time it
picks up a node v 2 V   VT if v satisfies
re0ðvÞ¼ max
hv0;u0i2E
freðv0Þ kd 
v0;u0 j v0 2 V   VT;u 0 2 VTg; ð8Þ
where reðvÞ and re0ðvÞ are the residual energies at v before
and after the current data gathering query is realized. Add
node v and the edge hv;ui into T, where u ¼ pðvÞ is the
parent of v in T. The algorithm continues until V   VT ¼; .
4.3.2 Algorithm SPT
Algorithm SPT aims to prolong the network lifetime
through the minimization of the total transmission energy
consumption of relaying the sensed message from a sensor
to the sink node. Given a data gathering query with the
length k of sensed message by each node, algorithm SPT
proceeds as follows.
An energy graph GðV;EÞ is derived from the sensor
network, where V is the set of sensor nodes and the sink
node s. There is a directed edge hu;vi in E from u to v if the
residual energy at u is at least kd 
u;v. The weight assigned to
the edge is d 
u;v, which is the energy consumption of
transmitting a unit message between the two nodes. A
single-source shortest path tree rooted at the sink node is
constructed. Clearly, for each node v, the minimum
transmission energy consumption to send its k-unit sensed
message to the sink node is kWðPv;sÞ, where Pv;s is the
unique path in the tree from v to s and WðPÞ is the
weighted sum of the edges in path P. Thus, the total
transmission energy consumption for realizing a data
gathering query is
P
v2V kWðPv;sÞ.
4.3.3 Algorithm BT
Given a data gathering query, an undirected, energy graph
GðV;E;!Þ for the sensor network is defined, where V is the
set of sensor nodes and E is the set of undirected links. A
link ðu;vÞ2E if 1) u and v are within the transmission
range of each other when they use their maximum power to
transmit a message and 2) the residual energy reðuÞ and
reðvÞ at u and v are at least kd 
u;v. The weight assigned to
ðu;vÞ is d 
u;v, which is the amount of energy consumption for
transmitting a unit-length message between u and v.
Now, we aim to prolong the network lifetime by dealing
with two opposite optimization objectives. One is to
minimize the total energy consumption of all nodes by
transmitting their sensed data to the sink node. Thus, a
minimum spanning tree in G rooted at the sink node is
desirable. Another is to minimize the total energy con-
sumption by each node to forward its sensed data to the
sink node. Thus, a shortest path tree in G rooted at the sink
node is expected. However, constructing a spanning tree
that meets these two optimization objectives is NP-hard
[15]. Instead, an approximation algorithm that balances
these two optimization objectives is available, and a
solution delivered by the proposed algorithm is within
ð 0; 0Þ times of the optimum [15], i.e., the solution is no
greater than  0 times of the cost of a minimum spanning
tree and no greater than  0 times of the cost of a single
source shortest path tree (SSP). Clearly,  0   1 and  0   1.I n
our choice, we set  0 ¼  0, which means  0 ¼  0 ¼ 1 þ
ﬃﬃﬃ
2
p
.
The final tree is referred to as a balanced tree.
The proposed algorithm BT proceeds as follows: It
constructs a balanced tree in the energy graph G which
balances the cost of the minimum spanning tree and the
cost of the shortest path tree with  0 ¼  0 ¼ 1 þ
ﬃﬃﬃ
2
p
, using an
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realize the data gathering query.
Despite algorithm BT taking the total energy consump-
tion for realizing a data gathering query into consideration,
it does not take into account the residual energy at each
individual node. This results in the nodes near the tree root
(the sink node) running out of their batteries quickly after a
number of data gathering queries are realized, since those
nodes always relay messages for the other nodes. Note that
von Richenbach and Wattenhofer [21] developed an
algorithm similar to BT to deal with the data correlation
problem, which is essentially different from ours.
4.3.4 Algorithm MDST
Given a data gathering query with length k of the sensed
message by each node, the idea behind algorithm MDST is
similar to the one of algorithm BT, but a different weight
function is used. Specifically, algorithm MDST proceeds as
follows.
A directed energy graph GðV;E;! 1Þ for the sensor
network is defined, where V is the set of sensor nodes
and E is the set of directed links. A link hu;vi2E if 1) v is
within the transmission range of u when u uses its
maximum power level to transmit a message and 2) the
residual energy reðuÞ at u is at least kd 
u;v. The weight
assigned to hu;vi is given below.
It is generally difficult to construct a routing tree that
balances the residual energy at each node and the total
energy consumption due to the involvement of two
optimization objectives. However, a heuristic, based on an
exponential function of the network resource utilization for
other routing problems, has been shown to be very efficient
to cope with two optimization objectives simultaneously [1],
[14]. Here, we adopt a heuristic based on an exponential
function of energy utilization at each node. To incorporate
the residual energy at each node into the optimization
objectives, a weight function !1 : E 7!Rfor links in G is
defined. The weight assigned to a link hu;vi2E is
!1ðu;vÞ¼d 
u;vð  ðuÞ   1Þ; ð9Þ
where  ðuÞ¼
CðuÞ reðuÞ
CðuÞ ¼ 1  
reðuÞ
CðuÞ is the energy utilization
ratio at node u between its consumed energy CðuÞ reðuÞ
and its initial capacity CðuÞ, and  >1 is constant.
Having the weighted directed graph, find a minimum
directed spanning tree (also called an optimal branching)
rooted at the sink node by an algorithm due to Gabow et al.
[6]. The algorithm will provide a feasible solution to the
problem if the residual energy at each node is sufficient for
transmitting its message.
5P ERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed
algorithms through experimental simulations. We assume
that network instances comprise 20, 40, 60, 80, 100, 120, 140,
160, 180, 200, 250, and 300 nodes, respectively. We further
assume that the nodes in each instance are distributed in a
100   100 m2 region, and one of the nodes is the sink node,
which has unlimited energy supply. The initial energy
assigned to each sensor node except the sink node is
identical. For a given number of nodes n, each network
instance of size n is generated using the NS-2 simulator.
In all our experiments, we assume that data gathering
queries arrive one by one. The length k of the sensed
message by each sensor node for a given data gathering
query is identical, which is a value that is drawn from a
uniformly distributed interval between 1 and 7. However,
for different queries, the lengths of sensed messages by each
sensor may be different. The network lifetime, which is the
time of the first node failure due to expiration of its energy,
will be used as the metric to evaluate the performance of
different algorithms. In our simulations, the network life-
time L of a sensor network for a given query sequence is
measured by the first L queries that have been answered
and L is maximized. Specifically, for every network size n,
the network lifetime shown in each figure is the mean of
300 individual network lifetimes. These 300 values are
derived from 10 different query sequences that are
randomly generated, and each query sequence will be run
on 30 different network topologies of the same network size.
Note that, for each of the 10 query sequences, we will run it
on the 30 different network topologies. We assume that the
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Fig. 2. Network lifetime delivered by MNL, MDST, MMRE, SPT, and BT with initial energy 2   106 units and path-loss exponent   ¼ 2.length of the message transmitted by a relay node in a
routing tree is the sum of the lengths of its children
messages and its own sensed message.
The input parameters of each algorithm include the
network size, query sequences, network topologies, and
initial energy assignment at each node. In all our
experiments, we assume that the initial energy at every
node except the sink node is identical, which is 2   106 or
2   109 units when the path-loss exponent   is set to be 2
or 4, respectively. The parameters  0 and  0 in algorithm BT
are set to be 1 þ
ﬃﬃﬃ
2
p
.
5.1 Performance Evaluation of Various Algorithms
We first evaluate the performance of algorithm MNL against
the other algorithms MMRE, SPT, BT, and MDST. Fig. 2a clearly
shows that algorithm MNL significantly outperforms all the
other algorithms in terms of network lifetime delivered,
where the value of   in algorithm MDST in Fig. 2 is set to be
100. If we put the performance of algorithm MDST as the
baseline, Fig. 2b illustrated the relative difference of
performance among the heuristics in terms of network
lifetime, from which we can see that there is no significant
difference in the performance among all the other heuristics
except MNL and MDST when the problem size approaches
over 250, given the initial energy and the length of the
monitored square region.
We then study the impact of different values of path-loss
exponent on the performance of various heuristics. Fig. 3
indicates that the performance of algorithms MNL, MMRE,
MDST, BT,a n dSPT is essentially consistent with their
corresponding ones, shown in Fig. 2a, and algorithm MNL
is still the best. Meanwhile, it can seen that algorithm MMRE
outperforms algorithm MDST for each network size when the
path-loss exponent is 4. The reason behind it is that the
amount of transmission energy required between a pair of
nodes is now proportional to the power 4 rather than
power 2 of their distance. Thus, although the total weight in
the routing tree delivered by algorithm MDST is small, this
does not prevent that a large weighted edge e ¼h u;vi is also
contained by the tree, and u will consume its residual
energy faster, compared with its energy consumption in the
case where   ¼ 2, when transmitting the same message
length to its parent.
We finally analyze the impact of various values of   on
the performance of algorithm MDST through experimental
simulations, where the value of   is ranged from 101 to 1010.
Recall that the weight assigned to each link hu;vi in the
energy graph is d 
u;vð  ðuÞ   1Þ, which is proportional to the
ratio  ðuÞ of energy consumption at node u. Since  >1,
different values of   will result in different routing trees,
thereby different network lifetime. Figs. 4a and 4b shows
that the network lifetime delivered by algorithm MDST
depends on not only the value of   but also the network
size n when the path-loss exponents are 2 and 4, respec-
tively. In both cases, the network lifetime is maximized
when     100.
6C ONCLUSIONS
In this paper, we first presented a generic cost model of
energy consumption for data gathering in sensor networks.
We then showed that the online data gathering problem is
NP-complete if the length of the message transmitted by
each relay node varies, and instead proposed heuristic
algorithms for the problem. We finally conducted extensive
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Fig. 3. Network lifetime delivered by MNL, MMRE, MDST, SPT, and BT with
initial energy 2   109 units and path-loss exponent   ¼ 4.
Fig. 4. The impact of   in algorithm MDST on the network lifetime.experiments by simulation to evaluate the performance of
the proposed algorithms. The experimental results showed
that algorithm MNL significantly outperforms the other
algorithms including MDST, MMRE, SPT, and BT.
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