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Abst ract - -The  paper presents new results related to explicit solutions of certain nonlinear differ- 
ence.equations which appear very often in studies of two linear simultaneous partial differential equa- 
tions with damping terms. It is shown that the determination of the ratios of solutions corresponding 
to transversal and longitudinal signals can be based on particular forms of power polynomials in 
indeterminate y = y(s) depending on the equations' coefficients and the complex frequency s. Some 
basic properties of the power polynomials are investigated, and links between them are established. 
Problems involving equalities and limits are also solved. (~) 2001 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Recently, a great deal of the effort has been shown to studies of two simultaneous linear partial 
differential equations of the first order 
uz = Ri + Lit, ix = Gu + Cut, (1) 
where x e (0, l) and t e (0, co), with u -- u(x, t) and i = i(x, t) denoting the transversal signal 
(e.g., voltage in an electrical transmission line or pressure in a hydraulic system) and longitudinal 
signal (e.g., current or flow), respectively. The subscripts tay for derivatives with respect o the 
independent variables x and t. Longitudinal and transversal parameters per unit length of the 
system are denoted by R, L and G, C, respectively. 
We assume also that corresponding initial u(x, O) and i(x, 0) as well as boundary u(l, t) and 
u(0, t) = ,4(0i(0, t) conditions are specified, where Jr(0 denotes a linear integrodifferential oper- 
ator with respect o time variable. 
Systems of linear partial differential equations are very much prevalent in various fields of 
science and engineering for the mathematical'simulations of spatiotemporal processes in which 
the phenomena of direct and reflected waves are exhibited. 
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A number of important investigations have taken place up-to-date in the field of determinations 
of solutions for (1) by application of both analytical and numerical methods for particular values 
of parameters R, L, G, C, as well as under various initial-boundary conditions [1-5]. Amongst 
these investigations are several important new ideas exhibiting links of the ratio of solutions 
u(x, t) and i(x, t) determined for a given distance x E (0, l) and at fixed moment  E (0, ec), with 
the input parameter of a corresponding ladder consisting of a succession of interacting rungs 
where each rung contains a pair of quantities u(xn,t) and i(xn,t) for n = 1, 2 , . . . ,  N. Apart 
from such a type of problem formulations, the nonlinear difference quations appear in a natural 
way by using the Laplace transformation with respect o time indeterminate  on one hand, and 
the discretization technique with respect o space indeterminate x on the other hand. Thus, 
denoting by Un = U(nh, s) and In = I(nh, s) the Laplace transforms of u(nh, t) and i(nh, t) 
where h -- I /N  is the step of space variable discretization, respectively, and taking into account 
the zero initial condition, we obtain the discrete-space model in the following form: 
Unq-1 - - - -  (1 + y)Un + bin, In+l = aUn + In, (2) 
with n = O, 1 ,2 , . . . ,N  = l/h, and y = y(s) = h2(R ÷ sL)(G + sC), a = a(s) = h(G ÷ sC), 
and b = b(s) = h(R ÷ sL) denoting the discrete model parameters which depend on the complex 
variable s. 
It is easily seen that again a ladder is formed containing successive rungs (U0, I0), (U1,/1), . . . ,  
(UN, IN), but it is clear that the rungs are related by (2). 
In the sequel, we shall focus the attention on the determination of the ratio 
= (3) 
for n = 1, 2 , . . . ,  N with Q0 -- £:[fl,(t)] as given ratio of the Laplace transforms of studied quantities 
at x -- 0 and where £: is the symbol of the Laplace transformations with respect o time variable. 
Now, it is worth noticing that when (1) represents mathematical models for long transmission 
lines, then (3) denotes the so-called wave or characteristic impedance for the voltage and current 
direct waves propagating from the source point to the load. The importance of (3) lies mainly in 
the fact that it can easily be used to establish many useful expressions concerning the propagations 
of such significant quantities as instantaneous energy, voltage and current reflected waves, and 
the so-called matching conditions [1,3]. 
Dividing the top and bottom of both sides of equation (2) and after rearranging the terms, we 
have 
Qn+l = (1 + y)Qn + b 
aQn + 1 (4) 
Next, multiplying both sides of (4) by the denominator f the right-hand side yields 
(1 + aQn)Qn+l - (1 + y)Qn - b -- O, (5) 
with Q0 known. 
Thus, it is evident that the ratio Qn fulfills nonlinear nonhomogeneous difference quation 
characterized by the index of nonlinearity equal to two [6]. Several aspects concerning linear 
and nonlinear difference quations have recently been studied in [7-11] where such problems as 
oscillatory behaviour, asymptotic stability, local behaviour, positive solutions, and other concepts 
were clearly recognized. Our purpose is to consider some ladder approximations a  being very 
suitable for solutions of nonlinear difference quations having forms of equation (5). 
Note that it is evident hat a unique solution of (5) exists, for which we may generate the 
terms of the sequence inductively. But if we want to determine all elements of the set {Q,~}N, 
i.e., taking into calculations all discrete points from X = 0 to l -- Nh, then such a task will be 
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extremely hard and may lead to very time consuming efforts. Therefore, a more general approach 
for determination of the solution for (5) is indispensable. 
In this context, we shall present a new method for the solution of (5) allowing us to obtain its 
expression in a form of appropriate function of n and coefficients of equations (2). 
The method is based on the application of power polynomials having coefficients determined 
by particular binomial numbers [8]. For this purpose, we need some combinatorial identities as 
well as some basic results from the theory of difference quations and the distribution of zeros of 
power polynomials. We shall present a set of them in the next section. 
2. POWER POLYNOMIALS  WITH 
PART ICULAR COEFF IC IENTS 
In this section, we shall demonstrate a set of the most useful properties of power polynomials 
characterized by integer coefficients aking values determined by particular binomial numbers [9]. 
The so-called first power polynomial P,~(y) is defined as follows: 
n 
p (y) = k, (6) 
k=O 
with coefficients determined by 
n + k'~ 
an,k =\  2k ] '  (7) 
for n -- 0, 1, 2 , . . . ,  N, 0 < k < n. From direct inspection of (6) and (7), we get 
P0(y) = 1, 
pl(y) = 1 + y, 
P2(Y) = 1 + 3y + y2, 
P3(Y) -- 1 + 6y + 5y 2 + y3, 
P4(Y) = 1 + 10y + 15y 2 + 7y 3 + y4, 
Ps(Y) = 1 ÷ 15y + 35y 2 + 28y 3 + 9y 4 + yS, 
(8) 
It is easily seen that the coefficients an,k fulfill the following recurrence relation: 
an,k : 2an- l , k  -- an -2 ,k  ~ an- l , k - l ,  (9) 
for n ---- 1, 2 , . . . ,  0 < k < n with ao,k "= 1. 
The so-called second power polynomial Tm (y) is defined as follows: 
m-1 
Tm(y) ~_, b r (10) 
r-.~O 
with coefficients 
for m = 1, 2 , . . . ,  0 < r < m - 1, with b0,0 -- 0 and b0,r = r. From direct inspection of (10) 
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and i l l ) ,  we have that 
T0(y)=0, 
TI(y)--1, 
T2(y)=2+y, 
T3(y) = 3 + 4y + y2, 
T4(y) = 4 + 10y -t- 6y 2 + y3, 
Ts(y) = 5 + 20y ÷ 21y 2 ÷ 8y 3 + y4, 
(12) 
Note that coefficients bm,r fulfill the following recurrence relation: 
bm,r ~- 2bm- l,r - bm- 2,r ~ bm- l,r-1, (13) 
for m = 0 ,1 ,2 , . . . ,  0 < r < m-  1, with b0,0 --- 0 and b0,r -- r. 
Now, taking into consideration the above presented polynomials Pn(Y) and Tin(y), we are able 
to derive a set of their specific properties as well as relations existing between them. 
First, it can be easily proved by-- for  instance--the method of mathematical induction, that 
the relations 
PnTl(Y) = (2nt-Y)Pn(Y)--Pn--l(Y), 
Trn+l(y)=(2Ty)Tm(y) -Tm-l(y), 
Pm(Y)=Pm-I(Y)+yTm(y), 
Pm(y)=Tm+I(y)-Tm(y), 
P.+lPn-l=P2+Y, 
n=l ,2 , . . . ,  P_l(y)=Po(y)=l,  
m = 1,2 , . . . ,  To(y) = O, TI(y)= 1, 
m= 1,2 , . . . ,  
m=0,1 ,2 , . . . ,  
(14) 
hold. The relationships between Pn(Y) and Tin(y) play an important role, since they assure 
us that all manipulations on their components are simple and can be easily implemented on a 
computer. 
Second, we can also prove with ease that the equality 
Tm(y)Pm-l(y) -T,~-I(y)Pm(y)=I (15) 
is satisfied for m = 1, 2 , . . . .  The proof can be deduced immediately by direct application of the 
generalized Bezout theorem [12]. 
Next, we have 
lim Pm(Y) d(y), (16) 
m~oo Tm(y) : y 
where d(y) : (1/2)(1 + ~/1 + 4/y). Thus, it is easy to check by inspection that in a particular 
case when y = 1, we obtain 
lim Pro(Y) (17) 
m-.oo Tm(y) = p' 
where p = (1/2)(1 ÷ v~) ~ 1.6180337... denotes the golden ratio [13]. Further, if we consider 
zeros of these polynomials, then in the case 
Pn(Y) = 0, n = 1 ,2 , . . . ,  (18) 
it can be easily verified that all zeros are determined by the expression 
(19) 
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On the other hand, in the case 
T~(y) = 0, m = 1, 2 , . . . ,  (20) 
it is possible to show that all zeros are determined by the formula 
ym,r=-4s in2( r~m) ,  r= 1,2 , . . . ,m-  1. 
Observe that if n = ra -* oo and k + r = n, then the zeros Y,~,k and Ym,r fulfill the relation 
(21) 
Yn,k + Ym,r = -4.  (22) 
Finally, the ratio of Tin(y) and Pn(y) can be expressed as follows: 
712 n n 
qm,n(Y) - T,n(y) = H(l+(yn,r_y,n,r)(y_yn,r)- - I  1--I (Y--Yn'8)--I = E ak(y -yn 'k ) - l '  (23) 
Pn(Y) r=l 8=m+l k=l 
where the constant coefficients ak, k = 1, 2 , . . . ,  n, can be calculated with an ease by application 
of (19) and (21). 
Before proceeding further, it is worth noticing that regarding (19) and (21), it is easy to state 
that all zeros of both polynomials Pn(y) and Tin(y) are located on the segment {-4,  0} of the real 
number axis. Moreover, the zeros of T,n(y) are different with respect o the zeros of Pn(Y), which 
means that these polynomials are relatively prime [12]. It is also evident hat several other useful 
properties of these polynomials can be derived taking into consideration expressions (6)-:(13). 
For the sake of compactness of presentation, they are omitted here. 
3. MAIN  RESULTS 
The power polynomials P,~(y) and Tin(y) can be used to determine the ratio Qn defined in 
Section 1. We first note, however, that a general expression representing all elements of the set 
{Q,~}N ca~a ppear as a solution of the nonlinear difference quation (5). To establish such a 
form for the general solution of (5), we shall briefly outline some facts we shall need later. For 
this purpose, let us consider now the linear difference quation given by the first relation in (14). 
It can be also taken as an alternative form of the definition for polynomial Pn(Y). By application 
of the Z-transformation [13], it can be easily demonstrated that P(z) = Z[Pn(y)] fulfills in the 
z-domain the following relation: 
z2p(z )  - z2Po(y)  - zP l (y )  = (2 + y)z~(z )  - (2 + y)zPo(y )  - p (z ) .  (24) 
Because Po(Y) = 1 and PI(Y) = 1 + y, then we get 
z 2 + (1 + y)z - (2 + y)z z 2 - z 
p(z )  = z2  - (2 + y)z  + 1 = z2 _ (2 + y)z  + 1" (25) 
Proceeding with Tm (y) in the similar way to that above, we have 
Z 
J ( z )  = z2_  (2 +y)z+ 1' (26) 
where J ( z )  ---- Z[Tm(y)] denotes the Z-transformation f Tin(y). 
The importance of (25) and (26) lies in the fact that they can be easily used to determine a
general solution for the Z-transformations of Un(y) and In(y), in particular, when the variable y 
in Q,~ = Qn(y) may take values from the set C and/or when N --* co. 
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To demonstrate hese facts, we shall consider now the Z-transformation f the coupled equa- 
tions (2). Denoting by b /= Z[Un(s)] and 27 = Z[In(s)] and performing appropriate calculations, 
we get 
zbl - zVo(s) = (1 + y)U + bY, zZ - zIo(s) = all + 27. (27) 
A proof for equation (27) can be derived directly from applications of the Z-transformation for 
Un(s) and In(s) with respect o discrete intermediate n. Because all manipulations are simple 
and easy, we omit here the details in this direction. Equating U and 27 from the above equations 
yields 
Z 2 - -  Z Z 
b/= z2 _ (2 + y)z + 1 Uo(s) + z2 _ (2 + y)z + I bI°(s)' 
(2s) 
z z 2 - (1 + y)z 
27 = z ~- - (2 + y)z + 1 av°(s) + z2-  ~7~)z711°(s)"  
Thus, comparing coefficients in z at Uo(s) and Io(s) in the right-hand sides of the above expres- 
sions with the corresponding terms of the right-hand sides of (25) and (26), we obtain 
u = 7, (z )Vo(s)  + b j (z ) I0 (s ) ,  
z = a J ( z )Uo(s )  + (~'(z) - y J (z ) ) I0 (s ) .  
(29) 
Now, we can apply the inverse Z-transformation to both sides of (29), and as a result we get 
Un(y) = Pn(y)Uo(s) + bTn(y)Io(s), 
I=(y) = aT~(y)Vo(s) + P~-l (y) Io(s) ,  
(30) 
where the equality 
Pn(Y) - yTn- l (y)  = Pn-I(Y) (31) 
has been taken into account. 
Based on expressions (30) and substituting them into (3), we can establish the solution for (5) 
in the following form: 
Qn(y) = Pn(y)Qo(s)-4-bTn(y) 
aTn(y)Qo(s) -4- Pn- I (Y) '  (32) 
where Qo = Qo(s) is determined by the boundary condition at x = 0, namely 
Qo-  Uo(s) 
Io(s) ' (33) 
with Uo(s) and Io(s) as the Laplace transforms of the transversal and longitudinal signals, re- 
spectively. 
Thus, by applying the above indirect approach, we have determined the solution of nonlinear 
difference quation (5). The obtained result indicates that any element of the set {Qn} g can 
be represented by the ratio of two polynomials in y which depend in an appropriate manner on 
Pn(Y) and Tin(y) and on system parameters a, b, and Q0. The main result is that, as we proceed 
down the ladder, the ratios Qn(y), n = 1,2, . . . ,  N, approach powers equal to n of y(s) and the 
ratio at x -- 0. It can be very useful for determining the influence of the system parameters on 
the quotient Q,~(y). Such a type of problem appears very often in practice, for example, in power 
systems where loads and per unit length parameters of transmission line may take various values 
and/or sources change their parameters due to unexpected perturbations. 
In all of these problems, to use Qn(y) we must know that aTn(y)Qo(s) + P,~-I(Y) # O. This 
is guaranteed by equations (14) which are remarkable in their right in the context of (19),(21), 
and (33). 
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Our point in favour of the ladder approach to (1) is that we calculate all the ratios Qn(y) ,  n = 
1, 2 , . . . ,  N, with just one formula (32). Additionally, the only operations involved in determining 
Pn(Y) and Tin(y) are multiplications and additions with positive integers. 
It should be emphasized that (32) plays an important role in studies of various problems 
concerning systems represented by (1) or by its discrete form (2). To demonstrate his fact, we 
shall consider some useful expressions corresponding to particular situations involving equalities 
and limits. One particularly intriguing result is that the limit value of QN(Y) as N increases to 
infinity exists and it is equal to Q0, i.e., to the load satisfying matching conditions. The proof, 
although constructive, leads quickly to the statement that for N --* c~, the ratio QN and QN+I 
must take the same value. Thus, we can write 
UNTIIN+ 1 N---*oo = UNIN N---*oo : Qoo. (34) 
Substituting (2) into (34) and solving for Qoo yields 
Qoo - y + v~ + 4y 
26 
(35) 
which remains valid if the condition QN+I = QN for N ~ c¢ is replaced by Qn(y) = Qo(s) for 
n = 1,2, . . .  ,N,  N < c~. To prove this fact, we can proceed in the following way. Taking into 
account (32), we can write 
Qo(s) = Pn(y)Qo(s) + bTn(y) 
aT,~(y)Qo(s) + Pn- I (Y ) '  n > 0. (36) 
Solving for Qo(s), we obtain 
aTn(y)Q2(s) + Pn- l (y )Qo(s )  = Pn(y)Qo(s)  + bTn(y). (37) 
Rearranging the terms yields 
aTn(y)Q~(s) - (Pn(Y) -- Pn- I (Y)  )Qo(s) - bTn(y) = O. (38) 
Again, making use of (14) with n > 0 and after rearranging terms, we get 
aQ2(s) - yQo(s) - b = O, (39) 
the solutions of which gives 
y=t= V/-~- + 4y 
Q0 = 24 ' (40) 
because y = ab. 
The identity of (35) and (40) shows that the load determined by (40) is ideally matched to the 
system which is represented by parameters a and b. On the other hand, formula (35) means that 
if the number of discretization steps increases to infinity, then the load Qo(s) cannot excite any 
reflected wave because it is so far from the source connected to the system at the point l = Nh .  
In this case, the main result is that, as we proceed own the ladder, the ratio of transversal and 
longitudinal signals remains the same for both infinitely many rungs and finite number of rungs 
but with matched load. 
Another interesting result can be derived from formula (31). It can be easily verified that in 
the case of systems which are not loaded at the point x -- 0, which means that Q01(s) = c~ for 
Io(s) = 0 or Q02(s) = 0 for Uo(s) = o, then we can apply directly expression (31) to evaluate 
Qnl(S) and Q,~2(s), respectively. 
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Applying (31) in the case of Qol(s) = c~, we have 
Qnl(y) = Pn(y) = 1 ~-~ ar(y - yn,r) -1, (41) 
aTn(y) a r=: 
where constant at ,  r = 1, 2 , . . . ,  n - 1, depends on the coefficients of Pn(y) and the zeros Y,~,r of 
Tn(y): All details concerning this problem are beyond the scope of the present paper. 
On the other hand, taking into account n = N ~ c~ and then applying formula (16), we have 
that 
,(,/=7,4) Q~: = ~ 1 + . (42) 
The second case, i.e., Q02(s) = 0, can be treated in a similar manner. Hence, as result we get 
bT.(y) =-:  
- = b E Zk(Y - Y,~-:,k)-:, (43) 
where constant fTk, k -- 1, 2 , . . . ,  n -  1, depends on the coefficients of Tn(y) and the zeros of Y,~-l,k 
given by (20). At the limit n = N -~ ~,  we find that 
b ( i  4 ) Qoo2 = : 1 + - - 1 . (44) 
Y 
Now, combining (41) and (42), we have 
QoolQoo2 = a G + 
Thus, it is interesting to note that reasonable combinations of various steps of the discretization 
process for the spatial variable x in (1) would be analyzed to get satisfactory accuracy for the 
solutions of the studied problems. It is also worth emphasizing that many other important 
systems for the practice can be efficiently analyzed by the above-presented method. For instance, 
if we will study the heat transfer in a homogeneous rod, then we can apply directly (5) taking 
into account b = sg, where g = const. Next, if the load is static, we have Qo(s) = Ro, and 
putting the so-called normalized value Ron = 1 gives 
Qn,~(y) = Pn(y) + bTn(y) 
aTe(y) + P~_:(y)" 
Moreover, in the case of a -- 1, we have b = y and we can write 
Pn(Y) + yT,~(y) 
Q,~n(Y)laffil = Tn(y) + Pn-:(Y)" 
Thus, taking into account (14) yields 
Q.=(y),==: = Pn(y) ( : ) Tn(y) : +P,,_~y)/T.(u) +Yl +P,,_:(y)/T.(y) 
1 ( Pn(Y) 
= 1 +Pn- : (y ) /Tn(y)  ,, y+ Tn(y)]  
_( i  1 I I ) 
2-2+y--2+y-- -2+y 
( : 1 ' ) 
x l+2Y_2+y_2+y - -2+y ' 
(46) 
(47) 
(48) 
where the short notation for the continued fraction has been used. 
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The above expression indicates that in this particular case of system parameters, the ratio 
Qn(y) can be determined as the product of two continued fractions in which the number of terms 
(2 + y) is equM to n - 1. It is also worth noting that this last case is very interesting for the 
practice because it corresponds to system (1) in which R = 0, C = 0, and hG = 1. It appears as 
an attractive approach in studies of propagations of electromagnetic waves in a magnetic medium 
with losses. 
Before concluding this section, let us point out that another feature of solution (32) is that it 
can represent the solution of any nonlinear difference quation of the following form: 
f (Zn)Zn+l  -- CZn -- d -- 0, (49) 
where f ( zn )  can be approximated by two first terms of the corresponding Taylor series. Thus, 
assuming f(0) ~ 0 and substituting a = f - l (0) / ' (0) ,  y =/ -~(O)c,  and b = f - i (0)d,  we can 
transform (49) to the form of (5) with zn = Qn. Such a type of extension is rather interesting 
in that the results are not straightforward generalizations of up-to-date known ones, and the 
techniques involved in their proof require results from several areas of mathematics and physics. 
4. F INAL  REMARKS AND CONCLUSIONS 
This paper presents a new method for determining the solution of a nonlinear difference qua- 
tion arising when a semidiscrete approach is applied for studies of two coupled linear partial 
differential equations with damping terms. The method is based on properties of power polyno- 
mials with coefficients determined by particular binomial numbers. The ratio Qn of appropriate 
system quantities has been expressed in terms of system parameters and boundary conditions. 
Additionally, several relative problems have been investigated. One of these is the solution of 
the problem for the infinite number N = cx~ of elements of the solution set {Qn}~. A further 
relative problem is the limit case of relations between solutions for the boundary conditions at 
point n = 0, where two reciprocal limit values Qm and Q02 were considered. 
Moreover, it has also been shown that the presented method is suitable for determinations of 
solutions for nonlinear difference quations having more general forms with respect o (5). 
An interesting point related to the presented studies is that the solution of equation (5) belongs 
to the fixed points corresponding to the linear fractional transformation 
AnQo + Bn (50) 
Fn(Qn) = Qn - CnQo + Dn '  
which plays a central role in the convergence theory [14]. Now, comparing coefficients in the 
numerator and denominator f (50) with the corresponding coefficients in (32), we can involve 
the matrix 
An(y) = [ Pn(Y) bTn(y) ]  (51) 
laTn(y)  Pn-i(Y) J ' 
with An = Pn(Y), Bn = bTn(y), Cn(y) = aTn(y), and nn(y)  = Pn- I (Y)  for u = 0, 1, . . . .  It is 
easy to check, by the method of mathematical induction, that the matrix 
A(Y) = [ l + ~] (52) 
can be considered as the generating matrix for the mapping An(y). 
The above matrix is characterized by a set 9f very useful properties. First, we find with ease 
that 
det A(y) = 1 + y - ab = 1, (53) 
because ab = y. Thus A(y) is invertible. Second, the eigenvalues of A(y) are expressed by the 
formulae 
)~1 = 1+ yd(y) ,  A2 = 1 - d-l(y), (54) 
where d(y) has been presented in (16). 
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Next, it is easy to check by inspection that evaluating the n th power of A(y), we get 
An= [ Pn(Y) bT~(y) ] 
LaTh(y) Pn- l (y ) ] '  
and that the equation 
leads to relations 
(55) 
On the other hand, we get 
An1 = [1 + yd(y)] n, An2 = [1 - d-a(y)] n . (57) 
Observe that if y E C[[_4,o t, we can choose the square root branch [15] such that 
< 1. (56) 
Hence, An2 and An1 denote minimal and dominant terms, respectively, of Pn(Y) and Tn(y) on 
y E C1[-4,01. Further, comparing (51) and (55), it is obvious that 
An = A '~. (59) 
This means that we have 
det An = 1. (60) 
and the relation 
detAn=Pn(y)Pn-l(y)-yT~(y), 
and then using (59) and (60), we obtain the formula 
Pn(y)P.-l(y) -uT2(y)=I, 
which is very useful in determinations of the inverse fractional transformation 
P.-l(u)Qn -bT.(y) 
Q°=F~I(Qn)= Pn(Y)-aQnTn(Y) " 
The generating matrix of th~ inverse fractional transformation is equal to 
Bn= [Pn-I(Y) -bTn(y)] 
[-aTn(y) Pn(Y) ' 
Bn = A~ 1 
holds. 
Condition (62) ensures that the Fn are nonsingular nd that 
Fn(0)¢0,  F~t (0)¢0 ,  n>0.  (66) 
Following the above-presented r lations, it is easy to establish and to prove some additional results 
with respect o those obtained in this and previous ections. This can be done by performing 
supplementary studies of fixed points for the corresponding fractional transformations. This 
problem, however, is still under esearch. 
(61) 
(62) 
(63) 
(64) 
(65) 
det[~,nl - An] = 0 (56) 
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