We propose a novel frame prediction method using a deep neural network (DNN), with the goal of improving video coding efficiency. The proposed DNN makes use of decoded frames, at both encoder and decoder, to predict textures of the current coding block. Unlike conventional inter-prediction, the proposed method does not require any motion information to be transferred between the encoder and the decoder. Still, both uni-directional and bi-directional prediction are possible using the proposed DNN, which is enabled by the use of the temporal index channel, in addition to color channels. In this study, we developed a jointly trained DNN for both uniand bi-directional prediction, as well as separate networks for uni-and bi-directional prediction, and compared the efficacy of both approaches. The proposed DNNs were compared with the conventional motion-compensated prediction in the latest video coding standard, HEVC, in terms of BD-Bitrate. The experiments show that the proposed joint DNN (for both uniand bi-directional prediction) reduces the luminance bitrate by about 3.9%, 2.2%, and 2.2% in the Low delay P, Low delay, and Random access configurations, respectively. In addition, using the separately trained DNNs brings further bit savings of about 0.4%-0.8%.
the variety of coding tools where DNNs have already made inroads, they appear to be an inevitable technological trend in video compression.
For intra prediction, [18] , [21] employed a Convolutional Neural Network (CNN) with neighbouring blocks (instead of reference lines) as inputs, to generate a predicted block. Moreover, [20] included a Recurrent Neural Network (RNN) into their predictor for improved accuracy. A fully connected network architecture (Multi-Layer Perceptron, MLP) is adopted in [19] , [22] for intra prediction, and the input samples are also from the neighboring region. Specifically, [22] proposed a Discrete Cosine Transform (DCT)-domain predictor, where the output of the MLP is subject to inverse DCT to obtain the predicted pixels.
However, most of the coding gain in video compression comes from inter prediction. Recent works on inter prediction using DNNs include interpolation filters [23] , [24] , enhanced motion compensation [25] [26] [27] , and texture prediction, which directly generates the predicted pixel values using reference samples/frames as inputs to the trained network [28] without transferring motion information. In this paper, we propose a DNN-based frame prediction architecture that is able to support both uni-and bi-directional prediction. Our work is inspired by recent progress on frame prediction (Section II), and is the first, to our knowledge, to develop a single DNN that can support both P and B frame coding.
The paper is organized as follows. Section II reviews recent related work on DNN-based inter prediction, and identifies the contributions of this paper. In Section III, presents the architecture of the proposed DNN and describes how the proposed DNN-based prediction can be used in video coding. Section V describes DNN training and examines the coding gain for various configurations. Finally, the paper is concluded in Section VI.
II. NEURAL NETWORK-AIDED INTER PREDICTION
Inter coding plays a crucial role in achieving high efficiency in video compression. Fractional-pel motion compensation requires a frame to be interpolated in between existing pixels to compensate for continuous motion of objects. In the HEVC, DCT-based interpolation filters provide quarter-pel precision, but their coefficients are non-adaptive, which may limit their effectiveness [34] . In [23] , [24] , CNNs have been used for content-adaptive interpolation. Specifically, Zhang et al. [23] proposed a half-pel interpolation filter based on a superresolution network [35] , while Yan et al. [24] proposed a different CNN-based interpolation filter.
Other studies that have looked at the use of neural networks in motion compensation include [25] [26] [27] . Huo et al. [25] proposed a CNN-based motion compensation refinement algorithm. The suggested network has the motion-compensated arXiv:1901.00062v1 [eess.IV] 31 Dec 2018 block and its neighboring coded area as inputs, and it generates the refined prediction block. Considering the spatial correlation between adjacent pixels, especially for small blocks, this approach is able to reduce some artifacts along the block boundaries. The approach is less suitable for larger blocks, but it is applicable to both uni-and bi-prediction. In [26] , [27] , Zhao et al. suggested CNN-based bi-directional motion compensation. Conventional bi-prediction averages two predictions unless additional weights are transmitted, while the proposed CNN combines two predictions adaptively, based on the content, and produces more accurate predicted blocks. Nonetheless, this method is only applicable to bi-directional prediction.
Prior work that is most relevant to the present study is [28] , [36] . In [36] , Niklaus et al. present a CNN that takes two frames as input and produces a set of 1D filters that can be used to synthesize an intermediate frame. The primary application in [36] is frame-rate up conversion (FRUC), but Zhao et al. [28] adopted that CNN (along with pre-trained weights provided by Niklaus et al.) for bi-directional prediction in HEVC-based video coding. Considerable coding gains are reported in [28] for high quantization parameter (QP) values. However, the CNN model developed in [36] and used in [28] cannot perform uni-directional prediction, so it cannot be used in low-delay coding scenarios.
In this paper, we extend the ideas presented in [36] to develop a single neural network model that is able to perform both uni-and bi-directional prediction. The proposed model is able to operate in all inter coding scenarios and provides a unified frame prediction tool for video coding.
III. PROPOSED FRAME PREDICTION
The proposed method for frame prediction operates as follows. Two frames from the decoded picture buffer (DPB), along with their temporal index, are fed to the CNN. The CNN produces filter coefficients that are used to synthesize patches of a new frame. Once the frame is synthesized, it is used as a predictor for the current frame without any further motion information. Therefore, with this form of inter-prediction, no additional motion information needs to be coded, only the prediction residual and block-based flags indicating the use of the proposed method. At the decoder, the same procedure is performed to synthesize the predictor frame and then the residual is added to produce the final decoded frame.
A. Proposed network architecture
The proposed DNN architecture for frame prediction is shown in Fig. 1 . It is inspired by the work of Niklaus et al. [36] . However, the network in [36] supports only bidirectional prediction, whereas our proposed DNN is able to support both uni-and bi-directional prediction. In video coding, it is important to be able to support both forms of prediction because, depending on the settings, some frames might not be available for prediction. This is true in low-delay delay cases, and more generally, in cases where the coding order does not produce an available decoded frame on both sides of the currently coded frame.
Unlike the network in [36] , which has a single input path, the proposed DNN ( Fig. 1 ) has two input paths which are then merged inside the network. The two inputs are fed with two patch tensors ( P t1 and P t2 ) of size N × M × 3 (three color channels), from which prediction of an N × M × 3 patch in the current frame is made. For training the DNN we used N = M = 128, but in testing, different values are used. Since the DNN does not contain any fully-connected layers, the output scales with input size. Indices t 1 and t 2 (with t 1 < t 2 ) represent time index relative to the current frame index t. The tilde character (~) indicates that these patches come from previously coded and decoded frames. If needed, the patches are converted from YUV420 to YUV444 to make the resolution of all color channels the same, so that conventional convolutional layers can process the input. The final frame is converted back to YUV420.
In addition to the color channels, the input tensor contains an additional temporal index channel. Specifically, to the tensor P ti , i ∈ {1, 2}, we append T ti = c i · 1 N ×M , where 1 N ×M is a N × M matrix of all ones, and constants c i are chosen as
The sign of c i indicates whether the corresponding patch comes from a previous or subsequent frame, and its magnitude indicates the relative distance to the current frame. Using indices as tensor channels is inspired by the work in [37] where the authors have used spatial coordinates as additional tensor channels to achieve spatially-variant processing. Here, we use this concept for temporal indices of reference frames to enable temporally-variant processing that depends on the relative positions of the reference frames and the frame to be synthesized.
Comparing the proposed DNN in Fig. 1 with that in [36] , we see that the network in [36] contains a single input path with both reference frames stacked as channels of the input tensor. This is appropriate for the case studied in [36] , where the frame to be synthesized is always halfway between the two reference frames. In our case, however, the two reference frames may have different positions relative to the frame to be synthesized, so two input paths are used to allow different processing initially. Later, the paths are merged, and the inner portion of our DNN resembles U-Net [38] , which is essentially the same as in [36] . One additional difference between our DNN and [36] are the skip connections from the merge point to each of the outputs, which do not exist in [36] . These skip connections offer further support to temporally-variant processing by allowing outputs to depend on the temporal index of the reference frames.
Processing within the network is accomplished via various processing blocks, which are indicated in Fig. 1 . In the figure legend, the following abbreviations are used: "conv" stands for the convolutional layer (with 3 × 3 filters), "ReLU" stands for Rectified Linear Unit activation, and "bilinear" stands for bilinear upsampling. Input/output dimensions of various processing blocks are indicated in Table I . Fig. 1 . Architecture of the proposed neural network, which is an extension of the one presented in [36] . Four-channel tensors derived from two reference patches and their temporal indices are applied at the two inputs. Processing is performed in ten blocks whose structure is indicated in the figure and whose input/output dimensions are shown in Table I . The outputs produce spatially-varying filters that are used to synthesize the predicted patch. 
The network produces four output tensors:
Each of these tensors contains 1-D filter coefficients for spatially-varying convolution, and C is the filter length (we used C = 51). For example, F h ti contains horizontal (h) filters and F v ti contains vertical (v) filters for processing P ti , i ∈ {1, 2}. To apply spatially-varying convolution to pixel (x, y) in P ti , we extract (channel-wise) vectors from the corresponding locations in F h ti and F v ti :
and then perform the outer product to create a C × C 2-D filter kernel K
Finally, pixel value at location (x, y) in color channel c ∈ {1, 2, 3} in the predicted patch P t is obtained as
where • represents the Hadamard product (element-wise multiplication) of the 2-D kernel and a C × C region of the corresponding input patch centered at (x, y) in color channel c. The sum ( ) represents summation of all elements in the Hadamard product. In [36] , the operation of performing the Hadamard product and summing up the result is called "local convolution" and is denoted by symbol * . We use the same symbol in Fig. 1 . From (2)-(4) it is easy to see that "local convolution" is in fact spatially-varying convolution, because the kernels K 
B. Loss function
The network is trained to predict the original patch P t . To accomplish this, a loss function with several terms is minimized. The first term is the Mean Squared Error (MSE) between the predicted patch P t and the original patch P t :
The second loss term is borrowed from [36] and is based on the feature reconstruction loss introduced in [39] . According to [36] , this term helps the model improve its prediction of details along the edges, which important for perceptual quality of the predicted patch. This loss term is defined as
where φ(·) is a feature extraction function. Like [36] , we use the relu4_4 layer of the VGG-19 network [40] as our feature extraction function.
The last part of the loss function is based on geometric features, specifically the horizontal and vertical gradients computed as the differences of neighboring pixels. The Mean Absolute Difference (MAD) of the gradients in the predicted and the original patch form the corresponding loss terms:
and the summations are carried out over all three color channels. Finally, the overall loss is the weighted combination of the loss terms introduced above:
where we empirically selected λ N = λ F = 2 and λ G = 1 for training. Further details of training will be discussed in Section V.
C. Conventional vs. proposed inter prediction
The proposed DNN is an alternative to conventional inter prediction -it also uses previously coded frames to predict the currently coded frame. Therefore, the proposed approach will compete with conventional prediction in the inter-coded frames in terms of rate distortion (RD) cost. To contrast the two approaches, we first recall the components of the RD cost of conventional inter prediction. Suppose a block B t in the current frame t is to be inter-coded. Depending on whether uni-or bi-directional prediction is used, the motioncompensated prediction η has the form
where B ti is the (possibly filtered) motion-compensated prediction from frame t i , (∆x ti , ∆y ti ) is the corresponding motion vector (MV), and α is a weighting parameter, which is set to 0.5 by default, unless high-level syntax specifies another value [41] . T is the list of time indices of reference frames, which contains only t 1 for uni-directional prediction, otherwise both t 1 and t 2 , and ∆ is the list of corresponding MVs, containing one or two MVs, depending on whether prediction is uni-or bi-directional. Note that in bi-directional prediction, the two reference frames are on the opposite sides of the current frame, i.e., t 1 < t < t 2 .
The distortion associated with inter prediction is conventionally taken as the Sum of Absolute Differences (SAD) between the current block and its prediction:
where the summation is over all pixels in the block. Finally, the RD cost of conventional inter prediction is given by
where R denotes a rate function that measures the number of bits required to encode residuals and other necessary parameters, such as MVs, and λ is the Lagrage multiplier chosen according to the quantization parameter (QP). RD optimization finds the parameters (T , ∆) that lead to the minimum RD cost. According to [42] , the number of bits needed to represent the optimal inter-prediction parameters usually accounts for about 10-30% of the total bits spent on an inter frame.
On the other hand, the proposed inter prediction operates as shown in Fig. 2 . For uni-directional prediction, co-located patches from two preceding frames are taken, and for bidirectional prediction, co-located patches from opposite sides of the current frame are used. Since the patches are co-located, no motion vectors need to be transmitted. Motion information, as well as any possible weighting of contributions from the two reference frames, is effectively encoded in the spatiallyvarying kernels K (x,y) ti , which are derived by the DNN from the reference frames, at both encoder and decoder. Apart from the residual, only the flag indicating that the proposed inter prediction is used and the temporal indices of the reference frames T = (t 1 , t 2 ) need to be transmitted.
The distortion associated with the proposed inter prediction is denoted D DNN and computed as:
where P t is computed as in (4) and the sum is over all pixels in the patch. Compared with conventional inter prediction (9), the proposed method always exploits two reference patches even for the uni-prediction. The RD cost for the proposed method is denoted J DNN and is computed as
where the rate function measures the number of bits needed to encode the residual and the flag indicating that the proposed method is used.
In preliminary testing, we found (unsurprisingly) that bidirectional prediction usually gives better results than unidirectional prediction. So, in looking for reference frames, the priority is given to bi-directional prediction, and previously coded frames closest to the current frame on both sides are selected as references (up to distance 2) if they are available, given the hierarchical-B coding order [43] . If bi-directional prediction is not possible due to unavailability of future coded frames up to distance 2, the two closest previously coded frames preceding the current frame are selected as references.
Finally, RD opimization selects the smallest RD cost J * among the intra, inter, and the proposed DNN-based prediction, as the best coding mode for the current block:
Note that the blocks coded by the proposed method do not have any MVs associated with them. While this saves bits compared to conventional inter coding, it may inadvertently increase the bits used for other, conventionally inter-coded blocks in the same frame, because their MVs may have fewer neighboring MVs from which MV prediction can be made. In order to mitigate this, we examined using motion estimation (at both encoder and decoder, without sending any extra information) for DNN-predicted blocks in order to assign MVs to them for the purpose of MV prediction of other, conventionally coded MVs. However, this did not lead to any rate saving, which leads us to conclude that MVs estimated for DNN-predicted blocks were rarely, if ever, selected as MV predictors. Hence, we abandoned this idea, and the final codec did not incorporate this feature.
IV. DNN TRAINING
In this section, we detail the process of our DNN training. Since the performance of the learned network directly affects the coding gain of the proposed frame prediction, choosing the effective learning strategy is very important. Some of the training choices, such as the optimizer and learning rate, are based on the exploration by Niklaus et al. [36] . Accordingly, we employed AdaMax [44] with default parameter values, and started training from scratch with the learning rate of 0.001. We also set the mini-batch size to 16. However, there are also some key differences relative to [36] . Since the focus application of our DNN is video coding, we used YUV sequences, rather than RGB. Also, our training samples are collected from [45] , which contains diverse raw sequences at various frame rates. We found raw video sequences with 25, 30, 50, and 60 frames per second (fps) and various resolutions from 352×240 (SIF) to 1920×1080 (FullHD). Considering the diversity of resolutions and frame rates in our data, we chose a two-part training strategy consisting of pre-training and fine tuning.
A. Pre-training
The purpose of pre-training is to find, on a relatively small dataset, reasonably good network weights from which largescale fine tuning can start. For pre-training, we employ a total of 27 sequences: 25 for training and another 2 for validation. Resolutions of these 27 sequences were either 352×240 (SIF) or 352×288 (CIF). In order to train a model that is able to operate at various QP values, we adopted compression augmentation [46] . First, the chosen sequences were encoded at various QPs: 20, 22, 24, ..., 44, for a total of 13 QP values. For each QP value, three different coding configurations were used: Low delay, Low delay P, and Random access. During training, either a raw sequence or one of the three coding configurations was chosen randomly, and if the choice was a coded sequence, then one QP was selected randomly from the 13 QP values available.
A training sample consists of three collocated patches of size 128×128 randomly chosen from a triplet of frames within a given sequence. One epoch covers a total of 6,158 training frame triplets and 698 validation triplets. In addition to compression augmentation, which was done offline, we used several forms of online augmentation, namely horizontal and vertical flipping, and reversing the frame order, so that the network gets exposed to a variety of motions. The network was trained for 500 epochs on NVIDIA GeForce GTX 1080 GPU with 11 GB RAM.
In order to demonstrate the impact of the temporal index channel T ti , we trained another DNN with the same architecture and on the same data, but with T ti set to a dummy constant, same for both input patches. Fig. 3 shows the results in the form of predicted patch Peak Signal to Noise Ratio (PSNR) vs. epoch, on both training and validation data. As seen in the results, correct temporal index results in predicted patches having 1-2 dB higher PSNR.
B. Fine tuning
Fine tuning starts from the network weights obtained in pretraining. In this stage, a lager dataset and a more sophisticated training strategy was used. First, patch triplets were drawn randomly from the training sequences with resolutions ranging from SIF to FullHD. Following [36] , patches of size 150×150 were initially drawn, and from these patches, collocated windows of 128×128 were cropped. Motion augmentation [36] in the form of shifting the reference windows was used to increase the diversity of motions seen by the network. To further enrich the diversity of training samples, we eliminated "monotonous" triplets -those whose entropy in any patch was less than 3.5 bits per pixel, and those that did not exhibit any pixel value change between any pair of patches. We also estimated optical flow between the (temporally) first and last patch in the triplet using the Coarse2Fine method [47] and eliminated patch triplets with zero variance in optical flow magnitudes. We also excluded triplets with extreme motion, where the largest optical flow magnitude was larger than the patch diagonal. Finally, the training set was formed with 27,360 triplets, and the validation set had 3,040 triplets. Training was done for 500 epochs starting from the weights obtained in pre-training, and using the same data augmentation strategy as in pre-training.
In addition to the DNN that supports both uni-and bidirectional prediction, we trained two other DNNs with the same architecture: one specifically for uni-directional prediction, the other specifically for bi-directional prediction. The same data and the same strategy -pre-training followed by fine tuning -was used for these two DNNs as well. These two DNNs will be used in the next section for comparison purposes.
V. EXPERIMENTAL RESULTS
The setup used for experimental evaluation of the proposed approach is shown in Table II . Two groups of experiments were carried out: evaluation of frame prediction performance in Section V-A and evaluation of video coding performance in Section V-B.
A. Frame prediction performance
We compare the frame prediction performance of our three networks -one for combined uni-/bi-directional prediction and two for separate uni-and bi-directional prediction -with the reference network [36] , which was also used in [28] . The comparison is carried out on the four HEVC test sequences [48] listed in Table III . Sequences that were larger than 416×240 (≈WQVGA) were cropped down to this resolution. For unidirectional prediction, the temporal indices of reference frames were (t 1 , t 2 ) = (t − 2, t − 1) and for the bi-directional case they were (t 1 , t 2 ) = (t − 1, t + 1). Table III presents the average PSNR of the Y-component of predicted frames for each model. Our DNN that performs combined uni-/bi-directional prediction is denoted "Comb." in the table, while the DNNs for separate uni-and bi-directional prediction are denoted "Sep." The uni-directional performance of [36] is quite low, understandably, because the network was not trained for this case. But our models outperform [36] in bi-directional prediction in three out of four sequences.
The only exception is BQSquare, with very low motion, where all models do fairly well. Among our models, while separately trained models are clearly better than the combined model, the difference is not large, less than 0.5 dB. Most importantly, the combined model outperforms [36] in most bi-directional cases, even though it can cupport both uniand bi-directional prediction, whereas [36] supports only bidirectional prediction.
Several visual examples of bi-direction prediction are shown in Fig. 4 . The BQSquare sequence in the first row is characterized by camera panning at a distance, with high frame rate. Thus the difference between consecutive frames is very small, and the the predicted frame is fairly accurate (around 37 dB) for all models. Only subtle differences can be found in the zoomed-in face region shown in the bottom right of each frame. In the second row, the BasketballPass sequence has much more complicated motion, and the differences in predicted frames are easily noticeable. The basketball is poorly reconstructed by the network from [36] in the second column, while our separate model in the third column and the combined model in the last column do a much better job. Of the three predictions, the separate model in the third column gives the best result. With the RaceHorses sequence in the third row, all models struggle to reconstruct the horse's leg, but our separate model again provides the best result. Finally, with the ParkScene sequence in the last row, the proposed models again provide better prediction than [36] , which suffers from the noticeable warp on the pillar along the the arm.
For bi-directional prediction to be used in hierarchical B coding in the Random access configuration, prediction is sometimes required from more distant frames, not just the immediately preceding and succeeding frame. Therefore, in Fig. 5 , we evaluate bi-directional prediction accuracy from a previous and a future frame at various (symmetric) distances from the current frame. The figure shows average Y-PSNR (in dB) of the predicted frame vs. frame distance, averaged over all frames in the corresponding sequences where such bidirectional prediction is possible. The proposed DNNs, both the separately trained bi-directional DNN and the combined uni-/bi-directional DNN, outperform the network from [36] in all cases except BQSquare at frame distance of 1. At the same time, except in BQSquare at frame distance of 1, our separately trained bi-directional DNN is slightly better than our combined uni-/bi-directional DNN, most notably in ParkScene at larger frame distances.
B. Video coding performance
In this section, we evaluate the performance of the proposed frame prediction in coding units in video coding. The benchmark is the latest video coding standard, High Efficiency Video Coding (HEVC) [41] . The proposed method competes with HEVC inter and intra prediction in inter frames in terms of the RD cost (14) , where the proposed method is selected when J DNN < J Inter , J Intra . As shown in Table II , the proposed prediction method is implemented based on HM-16.20 and the DNN is implemented in Pytorch. Python Embedding Library 1 is used to embed the DNN into HM-16.20. During video coding, forward operation of the DNN to perform frame prediction is executed on the GPU (Table II) . However, due to the memory limitations of the GPU, it is impossible to generate the prediction frame larger than 832×480 (≈WVGA) resolution. Therefore, larger frames are split into multiple tiles with a maximum size of WVGA. Then tile-wise prediction ins performed and the predicted frame is assembled from predicted tiles. For evaluation, three coding configurations (Low delay, Low delay P, and Random access) that allow inter-frame coding under the common test conditions (CTC) with the common test sequences (CTS) [48] are employed with four quantization parameters QP ∈ {22, 27, 32, 37}. In the Low delay and Low delay P configurations, only uni-directional prediction is available using two previously coded frames before updating the reference picture set (RPS) [49] of the current frame. For the Random access configuration, bi-directional prediction is performed when the coded frames with a maximum difference of ±2 from the POC of the current frame are available before updating the RPS. Larger distances can be allowed, but the computational complexity increases while prediction performance reduces at larger distances, so we felt the POC difference of up to 2 is a good compromise. Table IV shows the coding performance compared to the HEVC for various configurations. We measure the coding performance using BD-Bitrate [50] . We show the performance of both the separate uni-and bi-directional models ("Sep." in the table), as well as the combined uni-/bi-directional model ("Comb." in the table). The proposed method reduces the bitrate for the luminance component in all test cases. There is some increase for the chrominance components of a couple of sequences, but considering that the chrominance components are much smaller than luminance, this increase is negligible compared to the overall savings. And on average, the bitrate of chrominance components across all sequences is reduced. For the Low delay P configuration, the proposed method achieves the largest bits savings of up to 9.7% and 7.9% with the separate model and the combined model, respectively, for the sequence FourPeople. In general, significant bit reductions are shown in larger resolution sequences in Classes A, B and E. Since the proposed method utilizes two coded frames using adaptive filters derived by the DNN, it seems to compensate the case when the predictors with P frame coding have limited accuracy because of a single reference frame.
Compared with the Low delay P configuration, the coding gains are somewhat lower in the Low delay configuration, especially in Class B sequences. However, gains in Class E (teleconference) sequences are still strong. Similarly, in the Random access configuration, the coding gains are somewhat less than in Low delay P, but comparable to the coding gains in the Low delay configuration. The largest luminance coding gain in this case is 4.4%, achieved on the sequence PeopleOnStreet. Moreover, significant bit savings were shown in Class C and D. Overall, the combined uni-/bi-directional DNN offers somewhat lower gains than separate uni-and bidirectional DNNs by about 0.4%-0.8%, but it supports both forms of prediction so it allows a simpler video coding system design.
The last two rows of the table show the difference in encoding and decoding time, defined as
where p ∈ {Enc, Dec}, and T P roposed,p and T HM,p represent the the total elapsed time for the proposed method and the original HM-16.20, respectively. Due to the complexity of running a deep model, the encoding run time increases by 45-65%, depending on the configuration. However, the decoding time increases much more significantly. This is because decoding time is small to start with, and the complexity of frame prediction with the proposed method is symmetric (i.e., it takes the same amount of time) at the encoder and the decoder, so compared to an initially small decoding time, running a deep model adds significant complexity. As with other envisioned applications of deep models, run-time complexity is one of the bottlenecks, and clever solutions will need to be found to get this technology into end-user products. In Fig. 6 we show the percentage area of the frame where a particular coding mode is selected. Fig. 6(a) shows the case of the FourPeople sequence in the Low delay configuration, while Fig. 6(b) shows the case of BQMall in the Random access configuration. For each QP value, three bars are shown: one for HM-16.20, one for the separate uni-and bi-directional DNNs ("Sep."), and one for the joint uni-/bi-directional DNN ("Comb."). From the graphs, we see that the proposed frame prediction takes over from inter and skip modes in both cases, but more so in the Random access configuration in Fig. 6(b) . As expected, separate uni-and bi-directional DNNs are better at frame prediction than the combined uni-/bi-prediction DNN, but even the combined model provides the best coding mode for up to a third of the frame at higher QP values Fig. 6(b) . In the FourPeople sequence in Fig. 6(a) , large static background causes skip mode to become more and more efficient as QP increases, but in the BQMall sequence ( Fig. 6(b) ) with camera motion, our predictors tend to win over larger area as the QP increases.
Finally, we compare the coding efficiency of the proposed approach to that of Lei et al. [28] . Since [28] directly uses the network from [36] , it only supports bi-directional prediction. Hence, we could only carry out this comparison on the Random access configuration. Further, [28] is implemented in HM-16.6, so we also re-implemented our method in HM-16.6, and evaluated the coding performance on the same experimental setup as in [28] , on sequences in Class B, C and D for 2 seconds with QP ∈ {27, 32, 37, 42}. Table V shows BD-Bitrate of each method against HM-16.6. Overall, our separately trained DNN model for bi-directional prediction ("Sep.") is the best overall, with the highest average reduction in bitrate (3.5%) and providing the best performance in 9 out of 13 sequences in this test. Lei et al. [28] results are the second best overall, with the average bit rate reduction of 3.2% and top performance in 4 out of 13 sequences, while our combined uni-/bi-directional DNN ("Comb.") comes in third with a slightly lower overall bit rate reduction of 3.1%. However, even our combined DNN provides better coding gain than [28] in 8 out of 13 sequences. Furthermore, despite the fact that DNN-based uni-directional prediction was not used in this test, it is worth remembering that our combined DNN is the only one of the three models that supports both uniand bi-directional prediction, and still is competitive with the other two models. 
VI. CONCLUSION
We presented a deep neural network (DNN) for frame prediction that can be used to improve video coding efficiency. The DNN operates at both encoder and decoder, and uses previously decoded frames to predict the current frame. This form of prediction is signalled as a separate prediction mode, and can be used within RD optimization to compete with other prediction modes. Although it is a form of inter prediction, it does not require any motion vectors to be transmitted. Three DNNs were trained for this purpose: two for separate uni-and bi-directional prediction, and one that supports both uni-and bi-directional prediction, the first of its kind, to our knowledge. The DNNs were evaluated on common test sequences and various coding configurations, and demonstrated to bring significant coding gains relative to HEVC. Furthermore, advantages over the recent work on DNN-based frame prediction for video coding was also demonstrated.
