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ABSTRACT 
We consider exponentially weighted reeursive least squares (RLS) computations 
with forgetting factor 3/ (0 < 3' < 1). The least squares estimator can be found by 
solving a matrix system A(t)x(t)= b(t) at each adaptive time step t. Unlike the 
sliding window RLS computation, the matrix A(t) is not a "near-Toeplitz" matrix (a 
sum of products of Toeplitz matrices). However, we show that its sealed matrix is a 
"near-Toeplitz" matrix, and hence the matrix-vector multiplication can be performed 
efficiently by using fast Fourier transforms (FFTs). We apply the FFT-based precon- 
ditioned conjugate gradient method to solve such systems. When the input stochastic 
process is stationary, we prove that both 8"IliA(t) - E(A(t))II~] and Var[llA(t) - 
E( A(t))ll2] tend to zero, provided that the number of data samples taken is sufficient 
large. Here g'(') and Var(-) are the expectation and variance operators respectively. 
Hence the expected values of the eigenvalues of the preconditioned matrices are near 
to 1 except for a finite number of outlying eigenvalues. The result is stronger than 
those proved by Ng, Chan, and Plemmons that the spectra of the preconditioned 
matrices are clustered around 1 with probability 1. © 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
Recursive least squares (RLS) computations are used extensively in many 
signal processing and control applications: for instance, in system identifica- 
tion, equalization of telephone channels, spectrum analysis, noise cancella- 
tion, echo cancellation, and linear predictive coding. A large number of books 
and papers have been written on various aspects of these applications, notably 
those written by Haykin [5] and Alexander [1]. 
The recursive least squares problem can be posed as follows: Given a real 
p-by-n Toeplitz data matrix X(t) with full column rank and a p-vector d(t) 
at time step t, find n-vector w(t) that solves 
minlld(t) - X(t)w(t)llz~. 
w(t) 
In the area of signal processing, recursive least squares algorithms are often 
used to process ignals that result from time-varying environments. Adaptive 
least squares estimation of a time-varying finite impulse response or a 
transversal fi ter is often obtained by limiting the filtering memory. The most 
common technique uses an exponential data-weighting infinite memory 
method controlled by a forgetting factor 3~, with 0 < T ~< 1 [5]. Fast recursive 
least squares (FRLS) algorithms have been a topic of considerable interest 
because of their low computational cost. The Toeplitz structure of the data 
matrix allows one to develop computationally efficient algorithms, which 
require only O(n) operations per adaptive filter input. However, the numeri- 
cal stabihty of these FRLS algorithms has always been in question [6, 12]. In 
particular, Luo and Qiao [6] have shown that the entire family of infinite 
memory FRLS algorithms is unstable when the forgetting factor, used to 
diminish the effects of the old data, is less than one. 
Recently, Plemmons [10] and Ng and Plemmons [9] proposed using 
preconditioned conjugate gradient (PCG) methods for sliding window RLS 
computations with reasonable complexity to compute the least squares esti- 
mator. Their approach is to solve the normal equations 
X(t)r X(t)w(t) = Xr(t)d(t) 
recursively by the PCG method with the FFT-based preconditioner. In the 
sliding window case, the normal equations with matrix X(t)rX(t), although 
generally not Toeplitz, is an n-by-n "'near-Toeplitz" matrix, as it can be 
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written in the form 
T(t) - L(t)*L(t) - U(t)*U(t), (1.1) 
where T(t) is Toeplitz, and L(t) and U(t) are lower triangular and upper 
triangular Toeplitz matrices, respectively [9]. The FFT-hased precondifioner 
C(t) is constructed from the spectral property of the input data process. They 
proved that if X(t) has full column rank, the input stochastic process is 
stationary, and its underlying spectral density function is positive and in the 
Wiener class (i.e., the Fourier coefficients of the spectral density function are 
absolutely summable), then the spectra of these preconditioned matrices 
C(t)-1X(t)*X(t) are clustered around 1 with probability 1. Hence the PCG 
method converges uperlinearly. Numerical results show that their algo- 
rithms, which require O(n log n) operations per adaptive filter input, avoid 
some of the instability problems associated with fast direct methods; see the 
numerical results in [9]. 
In this paper, we also employ the iterative (FFT-based PCG) approach to 
compute the least squares estimators recursively in an exponential data- 
weighting infinite memory method. In this case, the data matrix X(t) and 
data vector d(t) are then defined recursively by 
= r i~/-~x(t_ xT(t) 1)], d(t) = [~/-~d(tdt 1)], X(t) [ (1.9.) 
where 3' (0 < 3' ~< 1) is the forgetting factor, and xT( t )  = 
[x,, xt_ 1 .. . . .  xt_,+l], with X(1) = xT(1) and d(1) = dp The exponentially 
weighted RLS algorithm recursively solves for the least squares weight vector 
w(t) at time t, with t >_- n, i.e., 
w(t) = [X(t)TX(t)] - lX(t)Td(t) .  (1.3) 
Unlike the sliding window RLS computation, the normal equations matrix 
X(t)Vx(t) is not a "near-Toeplitz" matrix when 0 < 3' < 1. However, by 
utilizing the displacement structure of the data matrix X(t), we can premulti- 
ply and postmultiply X(t)rX(t) by a diagonal matrix so that the transformed 
matrix can be written in the form as in (1.1). Hence the matrix-vector 
multiplications X(t)rx(t) can be done efficiently by using fast Fourier 
transforms (FFTs). Similarly, the FFT-based preconditioner can be con- 
structed using the spectral property of the input signal process. 
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To analyze the convergence rate of the PCG method, we will consider a 
stationary process as the input stochastic process for the exponentially- 
weighted RLS computation. We will prove that under the same assumption 
considered in [7, 9], both quantities 
8"[I]X(t) T X(t) - ~l x(t) T X(t)]II2] and 
Var IIX(t)r x(t) - 8~[ X(t)Wx(t)]ll2 
tend to zero, provided that the number of data samples taken is sufficiently 
large. Here 8'[.] and Var[.] are the expectation and variance operators 
respectively. Then we will show that the expected values of the eigenvalues of 
the FFT-based preconditioned matrices are near to 1 except for a finite 
number of outlying eigenvalues. Hence the PCG method, when applied to 
solving the normal equations at each time step, converges ufficiently fast. 
We remark that the result in this paper is stronger than those proved in [7, 9] 
that the spectra of the preconditioned matrices are clustered around 1 with 
probability 1. Numerical results in Section 4 will also demonstrate the 
effectiveness of the FFT-based exponentially-weighted RLS computation 
when the input process is time-varying. 
This paper is organized as follows. In Section 2, we formulate the 
updating computations of X(t)Tx(t) in the exponential data-weighting infi- 
nite memory method. We also construct the FFT-based preconditioners 
using the displacement structure of X(t)Tx(t). In Section 3, we prove the 
main theorem about the spectra of the preconditioned matrices in this paper. 
Finally, some numerical examples are given in Section 4. In this paper, we 
restrict our attention to real data, desired response, and filter. The same 
analysis hould extend to complex data as well. 
2. EXPONENTIALLY WEIGHTED RLS COMPUTATIONS 
For the exponentially weighted RLS computation, the least squares filter 
is determined by (1.3). In general, it can be solved in O(n 2) operations when 
the order of the filter is n. By utilizing the structure of X(t) in (1.2), the fast 
direct RLS (FRLS) method computes w(t) in O(n) operations per time step 
t. In particular, the FRLS method recursively updates the Kalman gain vector 
k(t), which solves 
minlle(t) - X(t)k(t)ll2, 
k(t) 
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k( t )  = [X( t ) rX( t ) ] - 'X ( t ) re ( t ) ,  
where e(t) denotes the tth unit vector. Here we assume that the data matrix 
X(t) has full column rank at each time step t. For the linear system 
X(t)rX(t)k(t) = X(t)re(t) considered in this paper, the systems will be 
solved by using preconditioned conjugate gradient methods. It is known that 
in each preconditioned conjugate gradient iteration, computation of the 
matrix-vector product X(t)rx(t)z is required for some vector z. In the 
following, we express the normal equation matrix in another form, using its 
displacement structure, so that the matrix-vector product can be computed 
efficiently by FFTs. 
LEMMA 1. If we let D be a diagonal matrix with its diagonal entries 
given by [D]ii = ~i-1/2, then 
DX(t )TX(t )D = T(t) - L ( t )L ( t )  ~, (2.4) 
where T(t ) is the symmetric Toeplitz matrix with its first column given by 
[ O~0(t), O~l(t ) . . . . .  Otn_l(t)] T , where 
t 
s=l  
(2 5) 
and L( t ) is the lower triangular Toeplitz matrix with its first column given by 
[0, Xt, ~ll/2xt_ 1 . . . . .  "~(n-1)/2Xt_n+2] T. (9,.6) 
Proof. Note that each row of X(t) is a right-shifted version of the 
previous row, except for the forgetting factor % • 
From (2.4), we have 
X( t )Tx( t )z  = D- l IT ( t )  - L ( t )L ( t ) r ]D- l z ,  
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it follows that for some n-vector z, the matrix-vector product X(t)Tx(t)z can 
be calculated by premultiplying and postmultiplying D-~ to the vector and 
then using FFTs to compute Toeplitz matrix products T(t)z, L(t)z, and 
L(t)Tz respectively. The cost is O(n log n) operations. 
2.1. Updating Computations for T(t) and L(t) 
In adaptive systems, data samples arrive continuously. It is necessary to 
update the first columns of the Toeplitz matrices T(t) and L(t) from time 
t - 1 to time t according to (1.2). Using (2.5) with the forgetting factor ~/, the 
relation between aj(t) and ot j ( t  - 1) is given by 
aj(t) = Taj(t - 1) + ~/(J-1)/2xtxt_j, j ~-- 0, 1 . . . . .  n - 1. (2 .7)  
In matrix form, the Toeplitz matrix T(t) can be written as follows: 
T(t) = aT(t - 1) + x, AT(t), (2.8) 
where AT(t) is a Toeplitz matrix with first column given by 
Xt, ~ l /2xt - l , ' ' ' ,  .~(n-1)/2Xt_n +1], 
we note that the matrix-vector product T(t)z for an n-vector z can be 
computed by embedding T(t) in a 2n-by-2n circulant matrix 
= [r(t) s(t)]  
T'(t) is(t) T(t) ]" 
Here S(t) is so constructed that T'(t) is a circulant matrix. The first column 
of T'(t) is given by 
[ s0 ( t ) ,  O~l(t ) . . . . .  O/n _ , ( t ) ,  0, ~n - 1( t )  . . . . .  ~ l ( t ) ]  T, 
since T'(t) can be diagonalized b~__u_sing the discrete Fourier matrix F2n with 
entries given by [F2,] j k = (1 /¢2n  )e -2~jk/z". The spectral decomposition 
of C(t) is given by T"(t) = F2~A(t)F~,, where A(t) is a 2n-by-2n diagonal 
matrix holding the eigenvalues of T'(t). We see that if e 1 and 12~ denote the 
first unit vector and the 2n-vector of all ones, respectively, then the eigenval- 
ues of T'(t) are related to its first column. We have A(t)l~, 
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= 2~nF~nT'(t)e 1. It follows that the matrix-vector p oduct T(t)z can be 
computed by using the FFT in a total of O(n log n) operations, by first 
embedding T(t) in T'(t). Instead of computing the eigenvalues of T'(t) 
explicitly at each adaptive time step, we can directly update A(t) from 
A(t - 1); see [8]. We define n-vectors f l (t)  and f2(t) by 
f l ( t )  ---~ [Xt, ~/1/2Xt_ 1 . . . . .  ~/(n-1)/2Xt_n+l] T
and 
f2 ( t )  "---- [0,'~(n-1)/2Xt_n+ 1 . . . . .  ~Xt_2, ~l/2Xt_l]  T, 
respectively, ateach time step t. For simplicity, we also denote by F~,[k :j] 
the submatrix formed from the kth column to the jth column of the discrete 
Fourier matrix F~,, where j >/k. 
ALCOrUTIJM 1 [Updating the Eigenvalues A(t)]. 
new input signal sample xt, we let gl(t) and 
n-vectors: 
Given A(t - 1) and a 
g2(t) be the following 
gl(t)  = F~',[ l :n]f l(t  ) and g2(t) : F~n[n + l :2n] f2( t  ). 
Compute 
gl(t) = xtF~n[l: 1] q- 3~l/2{gl(t-1) -F~, [n :  n]3, ~n- 1)/2Xt_n} (~)F~n[2: 2], 
g2(t) = "yl/2{g2(t - 1) - F~n[n + 2: n + 2]'~(n-1)/2Xt_n} QF~n[2n :2n] 
+ Tl/2xt_lF~n[2n :2n], 
where (3 denotes elementwise multiplication of two 2n-vectors. 
Update 
A(t)12, = ~/A(t - 1)12n + 21/2-nxt[gl(t) + g2(t)]. 
It follows that the eigenvalues matrix A(t) of T'(t) can be computed in 
O(n) operations at each time step t. 
Similarly, the matrix-vector p oducts L(t)z can be computed using FFTs 
by embedding L(t) in 2n-by-2n circulant matrices L'(t). We let the eigen- 
values matrix of L'(t) be ~(t)  at each time step t. Define n-vectors f3(t) 
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and f,(t) by 
and 
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f3 ( t )  -= [0, x,, ~l/2xt_ 1 . . . . .  "~(n- l )12Xt_n+2]  T 
f4(t) = [0, ~l(n-1)/2Xt_n+ 2. . . . .  "~l/2xt_l, Xt] T. 
ALGORITHM 2 [Updating the Eigenvalues l~(t)]. Given f3(t - 1), f4(t 
- 1), and a new input signal sample x t, we let g3(t) and g4(t) be the 
following n-vectors: 
g3(t) = F~[ l :n] f3(t  ) and g4(t) = F~,[n + l :2n]f4(t ). 
Compute  
g3( t ) = x ,FL[2 : 2] 
q- T1/9"{g3(t- 1) -  F~n[n:n]3~(~-l)/2xt_,+l}QF~[2:2], 
g4(t) = ~/1/~{g,(t- 1) 
-F*n[n + 2:n + 2]3~("-l)/2Xt_n+l}6)F~n[2n:2n] 
"~- xtF~n[2n : 2n], 
l-l(t)12, = 2~' [g3( t  ) + g4(t)]. 
We remark that as the embedded circulant matrix of L(t) r is just equal to 
L'(t) r, the corresponding eigenvalues are equal to the conjugate transposes 
of the eigenvalues of L'(t). Hence, according to Algorithms 1 and 2, we can 
generate the required eigenvalues in O(n) operations. Using these eigenval- 
ues, the matrix-vector p oduct X(t)rx(t)z can be computed efficiently for 
some vector z. 
2.2. FFT-Based Preconditioners for X(t)Tx(t) 
In this subsection, we consider the FFT-based preconditioner C(t) for 
the normal equations matrix X(t)rX(t). Basically, the preconditioner is taken 
to be the circulant approximation f the normal equation matrix X(t)Tx(t). 
For more details about the circulant approximation, see the recent survey 
paper by R. Chan and M. Ng [2]. In this paper, we only focus on the 
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"optimal" circulant preconditioner C(t) for X(t)rx(t), which is defined to 
be the minimizer of IIQ, - X(t)rX(t)llF over all n-by-n circulant matrices 
Qn; see  T. Chan [3]. As the Frobenius norm is a unitary-invariant norm, the 
minimizer C(t) can be computed by the following formula: 
C(t) = F*$(F,X(t)~X(t)F* )F,, (2.9) 
where 8(.) denotes the diagonal matrix whose diagonal is equal to that of the 
given matrix. We note that (2.9) can be computed irectly for the "optimal" 
circulant preconditioners. However, computing 8(F, X(t)rX(t)F *) is costly 
even when the matrix-vector product F, z can be done efficiently by FFTs. 
By utilizing the special structure of the data matrix X(t) as in (1.2), we 
propose below a procedure to generate the "optimal" circulant precondi- 
tioner adaptively. At the time step t, we express the normal equation matrix 
in the following form: 
t 
X(t)rX(t) = ~_, y(s,t)yr(s,t) ,  (2.10) 
s=l  
where 
T(t_s)/2y s ] 
,~( t -  s + 1)/2 ,, 
! ~/s-1 
y(s ,  t )  = , 
,~,(t-s+n- 1) /2 , ,  
; ffs-n+l 
(xs, l <~ s <~ t ,  
with Ys = 0, otherwise. 
(2.11) 
We see that the normal equation matrix is just the sum of covariance matrices 
that are constructed by the convolution of the exponentially weighted ata 
samples 
,y(t-s+n-1)/2. -n+l}  T(t-s)/2 Ys, T (t-s + 1)/2 Ys- 1, . . . ,  - ys 
instead of {Ys, Ys-i . . . . .  Ys-n+l}, when 0 < T < 1. Assume that the "'opti- 
mal" circulant preconditioner C(t - 1) is generated for the normal equation 
matrix X(t - 1)rX(t - 1) at the time step t - 1, i.e., the eigenvalue matrix 
]~(t - 1) of the circulant matrix C(t - 1) is given. As the data sample x t 
comes into the system, we would like to generate the "optimal" circulant 
preconditioner C(t) [or its eigenvalue matrix ~(t)] at the time step t. 
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LEMMA 2. Given the eigenvalue matrix ~(t  - 1) of C(t - t) and a new 
input signal sample x,. I f  we let gs(t) = [x,, xt_ 1 . . . . .  X t_n+ l] T and g~(t) = 
F* gs(t), then the eigenvalue matrix ~(t )  of C(t)  is given by E(t)l  n = "y~(t 
- 1 )1 .  + g,(t)Q~,(t). 
Proof. We first note that the normal equation matrix at the time step 
t - 1 is given by 
X( t  - 1 )Tx( t  -- 1) = 
t -1  
~_, y (s , t  - 1) yT(s , t  -- 1), 
s=l  
where 
y(s ,  t - 1) = 
T(t_s_l)/2y s IT. 
~/(t-~)/2 y~_ 1 
,x,(t- s + n - 2)/2 ~s l ~s-n+l 
Using (2.10) and (2.11), it is easy to check that 
X( t )Tx( t )  = 
t 
E [~/1/2Y(S, t - 1)][TI /ZyT(s,  t -- 1)] + gs( t )gT( t )  
s=l  
= 2/X(t - 1 )Tx( t  -- 1) + g~(t )g~( t ) .  
The result follows by (2.9). 
The vector g6(t) can be updated from g6(t - 1) in O(n) operations using 
a similar procedure to the one described in Algorithm 1 or 2. It follows from 
Lemma 2 that the eigenvalue matrix E(t) can be updated from the eigen- 
value matrix E(t - 1) in O(n) operations. 
2.3. FFT-Based Exponentially Weighted RLS 
In this subsection, we summarize our FFT-based exponentially weighted 
RLS algorithm. We take both initial the filter coefficient vector w(0) and the 
Kalman gain vector k(0) to be zero vectors, and the eigenvalues matrix E(0) 
of the "optimal" circulant preconditioner C(0) to be the zero matrix. 
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ALGORITHM 3 (FFT'based exponentially weighted RLS algorithm). For 
t = 1,2,3 . . . .  
Compute the estimation error ~(t) = xr(t)w(t  -- 1) -- d t. 
Update the eigenvalue matrices A(t) and l~(t) of T'(t)  and L'(t) respec- 
tively. 
Update the eigenvalue matrix ~(t) of the "optimal" circulant preconditioner 
c(t) + 
Apply the preconditioned conjugate method to solving the linear system 
[X ( t ) rX( t )  + 2/'-~3I]k(t) = X( t )Te( t ) ,  
with the preconditioner C(t) and starting initial guess k(t - 1). Here the 
matrix term /31 is the initialization of the exponentially weighted RLS 
algorithm, and /3 is a constant. 
Update w(t - 1) by w(t) = w(t - 1) - rl(t)k(t). 
We remark that the FFT-based method also facilitates tracking the 
condition umber (with no extra computations u ing the spectral decomposi- 
tion of the preconditioner) of the exponentially weighted ata matrix X(t), 
since from the spectral property of the "optimal" circulant preconditioner 
(see [2]) we have 
T T 
Amin(X(t ) X( t ) )  < Amin(C(t)) < Amax(C(t)) < A~ax(X(t ) X(t ) ) .  
(2.12) 
By considering the spectral condition umber (C(t)), it follows from (2.12) 
that 
r (C( t ) )  = 
Amax(f(t)) max l , j ,  , [E(t) ] j j  
Amin(C(t)) mini <j< n[~'(t)]jj 
<~r(X( t ) rx ( t ) ) .  
(2.13) 
Here K(.) denotes the spectral condition number of a matrix. Thus (2.13) 
provides a lower bound on the spectral condition number of X(t)*X(t). 
Consequently, if (2.13) is large, then the data matrix X(t) is ill conditioned. 
Regularization schemes can then be used to stabilize the computations in the 
FFT based exponentially weighted RLS algorithm if X(t) is ill conditioned. 
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In this section, we analyze the convergence rate of the preconditioned 
conjugate gradient method when the input processes are stationary. We 
remark that the performance of the RLS algorithm is usually analyzed with 
stationary processes as input processes; see [5]. We make the following 
assumption on the input signal processes {x t} so that the result on the 
convergence rate can be derived. 
ASSUMPTION (A). 
(A1) The process is stationary with zero mean. 
(A2) The underlying spectral density function f (O)  on the process is 
positive and in the Wiener class. 
(A3) There exists a constant C 1 independent of u and v such that the 
fourth joint cumulant ~'(s - t, u, v) (see the definition in [11]) of the distri- 
bution of xs, x~+ u, x t, and xt+,+ v is bounded, i.e., 
w__~s_tr(w,u,v) <<. C 1. (3.14) 
The above assumptions are realistic in signal processing applications. 
Remarks on assumptions (A1) and (A2) can be found in [7, 9]. We note that 
when {x t} is a Gaussian process, ~'(w, u, v) = 0; see [11]. Assumption (A3) 
with (A1) and (A2) implies that the variances of Ets21i I x~ xs +j/t are bounded, 
i.e., 
Var x~x~+j ~< --~--, j = 0, 1 . . . . .  n - 1, (3.15) 
where C~ is a constant. In [7, 9], it has been shown that if the variances of 
(1/t)Ets-_lt I xs x~ +j satisfy (3.15), then the spectra of the FFT-based precondi- 
tioned matrices will be clustered around i with probability 1. Hence the PCG 
method converges sufficiently fast. 
In the following discussion, we denote by ~'(Y) the expected value of a 
random matrix Y, where the entries of g'(Y) are the expected values of the 
elements of Y, i.e. the (j, k)th entry of ~'(Y) is given by [~'(Y)]j k = 
g'([Y ]j k). We have the following theorem about the smallest eigenvalue of 
X(t)rX(t) ,  proved in [7, 9] when the forgetting factor is equal to 1. 
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THEOREM 1. Assume that {x t} satisfies (A). Then for any given ~ > 0 
and 0 < 8 < 1, there exists a positive integer N such that for n > N, 
Pr ~tminl 7 ~ ~ fmin -- ~ > 1 -- ~,  
provided that the number of data samples taken is sufficiently large. More- 
over, there exist positive integers K and N such that for n > N, the probabil- 
ity that at most K eigenvalues of I - C(t )-l  X(t )r X(t ) have their absolute 
values greater than E is greater than 1 - 8, provided that the number of 
data samples taken is sufficiently large. Here hmin(') denotes the smallest 
eigenvalue of the matrix, and I is the n-by-n identity matrix. 
The lemma only states that the smallest eigenvalue of the normal equa- 
tion matrix is strictly greater than zero with probability 1. We prove the 
following result for 0 < 31 ~< 1. 
THEOREM 2. Assume that {x t} satisfies (A). Then there exist a positive 
integer N 1 and a real number ~ > 0 such that 
8" Am~ . t t> /3, 
provided that the number t of data samples taken is sufficiently large and the 
forgetting factor 7 is close to 1. 
Proof. By using the inequality 
Xmin(Yx) ~ Xmin(Yg) -IIY1 - Y2112, 
when Y1 and Y~ are nonnegative definite matrices, and the interlacing 
theorem in [4, Corollary 8.1-3], we have 
1 T 
1 T t,l x t ll  310, 
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where R ([R]i j  = rf~_, t) is an n-by-n covariance matrix of the input stochastic 
stationary process and the entries rj are the autocovariances of the process. 
By (A2), we have 
)[min(R) >/ min f (e )  > O. 
Oe[-*r. lr] 
Let us consider the second term of the right-hand side in (3.16). For 
simplicity, we let 
1 T 
with the entries of ¢( t )  given by 
(~- Id -k l -1  Tl)rlj-kl 1 < j ,  k <~ n. 
= t ' 
Then we partition the matrix ¢( t )  into two parts: 
qb(t) = @l(t) + @2(t), 
where ¢1(t) is a Toeplitz matrix with its (j, k)th entry given by 
[qbl(t)]j, k = 
(~t -  n /=0 ~tl)rlj-kl (1 - "yt-n+l)rlj_kl 
t (1 -  ~/)t 
and the entries of ¢2(t) are given by 
(~t -  1 
l=t-n+l~/l)rlj-kl 1 <~j, k <~ n. 
- -  t ' 
Recall that the forgetting factor T is between 0 and 1. By (A2), there exists a 
positive constant C3 such that 
oo 
E Ir, I < c3; 
i=1 
see [7, 9]. As 4.~l=t_n+l] t <.~ 11, we obtain that the 2-norm of ¢2(t) is 
bounded by C3n/t .  Then given any ~ > 0 and v > 0, there exists a positive 
integer N 1 such that for n >i N 1 we get that 1/n  ~ <~ E. Now for each given 
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n >~N 1, 
Czn C3 
11~2(t)112 ~ t ~< --n ~ ~< e Vt 1> n 1+~. 
Since 
1 - -  .yt-n+l 
R - ¢1(t )  = 1 (1 - y ) t  R, 
for given numbers n 1> N 1 and t >1 n 1+ *, there exists a positive number 
Yl < 1 (depending on e, v, n, and t) such that for all Yl ~< Y < 1, 
1 - T t-n+1 
(1 - y) t  
t -n+l  n -1  
~<1 +e~<--  +e~2a.  
t t 
It follows that the magnitude II R - ~1(t)112 is sufficiently small provided that 
t is sufficiently large and the forgetting factor y is close to 1. 
Now we need to estimate the expected values of the last term of the 
right-hand side in (3.16). Since 8"[11" 112] ~< V/8"[II • I1~] and I1' I1~ ~ I1" I1~, it 
suffices to estimate 8"[11" I1~]. By (2.10), we have 
[1,]  
-X ( t )  X( t )  - 8" t tX ( t )  X( t )  
= y (s , t )yT(s , t )  --8" y (s , t )yT(s , t )  . (3.17) 
a=l  
Since we want to estimate the Frobenius norm of the above matrix, we 
consider each of its elements. For simplicity, we denote by ~(s,  t) the matrix 
y(s, t)yT(s, t) -- 8"[y(s, t)yT(s, t)]. By direct calculation, it is easy to show 
the following equality about the correlation between the (j, k)th entry of 
each W(s, t): 
~[['I'(s,t)lj, k['I'(s',t)lj, k] 
= ~/4(t-1)+2(j+k-s-s')(~[Xs_j+lXs_k+lXs, j+lXs, k+l] 
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By applying a standard result for quadravariate distributions which states that 
+ g ' [x ,  x j+k lg ' [x i+kx j ]  + r ( i  - j , k ,0 ) ,  
and using the fact that 8"[x ,x  v ] = rlv_ul, we obtain 
1 )2] 
r.., 
t [~s=l 
1 t t 
<" V E E I~[[*(s,t)lj, k[*(s',t)lj, k]l 
s=l  s '= l  
1 t t 
= V E E ~ t4{t-l)+2(j+k-s-s', 
s=l  s '= l  
2 X [[rls_,, I + rls_~,_j+klrl~_s,+j_kr + "r(s -- s ' , j  -- k,0)]l  
C 1 4- C3 2 
- -  Vl ~<j, k ~< n. (3.18) 
t 
The last inequality in (3.18) is proved by considering the terms in the form 
s - s' and the assumption on the input signal process. Combining (3.17) and 
(3.18), we have 
1 2 
tx(t) x(t ) -  
(t )2] 
= -~" E ~ E [O(s,t)lj,~ 
t [ j= l  k= l  s= l  
j - -1  k=l  V~" s [fi)(s't)]j'k 
.~(c, + c~) 
~< 
t 
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and hence the quantity $'[ IK1/t )X(t)rx(t )  - $'[(1/t)X(t)rx(t)]l[~] tends to 
zero when t is sufficiently large. Hence the theorem follows by taking the 
expectation i (3.16). • 
There are some remarks to be made about the theorem. Firstly, the 
theorem is concerned with the expected value of the smallest eigenvalue of 
the normal equations matrix, i.e., 
It is different from the smallest eigenvalue of the expected value of the 
normal equation matrix, )tmin($'[ Xr( t )X( t ) / t ] ) .  Secondly, according to The- 
orem 2 and using 
V,r[ ,, 12] 
1 T 
it follows that the variance of [K1/t )X(t ) rx(t )  - $'[(1/t)X(t)rx(t)][12 also 
tends to zero when the number of data samples taken is sufficiently large. 
Thirdly, we can use a similar argument to show that the expected value of the 
largest eigenvalue of the normal equations matrix is also bounded. Finally, 
when ~/= 1, by the similar procedure, we have 
t -n )  
R - ¢1(t) = 1 R 
t 
and 
nCz 
II¢~(t)lh < - -  
t 
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It follows that the quantity IIR -~[X(t)TX(t)]Ile is sufficiently small pro- 
vided that t is sufficiently large. Moreover, the same inequality (3.18) can be 
obtained. 
By using (2.13), we have the following corollary immediately. 
COROLLARY 1. Assume that {x 1} satisfies (A). Then there exists a real 
number fl > 0 such that 
provided that the number of data samples taken is sufficiently large and the 
forgetting factor is close to 1. 
LEMMA 3. Assume that {X,t} satisfies Assumption (A). Then for any 
given ~ > O, there exist positive integers K and N such that for n > N, at 
most K eigenvalues of (1 / t )X( t ) rx( t )  - (1/t)C(t)  have their absolute ex- 
pected values greater than e, provided that the number of data samples taken 
is sufficiently large and the forgetting factor is close to 1. 
Proof. We first write 
1 1 
tX ( t )Tx( t )  -- tO( t )  
1 T 1 T 1 T 
+ R - C + C - ~ C(t )  +$" C(t)  - tC ( t ) ,  (3.19) 
where C is the "optimal" circulant preconditioner for the Toephtz covariance 
matrix R. By the linearity of the "'optimal" circulant approximation and the 
expectation operator, the "optimal" circulant approximation of the matrix 
g'[(1/t)X(t)rX(t)] is just equal to the expectation ofthe matrix (1/t)C(t). It 
has been shown in [9] that the spectrum of the matrix R - C is clustered 
around 1 under the assumption. The lemma follows by using the arguments 
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in the proof of Theorem 2 and the facts that 
1C( t )  _8 , [1C( t ) ]  2~< l~.7X( t ) rX( t ) -8" [ tX( t )X  rX( t ) ]  2 
and 
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see [2]. • 
By combining Corollary 1 and Lemma 3, we have the following result. 
THEOaEM 3. Assume that {x t} satisfies (A). Then for any given E > O, 
there exist positive integers K and N such that for n > N, at most K 
TABLE 1 
AVERAGE NUMBER OF ITERATIONS FOR CG METHODS WITHOUT FFT-BASED 
PRECONDITIONERS 
Number of iterations 
n t k=~ 8 4 2 1 
32 2n 52 55 56 56 57 
4n 48 48 49 49 50 
8n 44 46 47 49 54 
16n 43 44 45 47 52 
64 2n 120 117 117 121 125 
4n 92 96 97 99 106 
8n 82 85 86 92 101 
16n 80 82 85 94 107 
128 2n 245 299 300 306 313 
4n 169 181 179 192 218 
8n 142 155 165 165 193 
16n 137 140 143 149 165 
256 2n 410 519 527 538 556 
4n 330 341 346 349 379 
8n 244 251 264 287 291 
16n 206 228 245 271 289 
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eigenvalues of I -  C(t) 1X(t)7"X(t) have their absolute expected values 
greater than ~, provided that the number of data samples taken is sufficiently 
large and the forgetting factor is close to 1. 
Thus the result we proved here is stronger than those proved in Theorem 
1 [7, 9]. According to Theorem 3, we see that the precondit ioned conjugate 
gradient method with the FFT-based precondit ioner C(t) is an efficient 
algorithm for the exponentially weighted RLS computations. 
4. NUMERICAL  EXAMPLES 
We first use the AR(2) process given by 
x(t) - 1.4x( t  - 1) + 0 .5x( t  - 2) = v(t) 
as an input data process to generate the data matrix X(t). Here {v(t)} is a 
Gaussian process with zero mean and variance 1. Usually, the reciprocal of 
1 - 3~ is approximately related to a "measure" of the memory of the 
TABLE 2 
AVERAGE NUMBER OF ITERATIONS FOR CG METHODS WITH FFT-BASED PRECONDIT IONERS 
Number of iterations 
n t k=oo 8 4 2 1 
32 2n 25 24 24 24 25 
4n 19 18 18 19 23 
8n 16 16 16 19 23 
16n 15 15 16 19 22 
64 2n 31 37 37 37 41 
4n 19 23 23 24 29 
8n 16 16 17 19 24 
16n 14 14 14 16 22 
128 2n 34 38 39 41 47 
4n 16 20 20 22 27 
8n 16 17 17 19 20 
16n 15 16 16 18 19 
256 2n 42 43 45 46 48 
4n 24 25 27 27 30 
8n 20 23 25 25 27 
16n 18 20 21 22 24 
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algorithm; see [5]. Thus, in the numerical test, we assume that 
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1 
~= 1 kn '  
where n is the order of the filter and k is a constant. Here we consider that 
the memory of the recursive least squares algorithm is equal to some multiple 
of the length (kn) of the filter. When k = ~, the recursive least squares 
algorithm has an infinite memory. For the preconditioned conjugate gradient 
method, the stopping criterion is Ilrkl6/llroll2 < 10 -7, where r k is the 
residual vector of the linear system at the kth PCG iteration. 
Tables 1 and 2 show the average numbers of iterations of the normal 
systems and of the preconditioned systems at adaptive time steps t = n, 2n, 
3n, and 4n, averaged over 50 runs of the algorithm for k = 1, 2, 4, 8, and ~. 
In the tests, we use the zero vector as the initial guess at these time steps. We 
i . . . . . . . .  i . . . . . . . .  i • 
(g) ~ x 
(t) ~ x 
(e) . x 
(d) x 
(c) :. :xxx x 
(11) ~ I l i~ I I IOMO~<] I I¢  ) I<XX] I IK  X ~ >IK X X X )4< I lK  X X 
. . . . . . . .  i . . . . . . . .  i . . . . . . . .  | . . . . . . . .  I . . . . . . .  
10~ 10 ~ 10 -1 10 o 101 10 2 
FIG. 1. Eigenvalues for (a) normal equation matrix; (b) the FFT-based precondi- 
tioner; (c), (d), (e), (f), (g) the FFT-based preconditioned matrices with k = 1, 2, 4, 8, 
and ~ respectively. 
(b) ~ <  ~o<xxxx  x ~< x x x 
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see that the preconditioned systems converge very fast and the numbers of 
iterations required for convergence are less than for normal systems, espe- 
cially when t is large. 
Figure 1 depicts the spectra of the normal equation matrix, the FFT-based 
preconditioner, and the FFT-based preconditioned normal equation matrices 
in one of the realizations of the input signal process with n = 64 and t = 512 
when k = 1, 2, 4, 8, and ~. We note that the spectra of the preconditioned 
matrices are clustered around 1. We also see that the eigenvalues of C(t) 
provide a reasonable stimate of the eigenvalues of X(t ) rx ( t ) .  Thus we can 
adaptively track the changes in the condition number of the data matrix at 
each time step. 
Next we consider a nonstationary input process described by a time-vary- 
ing AR model of order 4 [5], as shown by the difference quation 
4 
xt = -- E a~J)x,-j + v ( t ) .  (4.20) 
j= l  
TABLE 3 
AVERAGE NUMBER OF ITERATIONS FOR CG METHODS WITHOUT FFT-BASED 
PRECONDITIONERS 
Number of iterations 
n t k=~ 8 4 2 1 
32 2n 56 55 56 56 
4n 34 33 32 31 32 
8n 43 42 41 40 36 
16n 39 37 32 30 29 
64 2n 85 85 84 83 80 
4n 94 94 95 100 107 
8n 67 63 57 51 51 
16n 56 64 65 67 61 
128 2n 157 160 171 182 180 
4n 94 98 123 146 147 
8n 82 95 117 123 145 
16n 79 87 116 117 134 
256 2n 292 304 322 340 343 
4n 153 189 201 211 235 
8n 145 167 169 189 191 
16n 126 143 156 165 169 
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The time-varying model parameters a~ j) are given by 
j = 1,2,3,4.  
Tables 3 and 4 show the average numbers of iterations of the normal systems 
and of the preconditioned systems at adaptive time step t = n, 2n, 3n, and 
4n, averaged over 50 runs of the algorithm. Again, we see that the precondi- 
tioned systems converge very fast and the number of iterations required for 
convergence is less than that of normal systems. Figure 2 shows the clustered 
spectra of the FFT-based preconditioned normal equation matrix in one 
realization of the input signal process with n = 64 and t = 512 when 
k = 1,2,4,8, and ~. 
To conclude, we have shown that the FFT-based preconditioned conju- 
gate gradient method can be applied to exponentially weighted least squares 
computations. The numerical results demonstrate the effectiveness of our 
approach. 
TABLE 4 
AVERAGE NUMBER OF ITERATIONS FOB CG METHODS WITH FFT-BASED 
PRECONDITIONERS 
Number of iterations 
n t k=oo 8 4 2 1 
32 2n 24 24 25 26 29 
4n 13 13 13 13 13 
8n 18 18 17 17 17 
16n 13 13 13 13 14 
64 2n 38 40 40 40 38 
4n 27 29 33 37 40 
8n 13 14 14 14 13 
16n 12 12 13 14 15 
128 2n 38 40 39 41 39 
4n 16 15 15 15 16 
8n 13 12 13 12 11 
16n 11 11 11 12 11 
256 2n 59 60 60 61 61 
4n 28 25 28 29 30 
8n 20 22 25 26 26 
16n 18 19 22 22 23 
1~ MICHAEL K. NG 
. . . . .  i . . . . . . . .  i 
X X 
~ICX X 
(g) 
(0 
x x x (e) 
XX (d) 
(c) 
xxx  ~x ~ xxxxx)moo< x,- fo) 
x = x x ~ x ~  x x ~ ~ K  (a) 
O . . . . . . . .  i . . . . . . . .  i . . . . . . .  
10  -1 10  0 101 10  2 
FIC. 2. Eigenvalues for (a) normal equation matrix; (b) the FFT-based precondi- 
tioner; (c), (d), (e), (f), (g) the FFT-based preconditioned matrices with k = 1, 2, 4, 8, 
and ~ respectively. 
REFERENCES 
1 S. Alexander, Adaptive Signal Processing, Springer-Verlag, New York, 1986. 
2 R. Chan and M. Ng, Conjugate gradient methods for Toeplitz systems, SIAM 
Rev. 38(3):427-482 (1996). 
3 T. Chan, An optimal circulant preconditioner for Toeplitz systems, SIAM J. Sci. 
Statist. Comput. 9:766-771 (1988). 
4 G. Golub and C. Van Loan, Matrix Computations, 2nd ed., Johns Hopkins U.P., 
Baltimore, 1989. 
5 S. Haykin, Adaptive Filter Theory, 2nd ed., Prentice-Hall, Englewood Cliffs, 
N.J., 1991. 
6 X. Luo and S. Qiao, An Error Analysis of the Fast RLS Algorithms, Rept. 231, 
Comm. Res. Lab., MeMaster Univ., Hamilton, Ontario, Canada, 1991, under 
revision. 
7 M. Ng and R. Chan, Fast iterative methods for least squares estimations, Numer. 
Algorithms 6:353-378 (1994). 
8 M. Ng and R. Plemmons, LMS-Newton adaptive filtering using FFT-based 
conjugate gradient i erations, Electron. Trans. Numer. Anal. 4:14-36 (1996). 
FFT-BASED EXPONENTIALLY WEIGHTED RLS 191 
9 M. Ng and R. Plemmons, Fast RLS adaptive filtering by FFT-based conjugate 
gradient iterations, SIAM J. Sci. Comput. 17:154-170 (1996). 
10 R. P|emmons, FFT-based RLS in signal processing, in Proceedings of the IEEE 
Conference on Acoustics, Speech & Signal Processing ICASSP-93, Vol. 3, 1993, 
pp. 571-574. 
11 M. Priestley, Spectral Analysis and Time Series, Academic, London, 1981. 
12 S. Qiao, Error propagation of some fast RLS algorithms, in Advanced Signal 
Processing Algorithms, Architectures, and Implementations IV (Franklin T. Luk, 
Ed.), Vol. 2027, 1993, pp. 448-454. 
13 G. Strang, A proposal for Toeplitz matrix calculations, Stud. Appl. Math. 
74:171-176 (1986). 
Received 20 May 1996;final manuscript accepted 18 September 1996 
