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ABSTRACT
A classification theorem for linear differential equations in two
variables (one real and one Grassmann) having polynomial solu-
tions(the generalized Bochner problem) is given. The main result
is based on the consideration of the eigenvalue problem for a poly-
nomial element of the universal enveloping algebra of the algebra
osp(2, 2) in the ”projectivized” representation (in differential op-
erators of the first order) possessing an invariant subspace. A
classification of 2 x 2 matrix differential equations in one real
variable possessing polynomial solutions is described. Connec-
tion to the recently-discovered quasi-exactly-solvable problems is
discussed.
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Take the eigenvalue problem
Tϕ = ǫϕ (0)
where T is a linear differential operator of one real x ∈ R and one Grassmann
θ variables and ǫ is the spectral parameter.
Definition. Let us give the name generalized Bochner problem to the
problem of classification of the differential equations (0) having (2n + 1)
eigenfunctions in the form of polynomials in x, θ of a degree not higher than
n.
In Ref.[1] a general method has been formulated for generating eigenvalue
problems for linear differential operators, linear matrix differential operators
and linear finite-difference operators in one and several variables possessing
polynomial solutions. The method is based on considering the eigenvalue
problem for the representation of a polynomial element of the universal en-
veloping algebra of the Lie algebra in a finite-dimensional, ’projectivized’
representation of this Lie algebra [1].
In a previous paper [2] it has been proven that in this approach consid-
eration of the algebras sl2(R) and sl2(R)q in projectivized representations
provides both necessary and sufficient conditions for existence of polynomial
solutions in ordinary linear finite-order differential equations and in a certain
class of finite-difference equations in one variable, respectively. Particularly,
it manifested the classification theorems, which imply the solution of the
Bochner problem (1929) posed for ordinary differential equations. In the
present paper a similar classification theorem is given for finite-order linear
differential equations in two variables: one real and one Grassmann, in con-
nection to the algebra osp(2, 2). Also presented is a consideration of 2 x 2
matrix differential equations in one real variable, which is closely connected
to the previous problem of one real and one Grassmann variables.
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1 Generalities
Define the following space of polynomials in x, θ
PN,M = 〈x
0, x1, . . . , xN , x0θ, x1θ, . . . , xMθ〉 (1)
where N,M are non-negative integers, x ∈ R and θ is Grassmann (anticom-
muting) variable.
The projectivized representation of the algebra osp(2, 2) is given as fol-
lows.
The algebra osp(2, 2) is characterized by four bosonic generators T±,0, J
and four fermionic generators Q1,2, Q1,2 and given by the commutation and
anti-commutation relations
[T 0, T±] = ±T± , [T+, T−] = −2T 0 , [J, T α] = 0 , α = +,−, 0
{Q1, Q2} = −T
− , {Q2, Q1} = T
+ ,
1
2
{Q1, Q1 +Q2, Q2} = −J ,
1
2
{Q1, Q1 −Q2, Q2} = T
0 ,
[Q1, T
+] = Q2 , [Q2, T
+] = 0 , [Q1, T
−] = 0 , [Q2, T
−] = −Q1 ,
[Q1, T
+] = 0 , [Q2, T
+] = Q1 , [Q1, T
−] = Q2 , [Q2, T
−] = 0 ,
[Q1,2, T
0] = ±
1
2
Q1,2 , [Q1,2, T
0] = ∓
1
2
Q1,2
[Q1,2, J ] = ±
1
2
Q1,2 , [Q1,2, J ] = ±
1
2
Q1,2 (2)
This algebra possesses the projectivized representation [3]
T+ = x2∂x − nx+ xθ∂θ,
T 0 = x∂x −
n
2
+
1
2
θ∂θ , (3)
T− = ∂x .
2
J = −
n
2
−
1
2
θ∂θ
for bosonic (even) generators and
Q =
[
Q1
Q2
]
=
[
∂θ
x∂θ
]
, Q¯ =
[
Q¯1
Q¯2
]
=
[
xθ∂x − nθ
−θ∂x
]
, (4)
for fermionic (odd) generators, where x is a real variable and θ is a Grass-
mann variable. Inspection of the generators shows that if n is a non-negative
integer, the representation Eqs.(3),(4) is finite-dimensional representation of
dimension (2n+1). The polynomial space Pn,n−1 describes the corresponding
invariant sub-space.
Definition. Let us name a linear differential operator of the k-th order,
Tk(x, θ), quasi-exactly-solvable if it preserves the space Pn,n−1. Corre-
spondingly, the operator Ek(x, θ) ∈ Tk(x, θ), which preserves the infinite
flag P0,0 ⊂ P1,0 ⊂ P2,1 ⊂ . . . ⊂ Pn,n−1 ⊂ . . . of spaces of all polynomials, is
named exactly-solvable.
LEMMA 1. Take the space Pn,n−1.
(i) Suppose n > (k−1). Any quasi-exactly-solvable operator of k-th order
Tk(x, θ), can be represented by a k-th degree polynomial of the operators
(3),(4). If n ≤ (k−1), the part of the quasi-exactly-solvable operator Tk(x, θ)
containing derivatives in x up to order n can be represented by an n-th degree
polynomial in the generators (3), (4).
(ii) Inversely, any polynomial in (3),(4) is quasi-exactly solvable operator.
(iii) Among quasi-exactly-solvable operators there exist exactly-solvable
operators Ek ⊂ Tk(x, θ).
Comment 1. If we define the universal enveloping algebra Ug of a Lie
algebra g as the algebra of all polynomials over the generators, then the
meaning of the Lemma is the following: Tk(x, θ) at k < n + 1 is simply an
3
element of the universal enveloping algebra Uosp(2,2) of the algebra osp(2, 2)
in the representation (3),(4). If k ≥ n + 1, then Tk(x, θ) is represented as a
polynomial in (3),(4) of degree n plus B ∂
n+1
∂xn−m+1∂θm
, where m = 0, 1 and B
is any linear differential operator of order not higher than (k − n− 1).
Proof. The proof is technical and but a straightforward analogue of the
proof of the similar lemma for the case of linear differential operators in one
variable (see Lemma 1 in [2] and its proof) 3.
Let us introduce the grading of the bosonic generators (3)
deg(T+) = +1 , deg(J, T 0) = 0 , deg(J−) = −1 (5)
and fermionic generators (4)
deg(Q2, Q1) = +
1
2
, deg(Q1, Q2) = −
1
2
(6)
Hence the grading of monomials of the generators (3),(4) is equal to
deg[(T+)n+(T 0)n0Jn(T−)n−Q1
m1Q2
m2Q1
m1Q2
m2 ] =
(n+ − n−) − (m1 −m2 −m1 +m2)/2 (7)
The n’s can be arbitrary non-negative integers, while the m’s are equal either
0 or 1. The notion of grading allows us to classify the operators Tk(x, θ) in
a Lie-algebraic sense.
LEMMA 2. A quasi-exactly-solvable operator Tk(x, θ) ⊂ Uosp(2,2) has
no terms of positive grading other than monomials of grading +1/2 contain-
ing the generator Q1 or Q2, iff it is an exactly-solvable operator.
THEOREM 1. Let n is a non-negative integer. Take the eigenvalue
problem for a linear differential operator in one real and one Grassmann
variables
Tk(x, θ)ϕ = εϕ (8)
3Recently, J.Frohlich and M.Shubin suggested more simple proof, based on irreducibil-
ity of the representation PN,N−1 and further use of the Burnside theorem (see e.g.[5]).
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where Tk is symmetric in a certain manner. In general, the problem (8)
has (2n + 1) linear independent eigenfunctions in the form of polynomials
in variable x, θ of order not higher than n, iff Tk is quasi-exactly-solvable.
The problem (8) has an infinite sequence of polynomial eigenfunctions, iff
the operator is exactly-solvable.
This theorem gives a general classification of differential equations
i=k,j=1∑
i,j=0
ai,j(x, θ)ϕ
(i,j)
x,θ (x, θ) = εϕ(x, θ) , (9)
where the notation ϕ
(i,j)
x,θ means the i−th order derivative with respect to x
and j−th order derivative with respect to θ, having at least one polynomial
solution in x, θ, thus resolving the generalized Bochner problem. Suppose
that k > 0, then the coefficient functions ai,j(x, θ) should have the form
ai,0(x, θ) =
k+i∑
p=0
ai,0,p x
p + θ
k+i−1∑
p=0
ai,0,p x
p
ai,1(x, θ) =
k+i−1∑
p=0
ai,1,p x
p + θ
k+i−1∑
p=0
ai,1,p x
p (10)
The explicit expressions (10) are obtained by substituting (3),(4) into
a general, the k-th order, polynomial element of the universal enveloping
algebra Uosp(2,2). Thus the coefficients ai,j,p can be expressed through the co-
efficients of the k-th order polynomial element of universal enveloping algebra
Uosp(2,2). The number of free parameters of the polynomial solutions is defined
by the number of parameters characterizing general, a k-th order polynomial
element of the universal enveloping algebra Uosp(2,2). However, in counting
parameters a certain ordering of the generators should be introduced to avoid
double counting due to commutation and anti-commutation relations. Also
some relations between generators should be taken into account, specific for
the given representation (3),(4), like
5
2T+J − Q1Q2 = nT
+ ,
T+Q1 − T
0Q2 = −Q2 ,
T+Q2 + T
0Q1 =
(1− n)
2
Q1 ,
JQ2 =
n
2
Q2 ,
JQ1 =
(n+ 1)
2
Q1 ,
T+T− − T 0T 0 − JJ + T 0 = −
n
2
(n− 1) ,
JJ = (n +
1
2
)J −
n
4
(n + 1) ,
Q1Q1 + Q2Q2 − 2nJ = −n(n + 1) ,
2T 0J + Q1Q1 − (n+ 1)T
0 − nJ = −
n
2
(n+ 1) ,
T−Q2 − T
0Q1 = (
n
2
+ 1)Q1 ,
T−Q1 − T
0Q2 =
(n− 1)
2
)Q2 ,
JQ1 =
n
2
Q1 ,
JQ2 =
n + 1
2
Q2 ,
2JT− − Q1Q2 = (n+ 1)T
− (11)
between quadratic expressions in generators and the double-sided ideals gen-
erated by them. Straightforward analysis leads to the following expression for
the number of free parameters of a quasi-exactly-solvable operator Tk(x, θ)
par(Tk(x, θ)) = 4k(k + 1) + 1 , (12)
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where we denoted the number of free parameter of the operator T through
the symbol par(T ) . Note, that for the second-order quasi-exactly solvable
operator par(T2) = 25
4. For the case of an exactly-solvable operator (an
infinite sequence of polynomial solutions of Eq. (9)), the Eq. (10) simplifies
and reduces to
ai,0(x, θ) =
i∑
p=0
ai,0,px
p + θ
i−1∑
p=0
ai,0,px
p
ai,1(x, θ) =
i∑
p=0
ai,1,px
p + θ
i−1∑
p=0
ai,1,px
p (13)
Correspondingly, the number of free parameters reduces to
par(Ek(x, θ)) = 2k(k + 2) + 1 (14)
For the second-order exactly solvable operator par(E2(x, θ)) = 17
5. Hence,
Eq.(9) with coefficient functions (13) gives a general form of eigenvalue prob-
lem for the operator Tk, which can lead to an infinite family of orthogonal
polynomials as eigenfunctions. If we put formally all coefficients in (13), ai,0,p
and ai,1(x, θ) equal to zero, we reproduce the eigenvalue problem for the dif-
ferential operators in one real variable, which gives rise to all known families
of orthogonal polynomials in one real variable (see [2]).
2 Second-order differential equations in x,θ
Now let us consider in more detail the second order differential equa-
tion Eq.(9), which can possess polynomial solutions. As follows from The-
4Recall, that for the case of the second-order differential operator in one real variable,
the number of free parameter was equal to 9 (see[2]).
5Recall, that for the case of the second-order differential operator in one real variable,
the number of free parameter was equal to 6 (see [2]).
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orem 1, the corresponding differential operator T2(x, θ) should be quasi-
exactly-solvable. Hence, this operator can be expressed in terms of osp(2, 2)
generators taking into account the relations (11)
T2 = c++T
+T+ + c+0T
+T 0 + c+−T
+T− + c0−T
0T− + c−−T
−T−+
c+JT
+J + c0JT
0J + c−JT
−J+
c+1T
+Q1 + c+2T
+Q2 + c+1T
+Q1 + c+2T
+Q2 + c01T
0Q1+
c02T
0Q2 + c−1T
−Q1 + c−2T
−Q2+
c+T
+ + c0T
0 + c−T
− + cJJ + c1Q
1 + c2Q
2 + c1Q1 + c2Q2 + c (15)
where cαβ, cα, c are parameters. Following Lemma 2, under the conditions
c++ = c+0 = c+1 = c+2 = c1 = c+2 = c+J = c+ = 0 , (16)
the operator T2(x, θ) in representation (13) becomes exactly-solvable.
Now we proceed to the detailed analysis of the quasi-exactly-solvable
operator T2(x, θ). Set
c++ = 0 (17)
in Eq.(15). The remainder will possess an exceptionally rich structure. The
whole situation can be subdivided into three cases
c+2 6= 0 , c+1 = 0 (case I) (18)
c+2 = 0 , c+1 6= 0 (case II) (19)
c+2 = 0 , c+1 = 0 (case III) (20)
We emphasize that we keep the parameter n in the representation (3),(4) as
a fixed, non-negative integer.
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Case I. The conditions (17) and (18) are fulfilled (see Fig.I).
Case I.1.1. If
(n + 2)c+0 + nc+J + 2c+ = 0 ,
c+2 = c1 = 0 ,
(n+ 1)c02 + 2c2 = 0 , (21)
then T2(x, θ) preserves Pn,n−1 and Pn+1,n−1.
Case I.1.2. If
(n + 4 + 2m)c+0 + nc+J + 2c+ = 0 ,
c+2 = c1 = 0 ,
c02 = c2 = c−2 = 0 , (22)
at a certain integer m ≥ 0 , then T2(x, θ) preserves Pn,n−1 and Pn+2+m,n−1.
If m is non-integer, then T2(x, θ) preserves Pn,n−1 and P∞,n−1.
Case I.1.3. If
(n+ 1)c+J + 2c+ = 0 ,
c+0 = 0 ,
c+2 = c1 = 0 ,
c02 = c2 = c−2 = 0 , (23)
thenT2(x, θ) preserves the infinite flag of polynomial spaces the Pn+m,n−1, m =
0, 1, 2, . . ..
Case I.2.1. If
(n− 3)c+0 + (n + 1)c+J + 2c+ = 0 ,
(n− 1)c+2 = c1 ,
9
(n− 1)c02 + 2c2 = 0 , (24)
then T2(x, θ) preserves Pn,n−1 and Pn,n−2.
Case I.2.2. If
3c+0 − c+J = 0 ,
(2k + 2n + 4)c+0 + 2c+ = 0 ,
c+2 = c1 = 0 ,
(2k − n + 3)c02 + 2c2 = 0 , (25)
at a certain integer k ≥ 0, then T2(x, θ) preserves Pn,n−1 and Pk+2,k.
Case I.2.3. If
c+0 = c+J = c+ = 0 ,
c+2 = c1 = 0 ,
c02 = c2 = 0 , (26)
then T2(x, θ) preserves Pn,n−1 and the infinite flag of the polynomial spaces
Pk+2,k, k = 0, 1, 2, . . .. Note in general for this case c−2 6= 0.
Case I.3.1. If
(n− 5− 2m)c+0 + (n+ 1)c+J + 2c+ = 0 ,
c+2 = c1 = 0 ,
c02 = c2 = c−2 = 0 , (27)
at a certain integer 0 ≤ m ≤ (n − 3) , then T2(x, θ) preserves Pn,n−1 and
Pn,n−3−m.
Case I.3.2. If
c+0 = 0 ,
(n+ 1)c+J + 2c+ = 0 ,
10
c+2 = c1 = 0 ,
c02 = c2 = c−2 = 0 , (28)
then T2(x, θ) preserves Pn,n−1 and the sequence of the polynomial spaces
Pn,n−3−m, m = 0, 1, 2, . . . , (n− 3).
Case I.3.3. If
(2k + 1− n)c+0 + (n+ 1)c+J + 2c+ = 0 ,
(2m+ 5)c+0 − c+J = 0 ,
c+2 = c1 = 0 ,
c02 = c2 = c−2 = 0 , (29)
at certain integers k,m ≥ 0 , then T2(x, θ) preserves Pn,n−1 and Pk+3+m,k.
Case I.3.4. If
c+0 = c+J = c+ = 0 ,
c+2 = c1 = 0 ,
c02 = c2 = c−2 = 0 , (30)
then T2(x, θ) preserves Pn,n−1 and the infinite flag of polynomial spaces
Pk+3+m,k , k,m = 0, 1, 2, . . . (cf. Cases I.1.3 and I.2.3).
Case II. The conditions (17) and (19) are fulfilled (see Fig.II).
Case II.1.1. If
(n+ 1)c+0 + (n + 1)c+J + 2c+ = 0 ,
c2 = 0, (31)
then T2(x, θ) preserves Pn,n−1 and Pn,n.
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Case II.1.2. If
(n+ 3)c+0 + (n + 1)c+J + 2c+ = 0 ,
(n+ 2)c01 + 2c1 = 0 ,
c+1 = c2 = 0 , (32)
then T2(x, θ) preserves Pn,n−1 and Pn,n+1.
Case II.1.3. If
(2k + 5 + n)c+0 + (n+ 1)c+J + 2c+ = 0 ,
c01 = c1 = 0 ,
c+1 = c2 = 0 ,
c−1 = 0 , (33)
at a certain integer k ≥ 0 , then T2(x, θ) preserves Pn,n−1 and Pn,n+2+k.
Case II.1.4. If
c+0 = 0,
(n+ 1)c+J + 2c+ = 0 ,
c01 = c1 = 0 ,
c+1 = c2 = 0 ,
c−1 = 0, (34)
then T2(x, θ) preserves Pn,n−1 and the infinite flag of polynomial spaces
Pn,n+k, k = 0, 1, 2, . . . (cf. Cases I.1.3 , I.2.3 and I.3.4).
Case II.2.1. If
(n− 2)c+0 + nc+J + 2c+ = 0 ,
c+1 = c2 , (35)
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then T2(x, θ) preserves Pn,n−1 and Pn−1,n−1.
Case II.2.2. If
(n+ 1)c+0 − c+ = 0 ,
3c+0 + c+J = 0 ,
nc01 + 2c1 = 0 ,
c+1 = c2 = 0 , (36)
then T2(x, θ) preserves Pn,n−1 and Pn−1,n.
Case II.2.3. If
(n− 2)c+0 + nc+J + 2c+ = 0 ,
(2k + 1)c+0 + c+J = 0 ,
c+1 = c2 = 0 ,
c01 = c1 = c−1 = 0 , (37)
at a certain integer k ≥ 0, then T2(x, θ) preserves Pn,n−1 and Pn−1,n+k+1.
Case II.2.4. If
c+0 = c+J = c+ = 0 ,
c+1 = c2 = 0 ,
c01 = c1 = c−1 = 0 , (38)
then T2(x, θ) preserves Pn,n−1 and the infinite flag of the polynomial spaces
Pn−1,n+k, k = 0, 1, 2, . . . (cf. Cases I.1.3 , I.2.3 , I.3.4 and II.1.4).
Case II.3.1. If
(n− 4)c+0 + nc+J + 2c+ = 0 ,
(n− 2)c01 + 2c1 = 0 ,
c+1 = c2 = 0 , (39)
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then T2(x, θ) preserves Pn,n−1 and Pn−2,n−1.
Case II.4.1. If
(m− 2n)c+0 + c+ = 0 ,
3c+0 + c+J = 0 ,
(2m+ 2− n)c01 + 2c1 = 0 ,
c+1 = c2 = 0 , (40)
at a certain integer m ≥ 0, then T2(x, θ) preserves Pn,n−1 and Pm,m+1.
Case II.4.2. If
(2m− n)c+0 + nc+J + 2c+ = 0 ,
(2k + 5)c+0 + 2c+J = 0 ,
c+1 = c2 = 0,
c01 = c1 = c−1 = 0 (41)
at certain integers k ≥ 0, m ≥ 0, thenT2(x, θ) preserves Pn,n−1 and Pm,m+2+k.
Case II.4.3. If
c+0 = c+J = c+ = 0 ,
c+1 = c2 = 0,
c01 = c1 = c−1 = 0 (42)
then T2(x, θ) preserves Pn,n−1 and the infinite flag of the polynomial spaces
Pm,m+1+k, m, k = 0, 1, 2, . . . (cf. Cases I.1.3 , I.2.3 , I.3.4 , II.1.4 and II.2.4).
Case III. The conditions (17) and (20) are fulfilled (see Fig.III).
Case III.1.1. If
(2m− n)c+0 + nc+J + 2c+ = 0 ,
14
c+0 + c+J = 0 ,
(m− n)c+1 + c2 = 0, (43)
at a certain integer m ≥ 0, then T2(x, θ) preserves Pn,n−1 and Pm,m.
Case III.1.2. If
c+0 = c+J = c+ = 0 ,
c+1 = c2 = 0, (44)
then T2(x, θ) preserves Pn,n−1 and the infinite flag of the polynomial spaces
Pm,m, m = 0, 1, 2, . . . (cf. Cases I.1.3 , I.2.3 , I.3.4 , II.1.4, II.2.4 and
II.4.3).
Case III.2.1. If
(2m− n)c+0 + nc+J + 2c+ = 0 ,
c+0 − c+J = 0 ,
mc+2 − c1 = 0, (45)
at a certain integer m ≥ 0, then T2(x, θ) preserves Pn,n−1 and Pm,m−1.
Case III.2.2. If
c+0 = c+J = c+ = 0 ,
c+2 = c1 = 0 (46)
then T2(x, θ) preserves Pn,n−1 and the infinite flag of polynomial spaces
Pm,m−1, m = 0, 1, 2, . . . (cf. Cases I.1.3 , I.2.3 , I.3.4 , II.1.4, II.2.4, II.4.3
and III.1.2). This case corresponds to exactly-solvable operators Ek.
In [2] it has been shown that under a certain condition some quasi-exactly-
solvable operators T2(x) in one real variable can preserve two polynomial
spaces of different dimensions n and m. It has been shown that those quasi-
exactly-solvable operators T2(x) can be represented through the generators
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of sl2(R) in projectivized representation characterized either by the mark
n or by the mark m. The above analysis shows that the quasi-exactly-
solvable operators T2(x, θ) in two variables (one real and one Grassmann)
possess an extremely rich variety of internal properties . They are charac-
terized by different structures of invariant sub-spaces. However, generically
the quasi-exactly-solvable operators T2(x, θ) can preserve either one, or two,
or infinitely many polynomial spaces. For the latter, those operators be-
come ’exactly-solvable’ (see Cases I.1.3 , I.2.3 , I.3.4 , II.1.4, II.2.4, II.4.3
and III.1.2) giving rise to the eigenvalue problems (8) possessing infinite se-
quences of polynomial eigenfunctions. In general, for the two latter cases
the interpretation of T2(x, θ) in term of osp(2, 2) generators characterized
by different marks does not exist unlike the case of quasi-exactly-solvable
operators in one real variable. The only exceptions are given by the Case
III.2.1 and Case III.2.2.
3 2 x 2 matrix differential equations in x
It is well-known that anti-commuting variables can be represented by
matrices. In our case the matrix representation is as follows: substitute θ and
∂θ in the generators (3),(4) by the Pauli matrices σ
+ and σ−, respectively,
acting on two-component spinors. In fact, all main notations are preserved
like quasi-exactly-solvable and exactly-solvable operator, grading etc.
In the explicit form the fermionic generators (4) in matrix representation
are written as follows:
Q =
[
σ−
xσ−
]
, Q¯ =
[
xσ+∂x − nσ
+
−σ−∂x
]
. (47)
The representation (47) implies that in the spectral problem (8) an eigen-
function ϕ(x) is treated as a two-component spinor
ϕ(x) =
[
ϕ1(x)
ϕ2(x)
]
, (48)
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In the matrix formalism, the polynomial space (1) has the form:
PN,M =
〈
x0, x1, . . . , xM
x0, x1, . . . , xN
〉
(49)
where the terms of zero degree in θ come in as the lower component and the
terms of first degree in θ come in as the upper component. The operator
Tk(x, θ) becomes a 2x2 matrix differential operator Tk(x) having derivatives
in x up to k-th order. In order to distinguish the matrix operator in x from the
operator in x, θ, we will denote the former asTk(x). Finally, as a consequence
of Theorem 1, we arrive at the eigenvalue problem for a 2x2 matrix quasi-
exactly-solvable differential operator Tk(x), possessing in general (2n + 1)
polynomial solutions of the form PN,N−1. This eigenvalue problem can be
written in the form (cf.Eq.(9))
i=k∑
i=0
ak,i(x)ϕ
(i)
x (x) = εϕ(x) , (50)
where the notation ϕ(i)x means the i−th order derivative with respect to x of
each component of the spinor ϕ(x) (see Eq.(48)). The coefficient functions
ak,i(x) are 2x2 matrices and generically for the k-th order quasi-exactly-
solvable operator their matrix elements are polynomials. Suppose that k > 0.
Then the matrix elements are given by the following expressions
ak,i(x) =

 A[k+i]k,i B[k+i−1]k,i
C
[k+i+1]
k,i D
[k+i]
k,i

 (51)
at k > 0, where the superscript in square brackets displays the order of the
corresponding polynomial.
It is easy to calculate the number of free parameters of a quasi-exactly-
solvable operator Tk(x)
par(Tk(x)) = 4(k + 1)
2 (52)
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(cf.Eq.(12)).
For the case of exactly-solvable problems, the matrix elements (53) of the
coefficient functions will be modified
ak,i(x) =

 A[i]k,i B[i−1]k,i
C
[i+1]
k,i D
[i]
k,i

 (53)
where k > 0. An infinite family of orthogonal polynomials as eigenfunctions
of Eq.(50), if they exist, will occur, if and only if the coefficients functions
have the form (53). The number of free parameters of an exactly-solvable
operator Ek(x) and, correspondingly, the maximal number of free parameters
of the 2 x 2 matrix orthogonal polynomials in one real variable is equal to
par(Ek(x)) = 2k(k + 3) + 3 (54)
(cf.Eq.(14)).
The increase in the number of free parameters for the 2 x 2 matrix op-
erators with respect to the case of the operators in x, θ is connected to the
occurance of extra monomials of degree (k+1) in generators of osp(2, 2) (see
Eqs.(3),(4),(47)), leading to the k-th order differential operators in x.
Thus, the above formulas describe the coefficient functions of matrix dif-
ferential equations (50), which can possess polynomials in x as solutions,
resolving the analogue of the generalized Bochner problem Eq.(0) for the
case of 2 x 2 matrix differential equations in one real variable.
Now let us take the quasi-exactly-solvable matrix operator T2(x) and try
to reduce Eq.(8) to the Schroedinger equation
[−
1
2
d2
dy2
+ Vˆ (y)]Ψ(y) = EΨ(y) (55)
where Vˆ (y) is a two-by-two hermitian matrix, by making a change of variable
x 7→ y and ”gauge” transformation
Ψ = Uϕ (56)
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where U is an arbitrary two-by-two matrix depending on the variable y.
In order to get some ”reasonable” Schroedinger equation one should fulfill
two requirements: (i) the potential Vˆ (y) must be hermitian and (ii) the
eigenfunctions Ψ(y) must belong to a certain Hilbert space.
Unlike the case of quasi-exactly-solvable differential operators in one real
variable (see [4]), this problem has no complete solution so far. Therefore it
seems instructive to display a particular example [3].
Consider the quasi-exactly-solvable operator
T2 = −2T
0T− + 2T−J − iβT 0Q1+
αT 0 − (2n+ 1)T− −
iβ
2
(3n+ 1)Q1 +
i
2
αβQ2 − iβQ1 , (57)
where α and β are parameters. Upon introducing a new variable y = x2 and
after straightforward calculations one finds the following expression for the
matrix U in Eq.(56)
U = exp(−
αy2
4
+
iβy2
4
σ1) (58)
and for the potential Vˆ in Eq.(56)
Vˆ (y) =
1
8
(α2 − β2)y2 + σ2[−(n+
1
4
)β +
αβ
4
y2 −
α
4
tan
βy2
2
] cos
βy2
2
+
σ3[−(n +
1
4
)β +
αβ
4
y2 −
α
4
cot
βy2
2
] sin
βy2
2
(59)
It is easy to see that the potential Vˆ is hermitian; (2n + 1) eigenfunctions
have the form of polynomials multiplied by the exponential factor U and
they are obviously normalizable.
At closing, I am very indebted to V.Arnold for numerous useful discus-
sions and also to J.Frohlich and M.Shubin for interest in the subject and
valuable suggestions. Also I am very grateful to the Centre de Physique
Theorique , where this work was initiated, and to the Institute of Theoret-
ical Physics, ETH-Honggerberg, where this work was completed, for their
kind hospitality extended to me.
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FIGURE CAPTIONS
Figs. 0–III .
Newton diagrams describing invariant subspaces PN,M of the second-order
polynomials in the generators of osp(2, 2). The lower line corresponds to the
part of the space of zero degree in θ and the upper line of first degree in θ.
The letters without brackets indicate the maximal degree of the polynomial
in x. The letters in brackets indicate the maximal (or minimal) possible
degree, if the degree can be varied. The thin line displays schematically the
length of polynomial in x (the number of monomials). The thick line shows,
that the length of polynomial can not be more (or less) than that size. The
dashed line means, that the length of polynomial can take any size on this
line. If the dashed line is unbounded, it means that the degree of polynomial
can be arbitrary up to infinity. Numbering the figures I-III corresponds to
the cases, which satisfy the conditions (17),(18) (Case I); (17),(19) (Case II)
and (17),(20) (Case III).
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