otherwise. The absolute tensor product originates from Kurokawa [K] . We refer to Manin [M] for an excellent survey.
Suppose that Z 1 (s), . . . , Z r (s) have properties of zeta functions, such as Euler product expressions and functional equations. Then their absolute tensor product Z 1 (s) ⊗ · · · ⊗ Z r (s) is also expected to have properties similar to those of usual zeta functions. We also expect that the (conjectural) generalized Euler product expression for the absolute tensor product of usual zeta functions Z j (s) would be related to absolute tensor products of Euler factors of Z j (s). These expectations are based on the analytic principle which is called the multiple explicit formula: see [A1, A2, KK3, KK4] .
We consider the Hasse zeta functions ζ(s, F p ) := (1 − p −s ) −1 of finite fields F p . They can also be regarded as Euler factors of the Riemann zeta function. They have the following expression in terms of the (poly-) logarithm:
(1.1) ζ(s, F p ) = exp
p −ns n (Re(s) > 0).
The purpose of this paper is to give a generalization of (1.1) in the case of absolute tensor products of ζ(s, F p ):
Theorem 1. Let p 1 , . . . , p k be distinct prime numbers and r 1 , . . . , r k be positive integers. Then for Re(s) > 0 we have
, where e(x) := e 2πix and
Remark 1.1. The convergence of the summations depends on a consequence of Baker's result (see [B, Theorem 3 .1]). That is, for distinct prime numbers p, q there exists c = c(p, q) > 0 such that
where x := min m∈Z |x − m|.
Remark 1.2. Theorem 1 was conjectured in [A2, Conjecture 5] . The following cases of Theorem 1 have been proved in earlier studies:
To prove Theorem 1, we give the corresponding expression for the (generalized) multiple sine function in Theorem 2 below. We recall the construction of the generalized multiple sine function introduced by Kurokawa-Ochiai [KO] and . Let ζ r (s, z, η) = n 1 ,...,n r ≥0
(n 1 η 1 + · · · + n r η r + z) −s be the multiple Hurwitz zeta function introduced by Barnes [Bar] , where η := (η 1 , . . . , η r ) ∈ (R >0 ) r , Re(z) > 0 and |arg(n 1 η 1 + · · · + n r η r + z)| < π/2. The summation converges absolutely and uniformly on any compact subset of Re(s) > r and ζ r (s, z, η) has an analytic continuation as a holomorphic function to s ∈ C \ {1, . . . , r}. Then, for m ∈ Z ≥0 , the generalized multiple gamma function Γ r,m (z, η) and the generalized multiple sine function S r,m (z, η) are defined by
The multiple sine function S r (z, η) is given by S r (z, η) := S r,0 (z, η). For its theory see [KK1] . While S r (z, η) is meromorphic in z ∈ C, S r,m (z, η) cannot be extended meromorphically to all z ∈ C for any m ≥ 1. We show Kummer's formula for the generalized multiple sine functions, which is a Fourier series type expansion for their logarithm:
Theorem 2. Suppose that ω 1 , . . . , ω k satisfy nω l /ω j −1 = O(e εn ) as n → ∞ for any j, l (j = l) and any ε > 0. Let r 1 , . . . , r k ∈ Z >0 and m ∈ Z ≥0 . Put r := r 1 + · · · + r k and ω := (ω 1 , . . . , ω 1
The right hand side is holomorphic in
The right hand side is holomophic in Im(z) < 0. The key point to prove Theorem 2 is to show the functional equation for a suitable sum of multiple Hurwitz zeta functions as follows:
Theorem 3. Let ω 1 , . . . , ω k , r 1 , . . . , r k , r and ω be as in Theorem 2. Then:
(1) For 0 < Re(z) < r 1 ω 1 + · · · + r k ω k , Im(z) > 0 and Re(s) < 1 we have
, where arg(2πin/ω j ) = π/2. The summations over n converge absolutely and uniformly on any compact subset of
.
The summations over n converge absolutely and uniformly on any compact subset of {(s, z) ∈ C 2 : Im(z) < 0}.
We will also obtain the functional equation for multiple Hurwitz zeta functions:
Theorem 4. Let ω 1 , . . . , ω k , r 1 , . . . , r k , r and ω be as in Theorem 2. In addition, suppose that for any j, l (j = l) there exists c j,l > 0 such that
, where arg(2πin/ω j ) = ±π/2 and A ∈ R is a constant given explicitly in terms of r j and c j,l .
Remark 1.4. To guarantee the convergence of the summations over n on the right hand side of the equation in Theorem 4, we need the stronger assumption " nω l /ω j −1 = O(n c j,l ) as n → ∞" in comparison with Theorems 2 and 3.
Remark 1.5. From Theorem 4 we can obtain Kummer's formula for the generalized multiple gamma function Γ r,m (z, ω) for sufficiently large m. But in the setting of Theorem 4 with m = 0, which is the most interesting case, it seems difficult to obtain Kummer's formula for the multiple gamma function Γ r (z, ω) = Γ r,0 (z, ω) because we encounter the problem about the validity of Theorem 4 at s = 0. For some concrete ω Koyama and Kurokawa [KK2] obtained Kummer's formula for multiple gamma functions.
2. Functional equations for multiple Hurwitz zeta functions. In this section we prove Theorems 3 and 4.
First we sketch the proof. Let ω 1 , . . . , ω k , r 1 , . . . , r k , r, ω be as in Theorem 2. We use the following contour integral expression for multiple Hurwitz zeta functions:
where 0 < ε < min{2π/ω 1 , . . . , 2π/ω k } is a fixed number; C ε is the union of the interval from +∞ to ε, the set {εe iθ : θ from 0 to 2π} and the interval from ε to +∞; (−t) s−1 = e (s−1) log(−t) and log(−t) takes a real value at t = −ε on C ε . We put C ε,R,T := 6 j=1 C (j) with
where T ∈ R >ε \ k j=1 (2π/ω j )Z and R ∈ R >ε . By the residue theorem, we have
Calculating the residue and taking the limit as R → ∞ and T → ∞, we will prove Theorems 3 and 4. Strictly speaking, in the proof of Theorem 3 before taking the limit as T → ∞ we will find the cancellation between divergent terms. We begin the detailed proof. First we calculate the residue in (2.1):
Lemma 2.1. Let ω 1 , . . . , ω k , r 1 , . . . , r k be as in Theorem 2, n ∈ Z \ {0} and z, s ∈ C. Then
, where arg(−2πin/ω j ) = ±π/2.
To prove the lemma, we recall the multiple Bernoulli polynomial r denotes the kth derivative of g r . Proof of Lemma 2.1. Changing t → t + 2πin/ω j , the left hand side of (2.2) equals
We expand each term around t = 0. Replacing x with z/ω j , t with −ω j t and r with r j in (2.3), we have (2.6)
Next we deal with the second term in braces in (2.5). For |t| < 2π/ω j Taylor's theorem gives (2.7) 1
Here, in the second equation we changed u → 2πin ω j (u − 1).
Next we treat the third term in braces in (2.5). We remark that arg(−t − 2πin/ω j ) takes a value near −π/2 or π/2 if |t| is sufficiently small. Hence
where arg(−2πin/ω j ) = ±π/2.
Applying (2.6)-(2.8) to (2.5), we obtain (2.9)
g m 3 +1 (s).
Next we deal with the right hand side of (2.2). We put (2.10)
Then by the Leibniz rule we have (2.11)
Since it follows from (2.10) and (2.4) that
Comparing (2.9) to (2.12) with u = 1, we obtain the desired result.
Next, we restrict z to 0 < Re(z) < r 1 ω 1 + · · · + r k ω k and take the limit as R → ∞ in (2.1). Then easy estimates give | Ì C (j) | → 0 as R → ∞ for j = 2, 4, 6. Thus, we obtain Lemma 2.2. Let ω 1 , . . . , ω k , r 1 , . . . , r k be as in Theorem 2, s ∈ C and
, where C (7) : = {u + iT : u from ∞ to −∞},
|arg(−t)| < π and arg(2πin/ω j ) = ±π/2. Next, we consider the limit as T → ∞. But the integrand in Lemma 2.2 has poles at t ∈ iR. Hence, we choose a good sequence T 1 ≤ · · · ≤ T N ≤ · · · → ∞, put T = T N and take the limit N → ∞. The following lemma guarantees the existence of good sequences: Lemma 2.3. Let ω 1 , . . . , ω k , r 1 , . . . , r k be as in Theorem 2. Then there exists C > 0 such that for any T > 0 we can choose T 0 ∈ (T, T + 1) satisfying
Proof. For t = u + iv with −1 ≤ u ≤ 1 and v ∈ R we have
Hence we have (2.13)
Since the number of v ∈ (T, T + 1) which satisfy ω j v/π ∈ Z for some j is bounded above uniformly in T , there exists δ > 0, which does not depend on T , and there exists T 0 ∈ (T, T + 1) such that δ ≤ ω j T 0 /π ≤ 1/2 for any j. Applying this to (2.13) with v = ±T 0 completes the proof.
Proof of Theorem 4. We restrict z and s to 0 < z < r 1 ω 1 + · · · + r k ω k and Re(s) < 1 in Lemma 2.2. From Lemma 2.3 we can choose a sequence
for all t = u ± iT N with −1 ≤ u ≤ 1, where C is a constant depending only on ω 1 , . . . , ω k and r 1 , . . . , r k . We put T = T N in Lemma 2.2. We estimate Ì C (7) and Ì C (8) on the left hand side of the equation in Lemma 2.2 with T = T N and take the limit as N → ∞. First we treat Ì C (7) . We have (2.15)
In addition, we have
and since 0 < z < r 1 ω 1 + · · · + r k ω k the right hand side above is integrable on |u| > 1. These imply that | Ì |u|>1 | → 0 as N → ∞. In the same manner together with (2.14), | Ì |u|≤1 | → 0 as N → ∞. Hence (2.15) tends to 0 as N → ∞. In the same manner we show that |
Finally, we show that the summations over n converge absolutely in Re(s) < A for some A ∈ R as N → ∞. From (2.12) it is sufficient to prove that for any j, (2.16)
(m 2 , m 3 ∈ Z ≥0 , m 2 + m 3 ≤ r j − 1) converges for σ < A. By induction on N , for any N, M ∈ Z ≥0 and α ∈ R we easily obtain
Hence, by the Leibniz rule, (2.16) is bounded above by the finite linear combination of (2.17)
Since sin(πx) ≥ 2x for 0 ≤ x ≤ 1/2, we have
Applying this and the assumption |n|ω l /ω j −1 = O(|n| c j,l ) to (2.17), we finish the proof.
Proof of Theorem 3. First we prove (1). We assume Im(z) > 0 in addition to the assumptions of Lemma 2.2. Replacing z with r 1 ω 1 + · · · + r k ω k − z in Lemma 2.2, we have
First we treat
Ì C (7) on the left hand side of (2.18). We have (2.19)
Similarly we have (2.20)
Next we deal with the right hand side of (2.18). Replacing n with −n, we have (2.21)
It follows from arg(−2πin/ω j ) = ±π/2 that
where arg(2πin/ω j ) = ±π/2.
Next we deal with [· · · ] u=1 on the right hand side of (2.21). We need the following lemma:
Lemma 2.4. Let N ∈ Z ≥1 and n ∈ Z \ {0}. Let a function F (u) be a (N − 1)-times continuously differentiable near u = 1. Then
Proof. We define a N,m as in (2.10). Then the left hand side is calculated as follows:
Applying this to (2.23) completes the proof. .
