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ABSTRACT 
It is shown that nth order Fekete points and more general n-tuples of equilibrium points on 
simple closed curves of class C 3+E have very regular distribution as n-m. The method of proof 
resembles that of Pommerenke [5] for analytic curves: one introduces explicitly known comparison 
points such that electrons at those points and constrained to the conducting curve are nearly in 
equilibrium, and one shows next that the equilibrium points must be close to the comparison points. 
However, the nonanalytic case requires some new tools: (i) the sharpened Grunsky inequality for 
quasi-conformal curves; (ii) an initial smoothing of the deviations of the comparison points from 
the equilibrium points. As a corollary to the regularity of the distribution, one may conclude that 
the field due to electrons at equilibrium points is not much larger, inside the curve, than the field 
due to a single electron on the curve (cf. (3)). 
1. INTRODUCTION AND RESULTS 
Let y be a Jordan curve in the complex z-plane. To describe the curve and our 
equilibrium points, we introduce the normalized 1 - 1 conformal map z = Q(w) 
from the exterior of the unit circle in the w-plane onto the exterior of 
y: @(m)=m, @‘(oo) ~0. As is well-known, @ defines a 1 - 1 continuous 
function from the closed region ) w 1 2 1 onto the closed exterior of y. Thus y 
has the special parametric representation 
z= @(e”), Ort127r. 
We will suppose throughout that y is of class C3+&. Then 
@(W)EC3, @‘(W)#O, IWI 21 
(cf. [l], ch. 10). 
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Now let zl, . . . . zn be n distinct points on y, arranged counter-clockwise: 
(1.1) Zk4(&), k=l,...,n; t*<***ct,<t,+2n. 
We suppose that each point zk carries an “electron” or point charge - 1. The 
normalized electrostatic force on an electron at a point z = @(e”) of y, due to the 
electron at zk, equals grad log 1 z - zk I. Using the arc length ds = 1 @‘(e”) 1 dt 
along y, the tangential component of this force can be expressed as 
T((zszk)=$ log Iz-zkl =F(t,tk)/I @‘(eif)). 
Here we have introduced the important function 
I F(t, u)cf$ log ( @(e”) - @(e’“) (1.2) =$ ( log 12 sin *(t-u) I +b I @(e”) - @(e’“) eit _ eiu 
I = + cot +(t - &G(t, u). 
The quotient occurring in (1.2) is of class C2 in t and u, and since @‘(ei”) # 0, the 
logarithm is also of class C*. Thus G(t, u) which has period 271 in t and u will be 
of class Cl. 
The tangential component of the total force on the electron at zj, due to the 
electrons at all the other points zk, will be given by 
(1.3) ~=~(zl,...,&)= ,=fi, T(zj,zk)’ 1 F(tj,tk)/I @‘(e”j)l. 
k+j 
We think of y as a conductor and of the electrons as freely movable, but only 
along y. Thus electrons at the points 
(1.4) <k = @(ei8k), k = 1, . . . , n; o<e,<~-<e,~2n 
will be in equilibrium if and only if all the net tangential forces are zero, or 
equivalently, 
(1.5) i F(ej,ek)=o, j=l, ...,n* 
k=l. k+j 
Any set of points (1.4) on y for which (1.5) is satisfied will be called an nth 
order equilibrium set. We will always arrange the corresponding B’s as in (1.4). 
Imprecisely but conveniently, we will also refer to the n-tuple (dl, . . . , 0,) as an 
equilibrium set. We will consider one such set for each n, so that of course 
ok= 6$(n), but the dependence on n will usually not be shown explicitly. A 
special case of equilibrium points is given by nth order Feketepoints (O,, . . . , 0,); 
they are characterized by minimality of the potential energy for configurations 
of n electrons on y, or by maximality of n I zj - zk I , 1 ~j < k 5 n. 
Families of sequences of Fekete points 
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uwo, . ..~400}~ n= 1,2, . . . 
are known to be uniform/y distributed [7]. Under the normalization (1.4) this 
means that 
(1.6) max 8&z) -271- -*O as n-00. 
k n 
k 
Our results will be valid for arbitrary families of sets (et, . . . . 0,) of equilibrium 
points which satisfy condition (1.6); actually, there are strong indications that 
all families of equilibrium sets are uniformly distributed. 
To describe the distribution of equilibrium points, we introduce families of 
sequences 
{4(n), . . . . t,(n)}, n= 1,2, . . . 
of comparison points arranged as in (1.1). We require that the comparison 
points are also uniformly distributed and that the average of the deviations 
(1.7) dksftk-Ok, k= 1, . . ..n 
be equal to zero: 
(l-8) + i s,=o. 
(These conditions imply that the points tk(n) also satisfy (1.6).) For the formu- 
lation of our main result, we introduce the quadratic mean of the tangential 
forces 1 Tj 1 at the points zj = @(e”i), due to electrons at the other points zk: 
(1.9) 
def 
t=rn= 
PRINCIPAL THEOREM. Let y be a Jordan curve of class C3 + & and let (I!$, . . . , e,), 
n= 1,2, . . . as in (1.4) be an arbitrary famiiy of sequences of “‘equilibrium 
points”for y which is uniformly distributed (1.6). Let (tl, . . . . t,), n=1,2, . . . as 
in (1.1) be an arbitrary family of sequences of comparison points which is 
uniformly distributed (1.6) and such that the average of the differences 
S, = tk - 0, is zero. Finally, let T,, be the quadratic mean (1.9) of the tangential 
forces for the comparison points. Then the quadratic mean of the differences 
e, - tk satisfies the asymptotic inequality 
where B depends only on y. 
The simplest Comparison points tk are equally spaced points, 
tk=a,+d, k=l,..., n. 
n 
Taking 
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condition (1.8) will be satisfied and since a,,-+0 by (1.6), the points t&r) also 
satisfy (1.6). For equally spaced points tk, one of us has shown ([2] p. 425) that 
the tangential forces 1 q ) are uniformly bounded, hence 
7n = O( 1). 
We thus have the following 
COROLLARY. For Fekete points or arbitrary uniformly distributed families of 
equilibrium points (0,) . . . . en), n=l,2 ,... foracurveofclassC3+E, 
(1.12) L i lek-(a,+2+-)l =o(+). 
n I 
The electrostatic field due to point charges - 1 at the equilibrium points (1.4) 
is given by (the complex conjugate of) 
(1.13) $(a= + @@ik) z’ 
Restricting z to a closed subset of the interior of y, (1.12) implies that 
(1.14) 
r  
4(z)= i ’ +o(f I,-,I> 
1 @(e”k) -2 
= ia(e;,-z ; dt+O(l)=W). 
c 
Indeed, for a C’ function the sum at equally spaced points differs from the 
integral by O(1) and by Cauchy’s theorem, our integral is zero because 
G(w)-aw at 00 (cf. [2]). 
Using more sophisticated comparison points tk, as were introduced by 
Pommerenke [5] for Fekete points on analytic curves and studied by one of us 
[2] for smooth curves, one obtains “forces” r, of small order [2] and corre- 
spondingly sharper estimates (1.10). 
For any (smooth) curve y there is a constant c > 0 such that for Fekete points 
of any order n, 
(1.15) ~~+~-~~+ k=l,...,n; &,+I=81+2n 
[4]. It is likely that there is a corresponding inequality for arbitrary equilibrium 
points. Under the additional condition (1.15) the results of this paper would 
imply very preCiSe estimates for the individual differences & - tk; Cf. [5] pp. 212 
and 216-217. 
2.PROGRAMFORTHEPROOF 
The program has its origin in the work of Pommerenke concerning Fekete 
points [5] and our notation has evolved from his, but some of our symbols have 
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a different meaning. Let e’s, t’s, 6’s and 7’s be as in the principal theorem 
(section 1). In the proof, it is convenient to compare various expressions with 
the quantity a, 10 which we define by 
In terms of a,, the estimate (1.10) which has to be proved takes the simple form 
(2.2) o,,sBr,,, n+m. 
We now introduce the function 
(2.3) 
4x1 , ...,Xn)dAf C C F(xi,xk)b;. 
j kzj 
= C C {F(Xj,Xk)-F(ej,e&k)}~j 
j kej 
(see (1.2), (1 .S)). It will follow from Cauchy-Schwarz and (1.3), (1.9) that 
(2.4) 14 ,,...,tn)l 5 1 ‘[n C 6~1~1B70 i 
for some constant B. In the following, B will not always be the same, but unlike 
7 and u, our B’s depend only on y and not on n. 
Let 
cp(n)~fA(e, + A6 1 ,..., e,+a,), 051~~1. 
By the monotonicity of the B’s and the t’s, the differences 
ek+A&-(ej+Mj)=(l -A)(e,-ej)+qt+j), k#j, 
n fixed, stay away from 0 (mod 2x) for OS A I 1, hence Q, E C’ (even C2) and 
thus 
4, . . . . h)=v(l)-!m= F ~@w..,wh 
h 
for points 
(2.5) Sk=ek+t~kk(i-~)ek++C(tk, k=l,...,n; o<p=,&<i. 
Since in terms of fit, u), 
207 
(2.3), we find from (1.2) that 
44, . . . . 
Remembering that G is periodic and of class C’ (section l), we observe that the 
functions 
(2.6) K(t, u) fzf g, L(t, u) Cf E 
are continuous and of period 2n in t and u. In terms of K and L we have the 
following 
Basic relation defining the sums Si: 
44, . . . . cl)=-c c <aj- 4~)~ + C C K(si,S/c)b;.4 
j k#j 8 Sin2 -#j-Sk) j k 
Here j and k run from 1 to n. 
From (2.4) we now obtain the 
Fundamental inequality: 
(2.8) S,5S2+S3+Bro. 
We wish to prove an estimate for o. By (2.1) and (2.7) we have the following 
simple 
LEMMA 2.1. 
(2.9) 0214s,. 
We will therefore try to obtain a suitable estimate for S, . The first step will be 
to show that Ss is negligible, that is to say, 
(2.10) &=~(a~), n-+m. 
The next step, which will require most of the paper, will be to show that 
(2.11) S25(l -v) Sr for all large n 
where q is a positive constant. From (2.8)-(2.11) one then concludes that 
(2.12) S, lB$ for all large n. 
Another application of lemma 2.1 will complete the proof of (2.2). 
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For analytic curves, Pommerenke [5] could use the Grunsky inequality to 
establish his form of (2.11). Unfortunately we can not prove (2.11) directly, not 
even with the sharpened Grunsky inequality for quasi-conformal curves. That 
inequality is best applied to integral analogs Zr and Z, of the sums St and S,; it 
will give the result 
(2.13) Zzl(l -r,9Z, 
with fixed q>O (theorem 5.3). Our Z2 will be close to S, because of the distri- 
bution of the points sk (3.1). However, it is not at all clear that our Zr would be 
close to St. We will ultimately get around that difficulty by carrying out a 
smoothing of the deviations 6r, . . . ,a,. 
3. THE SUM S, 
By the uniform distribution (1.6) of the 8’s and the t's, the family of 
sequences (sr , . . . , s,) is also uniformly distributed: by (2.5) 
(3.1) 
This fact enables us to deal with S,. We write 
(3.2) $3 = - C {K(si,~j>+L(~j,~j>>~j'+ C { T Usj9sk)}@- 
i j 
Since K and L are bounded, the first sum on the right is 0( C 6;) = O(a2/n). As 
to the last term, relation (3.1) and the uniform continuity of L imply that 
max 
i. k 
hence 
(3.3) max 
i 
Now 
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2nk/n 
L(Sj,Sk)- j L(Sj,U) & dU =0(l), 
2n(k- 1)/n I 
2n 
C L(Sj,Sk)- n j L(Sj, U)dU =0(n). 
k 2n 0 I 
h 27 
(3.4) j L(t, u)du = -& j G(t, u)du = 0, 
0 0 
since for R = 1 and next by Cauchy’s theorem for large R 
The conclusion is that the last term in (3.2) is o(n) C ST = o(a2). Combination of 
the estimates establishes 
LEMMA 3.1. 
(3.5) S3=o(a2) as n+m. 
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4.THESUMS,ANDRELATEDINTEGRALSI, 
Using the continuity and periodicity of K and the uniform distribution of the 
points sk, we can replace S, by certain related integrals I* which are close to S, . 
It will be convenient to define 
(4.1) 
rk=2n%fork=0, kl,..., 
S,=& for k-m=0 (mod n). 
We now introduce the periodic piecewise linear interpolating function g given by 
(4.2) m = 2n n Sk, g(t) linear on [rk,rk+r], k=O, _+I, . . . . 
(Of course, g depends on n but we do not show that in the notation.) 
For positive integers p =pn which are usually = an with small (Y > 0 we will 
need the averages 
(4.3) q=+(cs~+l+... +&+p), k=O, f 1, . . . 
(“smoothing” of the 6’s; naturally, the sequence (~9;) also has period n). The 
corresponding interpolating function will be called g*: 
(4.4) g*(rk)=z S;, g*(t) linear on [rk,rk+r], k=O, * 1, . . . . 
We will use the auxiliary sums 
The corresponding integrals are more important: 
Definition of 12. Let Q be the square 0 5 t, u 52~. Then 
12=I2(g), &?=12(&?*), 
(4.6) 12(h) = j K(t, u)h(t)h(u)dtdu. 
Q 
LEMMA 4.1. One has 
(4.7) S2--12=o(02) as n+m 
and for any given E > 0 one can choose a> 0 such that for 1 up I an 
(4.8) IS2-1,‘l 5.5~~ for all large n. 
PROOF. By the uniform continuity of K and (3.1), 
(4.9) s, -s; = o(d). 
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Indeed, 
Is2-&il s ,ck lK(sj9sk)-K(rj9rk)l lajl I&l 
=0(l) C ldjl 1 ISkI =0(n) C $=0(02)* 
Similarly for sufficiently small a and 1 sp I an 
(4.10) IS;-S,*l ~5.50~ for all large n. 
Indeed, using the periodicity of K and the 6’s, 
S$-S,*= C K(rj,fk) 
j, k [ 
a,4-~(~j+I+...+a,+,)(a,,,+...+4+p) 
I 
= C [K(r,,O)-~{~(~j-~,r,,)+...+~(fj-~,fk-~)+...+ 
i.k 
+K(rj-pvrk-p)l ajak- 
I 
For 1 sp 5 cm, all the points (rj- m, rk+& above are at a distance 
from (rj,rk), hence for small a the expression in [ ] will have absolute value 
I&. 
To complete the proof of the lemma we establish the following estimates: 
(4.11) Si-12=0(42), S2*-Z2*=o(cr2). 
Let Qjk denote the square rj % t I Fj+ 1, rk 5 u IT&+ 1. Then by (4.2) 
It follows that 
The right-hand side differs from S; by o(a2). Similarly, the left-hand side 
differs from 
j lqt, u)g(t)g(u)dtdu = “C’ =z2 
j,k=l Q,r j.k=O 
by o(a2). Hence the first estimate (4.11) and subsequently, (4.7). 
The same argument gives the second estimate (4.11) but initially with o* 
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instead of 6. The proof of (4.11) and finally (4.8) is completed by the obser- 
vation that 
(4.13) $a*)2= f (di*)% i &=+-2. 
Inequality (4.13) follows immediately from (4.3), Cauchy-Schwarz and the 
periodicity of the 6’s: 
5. FROM I2 TO I, VIA THE SHARPENED GRUNSKY INEQUALITY 
It will be useful to represent L2(h) (4.6) in terms of the Fourier coefficients of 
K and h. 
In terms of the logarithmic capacity a of y and the Faber coefficients a,, of 
the mapping function @, one has the representation 
@W - @W 
log w-w 
=loga- .iI apVwmpw-“, Jw( 11, (0) rl 
(cf. [6]), where the branch of the first logarithm has to be chosen in the proper 
way. From this formula it follows by (2.6) and (1.2) that 
(5.1) 
K(t, u) = Re &l log 
@(e”) - @(e’“) 
eir _ eiu 
=Re i py,,e-iflt-iVu, 
fiv=l 
at least in L2-sense (K is continuous). 
Any real function h E L2(0, 27~) may be represented as 
(5.2) h(t)= i c,eivt with ceV=cV. -m 
Straightforward calculation now gives 
LEMMA 5.1. 
(5.3) I,(h) =4n2 Re f pva,,c,c,. p,v=l 
For the estimation of sums of the latter type, the Grunsky inequality is the 
natural tool. Being smooth, our Jordan curve y is a quasi-conformal curve ([6] 
p. 286). It follows that there exists a constant K E (0,l) such that for all complex 
sequences 6r, b2, . . . , 
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This is the sharpened Grunsky inequality for a quasi-conformal curve, see [6] 
pp. 287-292. 
Setting b,=vc,, v= 1,2, . . . . (5.4) gives an upper bound for Z2(h): by (5.3), 
(5.5) Zz(h)<K.4n2 t vlc,12. 
It turns out that 47r2 C v 1 c, 1 2 is equal to an integral Zr (h) which resembles our 
sum S, from (2.7): 
LEMMA 5.2 including definition of Z,(h). For continuous piecewise smooth 
real periodic functions h (5.2), 
where Q is the square 0 s t, u I 271. 
PROOF. We start with the expansion 
- r&e 
W 0) g (1 _ rei8)2 = - f vrveive, 
Olr< 1. We now observe that 
W, 0) -+ 
1 
4 sin2 +e 
as rfl 
and that 1 v(r, 19) is dominated by its limit. One may thus calculate Zr (h) as the 
limit for rf 1 of 
6 +w(r, t - u){h(t) - h(u)}2dtdu. 
Straightforward calculation shows that the latter integral is equal to 
4n2 F VI c, 12rv. 
Combining the above results we obtain 
THEOREM 5.3. For curves y of class C 3+E there is a constant K < 1 such thatfor 
all continuous piecewise smooth real periodic functions h, 
c 
Z2(h) = j K(t, u)h(t)h(u)dtdu 
Q 
(5.7) 
I 
IKZl(h)=K j {h(t) - hW2 dtdu 
p 8sin2+(t-u) ’ 
Here K(t,u) is given by (2.6) and (1.2) and Q is the square O<t, u12n. 
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6.COMPARINGI,ANDS, 
Having theorem 5.3, we would like to bound 
I, SfI, (g) 
by 
s,= i: i zjk 
j-l k=l,k#j 
where we have introduced the abbreviation 
(6.1) Zjks csj-dkk)2 
8 Sin2 +(A” -Sk)’ 
What does It look like in terms of the deviations Sk? We begin by considering 
an integral over the square 
Q.  ]k: rjstlrj+l, rksusrk+]; r~=hm/n. 
LEMMA 6.1. For the function g of (4.2) 
(6.2) 
I 
p(t) -&w~2dtd~ 
=${(~j-~k)2+(~j+l -sk)2+(~j--k+1)2+(~j+1-~k++1)2} 
-~{(sj-sj+1)2+(~kk-k+1)2} 
and similarly for g* and the average deviations ~5; (4.3), (4.4). 
PROOF. Using the definition of g one readily obtains 
(6.3) 
k g(t)2dtdu = 3 1’ g(t)2dt = +(Sj + sjsj+ , + @+ ,) 
J 
Combining this formula with the corresponding one for g(u)2 and with (4.12) 
for g(t)g(u), relation (6.2) follows. 0 
We continue with our squares Qjk and think of n+ao. Taking ( t ,  u) E Qjk we 
have 
sin2 +(t - u) = sin2 +(rj - rk) + o(1) = sin’ j(sj -Sk) + o( 1) 
by the uniform distribution of the points sk (3.1). It will be convenient to extend 
the definition of Sk to all integers k by setting 
sk+,,=sk+2n for all k. 
Thus zjk (6.1) becomes periodic in each index with period n. 
We now suppose 
(6.4) Jj-k( r/3n (mod n) 
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for some constant ~3 on (0, j). Then for any given E > 0 
(6.5) 
1 l+& 
sin2 +(t - u) I sin2 +(sj - sk) 
provided n is large, and similarly with j on the right replaced by j+ 1 and/or k 
replaced by k + 1. It thus follows from (6.2) that 
(6.6) 
b?(t) - gw2 8 sin2 +(tmu) dtdur(l +E)S(Zjk+Zj+l,k+Zj,,k+l+Zj+~,k+~)~ 
Summing over all pairs (j, k) with 1 <j, k I n or 0 ~j, k I n - 1 which satisfy 
(6.4), one may conclude that an important part of Z1 is bounded by (1 + E) times 
a corresponding part of S, . 
Unfortunately there is no easy way to deal with the part of Z, corresponding 
to small ) t - u ) : we do not know enough about the differences Sj - Sk when 
Jj - k ) /n is small. This problem may be brought under control by working with 
the averages St (4.3) of the deviations 4, and the corresponding interpolating 
function g* (4.4). 
LEMMA 6.2. For all values of q 
(6.7) C (6i*-di*,,)21 C(Sj-dj+*)"* 
j i 
For ) q I cp, the averaging parameter (4.3), this can be sharpened to 
W) C (~~-6~+q)2S$ & (6j-6j+q)214q202/P2n. 
i J 
Inequality (6.8) shows that the averaging is a smoothing operation. 
PROOF. Cauchy-Schwarz gives 
(6.9) 
(d~-C3~+q)2=$ {(~j+l-~j+q+l)+...+(b;.+p-6j+q+p)}2 
5’ i (~j+m-~j+m+g)2* 
P m=l 
Inequality (6.7) follows by summing over 1 ljln or Os:jln - 1 and using the 
periodicity of the 6’s. 
For (6.8) we may assume O<q<p. Now there will be cancellations: 
p(~~i*-6i*+q)=~j+~+...+~j+p-(6j+q+~+...+(sj+g+p) 
=~j+*+...+b;.+4-(~j+l+p+...+~j+g+p) 
= mi, (dj+m-b;.+m+p)* 
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Next apply Cauchy-Schwarz; the last inequality in (6.8) follows from the 
definition of u* (2.1). cl 
We are now ready to estimate the integral 
(6.10) Ii+‘%&*) 
(cf. (5.6), (4.4)). It will be convenient to change our set of integration from the 
square Q to a set which is equivalent to Q for periodic functions and which is a 
union of squares Qjk. It will be U= U(n), the union of thesquares Qik described 
by the index set 
(6.11) Q={(j,k)=(j,j+q)IO~jsn-1, - jn<q< jn}. 
Combining the squares for which k-j = q, we investigate the situation on 
n-1 
(6.12) uq = ,po Qj,j+q* 
Since the cases q=O, + 1 will require separate treatment, we suppose for the 
moment that q 12 (the case q 5 - 2 is similar). Then on lJ, 
sin* j(t - U) 1 sin* (q - l)n/n, 
hence by (6.2) applied to g* and 6* and with k = j + q, 
(6.13) 
Applying lemma 6.2 we will first use (6.13) to derive 
LEMMA 6.3. Let E > 0 and a > 0 be given. We take the averaging parameter p 
equal to [an]. Then for small b>O and all large n, 
(6.14) ZT(b)g 1 dt , & ‘;;;2-j;t*F;;2 dtdus&a*. 
” I-= 
PROOF. Taking 2cq~pn~ jn we obtain from (6.13) and (6.8), (6.7) 
(6.15) j {g*(t)-g*@))2 dtdus l 
4(q+ 1)%2<& 
uq 8 sin* j(t-u) 8 sin* (q- 1)&n p*n - p* ’ 
provided n is large (q = 2 gives the maximum value). For q = 0 the final bound in 
(6.15) will also be valid: for (t, U)E Qjj, the points t and u are both on [q,rj+i] 
where g* is linear with slope (SJ$, - 6F)n2/4n2. For q= 1 the same bound 
applies and similarly for negative values of q. Summing over all q’s with 
1 q ) 5/3n we obtain 
C B 5 5 3/3n2a2/a2n2 = 3 - o*. 
l4lGn uq a2 
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For sufficiently small B, the right-hand side is IUJ~. On the other hand, for 
b =6/3 the union of the sets CJ, with 1 q 1 spn or q2dn 5 27rfi will (for large n) 
cover the set of integration 0 d t d 27r, 1 u - t 1 5 b in Ii+(b), hence (6.14). 
THEOREM 6.4. Let E, a > 0 be given. Then with averagingparameterp equal to 
bnl, 
(6.16) I:=l,(g*)r(l +E)Si+&cG 
for all large n. 
PROOF. Choose 0~ be K so that (6.14) holds (lemma 6.3). For our set of 
integration in 1F we take the set U described close to (6.11). We will now use 
(6.13) and lemma 6.2 to deal with IT-I:(b). The corresponding set of inte- 
gration is 
U-{(t,u) 1 [u-t/ sb); 
when n is large, it will be covered by 
(6.17) u’= U V,, -+ncqs -/In, /3nsqs+n; /3=b/7. 
Indeed, u’ consists of the squares QjkC U with I k -j 1 ran or (roughly) 
Ju-tl=Ik-j12n/nz2njI, while2x/?<b. 
For fixed qE [/In, +n] we combine (6.13) and (6.7). This gives the analog of 
(6.13) with stars on g but not on the 6’s. To the right-hand side we now apply 
the analog of (6.5) with +(t - U) replaced by (q - 1)x/n and with indices j and 
k =j + q on the right, or j + 1 and k =j + q, etc.; compare the derivation of (6.6). 
We thus obtain the following analog to (6.6), but including a summation over 
j=o,...,n-1: 
(6.18) 
j {g*(t) -s*w2 &du 
uq 8 sin2 j(t - u) 
((l+&)+ C (Zjk+Zj+l,k+Zj,k+l +Zj+l,k+l)’ 
i 
Inequality (6.18) holds also for - +n <qs -/3n. Summing over the values of q 
in (6.17) we obtain 
(6.19) 
z;-Z:(b)r j (g*(t)-g*(u))2 dtdu 
u’ 8 sin2 +(t - u) 
~(l+E)S(C’Zjk+ C’zj+l,k+ C’Zj,,k+l+ C’Zj+l,k+l)9 
i. k 
where the summation in the sums C’ extends over 
S2’={(j,k)=Cj,j+q)IOsjsn-1, -+n<qs -/3n, /3nsqs+n). 
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Thus each of the four sums C’ consists of a number of different terms from S, 
(indices may be changed mod n), hence each sum is bounded by Sr . The same 
will hold for the average of the four sums. The conclusion is that 
(6.20) 1:--I,+(b)~(l +c)Sr 
provided n is large. 
Combination of (6.20) and (6.14) completes the proof of the theorem. 
7. PROOF OF THE PRINCIPAL THEOREM 
Let y, d’s, t’s, 6’s and r’s be as in the principal theorem, section 1. Let o be 
as in (2.1) and let the sums Sr , Sz and Ss be as in (2.7). Certain averages of 6’s 
are denoted by 6* (4.3); the averaging parameter p is taken equal to [an] where 
a>0 will be chosen later. The function g* interpolates the values &,+/2x at the 
points rk = 2ak/n (4.4). 
TO PROVE: 
(l.lO), (2.2) asB7, n-m. 
PROOF. 
(2.9) cr* 14sr lemma 2.1 
(2.8) S1sS*+S3+Bra fundamental inequality 
(3.5) s, = o(u2) lemma 3.1 
For any given E >0 we can and do choose a>0 so small that for all large n 
(4.8), (4.6) S2 II,*+ &c7* lemma 4.1 
For the curve y there exists a constant K< 1 such that for all our functions g* 
(5.7) I$=12(g*)~~I~=~I,(g*) theorem 5.3 
For any E and a > 0, ,for p = [an] and all large n 
(6.16) 1: I (1 + &)SI + Et32 theorem 6.4 
Combination of (2.8)-(6.16) shows that for all large n 
S1 s ~(1 + E)& + 2&a* + BTU. 
We may take E > 0 so small that K( 1 + E) < 1 and we choose a > 0 accordingly. 
Then 
&I 2E 
l-K-K& 
a* + Bm, 
hence by (2.9) 
u*s 8~ u* + Bra. 
I-K-K& 
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It is easy to choose E in such a way that the coefficient of a2 on the right 
becomes equal to +; we may adjust a accordingly. Conclusion: 
U’SBTU or a=& 
for all large n. 
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