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We use both continuum and lattice models to study the energy-momentum dispersion and the
dynamics of a wave packet for an electron moving in graphene in the presence of spin-orbit couplings
and either a single potential barrier or a periodic array of potential barriers. Both Kane-Mele and
Rashba spin-orbit couplings are considered. A number of special things occur when the Kane-Mele
and Rashba couplings are equal in magnitude. In the absence of a potential, the dispersion then
consists of both massless Dirac and massive Dirac states. A periodic potential is known to generate
additional Dirac points; we show that spin-orbit couplings generally open gaps at all those points,
but if the two spin-orbit couplings are equal, some of the Dirac points remain gapless. We show
that the massless and massive states respond differently to a potential barrier; the massless states
transmit perfectly through the barrier at normal incidence while the massive states reflect from it.
In the presence of a single potential barrier, we show that there are states localized along the barrier.
Finally, we study the time evolution of a wave packet in the presence of a periodic potential. We
discover special points in momentum space where there is almost no spreading of a wave packet;
there are six such points in graphene when the spin-orbit couplings are absent.
I. INTRODUCTION
Graphene has been the arena for an enormous amount
of experimental and theoretical research for several
years1–5. Graphene consists of a two-dimensional hexag-
onal lattice of sp2 hybridized carbon atoms in which
the π electrons hop between nearest neighbors. The
energy spectrum is gapless at two points in the Bril-
louin zone; these points are labeled as K and K ′ (this
is called the valley degree of freedom), and the energy-
momentum dispersion around those points has the Dirac
form E~k = ~v|~k|, where v ≃ 106 m/s is the Fermi ve-
locity. The Dirac nature of the electrons is responsible
for many interesting properties of graphene, such as the
quantum Hall effect6,7, Klein tunneling through a bar-
rier8, effects of crossed electric and magnetic fields9, un-
usual transport properties of superconducting graphene
junctions10–14, multichannel Kondo physics15–19, inter-
esting power laws in the local density of states near an
impurity20–23, and atomic collapse in the presence of
charged impurities24,25. The effects of Kane-Mele and
Rashba spin-orbit (SO) interactions26–30 on the impurity-
induced local density of states and on transport across
barriers have been examined31, and the effect of Rashba
SO couplings on tunneling through pn and pnp junctions
has been studied32. SO couplings may be induced in
graphene in various ways, such as a transverse electric
field33, adatom deposition34, or proximity to a three-
dimensional topological insulator such as Bi2Se3
35,36, or
functionalizing with methyl37. (We note that the Kane-
Mele and Rashba SO couplings are respectively referred
to as intrinsic and extrinsic SO couplings in the liter-
ature; however, in this paper we will refer to them as
Kane-Mele and Rashba couplings for convenience). The
dynamics of wave packets in graphene has been studied
in a number of papers using both the microscopic lattice
model of graphene38 and a continuum theory which is
valid close to the Dirac points39–41.
Recently it has been analytically shown that applying
a potential in graphene which is periodic in one or both
coordinates can produce additional Dirac points42–45; ex-
perimental evidence for this in transport measurements
has been presented in Ref. 46 although an alternative ex-
planation has been proposed in Ref. 47. On the other
hand, a potential which is independent of one coordinate
and is a random function of the other coordinate is known
to give rise to supercollimation, namely, a wave packet
moves only in the direction in which the potential varies
randomly48.
In this paper, we study the energy dispersion and wave
packet dynamics in graphene in the presence of a peri-
odic potential and SO couplings. The plan of the paper
is as follows. In Sec. II, we use a continuum theory near
the Dirac points (labeled K and K ′) to study the energy
dispersion in the presence of SO couplings and a peri-
odic array of δ-function potentials. In the absence of a
periodic potential, a Kane-Mele SO coupling produces a
gap at the Dirac points which is doubly degenerate (for
a given momentum) due to the spin and valley degrees of
freedom. A combination of Kane-Mele and Rashba SO
couplings produces four non-degenerate states. When
the two SO couplings are equal, two of the states have
a gapless Dirac form while the other two have a gapped
Dirac form. The presence of a periodic potential gener-
ates additional Dirac points as known in the literature;
we show that spin-orbit couplings generally open gaps at
those points unless the two couplings are equal. (A re-
lated study was carried out in Ref. 49). In Sec. III, we
use the microscopic lattice model of graphene to study
the energy dispersion in the presence of SO couplings and
a single potential barrier. This confirms the results ob-
tained using continuum theory in Sec. II. In addition,
we show that there are states which are localized along
the barrier and whose energies lie in the bulk gap50. In
Sec. IV, we use the lattice model to study wave packet
dynamics in the presence of a periodic potential and SO
2couplings. The wave packets are be taken to be Gaus-
sians. For graphene without any SO couplings, we ana-
lytically find six special points in the Brillouin zone where
there is negligible spreading of a wave packet. When the
Kane-Mele and Rashba SO couplings are non-zero but
equal, we show that wave packets constructed from the
two kinds of states (the gapless Dirac and the gapped
Dirac states discussed in Sec. II) respond quite differ-
ently to the barriers. We conclude in Sec. V with a
summary of our main results.
II. CONTINUUM THEORY AROUND DIRAC
POINTS
In this section, we will use a continuum theory around
the Dirac points (which lie at two momenta called K and
K ′) to study the energy spectrum in the presence of SO
couplings and a potential which is periodic in one direc-
tion. We will consider both a Kane-Mele SO coupling26,27
called ∆KM and a Rashba SO coupling
28–30 called λR.
Further, a periodic potential which only depends on the
y-coordinate is applied; the precise form of this potential
will be specified below, and we will assume that it has the
symmetry V (y) = V (−y). Since the system has trans-
lational symmetry along the x direction, the momentum
kx along this direction is a good quantum number. The
complete Hamiltonian close to the Dirac points is then
given by
H = ~vF (τ
zσxkx + iσ
y ∂
∂y
) + ∆KMτ
zσzsz
+ λR(τ
zσxsy − σysx) + V (y), (1)
where σa, τa and sa are Pauli matrices corresponding to
sublattice (σz = +(−) 1 for A(B)), valley (τz = +(−) 1
for K(K ′)) and spin (sz = +(−) 1 for up (down) spin)
respectively. The Fermi velocity vF ≃ 106 m/s and kx is
the deviation from the Dirac point. (Henceforth we will
set ~ = 1 unless otherwise mentioned).
We first look at the various symmetries of the Hamil-
tonian in Eq. (1); these will imply certain symmetries of
the energy spectrum and eigenstates.
1. For a given value of τz , we have
H(kx, y, τ
z) = σxsy H(kx,−y, τz) σxsy. (2)
2. The Hamiltonians at K and K ′ are related by
H(kx, y, τ
z) = τxσxsz H(kx,−y,−τz) τxσxsz. (3)
3. τxσy, τyσy and τz all commute with H and anticom-
mute with one another. As a result, the τz = ±1 sectors
are degenerate.
4. If λR = 0, the Hamiltonian has the symmetry
H(kx, y, τ
z) = σxsx H(kx,−y, τz) σxsx. (4)
5. For a given value of τz, the Hamiltonian has the sym-
metry
H(kx, y, τ
z) = σysx H(−kx, y, τz) σysx. (5)
This implies that the energy spectrum is invariant under
kx → −kx.
We observe that the symmetries in Eqs. (2) and (3) flip
the spin sz → −sz; we therefore get a double degeneracy
of all energy levels due to spin.
At the Dirac point K, i.e. τz = +1, Eq. (1) reduces to
a 4× 4 matrix given by
H = vF (σ
xkx + iσ
y ∂
∂y
) + ∆KMσ
zsz
+ λR(σ
xsy − σysx) + V (y). (6)
For a periodic potential satisfying V (y) = V (y +
d), the eigenstates can be labeled by a Bloch mo-
mentum χy (which lies in the range [−π/d, π/d]),
namely, ψ(kx, y + d) = e
iχydψ(kx, y). The symmetry
σxsyH(kx,−y)σxsy = H(kx, y) then implies that the
spectrum is symmetric about χy = 0 for all kx.
FIG. 1: Schematic diagram of a δ-function potential which
repeats periodically in the y direction with a spacing d.
We will numerically compute the energy spectrum for
a periodic δ-function potential which is independent of
the x coordinate, i.e.,
V (x, y) = C
∞∑
n=−∞
δ(y − nd), (7)
where C is the strength of the δ-function. (C has the
dimensions of energy times length). The unit cell size of
the periodic potential in the y direction is d. A schematic
picture of the periodic potential is shown in Fig. 1.
One way of studying the effect of a δ-function po-
tential in a Dirac Hamiltonian is to note that it in-
duces a discontinuity in the wave function of the form
ψ(x, y = d+) = exp[i(C/~vF )σ
y]ψ(x, y = d−) for a δ-
function of strength C located at y = d.51 Using this
along with the Bloch theorem which states that ψ(x, y =
d+) = exp(iχyd)ψ(x, y = 0+), where χy is the Bloch mo-
mentum, we can reduce the problem of finding the ener-
gies and eigenstates as a function of kx and χy to solving
3a differential equation within a single unit cell of the pe-
riodic potential. Namely, if we write ψ(x, y) = eikxxf(y),
then the four-component spinor f(y) must satisfy
[vF (σ
xkx + iσ
y ∂
∂y
) + ∆KMσ
zsz
+ λR(σ
xsy − σysx)] f = E f (8)
in the region 0 < y < d, subject to the boundary condi-
tion eiχydf(0+) = ei(C/~vF )σ
y
f(d−). However we found
that this method is numerically not convenient for finding
the energy dispersion.
We have therefore used a different numerical method
for finding the dispersion. Given a value of kx and χy, the
general wave function consistent with the Bloch theorem
is given by
ψ(x, y) = eikxx
∞∑
m=−∞
ei(χy+2πm/d)yfm(y). (9)
Let us truncate the range of m in Eq. (9) to go from −q
to +q; this gives a total of 2q+1 bands. The Hamiltonian
in this basis is then a 4(2q+1)- dimensional matrix with
blocks of matrix elements as follows. First, there are
2q + 1 blocks on the diagonal which are given by 4 × 4
matrices of the form
vF [σ
xkx−σy(χy+2πm
d
)]+∆KMσ
zsz+λR(σ
xsy−σysx).
(10)
Second, the identity
C
∞∑
n=−∞
δ(y − nd) = C
d
∞∑
m=−∞
ei2πmy/d, (11)
implies that between any two blocks labeled by m and
m′ (each label runs from −q to +q, and m, m′ may
or may not be equal), there will be a coupling given by
(C/d)I4, where I4 is the 4 × 4 identity matrix. Putting
these together we get the total Hamiltonian from which
we can obtain 4(2q + 1) energy levels.
In Fig. 2, we show the energy spectrum E versus the
Bloch momentum χy (lying in the range [−π/d, π/d]) for
τz = 1, kx = 0 and d = 200, and various values of the
δ-function strength C and SO couplings ∆KM and λR.
(In these calculations, we have kept 41 bands, namely,
q = 20. We have checked that the results do not change
noticeably if we consider more than 41 bands). To see
the effects of the periodic potential clearly, we have shown
the spectra without the potential in Figs. 2 (a), (c), (e)
and (g), and with the potential in Figs. 2 (b), (d), (f)
and (h). Fig. 2 (b) shows that for graphene without any
SO couplings (∆KM = λR = 0), additional gapless Dirac
points appear at the center (χy = 0) and the ends of
the reduced Brillouin zone (χy = ±π/d) when a periodic
potential is present. We can understand the appearance
of these gapless Dirac points as follows. For normal in-
cidence on a barrier (i.e., for kx = 0), a gapless Dirac
particle transmits perfectly (this is called Klein tunnel-
ing). The absence of reflection implies that the periodic
potential does not lead to any mixing between modes
with momenta ky = +mπ/d and −mπ/d. (Recall that
a potential with periodicity d can only produce scatter-
ing between pairs of states whose y-momenta differ by
an integer multiple of 2π/d). Hence the energy degen-
eracy between the modes at ky = ±mπ/d remains un-
broken, and no gap is produced. Next, Figs. 2 (d) and
(f) show the effects of Kane-Mele and Rashba SO cou-
plings separately; we see that these couplings generally
open gaps at the additional Dirac points. Finally, Fig. 2
(h) shows that when both SO couplings are present with
∆KM = λR, some of the gapless Dirac points are re-
stored; these gapless points are particularly easy to see
at the ends of Brillouin zone (χy = ±π/d). We will now
see why ∆KM = ±λR is special.
When the potential V (y) = 0, the momenta kx and ky
are both good quantum numbers. The energy spectrum
of the Hamiltonian in Eq. (1) is then given by31
[
E2 − v2F~k2 − ∆2KM
]2
= 4λ2R (E−∆KM )2, (12)
where ~k2 = k2x + k
2
y. This can be solved to give four
branches of solutions for E,
E = λR ±
√
v2F
~k2 + (∆KM − λR)2, and
E = −λR ±
√
v2F
~k2 + (∆KM + λR)2. (13)
We therefore see that if ∆KM = ±λR, the dispersion in
the region around (kx, ky) = (0, 0) has the massless Dirac
form in two of the branches (E = ±vF |~k| plus a constant)
and the massive Dirac form in the other two branches
(E = ±
√
v2F
~k2 + 4∆2KM plus a constant). Depending on
which branch we consider, we expect two different kinds
of behaviors when a periodic potential V (y) is turned on:
additional gapless Dirac points and perfect Klein tunnel-
ing at normal incidence (kx = 0) from the massless Dirac
branches, and gaps at the additional Dirac points and
a non-zero reflection from the massive Dirac branches.
This can be shown as follows.
For kx = 0, Eq. (1) takes the form
H = ivFσ
y ∂
∂y
+∆KMτ
zσzsz + λR(τ
zσxsy − σysx)
+ V (y). (14)
This Hamiltonian commutes with τz and σysx; we can
therefore work in a particular sector of eigenstates of τz
and σysx with eigenvalues equal to +1 or −1. Since
(τzσzsz)(τzσxsy) = σysx, we see that the combination
∆KMτ
zσzsz + λRτ
zσxsy vanishes in the sector σysx =
−1 if ∆KM = λR and in the sector σysx = +1 if ∆KM =
−λR. In these sectors, therefore, the Hamiltonian in (14)
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FIG. 2: E vs χy for kx = 0 and d = 200. (d is in units of the
lattice spacing, while E is in units of γ). The figures on the left
((a),(c),(e),(g)) are in the absence of the δ-function periodic
potential (C = 0), while the ones on the right ((b),(d),(f),(h))
are with C = πγ/2 times the lattice spacing. In (a) and (b),
∆KM = λR = 0; in (c) and (d), ∆KM = 0.01 γ, λR = 0; in
(e) and (f), ∆KM = 0, λR = 0.01 γ; in (g) and (h), ∆KM =
λR = 0.01 γ.
reduces to
H = ivFσ
y ∂
∂y
± λR + V (y), (15)
where the ± signs in front of λR are for the cases ∆KM =
±λR respectively; these are the sectors which contain the
massless Dirac modes if kx = 0 and V (y) = 0. Next, we
find that for an arbitrary potential V (y), the eigenstates
and spectrum of Eq. (15) are given by
ψky ,s(y) = exp[ikyy + (is/vF )
∫ y
0
dy′V (y′)] uky,s,
Eky = ±λR − vF sky, (16)
where the spinor uky,s is an eigenstate of σ
y with eigen-
value s = ±1 and an eigenstate of σysx with eigen-
value ±1. We thus see that there is perfect transmission
through any potential V (y), and the spectrum varies lin-
early with ky. For a periodic potential, the perfect trans-
mission and hence the absence of reflection for the mass-
less Dirac modes implies that the degeneracy between
states at ky = ±mπ/d remains unbroken, and no gap
is produced at the additional Dirac points. In Sec. IV,
we will see directly that the massless and massive Dirac
states indeed show different transmission and reflection
properties.
III. LATTICE MODEL
In this section we use the microscopic lattice model to
study the energy spectrum in the presence of a periodic
potential and SO couplings. We will consider the hon-
eycomb lattice shown in Fig. 3 with periodic boundary
conditions in both directions. (We will usually set the
nearest-neighbor lattice spacing a = 0.142 nm equal to
1). The zigzag rows run parallel to the x direction. Each
unit cell consists of an a site and a b site; the cells are
labeled by two integers (nx, ny) as shown. (The size of a
unit cell in the y direction is 3a/2). Since the system has
translational symmetry along the x direction, the mo-
mentum kx in that direction is a good quantum number.
The plane wave factors depending on kx are shown at the
top of Fig. 3.
In second quantized notation, the complete Hamilto-
nian H of the lattice model is the sum of four terms,
H0 = −γ
∑
〈ij〉,s
f †isfjs, (17a)
HKM = it2
∑
〈〈ij〉〉,s
νij s
z
ssf
†
isfjs, (17b)
HR = iλR
∑
〈ij〉,ss′
zˆ · (~dij × ~s)ss′ f †isfjs′ , (17c)
HV =
∑
i
Vi f
†
i fi, (17d)
H = H0 + HKM + HR + HV , (17e)
where 〈ij〉 denotes nearest neighbors (i and j are labeled
by nx, ny), 〈〈ij〉〉 denotes next-nearest neighbors, and
the subscripts s, s′ denote the spin component sz = ±1.
Eqs. (17a), (17b) and (17c) describe graphene without
any SO couplings, with Kane-Mele26,27 and with Rashba
SO terms respectively28–30. In (17a), γ ≃ 2.8 eV denotes
5FIG. 3: Schematic diagram of the honeycomb lattice used
to calculate the spectra shown in Fig. 4. The x coordinate
increases from left to right while the y coordinate increases
from top to bottom. The plane wave factors shown at the
top are dependent on the momentum kx. The unit cells are
denoted by ellipses and consist of one a site and one b site.
the nearest-neighbor hopping amplitude; the Fermi veloc-
ity in Sec. II is given by vF = (3/2)γa. In (17b), νij = ±1
depending on the relative orientation of the two succes-
sive nearest-neighbor vectors which join site j to its next-
nearest-neighbor site i. In (17c), ~dij denotes the vector
joining the nearest-neighbor sites i and j. In the contin-
uum theory near the Dirac points, Eq. (17b) reduces to
the Kane-Mele term in Eq. (1) with ∆KM = 3
√
3t2, while
Eq. (17c) reduces to the Rashba term in Eq. (1). Finally,
we will take the potential Vi in (17d) to be a periodic
function of ny and independent of nx. More specifically,
we will choose the periodic potential Vi to be composed
of Gaussians, rather than the δ-function potentials that
we considered in Sec. II. Namely, we will take
V (ny) =
C
σ
√
2π
∞∑
n=−∞
e−[(3a/2)ny−nd]
2/(2σ2), (18)
where d is the periodicity of the potential; in our calcu-
lations we have chosen the width of the Gaussians to be
σ = 4a.
From the Hamiltonian in Eq. (17e), we can write down
the eigenvalue equations for an energy E. For a given
momentum kx we can effectively reduce the system to a
one-dimensional chain which runs along the y-direction.
The unit cells of the chain are labeled by an integer ny;
each unit cell has four variables labeled any↑, any↓, bny↑
and bny↓. Using the plane wave factors shown in Fig. 3,
we find the following equations.
E any↑ = − γ
{
bny↑ + 2 cos(
√
3kx
2
)bny−1↑
}
+ 2t2
{
sin(
√
3kx)any↑ − sin(
√
3kx
2
)(any−1↑ + any+1↑)
}
+ iλR
{(
cos(
√
3kx
2
) +
√
3 sin(
√
3kx
2
)
)
bny−1↓ − bny↓
}
+ Vny any↑,
E any↓ = − γ
{
bny↓ + 2 cos(
√
3kx
2
)bny−1↓
}
− 2t2
{
sin(
√
3kx)any↓ − sin(
√
3kx
2
)(any−1↓ + any+1↓)
}
+ iλR
{(
cos(
√
3kx
2
) −
√
3 sin(
√
3kx
2
)
)
bny−1↑ − bny↑
}
+ Vny any↓,
E bny↑ = − γ
{
any↑ + 2 cos(
√
3kx
2
)any+1↑
}
− 2t2
{
sin(
√
3kx)bny↑ − sin(
√
3kx
2
)(bny−1↑ + bny+1↑)
}
− iλR
{(
cos(
√
3kx
2
) −
√
3 sin(
√
3kx
2
)
)
any+1↓ − any↓
}
+ Vny bny↑,
E bny↓ = − γ
{
any↓ + 2 cos(
√
3kx
2
)any+1↓
}
+ 2t2
{
sin(
√
3kx)bny↓ − sin(
√
3kx
2
)(bny−1↓ + bny+1↓)
}
− iλR
{(
cos(
√
3kx
2
) +
√
3 sin(
√
3kx
2
)
)
any+1↑ − any↑
}
+ Vny bny↓. (19)
Note that we have absorbed the lattice spacing a into
the definition of kx thereby making it a dimensionless
quantity. By solving the above equations numerically,
we can obtain E as a function of kx.
In Fig. 4, we showE versus kx for various cases. (In our
calculations, we have taken Ny = 200 unit cells in the y-
6direction. Hence the Hamiltonian is an 800× 800 matrix
due to the sublattice and spin degrees of freedom. We
will also set γ = 1 and the lattice spacing a = 1). Figs. 4
(a), (b) and (c) show the energy spectrum when there is
no potential (Vny = 0), while Figs. 4 (d), (e) and (f) show
the spectrum in the presence of a single potential barrier
which has a Gaussian shape. The width of the barrier is
4a and its peak value is C = γ/3, where γ is the nearest-
neighbor hopping amplitude. Figures 4 (a) and (d) are
for graphene without any SO couplings, i.e., t2 = λR = 0.
In Figs. 4 (b) and (e), t2 = 0.02 γ and λR = 0, while in
Figs. 4 (c) and (f), t2 = λR = 0.02 γ. The blue shaded
regions denote bulk states. The red dashed lines show
states which are localized along the barrier; their wave
functions decay exponentially as we go away from the
barrier but are plane waves along the barrier. These one-
dimensional states occur in a variety of systems described
by the Dirac equation, such as graphene50 and surfaces
of three-dimensional topological insulators51.
We note that the modes localized along the barrier
(shown by red dashed lines in Figs. 4 (d,e,f)) are not
topologically protected. The modes in Figs. 4 (d,f) are
not topologically protected because the system is gapless
and therefore in a non-topological phase on both sides of
the barrier. The modes in Fig. 4 (e) are not topologically
protected because the system is in the same topological
phase on both sides of the barrier.
The states localized along the barrier have an interest-
ing spin and sublattice structure. In Fig. 5, we show the
probabilities of a ↑, a ↓, b ↑ and b ↓ as a function of the
unit cell index ny for two states produced by a barrier of
width 4a and peak value γ/3; we have taken t2 = 0.02 γ
and λR = 0. The two states are degenerate in energy,
and we see from the figure that the various probabilities
in the two states are related to each other by a simulta-
neous interchange of sublattice and spin. This symmetry
follows from the observation that for λR = 0, Eqs. (19)
are invariant under the interchanges any↑ ↔ b−ny↓ and
any↓ ↔ b−ny↑, assuming that Vny = V−ny . (We note
that this is the lattice version of the symmetry of the
continuum theory that was pointed out in Eq. (4)).
7(a) (b) (c)
(d) (e) (f)
FIG. 4: E vs kx for various systems. (kx is in units of 1/a while E is in units of γ). Figures (a,b,c) and (d,e,f) show the
spectrum without and with a single potential barrier respectively. The width of the barrier is 4a and its peak value is C = γ/3.
In Figs. (a) and (d), ∆KM = λR = 0; in Figs. (b) and (e), ∆KM = 0.1 γ and λR = 0; in Figs. (c) and (f), ∆KM = λR = 0.1 γ.
The blue shaded regions denote bulk states while the red dashed lines in Figs. (d), (e) and (f) show states which are localized
along the barrier. In Figs. (d) and (e), the states localized along the barrier are doubly degenerate due to spin; this degeneracy
is broken in Fig. (f) due to the Rashba SO coupling.
IV. WAVE PACKET DYNAMICS
To numerically study the time evolution of a Gaus-
sian wave packet on a honeycomb lattice, we take the
rows of zigzag bonds to be parallel to the x−axis. Since
our system has translational symmetry in the x direc-
tion, kx is a good quantum number. However, periodic
barriers parallel to the zigzag rows (Fig. 1), break the
translational invariance in the y direction. We therefore
consider a real space lattice with Ny = 360 unit cells
in the y-direction. Hence, for every kx, the Hamiltonian
H(kx) is a 4Ny×4Ny matrix (accounting for the spin and
sublattice degrees of freedom) and has periodic boundary
condition in the y direction. We denote the eigenvalues
and eigenvectors of H(kx) by E
(n)
kx
and φ
(n)
kx
respectively.
We take the initial wave packet Ψ(t = 0) to be a Gaus-
sian constructed such that it has a peak momentum ~k0,
peak position ~r0 and width (Wx,Wy) of our choice. It
is constructed out of the eigenvectors of the 4× 4 lattice
Hamiltonian H(kx, ky) that we would get if both kx and
ky were good quantum numbers; we choose the eigenvec-
tors to lie within the positive energy band, Ekx,ky ≥ 0.
The width of the wave packet in momentum space is in-
versely proportional to the width in real space. Hence a
Gaussian which is narrow in real space has a large contri-
bution from momenta far away from ~k0, while a Gaussian
which is wide in real space has contributions only from
momenta which lie close to ~k0.
We incorporate periodic boundary conditions in the
x direction by taking kx in integer multiples of
2π/(Nx
√
3a); we have chosen Nx = 312. We study the
evolution of the wave packet by letting each of the mo-
mentum components kx evolve independently in time and
then superposing them with suitable coefficients to form
a Gaussian.
To summarize, let φ
(n)
kx
denote the n-th eigenvector of
the 4Ny × 4Ny Hamiltonian H(kx), i.e.,
H(kx)φ
(n)
kx
= E
(n)
kx
φ
(n)
kx
. (20)
8(a) (b)
FIG. 5: |ψ|2 vs ny for two degenerate states localized along
a barrier of width 4a and peak value γ/3. The SO couplings
are given by ∆KM = 0.1 γ and λR = 0. The probabilities on
sites a ↑, a ↓, b ↑ and b ↓ are shown by blue dot dash, black
dashed, green dot and red solid lines respectively.
Next, φ
(n)
kx
consists of Ny four-component spinors each
of which is labeled by the site index ny; we denote
these spinors by |φ(n)kx,ny 〉. The four-component spinor
|Ψnx,ny 〉 = (anxny↑, anxny↓, bnxny↑, bnxny↓)T is then given
by
|Ψnx,ny(t)〉 =
∑
kx
eikxnx |Ψ˜kx,ny (t)〉, and
|Ψ˜kx,ny(t)〉 =
∑
n
e−iE
(n)
kx
t|φ(n)kx,ny 〉〈φ
(n)
kx,ny
|Ψ˜kx,ny (0)〉.
(21)
Using this formulation we study the propagation of a
wave packet through the lattice.
A. Graphene with no spin-orbit couplings
In this section, we study the time evolution of a Gaus-
sian wave packet in graphene without any SO couplings
and without any potential barriers. We will show that
there some special points in the Brillouin zone such that a
wave packet centered around those points does not spread
significantly. However, wave packets centered around
other momenta spread in time.
For graphene without any SO couplings, we can analyt-
ically find the following expressions for the energy and its
derivatives; these are useful for understanding the time
evolution of a wave packet.
E =
√
3 + 2 cos (
√
3kx) + 4 cos (
√
3kx
2
) cos (
3ky
2
),
∂E
∂kx
= −
√
3
E
[
sin(
√
3kx) + sin(
√
3kx
2
) cos(
3ky
2
)
]
,
∂E
∂ky
= − 3
E
cos(
√
3kx
2
) sin(
3ky
2
),
∂2E
∂k2x
= − 1
2E
[
3 cos(
√
3kx) + 2(
∂E
∂kx
)2 + 3 cos(
√
3kx
2
) cos(
3ky
2
)
]
,
∂2E
∂kx∂ky
=
3
E
sin(
3ky
2
)
[√3E
2
sin(
√
3kx
2
) + cos(
√
3kx
2
)
∂E
∂kx
]
,
∂2E
∂k2y
= − 3
E2
cos(
√
3kx
2
)
[3E
2
cos(
3ky
2
)− sin( 3ky
2
)
∂E
∂ky
]
. (22)
While the first derivatives represent the group velocities
in the x and y directions, the second derivatives give an
estimate of the rate at which the width of the wave packet
changes. This can be qualitatively understood as follows.
Given a wave packet centered around (kx, ky), the group
velocity is ~vg = (∂E/∂kx, ∂E/∂ky). However, since the
wave packet has momentum components lying in a fi-
nite range (kx ± δkx, ky ± δky), the group velocity itself
will have a spread given by δkx∂~vg/∂kx and δky∂~vg/∂ky
which involve the second derivatives of E. The spread
in the group velocity determines the rate at which the
width of the wave packet changes. More quantitatively,
let us consider a wave packet moving in one dimension
which, at time t = 0, is centered at k0 and x0 in momen-
tum and real space and has width Wx in real space. The
momentum component of such an object is given by
ψ˜(kx, 0) ∼ exp[ikx(x− x0)−W 2x (kx − k0)2]. (23)
When this is evolved in time with energy
E = E0 + (kx − k0)E′0 +
1
2
(kx − k0)2E′′0 , (24)
where E′0 and E
′′
0 denote the first and second derivatives
of E with respect to kx evaluated at kx = k0, we obtain
ψ˜(kx, t) ∼ exp
[
ikx(x− x0)− iE0t− i(kx − k0)E′0t
− (W 2x + iE′′0 t/2)(kx − k0)2
]
.
(25)
Fourier transforming this and taking the modulus
squared gives the probability density in real space
|ψ(x, t)|2 ∼ exp
[
− (x− x0 − E
′
0t)
2
2(W 2x + (E
′′
0 t/(2Wx))
2)
]
. (26)
This shows that the width in real space evolves as
W (t) =
√
W 2x +
(
E′′0 t
2Wx
)2
. (27)
Thus at long times (when t ≫ 2W 2x/E′′0 ), the
9width increases linearly with time at a rate given by
(1/2Wx)(∂
2E/∂k2x)kx=k0 .
While it is not unusual to have points in a one-
dimensional Brillouin zone where the second derivative of
E with respect to the momentum vanishes, it is not com-
mon to find two-dimensional models in which all the three
second derivatives of E (namely, ∂2E/∂k2x, ∂
2E/∂k2y and
∂2E/∂kx∂ky) vanish at certain points. For instance, all
three second derivatives do not vanish simultaneously
even for the Dirac dispersion E = vF
√
k2x + k
2
y. Thus
graphene is a rare example of a system with a number
of no-spreading points where all the second derivatives
vanish.
Figure 6 shows the level curves for the positive energy
(conduction) band of graphene. The Dirac points, where
E = 0, lie at (±4π/(3√3a), 0), (±2π/(3√3a),±2π/(3a))
and are shown as red stars. The figure also shows six
points where the second derivatives of E vanish. Within
the first Brillouin zone these are located at (±π/(√3a), 0)
and (±π/(2√3a),±π/(2a)) and are marked as black
dots. (The blue diamond marks denote the corresponding
points in the neighboring Brillouin zones and are related
to the former set of points by the reciprocal lattice vec-
tors). A wave packet whose momentum components are
centered around any of these points should move through
the lattice without any significant spreading. We will
therefore call these the “no-spreading points”. The dis-
tances of these points from the center of the Brillouin
zone is 3/4 of the distances of the Dirac points. Interest-
ingly, the no-spreading points lie on the lines with E = γ
which is the energy at which the density of states has a
Van Hove singularity2. [We note that the existence of no-
spreading points is specific to a lattice model. A contin-
uum model of either massless or massive Dirac fermions
(with E = ±vF |~k| or ±
√
v2F
~k2 +M2) does not have any
points in momentum space where all the second deriva-
tives of E vanish].
FIG. 6: Level curves for the positive energy band of graphene
without any SO couplings. (kx, ky are in units of 1/a).
The figure shows an area equal to three Brillouin zones
and six Dirac points (red stars). The blue dashed line is
the locus of points with E = γ. The six black dots at
(kx, ky) = (±π/(
√
3a), 0) and (±π/(2√3a),±π/(2a)) are the
no-spreading points in the first Brillouin zone where the sec-
ond derivatives of E(kx, ky) vanish. The blue diamonds de-
note the corresponding points in the neighboring Brillouin
zones and are related to the former set of points by reciprocal
lattice vectors.
In Figs. 7(a) and 7(b), we show the time evolution of
wave packets centered at two different points in momen-
tum (kx, ky), namely, the origin (0, 0) and a no-spreading
point (−π/(2√3a),−π/(2a)); at t = 0, the wave packets
are taken to have real space width Wx = Wy = 8 in units
of the lattice spacing a. At (kx, ky) = (0, 0), the energy
spectrum is flat; hence the group velocity ~vg is zero along
both x and y directions. Thus a wave packet with a peak
momentum at (0, 0) which is centered around a point in
real space continues to be centered around the same point
as it evolves in time. However, it spreads uniformly in
all directions as ∂2E/∂k2x and ∂
2E/∂k2x are non-zero and
equal, while ∂2E/∂kx∂ky = 0. The behavior of such a
wave packet is shown in Fig. 7(a). We find that the wave
packet spreads out isotropically; the spread increases lin-
early with time at long times (Fig. 8). In contrast to this,
at (kx, ky) = (−π/(2
√
3a),−π/(2a)), the group velocity
is non-zero but the second derivatives of E are zero. As
Fig. 7(b) shows, a wave packet centered around this mo-
mentum moves but does not spread.
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(a) Wave packet with peak momentum ~k0 = (0, 0).
(b) Wave packet with peak momentum ~k0 = (−π/(2
√
3a),−π/(2a)).
FIG. 7: Evolution of a Gaussian wave packet created in graphene without any SO couplings at t = 0 with width Wx = 8a and
Wy = 8a. The x and y coordinates (horizontal and vertical directions respectively) are in units of a while t is in units of ~/γ.
In (a), since the group velocity ~vg(kx = 0, ky = 0) = ∇~kE|(0,0) = (0, 0), the wave packet does not move. But it spreads as
∂2E/∂k2x and ∂
2E/∂k2y are non-zero. In (b), ~vg(kx = −π/(2
√
3a), ky = −π/(2a)) 6= 0 but the second derivatives of E vanish;
this momentum is one of the no-spreading points shown in Fig. 6. Hence this wave packet moves but does not spread.
FIG. 8: Spreads ∆x and ∆y in the x and y directions of the
wave packet with peak momentum ~k0 = (0, 0) as a function
of time. (Both ∆x and ∆y are in units of a while t is in units
of ~/γ). The time evolution of the wave packet is shown in
Fig. 7(a).
B. Periodic potential barriers
Next we look at the behavior of a wave packet when
periodic potential barriers of the form shown in Fig. 1
are present. We first consider a wave packet whose
momentum components are centered around one of the
no-spreading points ~k0 = (−π/(2
√
3a),−π/(2a)). Since
each barrier is quite high (C = γ) and the wave packet
has no components close to any of the Dirac points, there
is almost no Klein tunneling and the reflection probabil-
ity is close to 1. Hence the wave packet just reflects back
and forth and stays between two successive barriers. This
is shown in Fig. 9(a). The wave packet becomes narrower
at the instant when it hits a barrier and is about to re-
flect back; this is visible in the second and fourth panels
of Fig. 9(a). However, the width of the wave packet does
not change when it is far from the barriers.
In contrast, when a wave packet is built with momenta
centered around ~k0 = (4π/(3
√
3a), π/(5a)) which lies
close to a Dirac point, we see in Fig. 9(b) that it Klein
tunnels through the barriers, each of height C = (2/3)γ.
Since a narrower wave packet spreads faster, we have cho-
sen a larger width Wx = Wy = 16a in order to clearly
show the Klein tunneling near the Dirac point. Note that
we have not taken the wave packet to be centered around
a Dirac point exactly since the group velocity is not well
defined at those points.
11
(a) Wave packet with peak momentum ~k0 = (−π/(2
√
3a),−π/(2a)).
(b) Wave packet with peak momentum ~k0 = (4π/(3
√
3a), π/(5a)).
FIG. 9: Evolution of a Gaussian wave packet in graphene without any SO couplings in the presence of equally spaced barriers
of strength C = γ; the spacing between the barriers is d = 135a, i.e., 90 unit cells. The x and y coordinates (horizontal and
vertical directions respectively) are in units of a while t is in units of ~/γ. The leftmost panels show the positions of the barriers.
In (a) the wave packet has width Wx = Wy = 8a at t = 0. Due to the large barrier height, it almost completely reflects back and
forth between two barriers. However it does not spread as it is centered around the no-spreading point (−π/(2√3a),−π/(2a))
in momentum space. In (b) the wave packet has initial width Wx = Wy = 16a and is centered around (4π/(3
√
3a), π/(5a))
which is close to a Dirac point. It almost completely Klein tunnels through the barriers, each of strength C = (2/3)γ.
(a) Gapped mode
(b) Gapless mode
FIG. 10: Evolution of a Gaussian wave packet in graphene with ∆KM = λR = 0.1γ, and equally spaced barriers with strengths
C = γ and spacing d = 135a. The x and y coordinates (horizontal and vertical directions respectively) are in units of a while
t is in units of ~/γ. In momentum space the wave packet is centered around ~k0 = (4π/(3
√
3a), π/(5a)), i.e., close to a Dirac
point. Since ∆KM = λR, we have both gapless and gapped Dirac states. In (a) we see that the gapped mode almost completely
reflects back and forth between two successive barriers (a small amount of transmission is faintly visible), whereas in (b) the
gapless mode Klein tunnels through the barriers (a small amount of reflection is visible).
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C. Effect of spin-orbit couplings
We finally consider the case when both Kane-Mele
and Rashba SO couplings are present and are of equal
strength, i.e., ∆KM = λR. As discussed in Sec. II and
shown in Fig. 2, the dispersion in this case has both
gapped and gapless states close to the Dirac point. We
look at these two kinds of states separately. In both cases
we start with a wave packet with width Wx =Wy = 16a
and peak momentum ~k0 = (4π/(3
√
3a), π/(5a)). If the
initial wave packet is constructed from the gapped states
which have a non-relativistic dispersion, we find that
there is almost complete reflection from the barriers. As
shown in Fig. 10(a) the wave packet is trapped between
two barriers, each of height C = 1. The gapless mode
however has a massless relativistic dispersion and just
Klein tunnels through these barriers. Figure 10(b) de-
picts this case. We see that a small amount of reflection
occurs when the wave packet crosses the barrier. This is
because, as in Fig. 10(a), we have taken the peak momen-
tum to be at ~k0 = (4π/(3
√
3a), π/(5a)) which is slightly
away from the Dirac point lying at K = (4π/(3
√
3a), 0);
hence the Klein tunneling is not perfect. (Note that this
wave packet is at normal incidence in the continuum lan-
guage because the deviation of ~k0 from K is zero in the
x-direction).
V. DISCUSSION
In this paper we have studied the effects of SO cou-
plings and a periodic potential on the dispersion and
wave packet dynamics of electrons in graphene. We have
considered both Kane-Mele and Rashba SO couplings
and have shown that they have interesting effects, par-
ticularly when their magnitudes are equal.
We have first considered the continuum theory around
the Dirac points to study the effects of a periodic poten-
tial. While a periodic potential is known to generate new
Dirac points, we have shown that SO couplings generally
open gaps at those points. However, when the Kane-Mele
and Rashba SO couplings are equal in magnitude, some of
the gapless Dirac points are restored. We have shown an-
alytically that this occurs because equal Kane-Mele and
Rashba SO couplings produce two kinds of states, with
massless Dirac and massive Dirac forms respectively; at
normal incidence, the massless states transmit perfectly
through an arbitrary potential, and therefore no gaps
are generated at the ends of the Brillouin zone when a
periodic potential is present. Next, we have used a lat-
tice model to study the effect of a single potential bar-
rier. Using the momentum along the barrier as a good
quantum number effectively reduces the system to a one-
dimensional lattice. We have shown that the energy spec-
trum obtained using the lattice model reproduces those
found with the continuum theory. In addition, we find
some additional states which are localized along the bar-
rier. These states have an interesting spin and sublattice
structure arising from the SO couplings. Finally, we have
used the lattice model to study the time evolution of a
wave packet; the wave packet is taken to be a Gaussian.
Without the SO couplings, we discover that there are six
points in the momentum space such that a wave packet
centered around these points shows almost no spread-
ing; we call these the no-spreading points and we iden-
tify them by the condition that all the second derivatives
of the energy with respect to the momenta should be
zero. In the absence of SO couplings, we show that a
wave packet centered around a Dirac point Klein tunnels
through a barrier at normal incidence as expected. In the
presence of equal Kane-Mele and Rashba SO couplings,
we show that the massless Dirac states Klein tunnels at
normal incidence while the massive Dirac states reflect
when the barrier is high.
The no-spreading points lie at an energy of γ ≃ 2.8 eV
which is quite far from the Dirac points (i.e., the Fermi
energy of undoped graphene). It is therefore not easy
to access them experimentally. One way of studying the
dynamics at such points may be to inject an electron
with that energy at one point of the system and then
measure the probability of detecting it at another point.
However, such an experiment may be difficult to perform
because the large distance from the Fermi energy implies
that the lifetime of the electron would be small. Even
if it is difficult to study the no-spreading points in the
immediate future, we have discussed them in this paper
because they are so unusual. While no-spreading points
are not uncommon in one-dimensional systems, graphene
is the only example of a two-dimensional system that we
know of which has such no-spreading points.
Our results can be tested experimentally by preparing
samples of graphene with strong SO couplings. While
the intrinsic SO coupling in graphene is very weak, one
can induce SO couplings in a variety of ways34–37, and
the strength of the induced SO couplings can be tuned
experimentally. For instance, Ref. 33 shows using a first
principles calculation that the Kane-Mele and Rashba SO
couplings can be made equal by applying a transverse
electric field equal to 2.44 V/nm. Finally, our work may
also be applicable to other two-dimensional materials like
silicene, germanene and stanene whose lattice structures
are similar to graphene but with intrinsic spin-orbit cou-
plings which are much stronger than in graphene52,53.
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