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Abstract. In this paper we derive many infinite families of explicit exact formulas involving either
squares or triangular numbers, two of which generalize Jacobi’s 4 and 8 squares identities to 4n2 or
4n(n + 1) squares, respectively, without using cusp forms. In fact, we similarly generalize to infinite
families all of Jacobi’s explicitly stated degree 2, 4, 6, 8 Lambert series expansions of classical theta
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to 12 squares, 12 triangles, 20 squares, 20 triangles, respectively. Our 24 squares identity leads to a
different formula for Ramanujan’s tau function τ(n), when n is odd. These results, depending on
new expansions for powers of various products of classical theta functions, arise in the setting of Jacobi
elliptic functions, associated continued fractions, regular C-fractions, Hankel or Tura´nian determinants,
Fourier series, Lambert series, inclusion/exclusion, Laplace expansion formula for determinants, and
Schur functions. The Schur function form of these infinite families of identities are analogous to
the η-function identities of Macdonald. Moreover, the powers 4n(n + 1), 2n2 + n, 2n2 − n that
appear in Macdonald’s work also arise at appropriate places in our analysis. A special case of our
general methods yields a proof of the two Kac–Wakimoto conjectured identities involving representing
a positive integer by sums of 4n2 or 4n(n + 1) triangular numbers, respectively. Our 16 and 24
squares identities were originally obtained via multiple basic hypergeometric series, Gustafson’s Cℓ
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1. Introduction
In this paper we derive many infinite families of explicit exact formulas involving either squares
or triangular numbers, two of which generalize Jacobi’s [117] 4 and 8 squares identities to 4n2
or 4n(n + 1) squares, respectively, without using cusp forms. In fact, we similarly generalize to
infinite families all of Jacobi’s [117] explicitly stated degree 2, 4, 6, 8 Lambert series expansions of
classical theta functions. In addition, we extend Jacobi’s special analysis of 2 squares, 2 triangles,
6 squares, 6 triangles to 12 squares, 12 triangles, 20 squares, 20 triangles, respectively. We also
utilize a special case of our general analysis, outlined in [162], to prove the two Kac–Wakimoto
[120, pp. 452] conjectured identities involving representing a positive integer by sums of 4n2 or
4n(n+ 1) triangular numbers, respectively. Zagier in [253] has also recently independently proven
these two identities. In addition, he proved the more general Conjecture 7.2 of Kac–Wakimoto
[120, pp. 451]. The n = 1 cases of these two Kac–Wakimoto conjectured identities for triangular
numbers are equivalent to the classical identities of Legendre [140], [21, Eqns. (ii) and (iii), pp.
139]. Our 24 squares identity leads to a different formula for Ramanujan’s [193] tau function τ(n),
when n is odd.
All of this work depends upon new expansions for powers of various products of the classical
theta functions
ϑ3(0, q) :=
∞∑
j=−∞
qj
2
, (1.1)
ϑ2(0, q) :=
∞∑
j=−∞
q(j+1/2)
2
, (1.2)
and ϑ4(0, q) := ϑ3(0,−q), where ϑ3(0, q), ϑ2(0, q), and ϑ4(0, q) are the z = 0 cases of the theta
functions ϑ3(z, q), ϑ2(z, q), and ϑ4(z, q) in [249, pp. 463–464]. We first give a single determinant
form of these expansions, then (where applicable) a sum of determinants form, and finally a Schur
function form. The single determinant form of our identities includes expressing the quadratic
powers ϑ3(0,−q)4n2 , ϑ3(0,−q)4n(n+1), ϑ2(0, q)4n2 , and ϑ2(0, q1/2)4n(n+1) of classical theta functions
as a constant multiple of an n × n Hankel determinant whose entries are either certain Lambert
series, or Lambert series plus nonzero constants, for ϑ2 and ϑ3, respectively. Our sums of squares
identities arise from the sum of determinants form of our expansions by writing ϑ3(0,−q)4n2 and
ϑ3(0,−q)4n(n+1) as explicit polynomials of degree n in 2n − 1 Lambert series similar to those
in Jacobi’s 4 and 8 squares identities. The Schur function form of our analogous identities for
ϑ2(0, q)
4n2 and ϑ2(0, q
1/2)4n(n+1) completes our proof of the Kac–Wakimoto conjectured identities
for triangular numbers in [120, pp. 452]. Depending on the analysis, we either use ϑ3(0,−q) or
ϑ4(0, q) in many of our identities. Some of the above work has already been announced in [162].
We present a number of additional related results in [164–166].
Our derivation of the above infinite families of identities entails the analysis and combinatorics
of Jacobi elliptic functions, associated continued fractions, regular C-fractions, Hankel or Tura´nian
determinants, Fourier series, Lambert series, inclusion/exclusion, the Laplace expansion formula
for determinants, and Schur functions. This background material is contained in [2, 15, 16, 21, 23,
43, 63, 79, 92, 93, 103, 104, 111, 119, 125, 134, 149, 153, 184, 203, 206, 214, 247, 249, 258]. In
order to make the connection with divisor sums, we follow Jacobi in emphasizing Lambert series∑∞
r=1 f(r)q
r/(1 − qr), as defined in [8, Ex. 14, pp. 24], as much as possible. (For Glaisher’s
historical note of where these series first appeared in Lambert’s writings see [84, Section 13, pp.
163].) At the end of Section 2 we point out the relationship between the Lambert series U2m−1(q),
G2m+1(q), C2m−1(q), D2m+1(q) appearing in our sums of squares and sums of triangles identities
and the Fourier expansions of the classical Eisenstein series En(τ), with q := exp(2πiτ) and n an
even positive integer, as given by [20, pp. 318] and [203, pp. 194–195]. For the convenience of the
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reader we often reference or write down the n = 1 and n = 2 cases of our general infinite families
of identities. These special cases can also be given short modular forms verification proofs.
The problem of representing an integer as a sum of squares of integers is one of the chestnuts
of number theory, where new significant contributions occur infrequently over the centuries. The
long and interesting history of this topic is surveyed in [11, 12, 26, 43, 94, 101, 102, 188, 200, 204,
229, 241] and chapters 6-9 of [56]. The review article [222] presents many questions connected with
representations of integers as sums of squares. Direct applications of sums of squares to lattice
point problems and crystallography models in theoretical chemistry can be found in [28, 90]. One
such example is the computation of the constant ZN that occurs in the evaluation of a certain
Epstein zeta function, needed in the study of the stability of rare gas crystals, and in that of the
so-called Madelung constants of ionic salts. More theoretical applications to “theta series” appear
in [51].
The s squares problem is to count the number rs(n) of integer solutions (x1, . . . , xs) of the
Diophantine equation
x21 + · · · + x2s = n, (1.3)
in which changing the sign or order of the xi’s give distinct solutions.
Diophantus (325-409 A.D.) knew that no integer of the form 4n − 1 is a sum of two squares.
Girard conjectured in 1632 that n is a sum of two squares if and only if all prime divisors q of n
with q ≡ 3 (mod 4) occur in n to an even power. Fermat in 1641 gave an “irrefutable proof” of this
conjecture. Euler gave the first known proof in 1749. Early explicit formulas for r2(n) were given
by Legendre in 1798 and Gauß in 1801. It appears that Diophantus was aware that all positive
integers are sums of four integral squares. Bachet conjectured this result in 1621, and Lagrange
gave the first proof in 1770.
Jacobi in his famous Fundamenta Nova [117] of 1829 introduced elliptic and theta functions,
and utilized them as tools in the study of (1.3). Motivated by Euler’s work on 4 squares, Jacobi
observed that the number rs(n) of integer solutions of (1.3) is also determined by
ϑ3(0, q)
s := 1 +
∞∑
n=1
rs(n)q
n, (1.4)
where ϑ3(0, q) is the classical theta function in (1.1).
Jacobi then used his theory of elliptic and theta functions to derive remarkable identities for
the s = 2, 4, 6, 8 cases of ϑ3(0, q)
s. He immediately obtained elegant explicit formulas for rs(n),
where s = 2, 4, 6, 8. We find it more convenient to work with Jacobi’s equivalent identities for the
s = 2, 4, 6, 8 cases of ϑ3(0,−q)s. Dealing with powers of ϑ3(0,−q) simplifies somewhat many of
our identities in Sections 5, 7, and 8, especially the multiple power series of Section 7. The signs
and infinite products in the classical formulas for ϑ3(0,−q)16 and ϑ3(0,−q)24 in Theorems 1.2 and
1.3 below are simpler. Finally, ϑ3(0,−q)s arises more naturally in the basic hypergeometric series
or multiple basic hypergeometric series analysis in [4] and [6, pp. 506–508], or [167], respectively.
We recall Jacobi’s identities from [117, Eqn. (10.), Section 40; Eqn. (36.), Section 40] and [117,
Eqn. (7.), Section 42] for the s = 4 and 8 cases of ϑ3(0,−q)s in the following theorem.
Theorem 1.1 (Jacobi).
ϑ3(0,−q)4 = 1− 8
∞∑
r=1
(−1)r−1 rq
r
1 + qr
= 1+ 8
∞∑
n=1
(−1)n[∑
d|n,d>0
4∤d
d
]
qn, (1.5)
and ϑ3(0,−q)8 = 1 + 16
∞∑
r=1
(−1)r r
3qr
1− qr = 1 + 16
∞∑
n=1
[ ∑
d|n,d>0
(−1)dd3 ]qn. (1.6)
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Consequently, we have respectively,
r4(n) = 8
∑
d|n,d>0
4∤d
d and r8(n) = 16
∑
d|n,d>0
(−1)n+dd3. (1.7)
Note that Jacobi’s identities for the s = 4 and 8 cases of ϑ3(0, q)
s appear in [117, Eqn. (8.),
Section 40; Eqn. (34.), Section 40] and [117, Eqn. (8.), Section 42], respectively.
In general it is true that
r2s(n) = δ2s(n) + e2s(n), (1.8)
where δ2s(n) is a divisor function and e2s(n) is a function of order substantially lower than that of
δ2s(n). If 2s = 2, 4, 6, 8, then e2s(n) = 0, and (1.8) becomes Jacobi’s formulas for r2s(n), including
(1.7). On the other hand [202, 203], if 2s > 8 then e2s(n) is never 0. The function e2s(n) is the
coefficient of qn in a suitable “cusp form”. The difficulties of computing (1.8), and especially the
“nondominate” term e2s(n), increase rapidly with 2s. The modular function approach to (1.8) and
the cusp form e2s(n) is discussed in [123], [202], [203, pp. 241–244]. For 2s > 8 modular function
methods such as those in [95, 99, 100, 147, 172, 201], or the more classical elliptic function approach
of [14, 25, 33, 34, 39, 126, 127], [155, pp. 140–143], [241, pp. 204–211], are used to determine
general formulas for δ2s(n) and e2s(n) in (1.8). Explicit, exact examples of (1.8) have been worked
out for 2 ≤ 2s ≤ 32. Similarly, explicit formulas for rs(n) have been found for (odd) s < 32.
Alternate, elementary approaches to sums of squares formulas can be found in [154, 211, 226–229].
We next consider classical analogs of (1.5) and (1.6) corresponding to the s = 8 and 12 cases of
(1.8).
Glaisher [87, pp. 210] utilized elliptic function methods, rather than modular functions, to prove
Theorem 1.2 (Glaisher).
ϑ3(0,−q)16 = 1 + 3217
∑
y1,m1≥1
(−1)m1m71qm1y1 (1.9a)
− 512
17
q (q; q)
8
∞
(
q2; q2
)8
∞
(1.9b)
where we have (q; q)∞ :=
∏
r≥1
(1−qr), with 0 < |q| < 1. (1.10)
Glaisher took the coefficient of qn to obtain r16(n). The same formula appears in [203, Eqn.
(7.4.32), pp. 242].
In order to find r24(n), Ramanujan [193, Entry 7, table VI], see also [203, Eqn. (7.4.37), pp.
243] and [89], first proved
Theorem 1.3 (Ramanujan). Let (q; q)∞ be defined by (1.10). Then
ϑ3(0,−q)24 = 1 + 16691
∑
y1,m1≥1
(−1)m1m111 qm1y1 (1.11a)
− 33152691 q (q; q)24∞ − 65536691 q2
(
q2; q2
)24
∞
. (1.11b)
An analysis of (1.11b) depends upon Ramanujan’s [193] tau function τ(n) defined by
q (q; q)
24
∞ :=
∞∑
n=1
τ(n)qn. (1.12)
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For example, τ(1) = 1, τ(2) = −24, τ(3) = 252, τ(4) = −1472, τ(5) = 4830, τ(6) = −6048, and
τ(7) = −16744. Ramanujan [193, Eqn. (103)] conjectured, and Mordell [171] proved that τ(n) is
multiplicative.
Taking the coefficient of qn in (1.11) yields the classical formula [107, pp. 216], [193], [203, Eqn.
(7.4.37), pp. 243] for r24(n) given by
r24(n) =
16
691 (−1)nσ†11(n) + 128691{(−1)(n−1)259τ(n)− 512τ(n2 )}, (1.13)
where
σ†r(n) :=
∑
d|n,d>0
(−1)ddr, (1.14)
and τ(x) = 0 if x is not an integer.
The classical formula (1.13) can be rewritten in terms of divisor functions by appealing to the
formula for τ(n) from [130, Eqn. (24), pp. 34; and, Eqn. (11.1), pp.36], [140, Eqn. (9), pp. 111],
[8, Ex. 10, pp. 140] given by
τ(n) = 65756σ11(n) +
691
756σ5(n)− 6913
n−1∑
m=1
σ5(m)σ5(n−m), (1.15)
where
σr(n) :=
∑
d|n,d>0
dr. (1.16)
Another useful formula for τ(n) is [140, Eqn. (10), pp. 111]. Many similar identities attributed
to Ramanujan appear in [128–132], and an exposition of classical results on τ(n) can be found in
[27].
For convenience, we work with (1.15) in the form
q (q; q)
24
∞ =
65
756V11(q) +
691
756V5(q)− 6913 V 25 (q), (1.17)
where
Vs ≡ Vs(q) :=
∞∑
r=1
rsqr
1− qr =
∞∑
n=1
[ ∑
d|n,d>0
ds
]
qn =
∑
y1,m1≥1
ms1q
m1y1 . (1.18)
The generating function version of applying (1.15) to (1.13) now becomes
Theorem 1.4. Let Gs(q) and Vs(q) be defined by (1.23) and (1.18), respectively. Then,
ϑ3(0,−q)24 = 1 + 16691G11(q)− 538720130599V11(q)− 1064960130599 V11(q2)
− 8288189 V5(q)− 16384189 V5(q2) + 331523 V 25 (q) + 655363 V 25 (q2). (1.19)
If all we wanted to do is write ϑ3(0,−q)24 as a sum of products of at most 6 or 3 Lambert series,
we just take either the 6th or 3rd power of both sides of (1.5) or (1.6), respectively. A slightly
more interesting expansion of ϑ3(0,−q)24 as a sum of products of at most 3 Lambert series results
from applying the formula for τ(n) in [8, Ex. 13, pp. 24] to (1.11)-(1.14). Equation (1.19) which
expresses ϑ3(0,−q)24 as a sum of products of at most two Lambert series lies deeper.
One of the main motivations for this paper was to generalize Theorem 1.1 to 4n2 or 4n(n+ 1)
squares, respectively, without using cusp forms such as (1.9b) and (1.11b), while still utilizing
just polynomials of degree n in 2n− 1 Lambert series similar to either (1.5) or (1.6), respectively.
This condition on the maximal number n of Lambert series factors in each term is consistent with
the η-function identities in Appendix I of Macdonald [151], the two Kac–Wakimoto conjectured
identities for triangular numbers in [120, pp. 452], and the above discussion of (1.19). Essentially,
expansions of ϑ3(0,−q)N , for N large, into a polynomial of at most degree M in Lambert series is
“trivial” if M = αN , and lies deeper if M = α
√
N , where α > 0 is a constant.
We carry out the above program in Theorems 5.4 and 5.6 below. Here, we state the n = 2 cases,
which determine different formulas for 16 and 24 squares.
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Theorem 1.5.
ϑ3(0,−q)16 = 1− 323 (U1 + U3 + U5) + 2563
(
U1U5 − U23
)
, (1.20)
where Us ≡ Us(q) :=
∞∑
r=1
(−1)r−1 r
sqr
1 + qr
=
∞∑
n=1
[ ∑
d|n,d>0
(−1)d+n/dds ]qn
=
∑
y1,m1≥1
(−1)y1+m1ms1qm1y1 . (1.21)
and
ϑ3(0,−q)24 = 1 + 169 (17G3 + 8G5 + 2G7) + 5129
(
G3G7 −G25
)
, (1.22)
where Gs ≡ Gs(q) :=
∞∑
r=1
(−1)r r
sqr
1− qr =
∞∑
n=1
[ ∑
d|n,d>0
(−1)dds ]qn
=
∑
y1,m1≥1
(−1)m1ms1qm1y1 . (1.23)
A more compact way of writing Theorem 1.5 as a single determinant is provided by
Theorem 1.6.
ϑ3(0,−q)16 = 13 det
∣∣∣∣∣∣
16U1 − 2 16U3 + 1
16U3 + 1 16U5 − 2
∣∣∣∣∣∣ , (1.24)
and
ϑ3(0,−q)24 = 132 det
∣∣∣∣∣∣
16G3 + 1 16G5 − 2
32G5 − 4 32G7 + 17
∣∣∣∣∣∣ , (1.25)
where Us ≡ Us(q) and Gs ≡ Gs(q) are given by (1.21) and (1.23), respectively.
The general case of Theorem 1.6 for ϑ3(0,−q)4n2 and ϑ3(0,−q)4n(n+1) is given by Theorems 5.3
and 5.5.
The formulas for r16(n) and r24(n) corresponding to Theorem 1.5 are given by
Theorem 1.7. Let n be any positive integer. Then
r16(n) = − (−1)n · 323 [σ1˜(n) + σ3˜(n) + σ5˜(n)] (1.26a)
+(−1)n · 2563
n−1∑
m=1
[σ1˜(m)σ5˜(n−m)− σ3˜(m)σ3˜(n−m)] , (1.26b)
where σr˜(n) :=
∑
d|n,d>0
(−1)d+n/ddr, (1.27)
and r24(n) = (−1)n · 169
[
17 · σ†3(n) + 8 · σ†5(n) + 2 · σ†7(n)
]
(1.28a)
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+(−1)n · 5129
n−1∑
m=1
[
σ†3(m)σ
†
7(n−m)− σ†5(m)σ†5(n−m)
]
, (1.28b)
where σ†r(n) is defined by (1.14).
The elementary analysis in [94, pp. 122–123, 125] applied to (1.26) and (1.28) immediately
implies that the dominate terms (1.26b) and (1.28b) for r16(n) and r24(n) have orders of magnitude
n7 and n11, respectively. Furthermore, the “remainder terms” (1.26a) and (1.28a) have lower orders
of magnitude n5 and n7, respectively. The dominate term estimates are consistent with [94, Eqn.
(9.20), pp. 122]. We provide a more detailed analyis of these estimates for (1.26) and (1.28) at the
end of Section 5.
In Sections 5 and 7 we present the infinite families of explicit exact formulas that generalize
Theorems 1.1, 1.5, and 1.6.
In the case where n is an odd integer [in particular an odd prime], equating (1.11) and (1.22)
yields two formulas for τ(n), which we have presented in [162]. The first one is somewhat similar
to (1.15), and both are different from Dyson’s [61] formula. We first obtain
Theorem 1.8. Let τ(n) be defined by (1.12) and let n be odd. Then
259τ(n) = 123·32 [17 · 691σ3(n) + 8 · 691σ5(n) + 2 · 691σ7(n)− 9σ11(n)]
− 691·22
32
n−1∑
m=1
[
σ†3(m)σ
†
7(n−m)− σ†5(m)σ†5(n−m)
]
, (1.29)
where σr(n) and σ
†
r(n) are defined by (1.16) and (1.14), respectively.
Remark. We can use (1.29) to compute τ(n) in ≤ 6n lnn steps when n is an odd integer, and
(1.15) to compute τ(n) in ≤ 3n lnn steps when n is any positive integer. On the other hand, this
may also be done in n2+ǫ steps by appealing to Euler’s infinite-product-representation algorithm
(EIPRA) [5, pp.104 ] applied to (q; q)
24
∞ in (1.12).
A different simplification involving a power series formulation of (1.22) leads to
Theorem 1.9. Let τ(n) be defined by (1.12) and let n ≥ 3 be odd. Then
259τ(n) = − 1
23
∑
d|n,d>0
d11 + 691
23·32
∑
d|n,d>0
d3
(
17 + 8d2 + 2d4
)
(1.30a)
− 691·22
32
∑
m1>m2≥1
m1+m2≤n
gcd(m1,m2)|n
(−1)m1+m2(m1m2)3(m21 −m22)2
∑
y1,y2≥1
m1y1+m2y2=n
1. (1.30b)
Remark. The inner sum in (1.30b) counts the number of solutions (y1, y2) of the classical linear
Diophantine equation m1y1 +m2y2 = n. This relates (1.30) to the combinatorics in sections 4.6
and 4.7 of [214].
Equation (1.15) and equation (11.3) of [130, pp. 36] in the form
τ(n) = 691
1800
σ3(n) +
691
900
σ7(n)− 91600σ11(n) + 276415
n−1∑
m=1
σ3(m)σ7(n−m), (1.31)
yield formulas for τ(n) that are similar to (1.29) and (1.30). That is, motivated by Theorems 1.8
and 1.9, a linear combination of (1.15) and (1.31) leads to
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Theorem 1.10. Let n be any positive integer, and let τ(n) and σr(n) be defined by (1.12) and
(1.16), respectively. Then
τ(n) = 1
23·35·5·7
[
3 · 7 · 691σ3(n) + 23 · 5 · 691σ5(n)
+2 · 3 · 7 · 691σ7(n)− 13 · 241σ11(n)]
+ 691·2
2
33
n−1∑
m=1
[σ3(m)σ7(n−m)− σ5(m)σ5(n−m)] , (1.32)
and
τ(n) = 123·35·5·7
∑
d|n,d>0
d3
(
3 · 7 · 691 + 23 · 5 · 691d2
+2 · 3 · 7 · 691d4 − 13 · 241d8)
+ 691·2
2
33
∑
m1>m2≥1
m1+m2≤n
gcd(m1,m2)|n
(m1m2)
3(m21 −m22)2
∑
y1,y2≥1
m1y1+m2y2=n
1. (1.33)
Equating (1.29) and (1.32) immediately gives
Corollary 1.11. Let n be odd, and let σ†r(n) and σr(n) be defined by (1.14) and (1.16), respectively.
Then
2160
n−1∑
m=1
[
σ†3(m)σ
†
7(n−m)− σ†5(m)σ†5(n−m)
]
+ 186480
n−1∑
m=1
[σ3(m)σ7(n−m)− σ5(m)σ5(n−m)]
= 759σ3(n)− 200σ5(n)− 642σ7(n) + 83σ11(n). (1.34)
We next give a brief description of some of the essential ingredients in our derivation of the
sums of squares and related identities in this paper.
The first is a classical result of Heilermann [103, 104], more recently presented in [119, The-
orem 7.14, pp. 244–246], in which Hankel determinants whose entries are the coefficients in a
formal power series L can be expressed as a certain product of the “numerator” coefficients of
the associated continued fraction J corresponding to L, provided J exists. A similar result holds
for the related χ determinants. We apply Heilermann’s product formulas for both n × n Hankel
and the related χ determinants to Rogers’ [206], Stieltjes’ [217–219], and Ismail and Masson’s
[111] associated continued fraction and/or regular C-fraction expansions of the Laplace trans-
form of a small number of Jacobi elliptic functions such as sn(u, k), cn(u, k), dn(u, k), sn2(u, k),
sn(u, k) cn(u, k)/ dn(u, k), and sn(u, k) cn(u, k). Modular transformations, row and column opera-
tions, and Heilermann’s [103, 104], [119, Theorem 7.14, pp. 244–246; Theorem 7.2, pp. 223–224]
correspondence theorems between formal power series and both types of continued fractions enables
us to carry out a similar product formula analysis for our associated continued fraction and/or reg-
ular C-fraction expansions of the formal Laplace transform of a number of ratios of Jacobi elliptic
functions in which cn(u, k) is in the denominator. These include both sn(u, k) dn(u, k)/ cn(u, k)
and sn2(u, k) dn2(u, k)/ cn2(u, k). Al-Salam and Carlitz [2, pp. 97–99] have already applied Heil-
ermann’s product formulas to Rogers’ and Stieltjes’ continued fraction expansions of the Laplace
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transform of sn(u, k), cn(u, k), dn(u, k), and sn2(u, k) to obtain the product formulas for the corre-
sponding Hankel determinants. The direct relationship between orthogonal polynomials, J-fraction
expansions, and some of these continued fraction expansions of the Laplace transform of Jacobi
elliptic functions is surveyed in [19, 38, 44, 46, 47, 49, 50, 69, 92, 109, 110, 115, 116, 119, 148,
230–234].
All of the above analysis produces a large number of product formulas for n × n Hankel or
related χ determinants whose entries (polynomials in k2) are the coefficients in the formal Laplace
transform of the Maclaurin series expansion (about u = 0) of certain ratios f1(u, k) of Jacobi
elliptic functions, with k the modulus. These formulas express our determinants as a constant
multiple of a simple polynomial in k2. By an analysis similar to that in [15, 16, 21, 23, 38, 258]
we compare the Maclaurin series expansion of f1(u, k) to its Fourier series. This immediately
leads to a formula which factors the entries in our determinants into the product of a Lambert
series plus a constant, a simple function of k, and a suitable negative integral power of the Jacobi
elliptic function parameter z := 2F1(1/2, 1/2; 1; k
2) = 2K(k)/π ≡ 2K/π, with K(k) ≡ K the
complete elliptic integral of the first kind in [134, Eqn. (3.1.3), pp. 51], and k the modulus. We
next solve for the resulting power of z in our product formula for the n × n Hankel or related χ
determinants. Appealing to well-known equalities such as z = ϑ3(0, q)
2 and zk = ϑ2(0, q)
2, where
q := exp(−πK(√1− k2)/K(k)), and simplifying, we are able to establish the single determinant
form of our identities. Our proofs of the single determinant form of the sums of squares identities in
Theorems 5.3 and 5.5 utilizes the ratios of Jacobi elliptic functions f1(u, k) := sc(u, k) dn(u, k) and
f1(u, k) := sc
2(u, k) dn2(u, k), respectively. Similarly, the corresponding analysis for Theorem 5.11
in our proof of the Kac–Wakimoto conjectures utilizes f1(u, k) := sd(u, k) cn(u, k) and f1(u, k) :=
sn2(u, k).
An inclusion/exclusion argument applied to the above single determinant form of our identities
yields a sum of determinants formulation. We transform these latter identities into a multiple power
series Schur function form by employing classical properties of Schur functions [153], symmetry
and skew-symmetry arguments, row and column operations, and the Laplace expansion formula
[118, pp. 396-397] for a determinant.
We organize our paper as follows. In Section 2 we compare Fourier and Maclaurin series expan-
sions of various ratios f1(u, k) of Jacobi elliptic functions to derive the Lambert series formulas we
need. Section 3 contains a summary of the associated continued fraction and regular C-fraction
expansions of the Laplace transform of these ratios f1(u, k). This includes a sketch of Rogers’
[206] integration-by-parts derivation of several of these expansions, followed by his application of
Landen’s transformation [134, Eqn. (3.9.15), (3.9.16), (3.9.17), pp. 78–79] to one of them. Here,
we have continued fraction expansions of both Laplace transforms and formal Laplace transforms.
Section 4 utilizes Theorems 7.14 and 7.2 of [119, pp. 244–246; pp. 223–224], row and column oper-
ations, and modular transformations to deduce our Hankel and χ determinant evaluations from the
continued fraction expansions of Section 3. In Section 5 we first establish an inclusion-exclusion
lemma, recall necessary elliptic function parameter relations, and then obtain the single determi-
nant and sum of determinants form of our infinite families of sums of squares and related identities.
We also obtain (see Theorem 5.19) our generalization to infinite families all 21 of Jacobi’s [117,
Sections 40, 41, 42] explicitly stated degree 2, 4, 6, 8 Lambert series expansions of classical theta
functions. An elegant generating function involving the number of ways of writing N as a sum
of 2n squares and (2n)2 triangular numbers appears in Corollary 5.15. Section 6 contains the
derivation of two key theorems which expand certain general n×n determinants, whose entries are
either constants or Lambert series, into a multiple power series whose terms include classical Schur
functions [153] as factors. Section 7 applies the key determinant expansion formulas in Section 6 to
most of the main identities in Section 5 to obtain the Schur function form of our infinite families of
sums of squares and related identities. These include the two Kac–Wakimoto [120, pp. 452] con-
jectured identities involving representing a positive integer by sums of 4n2 or 4n(n+ 1) triangular
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numbers, respectively. The n = 1 case is equivalent to the classical identities of Legendre [139], [21,
Eqns. (ii) and (iii), pp. 139]. In addition, we obtain our analog of these Kac–Wakimoto identities
which involves representing a positive integer by sums of 2n squares and (2n)2 triangular numbers.
Motivated by the analysis in [41, 42], we use Jacobi’s transformation of the theta functions ϑ4 and
ϑ2 to derive a direct connection between our identities involving 4n
2 or 4n(n+1) squares, and the
identities involving 4n2 or 4n(n+1) triangular numbers. In a different direction we also apply the
classical techniques in [90, pp. 96–101] and [28, pp. 288–305] to several of the theorems in this
section to obtain the corresponding infinite families of lattice sum transformations. Our explicit
multiple power series formulas for 16, 24, 36, and 48 squares appear in Section 8.
The Schur function form of our infinite families of identities are analogous to the η-function
identities in Appendix I of Macdonald [151]. Moreover, the powers 4n(n + 1), 2n2 + n, 2n2 − n
that appear in Macdonald [151] also arise at appropriate places in our analysis. An important
part of our approach to the infinite families of identities in this paper is based upon a limiting
process (computing associated continued fraction expansions), followed by a sieving procedure
(inclusion/exclusion). On the other hand, the derivation of the η-function and related identities in
[76, 77, 141, 142, 151] relies on first a sieving procedure, followed by taking limits.
Theorems 1.5 and 1.6 were originally obtained via multiple basic hypergeometric series [143,
158–161, 163, 168, 169] and Gustafson’s [96] Cℓ nonterminating 6φ5 summation theorem combined
with Andrews’ [4], [6, pp. 506–508], [79, pp. 223–226] basic hypergeometric series proof of Jacobi’s
2, 4, 6, and 8 squares identities, and computer algebra [250]. We have in [167] applied symmetry
and Schur function techniques to this original approach to prove the existence of similar infinite
families of sums of squares identities for n2 or n(n+ 1) squares, respectively.
Our sums of more than 8 squares identities are not the same as the formulas of Mathews [154],
Glaisher [85–88], Sierpinski [211], Uspensky [226–228], Bulygin [33, 34], Ramanujan [193], Mordell
[172, 173], Hardy [99, 100], Bell [14], Estermann [64], Rankin [200, 201], Lomadze [147], Walton
[248], Walfisz [246], Ananda-Rau [3], van der Pol [186], Kra¨tzel [126, 127], Bhaskaran [25], Gundlach
[95], Kac and Wakimoto [120], and Liu [146].
We have found in [164–166] a number of additional new results involving or inspired by Hankel
determinants. In [166] we apply the Hankel determinant evaluations in the present paper to the
analysis in [119, pp. 244–250] to yield a large number of more complex χ determinant evaluations.
All of these determinant evaluations lead to new determinantal formulas for powers of classical theta
functions. The paper [164] presents some new evaluations of Hankel determinants of Eisenstein
series which generalize the classical formula for the modular discriminant ∆ in [20, Entry 12(i), pp.
326], [203, Eqn. (6.1.14), pp. 197], and [210, eqn (42), pp. 95]. The work in [164] was motivated
by F. Garvan’s comments and conjectured formula for ∆2 in [78] as a 3 by 3 Hankel determinant
of classical Eisenstein series after seeing an earlier version of the present paper. Finally, the paper
[165] derives a new formula for the modular discriminant ∆ and a corresponding new formula that
expresses Ramanujan’s tau function as the difference of two positive integers. These integers arise
naturally in areas as diverse as affine Lie super-algebras, higher-dimensional unimodular lattices,
combinatorics, and number theory. The analysis in [165] utilizes special cases of the methods in
Section 5 to extend part of the work of Jacobi in [117].
2. Fourier Expansions and Lambert Series
In this section we compare Fourier and Maclaurin series expansions of various ratios f1(u, k) of
Jacobi elliptic functions to derive the Lambert series formulas we need. We first recall the classical
Fourier expansions from [93, 117, 134, 249], write them as a double sum as in [15, 16, 21, 38,
258], and finally equate coefficients with the corresponding Maclaurin series to obtain the Lambert
series formulas. At the end of this section we point out the relationship between the Lambert series
U2m−1(q), G2m+1(q), C2m−1(q), D2m+1(q) appearing in our sums of squares and sums of triangles
identities and the Fourier expansions of the classical Eisenstein series En(τ), with q := exp(2πiτ)
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and n an even positive integer, as given by [20, pp. 318] and [203, pp. 194–195].
We utilize the Jacobi elliptic function parameter
z := 2F1
[
1
2
, 1
2
1
∣∣∣∣ k2] = 2K(k)/π ≡ 2K/π, (2.1)
with
K(k) ≡K :=
∫ 1
0
dt√
(1− t2)(1− k2t2) =
π
2 2F1
[
1
2
, 1
2
1
∣∣∣∣ k2] (2.2)
the complete elliptic integral of the first kind in [134, Eqn. (3.1.3), pp. 51], and k the modulus.
We also sometimes use the complete elliptic integral of the second kind
E(k) ≡ E :=
∫ 1
0
√
1− k2t2
1− t2 dt =
π
2 2
F1
[
1
2
, − 1
2
1
∣∣∣∣ k2] , (2.3)
and the complementary modulus k′ :=
√
1− k2. Finally, we take
q := exp(−πK(
√
1− k2)/K(k)) (2.4)
The classical Fourier expansions from [93, pp. 911-912], [117, Sections 39, 41, and 42], [134,
pp. 222-225], and [249, pp. 510-520] that we need are summarized by the following theorem.
Essentially all of these Fourier expansions originally appeared in [117, Sections 39, 41, and 42].
Theorem 2.1. Let z := 2K/π, as in (2.1), with K and E given by (2.2) and (2.3), respectively.
Also take k′ :=
√
1− k2 and q as in (2.4). Then,
sn(u, k) =
2π
kK
∞∑
n=1
qn−
1
2
1− q2n−1 sin
(2n−1)u
z (2.5)
cn(u, k) =
2π
kK
∞∑
n=1
qn−
1
2
1 + q2n−1
cos (2n−1)uz (2.6)
dn(u, k) =
π
2K
+
2π
K
∞∑
n=1
qn
1 + q2n
cos 2nu
z
(2.7)
sd(u, k) =
2π
kk′K
∞∑
n=1
(−1)n−1qn− 12
1 + q2n−1
sin (2n−1)u
z
(2.8)
cd(u, k) =
2π
kK
∞∑
n=1
(−1)n−1qn− 12
1− q2n−1 cos
(2n−1)u
z
(2.9)
nd(u, k) =
π
2k′K
+
2π
k′K
∞∑
n=1
(−1)nqn
1 + q2n
cos 2nu
z
(2.10)
sc(u, k) =
π
2k′K
tan u
z
+
2π
k′K
∞∑
n=1
(−1)nq2n
1 + q2n
sin 2nu
z
(2.11)
dc(u, k) =
π
2K
sec u
z
+
2π
K
∞∑
n=1
(−1)n−1q2n−1
1− q2n−1 cos
(2n−1)u
z
(2.12)
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nc(u, k) =
π
2k′K
sec u
z
− 2π
k′K
∞∑
n=1
(−1)n−1q2n−1
1 + q2n−1
cos (2n−1)u
z
(2.13)
sn2(u, k) =
K −E
k2K
− 2π
2
k2K2
∞∑
n=1
nqn
1− q2n cos
2nu
z
(2.14)
sc2(u, k) = − 1
k′2
E
K
+
1
z2k′2
sec2 u
z
− 8
z2k′2
∞∑
n=1
(−1)nnq2n
1− q2n cos
2nu
z
(2.15)
sd2(u, k) =
E − k′2K
k2k′2K
+
8
z2k2k′2
∞∑
n=1
(−1)nnqn
1− q2n cos
2nu
z
(2.16)
sn(u, k) cn(u, k)
dn(u, k)
=
4π
k2K
∞∑
n=1
q2n−1
1− q4n−2 sin
(4n−2)u
z
(2.17)
sn(u, k) dn(u, k)
cn(u, k)
=
π
2K
tan u
z
+
2π
K
∞∑
n=1
qn
1 + (−1)nqn sin
2nu
z
(2.18)
sn(u, k)
cn(u, k) dn(u, k)
=
π
2k′2K
tan u
z
+
2π
k′2K
∞∑
n=1
(−1)nqn
1 + qn
sin 2nu
z
(2.19)
sn2(u, k) cn2(u, k)
dn2(u, k)
=
1
k4
+
k′
2
k4
− 2
k4
E
K
− 32
z2k4
∞∑
n=1
nq2n
1− q4n cos
4nu
z
(2.20)
sn2(u, k) dn2(u, k)
cn2(u, k)
= 1− 2E
K
+
1
z2
sec2 uz −
8
z2
∞∑
n=1
nqn
1− (−1)nqn cos
2nu
z (2.21)
sn2(u, k)
cn2(u, k) dn2(u, k)
=
1
k′2
− 2
k′4
E
K
+
1
z2k′4
sec2 uz −
8
z2k′4
∞∑
n=1
(−1)nnqn
1− qn cos
2nu
z
(2.22)
sn(u, k) dn(u, k) =
π2
kK2
∞∑
n=1
(2n− 1)qn− 12
1 + q2n−1
sin (2n−1)u
z
(2.23)
sn(u, k) cn(u, k) =
2π2
k2K2
∞∑
n=1
nqn
1 + q2n
sin 2nu
z
(2.24)
sn(u, k)
dn2(u, k)
=
π2
kk′2K2
∞∑
n=1
(−1)n−1(2n− 1)qn− 12
1− q2n−1 sin
(2n−1)u
z
(2.25)
sn(u, k) cn(u, k)
dn2(u, k)
= − 2π
2
k2k′K2
∞∑
n=1
(−1)nnqn
1 + q2n
sin 2nu
z
(2.26)
sn(u, k)
cn2(u, k)
=
1
z2k′2
sec u
z
tan u
z
− π
2
K2
∞∑
n=1
(−1)n−1(2n− 1)q2n−1
1− q2n−1 sin
(2n−1)u
z
(2.27)
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sn(u, k) dn(u, k)
cn2(u, k)
=
π2
4k′K2
sec u
z
tan u
z
+
π2
k′K2
∞∑
n=1
(−1)n−1(2n− 1)q2n−1
1 + q2n−1
sin (2n−1)u
z
(2.28)
The Fourier series expansions in (2.18) and (2.21) are important ingredients of our derivation of
the 4n2 and 4n(n+ 1) squares identities, respectively, in Section 5. Both of these expansions are
direct consequences of simpler Fourier expansions.
A derivation of (2.18) is outlined in [134, Ex. 6, pp. 243]. The Fourier expansions for ns(2u, k)
and cs(2u, k) are substituted into
sn(u, k) dc(u, k) = ns(2u, k)− cs(2u, k). (2.29)
The terms from the sum in (2.18) with n odd come from ns(2u, k), and with n even from cs(2u, k).
The tan uz in (2.18) follows from csc θ − cot θ = tan θ2 .
In order to derive (2.21) we first apply the Pythagorean relations for dn2(u, k) and sn2(u, k) to
obtain
sc2(u, k) dn2(u, k) = sc2(u, k)
[
1− k2 sn2(u, k)]
= sc2(u, k)
[
1− k2(1− cn2(u, k))]
= (1− k2) sc2(u, k) + k2 sn2(u, k) (2.30)
Next, substitute (2.14) and (2.15) into (2.30). Finally, combine the two resulting sums termwise
while appealing to the difference of squares
(1− q2n) = (1 + (−1)nqn)(1− (−1)nqn). (2.31)
This last step is motivated by [94, pp. 119].
The Fourier series expansions in (2.23)–(2.28) are obtained by differentiating those in (2.6),
(2.7), (2.9), (2.10), (2.12), and (2.13).
The Fourier expansions in Theorem 2.1 may be written as a double sum by first expanding the
sin Nu
z
and cos Nu
z
as Maclaurin series, interchanging summation, and then simplifying. We obtain
Theorem 2.2. Let z := 2K/π, as in (2.1), with K and E given by (2.2) and (2.3), respectively.
Also take k′ :=
√
1− k2 and q as in (2.4). Then,
zk · sn(u, k) = 4
∞∑
m=1
(−1)m−1
z2m−1
[
∞∑
r=1
(2r − 1)2m−1qr− 12
1− q2r−1
]
u2m−1
(2m− 1)! (2.32)
zk · cn(u, k) = 4
∞∑
m=0
(−1)m
z2m
[
∞∑
r=1
(2r − 1)2mqr− 12
1 + q2r−1
]
u2m
(2m)!
(2.33)
z · dn(u, k) = 1 + 4
∞∑
m=0
(−1)m22m
z2m
[
∞∑
r=1
r2mqr
1 + q2r
]
u2m
(2m)!
(2.34)
zkk′ · sd(u, k) = 4
∞∑
m=1
(−1)m−1
z2m−1
[
∞∑
r=1
(−1)r+1(2r − 1)2m−1qr− 12
1 + q2r−1
]
u2m−1
(2m− 1)! (2.35)
zk · cd(u, k) = 4
∞∑
m=0
(−1)m
z2m
[
∞∑
r=1
(−1)r+1(2r − 1)2mqr− 12
1− q2r−1
]
u2m
(2m)!
(2.36)
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zk′ · nd(u, k) = 1 + 4
∞∑
m=0
(−1)m22m
z2m
[
∞∑
r=1
(−1)rr2mqr
1 + q2r
]
u2m
(2m)!
(2.37)
zk′ · sc(u, k) = tan u
z
+ 4
∞∑
m=1
(−1)m−122m−1
z2m−1
[
∞∑
r=1
(−1)rr2m−1q2r
1 + q2r
]
u2m−1
(2m− 1)!
(2.38)
z · dc(u, k) = sec uz + 4
∞∑
m=0
(−1)m
z2m
[
∞∑
r=1
(−1)r+1(2r − 1)2mq2r−1
1− q2r−1
]
u2m
(2m)!
(2.39)
zk′ · nc(u, k) = sec uz − 4
∞∑
m=0
(−1)m
z2m
[
∞∑
r=1
(−1)r−1(2r − 1)2mq2r−1
1 + q2r−1
]
u2m
(2m)!
(2.40)
z2k2 · sn2(u, k) = z2 − z2 E
K
− 8
∞∑
m=0
(−1)m22m
z2m
[
∞∑
r=1
r2m+1qr
1− q2r
]
u2m
(2m)!
(2.41)
z2k′
2 · sc2(u, k) = −z2 E
K
+ sec2 u
z
+ 8
∞∑
m=0
(−1)m22m
z2m
×
[
∞∑
r=1
(−1)r−1r2m+1q2r
1− q2r
]
u2m
(2m)!
(2.42)
z2k2k′
2 · sd2(u, k) = −z2k′2 + z2 E
K
− 8
∞∑
m=0
(−1)m22m
z2m
×
[
∞∑
r=1
(−1)r+1r2m+1qr
1− q2r
]
u2m
(2m)!
(2.43)
zk2 · sn(u, k) cn(u, k)
dn(u, k)
= 8
∞∑
m=1
(−1)m−122m−1
z2m−1
×
[
∞∑
r=1
(2r − 1)2m−1q2r−1
1− q4r−2
]
u2m−1
(2m− 1)! (2.44)
z · sn(u, k) dn(u, k)
cn(u, k)
= tan u
z
+ 4
∞∑
m=1
(−1)m−122m−1
z2m−1
×
[
∞∑
r=1
r2m−1qr
1 + (−1)rqr
]
u2m−1
(2m− 1)! (2.45)
zk′
2 · sn(u, k)
cn(u, k) dn(u, k)
= tan u
z
+ 4
∞∑
m=1
(−1)m−122m−1
z2m−1
×
[
∞∑
r=1
(−1)rr2m−1qr
1 + qr
]
u2m−1
(2m− 1)! (2.46)
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z2k4 · sn
2(u, k) cn2(u, k)
dn2(u, k)
= z2 + z2k′
2 − 2z2 E
K
− 32
∞∑
m=0
(−1)m24m
z2m
[
∞∑
r=1
r2m+1q2r
1− q4r
]
u2m
(2m)!
(2.47)
z2 · sn
2(u, k) dn2(u, k)
cn2(u, k)
= z2 − 2z2 E
K
+ sec2 uz
− 8
∞∑
m=0
(−1)m22m
z2m
[
∞∑
r=1
r2m+1qr
1− (−1)rqr
]
u2m
(2m)!
(2.48)
z2k′
4 · sn
2(u, k)
cn2(u, k) dn2(u, k)
= z2k′
2 − 2z2 E
K
+ sec2 uz
+ 8
∞∑
m=0
(−1)m22m
z2m
[
∞∑
r=1
(−1)r−1r2m+1qr
1− qr
]
u2m
(2m)!
(2.49)
z2k · sn(u, k) dn(u, k) = 4
∞∑
m=1
(−1)m−1
z2m−1
[
∞∑
r=1
(2r − 1)2mqr− 12
1 + q2r−1
]
u2m−1
(2m− 1)! (2.50)
z2k2 · sn(u, k) cn(u, k) = 8
∞∑
m=1
(−1)m−122m−1
z2m−1
[
∞∑
r=1
r2mqr
1 + q2r
]
u2m−1
(2m− 1)! (2.51)
z2kk′
2 · sn(u, k)
dn2(u, k)
= 4
∞∑
m=1
(−1)m−1
z2m−1
[
∞∑
r=1
(−1)r+1(2r − 1)2mqr− 12
1− q2r−1
]
u2m−1
(2m− 1)! (2.52)
z2k′k2 · sn(u, k) cn(u, k)
dn2(u, k)
= −8
∞∑
m=1
(−1)m−122m−1
z2m−1
[
∞∑
r=1
(−1)rr2mqr
1 + q2r
]
u2m−1
(2m− 1)!
(2.53)
z2k′
2 · sn(u, k)
cn2(u, k)
= sec u
z
tan u
z
− 4
∞∑
m=1
(−1)m−1
z2m−1
×
[
∞∑
r=1
(−1)r+1(2r − 1)2mq2r−1
1− q2r−1
]
u2m−1
(2m− 1)! (2.54)
z2k′ · sn(u, k) dn(u, k)
cn2(u, k)
= sec uz tan
u
z + 4
∞∑
m=1
(−1)m−1
z2m−1
×
[
∞∑
r=1
(−1)r+1(2r − 1)2mq2r−1
1 + q2r−1
]
u2m−1
(2m− 1)! (2.55)
In order to equate coefficients of uN in Theorem 2.2 we first need the expansions [93, pp. 35] of
tan uz , sec
2 u
z , sec
u
z , and sec
u
z tan
u
z given by
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tan u
z
=
∞∑
m=1
22m(22m − 1)|B2m|
(2m)! z2m−1
u2m−1, for
u2
z2
<
π2
4
, (2.56)
sec2 u
z
=
∞∑
m=0
22m+1(22m+2 − 1)|B2m+2|
(m+ 1)(2m)! z2m
u2m, (2.57)
sec u
z
=
∞∑
m=0
|E2m|
(2m)! z2m
u2m, for
u2
z2
<
π2
4
, (2.58)
sec u
z
tan u
z
=
∞∑
m=1
|E2m|
(2m− 1)! z2m−1u
2m−1, (2.59)
where the Bernoulli numbers Bn and Euler numbers En are defined in [48, pp. 48–49] by
t
et − 1 :=
∞∑
n=0
Bn
tn
n!
, for |t| < 2π, (2.60)
and
2et
e2t + 1
:=
∞∑
n=0
En
tn
n!
, for |t| < π/2. (2.61)
Convenient, explicit formulas for the Bernoulli numbers Bn can be found in [91].
We next write down the Maclaurin series expansions of the ratios of Jacobi elliptic functions
in Theorem 2.2. The coefficients of uN in these expansions are polynomials in k2, where k is the
modulus. We have
Definition 2.3 (Maclaurin series expansion polynomials for Jacobi elliptic functions). Let
the elliptic function polynomials (elliptic)m(k
2) of k2, with k the modulus, be determined by the
coefficients of the following Maclaurin series expansions:
sn(u, k) =
∞∑
m=1
(sn)m(k
2)
u2m−1
(2m− 1)! ; cn(u, k) =
∞∑
m=0
(cn)m(k
2)
u2m
(2m)!
, (2.62)
dn(u, k) =
∞∑
m=0
(dn)m(k
2)
u2m
(2m)!
; sd(u, k) =
∞∑
m=1
(s/d)m(k
2)
u2m−1
(2m− 1)! , (2.63)
cd(u, k) =
∞∑
m=0
(c/d)m(k
2)
u2m
(2m)!
; nd(u, k) =
∞∑
m=0
(nd)m(k
2)
u2m
(2m)!
, (2.64)
sc(u, k) =
∞∑
m=1
(s/c)m(k
2)
u2m−1
(2m− 1)! ; dc(u, k) =
∞∑
m=0
(d/c)m(k
2)
u2m
(2m)!
, (2.65)
nc(u, k) =
∞∑
m=0
(nc)m(k
2)
u2m
(2m)!
; sn2(u, k) =
∞∑
m=1
(sn2)m(k
2)
u2m
(2m)!
, (2.66)
sc2(u, k) =
∞∑
m=1
(s2/c2)m(k
2)
u2m
(2m)!
; sd2(u, k) =
∞∑
m=1
(s2/d2)m(k
2)
u2m
(2m)!
,
(2.67)
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sn(u, k) cn(u, k)
dn(u, k)
=
∞∑
m=1
(sc/d)m(k
2)
u2m−1
(2m− 1)! , (2.68)
sn(u, k) dn(u, k)
cn(u, k)
=
∞∑
m=1
(sd/c)m(k
2)
u2m−1
(2m− 1)! , (2.69)
sn(u, k)
cn(u, k) dn(u, k)
=
∞∑
m=1
(s/cd)m(k
2)
u2m−1
(2m− 1)! , (2.70)
sn2(u, k) cn2(u, k)
dn2(u, k)
=
∞∑
m=1
(s2c2/d2)m(k
2)
u2m
(2m)!
, (2.71)
sn2(u, k) dn2(u, k)
cn2(u, k)
=
∞∑
m=1
(s2d2/c2)m(k
2)
u2m
(2m)!
, (2.72)
sn2(u, k)
cn2(u, k) dn2(u, k)
=
∞∑
m=1
(s2/c2d2)m(k
2)
u2m
(2m)!
, (2.73)
sn(u, k) dn(u, k) =
∞∑
m=1
(sd)m(k
2)
u2m−1
(2m− 1)! , (2.74)
sn(u, k) cn(u, k) =
∞∑
m=1
(sc)m(k
2)
u2m−1
(2m− 1)! , (2.75)
sn(u, k)
dn2(u, k)
=
∞∑
m=1
(s/d2)m(k
2)
u2m−1
(2m− 1)! , (2.76)
sn(u, k) cn(u, k)
dn2(u, k)
=
∞∑
m=1
(sc/d2)m(k
2)
u2m−1
(2m− 1)! , (2.77)
sn(u, k)
cn2(u, k)
=
∞∑
m=1
(s/c2)m(k
2)
u2m−1
(2m− 1)! , (2.78)
sn(u, k) dn(u, k)
cn2(u, k)
=
∞∑
m=1
(sd/c2)m(k
2)
u2m−1
(2m− 1)! . (2.79)
Recursions, explicit computations, and tables of the polynomials (elliptic)m(k
2) in the simpler
expansions above such as for sn, cn, dn, and sn2 in (2.62), (2.63), and (2.66) can be found in [15–18,
21, 31, 49, 50, 58–60, 93, 117, 134, 170, 185, 187, 207, 208, 249, 251, 252, 258]. Corresponding
applications to combinatorics appear in [21, 54, 58–60, 69–71, 207, 208, 223, 243, 251, 252, 256].
Keeping in mind (2.56)-(2.61) and Definition 2.3, we find that equating coefficients of uN in
Theorem 2.2 yields the Lambert series formulas in
Theorem 2.4. Let z := 2K(k)/π ≡ 2K/π, as in (2.1), with k the modulus. Let q be as in (2.4),
and let the Bernoulli numbers Bn and Euler numbers En be defined by (2.60) and (2.61), respec-
tively. Take (sd/c)m(k
2), (s2d2/c2)m(k
2), (nc)m−1(k
2), (sc/d)m(k
2), (sn2)m(k
2), (cn)m−1(k
2),
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(dn)m(k
2), (sd)m(k
2), (sc)m(k
2), and (sd/c2)m(k
2) to be the elliptic function polynomials of k2
determined by Definition 2.3. Let m = 1, 2, 3, · · · . Then,
U2m−1(−q) : =
∞∑
r=1
−r2m−1qr
1 + (−1)rqr
= (−1)m−1 (2
2m − 1)
4m
· |B2m|+ (−1)m z
2m
22m+1
· (sd/c)m(k2), (2.80)
G2m+1(−q) : =
∞∑
r=1
r2m+1qr
1− (−1)rqr
= (−1)m (2
2m+2 − 1)
4(m+ 1)
· |B2m+2|+ (−1)m−1 z
2m+2
22m+3
· (s2d2/c2)m(k2), (2.81)
R2m−2(q) : =
∞∑
r=1
(−1)r+1 (2r − 1)
2m−2q2r−1
1 + q2r−1
= (−1)m−1 · 14 · |E2m−2|+ (−1)m
z2m−1
4
√
1− k2 · (nc)m−1(k2), (2.82)
C2m−1(q) : =
∞∑
r=1
(2r − 1)2m−1q2r−1
1− q2(2r−1) = (−1)
m−1 z
2mk2
22m+2
· (sc/d)m(k2), (2.83)
D2m+1(q) : =
∞∑
r=1
r2m+1qr
1− q2r = (−1)
m−1 z
2m+2k2
22m+3
· (sn2)m(k2), (2.84)
T2m−2(q) : =
∞∑
r=1
(2r − 1)2m−2qr− 12
1 + q2r−1
= (−1)m−1 z
2m−1k
4
· (cn)m−1(k2), (2.85)
N2m(q) : =
∞∑
r=1
r2mqr
1 + q2r
= (−1)m z
2m+1
22m+2
· (dn)m(k2), (2.86)
and N0(q) : =
∞∑
r=1
qr
1 + q2r
= − 14 +
z
4
· (dn)0(k2) = − 14 +
z
4
, (2.87)
T2m(q) = (−1)m+1 z
2m+1k
4
· (sd)m(k2), (2.88)
N2m(q) = (−1)m+1 z
2m+1k2
22m+2
· (sc)m(k2), (2.89)
R2m(q) = (−1)m · 14 · |E2m|+ (−1)m+1
z2m+1
4
√
1− k2 · (sd/c2)m(k2).
(2.90)
The Lambert series in (2.32) and (2.35) are constant multiples of the one in (2.44), with q 7→ q1/2
and q 7→ i√q, respectively. The Lambert series in (2.33), (2.34), (2.40), (2.41), (2.45), (2.48) are
transformed by q 7→ −q into the corresponding Lambert series in (2.36), (2.37), (2.39), (2.43),
(2.46), (2.49), respectively. The substitution q 7→ −q2 transforms the Lambert series in (2.45)
and (2.48) into those in (2.38) and (2.42), respectively. Taking q 7→ q2 transforms the Lambert
EXACT SUMS OF SQUARES FORMULAS AND JACOBI ELLIPTIC FUNCTIONS 19
series in (2.41) into the one in (2.47). The relations in (2.88), (2.89), and (2.90) also follow from
combining (2.85), (2.86), and (2.82) with the Maclaurin series expansions of the derivative formulas
for cn(u, k), dn(u, k), and nc(u, k). The above substitutions, combined with the corresponding
modular transformations, is why we only need the 10 Lambert series formulas in Theorem 2.4.
The analysis leading to Theorem 2.4 is similar to that in [15, 16, 21, 23, 38, 258]. The Lam-
bert series identities in (2.80)-(2.86) are equivalent to the identities in Tables 1(x), 1(ii), 1(xiv),
1(vii), 1(iii), 1(xv), 1(xi), respectively, of [258]. In this paper we mainly work with the above
rational functions of sn(u, k), cn(u, k), and dn(u, k) which do not have sn(u, k) as a factor of the
denominator. Our analysis in Sections 3 and 4 of classical continued fraction expansions of the
Laplace transforms of these rational functions leads to our elegant product formulas for Hankel
and χ determinants that are crucial in Section 5.
Table 1 of Zucker’s paper [258] also contains formulas for the Lambert series determined by
the Fourier series expansions of rational functions, analogous to several of those in Definition 2.3,
of sn(u, k), cn(u, k), and dn(u, k), that do have sn(u, k) as a factor of the denominator. This
second class of rational functions (and their corresponding Lambert series) does not lead to simple,
“closed” product formulas for Hankel and χ determinants.
The Lambert series Vs(q) in (1.18) is one such example. Moreover, a formula for Vs(q
2), corre-
sponding to ns2(u, k), appears in Table 1(i) of [258]. Even so, in [164], we discuss how the Fourier
series expansion of ns2(u, k) has applications to Hankel determinants of classical Eisenstein series.
We conclude this section with a discussion of the relationship between the Lambert series
U2m−1(q), G2m+1(q), C2m−1(q), D2m+1(q) and the Fourier expansions of the classical Eisenstein
series En(τ) as given by [20, pp. 318] and [203, pp. 194–195] in the following definition.
Definition 2.5. Let q := exp(2πiτ), where τ is in the upper half-planeH, and take y := Im(τ) > 0.
Let n = 1, 2, 3, · · · . We then have
E2(τ) ≡ E2(q) :=1− 24
∞∑
r=1
rqr
1− qr −
3
πy
, (2.91)
and for n ≥ 2,
E2n(τ) ≡ E2n(q) :=1− 4n
B2n
∞∑
r=1
r2n−1qr
1− qr , (2.92)
with the B2n the Bernoulli numbers in (2.60).
As examples, Ramanujan in [193] studied the series L := E2(τ) + 3/πy, M := E4(τ), and N :=
E6(τ). Note that we equate the q’s in (2.4) and Definition 2.5. That is 2τ = iK(
√
1− k2)/K(k).
We now write our Lambert series U2m−1(q), G2m+1(q), C2m−1(q), and D2m+1(q) as linear
combinations of the En(τ) in the following lemma.
Lemma 2.6. Let U2m−1(q), G2m+1(q), C2m−1(q), and D2m+1(q) be determined by (2.80), (2.81),
(2.83), and (2.84), respectively, with q as in (2.4). Take E2n(q) as in Definition 2.5, with 2τ =
iK(
√
1− k2)/K(k). Let m = 1, 2, 3, · · · . We then have
U2m−1(q) =
B2m
4m
{
(22m − 1)−E2m(q)
+ 2(1 + 22m−1)E2m(q
2)− 22m+1E2m(q4)
}
, (2.93)
G2m+1(q) =
B2m+2
4(m+ 1)
{
(22m+2 − 1) + E2m+2(q)− 22m+2E2m+2(q2)
}
, (2.94)
20 STEPHEN C. MILNE
C2m−1(q) =
B2m
4m
{
−E2m(q) + (1 + 22m−1)E2m(q2)− 22m−1E2m(q4)
}
, (2.95)
D2m+1(q) =
B2m+2
4(m+ 1)
{
−E2m+2(q) +E2m+2(q2)
}
, (2.96)
with B2n the Bernoulli numbers defined by (2.60).
Proof. To establish (2.93), consider the elementary identity
∞∑
r=1
(−1)rf(r) = 2
∞∑
r=1
f(2r)−
∞∑
r=1
f(r), (2.97)
with f(r) determined by the q 7→ −q case of (2.80). Apply the trivial identity
x
1 + x
=
x
1− x −
2x2
1− x2 (2.98)
termwise to the two resulting sums. Finally, use (2.91) or (2.92) to solve for each of the next four
sums in terms of the E2m, and simplify. For the case m = 1, note that y, 2y, and 4y correspond
to q, q2, and q4, respectively, and that (−3/πy) + (18/2πy) + (−24/4πy) = 0.
Equation (2.94) is an immediate consequence of (2.97), with f(r) determined by the q 7→ −q
case of (2.81), using (2.92) to solve for each of the two resulting sums in terms of the E2m+2, and
simplifying.
To establish (2.95), consider the elementary identity
∞∑
r=1
g(2r − 1) =
∞∑
r=1
g(r)−
∞∑
r=1
g(2r), (2.99)
with g(r) determined by (2.83). Apply the trivial identity
x
1− x2 =
x
1− x −
x2
1− x2 (2.100)
termwise to the two resulting sums. Finally, use (2.91) or (2.92) to solve for each of the next four
sums in terms of the E2m, and simplify. For the case m = 1, note that (−3/πy) + (9/2πy) +
(−6/4πy) = 0.
Equation (2.96) is an immediate consequence of applying (2.100) termwise to the sum for
D2m+1(q) in (2.84), using (2.92) to solve for each of the two resulting sums in terms of the E2m+2,
and simplifying. 
The m = 1, 2, 3, 4 cases of the identities in Lemma 2.6 either appear or are implicit in [21]. The
m = 1, 2, 3 cases of (2.93) are given by [21, Entries 14(i)–(iii) and their proofs, pp. 129–131], and
the m = 4 case is implicit in [21, Entry 14(iv), pp. 130]. The m = 1, 2 cases of (2.94) are given by
[21, Entries 14(v)–(vi) and their proofs, pp. 130–131], and the m = 3, 4 cases are implicit in [21,
Entries 14(vii)–(viii), pp. 130]. The m = 1, 2, 3 cases of (2.95) are given by [21, Entries 15(ix)–(xi)
and their proofs, pp. 132–133], and the m = 4 case is implicit in [21, Entry 15(xii), pp. 133]. The
m = 1, 2 cases of (2.96) are given by [21, Entries 15(i)–(ii) and their proofs, pp. 132–133], and the
m = 3, 4 cases are implicit in [21, Entries 15(iii)–(iv), pp. 132].
Equation (2.98) is utilized in series manipulations in [21, pp. 226, 260, 383], and (2.100) is
applied in the proof of [21, Entry 15(ix), pp. 132–133]. See also the comment just after equation
(5.180).
The Lambert series U2m−1(q), G2m+1(q), C2m−1(q), and D2m+1(q) in Lemma 2.6 appear in the
sums of squares and sums of triangles identities in Theorems 5.3, 5.4, 5.5, 5.6, 5.11, and 5.12.
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3. Continued Fraction Expansions
In this section we derive associated continued fraction and regular C-fraction expansions of the
Laplace transform and formal Laplace transform of various ratios of Jacobi elliptic functions. We
first survey Rogers’ [206] integration-by-parts proof of the associated continued fraction expansions
of the Laplace transform of sn, cn, dn, and sn2. We also provide a similar proof of the associated
continued fraction expansions of the Laplace transform of sn cn and sndn. The sn cn case was first
obtained by Ismail and Masson in [111] using a more refined integration-by-parts analysis. We next
recall Rogers’ application of Landen’s transformation [249, pp. 507], [134, Eqn. (3.9.15), (3.9.16),
(3.9.17), pp. 78–79] to his result for sn to obtain the associated continued fraction expansion of the
Laplace transform of sn cn / dn. We apply a similar modular transformation technique to obtain
serveral other continued fraction expansions. Our formal Laplace transform continued fraction
expansions are a consequence of those for sn, cn, dn, sn2, sn cn, sn dn, combined with Heilermann’s
[103, 104] correspondence between formal power series and either associated continued fractions or
regular C-fractions (see also [119, Theorem 7.14, pp. 244–246; Theorem 7.2, pp. 223–224]), and
modular transformations.
Following Jones and Thron in [119, pp. 18–19], Lorentzen and Waadeland in [149, pp. 5–8],
and Berndt in [20, pp. 104–105], we adopt the following notation for continued fractions:
∞
K
n=1
an
bn
:=
a1
b1 +
a2
b2 +
a3
b3+ . . .
=
a1
b1 +
a2
b2 +
a3
b3 + · · · (3.1)
The types of continued fractions that we need in this paper are summarized in the following
definition.
Definition 3.1. Let {αν}∞ν=1, {βν}∞ν=1, and {γν}∞ν=1 be sequences in C× with ανγν 6= 0, and let
w and ξ be indeterminate. The “corresponding type” continued fraction or regular C-fraction is
given by
1 +
∞
K
n=1
γnw
1
, γn 6= 0. (3.2)
The associated continued fraction is given by
1 +
α1w
1 + β1w +
∞
K
n=2
−αnw2
1 + βnw
, αn 6= 0. (3.3)
The Jacobi continued fraction or J-fraction is given by
α1
β1 + ξ +
∞
K
n=2
−αn
βn + ξ
, αn 6= 0. (3.4)
The following sources have been used for Definition 3.1. For regular C-fractions, see [119, Eqn.
(7.1.1), pp. 221], [149, pp. 252–253], [184, pp. 304], [247, Eqn. (99.2), pp. 399; Eqn. (54.2), pp.
208]. The associated continued fraction appears in [119, Eqn. (7.2.1), pp. 241], [184, pp. 322,
324; Eqn (8), pp. 376], [247, Eqn. (54.1), pp. 208]. Finally, the J-fraction can be found in [119,
Eqn. (7.2.35), pp. 249], [149, pp. 346], [184, Eqn. (9), pp. 376; Eqn. (1), pp. 390], [247, Eqn.
(23.8), pp. 103; Eqn. (51.1), pp. 196]. J-fractions are so named because the related quadratic form
has long been called a J-form. For all three types of continued fractions, see [119, pp. 128–129;
Appendix A. pp. 386–394].
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It is well-known (see [119, pp. 129], [206, pp. 74]) that the even part [119, Eqn. (2.4.24),
pp. 42] of a regular C-fraction is an associated continued fraction. Moreover, [119, pp. 249],
if in the associated continued fraction (3.3) we let w = 1/ξ, omit the initial term 1 and make
an equivalence transformation, we obtain the J-fraction in (3.4). See [119, pp. 249–256] for the
connection between J-fractions and orthogonal polynomials. Most of our work is with associated
continued fractions, some is with regular C-fractions, and we just mention J-fractions to make the
connection with orthogonal polynomials.
Several recent authors used the term J-fraction for what is really an associated continued frac-
tion. They include: Flajolet [69, pp. 130], [70, pp. 146], Goulden and Jackson [92, Definition 5.2.1,
pp. 291], and Zeng [256, pp. 374].
We now have the following associated continued fraction expansions of Laplace transforms of
various ratios of Jacobi elliptic functions.
Theorem 3.2. Let the Jacobi elliptic functions have modulus k, and let k′ :=
√
1− k2. We then
have the associated continued fraction expansions:
∫ ∞
0
snu e−u/x du =
x2
1 + (1 + k2)x2 +
∞
K
n=2
−(2n− 1)(2n− 2)2(2n− 3)k2x4
1 + (2n− 1)2(1 + k2)x2
(3.5)∫ ∞
0
cnu e−u/x du =
x
1 + x2 +
∞
K
n=2
−(2n− 2)2(2n− 3)2k2x4
1 + ((2n− 1)2 + (2n− 2)2k2)x2 (3.6)∫ ∞
0
dnu e−u/x du =
x
1 + k2x2 +
∞
K
n=2
−(2n− 2)2(2n− 3)2k2x4
1 + ((2n− 1)2k2 + (2n− 2)2)x2 (3.7)∫ ∞
0
snu cnu e−u/x du =
x2
1 + (4 + k2)x2 +
∞
K
n=2
−(2n− 2)2(2n− 1)2k2x4
1 + ((2n)2 + (2n− 1)2k2)x2 (3.8)∫ ∞
0
snu dnu e−u/x du =
x2
1 + (1 + 4k2)x2 +
∞
K
n=2
−(2n− 2)2(2n− 1)2k2x4
1 + ((2n− 1)2 + (2n)2k2)x2 (3.9)∫ ∞
0
sdu e−u/x du =
x2
1 + (1− 2k2)x2 +
∞
K
n=2
(2n− 1)(2n− 2)2(2n− 3)(kk′)2x4
1 + (2n− 1)2(1− 2k2)x2
(3.10)∫ ∞
0
cdu e−u/x du =
x
1 + k′2x2 +
∞
K
n=2
(2n− 2)2(2n− 3)2(kk′)2x4
1 + ((2n− 1)2k′2 − (2n− 2)2k2)x2 (3.11)∫ ∞
0
ndu e−u/x du =
x
1− k2x2 +
∞
K
n=2
(2n− 2)2(2n− 3)2(kk′)2x4
1 + ((2n− 2)2k′2 − (2n− 1)2k2)x2 (3.12)∫ ∞
0
snu cnu
dn2 u
e−u/x du =
x2
1 + (4− 5k2)x2 +
∞
K
n=2
(2n− 2)2(2n− 1)2(kk′)2x4
1 + ((2n)2k′2 − (2n− 1)2k2)x2 (3.13)∫ ∞
0
snu
dn2 u
e−u/x du =
x2
1 + (1− 5k2)x2 +
∞
K
n=2
(2n− 2)2(2n− 1)2(kk′)2x4
1 + ((2n− 1)2k′2 − (2n)2k2)x2 (3.14)∫ ∞
0
sn2 u e−u/x du =
2x3
1 + 4(1 + k2)x2 +
∞
K
n=2
−(2n)(2n− 1)2(2n− 2)k2x4
1 + (2n)2(1 + k2)x2
(3.15)
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0
sd2 u e−u/x du =
2x3
1 + 4(1− 2k2)x2 +
∞
K
n=2
(2n)(2n− 1)2(2n− 2)(kk′)2x4
1 + (2n)2(1− 2k2)x2
(3.16)∫ ∞
0
snu cnu
dnu
e−u/x du =
x2
1 + (4− 2k2)x2 +
∞
K
n=2
−(2n− 1)(2n− 2)2(2n− 3)k4x4
1 + (2n− 1)2(4− 2k2)x2
(3.17)∫ ∞
0
sn2 u cn2 u
dn2 u
e−u/x du =
2x3
1 + 4(4− 2k2)x2 +
∞
K
n=2
−(2n)(2n− 1)2(2n− 2)k4x4
1 + (2n)2(4− 2k2)x2
(3.18)∫ ∞
0
1− k sn2 u
1 + k sn2 u
e−u/x du =
x
1 + 4k x2 +
∞
K
n=2
−4(2n− 2)2(2n− 3)2k(1 + k)2x4
1 + ((2n− 1)24k + (2n− 2)2(1 + k)2)x2
(3.19)
∫ ∞
0
snu
1 + k sn2 u
e−u/x du
=
x2
1 + (1 + 6k + k2)x2 +
∞
K
n=2
−4(2n− 1)(2n− 2)2(2n− 3)k(1 + k)2x4
1 + (2n− 1)2(1 + 6k + k2)x2 (3.20)
∫ ∞
0
cnu dnu
1 + k sn2 u
e−u/x du
=
x
1 + (1 + k)2x2 +
∞
K
n=2
−4(2n− 2)2(2n− 3)2k(1 + k)2x4
1 + ((2n− 1)2(1 + k)2 + (2n− 2)24k)x2 (3.21)
Proof. We first use Rogers’ [206] integration-by-parts argument to establish equations (3.5), (3.6),
(3.7), and (3.15).
We begin by defining Sn, Cn, Dn, with n = 0, 1, 2, · · · , by
Sn : =
∫ ∞
0
snn(u, k) e−u/x du, (3.22)
Cn : =
∫ ∞
0
snn(u, k) cn(u, k) e−u/x du, (3.23)
Dn : =
∫ ∞
0
snn(u, k) dn(u, k) e−u/x du. (3.24)
We integrate by parts and use various differentiation formulas and Pythagorean theorems for
Jacobi elliptic functions to show that:
S1 = x
2 − x2(1 + k2)S1 + 2k2x2S3, (3.25)
and
Sn = n(n− 1)x2Sn−2 − n2(1 + k2)x2Sn + n(n+ 1)k2x2Sn+2, (3.26)
for n = 2, 3, 4 · · · .
Solving for S1 and Sn/Sn−2 in just the right way, we obtain:
S1 =
x2
1 + (1 + k2)x2 − 2k2x2S3/S1 , (3.27)
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Sn/Sn−2 =
n(n− 1)x2
1 + n2(1 + k2)x2 − n(n+ 1)k2x2Sn+2/Sn , (3.28)
for n = 2, 3, 4 · · · .
After iterating and simplifying, we obtain the continued fraction expansion in (3.5).
Using machinery from the proof of (3.5), and noting that S0 = x, we have
S2 =
2x3
1 + 4(1 + k2)x2 − 6k2x2S4/S2 , (3.29)
with Sn/Sn−2 as in (3.28). Again, we iterate and simplify to obtain the continued fraction expan-
sion in (3.15).
Proceeding as in the proof of (3.5), we obtain:
C0 = x− x2C0 + 2k2x2C2, (3.30)
and
Cn = n(n− 1)x2Cn−2 − ((n+ 1)2 + k2n2)x2Cn + (n+ 1)(n+ 2)k2x2Cn+2, (3.31)
for n = 2, 3, 4 · · · .
Solving for C0 and Cn/Cn−2, we obtain:
C0 =
x
1 + x2 − 2k2x2C2/C0 , (3.32)
Cn/Cn−2 =
n(n− 1)x2
1 + ((n+ 1)2 + k2n2)x2 − (n+ 1)(n+ 2)k2x2Cn+2/Cn , (3.33)
for n = 2, 3, 4 · · · .
After iterating and simplifying, we obtain the continued fraction expansion in (3.6).
Next, proceeding as in the proof of (3.6), we obtain:
D0 = x− k2x2D0 + 2k2x2D2, (3.34)
and
Dn = n(n− 1)x2Dn−2 − (n2 + (n+ 1)2k2)x2Dn + (n+ 1)(n+ 2)k2x2Dn+2, (3.35)
for n = 2, 3, 4 · · · .
Solving for D0 and Dn/Dn−2, we obtain:
D0 =
x
1 + k2x2 − 2k2x2D2/D0 , (3.36)
Dn/Dn−2 =
n(n− 1)x2
1 + (n2 + (n+ 1)2k2)x2 − (n+ 1)(n+ 2)k2x2Dn+2/Dn , (3.37)
for n = 2, 3, 4 · · · .
After iterating and simplifying, we obtain the continued fraction expansion in (3.7).
We now use a slight variation of Rogers’ integration by parts arguments to obtain equations
(3.8) and (3.9). The key idea is to utilize just one integration by parts at a time, instead of two
successive integrations, to derive formulas for C1 and D1 that are analogous to those for C0 and
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D0 in (3.32) and (3.36), respectively. The rest of the analysis then iterates suitable cases of (3.33)
and (3.37) as before.
Starting with the Cn and Dn in (3.23) and (3.24), it follows that one integration by parts and
the Pythagorean relation for cn2(u, k) or dn2(u, k), respectively, gives the identities
Cn = nxDn−1 − (n+ 1)xDn+1, (3.38)
Dn = nxCn−1 − (n+ 1)k2xCn+1, (3.39)
for n = 1, 2, 3 · · · .
We first obtain our formula for C1. Setting n = 1 in (3.38) gives
C1 = xD0 − 2xD2. (3.40)
One integration by parts applied to D0 gives
D0 = x− xk2C1. (3.41)
From the n = 2 case of (3.39) we have
D2 = 2xC1 − 3k2xC3. (3.42)
Substituting (3.41) and (3.42) into (3.40) immediately gives
C1 = x
2 − x2(4 + k2)C1 + 6k2x2C3. (3.43)
Solving for C1 in (3.43) in just the right way yields
C1 =
x2
1 + (4 + k2)x2 − 6k2x2C3/C1 . (3.44)
We next obtain the formula for D1. Setting n = 1 in (3.39) gives
D1 = xC0 − 2k2xC2. (3.45)
One integration by parts applied to C0 gives
C0 = x− xD1. (3.46)
From the n = 2 case of (3.38) we have
C2 = 2xD1 − 3xD3. (3.47)
Substituting (3.46) and (3.47) into (3.45) immediately gives
D1 = x
2 − x2(1 + 4k2)D1 + 6k2x2D3. (3.48)
Solving for D1 in (3.48) in just the right way yields
D1 =
x2
1 + (1 + 4k2)x2 − 6k2x2D3/D1 . (3.49)
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Note that substituting suitable cases of (3.39) into (3.38), or of (3.38) into (3.39) yields (3.31)
and (3.35), respectively. These in turn lead to (3.33) and (3.37).
After iterating (3.44) and (3.33), and simplifying, we obtain the continued fraction expansion
in (3.8). Similarly, iterating (3.49) and (3.37) leads to (3.9).
A short alternate proof of (3.8) and (3.9) is included just after the proof of Theorem 3.11 near
the end of this section.
We now use Rogers’ [206] modular transformation technique to establish (3.10)–(3.14) and
(3.16)–(3.21).
Rogers [206] deduced (3.17) and (3.18) by applying Landen’s transformation [249, pp. 507] in
the form
sn(u, k) cn(u, k)
dn(u, k)
=
1
1 + k′
sn
(
(1 + k′)u,
1− k′
1 + k′
)
(3.50)
to the integrands in (3.17) and (3.18), utilizing the change of variables v = (1+ k′)u, appealing to
(3.5) and (3.15), and then simplifying. Here, we use the fact that
k21(1 + k
′)4 = k4 and (1 + k21)(1 + k
′)2 = 2(2− k2), (3.51)
where k′ :=
√
1− k2 and k1 := (1− k′)/(1 + k′).
In order to establish (3.10), (3.11), (3.12), and (3.16) consider the modular transformations [134,
Ex. 33, pp. 90; and Eqn. (9.3.9), pp. 249–250], [249, sec. 22·421, pp. 508] in
sd(u, k) =
1
k′
sn(k′u, ik/k′), (3.52a)
cd(u, k) = cn(k′u, ik/k′), (3.52b)
nd(u, k) = dn(k′u, ik/k′). (3.52c)
Next, apply (3.52a), (3.52b), (3.52c) as needed to the integrands in (3.10), (3.11), (3.12), (3.13),
(3.14), and (3.16). Change variables by v = k′u, appeal to (3.5), (3.6), (3.7), (3.8), (3.9), (3.15),
and then simplify.
The continued fractions in (3.20), (3.21), and (3.19) are immediate consequences of applying
the Gauß modular transformations [134, pp. 80], [93, pp. 915] in
sn(u, k)
1 + k sn2(u, k)
=
1
1 + k
sn
(
(1 + k)u,
2
√
k
1 + k
)
, (3.53a)
cn(u, k) dn(u, k)
1 + k sn2(u, k)
= cn
(
(1 + k)u,
2
√
k
1 + k
)
, (3.53b)
1− k sn2(u, k)
1 + k sn2(u, k)
= dn
(
(1 + k)u,
2
√
k
1 + k
)
, (3.53c)
to the integrands in (3.20), (3.21), and (3.19), respectively, changing variables by v = (1 + k)u,
appealing to (3.5), (3.6), and (3.7), and then simplifying. 
The integration-by-parts proof of (3.5), (3.6), (3.7), and (3.15) first appeared in Rogers’ [206,
pp. 76–77]. A more recent discussion of these calculations can be found in [92, pp. 307–308, Ex.
5.2.8, pp. 517–519] and [71]. The sn cn case in (3.8) was first obtained by Ismail and Masson
in [111] using a more refined integration-by-parts analysis. Stieltjes [217, 219] first derived (3.5),
(3.6), (3.7), and (3.15) by his addition theorem for elliptic functions method. Rogers [206] also
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rediscovered the addition theorem techniques of Stieltjes. Elegant combinatorial applications of
(3.6) and/or the addition theorem techniques of Rogers and Stieltjes are studied in [29, 30, 58, 59,
69–71, 97, 98, 195–199, 223, 255–257]. Rogers [206] was the first to derive the associated continued
fraction expansions in (3.17) and (3.18) by applying Landen’s transformation [249, pp. 507], [135,
Eqn. (3.9.15), (3.9.16), (3.9.17), pp. 78–79] to (3.5), and (3.15), respectively. Ramanujan was the
first to obtain continued fraction expansions equivalent to (3.10) and (3.11), in which the integral
is written as a hyperbolic series. In particular, Ramanujan had the associated continued fraction
equivalent to (3.10), and the regular C-fraction equivalent to (3.107) below. Berndt [21, pp. 165–
167] obtains Ramanujan’s two results by applying the appropriate modular transformations to
(3.5) and (3.6). The rest of the associated continued fraction expansions in Theorem 3.2 appear
to be new. Subsequently, a simplified and more symmetrical approach to Theorem 3.2 appears in
[49].
In order to derive our formal Laplace transform associated continued fraction expansions from
the continued fractions in Theorem 3.2 we first need Heilermann’s [103, 104] correspondence be-
tween formal power series and associated continued fractions. Furthermore, the derivation of our
formal Laplace transform C-fraction expansions in (3.109) and (3.110) below requires Heilermann’s
[103, 104] correspondence between formal power series and C-fractions.
With any formal power series
L(w) = 1 + c1w + c2w
2 + c3w
3 + · · · , (3.54)
where {cν}∞ν=1 is a sequence in C×, we associate the two sequences of determinants of n×n square
matrices given by the following definition.
Definition 3.3. Let {cν}∞ν=1 be a sequence in C×, and let m,n = 1, 2, 3, · · · . We take H(m)n and
χn to be the determinants of n× n square matrices
H(m)n ≡ H(m)n ({cν}) := det

cm cm+1 . . . cm+n−2 cm+n−1
cm+1 cm+2 . . . cm+n−1 cm+n
...
...
. . .
...
...
cm+n−1 cm+n . . . cm+2n−3 cm+2n−2
 ,
(3.55)
χn ≡ χn({cν}) := det

c1 c2 . . . cn−1 cn+1
c2 c3 . . . cn cn+2
...
...
. . .
...
...
cn cn+1 . . . c2n−2 c2n
 . (3.56)
The matrix for χn is obtained from the matrix for H
(1)
n+1 by deleting the next to last column and
the last row. In particular, for n = 1 we have H
(1)
1 = c1, H
(2)
1 = c2, and χ1 = c2.
1 We also have
H
(n)
0 = 1 and χ0 = 0. Note that H
(m)
n ({cν}) is not the Hankel function in [6, pp. 208].
The following theorem [103, 104], [119, Theorem 7.14, pp. 244–246] provides explicit necessary
and sufficient conditions for expanding a formal power series into an associated continued fraction.
Theorem 3.4 (Heilermann). If for a given formal power series L(w) in (3.54) we have
1 +
∞∑
m=1
cmw
m = 1 +
α1w
1 + β1w +
∞
K
n=2
−αnw2
1 + βnw
, αn 6= 0, (3.57)
1In Jones and Thron [119, pp. 244–246] Theorem 7.14, χ1 is incorrectly given as c1.
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then H(1)n ({cν}) 6= 0, for n = 1, 2, 3, · · · , (3.58)
where H
(1)
n ({cν}) is the Hankel determinant in (3.55) associated with L(w). Moreover,
αn =
H
(1)
n H
(1)
n−2(
H
(1)
n−1
)2 , for n = 1, 2, 3, · · · , (H(1)−1 = H(1)0 = 1),
and βn =
χn−1
H
(1)
n−1
− χn
H
(1)
n
, for n = 1, 2, 3, · · · , (χ0 = 0, χ1 = c2) , (3.59)
where χn is given by (3.56).
Conversely, suppose that (3.58) holds. Then, (3.57) also holds with coefficients {αn} and {βn}
given by (3.59). In addition, we have
H(1)n ({cν}) =
n∏
r=1
αn+1−rr , for n = 1, 2, 3, · · · , (3.60)
and χn({cν}) = −(β1 + β2 + · · ·+ βn)H(1)n ({cν})
= −(β1 + β2 + · · ·+ βn)
n∏
r=1
αn+1−rr , for n = 1, 2, 3, · · · . (3.61)
The following theorem [103, 104], [119, Theorem 7.2, pp. 223–224] provides explicit necessary
and sufficient conditions for expanding a formal power series into a regular C-fraction.
Theorem 3.5 (Heilermann). If for a given formal power series L(w) in (3.54) we have
1 +
∞∑
m=1
cmw
m = 1 +
∞
K
n=1
γnw
1
, γn 6= 0, (3.62)
then H(1)n ({cν}) 6= 0 and H(2)n ({cν}) 6= 0, for n = 1, 2, 3, · · · , (3.63)
where H
(1)
n ({cν}) and H(2)n ({cν}) are the Hankel determinants in (3.55) associated with L(w).
Moreover,
γ2m = −
H
(1)
m−1H
(2)
m
H
(1)
m H
(2)
m−1
, for m = 1, 2, 3, · · · , (H(1)0 = H(2)0 = 1),
and γ1 = H
(1)
1 ; γ2m+1 = −
H
(1)
m+1H
(2)
m−1
H
(1)
m H
(2)
m
, for m = 1, 2, 3, · · · ,
(
H
(2)
0 = 1
)
. (3.64)
Conversely, suppose that (3.63) holds. Then, (3.62) also holds with coefficients {γn} given by
(3.64). In addition, we have
H(2)n ({cν}) = (−1)nH(1)n ({cν})
n∏
r=1
γ2r
= (−1)nH(1)n+1({cν})
n∏
r=0
γ−12r+1, for n = 1, 2, 3, · · · . (3.65)
In our applications of Theorems 3.4 and 3.5 in this paper, we find the following elementary
lemma very useful.
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Lemma 3.6. Let {cν}∞ν=1 be a sequence in C×, let n = 1, 2, 3, · · · , and take H(m)n and χn as in
Definition 3.3. If x is a constant we then have
H(1)n ({xνcν}) = xn
2
H(1)n ({cν}), (3.66)
H(1)n ({xν−1cν−1}) = xn(n−1)H(1)n ({cν−1}) = x2(
n
2)H(1)n ({cν−1}), (3.67)
χn({xνcν}) = x1+n
2
χn({cν}), (3.68)
χn({xν−1cν−1}) = x1+n(n−1) χn({cν−1}) = x1+2(
n
2) χn({cν−1}). (3.69)
H(2)n ({xνcν}) = xn(n+1)H(2)n ({cν}), (3.70)
H(2)n ({xν−1cν−1}) = xn
2
H(2)n ({cν−1}). (3.71)
The relations in (3.66)–(3.71) follow immediately by first factoring suitable powers of x from
the rows, then the columns.
Applying (3.66) and (3.68) to (3.58) and (3.59), it is not difficult to see that we have the following
lemma.
Lemma 3.7. Suppose that the associated continued fraction expansion in (3.57) holds, and that
A and B are nonzero constants. We then have
1 +
∞∑
m=1
ABmcmw
m = 1 +
ABα1w
1 +Bβ1w +
∞
K
n=2
−B2αnw2
1 +Bβnw
, (3.72)
where {αn} and {βn} are given by (3.59). That is, if L(w) is the formal power series in (3.54), and
(3.57) holds, then (3.72) gives the associated continued fraction expansion for 1 +A(L(Bw)− 1).
Proof. The associated continued fraction expansion in (3.72) is an immediate consequence of as-
suming (3.57)–(3.59), and then using (3.66) and (3.68) to simplify (3.58) and (3.59) where the
sequence {cν}∞ν=1 is replaced by {ABνcν}∞ν=1. Just note that
H(1)n ({ABνcν}) = AnBn
2
H(1)n ({cν}), (3.73)
and χn({ABνcν}) = AnB1+n
2
χn({cν}), (3.74)
and then substitute into the right-hand sides of (3.59). We find that α1, αn, and βn become ABα1,
B2αn, and Bβn, respectively. We used the necessary and then sufficient conditions in Theorem
3.4. 
Next, applying (3.70) to (3.63) and (3.64), it is not difficult to see that we have the following
lemma.
Lemma 3.8. Suppose that the regular C-fraction fraction expansion in (3.62) holds, and that A
and B are nonzero constants. We then have
1 +
∞∑
m=1
ABmcmw
m = 1 +
ABγ1w
1 +
∞
K
n=2
Bγnw
1
, (3.75)
where {γn} is given by (3.64). That is, if L(w) is the formal power series in (3.54), and (3.62)
holds, then (3.75) gives the regular C-fraction expansion for 1 + A(L(Bw)− 1).
Proof. The regular C-fraction expansion in (3.75) is an immediate consequence of assuming (3.62)–
(3.64), and then using (3.66) and (3.70) to simplify (3.63) and (3.64) where the sequence {cν}∞ν=1
is replaced by {ABνcν}∞ν=1. Just note that
H(1)n ({ABνcν}) = AnBn
2
H(1)n ({cν}), (3.76)
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and H(2)n ({ABνcν}) = AnBn(n+1)H(2)n ({cν}), (3.77)
and then substitute into the right-hand sides of (3.64). We find that γ1, γ2m+1, and γ2m become
ABγ1, Bγ2m+1, and Bγ2m, respectively. We used the necessary and then sufficient conditions in
Theorem 3.5. 
In order to apply Lemmas 3.7 and 3.8 to Theorem 3.2 and the first part of Theorem 3.11 to
obtain additional continued fraction expansions we first need the formal Laplace transform in the
following definition.
Definition 3.9. Given a Maclaurin series expansion
f(u) =
∞∑
m=0
amu
m
m!
, (3.78)
we obtain a formal Laplace transform by integrating term by term:
L(f, x−1) :=
∞∑
m=0
am
m!
∫ ∞
0
um e−u/x du =
∞∑
m=0
amx
m+1. (3.79)
We now have the following theorem.
Theorem 3.10. Let the Jacobi elliptic functions have modulus k, and let k′ :=
√
1− k2. Fur-
thermore, take the formal Laplace transform in Definition 3.9 of the indicated Maclaurin series
expansions from Definition 2.3. We then have the associated continued fraction expansions:∫ ∞
0
scu e−u/x du =
x2
1 + (k2 − 2)x2 +
∞
K
n=2
−(2n− 1)(2n− 2)2(2n− 3)k′2x4
1 + (2n− 1)2(k2 − 2)x2
(3.80)∫ ∞
0
dcu e−u/x du =
x
1− k′2x2 +
∞
K
n=2
−(2n− 2)2(2n− 3)2k′2x4
1− ((2n− 1)2k′2 + (2n− 2)2)x2 (3.81)∫ ∞
0
ncu e−u/x du =
x
1− x2 +
∞
K
n=2
−(2n− 2)2(2n− 3)2k′2x4
1− ((2n− 1)2 + (2n− 2)2k′2)x2 (3.82)∫ ∞
0
sc2 u e−u/x du =
2x3
1 + 4(k2 − 2)x2 +
∞
K
n=2
−(2n)(2n− 1)2(2n− 2)k′2x4
1 + (2n)2(k2 − 2)x2
(3.83)∫ ∞
0
snu dnu
cn2 u
e−u/x du =
x2
1− (1 + 4k′2)x2 +
∞
K
n=2
−(2n− 2)2(2n− 1)2k′2x4
1− ((2n− 1)2 + (2n)2k′2)x2 (3.84)∫ ∞
0
snu
cn2 u
e−u/x du =
x2
1− (4 + k′2)x2 +
∞
K
n=2
−(2n− 2)2(2n− 1)2k′2x4
1− ((2n)2 + (2n− 1)2k′2)x2 (3.85)∫ ∞
0
snu dnu
cnu
e−u/x du =
x2
1 + 2(2k2 − 1)x2 +
∞
K
n=2
−(2n− 1)(2n− 2)2(2n− 3)x4
1 + 2(2n− 1)2(2k2 − 1)x2
(3.86)∫ ∞
0
snu
cnu dnu
e−u/x du =
x2
1− (2 + 2k2)x2 +
∞
K
n=2
−(2n− 1)(2n− 2)2(2n− 3)k′4x4
1− (2n− 1)2(2 + 2k2)x2
(3.87)
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0
sn2 u dn2 u
cn2 u
e−u/x du =
2x3
1 + 8(2k2 − 1)x2 +
∞
K
n=2
−(2n)(2n− 1)2(2n− 2)x4
1 + 2(2n)2(2k2 − 1)x2 (3.88)∫ ∞
0
sn2 u
cn2 u dn2 u
e−u/x du =
2x3
1− 4(2 + 2k2)x2 +
∞
K
n=2
−(2n)(2n− 1)2(2n− 2)k′4x4
1− (2n)2(2 + 2k2)x2
(3.89)
Proof. We start with a modular transformation
f(u, k) = Ag(Bu, k1), (3.90)
where A and B are nonzero constants, k1 is a function of the modulus k, and f and g are the quo-
tients of Jacobi elliptic functions in the integrands of the (formal) Laplace transforms in Theorems
3.10 and 3.2, respectively.
Let the Maclaurin series expansions of f(u, k) and g(u, k) in Definition 2.3 be given by one of
f(u, k) =
∞∑
m=0
fm(k
2)
u2m
(2m)!
and g(u, k) =
∞∑
m=0
gm(k
2)
u2m
(2m)!
, (3.91)
f(u, k) =
∞∑
m=1
fm(k
2)
u2m−1
(2m− 1)! and g(u, k) =
∞∑
m=1
gm(k
2)
u2m−1
(2m− 1)! , (3.92)
f(u, k) =
∞∑
m=1
fm(k
2)
u2m
(2m)!
and g(u, k) =
∞∑
m=1
gm(k
2)
u2m
(2m)!
. (3.93)
Substitute (3.91), (3.92), or (3.93) into (3.90), take the formal Laplace transform of both sides,
multiply both sides by x, 1, or x−1, respectively, and then add 1 to both sides. We obtain
1 +
∞∑
m=1
fm(k
2)wm = 1 +
∞∑
m=1
CB2m gm(k
2
1)w
m, (3.94)
where w = x2 and either fm = fm−1, gm = gm−1, C = AB
−2 in (3.91); fm = fm, gm = gm,
C = AB−1 in (3.92); and fm = fm, gm = gm, C = A in (3.93).
The formulas for the derivatives (with respect to u) of sn(u, k), cn(u, k), and dn(u, k) are the
same for k > 1 as they are for k < 1. Thus, we are able to use gm−1(k
2
1) and gm(k
2
1) in (3.94).
The associated continued fraction expansions in Theorem 3.10 are a direct consequence of ap-
plying Lemma 3.7 to the right hand side of the relations in (3.94), corresponding to suitable cases
of (3.90), while keeping in mind the associated continued fraction expansions from Theorem 3.2 of
the Laplace transform of the g(u, k).
We complete the proof of Theorem 3.10 by writing down the necessary cases of (3.90).
For the associated continued fraction expansions (3.80), (3.81), and (3.82) consider Jacobi’s
imaginary modular transformations [134, Ex. 34, pp. 91; and Eqn. (9.4.2), pp. 250], [249, sec.
22·4, pp. 505–506] in
sc(u, k) = − i
k′
sn(ik′u, 1/k′), (3.95a)
dc(u, k) = cn(ik′u, 1/k′), (3.95b)
nc(u, k) = dn(ik′u, 1/k′). (3.95c)
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For (3.83), we just need the square of (3.95a) in
sc2(u, k) = − 1
k′2
sn2(ik′u, 1/k′). (3.96)
For (3.84) and (3.85) we utilize the combinations of (3.95a), (3.95b), (3.95c) given by
sn(u, k) dn(u, k)
cn2(u, k)
= − i
k′
sn(ik′u, 1/k′) cn(ik′u, 1/k′), (3.97)
sn(u, k)
cn2(u, k)
= − i
k′
sn(ik′u, 1/k′) dn(ik′u, 1/k′). (3.98)
The associated continued fraction expansion in (3.87) depends on the modular transformation
[134, Ex. 35(i), pp. 91] in
sn(u, k)
cn(u, k) dn(u, k)
= − i
1 + k
sn
(
i(1 + k)u,
1− k
1 + k
)
, (3.99)
while (3.89) requires the square of (3.99) in
sn2(u, k)
cn2(u, k) dn2(u, k)
= − 1
(1 + k)2
sn2
(
i(1 + k)u,
1− k
1 + k
)
. (3.100)
To obtain (3.86) we observe from (3.95a)–(3.95c) that
sn(u, k) dn(u, k)
cn(u, k)
=
sc(u, k) dc(u, k)
nc(u, k)
= − i
k′
sn(ik′u, 1/k′) cn(ik′u, 1/k′)
dn(ik′u, 1/k′)
. (3.101)
Finally, (3.88) follows from the square of (3.101) in
sn2(u, k) dn2(u, k)
cn2(u, k)
= − 1
k′2
sn2(ik′u, 1/k′) cn2(ik′u, 1/k′)
dn2(ik′u, 1/k′)
. (3.102)

As far as we know, the associated continued fraction expansions in Theorem 3.10 are new. It
would be interesting to use suitable (modular) transformations to extend Theorems 3.2 and 3.10
to the setting of the more general types of continued fractions (associated with the Lame´ equation)
discussed in [46, pp. 28–31].
In order to obtain our regular C-fraction expansions we first recall from [119, pp. 129] that the
even part [119, Eqn. (2.4.24), pp. 42] of a regular C-fraction
∞
K
n=1
γnw
1
, γn 6= 0, (3.103)
is the associated continued fraction
γ1w
1 + γ2w +
∞
K
n=1
−γ2nγ2n+1w2
1 + (γ2n+1 + γ2n+2)w
. (3.104)
To see why (3.103) and (3.104) are equal, note Rogers’ [206, pp. 74] observation that the 2m-th
convergent of (3.103) is identical with the m-th convergent of (3.104).
We now have the following regular C-fraction expansions of the Laplace transform and formal
Laplace transform of various ratios of Jacobi elliptic functions.
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Theorem 3.11. Let the Jacobi elliptic functions have modulus k, and let k′ :=
√
1− k2. We then
have the regular C-fraction expansions:
∫ ∞
0
cnu e−u/x du =
x
1 +
∞
K
n=2
γnx
2
1
, (3.105a)
where γ2m = (2m− 1)2 and γ2m+1 = (2m)2k2, for m = 1, 2, 3, · · · . (3.105b)∫ ∞
0
dnu e−u/x du =
x
1 +
∞
K
n=2
γnx
2
1
, (3.106a)
where γ2m = (2m− 1)2k2 and γ2m+1 = (2m)2, for m = 1, 2, 3, · · · . (3.106b)∫ ∞
0
cdu e−u/x du =
x
1 +
∞
K
n=2
γnx
2
1
, (3.107a)
where γ2m = (2m− 1)2k′2 and γ2m+1 = −(2m)2k2, for m = 1, 2, 3, · · · . (3.107b)∫ ∞
0
ndu e−u/x du =
x
1 +
∞
K
n=2
γnx
2
1
, (3.108a)
where γ2m = −(2m− 1)2k2 and γ2m+1 = (2m)2k′2, for m = 1, 2, 3, · · · . (3.108b)
Next, take the formal Laplace transform in Definition 3.9 of the indicated Maclaurin series expan-
sions from Definition 2.3. We then have the regular C-fraction expansions:
∫ ∞
0
dcu e−u/x du =
x
1 +
∞
K
n=2
γnx
2
1
, (3.109a)
where γ2m = −(2m− 1)2k′2 and γ2m+1 = −(2m)2, for m = 1, 2, 3, · · · . (3.109b)∫ ∞
0
ncu e−u/x du =
x
1 +
∞
K
n=2
γnx
2
1
, (3.110a)
where γ2m = −(2m− 1)2 and γ2m+1 = −(2m)2k′2, for m = 1, 2, 3, · · · . (3.110b)
Proof. To obtain (3.105)–(3.108), we take (3.6), (3.7), (3.11), (3.12), and multiply both sides by
x, set x2 = w, and then identify by inspection what the γn’s are in (3.103) and (3.104). We then
replace (3.104) by (3.103), divide by x, and simplify. The expansions in (3.109) and (3.110) follow
in the same way from (3.81) and (3.82), once we note that the left hand sides are formal Laplace
transforms.
The regular C-fraction expansions in (3.107)–(3.110) are also a direct consequence of (3.105),
(3.106), Lemma 3.8, and the modular transformations in (3.52b), (3.52c), (3.95b), and (3.95c),
respectively. Apply Lemma 3.8 to the (3.91) case of the relations in (3.94) corresponding to
these four cases of (3.90), while keeping in mind the regular C-fraction expansions in (3.105) and
(3.106). 
The regular C-fraction expansions (3.105) and (3.106) appear in Rogers [206, pp. 77], and
Ramanujan was the first to obtain the regular C-fraction expansion equivalent to (3.107). Berndt
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[21, pp. 165] obtains (3.107) by applying the appropriate modular transformations to (3.105). The
rest of the regular C-fraction expansions in Theorem 3.11 appear to be new.
The associated continued fraction expansions in (3.8), (3.9), (3.13), (3.14), (3.84), and (3.85)
can also be obtained directly from Theorem 3.11 in a simple manner. This alternate proof of (3.8)
from (3.106) was also first given by Ismail and Masson in [111]. Their method of proof extends
to the next three expansions in (3.9), (3.13), (3.14). The last two derivations of (3.84) and (3.85)
from (3.116) and (3.117), respectively, are formal.
Keeping in mind the differentiation formulas for dn, cn, nd, cd, nc, dc it turns out that (3.8),
(3.9), (3.13), (3.14), (3.84), (3.85) are a consequence of one integration by parts, Theorem 3.11,
and the following identity for continued fractions that can be derived from Lemmas I and II in
Rogers [206].
1− 1
1 +
∞
K
n=2
cnx
2
1
==
c2x
2
1 + (c2 + c3)x2 +
∞
K
n=2
−c2n−1c2nx4
1 + (c2n + c2n+1)x2
. (3.111)
Just apply Theorem 3.11 and equation (3.111) to the right-hand-sides of the following integration
by parts identities.
∫ ∞
0
sn(u, k) cn(u, k) e−u/x du =
1
k2
[
1− 1
x
∫ ∞
0
dn(u, k) e−u/x du
]
(3.112)
∫ ∞
0
sn(u, k) dn(u, k) e−u/x du =
[
1− 1
x
∫ ∞
0
cn(u, k) e−u/x du
]
(3.113)
∫ ∞
0
sn(u, k) cn(u, k)
dn2(u, k)
e−u/x du =
−1
k2
[
1− 1
x
∫ ∞
0
nd(u, k) e−u/x du
]
(3.114)
∫ ∞
0
sn(u, k)
dn2(u, k)
e−u/x du =
1
k′2
[
1− 1
x
∫ ∞
0
cd(u, k) e−u/x du
]
(3.115)
∫ ∞
0
sn(u, k) dn(u, k)
cn2(u, k)
e−u/x du = −
[
1− 1
x
∫ ∞
0
nc(u, k) e−u/x du
]
(3.116)
∫ ∞
0
sn(u, k)
cn2(u, k)
e−u/x du =
−1
k′2
[
1− 1
x
∫ ∞
0
dc(u, k) e−u/x du
]
(3.117)
Theorems 3.2 and 3.10 have interesting special cases when k = 0 and k = 1. It is well-known
[135, pp. 26 and 39] that
sn(u, 0) = sinu, cn(u, 0) = cosu, dn(u, 0) = 1, (3.118)
and sn(u, 1) = tanhu, cn(u, 1) = dn(u, 1) = sechu. (3.119)
That is, the Jacobi elliptic functions interpolate between circular and hyperbolic functions.
Equations (3.11) and (3.12) interpolate between the Laplace transform of cosu, 1, and coshu
when k = 0 and k = 1. Equations (3.10) and (3.16) interpolate between the Laplace transform of
sinu and sinhu, and sin2 u and sinh2 u, respectively, when k = 0 and k = 1.
The k = 1 case of (3.5) and (3.86) both give the Laplace transform of tanhu. Furthermore,
(3.86) interpolates between the formal Laplace transform of tanu and the Laplace transform of
tanhu when k = 0 and k = 1. That is, we have∫ ∞
0
tanu e−u/x du =
x2
1− 2x2 +
∞
K
n=2
−(2n− 1)(2n− 2)2(2n− 3)x4
1− 2(2n− 1)2x2 , (3.120)
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0
tanhu e−u/x du =
x2
1 + 2x2 +
∞
K
n=2
−(2n− 1)(2n− 2)2(2n− 3)x4
1 + 2(2n− 1)2x2 . (3.121)
When viewed as associated continued fraction expansions of Laplace transforms, the convergence
conditions that would be required in Theorem 3.10 depend upon the methods used to interpret the
integrals and/or associated continued fractions. First, Laplace transforms of a periodic function
can be rewritten as an infinite sum of integrals over a fixed minimal period. In this case we only
have to deal with at most 2 singularities of the integrand. Next, the Laplace transform integrals
can be discussed in the context of the Hadamard integral in [9, Section 5, pp. 45–46]. Finally,
we can consider multisection of the associated continued fractions. For example, look at the
numerators and/or denominators of the even and/or odd partial quotients. For additional analytic
work relating to associated continued fractions and Jacobi elliptic functions, see [9, 19, 21–23, 38,
44, 46, 47, 49, 57, 59, 60, 83, 109, 110, 112–116, 148, 217–219, 223, 230–234], [184, pp. 330]. We
do not pursue these matters further here.
4. Hankel and χ determinant evaluations
In this section we utilize Theorems 7.14 and 7.2 of [119, pp. 244–246; pp. 223–224], row
and column operations, and modular transformations to deduce our Hankel and χ determinant
evaluations from the continued fraction expansions of Section 3.
We start with the Hankel determinant evaluations in the following theorem.
Theorem 4.1. Take H
(1)
n ({cν}) and H(2)n ({cν}) to be the n × n Hankel determinants in (3.55).
Let the elliptic function polynomials (elliptic)m(k
2) of k2, with k the modulus, be determined by
the coefficients of the Maclaurin series expansions in Definition 2.3. Let n = 1, 2, 3, · · · . Then,
H(1)n ({(sn)ν(k2)}) = (k2)(
n
2)
2n−1∏
r=1
r!, (4.1)
H(1)n ({(cn)ν−1(k2)}) = H(1)n ({(dn)ν−1(k2)}) = (k2)(
n
2)
n−1∏
r=1
(2r)!2, (4.2)
H(1)n ({(sc)ν(k2)}) = H(1)n ({(sd)ν(k2)}) = (k2)(
n
2)
n∏
r=1
(2r − 1)!2, (4.3)
H(1)n ({(s/d)ν(k2)}) = (−1)(
n
2)[k2(1− k2)](n2)
2n−1∏
r=1
r!, (4.4)
H(1)n ({(c/d)ν−1(k2)}) = H(1)n ({(nd)ν−1(k2)})
= (−1)(n2)[k2(1− k2)](n2)
n−1∏
r=1
(2r)!2, (4.5)
H(1)n ({(sc/d2)ν(k2)}) = H(1)n ({(s/d2)ν(k2)})
= (−1)(n2)[k2(1− k2)](n2)
n∏
r=1
(2r − 1)!2, (4.6)
H(1)n ({(sn2)ν(k2)}) = (k2)(
n
2)
2n∏
r=1
r!, (4.7)
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H(1)n ({(s2/d2)ν(k2)}) = (−1)(
n
2)[k2(1− k2)](n2)
2n∏
r=1
r!, (4.8)
H(1)n ({(sc/d)ν(k2)}) = (k2)2(
n
2)
2n−1∏
r=1
r!, (4.9)
H(1)n ({(s2c2/d2)ν(k2)}) = (k2)2(
n
2)
2n∏
r=1
r!, (4.10)
H(1)n ({(s/c)ν(k2)}) = (1− k2)(
n
2)
2n−1∏
r=1
r!, (4.11)
H(1)n ({(d/c)ν−1(k2)}) = H(1)n ({(nc)ν−1(k2)}) = (1− k2)(
n
2)
n−1∏
r=1
(2r)!2, (4.12)
H(1)n ({(sd/c2)ν(k2)}) = H(1)n ({(s/c2)ν(k2)}) = (1− k2)(
n
2)
n∏
r=1
(2r − 1)!2, (4.13)
H(1)n ({(s2/c2)ν(k2)}) = (1− k2)(
n
2)
2n∏
r=1
r!, (4.14)
H(1)n ({(sd/c)ν(k2)}) =
2n−1∏
r=1
r!, (4.15)
H(1)n ({(s/cd)ν(k2)}) = (1− k2)2(
n
2)
2n−1∏
r=1
r!, (4.16)
H(1)n ({(s2d2/c2)ν(k2)}) =
2n∏
r=1
r!, (4.17)
H(1)n ({(s2/c2d2)ν(k2)}) = (1− k2)2(
n
2)
2n∏
r=1
r!, (4.18)
H(2)n ({(cn)ν−1(k2)}) = H(1)n ({(cn)ν(k2)})
= (−1)n(k2)(n2)
n∏
r=1
(2r − 1)!2, (4.19)
H(2)n ({(dn)ν−1(k2)}) = H(1)n ({(dn)ν(k2)})
= (−1)n(k2)(n+12 )
n∏
r=1
(2r − 1)!2, (4.20)
H(2)n ({(c/d)ν−1(k2)}) = H(1)n ({(c/d)ν(k2)})
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= (−1)(n+12 )(k2)(n2)(1− k2)(n+12 )
n∏
r=1
(2r − 1)!2, (4.21)
H(2)n ({(nd)ν−1(k2)}) = H(1)n ({(nd)ν(k2)})
= (−1)(n2)(k2)(n+12 )(1− k2)(n2)
n∏
r=1
(2r − 1)!2, (4.22)
H(2)n ({(d/c)ν−1(k2)}) = H(1)n ({(d/c)ν(k2)}) = (1− k2)(
n+1
2 )
n∏
r=1
(2r − 1)!2, (4.23)
H(2)n ({(nc)ν−1(k2)}) = H(1)n ({(nc)ν(k2)}) = (1− k2)(
n
2)
n∏
r=1
(2r − 1)!2, (4.24)
Proof. Substitute the Maclaurin series in Definition 2.3 into the left hand sides of (3.5)–(3.18), and
(3.80)–(3.89). Take the formal Laplace transform, multiply both sides by x, 1, or x−1, where the
Maclaurin series is of the form (3.91), (3.92), or (3.93), respectively, and then add 1 to both sides.
The Hankel determinant evaluations in (4.1)–(4.18) are now immediate consequences of equation
(3.60) of Theorem 3.4.
An alternate approach is to first establish (4.1), (4.2), (4.3), and (4.7) as above, and then deduce
the rest of (4.1)–(4.18) from these by appealing to suitable modular transformations and equations
(3.66) and (3.67) of Lemma 3.6.
We start with a modular transformation such as (3.90) where A and B are nonzero constants,
k1 is a function of the modulus k, g(u, k) is one of the Jacobi elliptic functions sn(u, k), cn(u, k),
dn(u, k), sn(u, k) cn(u, k), sn(u, k) dn(u, k), sn2(u, k), and f(u, k) is one of the other quotients of
Jacobi elliptic functions in the integrands of the (formal) Laplace transforms in (3.80)–(3.89), and
(3.10)–(3.14), (3.16)–(3.18). Let the Maclaurin series expansions of f(u, k) and g(u, k) be given
by one of (3.91), (3.92), and (3.93). Equating coefficients of powers of u in the Maclaurin series
expansion of both sides of (3.90) gives
fm(k
2) = CB2mgm(k
2
1), (4.25)
where m = 1, 2, 3, · · · , and either fm = fm−1, gm = gm−1, C = AB−2 in (3.91); fm = fm,
gm = gm, C = AB
−1 in (3.92); and fm = fm, gm = gm, C = A in (3.93). The rest of our formulas
in (4.1)–(4.18) are a direct consequence of
H(1)n ({fν(k2)}) = CnH(1)n ({B2νgν(k21)}), (4.26)
equations (3.66) and (3.67) of Lemma 3.6, and equations (4.1), (4.2), (4.3), and (4.7).
The necessary cases of (3.90) are given by (3.50), (3.52a)–(3.52c), (3.95a)–(3.95c), (3.96), (3.97),
(3.98), (3.99), (3.100), squaring both sides of (3.50) and (3.52a), composing each of (3.101) and
(3.102) with (3.50) to give
sn(u, k) dn(u, k)
cn(u, k)
= −(k + ik′) sn((ik′ − k)u, 1− 2k(k + ik′)), (4.27)
and
sn2(u, k) dn2(u, k)
cn2(u, k)
= −[1− 2k(k + ik′)] sn2((ik′ − k)u, 1− 2k(k + ik′)), (4.28)
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and finally, the combinations of (3.52a), (3.52b), (3.52c) given by
sn(u, k) cn(u, k)
dn2(u, k)
=
1
k′
sn(k′u, ik/k′) cn(k′u, ik/k′), (4.29)
sn(u, k)
dn2(u, k)
=
1
k′
sn(k′u, ik/k′) dn(k′u, ik/k′). (4.30)
To establish (4.19)–(4.24) from Theorem 3.11, we recall the relevant Maclaurin series in (2.62)–
(2.66), apply (3.79) to the left hand side of each regular C-fraction expansion in Theorem 3.11,
multiply by x, set x2 = w, then add 1 to both sides. We obtain
1 +
∞∑
m=1
(elliptic)m−1(k
2)wm = 1 +
w
1 +
∞
K
n=2
γnw
1
, (4.31)
where {γn} is determined by Theorem 3.11. Equations (4.19)–(4.24) now follow immediately from
(3.65) of Theorem 3.5 and the H
(1)
n ({cν−1}) evaluations in (4.2), (4.5), and (4.12). 
The Hankel determinant evaluations in (4.1), (4.2), (4.7), (4.19), and (4.20) were also obtained
earlier from (3.60) in [2, Eqns. (10.13), (10.17), (10.14), (10.18), pp. 97–99]. The rest appear to
be new.
Note that the product sides of (4.15) and (4.17) are independent of k. Analogous independence
results for classical orthogonal polynomials appear in [80, 81]. For a more elementary type of
independence result of Sylvester for Hankel determinants, see [177, Vol. III, pp. 316–317].
The H
(1)
n evaluations in (4.19)–(4.24) are not utilized directly in the proof of the χn determinant
evaluations in Theorem 4.2. However, they are equivalent to the Hankel determinant evaluations
in (4.3), (4.6), and (4.13) which are used in the proof of Theorem 4.2. To see this equivalence first
equate coefficients of uN in both sides of the Maclaurin series expansion of the differentiation for-
mulas for dn, cn, nd, cd, nc, dc. The evaluations in (4.3), (4.6), and (4.13) then follow immediately
from factoring suitable constants from the resulting determinants and appealing to (4.19)–(4.24).
Note that the differentiation formula for nc thus explains why the evaluations in (4.13) and (4.24)
have the same answer.
It is not hard to see from Theorems 3.2, 3.10, 4.1, and equation (3.61) of Theorem 3.4 that we
have the following theorem.
Theorem 4.2. Take χn({cν}) to be the n × n determinant in (3.56). Let the elliptic function
polynomials (elliptic)m(k
2) of k2, with k the modulus, be determined by the coefficients of the
Maclaurin series expansions in Definition 2.3. Let n = 1, 2, 3, · · · . Then,
χn({(sn)ν(k2)}) = −n(4n
2−1)
3
(k2)(
n
2)(1 + k2)
2n−1∏
r=1
r!, (4.32)
χn({(cn)ν−1(k2)}) = −n(2n−1)3 (k2)(
n
2)[2n(1 + k2) + (1− 2k2)]
n−1∏
r=1
(2r)!2, (4.33)
χn({(dn)ν−1(k2)}) = −n(2n−1)3 (k2)(
n
2)[2n(1 + k2)− (2− k2)]
n−1∏
r=1
(2r)!2, (4.34)
χn({(sc)ν(k2)}) = −n(2n+1)3 (k2)(
n
2)[2n(1 + k2) + (2− k2)]
n∏
r=1
(2r − 1)!2, (4.35)
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χn({(sd)ν(k2)}) = −n(2n+1)3 (k2)(
n
2)[2n(1 + k2)− (1− 2k2)]
n∏
r=1
(2r − 1)!2, (4.36)
χn({(s/d)ν(k2)}) = −(−1)(
n
2) · n(4n2−1)3 [k2(1− k2)](
n
2)(1− 2k2)
2n−1∏
r=1
r!, (4.37)
χn({(c/d)ν−1(k2)}) = −(−1)(
n
2) · n(2n−1)
3
[k2(1− k2)](n2)
× [2n(1− 2k2) + (1 + k2)]
n−1∏
r=1
(2r)!2, (4.38)
χn({(nd)ν−1(k2)}) = −(−1)(
n
2) · n(2n−1)3 [k2(1− k2)](
n
2)
× [2n(1− 2k2)− (2− k2)]
n−1∏
r=1
(2r)!2, (4.39)
χn({(sc/d2)ν(k2)}) = −(−1)(
n
2) · n(2n+1)3 [k2(1− k2)](
n
2)
× [2n(1− 2k2) + (2− k2)]
n∏
r=1
(2r − 1)!2, (4.40)
χn({(s/d2)ν(k2)}) = −(−1)(
n
2) · n(2n+1)3 [k2(1− k2)](
n
2)
× [2n(1− 2k2)− (1 + k2)]
n∏
r=1
(2r − 1)!2, (4.41)
χn({(sn2)ν(k2)}) = − 2n(n+1)(2n+1)3 (k2)(
n
2)(1 + k2)
2n∏
r=1
r!, (4.42)
χn({(s2/d2)ν(k2)}) = −(−1)(
n
2) · 2n(n+1)(2n+1)
3
× [k2(1− k2)](n2)(1− 2k2)
2n∏
r=1
r!, (4.43)
χn({(sc/d)ν(k2)}) = − 2n(4n
2−1)
3
(k2)2(
n
2)(2− k2)
2n−1∏
r=1
r!, (4.44)
χn({(s2c2/d2)ν(k2)}) = − 4n(n+1)(2n+1)3 (k2)2(
n
2)(2− k2)
2n∏
r=1
r!, (4.45)
χn({(s/c)ν(k2)}) = n(4n
2−1)
3 (1− k2)(
n
2)(2− k2)
2n−1∏
r=1
r!, (4.46)
χn({(d/c)ν−1(k2)}) = n(2n−1)3 (1− k2)(
n
2)
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× [2n(2− k2)− (1 + k2)]
n−1∏
r=1
(2r)!2, (4.47)
χn({(nc)ν−1(k2)}) = n(2n−1)3 (1− k2)(
n
2)
× [2n(2− k2)− (1− 2k2)]
n−1∏
r=1
(2r)!2, (4.48)
χn({(sd/c2)ν(k2)}) = n(2n+1)3 (1− k2)(
n
2)
× [2n(2− k2) + (1− 2k2)]
n∏
r=1
(2r − 1)!2, (4.49)
χn({(s/c2)ν(k2)}) = n(2n+1)3 (1− k2)(
n
2)
× [2n(2− k2) + (1 + k2)]
n∏
r=1
(2r − 1)!2, (4.50)
χn({(s2/c2)ν(k2)}) = 2n(n+1)(2n+1)3 (1− k2)(
n
2)(2− k2)
2n∏
r=1
r!, (4.51)
χn({(sd/c)ν(k2)}) = 2n(4n
2−1)
3 (1− 2k2)
2n−1∏
r=1
r!, (4.52)
χn({(s/cd)ν(k2)}) = 2n(4n
2−1)
3 (1− k2)2(
n
2)(1 + k2)
2n−1∏
r=1
r!, (4.53)
χn({(s2d2/c2)ν(k2)}) = 4n(n+1)(2n+1)3 (1− 2k2)
2n∏
r=1
r!, (4.54)
χn({(s2/c2d2)ν(k2)}) = 4n(n+1)(2n+1)3 (1− k2)2(
n
2)(1 + k2)
2n∏
r=1
r!. (4.55)
The same Maclaurin series expansions of modular transformations that were utilized in the
second proof of Theorem 4.1 can also be combined with equations (3.68) and (3.69) of Lemma 3.6
to deduce the rest of equations (4.32)–(4.55) from (4.32)–(4.36), and (4.42).
All of the nonconstant factors in the products on the right hand sides of the identities in Theorem
4.2, which are not powers of k2 or (1− k2), are linear combinations of certain subsets of (1 + k2),
(2−k2), and (1−2k2). The 24 identities in Theorem 4.2 also have a number of elegant symmetries
involving these last three expressions. In Section 5, the (1+k2), (2−k2), and (1−2k2) correspond
to Lambert series.
Keeping in mind (3.118) and (3.119), we see that Theorems 4.1 and 4.2 have interesting special
cases when k = 0 and k = 1. In this paper we need the k = 0 cases in the following theorem.
Theorem 4.3. Take H
(1)
n ({cν}), H(2)n ({cν}), and χn({cν}) to be the n × n determinants in
Definition 3.3. Let the Bernoulli numbers Bn and Euler numbers En be defined by (2.60) and
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(2.61), respectively. Let n = 1, 2, 3, · · · . Then,
H(1)n ({(−1)ν−1
(22ν − 1)
4ν
· |B2ν |}) = 2−(2n
2+n)
2n−1∏
r=1
r!, (4.56)
H(1)n ({(−1)ν
(22ν+2 − 1)
4(ν + 1)
· |B2ν+2|}) = (−1)n2−(2n
2+3n)
2n∏
r=1
r!, (4.57)
H(1)n ({(−1)ν−1 · 14 · |E2ν−2|}) = 2−2n
n−1∏
r=1
(2r)!2, (4.58)
H(2)n ({(−1)ν−1 · 14 · |E2ν−2|}) = H(1)n ({(−1)ν · 14 · |E2ν |})
= (−1)n2−2n
n∏
r=1
(2r − 1)!2, (4.59)
χn({(−1)ν−1 (2
2ν − 1)
4ν
· |B2ν |}) = −n(4n
2−1)
3
2−(2n
2+n+1)
2n−1∏
r=1
r!, (4.60)
χn({(−1)ν (2
2ν+2 − 1)
4(ν + 1)
· |B2ν+2|}) = (−1)n−1 · n(n+1)(2n+1)3
× 2−(2n2+3n)
2n∏
r=1
r!, (4.61)
χn({(−1)ν−1 · 14 · |E2ν−2|}) = −n(2n−1)(4n−1)3 2−2n
n−1∏
r=1
(2r)!2, (4.62)
χn({(−1)ν · 14 · |E2ν |}) = −(−1)n n(2n+1)(4n+1)3 2−2n
n∏
r=1
(2r − 1)!2. (4.63)
Proof. Since tanu = sc(u, 0), we find after equating powers of u in the u 7→ uz case of (2.56), and
the k = 0 case of (2.65) that
(−1)m−1 (2
2m − 1)
4m
· |B2m| = (−1)
m−1
22m+1
· (s/c)m(0), (4.64)
for m = 1, 2, 3, · · · . Equation (4.56) now follows by (3.66) and the k = 0 case of (4.11).
Next, from sec2 u = 1 + sc2(u, 0), we obtain after equating powers of u in the u 7→ uz case of
(2.57), and the k = 0 case of (2.67) that
(−1)m (2
2m+2 − 1)
4(m+ 1)
· |B2m+2| = (−1)
m
22m+3
· (s2/c2)m(0), (4.65)
for m = 1, 2, 3, · · · . Equation (4.57) now follows by (3.66) and the k = 0 case of (4.14).
By secu = nc(u, 0), we find after equating powers of u in the u 7→ uz case of (2.58), and the
k = 0 case of (2.66) that
(−1)m−1 · 14 · |E2m−2| = (−1)m−1 · 14 · (nc)m−1(0), (4.66)
42 STEPHEN C. MILNE
for m = 1, 2, 3, · · · . Equation (4.58) now follows by (3.67) and the k = 0 case of (4.12). We
establish (4.59) the same way we obtained (4.58). Equation (4.59) is an immediate consequence of
(4.66), (3.71), and the k = 0 case of (4.24).
Equation (4.60) is immediate from (4.64), (3.68), and the k = 0 case of (4.46). Equation (4.61)
follows from (4.65), (3.68), and the k = 0 case of (4.51). Equation (4.62) is immediate from (4.66),
(3.69), and the k = 0 case of (4.48).
By secu tanu = sc(u, 0) nc(u, 0), it follows after equating powers of u in the u 7→ uz case of
(2.59), and the k = 0 case of (2.78) that
(−1)m · 14 · |E2m| = (−1)m · 14 · (s/c2)m(0), (4.67)
for m = 1, 2, 3, · · · . Equation (4.63) is now immediate from (4.67), (3.68), and the k = 0 case of
(4.50). 
In addition to our proofs of Theorems 4.1, 4.2, and 4.3 we have used Mathematica [250] to
directly verify a number of these determinant evaluations up to n = 15. We computed the various
polynomials (elliptic)m(k
2) by utilizing Dumont’s recursions and symmetries of the ordinary and
symmetric Schett polynomials of x, y, and z from [58, Eqn. (2.1), pp. 4 ;Corollaire 2.2, pp. 6
; Eqn. (4.1), pp. 11 ;Proposition 4.1, pp. 11]. The general ordinary Schett polynomials were
first introduced by Schett [207, 208] in a slightly different form. (The fourth Schett polynomial
X4 appeared much earlier as T
(IV)
α (ν) in [185, pp. 84]). In 1926, Mitra [170] employed classical
methods to compute explicit Taylor series expansions of sn(u, k), and cn(u, k) and dn(u, k) about
u = 0, as far as u21 and u18, respectively. Bell, in [15–18], utilized a more direct and more
practicable method to explicitly compute these series and their reciprocals. Wrigge [252] obtained
Maclaurin series expansions of sn(u, k) in terms of k2. Dumont’s bimodular functions in [58] are
very similar to but slightly more symmetric than Abel’s elliptic functions φ, f , and F introduced
in [1]. Abel’s functions are related to Dumont’s functions as follows:
φ(u; a, b) = sn(u; ia, b), f(u; a, b) = cn(u; ia, b), F (u; a, b) = dn(u; ia, b). (4.68)
The determinants H
(m)
n ({cν}) in (3.55) are known in the literature as Hankel, Tura´nian, or
persymmetric determinants, and sometimes as determinants of recurrent type. They are also
called “Tura´nians” by Karlin and Szego˝ [122, pp. 5]. An excellent survey of the classical literature
on these determinants can be found in Muir’s books and articles [177–181], and Krattenthaler’s
summary in [125, pp. 20–23 ; pp. 46–48]. For more details on [177], see [177, Vol. I, pp. 485–487],
[177, Vol. II, pp. 324–357 ; pp. 461–462], [177, Vol. III, pp. 309–326 ; pp. 469–473], [177,
Vol. IV, pp. 312–331 ; pp. 464–465]. For classical work on the related determinants known as
recurrents, see [177, Vol. II, pp. 210–211], [177, Vol. III, pp. 208–247], [177, Vol. IV, pp. 224–241].
Sylvester [177, Vol. II, pp. 341] was the first to use the term persymmetric. We prefer the more
common term of Hankel determinant, in view of Hankel’s very important work described in [177,
Vol. III, pp. 312–316]. Additional and/or more recent research involving or directly related to
Hankel determinants can be found in [2, 10, 13, 29, 30, 35, 36, 40, 44–47, 49, 50, 52–55, 62, 70,
72–75, 78, 80–82, 92, 97, 98, 105, 106, 109–116, 119, 122, 124, 125, 133, 135–138, 149, 153, 156,
157, 174–176, 181, 184, 189–192, 195–199, 205, 206, 209, 219, 220, 225, 235–240, 242, 244, 245,
247, 249, 254–257].
Heilermann’s correspondences in Theorems 3.4 and 3.5, and similar results are well-known. For
example, works that involved both associated continued fraction and regular C-fraction correspon-
dences include the following: Rogers [206, pp. 72–74], Datta [54, pp. 109–110 ; pp. 127], Perron
[184, Satz 5, pp. 304–305 ; Satz 11, pp. 324–325], Jones and Thron [119, pp. 244–246 ; pp.
223–224], and D. & G. Chudnovsky [47, pp. 140–149]. For the associated continued fraction corre-
spondence we have: Sza´sz [220], Beckenbach, Seidel and Sza´sz [13, pp. 6], Viennot [244], Flajolet
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[70, pp. 152], Goulden and Jackson [92, Ex. 5.2.21, pp. 312 ; pp. 528–529], Hendriksen and Van
Rossum [106, pp. 321], and Zeng [256, pp. 381]. Finally, for the regular C-fraction correspondence
we note: Muir [174–176], Frobenius [72], Stieltjes [219], Wall [247, Eqn. (44.7), pp. 172 ; see also
pp. 399–413], and Lorentzen and Waadeland [149, Eqn. (2.5.2), pp. 257].
Heilermann [103, 104] seems to be the first to discover and prove the explicit determinental
formulas in Theorems 3.4 and 3.5 for expanding a formal power series into either an associated
continued fraction or a regular C-fraction. However, special cases and/or a discussion of the
general methods he used to arrive at his expansions (without his closed formulas) appeared earlier.
For example, see page 7 of [119] and the survey in [31, pp. 190–193] for these matters, as well as
references to some of the later work involving Theorems 3.4 and 3.5. The papers [174–176] of Muir,
which include a rediscovery of many of Heilermann’s results, also provides additional information
on the earlier work of Euler, Gauß, and Stern. The paper [176] has many interesting explicit regular
C-fraction expansions. Stern [215, pp. 245–259], [216] knew of these general methods and applied
them to particular series. Gauß [119, pp. 198–214] obtained a simple, direct special case of [103,
104] by finding explicit regular C-fraction expansions for the ratio F (a, b; c; z)/F (a, b+ 1; c+ 1; z)
of hypergeometric functions, and of F (a, 1; c; z). Euler’s general method in [68, pp. 138] leads to
general T-fraction [119, Eqn. (A.28), pp. 390] expansions instead of regular C-fraction expansions.
For additional related information on Euler’s work on continued fractions, see [31, pp. 97–109],
[65, 66, 68], and [67, chapter 18]. Further comments on Muir’s papers [174, 176] appear in [31, pp.
181–182].
The most common use of Theorem 3.4 is to first obtain (3.57) and then appeal to (3.60) to
compute the Hankel determinants H
(1)
n ({cν}). Similar calculations are carried out in [2, 13, 70, 92,
106, 220, 244, 256]. On the other hand, continued fraction expansions analogous to (3.57) and/or
(3.62) are derived in [47, 54] by first directly evaluating suitable Hankel determinants in order
to obtain the required constants such as (3.59) and/or (3.64) in the continued fraction. Further
evaluations of Hankel determinants that do not seem to follow from known results about continued
fractions or orthogonal polynomials appear in [105, Prop. 14] and [75, Sec. 4]. The paper of
Robbins [205] contains yet a different kind of Hankel determinant evaluation that is related to
those of Cauchy [153, Ex. 6, pp. 67], Frobenius and Stickelberger [73, 74], Muir [181, pp. 352; Ex.
29 and 31, pp. 357; Ex. 43, pp. 360], and D. V. and G. V. Chudnovsky [47, pp. 143, 144, 147].
The method of first obtaining (3.57) and then appealing to (3.60) or (3.61), and/or deriving
(3.62) and then using (3.65) is responsible for Theorems 4.1, 4.2, and (indirectly) Theorem 4.3.
The Hankel determinant evaluations in (4.1), (4.2), (4.7), (4.19), and (4.20) were also obtained
earlier from (3.60) in [2, pp. 97–99]. Equations (4.56) and (4.58) are equivalent to results which
Flajolet described in [70, pp. 149, 152]. Flajolet refers to applying a formula similar to (3.60) to
the associated continued fraction expansions for secu and tanu in [70, Table 1, pp. 149]. Flajolet’s
product formulas in [70, Table 1, pp. 149] for Hankel determinants of Bell numbers and Hankel
determinants of the number of derangements also appear in [55, 189, 191]. Flajolet also points out
that there is a similar connection between his version of (3.60) and the classical regular C-fraction
expansion equivalent to (3.105) in [69, pp. 149]. However, (3.64) is not mentioned. Equations
(4.58) and (4.59) are equivalent to equations (3.52) and (3.53), respectively, in [125, Theorem 52,
pp. 46]. In addition, equation (4.58) is treated in [2, 138, 190–192]. Equations (4.58) and (4.59)
are also equivalent to a (corrected) version,
det(c′r+s)0≤r,s≤n−1 ≡ det(|Er+s|)0≤r,s≤n−1 =
n−1∏
r=0
(r!)2, (4.69)
of the second formula on page 323 of [157]. A correct version of the third formula on page 323 of
[157] should be related to equations (4.56) and (4.57). Very few χn({cν}) determinants such as
(3.56) have been explicitely evaluated in the literature for any {cν}. One such example appears in
[13, pp. 6] where cν := Pν−1(x) is the (ν − 1)-st Legendre polynomial.
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The determinant evaluations, other than (4.1), (4.2), (4.7), (4.19), (4.20), (4.56)–(4.59) in The-
orems 4.1, 4.2, and 4.3 do not appear to have been written down in the literature before.
One of the deepest and most interesting investigations in the literature of Hankel determinants
is the work of Karlin and Szego˝ in [122]. In order to generalize Tura´n’s [221, 224] inequality
for Legendre polynomials they showed that the 2m by 2m Hankel determinants, whose entries are
classical orthogonal polynomials (Legendre, ultraspherical, Laguerre, Hermite) of x, has a constant
sign (−1)m for all x in a suitable interval. For 2m + 1 by 2m + 1 Hankel determinants of these
polynomials they generalize the well known oscillation property of the orthogonal polynomials
involved. A crucial part of their analysis was to express each of these ℓ by ℓ Hankel determinants
as a constant multiple of (x2 − 1)N , xN , or 1 times the n by n Wronskian determinant of certain
orthogonal polynomials of another class (subject to a change of variables and normalization). This
reduced their analysis to that of the sign of a Wronskian determinant, which is easier. These
relations between Hankel determinants and Wronskians are given by [122, Eqn. (12.1), pp. 47 ;
Eqn. (14.1), pp. 53 ; Eqn. (16.1), pp. 60–61 ; Eqn. (18.2), pp. 69]. Karlin and Szego˝ describe
in [122, pp. 4–5] how these relations are partially motivated by the duality between m and x of
the classical orthogonal polynomials {Qm(x)}. By setting n = 0 in the above relations, Karlin and
Szego˝ express certain of their ℓ by ℓ Hankel determinants as a constant multiple of (x2 − 1)N or
xN , since a 0 by 0 Wronskian determinant equals 1. For example, see [122, Eqn. (12.3), pp. 47 ;
Eqn. (14.3), pp. 53 ; Eqn. (16.5), pp. 61]. Karlin and Szego˝’s results from [122] are discussed in
[156, Sections 9.1–9.2, pp. 133–135].
Karlin and Szego˝’s proofs in [122] of their relations between Hankel determinants and Wron-
skians do not clearly exhibit a general algebraic transformation, which when specialized in the
context of suitable properties of the orthogonal polynomials under consideration, yields their re-
sults. Recently, Leclerc [137, 138] utilized Lascoux’s [133] Schur function approach to orthogonal
polynomials, the ‘master identity’ of Turnbull on minors of a matrix [225, pp. 48], [135], and
additional identities from [136] involving staircase Schur functions, to put together an extremely
elegant derivation of a general algebraic transformation which specializes to give Karlin and Szego˝’s
relations between Hankel determinants and Wronskians. Leclerc points out that this technique of
realizing identities between orthogonal polynomials as specializations of identities for symmetric
functions is motivated by Littlewood’s [145, chapter 7] important idea that any sequence {am},
m ≥ 1 of elements of a commutative ring R can be regarded as the sequence of complete homo-
geneous symmetric functions of a fictitious set of variables E: Sm(E) = am. Leclerc’s general
algebraic identity states that a Wronskian of orthogonal polynomials is proportional to a Hankel
determinant whose elements form a new sequence of polynomials. In order to complete his deriva-
tion of Karlin and Szego˝’s relations, Leclerc verifies that in each case considered by Karlin and
Szego˝, this new sequence is transformed by a suitable change of variables and normalization into
another class of classical orthogonal polynomials. Leclerc reduces these verifications to algebraic
properties discovered by Burchnall [35] of the classical orthogonal polynomials.
It would be interesting to extend Karlin and Szego˝’s relations between determinants of classical
orthogonal polynomials of Hankel and Wronskian type to a Jacobi elliptic function setting in
which the elements of the Hankel determinants are functions of the Maclaurin series coefficients in
Definition 2.3. This could provide more insights into the identities and number theory discussed
in this paper. A hint in this direction is provided by such a relation in [122, Eqn. (12.1), pp.
47] involving Legendre polynomials and the complicated explicit formulas from [251, pp. 556–
557] which express the Maclaurin series coefficients of sn(x, k) and sn2(x, k) as sums of products
of Legendre polynomials. One direct approach to this problem is to apply Theorem 1 of [138]
to the orthogonal polynomials in [38, 115]. A second approach starts by seeking a continued
fraction/lattice paths understanding of Theorem 1 of [138]. This combinatorial analysis should be
directly related to [69, pp. 148–150 ; pp. 152–154], [70, 71, 133, 244, 245], and [82, pp. 304]. In
all the above analysis it is important to keep in mind the ‘discrete Wronskian’ in [122, Eqn. (1.3),
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pp. 5]. Roughly speaking, we want to use [137, 138] as a bridge between [122], this paper, and
[69]. These connections deserve much further study.
In a different direction than [137, 138], it is instructive to equate the evaluations of the Hankel
determinant of ultraspherical polynomials in equation (20) of [13, pp. 5] with that in equation
(14.3) of [122, pp. 53]. This immediately gives an elegant evaluation of an integral equivalent
to the classical case of Selberg’s multiple beta integral [152, pp. 992] in which the Vandermonde
determinant in the integrand occurs to the second power. It would be interesting to see what other
cases of Selberg’s integral arise in a similar fashion from [122, 138].
5. The determinant form of sums of squares identities
In this section we combine Theorems 2.4, 4.1, 4.2, 4.3, some row and column operations from
Lemma 3.6, and well-known relations between classical theta functions/Lambert series and the
elliptic function parameters z and k, to derive first the single determinant, and then sum of
determinants, form of our infinite families of sums of squares and related identities. We also
provide (see Theorem 5.19 below) our generalization to infinite families all 21 of Jacobi’s [117,
Sections 40, 41, 42] explicitly stated degree 2, 4, 6, 8 Lambert series expansions of classical theta
functions. An elegant generating function involving the number of ways of writing N as a sum of
2n squares and (2n)2 triangular numbers appears in Corollary 5.15.
Throughout this section we need the Bernoulli numbers Bn and Euler numbers En, defined by
(2.60) and (2.61), respectively. We also use the notation In := {1, 2, . . . , n}, ‖S‖ is the cardinality
of the set S, and det(M) is the determinant of the n× n matrix M .
As background, we begin with two lemmas. The first is an inclusion-exclusion computation for
Hankel determinants, and the second provides the necessary elliptic function parameter relations.
We first establish the inclusion-exclusion lemma.
Lemma 5.1. Let v1, . . . , v2n−1 and w1, . . . , w2n−1 be indeterminate, and let n = 1, 2, 3, · · · . Sup-
pose that the (i, j) entries of the n × n matrices (wi+j−1) and (vi+j−1) are wi+j−1 and vi+j−1,
respectively, and that Mn,S is the n× n matrix whose i-th row is
vi + wi, vi+1 + wi+1, · · · , vi+n−1 + wi+n−1, if i ∈ S,
and vi, vi+1, · · · , vi+n−1, if i /∈ S. (5.1)
Then det(wi+j−1) =
∑
∅⊆S⊆In
(−1)n−‖S‖ det(Mn,S) (5.2)
= (−1)n det(vi+j−1) +
n∑
p=1
(−1)n−p
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S). (5.3)
Proof. We start with the sum in (5.2) and expand det(Mn,S) along each row corresponding to
i ∈ S. For convenience, let Bn,T denote the n× n matrix whose i-th row is
wi, wi+1, · · · , wi+n−1, if i ∈ T and vi, vi+1, · · · , vi+n−1, if i /∈ T. (5.4)
Expanding each row of det(Mn,S) corresponding to i ∈ S gives
det(Mn,S) =
∑
∅⊆T⊆S
det(Bn,T ). (5.5)
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Substituting (5.5) into the sum in (5.2) and then interchanging summation yields∑
∅⊆S⊆In
(−1)n−‖S‖ det(Mn,S) =
∑
∅⊆T⊆In
det(Bn,T )
∑
T⊆S⊆In
(−1)n−‖S‖. (5.6)
We use the binomial theorem to simplify the inner sum in the right-hand side of (5.6). Let
‖T‖ = p, for p = 0, 1, 2, · · · , n. We then have
∑
T⊆S⊆In
(−1)n−‖S‖ =
n∑
ν=p
(−1)n−ν
(
n− p
ν − p
)
= (−1)n−p
n−p∑
ν=0
(−1)ν
(
n− p
ν
)
= (−1)n−p(1− 1)n−p
= 0, if n 6= p, and 1, if n = p. (5.7)
It now follows that (5.6) becomes∑
∅⊆S⊆In
(−1)n−‖S‖ det(Mn,S) =
∑
∅⊆T⊆In
‖T‖=n
det(Bn,T )
= det(Bn,In) = det(wi+j−1), (5.8)
which is (5.2).
The equality of (5.2) and (5.3) is immediate. 
The elliptic function parameter relations are given by the following lemma.
Lemma 5.2. Let z := 2K/π, as in (2.1), with K given by (2.2) and k the modulus. Take q
as in (2.4). Let the classical theta functions ϑ3(0, q) and ϑ2(0, q) be defined by (1.1) and (1.2),
respectively. Then,
z = ϑ3(0, q)
2, (5.9)
z
√
1− k2 = ϑ3(0,−q)2 = ϑ4(0, q)2, (5.10)
zk = ϑ2(0, q)
2, (5.11)
4z2k = ϑ2(0, q
1/2)4, (5.12)
z2(1 + k2) = 1 + 24
∞∑
r=1
rqr
1 + qr
, (5.13)
z2(2− k2) = 2 + 24
∞∑
r=1
2rq2r
1 + q2r
, (5.14)
z2(1− 2k2) = 1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
. (5.15)
Proof. Essentially all of (5.9)–(5.15) can be found in [117, Eqn. (4.), Section 40; Eqn. (6.), Section
40; Eqn. (5.), Section 40; Eqn. (7.), Section 40;]. For convenience, we give more recent references.
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For the fundamental (5.9) see either [249, pp. 499–500], [23, Eqn. (7.10), pp. 27], or [21, Entry
6, pp. 101 (keep in mind Eqn. (3.1) on pp. 98 and Eqn. (6.12) on pp. 102)]. For (5.10) see [23,
Theorem 8.1 (Eqn. (ii)), pp. 27] or [21, Entry 10(ii), pp. 122]. Equation (5.11) is equivalent to
the relation
△(q2) = 1
2
z1/2(k2/q)1/4 (5.16)
in [23, Theorem 8.2 (Eqn. (iii)), pp. 28] or [21, Entry 11(iii), pp. 123], where △(q) from [23, Eqn.
(1.5), pp. 3] is defined by
△(q) :=
∞∑
j=0
q
1
2 j(j+1). (5.17)
To see this, take the square root of both sides of (5.11), apply the relation
ϑ2(0, q) = 2q
1/4
△(q2), (5.18)
and simplify. Similarly, equation (5.12) is equivalent to the relation
△(q) = 2−1/2z1/2k1/4q−1/8 (5.19)
in [23, Theorem 8.2 (Eqn. (i)), pp. 28] or [21, Entry 11(i), pp. 123]. Equation (5.13) appears in
[21, Entry 13(viii), pp. 127 (keep in mind Eqn. (6.12) on pp. 102)]. Equation (5.14) is immediate
from multiplying by 2 both sides of the relation in [21, Entry 13(ix), pp. 127 (keep in mind Eqn.
(6.12) on pp. 102)]. Finally, equation (5.15) is an immediate consequence of subtracting (5.13)
from (5.14). 
We are now ready to obtain the main identities of this paper. We begin with the single Hankel
determinant form of the 4n2 squares identity in the following theorem.
Theorem 5.3. Let ϑ3(0,−q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then have
ϑ3(0,−q)4n
2
=
{
(−1)n22n2+n
2n−1∏
r=1
(r!)−1
}
· det(gr+s−1)1≤r,s≤n, (5.20)
with gi := U2i−1 − ci, (5.21)
where U2i−1 and ci are defined by
U2i−1 ≡ U2i−1(q) :=
∞∑
r=1
(−1)r−1 r
2i−1qr
1 + qr
, for i = 1, 2, 3, · · · , (5.22)
and ci := (−1)i−1 (2
2i − 1)
4i
· |B2i|, for i = 1, 2, 3, · · · , (5.23)
with B2i the Bernoulli numbers defined by (2.60).
Proof. Our analysis deals with sc(u, k) dn(u, k). Starting with (2.80), applying row operations and
(3.66), appealing to (4.15), and then utilizing (5.9) we have the following computation.
H(1)n ({U2ν−1(−q)− (−1)ν−1
(22ν − 1)
4ν
· |B2ν |}) (5.24)
= H(1)n ({(−1)ν
z2ν
22ν+1
· (sd/c)ν(k2)}) (5.25)
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=
{
(−1)n2−(2n2+n)
2n−1∏
r=1
r!
}
· z2n2 (5.26)
=
{
(−1)n2−(2n2+n)
2n−1∏
r=1
r!
}
· ϑ3(0, q)4n
2
. (5.27)
Replacing q by −q in (5.24) and (5.27) gives
H(1)n ({U2ν−1(q)− (−1)ν−1
(22ν − 1)
4ν
· |B2ν |})
=
{
(−1)n2−(2n2+n)
2n−1∏
r=1
r!
}
· ϑ3(0,−q)4n
2
. (5.28)
Solving for ϑ3(0,−q)4n2 in (5.28) yields (5.20). 
Lemma 5.1 and Theorem 5.3 lead to the determinant sum form of the 4n2 squares identity in
the following theorem.
Theorem 5.4. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n
2
= 1 +
n∑
p=1
(−1)p22n2+n
2n−1∏
r=1
(r!)−1
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S), (5.29)
where ϑ3(0,−q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
U2i−1, U2(i+1)−1, · · · , U2(i+n−1)−1, if i ∈ S and ci, ci+1, · · · , ci+n−1, if i /∈ S, (5.30)
where U2i−1 and ci are defined by (5.22) and (5.23), respectively, with B2i the Bernoulli numbers
defined by (2.60).
Proof. Specialize vi and wi as follows in equation (5.3) of Lemma 5.1 and then utilize (2.80) to
write vi + wi as a Lambert series.
vi = (−1)i−1 (2
2i − 1)
4i
· |B2i|, for i = 1, 2, 3, · · · , (5.31)
wi = (−1)i z
2i
22i+1
· (sd/c)i(k2), for i = 1, 2, 3, · · · , (5.32)
vi + wi = U2i−1(−q) =
∞∑
r=1
−r2i−1qr
1 + (−1)rqr , for i = 1, 2, 3, · · · . (5.33)
Equating (5.25) and (5.27) it is immediate that
det(wi+j−1) =
{
(−1)n2−(2n2+n)
2n−1∏
r=1
r!
}
· ϑ3(0, q)4n
2
. (5.34)
From (4.56) we have
det(vi+j−1) = 2
−(2n2+n)
2n−1∏
r=1
r!. (5.35)
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Equation (5.29) is now a direct consequence of applying the determinant evaluations in (5.34)
and (5.35), replacing q by −q, and then multiplying both sides of the resulting transformation of
(5.3) by
(−1)n22n2+n
2n−1∏
r=1
(r!)−1, (5.36)
and simplifying. 
The single Hankel determinant form of the 4n(n+ 1) squares identity is given by the following
theorem.
Theorem 5.5. Let ϑ3(0,−q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then have
ϑ3(0,−q)4n(n+1) =
{
22n
2+3n
2n∏
r=1
(r!)−1
}
· det(gr+s−1)1≤r,s≤n, (5.37)
with gi := G2i+1 − ai, (5.38)
where G2i+1 and ai are defined by
G2i+1 ≡G2i+1(q) :=
∞∑
r=1
(−1)r r
2i+1qr
1− qr , for i = 1, 2, 3, · · · , (5.39)
and ai := (−1)i (2
2i+2 − 1)
4(i+ 1)
· |B2i+2|, for i = 1, 2, 3, · · · , (5.40)
with B2i+2 the Bernoulli numbers defined by (2.60).
Proof. Our analysis deals with sc2(u, k) dn2(u, k). Starting with (2.81), applying row operations
and (3.66), appealing to (4.17), and then utilizing (5.9) we have the following computation.
H(1)n ({G2ν+1(−q)− (−1)ν
(22ν+2 − 1)
4(ν + 1)
· |B2ν+2|}) (5.41)
= H(1)n ({(−1)ν−1
z2ν+2
22ν+3
· (s2d2/c2)ν(k2)}) (5.42)
=
{
2−(2n
2+3n)
2n∏
r=1
r!
}
· z2n(n+1) (5.43)
=
{
2−(2n
2+3n)
2n∏
r=1
r!
}
· ϑ3(0, q)4n(n+1). (5.44)
Replacing q by −q in (5.41) and (5.44) gives
H(1)n ({G2ν+1(q)− (−1)ν
(22ν+2 − 1)
4(ν + 1)
· |B2ν+2|})
=
{
2−(2n
2+3n)
2n∏
r=1
r!
}
· ϑ3(0,−q)4n(n+1). (5.45)
Solving for ϑ3(0,−q)4n(n+1) in (5.45) yields (5.37). 
The determinant sum form of the 4n(n+ 1) squares identity is given by the following theorem.
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Theorem 5.6. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n(n+1) = 1 +
n∑
p=1
(−1)n−p22n2+3n
2n∏
r=1
(r!)−1
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S), (5.46)
where ϑ3(0,−q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
G2i+1, G2(i+1)+1, · · · , G2(i+n−1)+1, if i ∈ S and ai, ai+1, · · · , ai+n−1, if i /∈ S, (5.47)
where G2i+1 and ai are defined by (5.39) and (5.40), respectively, with B2i the Bernoulli numbers
defined by (2.60).
Proof. Specialize vi and wi as follows in equation (5.3) of Lemma 5.1 and then utilize (2.81) to
write vi + wi as a Lambert series.
vi = (−1)i (2
2i+2 − 1)
4(i+ 1)
· |B2i+2|, for i = 1, 2, 3, · · · , (5.48)
wi = (−1)i−1 z
2i+2
22i+3
· (s2d2/c2)i(k2), for i = 1, 2, 3, · · · , (5.49)
vi + wi = G2i+1(−q) =
∞∑
r=1
r2i+1qr
1− (−1)rqr , for i = 1, 2, 3, · · · . (5.50)
Equating (5.42) and (5.44) it is immediate that
det(wi+j−1) =
{
2−(2n
2+3n)
2n∏
r=1
r!
}
· ϑ3(0, q)4n(n+1). (5.51)
From (4.57) we have
det(vi+j−1) = (−1)n2−(2n
2+3n)
2n∏
r=1
r!. (5.52)
Equation (5.46) is now a direct consequence of applying the determinant evaluations in (5.51)
and (5.52), replacing q by −q, and then multiplying both sides of the resulting transformation of
(5.3) by
22n
2+3n
2n∏
r=1
(r!)−1, (5.53)
and simplifying. 
The analysis of the formulas for r4n2(N) and r4n(n+1)(N) obtained by taking the coefficient of
qN in Theorems 5.4 and 5.6 is analogous to the formulas for r16(n) and r24(n) in Theorem 1.7.
The dominate terms for r4n2(N) and r4n(n+1)(N) arise from the p = n terms in (5.29) and (5.46),
respectively. The other terms are all of a strictly decreasing lower order of magnitude. That is,
the terms for r4n2(N) and r4n(n+1)(N) corresponding to the p-th terms in (5.29) and (5.46) have
orders of magnitude N (4np−2p
2−1) and N (4np−2p
2+2p−1), respectively. The dominate p = n cases
are consistent with [94, Eqn. (9.20), pp. 122]. Note that this analysis does not apply to the n = 1
case of Theorem 5.4. All of this analysis depends upon Lemma 5.37 at the end of this section.
In order to state the next four identities related to nc(u, k) we need the Euler numbers En
defined by (2.61).
We begin with the single H
(1)
n Hankel determinant identity in the following theorem.
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Theorem 5.7. Let ϑ3(0,−q) = ϑ4(0, q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then
have
ϑ3(0, q)
2n(n−1)ϑ3(0,−q)2n
2
= ϑ3(0, q)
2n(n−1)ϑ4(0, q)
2n2
=
{
(−1)n22n
n−1∏
r=1
(2r)!−2
}
· det(gr+s−1)1≤r,s≤n, (5.54)
with gi := R2i−2 − bi, (5.55)
where R2i−2 and bi are defined by
R2i−2 ≡R2i−2(q) :=
∞∑
r=1
(−1)r+1 (2r − 1)
2i−2q2r−1
1 + q2r−1
, for i = 1, 2, 3, · · · , (5.56)
and bi := (−1)i−1 · 14 · |E2i−2|, for i = 1, 2, 3, · · · , (5.57)
with E2i−2 the Euler numbers defined by (2.61).
Proof. Our analysis deals with nc(u, k). Starting with (2.82), applying row operations and (3.66),
appealing to (4.12), and then utilizing both (5.9) and (5.10) we have the following computation.
H(1)n ({R2ν−2(q)− (−1)ν−1 · 14 · |E2ν−2|}) (5.58)
= H(1)n ({(−1)ν
z2ν−1
4
√
1− k2 · (nc)ν−1(k2)}) (5.59)
=
{
(−1)n2−2n
n−1∏
r=1
(2r)!2
}
· z2n2−n(
√
1− k2)n2 (5.60)
=
{
(−1)n2−2n
n−1∏
r=1
(2r)!2
}
· zn(n−1)(z
√
1− k2)n2 (5.61)
=
{
(−1)n2−2n
n−1∏
r=1
(2r)!2
}
· ϑ3(0, q)2n(n−1)ϑ3(0,−q)2n
2
. (5.62)
Equating (5.58) with (5.62) and then solving for ϑ3(0, q)
2n(n−1)ϑ3(0,−q)2n2 yields (5.54). 
Taking q 7→ −q in the n = 1 case of Theorem 5.7 gives Jacobi’s 2-squares identity in [117, Eqn.
(4.), Section 40] and [21, Entry 8(i), pp. 114]. The n = 2 case of Theorem 5.7 immediately leads
to
ϑ3(0, q)
4ϑ3(0,−q)8 = 14 det
∣∣∣∣∣∣
4R0 − 1 4R2 + 1
4R2 + 1 4R4 − 5
∣∣∣∣∣∣ , (5.63)
where R2i−2 is defined by (5.56), and ϑ3(0,−q) = ϑ4(0, q) is determined by (1.1). The relation
in (5.63) is an elegant formula for the product of the two identities in [21, Entry 8(ii), pp. 114;
Examples (i)(q 7→ −q), pp. 139]. It is also analogous to the Lambert series expansions in Section
40 of [117].
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We generally want the powers of the theta functions in this paper to be quadratic in n. However,
it is sometimes useful to write the left-hand side of (5.54) in the form
ϑ3(0,−q2)4n(n−1)ϑ3(0,−q)2n, (5.64)
by appealing to the relation
ϑ3(0, q)ϑ3(0,−q) = ϑ3(0,−q2)2 (5.65)
from [21, Entry 25(iii), pp. 40].
The H
(1)
n Hankel determinant sum identity is given by the following theorem.
Theorem 5.8. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n−1)ϑ3(0,−q)2n
2
= ϑ3(0, q)
2n(n−1)ϑ4(0, q)
2n2
= 1+
n∑
p=1
(−1)p22n
n−1∏
r=1
(2r)!−2
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S), (5.66)
where ϑ3(0,−q) = ϑ4(0, q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
R2i−2, R2(i+1)−2, · · · , R2(i+n−1)−2, if i ∈ S and bi, bi+1, · · · , bi+n−1, if i /∈ S, (5.67)
where R2i−2 and bi are defined by (5.56) and (5.57), respectively, with E2i−2 the Euler numbers
defined by (2.61).
Proof. Specialize vi and wi as follows in equation (5.3) of Lemma 5.1 and then utilize (2.82) to
write vi + wi as a Lambert series.
vi = (−1)i−1 · 14 · |E2i−2|, for i = 1, 2, 3, · · · , (5.68)
wi = (−1)i z
2i−1
4
√
1− k2 · (nc)i−1(k2), for i = 1, 2, 3, · · · , (5.69)
vi + wi = R2i−2(q) =
∞∑
r=1
(−1)r+1 (2r − 1)
2i−2q2r−1
1 + q2r−1
, for i = 1, 2, 3, · · · . (5.70)
Equating (5.59) and (5.62) it is immediate that
det(wi+j−1) =
{
(−1)n2−2n
n−1∏
r=1
(2r)!2
}
· ϑ3(0, q)2n(n−1)ϑ3(0,−q)2n
2
. (5.71)
From (4.58) we have
det(vi+j−1) = 2
−2n
n−1∏
r=1
(2r)!2. (5.72)
Equation (5.66) is now a direct consequence of applying the determinant evaluations in (5.71)
and (5.72), and then multiplying both sides of the resulting transformation of (5.3) by
(−1)n22n
n−1∏
r=1
(2r)!−2, (5.73)
and simplifying. 
Taking q 7→ −q in the n = 1 case of Theorem 5.8 gives Jacobi’s 2-squares identity in [117, Eqn.
(4.), Section 40] and [21, Entry 8(i), pp. 114]. The n = 2 case of Theorem 5.8 immediately leads
to
ϑ3(0, q)
4ϑ3(0,−q)8 = 1− [5R0 + 2R2 + R4] + 4
[
R0R4 −R22
]
, (5.74)
where R2i−2 is defined by (5.56), and ϑ3(0,−q) = ϑ4(0, q) is determined by (1.1).
The single H
(2)
n Hankel determinant identity is given by the following theorem.
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Theorem 5.9. Let ϑ3(0,−q) = ϑ4(0, q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then
have
ϑ3(0, q)
2n(n+1)ϑ3(0,−q)2n
2
= ϑ3(0, q)
2n(n+1)ϑ4(0, q)
2n2
=
{
22n
n∏
r=1
(2r − 1)!−2
}
· det(gr+s−1)1≤r,s≤n, (5.75)
with gi := R2i − bi+1, (5.76)
where R2i and bi+1 are determined by (5.56) and (5.57), respectively, with E2i the Euler numbers
defined by (2.61).
Proof. Our analysis still deals with nc(u, k). Starting with (2.82), applying row operations and
(3.66), appealing to (4.24), and then utilizing both (5.9) and (5.10) we have the following compu-
tation.
H(2)n ({R2ν−2(q)− (−1)ν−1 · 14 · |E2ν−2|}) (5.77)
= H(1)n ({R2ν(q)− (−1)ν · 14 · |E2ν |}) (5.78)
= H(1)n ({(−1)ν+1
z2ν+1
4
√
1− k2 · (nc)ν(k2)}) (5.79)
=
{
2−2n
n∏
r=1
(2r − 1)!2
}
· z2n2+n(
√
1− k2)n2 (5.80)
=
{
2−2n
n∏
r=1
(2r − 1)!2
}
· zn(n+1)(z
√
1− k2)n2 (5.81)
=
{
2−2n
n∏
r=1
(2r − 1)!2
}
· ϑ3(0, q)2n(n+1)ϑ3(0,−q)2n
2
. (5.82)
Equating (5.78) with (5.82) and then solving for ϑ3(0, q)
2n(n+1)ϑ3(0,−q)2n2 yields (5.75). 
The n = 1 case of Theorem 5.9 is
ϑ3(0, q)
4ϑ3(0,−q)2 = 1 + 4R2 = 1− 4
∞∑
r=1
(−1)r (2r − 1)
2q2r−1
1 + q2r−1
, (5.83)
which is Jacobi’s degree 6 Lambert series expansion in [117, Eqn. (41.), Section 40]. Note that
(5.83) gives an elegant formula for the product of the two identities in [21, Entry 8(ii), pp. 114;
Entry 8(v), pp. 114].
The n = 2 case of Theorem 5.9 is
ϑ3(0, q)
12ϑ3(0,−q)8 = 1(3!)2 det
∣∣∣∣∣∣
4R2 + 1 4R4 − 5
4R4 − 5 4R6 + 61
∣∣∣∣∣∣ , (5.84)
where R2i is determined by (5.56), and ϑ3(0,−q) = ϑ4(0, q) is determined by (1.1).
The corresponding H
(2)
n Hankel determinant sum identity is given by the following theorem.
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Theorem 5.10. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n+1)ϑ3(0,−q)2n
2
= ϑ3(0, q)
2n(n+1)ϑ4(0, q)
2n2
= 1 +
n∑
p=1
(−1)n−p22n
n∏
r=1
(2r − 1)!−2
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S),
(5.85)
where ϑ3(0,−q) = ϑ4(0, q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
R2i, R2(i+1), · · · , R2(i+n−1), if i ∈ S and bi+1, bi+2, · · · , bi+n, if i /∈ S, (5.86)
where R2i and bi+1 are determined by (5.56) and (5.57), respectively, with E2i the Euler numbers
defined by (2.61).
Proof. Specialize vi and wi as follows in equation (5.3) of Lemma 5.1 and then utilize (2.82) to
write vi + wi as a Lambert series.
vi = (−1)i · 14 · |E2i|, for i = 1, 2, 3, · · · , (5.87)
wi = (−1)i+1 z
2i+1
4
√
1− k2 · (nc)i(k2), for i = 1, 2, 3, · · · , (5.88)
vi + wi = R2i(q) =
∞∑
r=1
(−1)r+1 (2r − 1)
2iq2r−1
1 + q2r−1
, for i = 1, 2, 3, · · · . (5.89)
Equating (5.79) and (5.82) it is immediate that
det(wi+j−1) =
{
2−2n
n∏
r=1
(2r − 1)!2
}
· ϑ3(0, q)2n(n+1)ϑ3(0,−q)2n
2
. (5.90)
From (4.59) we have
det(vi+j−1) = (−1)n2−2n
n∏
r=1
(2r − 1)!2. (5.91)
Equation (5.85) is now a direct consequence of applying the determinant evaluations in (5.90)
and (5.91), and then multiplying both sides of the resulting transformation of (5.3) by
22n
n∏
r=1
(2r − 1)!−2, (5.92)
and simplifying. 
Keeping in mind (2.90), the Maclaurin series expansions for nc(u, k) and sn(u, k) dn(u, k)/ cn2(u, k)
in (2.66) and (2.79), and the derivative formula for nc(u, k), it follows that Theorem 5.9 is equivalent
to the single H
(1)
n Hankel determinant theta function identity related to sn(u, k) dn(u, k)/ cn2(u, k).
The next two single H
(1)
n Hankel determinant identities involve the z = 0 case of the theta
function ϑ2(z, q) in [249, pp. 464], defined by (1.2). These identities are related to sd(u, k) cn(u, k)
and sn2(u, k), respectively. They are the first major step in our proof of the two Kac–Wakimoto
conjectured identities for triangular numbers in [120, pp. 452].
We have the following theorem.
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Theorem 5.11. Let ϑ2(0, q) be defined by (1.2), and let n = 1, 2, 3, · · · . We then have
ϑ2(0, q)
4n2 =
{
4n(n+1)
2n−1∏
r=1
(r!)−1
}
· det(C2(r+s−1)−1)1≤r,s≤n, (5.93)
and ϑ2(0, q
1/2)4n(n+1) =
{
2n(4n+5)
2n∏
r=1
(r!)−1
}
· det(D2(r+s−1)+1)1≤r,s≤n, (5.94)
where C2i−1 and D2i+1 are defined by , respectively,
C2i−1 ≡ C2i−1(q) :=
∞∑
r=1
(2r − 1)2i−1q2r−1
1− q2(2r−1) , for i = 1, 2, 3, · · · , (5.95)
and D2i+1 ≡ D2i+1(q) :=
∞∑
r=1
r2i+1qr
1− q2r , for i = 1, 2, 3, · · · . (5.96)
Proof. The proof of the first identity deals with sd(u, k) cn(u, k). Starting with (2.83), applying
row operations and (3.66), appealing to (4.9), and then utilizing (5.11) we have the following
computation.
H(1)n ({C2ν−1(q)}) (5.97)
= H(1)n ({(−1)ν−1
z2νk2
22ν+2
· (sc/d)ν(k2)}) (5.98)
=
{
4−n(n+1)
2n−1∏
r=1
r!
}
· (zk)2n2 (5.99)
=
{
4−n(n+1)
2n−1∏
r=1
r!
}
· ϑ2(0, q)4n
2
. (5.100)
Equating (5.97) with (5.100) and then solving for ϑ2(0, q)
4n2 yields (5.93).
The proof of the second identity deals with sn2(u, k). Starting with (2.84), applying row opera-
tions and (3.66), appealing to (4.7), and then utilizing (5.12) we have the following computation.
H(1)n ({D2ν+1(q)}) (5.101)
= H(1)n ({(−1)ν−1
z2ν+2k2
22ν+3
· (sn2)ν(k2)}) (5.102)
=
{
2−n(4n+5)
2n∏
r=1
r!
}
· (4z2k)n(n+1) (5.103)
=
{
2−n(4n+5)
2n∏
r=1
r!
}
· ϑ2(0, q1/2)4n(n+1). (5.104)
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Equating (5.101) with (5.104) and then solving for ϑ2(0, q
1/2)4n(n+1) yields (5.94). 
It is sometimes useful to rewrite (5.94) by observing from (5.12), (5.11), and (5.9) that
ϑ2(0, q
1/2)4 = 4(zk)z = 4ϑ2(0, q)
2ϑ3(0, q)
2. (5.105)
Equation (5.94) then becomes
[ϑ2(0, q)ϑ3(0, q)]
2n(n+1)
=
{
2n(2n+3)
2n∏
r=1
(r!)−1
}
· det(D2(r+s−1)+1)1≤r,s≤n, (5.106)
where D2i+1 is defined by (5.96).
The n = 1 case of equation (5.93) of Theorem 5.11, written as in (5.99), is given by [117, Eqn.
(9.), Section 40]. Similarly, the n = 1 case of (5.94), expressed as in (5.103), is given by [117, Eqn.
(3.), Section 41]. Moreover, taking q 7→ −q or q 7→ q2 in the n = 1 case of (5.103) yields Eqn. (4.)
or Eqn. (5.), respectively, of [117, Section 41].
Keeping in mind the Kac–Wakimoto conjectured identities for triangular numbers in [120, pp.
452], we next rewrite Theorem 5.11 in terms of the sum △ (q) in (5.17). Applying the relation
(5.18) to the left-hand sides of (5.93) and (5.94) immediately gives the following corollary.
Corollary 5.12. Let △(q) be defined by (5.17), and let n = 1, 2, 3, · · · . We then have
△(q2)4n
2
=
{
4−n(n−1)q−n
2
2n−1∏
r=1
(r!)−1
}
· det(C2(r+s−1)−1)1≤r,s≤n, (5.107)
and △(q)4n(n+1) =
{
2nq−n(n+1)/2
2n∏
r=1
(r!)−1
}
· det(D2(r+s−1)+1)1≤r,s≤n, (5.108)
where C2i−1 and D2i+1 are defined by (5.95) and (5.96), respectively.
The n = 1 cases of (5.107) and (5.108) are the classical identities of Legendre [139], [21, Eqns.
(ii) and (iii), pp. 139] given by Theorem 7.7.
We next have the four single H
(1)
n and H
(2)
n Hankel determinant identities related to cn(u, k)
and dn(u, k).
We begin with the following H
(1)
n theorem.
Theorem 5.13. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n−1) =
{
4n
n−1∏
r=1
(2r)!−2
}
· det(T2(r+s−1)−2)1≤r,s≤n, (5.109)
where T2i−2 is defined by
T2i−2 ≡ T2i−2(q) :=
∞∑
r=1
(2r − 1)2i−2qr− 12
1 + q2r−1
, for i = 1, 2, 3, · · · . (5.110)
Proof. Our analysis deals with cn(u, k). Starting with (2.85), applying row operations and (3.67),
appealing to (4.2), and then utilizing both (5.9) and (5.11) we have the following computation.
H(1)n ({T2ν−2(q)}) (5.111)
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= H(1)n ({(−1)ν−1
z2ν−1k
4
· (cn)ν−1(k2)}) (5.112)
=
{
4−n
n−1∏
r=1
(2r)!2
}
· z2n2−nkn2 (5.113)
=
{
4−n
n−1∏
r=1
(2r)!2
}
· (zk)n2zn(n−1) (5.114)
=
{
4−n
n−1∏
r=1
(2r)!2
}
· ϑ2(0, q)2n
2
ϑ3(0, q)
2n(n−1). (5.115)
Equating (5.111) with (5.115) and then solving for ϑ2(0, q)
2n2ϑ3(0, q)
2n(n−1) yields (5.109). 
The n = 1 case of Theorem 5.13, when written as in (5.114), is given by [117, Eqn. (5.), Section
40]. The n = 1 case of (5.109) gives the identity in [21, Ex. (iv), pp. 139].
Applying the relation (5.105) to the left-hand-side of (5.109) immediately implies that
ϑ2(0, q)
2nϑ2(0, q
1/2)4n(n−1) =
{
4n
2
n−1∏
r=1
(2r)!−2
}
· det(T2(r+s−1)−2)1≤r,s≤n, (5.116)
where T2i−2 is defined by (5.110). The form of the exponents and arguments in the left-hand-side
of (5.116) is much closer than (5.109) to that of the product sides of the eta function identities in
Appendix I of [151].
Applying (5.18) to the left-hand-side of the n = 2 case of (5.116) yields an elegant product
formula for △(q2)4△(q)8. This expresses the product of the sums in entries (ii) and (iii) of [21, pp.
139] as a simple 2× 2 determinant of Lambert series.
The singleH
(2)
n Hankel determinant identity related to cn(u, k) is given by the following theorem.
Theorem 5.14. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n+1) =
{
4n
n∏
r=1
(2r − 1)!−2
}
· det(T2(r+s−1))1≤r,s≤n, (5.117)
where T2i is determined by (5.110).
Proof. Our analysis again deals with cn(u, k). Starting with (2.85), applying row operations and
(3.66), appealing to (4.19), and then utilizing both (5.9) and (5.11) we have the following compu-
tation.
H(2)n ({T2ν−2(q)}) (5.118)
= H(1)n ({T2ν(q)}) (5.119)
= H(1)n ({(−1)ν
z2ν+1k
4
· (cn)ν(k2)}) (5.120)
=
{
4−n
n∏
r=1
(2r − 1)!2
}
· z2n2+nkn2 (5.121)
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=
{
4−n
n∏
r=1
(2r − 1)!2
}
· (zk)n2zn(n+1) (5.122)
=
{
4−n
n∏
r=1
(2r − 1)!2
}
· ϑ2(0, q)2n
2
ϑ3(0, q)
2n(n+1). (5.123)
Equating (5.119) with (5.123) and then solving for ϑ2(0, q)
2n2ϑ3(0, q)
2n(n+1) yields (5.117). 
The n = 1 case of Theorem 5.14, when written as in (5.121), is given by [117, Eqn. (40.), Section
40].
Keeping in mind (2.88), the Maclaurin series expansions for cn(u, k) and sn(u, k) dn(u, k) in
(2.62) and (2.74), and the derivative formula for cn(u, k), it follows that Theorem 5.14 is equivalent
to the single H
(1)
n Hankel determinant theta function identity related to sn(u, k) dn(u, k).
In [184, pp. 331] Perron equates the Laplace transform of cn(u, k) with its C-fraction expansion
and Fourier series. This was just a convenient reference. No applications of this equality of all
three was given.
Applying the relation (5.105) to the left-hand-side of (5.117) immediately implies that
ϑ2(0, q
1/2)4n
2
ϑ3(0, q)
2n =
{
4n(n+1)
n∏
r=1
(2r − 1)!−2
}
· det(T2(r+s−1))1≤r,s≤n, (5.124)
where T2i is determined by (5.110).
We next utilize (5.18), with q 7→ q1/2, to rewrite the left-hand-side of (5.124). Some further
simplification then yields the following corollary.
Corollary 5.15. Let ϑ3(0, q) and △ (q) be defined by (1.1) and (5.17), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ3(0, q)
2n
△(q)(2n)
2
=
{
4−n(n−1)q−n(n−1)/2
n∏
r=1
(2r − 1)!−2
}
· det(T˜2(r+s−1))1≤r,s≤n, (5.125)
where T˜2i is defined by
T˜2i ≡ T˜2i(q) :=
∞∑
r=1
(2r − 1)2iqr−1
1 + q2r−1
, for i = 1, 2, 3, · · · . (5.126)
When viewed as a generating function in qN , (forN = 0, 1, 2, 3, · · · ), the left-hand-side of (5.125)
has an elegant combinatorial interpretation. Motivated by [6, pp. 506–508], the coefficient of qN
is the number of ways of writing N as a sum of 2n squares and (2n)2 triangular numbers. The
resulting expansion on the right-hand-side of (5.125) is just as simple as those in Corollary 5.12.
The n = 1 case of Corollary 5.15 is given by [21, Ex. (v), pp. 139].
We now consider the theta function identities related to dn(u, k). We start with the following
H
(1)
n theorem.
Theorem 5.16. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n−1)ϑ3(0, q)
2n2 =
{
4n
2
n−1∏
r=1
(2r)!−2
}
· det(N2(r+s−1)−2)1≤r,s≤n
(5.127a)
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+
{
4n
2−1
n−1∏
r=1
(2r)!−2
}
· det(N2(r+s))1≤r,s≤n−1,
(5.127b)
where N2i−2 is defined by
N2i−2 ≡ N2i−2(q) :=
∞∑
r=1
r2i−2qr
1 + q2r
, for i = 1, 2, 3, · · · . (5.128)
Proof. Our analysis deals with dn(u, k). Starting with (2.86) and (2.87), solving for
(−1)m(z2m+1/22m+2) · (dn)m(k2) for m ≥ 0, applying row operations, recalling (3.55), and simpli-
fying, leads to the following identity.
H(1)n ({N2ν−2(q)}) + 14H
(3)
n−1({N2ν−2(q)}) (5.129)
= H(0)n ({(−1)ν
z2ν+1
4ν+1
· (dn)ν(k2)})
= H(1)n ({(−1)ν−1
z2ν−1
4ν
· (dn)ν−1(k2)}). (5.130)
Next, applying row operations and (3.67) to (5.130), appealing to (4.2), and then utilizing both
(5.9) and (5.11) we obtain {
4−n
2
n−1∏
r=1
(2r)!2
}
· z2n2−nkn2−n (5.131)
=
{
4−n
2
n−1∏
r=1
(2r)!2
}
· (zk)n(n−1)zn2 (5.132)
=
{
4−n
2
n−1∏
r=1
(2r)!2
}
· ϑ2(0, q)2n(n−1)ϑ3(0, q)2n
2
. (5.133)
Equating (5.129) with (5.133) and then solving for ϑ2(0, q)
2n(n−1)ϑ3(0, q)
2n2 yields (5.127). 
The n = 1 case of Theorem 5.16, when written as in (5.131), is given by [117, Eqn. (4.), Section
40].
The n = 1 case of Theorem 5.16 is equivalent to Jacobi’s 2-squares identity in [21, Entry 8(i),
pp. 114]. To see this, note that the 0 × 0 determinant in (5.127b) is defined to be 1, and that
an elementary argument [21, pp. 115] involving geometric series and an interchange of summation
gives
∞∑
r=1
qr
1 + q2r
=
∞∑
r=1
(−1)r−1q2r−1
1− q2r−1 . (5.134)
Multiplying both sides of (5.127) by 4n
2
, it is immediate from (5.105) that the product side of
(5.127) can be written as ϑ2(0, q
1/2)4n
2
ϑ2(0, q)
−2n. Just as in (5.116), this form is much closer to
[151, Appendix I].
The singleH
(2)
n Hankel determinant identity related to dn(u, k) is given by the following theorem.
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Theorem 5.17. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n+1)ϑ3(0, q)
2n2 =
{
4n(n+1)
n∏
r=1
(2r − 1)!−2
}
· det(N2(r+s−1))1≤r,s≤n, (5.135)
where N2i is determined by (5.128).
Proof. Our analysis again deals with dn(u, k). Starting with (2.86), applying row operations and
(3.66), appealing to (4.20), and then utilizing both (5.9) and (5.11) we have the following compu-
tation.
H(2)n ({N2ν−2(q)}) (5.136)
= H(1)n ({N2ν(q)}) (5.137)
= H(1)n ({(−1)ν
z2ν+1
4ν+1
· (dn)ν(k2)}) (5.138)
=
{
4−n(n+1)
n∏
r=1
(2r − 1)!2
}
· z2n2+nkn2+n (5.139)
=
{
4−n(n+1)
n∏
r=1
(2r − 1)!2
}
· (zk)n(n+1)zn2 (5.140)
=
{
4−n(n+1)
n∏
r=1
(2r − 1)!2
}
· ϑ2(0, q)2n(n+1)ϑ3(0, q)2n
2
. (5.141)
Equating (5.137) with (5.141) and then solving for ϑ2(0, q)
2n(n+1)ϑ3(0, q)
2n2 yields (5.135). 
The n = 1 case of Theorem 5.17, when written as in (5.139), is given by [117, Eqn. (42.), Section
40]. See also [21, Entry 17(ii), pp. 138].
Keeping in mind (2.89), the Maclaurin series expansions for dn(u, k) and sn(u, k) cn(u, k) in
(2.63) and (2.75), and the derivative formula for dn(u, k), it follows that Theorem 5.17 is equivalent
to the single H
(1)
n Hankel determinant theta function identity related to sn(u, k) cn(u, k).
Applying the relation (5.105) to the left-hand-side of (5.135) immediately implies that
ϑ2(0, q
1/2)4n
2
ϑ2(0, q)
2n =
{
4n(2n+1)
n∏
r=1
(2r − 1)!−2
}
· det(N2(r+s−1))1≤r,s≤n, (5.142)
where N2i is determined by (5.128).
We next utilize (5.18), with q 7→ q1/2, to rewrite the left-hand-side of (5.142). Some further
simplification then yields the following corollary.
Corollary 5.18. Let △(q) be defined by (5.17). Let n = 1, 2, 3, · · · . We then have
△(q)(2n)
2
△(q2)2n =
{
q−n(n+1)/2
n∏
r=1
(2r − 1)!−2
}
· det(N2(r+s−1))1≤r,s≤n, (5.143)
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where N2i is determined by (5.128).
Analogous to (5.125), the coefficient of qN in (5.143) is the number of ways of writing N as a
sum of (2n)2 triangular numbers and 2n doubles of triangular numbers.
By considering quotients of our theta function identities related to a given Jacobi elliptic function
and its derivative, or equivalently, to the pairs of H
(1)
n and H
(2)
n identities, we are able to write
ϑ2(0, q)
4n and ϑ3(0, q)
4n as a quotient of n × n determinants of Lambert series. To obtain such
an identity for ϑ2(0, q)
4n, divide (5.135) by (5.127). (Here, the denominator will involve a sum of
two determinants.) The quotient of determinants identities for ϑ3(0, q)
4n are simpler. The first
two identities for ϑ3(0, q)
4n are obtained by either dividing (5.75) by (5.54), or (5.117) by (5.109).
The third results by dividing the q 7→ −q cases of (5.37) by (5.20). Equating pairs of these three
quotients of determinants gives three determinant identities. Finally, equating the n 7→ n2 case of
each of the three quotient of determinants identities for ϑ3(0, q)
4n with the q 7→ −q case of (5.20)
yields three more interesting determinantal identities involving Lambert series. Each of these last
three identities equates a quotient of n2×n2 determinants to the product of an n×n determinant
and a certain constant.
For convenience and future reference we now extract from the above analysis in this section
our generalization to infinite families of all 21 of Jacobi’s [117, Sections 40, 41, 42] explicitly
stated degree 2, 4, 6, 8 Lambert series expansions of classical theta functions. We follow Jacobi in
expressing everything in terms of the elliptic function parameters z, k, and q. For three of our
identities we need the additional Lambert series defined by
Ĉ2m−1(q) : =
∞∑
r=1
(2r − 1)2m−1(−1)rqr− 12
1 + q2r−1
, (5.144)
T̂2m−2(q) : =
∞∑
r=1
(2r − 1)2m−2(−1)rqr− 12
1− q2r−1 . (5.145)
We have the following theorem.
Theorem 5.19. Let z := 2K(k)/π ≡ 2K/π, as in (2.1), with k the modulus. Take k′ := √1− k2
and q as in (2.4). Let the Bernoulli numbers Bn and Euler numbers En be defined by (2.60) and
(2.61), respectively. Take U2m−1(−q), G2m+1(−q), R2m−2(q), C2m−1(q), D2m+1(q), T2m−2(q),
N2m(q), and N0(q) to be the Lambert series in Theorem 2.4. Let Ĉ2m−1(q) and T̂2m−2(q) be the
Lambert series in (5.144) and (5.145), respectively. Take H
(m)
n ({cν}) to be the n× n determinants
in Definition 3.3. Let n = 1, 2, 3, · · · . We then have the following expansions.
kn
2−nz2n
2−n =
{
4n
2
n−1∏
r=1
(2r)!−2
}
·H(1)n ({N2ν−2(q)}) (5.146a)
+
{
4n
2−1
n−1∏
r=1
(2r)!−2
}
·H(3)n−1({N2ν−2(q)}), (5.146b)
(k′)
n2−n
z2n
2−n =
{
(−1)n4n
n−1∏
r=1
(2r)!−2
}
·
H(1)n ({R2ν−2(−q)− (−1)ν−1 · 14 · |E2ν−2|}), (5.147)
kn
2
z2n
2−n =
{
4n
n−1∏
r=1
(2r)!−2
}
·H(1)n ({T2ν−2(q)}), (5.148)
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kn
2
(k′)
n2−n
z2n
2−n =
{
(−1)n(n+1)/24n
n−1∏
r=1
(2r)!−2
}
·H(1)n ({T̂2ν−2(q)}), (5.149)
(k′)
n2
z2n
2−n =
{
(−1)n4n
n−1∏
r=1
(2r)!−2
}
·
H(1)n ({R2ν−2(q)− (−1)ν−1 · 14 · |E2ν−2|}), (5.150)
kn
2−n(k′)
n2
z2n
2−n =
{
(−1)n(n−1)/24n2
n−1∏
r=1
(2r)!−2
}
·H(1)n ({N2ν−2(−q)})
(5.151a)
+
{
(−1)n(n−1)/24n2−1
n−1∏
r=1
(2r)!−2
}
·H(3)n−1({N2ν−2(−q)}),
(5.151b)
(k′)
n2/2
(1 + k′)n
2−nz2n
2−n =
{
(−1)n2n(n+1)
n−1∏
r=1
(2r)!−2
}
·
H(1)n ({R2ν−2(q2)− (−1)ν−1 · 14 · |E2ν−2|}), (5.152)
z2n
2
=
{
(−1)n22n2+n
2n−1∏
r=1
(r!)−1
}
·
H(1)n ({U2ν−1(−q)− (−1)ν−1
(22ν − 1)
4ν
· |B2ν |}), (5.153)
(kz)2n
2
=
{
4n(n+1)
2n−1∏
r=1
(r!)−1
}
·H(1)n ({C2ν−1(q)}), (5.154)
(k′z)2n
2
=
{
(−1)n22n2+n
2n−1∏
r=1
(r!)−1
}
·
H(1)n ({U2ν−1(q)− (−1)ν−1
(22ν − 1)
4ν
· |B2ν |}), (5.155)
(kk′)n
2
z2n
2
=
{
(−1)n(n+1)/24n
2n−1∏
r=1
(r!)−1
}
·H(1)n ({Ĉ2ν−1(q)}), (5.156)
(k′)n
2
z2n
2
=
{
(−1)n22n2+n
2n−1∏
r=1
(r!)−1
}
·
H(1)n ({U2ν−1(q2)− (−1)ν−1
(22ν − 1)
4ν
· |B2ν |}), (5.157)
kn
2
z2n
2
=
{
4n
2n−1∏
r=1
(r!)−1
}
·H(1)n ({C2ν−1(
√
q)}), (5.158)
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kn
2
z2n
2+n =
{
4n
n∏
r=1
(2r − 1)!−2
}
·H(1)n ({T2ν(q)}), (5.159)
(k′)n
2
z2n
2+n =
{
4n
n∏
r=1
(2r − 1)!−2
}
·
H(1)n ({R2ν(q)− (−1)ν · 14 · |E2ν |}), (5.160)
kn
2+nz2n
2+n =
{
4n(n+1)
n∏
r=1
(2r − 1)!−2
}
·H(1)n ({N2ν(q)}), (5.161)
kn
2
(k′)n
2+nz2n
2+n =
{
(−1)n(n+1)/24n
n∏
r=1
(2r − 1)!−2
}
·H(1)n ({T̂2ν(q)}), (5.162)
(k′)n
2+nz2n
2+n =
{
4n
n∏
r=1
(2r − 1)!−2
}
·
H(1)n ({R2ν(−q)− (−1)ν · 14 · |E2ν |}), (5.163)
kn
2+n(k′)n
2
z2n
2+n =
{
(−1)n(n+1)/24n(n+1)
n∏
r=1
(2r − 1)!−2
}
·
H(1)n ({N2ν(−q)}), (5.164)
kn
2+nz2n
2+2n =
{
22n
2+3n
2n∏
r=1
(r!)−1
}
·H(1)n ({D2ν+1(q)}), (5.165)
kn
2+n(k′)n
2+nz2n
2+2n =
{
(−1)n(n+1)/222n2+3n
2n∏
r=1
(r!)−1
}
·
H(1)n ({D2ν+1(−q)}), (5.166)
(kz)2n
2+2n =
{
24n
2+5n
2n∏
r=1
(r!)−1
}
·H(1)n ({D2ν+1(q2)}), (5.167)
(k′z)2n
2+2n =
{
22n
2+3n
2n∏
r=1
(r!)−1
}
·
H(1)n ({G2ν+1(q)− (−1)ν
(22ν+2 − 1)
4(ν + 1)
· |B2ν+2|}), (5.168)
z2n
2+2n =
{
22n
2+3n
2n∏
r=1
(r!)−1
}
·
H(1)n ({G2ν+1(−q)− (−1)ν
(22ν+2 − 1)
4(ν + 1)
· |B2ν+2|}). (5.169)
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Proof. Ten of the identities in (5.146)–(5.169) are immediate from the above analysis in this section.
In particular, (5.146), (5.148), (5.150), (5.153), (5.154), (5.159), (5.160), (5.161), (5.165), (5.169)
are just (5.129) and (5.131), (5.111) and (5.113), (5.58) and (5.60), (5.24) and (5.26), (5.97) and
(5.99), (5.119) and (5.121), (5.78) and (5.80), (5.137) and (5.139), (5.101) and (5.103), (5.41) and
(5.43), respectively.
Equation (5.158) results from applying the Gauß transformation (q 7→ √q, kz 7→ 2√kz) to
(5.154).
Equations (5.147), (5.149), (5.151), (5.155), (5.156), (5.162), (5.163), (5.164), (5.166), (5.168)
follow by applying Jacobi’s transformation (q 7→ −q, k′z 7→ z, z 7→ k′z, kz 7→ ikz) to equations
(5.150), (5.148), (5.146), (5.153), (5.158), (5.159), (5.160), (5.161), (5.165), (5.169), respectively.
Finally, equations (5.152), (5.157), (5.167) follow by applying Landen’s transformation (q 7→ q2,
k′z 7→ √k′z, z 7→ 1+k′2 z, kz 7→ 1−k
′
2 z) to equations (5.150), (5.155), and (5.165), respectively. 
We have listed the identities in Theorem 5.19 in the order in which their n = 1 cases appear in
[117]. Both (5.146) and (5.147), (5.148) and (5.149), (5.150) and (5.151), generalize, respectively,
[117, Eqn. (4.) (see also (30.)), Eqn. (5.) (see also (31.)), Eqn. (6.) (see also (32.)), Section 40].
Equations (5.152)–(5.169) generalize (in order) the following equations in [117]: (7.)–(13.) (see
also (33.)–(39.)), (40.)–(45.), of Section 40; (3.)–(5.), of Section 41; (7.), (8.) of Section 42.
The power 4n(n+1) in (5.37), and powers 2n2+n and 2n2−n of z in Theorem 5.19 also occur
as the powers of η(q) in Macdonald’s expansions corresponding to Aℓ (ℓ ≥ 1) (take ℓ = 2n here),
Bℓ (ℓ ≥ 3), Cℓ (ℓ ≥ 2), BCℓ (ℓ ≥ 1), and Dℓ (ℓ ≥ 4). These expansions with powers ℓ2+2ℓ, 2ℓ2+ℓ,
2ℓ2 + ℓ, 2ℓ2 − ℓ, and 2ℓ2 − ℓ, can be found in pages 134–135 (eq. (6)(a)-(b)), 135 (eq. (6)(a)), 136
(eq. (6)), 137–138 (eq. (6)(c)), and 138 (eq. (6)), respectively, of [151].
Just after equation (45.) in Section 40 of [117], Jacobi described how to immediately obtain
Lambert series expansions for z3, (kz)3, and (k′z)3. The coefficient of qN in these expansions
quickly leads to elegant formulas for counting the number of ways that N can be represented as
a sum of 6 squares, and also as a sum of 6 triangular numbers. Later, Smith obtained both the
analytic and combinatorial formulas for 2, 4, 6, 8 squares and triangles in [212, Section 127, pp.
306–311]. See also [213, pp. 206] for a discussion of the 6 and 8 squares work of Jacobi, Eisenstein,
and M. Liouville. Glaisher derived the elliptic function and combinatorial formulations of the 6
squares and 6 triangles results in [86, pp. 9–10]. More recent derivations of the 6 squares formulas
can be found in Ramanujan [193, Eqns. (135), (136), (145)–(147), Table VI. (entry 1), pp. 158–
159], K. Ananda-Rau [3, pp. 86], Carlitz [37], Grosswald [94, Eqn. (9.19), pp. 121], Hardy and
Wright [102, pp. 314–315], Kac and Wakimoto [120, Eqn. (0.3), pp. 416; Ex. 5.2, pp. 444], and
Nathanson [182, pp. 424; Section 14.5, pp. 436–440]. Several more recent derivations of the 6
triangles formulas appear in Ramanujan [194, Eqn. (3.23) (Lambert series version), pp. 356], Kac
and Wakimoto [120, Ex. 5.2, pp. 444], Ono, Robins, and Wahl [183, Theorem 4, pp. 81], Berndt
[24, Entry 6 (Lambert series version); Corollary 6.2 (arithmetical formula)], Andrews and Berndt
[7], and Huard, Ou, Spearman, and Williams [108, Theorem 11, Section 6].
Motivated by Jacobi and Glaisher’s treatment of the 6 squares and triangles formulas we next
set n = 2 in equations (5.146)–(5.151) of Theorem 5.19 and then derive elegant new Lambert series
expansions for z6, k2z6, k4z6, and (kz)6, which do not use cusp forms. We have the following
theorem.
Theorem 5.20. Let z := 2K(k)/π ≡ 2K/π, as in (2.1), with k the modulus. Take q as in (2.4).
Let T2m−2(q), T̂2m−2(q), N2m−2(q), and R2m−2(−q) be the Lambert series determined by (2.85),
(5.145), (2.86) and (2.87), and (2.82), respectively.We then have the following expansions.
(kz)6 = 4det
∣∣∣∣∣∣
T0(q) T2(q)
T2(q) T4(q)
∣∣∣∣∣∣+ 4det
∣∣∣∣∣∣
T̂0(q) T̂2(q)
T̂2(q) T̂4(q)
∣∣∣∣∣∣ , (5.170)
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k4z6 = 4det
∣∣∣∣∣∣
T0(q) T2(q)
T2(q) T4(q)
∣∣∣∣∣∣ , (5.171)
k2z6 = 42N4(q) + 4
3 det
∣∣∣∣∣∣
N0(q) N2(q)
N2(q) N4(q)
∣∣∣∣∣∣ , (5.172)
z6 = 42N4(q) + 4
3 det
∣∣∣∣∣∣
N0(q) N2(q)
N2(q) N4(q)
∣∣∣∣∣∣+
1
4 det
∣∣∣∣∣∣
4R0(−q)− 1 4R2(−q) + 1
4R2(−q) + 1 4R4(−q)− 5
∣∣∣∣∣∣ . (5.173)
Proof. Equations (5.172) and (5.171) are the n = 2 cases of (5.146) and (5.148), respectively.
Equation (5.170) is immediate from subtracting the n = 2 case of (5.149) from (5.171). Equation
(5.173) results from adding the n = 2 case of (5.147) to (5.172). 
Equations (5.170) and (5.173) can be viewed as additional two-dimensional generalizations of
Jacobi’s 2 triangles and 2 squares results in [117, Eqns. (5.) and (4.), Section 40]. Furthermore,
(5.170) and (5.173) are not the same as the classical results of Liouvllle [144], [150, (setting for
number theory publications), pp. 227–230; (list of number theory publications), pp. 805–812], [56,
pp. 306], and Glaisher [86, pp. 36], [87, pp. 201–202], or the more recent treatments of Ramanujan
[193, Eqns. (135), (136), (145)–(147), Table VI. (entry 2), pp. 158–159], Lomadze [147, Theorem
6, pp. 264], Gundlach [95, pp. 196], Grosswald [94, Eqn. (9.19), pp. 121], Kac and Wakimoto
[120, m = 2 case of Ex. 5.3, pp. 444], and Ono, Robins, and Wahl [183, Theorem 7, pp. 85]. Note
that Theorem 7 of [183, pp. 85] and its resulting congruence mod 256 also appears at the very end
of Section 61 of Glaisher’s article [86, pp. 37].
In order to generalize the above classical work of Jacobi, Glaisher, and Ramanujan from 6
squares and 6 triangles to 20 squares and 20 triangles we first set n = 2 in the 6 equations (5.159)–
(5.164) of Theorem 5.19 and then derive the Lambert series expansions for z10, k2z10, k4z10, k6z10,
k8z10, and (kz)10 in the following theorem.
Theorem 5.21. Let z := 2K(k)/π ≡ 2K/π, as in (2.1), with k the modulus. Take q as in (2.4).
Let T2m−2(q), T̂2m−2(q), N2m−2(q), and R2m−2(q) be the Lambert series determined by (2.85),
(5.145), (2.86) and (2.87), and (2.82), respectively.We then have the following expansions.
(kz)10 = 2
10
3
det
∣∣∣∣∣∣
N2(q) N4(q)
N4(q) N6(q)
∣∣∣∣∣∣− det
∣∣∣∣∣∣
N2(−q) N4(−q)
N4(−q) N6(−q)
∣∣∣∣∣∣

− 2332
det
∣∣∣∣∣∣
T2(q) T4(q)
T4(q) T6(q)
∣∣∣∣∣∣+ det
∣∣∣∣∣∣
T̂2(q) T̂4(q)
T̂4(q) T̂6(q)
∣∣∣∣∣∣
 , (5.174)
k8z10 = 2
10
32
2 det
∣∣∣∣∣∣
N2(q) N4(q)
N4(q) N6(q)
∣∣∣∣∣∣− det
∣∣∣∣∣∣
N2(−q) N4(−q)
N4(−q) N6(−q)
∣∣∣∣∣∣

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− 2232
det
∣∣∣∣∣∣
T2(q) T4(q)
T4(q) T6(q)
∣∣∣∣∣∣+ det
∣∣∣∣∣∣
T̂2(q) T̂4(q)
T̂4(q) T̂6(q)
∣∣∣∣∣∣
 , (5.175)
k6z10 = 2
10
32
det
∣∣∣∣∣∣
N2(q) N4(q)
N4(q) N6(q)
∣∣∣∣∣∣ , (5.176)
k4z10 = 2
2
32
det
∣∣∣∣∣∣
T2(q) T4(q)
T4(q) T6(q)
∣∣∣∣∣∣ , (5.177)
k2z10 = 2
3
32 det
∣∣∣∣∣∣
T2(q) T4(q)
T4(q) T6(q)
∣∣∣∣∣∣− 21032 det
∣∣∣∣∣∣
N2(q) N4(q)
N4(q) N6(q)
∣∣∣∣∣∣
+ 1
62
det
∣∣∣∣∣∣
4R2(q) + 1 4R4(q)− 5
4R4(q)− 5 4R6(q) + 61
∣∣∣∣∣∣
− det
∣∣∣∣∣∣
4R2(−q) + 1 4R4(−q)− 5
4R4(−q)− 5 4R6(−q) + 61
∣∣∣∣∣∣
 , (5.178)
z10 = 2
2
3 det
∣∣∣∣∣∣
T2(q) T4(q)
T4(q) T6(q)
∣∣∣∣∣∣− 21132 det
∣∣∣∣∣∣
N2(q) N4(q)
N4(q) N6(q)
∣∣∣∣∣∣
+ 1
18
32 det
∣∣∣∣∣∣
4R2(q) + 1 4R4(q)− 5
4R4(q)− 5 4R6(q) + 61
∣∣∣∣∣∣
− det
∣∣∣∣∣∣
4R2(−q) + 1 4R4(−q)− 5
4R4(−q)− 5 4R6(−q) + 61
∣∣∣∣∣∣
 . (5.179)
Proof. Let α1, α2, α3, α4, α5, α6 denote the n = 2 cases, respectively, of equations (5.159),
(5.160), (5.161), (5.162), (5.163), and (5.164). Then, equations (5.176) and (5.177) are α3 and
α1, respectively. Equation (5.175) is (−α1 + 2α3 + α4 + α6). Equation (5.174) results from
(−2α1 + 2α4 + 3α3 + 3α6). Equation (5.178) follows from (2α1 + α2 − α3 − α5). Finally, equation
(5.179) is a consequence of (3α1 + 3α2 − 2α3 − 2α5). 
The formula for z10 in (5.179) is not the same as the classical formulas of Ramanujan [193,
Eqns. (135), (136), (145)–(147), Table VI. (entry 5), pp. 158–159], Rankin [201], and Lomadze
[147, Theorem 7, pp. 266]. Furthermore, it appears likely that the Schur function expansion in
Theorem 6.7 applied to the determinants on the right-hand-side of (5.174) will lead to a proof of
the m = 2 case of Conjecture 5.1 in [120, pp. 445]. The equivalence should be nontrivial.
We have developed many more consequences of Theorem 5.19. This work will appear elsewhere.
We next survey our χn determinant identities. The derivation of several of these identities
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requires the simplification
∞∑
r=1
(2r − 1)q2r−1
1− q2r−1 =
∞∑
r=1
rqr
1 + qr
. (5.180)
Equation (5.180) is the x 7→ √q case of the identity at the top of page 34 of [94]. Apply the
partial fraction qr/(1 + qr) = qr/(1− qr) − 2q2r/(1− q2r) termwise to the right-hand-side, and
then cancell the even index terms. This simplification came up in the context of some Lambert
series identities of Ramanujan.
We also need the observation that the proof of Lemma 5.1 immediately implies that equation
(5.3) remains valid if Hankel determinants are replaced by χn determinants. That is, we have the
following lemma.
Lemma 5.22. Let v1, . . . , v2n and w1, . . . , w2n be indeterminate, and let n = 1, 2, 3, · · · . Suppose
that χn({wν}) and χn({vν}) are the determinants of the n × n square matrices given by (3.56),
with the n = 1 cases equal to w2 and v2, respectively. Let Mn,S be the n×n matrix whose i-th row
is
vi + wi, vi+1 + wi+1, · · · , vi+n−2 + wi+n−2, vi+n + wi+n, if i ∈ S,
and vi, vi+1, · · · , vi+n−2, vi+n, if i /∈ S. (5.181)
Then χn({wν}) =
∑
∅⊆S⊆In
(−1)n−‖S‖ det(Mn,S) (5.182)
= (−1)nχn({vν}) +
n∑
p=1
(−1)n−p
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S). (5.183)
We first have the following theorem.
Theorem 5.23. Let ϑ3(0,−q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then have
ϑ3(0,−q)4n
2
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
=
{
(−1)n−122n2+n+1 3
n(4n2−1)
2n−1∏
r=1
(r!)−1
}
· χn({gν}), (5.184)
where χn({gν}) is the determinant of the n× n matrix whose i-th row is
gi, gi+1, · · · , gi+n−2, gi+n, for i = 1, 2, · · · , n, (5.185)
where gi := U2i−1 − ci, (5.186)
when n ≥ 2. If n = 1, then χ1({gν}) equals g2 = U3 − c2. The U2i−1 and ci are defined by (5.22)
and (5.23), respectively, with B2i the Bernoulli numbers defined by (2.60).
Proof. Our analysis deals with sc(u, k) dn(u, k). Starting with (2.80), applying row operations
and (3.68), appealing to (4.52), and then utilizing both (5.9) and (5.15) we have the following
computation.
χn({U2ν−1(−q)− (−1)ν−1 (2
2ν − 1)
4ν
· |B2ν |}) (5.187)
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= χn({(−1)ν z
2ν
22ν+1
· (sd/c)ν(k2)}) (5.188)
=
{
(−1)n−12−(2n2+n+1) n(4n2−1)3 (1− 2k2)
2n−1∏
r=1
r!
}
· z2n2+2 (5.189)
=
{
(−1)n−12−(2n2+n+1) n(4n2−1)3
2n−1∏
r=1
r!
}
· ϑ3(0, q)4n
2
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]
. (5.190)
Replacing q by −q in (5.187) and (5.190) and then using (5.180) gives
χn({U2ν−1(q)− (−1)ν−1 (2
2ν − 1)
4ν
· |B2ν |}) (5.191a)
=
{
(−1)n−12−(2n2+n+1) n(4n2−1)3
2n−1∏
r=1
r!
}
(5.191b)
· ϑ3(0,−q)4n
2
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
. (5.191c)
Solving for (5.191c) in (5.191) yields (5.184). 
Lemma 5.22 and Theorem 5.23 lead to the χn determinant sum identity in the following theorem.
Theorem 5.24. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n
2
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
=1 +
n∑
p=1
(−1)p−122n2+n+1 3
n(4n2−1)
2n−1∏
r=1
(r!)−1
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S), (5.192)
where ϑ3(0,−q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
U2i−1, U2(i+1)−1, · · · , U2(i+n−2)−1, U2(i+n)−1, if i ∈ S,
and ci, ci+1, · · · , ci+n−2, ci+n, if i /∈ S, (5.193)
when n ≥ 2. If n = 1, then Mn,S is the 1× 1 matrix
(U3), since S = {1} and 1 ∈ S. (5.194)
The U2i−1 and ci are defined by (5.22) and (5.23), respectively, with B2i the Bernoulli numbers
defined by (2.60).
Proof. Specialize vi and wi in equation (5.183) of Lemma 5.22 as in (5.31) and (5.32), respectively.
Recall (5.33).
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Equating (5.188) and (5.190) it is immediate that
χn({wν}) =
{
(−1)n−12−(2n2+n+1) n(4n2−1)3
2n−1∏
r=1
r!
}
· ϑ3(0, q)4n
2
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]
. (5.195)
From (4.60) we have
χn({vν}) = −n(4n
2−1)
3 2
−(2n2+n+1)
2n−1∏
r=1
r!. (5.196)
Equation (5.192) is now a direct consequence of applying the determinant evaluations in (5.195)
and (5.196), replacing q by −q, using (5.180), and then multiplying both sides of the resulting
transformation of (5.183) by
(−1)n−122n2+n+1 3n(4n2−1)
2n−1∏
r=1
(r!)−1, (5.197)
and simplifying. 
The process of “obtaining a formula by duplication” from [21, pp. 125] applied to the n = 1
case of Theorem 5.24 gives the identity in [258, Eqn. (4) of Table 1(x), pp. 201]. The n = 2 case
of Theorem 5.24 immediately leads to
ϑ3(0,−q)16
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
= 1− 815 [17U1 + 4U3 − 2U5 − 4U7]
− 256
15
[U1U7 − U3U5] , (5.198)
where U2i−1 is defined by (5.22), and ϑ3(0,−q) is determined by (1.1).
We next have the following theorem.
Theorem 5.25. Let ϑ3(0,−q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then have
ϑ3(0,−q)4n(n+1)
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
=
{
(−1)22n2+3n 3n(n+1)(2n+1)
2n∏
r=1
(r!)−1
}
· χn({gν}), (5.199)
where χn({gν}) is the determinant of the n× n matrix whose i-th row is
gi, gi+1, · · · , gi+n−2, gi+n, for i = 1, 2, · · · , n, (5.200)
where gi := G2i+1 − ai, (5.201)
when n ≥ 2. If n = 1, then χ1({gν}) equals g2 = G5 − a2. The G2i+1 and ai are defined by (5.39)
and (5.40), respectively, with B2i+2 the Bernoulli numbers defined by (2.60).
Proof. Our analysis deals with sc2(u, k) dn2(u, k). Starting with (2.81), applying row operations
and (3.68), appealing to (4.54), and then utilizing both (5.9) and (5.15) we have the following
computation.
χn({G2ν+1(−q)− (−1)ν (2
2ν+2 − 1)
4(ν + 1)
· |B2ν+2|}) (5.202)
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= χn({(−1)ν−1z
2ν+2
22ν+3
· (s2d2/c2)ν(k2)}) (5.203)
=
{
−2−(2n2+3n) n(n+1)(2n+1)3 (1− 2k2)
2n∏
r=1
r!
}
· z2n2+2n+2 (5.204)
=
{
−2−(2n2+3n) n(n+1)(2n+1)3
2n∏
r=1
r!
}
· ϑ3(0, q)4n(n+1)
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]
. (5.205)
Replacing q by −q in (5.202) and (5.205) and then using (5.180) gives
χn({G2ν+1(q)− (−1)ν (2
2ν+2 − 1)
4(ν + 1)
· |B2ν+2|}) (5.206a)
=
{
−2−(2n2+3n) n(n+1)(2n+1)3
2n∏
r=1
r!
}
(5.206b)
· ϑ3(0,−q)4n(n+1)
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
. (5.206c)
Solving for (5.206c) in (5.206) yields (5.199). 
Lemma 5.22 and Theorem 5.25 lead to the χn determinant sum identity in the following theorem.
Theorem 5.26. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n(n+1)
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
=1 +
n∑
p=1
(−1)n−p+122n2+3n 3
n(n+1)(2n+1)
2n∏
r=1
(r!)−1
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S), (5.207)
where ϑ3(0,−q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
G2i+1, G2(i+1)+1, · · · , G2(i+n−2)+1, G2(i+n)+1, if i ∈ S,
and ai, ai+1, · · · , ai+n−2, ai+n, if i /∈ S, (5.208)
when n ≥ 2. If n = 1, then Mn,S is the 1× 1 matrix
(G5), since S = {1} and 1 ∈ S. (5.209)
The G2i+1 and ai are defined by (5.39) and (5.40), respectively, with B2i+2 the Bernoulli numbers
defined by (2.60).
Proof. Specialize vi and wi in equation (5.183) of Lemma 5.22 as in (5.48) and (5.49), respectively.
Recall (5.50).
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Equating (5.203) and (5.205) it is immediate that
χn({wν}) =
{
−2−(2n2+3n) n(n+1)(2n+1)
3
2n∏
r=1
r!
}
· ϑ3(0, q)4n(n+1)
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]
. (5.210)
From (4.61) we have
χn({vν}) = (−1)n−1 · n(n+1)(2n+1)3 2−(2n
2+3n)
2n∏
r=1
r!. (5.211)
Equation (5.207) is now a direct consequence of applying the determinant evaluations in (5.210)
and (5.211), replacing q by −q, using (5.180), and then multiplying both sides of the resulting
transformation of (5.183) by
−22n2+3n 3n(n+1)(2n+1)
2n∏
r=1
(r!)−1, (5.212)
and simplifying. 
The process of “obtaining a formula by duplication” from [21, pp. 125] applied to the n = 1
case of Theorem 5.26 gives the identity in [258, Eqn. (5) of Table 1(ii), pp. 197]. The n = 2 case
of Theorem 5.26 immediately leads to
ϑ3(0,−q)24
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
= 1 + 8
45
[124G3 + 17G5 − 4G7 − 2G9]
− 25645 [G3G9 −G5G7] , (5.213)
where G2i+1 is defined by (5.39), and ϑ3(0,−q) is determined by (1.1).
We next have the following theorem.
Theorem 5.27. Let ϑ3(0,−q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then have
ϑ3(0, q)
2n(n−1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
=
{
(−1)n−122n 3n(2n−1)
n−1∏
r=1
(2r)!−2
}
· χn({gν}), (5.214)
where χn({gν}) is the determinant of the n× n matrix whose i-th row is
gi, gi+1, · · · , gi+n−2, gi+n, for i = 1, 2, · · · , n, (5.215)
where gi := R2i−2 − bi, (5.216)
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when n ≥ 2. If n = 1, then χ1({gν}) equals g2 = R2 − b2. The R2i−2 and bi are defined by (5.56)
and (5.57), respectively, with E2i−2 the Euler numbers defined by (2.61).
Proof. Our analysis deals with nc(u, k). Starting with (2.82), applying row operations and (3.69),
appealing to (4.48), and then utilizing (5.9), (5.10), (5.14), and (5.15) we have the following
computation.
χn({R2ν−2(q)− (−1)ν−1 · 14 · |E2ν−2|}) (5.217)
= χn({(−1)ν z
2ν−1
4
√
1− k2 · (nc)ν−1(k2)}) (5.218)
=
{
(−1)n−12−2n n(2n−1)3
n−1∏
r=1
(2r)!2
}
· (1− k2)n2/2 [2n(2− k2)− (1− 2k2)] z2n2−n+2 (5.219)
=
{
(−1)n−12−2n n(2n−1)
3
n−1∏
r=1
(2r)!2
}
(5.220a)
· ϑ3(0, q)2n(n−1)ϑ3(0,−q)2n
2
(5.220b)
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
. (5.220c)
Equating (5.217) with (5.220) and then solving for (5.220b)–(5.220c) yields (5.214). 
Noting that [
2n(2− k2)− (1− 2k2)] = [(2n+ 1) + 2(n− 1)(1− k2)] , (5.221)
and recalling (5.9) and (5.10), it is sometimes useful to rewrite (5.220c) as[
(2n+ 1)ϑ3(0, q)
4 + 2(n− 1)ϑ3(0,−q)4
]
. (5.222)
Lemma 5.22 and Theorem 5.27 lead to the χn determinant sum identity in the following theorem.
Theorem 5.28. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n−1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
=(4n− 1) +
n∑
p=1
(−1)p−122n 3n(2n−1)
n−1∏
r=1
(2r)!−2
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S), (5.223)
where ϑ3(0,−q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
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R2i−2, R2(i+1)−2, · · · , R2(i+n−2)−2, R2(i+n)−2, if i ∈ S,
and bi, bi+1, · · · , bi+n−2, bi+n, if i /∈ S, (5.224)
when n ≥ 2. If n = 1, then Mn,S is the 1× 1 matrix
(R2), since S = {1} and 1 ∈ S. (5.225)
The R2i−2 and bi are defined by (5.56) and (5.57), respectively, with E2i−2 the Euler numbers
defined by (2.61).
Proof. Specialize vi and wi in equation (5.183) of Lemma 5.22 as in (5.68) and (5.69), respectively.
Recall (5.70).
Equating (5.218) and (5.220) it is immediate that
χn({wν}) =
{
(−1)n−12−2n n(2n−1)
3
n−1∏
r=1
(2r)!2
}
· ϑ3(0, q)2n(n−1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
. (5.226)
From (4.62) we have
χn({vν}) = −n(2n−1)(4n−1)3 2−2n
n−1∏
r=1
(2r)!2. (5.227)
Equation (5.223) is now a direct consequence of applying the determinant evaluations in (5.226)
and (5.227), and then multiplying both sides of the resulting transformation of (5.183) by
(−1)n−122n 3
n(2n−1)
n−1∏
r=1
(2r)!−2, (5.228)
and simplifying. 
The n = 1 case of Theorem 5.28, rewritten using (5.222), gives the identity in [258, Eqn. (4) of
Table 1(xiv), pp. 203]. Similarly, the n = 2 case of Theorem 5.28 immediately leads to
ϑ3(0, q)
4ϑ3(0,−q)8
[
5ϑ3(0, q)
4 + 2ϑ3(0,−q)4
]
=7− 1
2
[61R0 + 5R2 −R4 −R6]− 2 [R0R6 −R2R4] , (5.229)
where R2i−2 is defined by (5.56), and ϑ3(0,−q) is determined by (1.1).
We next have the following theorem.
Theorem 5.29. Let ϑ3(0,−q) be determined by (1.1), and let n = 1, 2, 3, · · · . We then have
ϑ3(0, q)
2n(n+1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
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=
{
−22n 3
n(2n+1)
n∏
r=1
(2r − 1)!−2
}
· χn({gν}), (5.230)
where χn({gν}) is the determinant of the n× n matrix whose i-th row is
gi, gi+1, · · · , gi+n−2, gi+n, for i = 1, 2, · · · , n, (5.231)
where gi := R2i − bi+1, (5.232)
when n ≥ 2. If n = 1, then χ1({gν}) equals g2 = R4 − b3. The R2i and bi+1 are determined by
(5.56) and (5.57), respectively, with E2i the Euler numbers defined by (2.61).
Proof. Our analysis deals with sc(u, k) dc(u, k). Starting with (2.90), applying row operations and
(3.68), appealing to (4.49), and then utilizing (5.9), (5.10), (5.14), and (5.15) we have the following
computation.
χn({R2ν(q)− (−1)ν · 14 · |E2ν |}) (5.233)
= χn({(−1)ν+1 z
2ν+1
4
√
1− k2 · (sd/c2)ν(k2)}) (5.234)
=
{
−2−2n n(2n+1)
3
n∏
r=1
(2r − 1)!2
}
· (1− k2)n2/2 [2n(2− k2) + (1− 2k2)] z2n2+n+2 (5.235)
=
{
−2−2n n(2n+1)3
n∏
r=1
(2r − 1)!2
}
(5.236a)
· ϑ3(0, q)2n(n+1)ϑ3(0,−q)2n
2
(5.236b)
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
. (5.236c)
Equating (5.233) with (5.236) and then solving for (5.236b)–(5.236c) yields (5.230). 
Noting that [
2n(2− k2) + (1− 2k2)] = [(2n− 1) + 2(n+ 1)(1− k2)] , (5.237)
and recalling (5.9) and (5.10), it is sometimes useful to rewrite (5.236c) as[
(2n− 1)ϑ3(0, q)4 + 2(n+ 1)ϑ3(0,−q)4
]
. (5.238)
Lemma 5.22 and Theorem 5.29 lead to the χn determinant sum identity in the following theorem.
Theorem 5.30. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n+1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
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=(4n+ 1) +
n∑
p=1
(−1)n−p+122n 3
n(2n+1)
n∏
r=1
(2r − 1)!−2
∑
∅⊂S⊆In
‖S‖=p
det(Mn,S), (5.239)
where ϑ3(0,−q) is determined by (1.1), and Mn,S is the n× n matrix whose i-th row is
R2i, R2(i+1), · · · , R2(i+n−2), R2(i+n), if i ∈ S,
and bi+1, bi+2, · · · , bi+n−1, bi+n+1, if i /∈ S, (5.240)
when n ≥ 2. If n = 1, then Mn,S is the 1× 1 matrix
(R4), since S = {1} and 1 ∈ S. (5.241)
The R2i and bi+1 are determined by (5.56) and (5.57), respectively, with E2i the Euler numbers
defined by (2.61).
Proof. Specialize vi and wi in equation (5.183) of Lemma 5.22 as in (5.87) and (5.88), respectively,
with the (nc)i(k
2) in (5.88) replaced by (sd/c2)i(k
2). Utilize (2.90) to write vi+wi as the Lambert
series R2i(q) in (5.89).
Equating (5.234) and (5.236) it is immediate that
χn({wν}) =
{
−2−2n n(2n+1)3
n∏
r=1
(2r − 1)!2
}
· ϑ3(0, q)2n(n+1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
. (5.242)
From (4.63) we have
χn({vν}) = −(−1)n n(2n+1)(4n+1)3 2−2n
n∏
r=1
(2r − 1)!2. (5.243)
Equation (5.239) is now a direct consequence of applying the determinant evaluations in (5.242)
and (5.243), and then multiplying both sides of the resulting transformation of (5.183) by
−22n 3
n(2n+1)
n∏
r=1
(2r − 1)!−2, (5.244)
and simplifying. 
The n = 1 case of Theorem 5.30, rewritten using (5.238), gives the identity in [258, Eqn. (5) of
Table 1(xiv), pp. 203]. Similarly, the n = 2 case of Theorem 5.30 immediately leads to
ϑ3(0, q)
12ϑ3(0,−q)8
[
3ϑ3(0, q)
4 + 6ϑ3(0,−q)4
]
=9 + 130 [1385R2 + 61R4 − 5R6 −R8]− 215 [R2R8 −R4R6] , (5.245)
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where R2i and ϑ3(0,−q) are determined by (5.56) and (1.1), respectively.
The 1 × 1 matrices (U3), (G5), (R2), and (R4), in (5.194), (5.209), (5.225), and (5.241), re-
spectively, were also verified directly by first computing the n = 1 cases of the right-hand-sides of
(5.184), (5.199), (5.214), and (5.230), and then comparing termwise with the n = 1 cases of the
right-hand-sides of (5.192), (5.207), (5.223), and (5.239), respectively.
The rest of our χn determinant identities involve the classical theta function ϑ2(0, q) defined by
(1.2). The entries in the χn({gν}) determinant are Lambert series. Motivated by Theorems 5.11,
5.13, 5.14, 5.16, and 5.17 we exhibit these entries explicitly. We utilize the notation det(Mn) and
list the Lambert series that appear in the i-th row of χn({gν}).
We first have the following theorem.
Theorem 5.31. Let ϑ2(0, q) be defined by (1.2), and let n = 1, 2, 3, · · · . We then have
ϑ2(0, q)
4n2
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]
=
{
4n(n+1) 3
n(4n2−1)
2n−1∏
r=1
(r!)−1
}
· det(Mn), (5.246)
where Mn is the n× n matrix whose i-th row is
C2i−1, C2(i+1)−1, · · · , C2(i+n−2)−1, C2(i+n)−1, for i = 1, 2, · · · , n, (5.247)
when n ≥ 2. If n = 1, then Mn is the 1× 1 matrix (C3). The C2i−1 are defined by (5.95).
Proof. Our analysis deals with sd(u, k) cn(u, k). Starting with (2.83), applying row operations and
(3.68), appealing to (4.44), and then utilizing (5.11) and (5.14) we have the following computation.
χn({C2ν−1(q)}) (5.248)
= χn({(−1)ν−1 z
2νk2
22ν+2
· (sc/d)ν(k2)}) (5.249)
=
{
4−n(n+1) n(4n
2−1)
3
2n−1∏
r=1
r!
}
· 12k2n
2
(2− k2)z2n2+2 (5.250)
=
{
4−n(n+1) n(4n
2−1)
3
2n−1∏
r=1
r!
}
(5.251a)
· ϑ2(0, q)4n
2
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]
. (5.251b)
Equating (5.248) with (5.251) and then solving for (5.251b) yields (5.246). 
The n = 1 case of Theorem 5.31 is equivalent to the identity in [258, Eqn. (4) of Table 1(vii),
pp. 199].
We next have the theorem.
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Theorem 5.32. Let ϑ2(0, q) be defined by (1.2), and let n = 1, 2, 3, · · · . We then have
ϑ2(0, q
1/2)4n(n+1)
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
=
{
2n(4n+5) 6n(n+1)(2n+1)
2n∏
r=1
(r!)−1
}
· det(Mn), (5.252)
where Mn is the n× n matrix whose i-th row is
D2i+1,D2(i+1)+1, · · · ,D2(i+n−2)+1,D2(i+n)+1, for i = 1, 2, · · · , n, (5.253)
when n ≥ 2. If n = 1, then Mn is the 1× 1 matrix (D5). The D2i+1 are defined by (5.96).
Proof. Our analysis deals with sn2(u, k). Starting with (2.84), applying row operations and (3.68),
appealing to (4.42), and then utilizing (5.12) and (5.13) we have the following computation.
χn({D2ν+1(q)}) (5.254)
= χn({(−1)ν−1z
2ν+2k2
22ν+3
· (sn2)ν(k2)}) (5.255)
=
{
2−n(4n+5) n(n+1)(2n+1)6
2n∏
r=1
r!
}
· 4n(n+1)kn(n+1)(1 + k2)z2n2+2n+2 (5.256)
=
{
2−n(4n+5) n(n+1)(2n+1)
6
2n∏
r=1
r!
}
(5.257a)
· ϑ2(0, q1/2)4n(n+1)
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
. (5.257b)
Equating (5.254) with (5.257) and then solving for (5.257b) yields (5.252). 
The n = 1 case of Theorem 5.32 is equivalent to the identity in [258, Eqn. (5) of Table 1(iii),
pp. 198].
Just as in (5.106), it is sometimes useful to rewrite (5.252) by utilizing (5.105). In addition, the
relation (5.18) applied to the left-hand sides of (5.246) and (5.252) yields identities analogous to
those in Corollary 5.12.
We next consider the χn determinant identities related to cn(u, k), sn(u, k) dn(u, k), dn(u, k),
and sn(u, k) cn(u, k).
We first have the following theorem.
Theorem 5.33. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n−1)
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·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
=
{
4n 3n(2n−1)
n−1∏
r=1
(2r)!−2
}
· det(Mn), (5.258)
where Mn is the n× n matrix whose i-th row is
T2i−2, T2(i+1)−2, · · · , T2(i+n−2)−2, T2(i+n)−2, for i = 1, 2, · · · , n, (5.259)
when n ≥ 2. If n = 1, then Mn is the 1× 1 matrix (T2). The T2i−2 are defined by (5.110).
Proof. Our analysis deals with cn(u, k). Starting with (2.85), applying row operations and (3.69),
appealing to (4.33), and then utilizing (5.9), (5.11), (5.13), and (5.15) we have the following
computation.
χn({T2ν−2(q)}) (5.260)
= χn({(−1)ν−1 z
2ν−1k
4
· (cn)ν−1(k2)}) (5.261)
=
{
4−n n(2n−1)3
n−1∏
r=1
(2r)!2
}
· kn2 [2n(1 + k2) + (1− 2k2)] z2n2−n+2 (5.262)
=
{
4−n n(2n−1)
3
n−1∏
r=1
(2r)!2
}
(5.263a)
· ϑ2(0, q)2n
2
ϑ3(0, q)
2n(n−1) (5.263b)
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
. (5.263c)
Equating (5.260) with (5.263) and then solving for (5.263b)–(5.263c) yields (5.258). 
The n = 1 case of Theorem 5.33 is equivalent to the identity in [258, Eqn. (4) of Table 1(xv),
pp. 203].
Applying the relation (5.105) to the left-hand-side of (5.258) immediately implies that
ϑ2(0, q)
2nϑ2(0, q
1/2)4n(n−1)
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
=
{
4n
2 3
n(2n−1)
n−1∏
r=1
(2r)!−2
}
· det(Mn), (5.264)
EXACT SUMS OF SQUARES FORMULAS AND JACOBI ELLIPTIC FUNCTIONS 79
where Mn is given by (5.259).
Noting that [
2n(1 + k2) + (1− 2k2)] = [(4n− 1)− 2(n− 1)(1− k2)] , (5.265)
and recalling (5.9) and (5.10), it is sometimes useful to rewrite (5.263c) as[
(4n− 1)ϑ3(0, q)4 − 2(n− 1)ϑ3(0,−q)4
]
. (5.266)
We next have the following theorem.
Theorem 5.34. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n+1)
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
=
{
4n 3
n(2n+1)
n∏
r=1
(2r − 1)!−2
}
· det(Mn), (5.267)
where Mn is the n× n matrix whose i-th row is
T2i, T2(i+1), · · · , T2(i+n−2), T2(i+n), for i = 1, 2, · · · , n, (5.268)
when n ≥ 2. If n = 1, then Mn is the 1× 1 matrix (T4). The T2i are determined by (5.110).
Proof. Our analysis deals with sn(u, k) dn(u, k). Starting with (2.88), applying row operations and
(3.68), appealing to (4.36), and then utilizing (5.9), (5.11), (5.13), and (5.15) we have the following
computation.
χn({T2ν(q)}) (5.269)
= χn({(−1)ν+1 z
2ν+1k
4
· (sd)ν(k2)}) (5.270)
=
{
4−n n(2n+1)
3
n∏
r=1
(2r − 1)!2
}
· kn2 [2n(1 + k2)− (1− 2k2)] z2n2+n+2 (5.271)
=
{
4−n n(2n+1)
3
n∏
r=1
(2r − 1)!2
}
(5.272a)
· ϑ2(0, q)2n
2
ϑ3(0, q)
2n(n+1) (5.272b)
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
. (5.272c)
Equating (5.269) with (5.272) and then solving for (5.272b)–(5.272c) yields (5.267). 
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The n = 1 case of Theorem 5.34 is equivalent to the identity in [258, Eqn. (5) of Table 1(xv),
pp. 203].
Applying the relation (5.105) to the left-hand-side of (5.267) immediately implies that
ϑ2(0, q
1/2)4n
2
ϑ3(0, q)
2n
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
=
{
4n(n+1) 3n(2n+1)
n∏
r=1
(2r − 1)!−2
}
· det(Mn), (5.273)
where Mn is given by (5.268).
Equation (5.273) can be rewritten as in Corollary 5.15 by utilizing (5.18), with q 7→ q1/2.
Noting that [
2n(1 + k2)− (1− 2k2)] = [(4n+ 1)− 2(n+ 1)(1− k2)] , (5.274)
and recalling (5.9) and (5.10), it is sometimes useful to rewrite (5.272c) as[
(4n+ 1)ϑ3(0, q)
4 − 2(n+ 1)ϑ3(0,−q)4
]
. (5.275)
We next have the following theorem.
Theorem 5.35. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n−1)ϑ3(0, q)
2n2
·
{
n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
−
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]}
=
{
4n
2 3
2n(2n−1)
n−1∏
r=1
(2r)!−2
}
· det(Mn) (5.276a)
+
{
4n
2−1 3
2n(2n−1)
n−1∏
r=1
(2r)!−2
}
· det(Mn−1), (5.276b)
where the matrices Mn and Mn−1 are defined as follows:
The n× n matrix Mn has i-th row given by
N2i−2,N2(i+1)−2, · · · ,N2(i+n−2)−2,N2(i+n)−2, for i = 1, 2, · · · , n, (5.277)
when n ≥ 2. If n = 1, then Mn is the 1× 1 matrix (N2). The N2i−2 are defined by (5.128).
The (n− 1)× (n− 1) matrix Mn−1 has i-th row given by
N2i+2,N2(i+1)+2, · · · ,N2(i+n−3)+2,N2(i+n−1)+2, for i = 1, 2, · · · , n− 1, (5.278)
when n ≥ 3. If n = 1, then Mn−1 is defined to be 0. If n = 2, then Mn−1 is the 1 × 1 matrix
(N6). The N2i−2 are defined by (5.128).
Proof. Our analysis deals with dn(u, k). Starting with (2.86) and (2.87), solving for
(−1)m(z2m+1/22m+2) · (dn)m(k2) for m ≥ 0, applying row operations, recalling (3.56), and simpli-
fying, leads to the following identity.
χn({N2ν−2(q)}) + 14χn−1({N2ν+2(q)}) (5.279)
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= χn({(−1)ν−1 z
2ν−1
4ν
· (dn)ν−1(k2)}). (5.280)
Next, applying row operations and (3.69) to (5.280), appealing to (4.34), and then utilizing
(5.9), (5.11), (5.13), and (5.14) we obtain
=
{
4−n
2 n(2n−1)
3
n−1∏
r=1
(2r)!2
}
· kn(n−1) [2n(1 + k2)− (2− k2)] z2n2−n+2 (5.281)
=
{
4−n
2 n(2n−1)
3
n−1∏
r=1
(2r)!2
}
(5.282a)
· ϑ2(0, q)2n(n−1)ϑ3(0, q)2n
2
(5.282b)
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
− 2
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]}
. (5.282c)
Equating (5.279) with (5.282) and then solving for (5.282b)–(5.282c) yields (5.276). 
The n = 1 case of Theorem 5.35 is equivalent to the identity in [258, Eqn. (4) of Table 1(xi),
pp. 201]. Here, the 0× 0 determinant in (5.276b) is defined to be 0.
Noting that [
2n(1 + k2)− (2− k2)] = [(4n− 1)− (2n+ 1)(1− k2)] , (5.283)
and recalling (5.9) and (5.10), it is sometimes useful to rewrite (5.282c) as[
(4n− 1)ϑ3(0, q)4 − (2n+ 1)ϑ3(0,−q)4
]
. (5.284)
We next have the following theorem.
Theorem 5.36. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n+1)ϑ3(0, q)
2n2
·
{
n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]}
=
{
4n(n+1) 6
n(2n+1)
n∏
r=1
(2r − 1)!−2
}
· det(Mn), (5.285)
where Mn is the n× n matrix whose i-th row is
N2i,N2(i+1), · · · ,N2(i+n−2),N2(i+n), for i = 1, 2, · · · , n, (5.286)
when n ≥ 2. If n = 1, then Mn is the 1× 1 matrix (N4). The N2i are determined by (5.128).
Proof. Our analysis deals with sn(u, k) cn(u, k). Starting with (2.89), applying row operations and
(3.68), appealing to (4.35), and then utilizing (5.9), (5.11), (5.13), and (5.14) we have the following
computation.
χn({N2ν(q)}) (5.287)
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= χn({(−1)ν+1z
2ν+1k2
22ν+2
· (sc)ν(k2)}) (5.288)
=
{
4−(n
2+n+1) n(2n+1)
3
n∏
r=1
(2r − 1)!2
}
· kn(n+1) [2n(1 + k2) + (2− k2)] z2n2+n+2 (5.289)
=
{
4−(n
2+n+1) n(2n+1)
3
n∏
r=1
(2r − 1)!2
}
(5.290a)
· ϑ2(0, q)2n(n+1)ϑ3(0, q)2n
2
(5.290b)
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+ 2
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]}
. (5.290c)
Equating (5.287) with (5.290) and then solving for (5.290b)–(5.290c) yields (5.285). 
The n = 1 case of Theorem 5.36 is equivalent to the identity in [258, Eqn. (5) of Table 1(xi),
pp. 201].
Applying the relation (5.105) to the left-hand-side of (5.285) immediately implies that
ϑ2(0, q
1/2)4n
2
ϑ2(0, q)
2n
·
{
n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]}
=
{
4n(2n+1) 6n(2n+1)
n∏
r=1
(2r − 1)!−2
}
· det(Mn), (5.291)
where Mn is given by (5.286).
Equation (5.291) can be rewritten as in Corollary 5.15 by utilizing (5.18), with q 7→ q1/2.
Noting that [
2n(1 + k2) + (2− k2)] = [(4n+ 1)− (2n− 1)(1− k2)] , (5.292)
and recalling (5.9) and (5.10), it is sometimes useful to rewrite (5.290c) as[
(4n+ 1)ϑ3(0, q)
4 − (2n− 1)ϑ3(0,−q)4
]
. (5.293)
By appealing to the infinite product expansions for the classical theta functions in [249, pp.
472–473] and [6, Eqn. (10.7.8), pp. 510] our expansion formulas in this section for powers of
various products of classical theta functions is transformed into expansions for the corresponding
infinite products.
We close this section with some more detailed observations about the formulas for r16(n) and
r24(n) in (1.26) and (1.28), respectively. We also provide more information about the analysis of
the formulas for r4n2(N) and r4n(n+1)(N) obtained by taking the coefficient of q
N in Theorems 5.4
and 5.6. This analysis is based upon the elementary estimates for divisor sums in [94, pp. 122–123;
pp. 125] and the estimate given by the following lemma.
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Lemma 5.37. Let n = 1, 2, 3, · · · and let b1, b2, . . . , bn be fixed nonnegative integers. Let N ≥ n
be an integer. Then, there exists positive constants c1 and c2, independent of N , such that
c1N
b1+···+bn+n−1 ≤
∑
m1+···+mn=N
mi≥1
mb11 m
b2
2 · · ·mbnn ≤ c2N b1+···+bn+n−1. (5.294)
Proof. Lemma 5.37 follows by induction from the n = 2 case, which in turn is a consequence of
the Euler-Maclaurin sum formula [188, Eqn. (7.2), pp. 14], a simple case of the beta integral, and
several applications of the binomial theorem. 
We first study (1.26) and (1.28). Equation (1.28b) is the dominate term for r24(n), and (1.28a)
is the “remainder term” of lower order of magnitude. The elementary analysis in [94, pp. 122–123]
immediately implies that
(2− ζ(r))nr ≤ (−1)nσ†r(n) ≤ ζ(r)nr, (5.295)
where σ†r(n) is given by (1.14), ζ(r) is the Riemann ζ-function, and r ≥ 2. Applying (5.295), and
then Lemma 5.37 as needed, to (1.28) it follows from computer algebra [250] computations that
0.0120n11 < α24(n) < 0.0332n
11, (5.296)
and 3.52587n7 < β24(n) < 36.3288n
3 + 14.7474n5 + 3.58524n7, (5.297)
for n ≥ 3, where
r24(n) = α24(n) + β24(n), (5.298)
with α24(n) and β24(n) given by (1.28b) and (1.28a), respectively. The upper bound in (5.297)
may be replaced by β24(n) < 3.59n
7, when n ≥ 56. Adding the bounds in (5.296) and (5.297)
gives upper and lower bounds for r24(n) that are consistent with [94, Eqn. (9.20), pp. 122]. More
computer algebra suggests that α24(n), and hence r24(n), is very close to 0.0231n
11. Moreover,
for n large, it appears that β24(n) is very close to either 3.527n
7, 3.529n7, 3.555n7, 3.557n7,
3.583n7, 3.584n7, or 3.585n7, depending on the congruence class of n. Noting that β24(1) = 48 and
β24(2) = 1104 we have β24(n) > 0, for n ≥ 1. Similarly, α24(1) = α24(2) = 0, and α24(n) > 0, for
n ≥ 3. The power series form of (1.22) given by Corollary 8.2 implies that α24(n) and β24(n) are
integers for n ≥ 1. Just do a termwise analysis of (8.2b) which considers the congruence classes
mod 3 of m1 and m2, and a termwise analysis of (8.2a) with the congruence classes mod 9 of m1.
Equation (1.26b) is the dominate term for r16(n), and (1.26a) is the “remainder term” of lower
order of magnitude, at least for all sufficiently large n. We suspect this is true for all n ≥ 1. The
elementary analysis in [94, pp. 125] involving r12(n) immediately implies that
(2− ζ(r))nr ≤ (−1)n+1σr˜(n) ≤ ζ(r)nr, (5.299)
where σr˜(n) is given by (1.27), ζ(r) is the Riemann ζ-function, and r ≥ 2. We also have
(2−Hn)n ≤ (−1)n+1σ1˜(n) ≤ nHn, (5.300)
where Hn is the harmonic number given by
Hn :=
n∑
p=1
1
p . (5.301)
Maximizing the standard estimate for Hn in [188, Eqn. (16.1), pp. 28] with m = 2, and then
applying (5.299) and (5.300) to (1.26a), we obtain by computer algebra that
10.2728n5 < β16(n) < 11.0650n
5, (5.302)
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for n ≥ 55, where
r16(n) = α16(n) + β16(n), (5.303)
with α16(n) and β16(n) given by (1.26b) and (1.26a), respectively. The lower bound in (5.302) also
holds for n ≥ 1. From the k = 16 case of [94, Eqn. (9.20), pp. 122] there are positive constants c1
and c2 such that
c1n
7 ≤ r16(n) ≤ c2n7, (5.304)
for n ≥ 1. By combining (5.302), (5.303), and (5.304) there are positive constants c3 and c4 such
that
c3n
7 < α16(n) < c4n
7, (5.305)
for all sufficiently large n, with α16(n) given by (1.26b). More computer algebra suggests that
α16(n), and hence r16(n), is close to 1.87n
7. Moreover, for n large, it appears that β16(n) is very
close to either 10.32n5, 10.34n5, 10.36n5, 10.38n5, 10.66n5, 10.67n5, 10.71n5, 11.00n5, or 11.04n5,
depending on the congruence class of n. The power series form of (1.20) given by Corollary 8.1
implies that α16(n) and β16(n) are integers for n ≥ 1. Just do a termwise analysis of (8.1a) and
(8.1b) which considers the congruence classes mod 3 of m1 and m2.
The analysis of the terms in the formulas for r4n2(N) and r4n(n+1)(N) described just after the
proof of Theorem 5.6 follows from the elementary estimates for divisor sums in (5.295), (5.299),
and (5.300), and suitable applications of Lemma 5.37.
6. Schur functions and Lambert series
In this section we first establish a Schur function expansion of a general n × n determinant
whose entries are either constants or Lambert series. This expansion applied to Section 5 yields
the Schur function form of our Hankel determinant identities in Section 7 and also completes our
proof of the Kac–Wakimoto conjectured identities for triangular numbers in [120, pp. 452]. At the
end of this section we state an analogous expansion (whose proof is the same) which leads to the
Schur function form of our χn determinant identities in Section 7.
Throughout this section we use the notation In := {1, 2, . . . , n}, ‖S‖ is the cardinality of the
set S ⊆ In, and det(M) is the determinant of the n×n matrix M . We frequently consider the sets
S and T , with
S := {ℓ1 < ℓ2 < · · · < ℓp} and Sc := {ℓp+1 < · · · < ℓn}, (6.1)
T := {j1 < j2 < · · · < jp} and T c := {jp+1 < · · · < jn}, (6.2)
where Sc := In − S is the compliment of the set S, and p = 1, 2, · · · , n. We also have
Σ(S) := ℓ1 + ℓ2 + · · · + ℓp and Σ(T ) := j1 + j2 + · · ·+ jp. (6.3)
The Lambert series entries in our determinants are of the form given by the following definition.
Definition 6.1 (A general Lambert series). Let A, B, C, D, E, F , G, and u be indeterminant,
and assume that 0 < |q| < 1. Then, we define the Lambert series Lu by
Lu ≡ Lu(m1;A, . . . ,G) ≡ Lu(m1;A,B,C,D,E,F,G)
:=
∞∑
m1=1
DuEm1(Bm1 + C)
u
1 +AqBm1+C
· qFm1+G (6.4)
= (−A)−1qG−C
∑
y1,m1≥1
(−A)y1Em1(D(Bm1 + C))u
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· q(F−B)m1q(Bm1+C)y1 . (6.5)
We transform (6.4) into (6.5) by expanding 1/(1 + AqBm1+C) as a geometric series and then
interchanging summation.
Our aim is to obtain a Schur function expansion of the n×n determinant det(Mn,S,{br},{cr},{ar})
of the matrix given by the following definition.
Definition 6.2 (First Lambert series matrix). Let b1, b2, . . . , bn and c1, c2, . . . , cn be indeter-
minant, and let n = 1, 2, · · · . Furthermore, assume that b1 < b2 < · · · < bn and c1 < c2 < · · · < cn.
Take {ar : r = 1, 2, · · · } to be an arbitrary sequence. Let S and Sc be the subsets of In in (6.1),
with p = 1, 2, · · · , n. Let Lu(r;A, . . . ,G) be the Lambert series in Definition 6.1. Then,
Mn,S,{br},{cr},{ar} ≡Mn,S,{b1,...,bn},{c1,...,cn},{ar} (6.6)
is defined to be the n× n matrix whose i-th row is
Lci+b1(mµ;A, . . . ,G), Lci+b2(mµ;A, . . . ,G), · · · , Lci+bn(mµ;A, . . . ,G), if i = ℓµ ∈ S,
and ai, ai+1, · · · , ai+n−1, if i /∈ S. (6.7)
In order to state our expansion formula we first need a few more definitions.
Definition 6.3 (Divisors). Let b1 < b2 < · · · < bn and c1 < c2 < · · · < cn be integers. Then
define the divisors db and dc by
db := any common divisor of {br − b1|2 ≤ r ≤ n}, (6.8)
and dc := any common divisor of {cs − cr|1 ≤ r < s ≤ n}. (6.9)
We often use the greatest common divisor.
Definition 6.4 (First Laplace expansion formula determinant). Let {ar : r = 1, 2, · · · } be
an arbitrary sequence. Let the sets Sc and T c be given by (6.1) and (6.2), and let p = 1, 2, · · · , n.
Then,
det(Dn−p,Sc,T c) (6.10)
is the determinant of the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
a(ℓp+r+jp+s−1)
]
1≤r,s≤n−p
. (6.11)
Definition 6.5 (Schur functions). Let λ = (λ1, λ2, . . . , λi, . . . ) be a partition of nonnegative
integers in decreasing order, λ1 ≥ λ2 ≥ · · · ≥ λi · · · , such that only finitely many of the λi are
nonzero. The length ℓ(λ) is the number of nonzero parts of λ. Given a partition λ = (λ1, λ2, . . . , λp)
of length ≤ p,
sλ(x) ≡ sλ(x1, x2, . . . , xp) := det(x
λj+p−j
i )
det(xp−ji )
(6.12)
is the Schur function [153] corresponding to the partition λ. (Here, det(aij) denotes the determinant
of a p× p matrix with (i, j)-th entry aij). The Schur function sλ(x) is a symmetric polynomial in
x1, x2, . . . , xp with nonnegative integer coefficients. We typically have p = 1, 2, · · · , n.
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Definition 6.6 (Expansion formula partitions). Let b1, b2, . . . , bn and c1, c2, . . . , cn be inde-
terminant. Let n = 1, 2, · · · and p = 1, 2, · · · , n. Furthermore, assume that b1 < b2 < · · · < bn
and c1 < c2 < · · · < cn. Let db and dc be determined by Definition 6.3. Take {ℓ1, ℓ2, . . . , ℓp}
and {j1, j2, . . . , jp} as in (6.1) and (6.2). We then define the partitions λ = (λ1, λ2, . . . , λp) and
ν = (ν1, ν2, . . . , νp) of length ≤ p as follows:
λi :=
1
dc
cℓp−i+1 − 1dc cℓ1 + i− p, for i = 1, 2, · · · , p, (6.13)
and νi :=
1
db
bjp−i+1 − 1db bj1 + i− p, for i = 1, 2, · · · , p. (6.14)
Keeping in mind Definitions 6.1 to 6.6 we now have the following theorem.
Theorem 6.7 (Expansion of first Lambert series determinant). Let Lu(r;A, . . . ,G) be the
Lambert series in Definition 6.1. Let the n×n matrix Mn,S,{br},{cr},{ar} of Lambert series be given
by Definition 6.2, and take n = 1, 2, · · · and p = 1, 2, · · · , n. Let A, B, C, D, E, F , G, and
b1, b2, . . . , bn and c1, c2, . . . , cn be indeterminant, and assume that 0 < |q| < 1. Let S, T , Sc, T c,
Σ(S), and Σ(T ) be given by (6.1)–(6.3). Take {ar : r = 1, 2, · · · } to be an arbitrary sequence. Let
db and dc be given by Definition 6.3 and sλ and sν be the Schur functions in Definition 6.5 with
partitions λ and ν as in Definition 6.6. Finally, take the (n− p) × (n − p) matrix Dn−p,Sc,T c in
Definition 6.4. We then have the expansion formula
det(Mn,S,{br},{cr},{ar})
= (−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−A)y1+···+ypEm1+···+mp
· q(F−B)(m1+···+mp)q(Bm1+C)y1+···+(Bmp+C)yp
·
∏
1≤r<s≤p
(
(D(Bmr + C))
dc − (D(Bms + C))dc
)
·
∏
1≤r<s≤p
(
(D(Bmr + C))
db − (D(Bms + C))db
)
· sλ
(
(D(Bm1 + C))
dc , . . . , (D(Bmp + C))
dc
)
·
∑
∅⊂T⊆In
‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c) ·
(
p∏
r=1
D(Bmr + C)
)cℓ1+bj1
· sν
(
(D(Bm1 + C))
db , . . . , (D(Bmp + C))
db
)
. (6.15)
We give a derivation proof of Theorem 6.7 that relies upon the Laplace expansion formula for
a determinant, classical properties of Schur functions, symmetry and skew-symmetry arguments,
and row and column operations.
We start with the Laplace expansion formula for a determinant as given in [118, pp. 396-397].
Theorem 6.8 (Laplace expansion formula for a determinant). Let Λ be an n×n matrix with
n = 1, 2, · · · . Let S, T , Sc, T c, Σ(S), and Σ(T ) be given by (6.1)–(6.3), where In := {1, 2, . . . , n},
Sc := In − S is the compliment of the set S, and p = 1, 2, · · · , n. Let ΛS,T denote the minor
of Λ obtained from the rows and columns of S and T , respectively. Similarly, let ΛSc,T c be the
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minor corresponding to Sc and T c. We then expand the determinant of Λ along a given fixed set
S = {ℓ1 < ℓ2 < · · · < ℓp} of rows as follows:
det(Λ) =
∑
T⊆In
‖T‖=p
ΛS,TΛSc,T c · (−1)Σ(S)+Σ(T ). (6.16)
If we successively expand det(Mn,S,{br},{cr},{ar}) along those rows of the ar’s that correspond
to i ∈ Sc, we obtain a linear combination of p × p determinants of the Lb’s. To this end, apply
Theorem 6.8, where ΛS,T is a p× p minor involving Lambert series, and ΛSc,T c depends upon the
constants {ar : r = 1, 2, · · · }. We have the following expansion.
det(Mn,S,{br},{cr},{ar}) =
∑
T⊆In
‖T‖=p
βS,T · det
(
L(S,T,r,s)
)
1≤r,s≤p
, (6.17)
where S ⊆ In is fixed, βS,T are constants, (S, T, r, s) is an integer that depends on S, T , r, and s,
and L(S,T,r,s) is a Lambert series from Definition 6.1.
In the analysis that follows, we need an expansion closely related to (6.17). If we replace L(S,T,r,s)
in the right-hand-side of (6.17) by the simpler expression (D(Bmr +C))
(S,T,r,s), and then reverse
the steps (via Theorem 6.8) that led to (6.17), we immediately obtain the following lemma.
Lemma 6.9 (Umbral calculus trick). Let the constants βS,T and integers (S, T, r, s) be deter-
mined by (6.17). Let S, {br}, {cr}, {ar} satisfy the conditions in Definition 6.2. Take n = 1, 2, · · ·
and p = 1, 2, · · · , n. We then have the expansion
det(Pn,S,{br},{cr},{ar}) =
∑
T⊆In
‖T‖=p
βS,T · det
(
(D(Bmr + C))
(S,T,r,s)
)
1≤r,s≤p
, (6.18)
where Pn,S,{br},{cr},{ar} ≡ Pn,S,{b1,...,bn},{c1,...,cn},{ar} (6.19)
is defined to be the n× n matrix whose i-th row is
(D(Bmµ + C))
ci+b1 , (D(Bmµ + C))
ci+b2 , · · · , (D(Bmµ + C))ci+bn , if i = ℓµ ∈ S,
and ai, ai+1, · · · , ai+n−1, if i /∈ S. (6.20)
It will also be useful to consider the determinant of (6.19) as a function of {m1,m2, . . . ,mp}.
That is,
f(m1, . . . ,mp) := det(Pn,S,{br},{cr},{ar}). (6.21)
Then, if ρ ∈ Sp is any permutation of {1, 2, . . . , p}, we have from (6.18) that
f(mρ(1), . . . ,mρ(p)) =
∑
T⊆In
‖T‖=p
βS,T · det
(
(D(Bmρ(r) + C))
(S,T,r,s)
)
1≤r,s≤p
. (6.22)
As a first step in transforming (6.17) we write the determinant on the right-hand-side as
det
(
L(S,T,r,s)
)
1≤r,s≤p
=
∑
σ∈Sp
sign(σ)
p∏
r=1
L(S,T,r,σ(r)), (6.23)
where we pick a different element from each row.
We expand each product on the right-hand-side of (6.23) into a double multiple sum by appealing
to the following lemma.
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Lemma 6.10. Let b1, b2, . . . , bp be indeterminant, and let p = 1, 2, · · · . Let Lu(r;A, . . . ,G) be the
Lambert series in Definition 6.1. Let ρ ∈ Sp be any fixed permutation of {1, 2, . . . , p}. Then,
p∏
r=1
Lbr ≡
p∏
r=1
Lbr (mr;A,B,C,D,E,F,G)
= (−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1,... ,mp≥1
(−A)y1+···+ypEm1+···+mp
· q(F−B)(m1+···+mp)q(Bm1+C)y1+···+(Bmp+C)yp
·
p∏
r=1
(D(Bmρ(r) + C))
br . (6.24)
Proof. Apply (6.5), with yρ(r) and mρ(r), to the r-th factor in the left-hand-side of (6.24), inter-
change summation, note that (Bm1+C)y1+ · · ·+(Bmp+C)yp = B(m1y1+ · · ·+mpyp)+C(y1+
· · · + yp), and use symmetry. 
Applying Lemma 6.10 with the same ρ ∈ Sp to each term in the right-hand-side of (6.23), and
then interchanging summation, yields
det
(
L(S,T,r,s)
)
1≤r,s≤p
=(−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1,... ,mp≥1
(−A)y1+···+ypEm1+···+mp
· q(F−B)(m1+···+mp)q(Bm1+C)y1+···+(Bmp+C)yp
·
∑
σ∈Sp
sign(σ)
p∏
r=1
(D(Bmρ(r) + C))
(S,T,r,σ(r))
=(−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1,... ,mp≥1
(−A)y1+···+ypEm1+···+mp
· q(F−B)(m1+···+mp)q(Bm1+C)y1+···+(Bmp+C)yp
·
{
det
(
(D(Bmr + C))
(S,T,r,s)
)
1≤r,s≤p
∣∣∣∣
mr→mρ(r)
}
. (6.25)
Remark. In equation (6.23) we used the definition of determinant in which a different column
element is selected from each row. This simplified the above computation. Had we chosen a
different row element from each column, we would have had to apply the ρ ◦σ case of Lemma 6.10
to the σ term in (6.23).
It is now not difficult to see that (6.17)–(6.22), (6.25), and an interchange of summation yields
the following lemma.
Lemma 6.11. Let Mn,S,{br},{cr},{ar} be determined by Definition 6.2 and Pn,S,{br},{cr},{ar} by
(6.20). Let n = 1, 2, · · · and p = 1, 2, · · · , n. Let ρ ∈ Sp be any fixed permutation of {1, 2, . . . , p}.
Then,
det(Mn,S,{br},{cr},{ar})
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=(−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1,... ,mp≥1
(−A)y1+···+ypEm1+···+mp
· q(F−B)(m1+···+mp)q(Bm1+C)y1+···+(Bmp+C)yp
·
{
det(Pn,S,{br},{cr},{ar})
∣∣
mr→mρ(r)
}
. (6.26)
Before symmetrizing (6.26) with respect to ρ ∈ Sp, we transform the determinant
det(Pn,S,{br},{cr},{ar}) by some row operations.
For each i = ℓr ∈ S, we factor (D(Bmr + C))cℓr+b1 out of the i-th row of the n × n matrix
Pn,S,{br},{cr},{ar}. Keeping in mind db and dc from Definition 6.3, and the simple relation
cℓr = cℓ1 + dc(cℓr − cℓ1)/dc, we write det(Pn,S,{br},{cr},{ar}) as follows:
det(Pn,S,{br},{cr},{ar})
=
p∏
r=1
(D(Bmr + C))
cℓ1+b1 ·
p∏
r=2
(
(D(Bmr + C))
dc
)(cℓr−cℓ1 )/dc
· det(Qn,S,{br},{cr},{ar}), (6.27)
where Qn,S,{br},{cr},{ar} ≡ Qn,S,{b1,...,bn},{c1,...,cn},{ar} (6.28)
is defined to be the n× n matrix whose i-th row is
1,
(
(D(Bmr + C))
db
)(b2−b1)/db
, · · · , ((D(Bmr + C))db)(bn−b1)/db , if i = ℓr ∈ S,
and ai, ai+1, · · · , ai+n−1, if i /∈ S. (6.29)
Letting ρ ∈ Sp act on {m1,m2, . . . ,mp} by mr → mρ(r), we observe that
ρ
(
det(Qn,S,{br},{cr},{ar})
)
= sign(ρ) · det(Qn,S,{br},{cr},{ar}), (6.30)
since permuting {m1,m2, . . . ,mp} by ρ just permutes the rows of Qn,S,{br},{cr},{ar} corresponding
to i = ℓr ∈ S.
Furthermore, we have ∑
ρ∈Sp
sign(ρ)
p∏
r=2
(
(D(Bmρ(r) + C))
dc
)(cℓr−cℓ1 )/dc
= det
((
(D(Bmr + C))
dc
)(cℓs−cℓ1 )/dc)
1≤r,s≤p
, (6.31)
where in the left-hand-side of (6.31) we used the definition of determinant in which a different
row element is selected from each column. Thus, the determinant in (6.31) is skew-symmetric in
{m1,m2, . . . ,mp}.
Finally, by symmetry, we have
ρ
(
p∏
r=1
(D(Bmr + C))
cℓ1+b1
)
=
p∏
r=1
(D(Bmr + C))
cℓ1+b1 . (6.32)
Since the left-hand-side of (6.26) is independent of ρ ∈ Sp, it now follows from (6.27)–(6.32),
summing both sides of (6.26) over ρ ∈ Sp, and interchange of summation that we have the following
lemma.
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Lemma 6.12. Let Mn,S,{br},{cr},{ar} be determined by Definition 6.2 and Qn,S,{br},{cr},{ar} by
(6.29). Let db and dc be given by Definition 6.3. Let n = 1, 2, · · · and p = 1, 2, · · · , n. Then,
det(Mn,S,{br},{cr},{ar})
= 1
p!
(−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1,... ,mp≥1
qB(m1y1+···+mpyp)
· (−A)y1+···+ypEm1+···+mpq(F−B)(m1+···+mp)qC(y1+···+yp)
·
p∏
r=1
(D(Bmr + C))
cℓ1+b1 · det(Qn,S,{br},{cr},{ar})
· det
((
(D(Bmr + C))
dc
)(cℓs−cℓ1 )/dc)
1≤r,s≤p
. (6.33)
We next rewrite (6.33) by appealing to the following symmetrization lemma.
Lemma 6.13. Let F (y1, . . . , yp;m1, . . . ,mp) be symmetric in {y1, . . . , yp}, and in {m1, . . . ,mp}.
Let G(m1, . . . ,mp) be symmetric in {m1, . . . ,mp}. Furthermore, assume that F equals 0 if any of
{m1, . . . ,mp} are equal. Let n = 1, 2, · · · and p = 1, 2, · · · , n. Then,∑
y1,... ,yp≥1
m1,... ,mp≥1
F (y1, . . . , yp;m1, . . . ,mp)G(m1y1, . . . ,mpyp)
= p!
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
F (y1, . . . , yp;m1, . . . ,mp)G(m1y1, . . . ,mpyp). (6.34)
Proof. Since we can assume that the {m1, . . . ,mp} are distinct, we write the left-hand-side of
(6.34) as ∑
y1,... ,yp≥1
m1>m2>···>mp≥1
∑
ρ∈Sp
F (y1, . . . , yp;mρ(1), . . . ,mρ(p))G(mρ(1)y1, . . . ,mρ(p)yp). (6.35)
Next, by an interchange of summation, symmetry of F in {m1, . . . ,mp}, and relabelling the
{y1, . . . , yp} as {yρ(1), . . . , yρ(p)}, we have∑
ρ∈Sp
∑
yρ(1),... ,yρ(p)≥1
m1>m2>···>mp≥1
F (yρ(1), . . . , yρ(p);m1, . . . ,mp)G(mρ(1)yρ(1), . . . ,mρ(p)yρ(p)). (6.36)
The symmetry of F in {y1, . . . , yp}, the symmetry ofG in {m1y1, . . . ,mpyp}, the fact that yρ(1), . . . , yρ(p) ≥
1 is equivalent to y1, . . . , yp ≥ 1, and an interchange of summation now gives∑
y1,... ,yp≥1
m1>m2>···>mp≥1
F (y1, . . . , yp;m1, . . . ,mp)G(m1y1, . . . ,mpyp)
∑
ρ∈Sp
1. (6.37)
Since the innermost sum over Sp equals p!, we obtain the right-hand-side of (6.34). 
It follows immediately from Lemma 6.13 that Lemma 6.12 simplifies to the following lemma.
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Lemma 6.14. Let Mn,S,{br},{cr},{ar} be determined by Definition 6.2 and Qn,S,{br},{cr},{ar} by
(6.29). Let db and dc be given by Definition 6.3. Let n = 1, 2, · · · and p = 1, 2, · · · , n. Then,
det(Mn,S,{br},{cr},{ar})
= (−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−A)y1+···+ypEm1+···+mp
· q(F−B)(m1+···+mp)q(Bm1+C)y1+···+(Bmp+C)yp
·
p∏
r=1
(D(Bmr + C))
cℓ1+b1 · det(Qn,S,{br},{cr},{ar})
· det
((
(D(Bmr + C))
dc
)(cℓs−cℓ1 )/dc)
1≤r,s≤p
. (6.38)
Proof. Take G(m1y1, . . . ,mpyp) := q
B(m1y1+···+mpyp), which is symmetric in {m1y1, . . . ,mpyp}.
Let F (y1, . . . , yp;m1, . . . ,mp) be the rest of the term in the double multiple sum on the right-
hand-side of (6.33). The two factors of F which are determinants are each skew-symmetric
in {m1, . . . ,mp}. Thus, their product is symmetric in {m1, . . . ,mp}, and vanishes if any of
{m1, . . . ,mp} are equal. All other factors of F are clearly symmetric in {y1, . . . , yp}, or in
{m1, . . . ,mp}. 
In order to finish the proof of Theorem 6.7 we utilize the Schur functions in Definition 6.5 and
the Laplace expansion formula in Theorem 6.8 to rewrite the two determinants appearing in each
term on the right-hand-side of (6.38).
By equation (6.12) of Definition 6.5, column operations, and the product formula for a Vander-
monde determinant we have the following lemma.
Lemma 6.15. Let x1, . . . , xp be indeterminant, and 1 ≤ µ1 < µ2 < · · · < µp be positive integers.
Let p = 1, 2, · · · . Then,
det(x
µj−µ1
i )1≤i,j≤p = (−1)(
p
2)
∏
1≤r<s≤p
(xr − xs) · sλ(x1, . . . , xp), (6.39)
where sλ(x1, . . . , xp) is the Schur function in (6.12), with the partition
λ = (λ1 ≥ λ2 ≥ . . . ≥ λp ≥ 0) given by
λi = µp−i+1 − µ1 + i− p, for i = 1, 2, · · · , p. (6.40)
Proof. By column operations and a trivial simplification we first have
det(x
µj−µ1
i )1≤i,j≤p = (−1)(
p
2) det(x
µp−j+1−µ1
i )1≤i,j≤p
=(−1)(p2) det(x(µp−j+1−µ1+j−p)+p−ji )1≤i,j≤p. (6.41)
Next, appeal to (6.12) and the product formula for a Vandermonde determinant. Finally, since the
µi are strictly increasing, it is clear that the λi in (6.40) determine the partition λ = (λ1 ≥ λ2 ≥
. . . ≥ λp ≥ 0). Just note that λp = 0 and λi−λi+1 = µp−i+1−µp−i−1 ≥ 0, if i = 1, 2, · · · , p−1. 
We now use Lemma 6.15 to rewrite the second determinant on the right-hand-side of (6.38).
We specialize xr and µr as follows:
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xr := (D(Bmr + C))
dc , for r = 1, 2, · · · , p, (6.42)
and µr := cℓr/dc, for r = 1, 2, · · · , p. (6.43)
Since ℓr and cr are both strictly increasing and dc is constant, then the µr = cℓr/dc are also strictly
increasing. We obtain
det
((
(D(Bmr + C))
dc
)(cℓs−cℓ1 )/dc)
1≤r,s≤p
= (−1)(p2)
∏
1≤r<s≤p
(
(D(Bmr + C))
dc − (D(Bms + C))dc
)
· sλ
(
(D(Bm1 + C))
dc, . . . , (D(Bmp + C))
dc
)
, (6.44)
where λi is given by (6.13).
We next use Theorem 6.8 to expand the first determinant on the right-hand-side of (6.38) into
the following sum.
det(Qn,S,{br},{cr},{ar})
=
∑
∅⊂T⊆In
‖T‖=p
det(Cp,S,T ) det(Dn−p,Sc,T c) · (−1)Σ(S)+Σ(T ), (6.45)
where S, T , Sc, T c, Σ(S), and Σ(T ) be given by (6.1)–(6.3), Qn,S,{br},{cr},{ar} is defined by (6.29),
the (n − p) × (n − p) matrix Dn−p,Sc,T c is determined by (6.11), and the p × p matrix Cp,S,T is
defined by
Cp,S,T :=
[(
(D(Bmr + C))
db
)(bjs−b1)/db]
1≤r,s≤p
. (6.46)
By factoring
(
(D(Bmr + C))
db
)(bj1−b1)/db out of the r-th row of Cp,S,T it is immediate that
det(Cp,S,T ) =
p∏
r=1
(
(D(Bmr + C))
db
)(bj1−b1)/db (6.47a)
· det
((
(D(Bmr + C))
db
)(bjs−bj1 )/db)
1≤r,s≤p
. (6.47b)
We now use Lemma 6.15 to rewrite the p× p determinant in (6.47b). We specialize xr and µr
as follows:
xr := (D(Bmr + C))
db , for r = 1, 2, · · · , p, (6.48)
and µr := bjr/db, for r = 1, 2, · · · , p. (6.49)
Since jr and br are both strictly increasing and db is constant, then the µr = bjr/db are also strictly
increasing. We obtain
det
((
(D(Bmr + C))
db
)(bjs−bj1 )/db)
1≤r,s≤p
= (−1)(p2)
∏
1≤r<s≤p
(
(D(Bmr + C))
db − (D(Bms + C))db
)
· sν
(
(D(Bm1 + C))
db , . . . , (D(Bmp + C))
db
)
, (6.50)
where νi is given by (6.14).
By combining (6.45)–(6.50) we have the following lemma.
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Lemma 6.16. Let Qn,S,{br},{cr},{ar} be defined by (6.29). Let S, T , S
c, T c, Σ(S), Σ(T ) be given
by (6.1)–(6.3), and let db and dc be given by Definition 6.3. Let the (n − p) × (n − p) matrix
Dn−p,Sc,T c be determined by (6.11). Let the Schur function sν be defined by (6.12), with the
partition ν = (ν1 ≥ ν2 ≥ . . . ≥ νp ≥ 0) given by (6.14). Then,
det(Qn,S,{br},{cr},{ar})
= (−1)(p2)
∏
1≤r<s≤p
(
(D(Bmr + C))
db − (D(Bms + C))db
)
·
∑
∅⊂T⊆In
‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c) ·
(
p∏
r=1
D(Bmr + C)
)bj1−b1
· sν
(
(D(Bm1 + C))
db , . . . , (D(Bmp + C))
db
)
. (6.51)
The proof of Theorem 6.7 is completed by substituting (6.44) and (6.51) into the right-hand-side
of (6.38) and then simplifying.
The derivation of the Schur function form of our χn determinant identities in Section 7 requires
a slight modification of Theorem 6.7, which arises from replacing ai, ai+1, · · · , ai+n−1 in (6.7) by
ai, ai+1, · · · , ai+n−2, ai+n. We first need the following two definitions.
Definition 6.17 (Second Lambert series matrix). Let b1, b2, . . . , bn and c1, c2, . . . , cn be in-
determinant, and let n = 1, 2, · · · . Furthermore, assume that b1 < b2 < · · · < bn and c1 < c2 <
· · · < cn. Take {ar : r = 1, 2, · · · } to be an arbitrary sequence. Let S and Sc be the subsets of In
in (6.1), with p = 1, 2, · · · , n. Let Lu(r;A, . . . ,G) be the Lambert series in Definition 6.1. Then,
Mn,S,{br},{cr},{ar} ≡Mn,S,{b1,...,bn},{c1,...,cn},{ar} (6.52)
is defined to be the n× n matrix whose i-th row is
Lci+b1(mµ;A, . . . ,G), Lci+b2(mµ;A, . . . ,G), · · · , Lci+bn(mµ;A, . . . ,G), if i = ℓµ ∈ S,
and ai, ai+1, · · · , ai+n−2, ai+n, if i /∈ S. (6.53)
Definition 6.18 (Second Laplace expansion formula determinant). Let {ar : r = 1, 2, · · · }
be an arbitrary sequence. Let the sets Sc and T c be given by (6.1) and (6.2), and let p = 1, 2, · · · , n.
Then,
det(Dn−p,Sc,T c) (6.54)
is the determinant of the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
a(ℓp+r+jp+s−1+χ(jp+s=n))
]
1≤r,s≤n−p
, (6.55)
where
χ(A) := 1, if A is true, and 0, otherwise. (6.56)
The same computations that established Theorem 6.7 now give the following analogous expan-
sion.
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Theorem 6.19 (Expansion of second Lambert series determinant). Let Lu(r;A, . . . ,G)
be the Lambert series in Definition 6.1. Let the n× n matrix Mn,S,{br},{cr},{ar} of Lambert series
be given by Definition 6.17, and take n = 1, 2, · · · and p = 1, 2, · · · , n. Let A, B, C, D, E, F , G,
and b1, b2, . . . , bn and c1, c2, . . . , cn be indeterminant, and assume that 0 < |q| < 1. Let S, T , Sc,
T c, Σ(S), and Σ(T ) be given by (6.1)–(6.3). Take {ar : r = 1, 2, · · · } to be an arbitrary sequence.
Let db and dc be given by Definition 6.3 and sλ and sν be the Schur functions in Definition 6.5
with partitions λ and ν as in Definition 6.6. Finally, take the (n− p)× (n− p) matrix Dn−p,Sc,T c
in Definition 6.18. We then have the expansion formula
det(Mn,S,{br},{cr},{ar})
= (−A)−pqp(G−C)
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−A)y1+···+ypEm1+···+mp
· q(F−B)(m1+···+mp)q(Bm1+C)y1+···+(Bmp+C)yp
·
∏
1≤r<s≤p
(
(D(Bmr + C))
dc − (D(Bms + C))dc
)
·
∏
1≤r<s≤p
(
(D(Bmr + C))
db − (D(Bms + C))db
)
· sλ
(
(D(Bm1 + C))
dc , . . . , (D(Bmp + C))
dc
)
·
∑
∅⊂T⊆In
‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c) ·
(
p∏
r=1
D(Bmr + C)
)cℓ1+bj1
· sν
(
(D(Bm1 + C))
db , . . . , (D(Bmp + C))
db
)
. (6.57)
7. The Schur function form of sums of squares identities
In this section we first apply the key determinant expansion formulas in Theorems 6.7 and
6.17 to most of the main identities in Section 5 to obtain the Schur function form of our infinite
families of sums of squares and related identities. These include the two Kac–Wakimoto [120, pp.
452] conjectured identities involving representing a positive integer by sums of 4n2 or 4n(n + 1)
triangular numbers, respectively. In addition, we obtain in Corollary 7.10 our analog of these Kac–
Wakimoto identities which involves representing a positive integer by sums of 2n squares and (2n)2
triangular numbers. Motivated by the analysis in [41, 42], we next use Jacobi’s transformation
of the theta functions ϑ4 and ϑ2 to derive a direct connection between our identities involving
4n2 or 4n(n+ 1) squares, and the identities involving 4n2 or 4n(n+ 1) triangular numbers. In a
different direction we also apply the classical techniques in [90, pp. 96–101] and [28, pp. 288–305]
to several of the theorems in this section to obtain the corresponding infinite families of lattice
sum transformations.
We begin with the Schur function form of the 4n2 squares identity in the following theorem.
Theorem 7.1. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n
2
(7.1)
= 1 +
n∑
p=1
(−1)p22n2+n
2n−1∏
r=1
(r!)−1
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−1)y1+···+yp
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· (−1)m1+···+mpqm1y1+···+mpyp
∏
1≤r<s≤p
(
m2r −m2s
)2
· (m1m2 · · ·mp)
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where ϑ3(0,−q) is determined by (1.1), the sets S, Sc, T , T c are given by (6.1)-(6.2), Σ(S) and
Σ(T ) by (6.3), the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
c(ℓp+r+jp+s−1)
]
1≤r,s≤n−p
, (7.2)
where the ci are defined by (5.23), with the B2i in (2.60), and sλ and sν are the Schur functions
in (6.12), with the partitions λ and ν given by
λi := ℓp−i+1 − ℓ1 + i− p and νi := jp−i+1 − j1 + i− p, for i = 1, 2, · · · , p, (7.3)
where the ℓi and ji are elements of the sets S and T , respectively.
Proof. We apply Theorem 6.7 to Theorem 5.4. The Lambert series U2i−1 in (5.30), determined by
(5.22), is
−L2i−1(r; 1, 1, 0, 1,−1, 1, 0), (7.4)
as defined in (6.4). Factor −1 out of each row for i ∈ S of the matrix Mn,S in (5.29). This gives
(−1)p. Next, apply the following case of Theorem 6.7 to the resulting det(Mn,S) in the p-th term
of equation (5.29) in Theorem 5.4:
A = 1, B = 1, C = 0, D = 1, E = −1, F = 1, G = 0, (7.5)
ai = (−1)i−1 (2
2i − 1)
4i
· |B2i|, for i = 1, 2, 3, · · · , (7.6)
ci = 2i− 1 := 2ℓµ − 1, (7.7)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.8)
db = dc = 2, (7.9)
with B2i the Bernoulli numbers in (2.60).
It is immediate that
G− C = 0, F − B = 0, Bmr + C = mr,
(D(Bmr + C))
db = (D(Bmr + C))
dc = m2r. (7.10)
The λi and νi are given by (7.3). Note that ℓp−i+1 and jp−i+1 are substituted for i in (7.7) and
(7.8), respectively, before computing the λi and νi in (6.13) and (6.14).
Interchanging the inner sum in (5.29) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.15), multiplying and dividing by (m1m2 · · ·mp), and simplifying,
now yields (7.1). 
The Schur function form of the 4n(n+ 1) squares identity is given by the following theorem.
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Theorem 7.2. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n(n+1) (7.11)
=1 +
n∑
p=1
(−1)n−p22n2+3n
2n∏
r=1
(r!)−1
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−1)m1+···+mp
· qm1y1+···+mpyp (m1m2 · · ·mp)3
∏
1≤r<s≤p
(
m2r −m2s
)2
·
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.1, except that the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
a(ℓp+r+jp+s−1)
]
1≤r,s≤n−p
, (7.12)
where the ai are defined by (5.40), with the B2i+2 in (2.60).
Proof. We apply Theorem 6.7 to Theorem 5.6. The Lambert series G2i+1 in (5.47), determined by
(5.39), is
L2i+1(r;−1, 1, 0, 1,−1, 1, 0), (7.13)
as defined in (6.4). Apply the following case of Theorem 6.7 to the det(Mn,S) in the p-th term of
equation (5.46) in Theorem 5.6:
A = − 1, B = 1, C = 0, D = 1, E = −1, F = 1, G = 0, (7.14)
ai = (−1)i (2
2i+2 − 1)
4(i+ 1)
· |B2i+2|, for i = 1, 2, 3, · · · , (7.15)
ci = 2i+ 1 := 2ℓµ + 1, (7.16)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.17)
db = dc = 2, (7.18)
with B2i+2 the Bernoulli numbers in (2.60).
It is immediate that (7.10) holds. The λi and νi are given by (7.3). Note that ℓp−i+1 and jp−i+1
are substituted for i in (7.16) and (7.17), respectively, before computing the λi and νi in (6.13)
and (6.14).
Interchanging the inner sum in (5.46) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.15), multiplying and dividing by (m1m2 · · ·mp)3, and simplifying,
now yields (7.11). 
We have in Section 8 written down the n = 3 cases of Theorems 7.1 and 7.2 which yield explicit
formulas for 36 and 48 squares, respectively. For reference, we have also written down the n = 2
cases.
The next two theorems require the Euler numbers En defined by (2.61). We first have the
following theorem.
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Theorem 7.3. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n−1)ϑ3(0,−q)2n
2
(7.19)
=1 +
n∑
p=1
(−1)p22n
n−1∏
r=1
(2r)!−2
∑
y1,... ,yp≥1
m1>m2>···>mp≥1(odd)
(−1)y1+···+yp
· (−1) 12 (p+m1+···+mp)qm1y1+···+mpyp
∏
1≤r<s≤p
(
m2r −m2s
)2
·
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.1, except that the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
b(ℓp+r+jp+s−1)
]
1≤r,s≤n−p
, (7.20)
where the bi are defined by (5.57), with the E2i−2 in (2.61).
Proof. We apply Theorem 6.7 to Theorem 5.8. The Lambert series R2i−2 in (5.67), determined by
(5.56), is
−L2i−2(r; 1, 2,−1, 1,−1, 2,−1), (7.21)
as defined in (6.4). Factor −1 out of each row for i ∈ S of the matrix Mn,S in (5.66). This gives
(−1)p. Next, apply the following case of Theorem 6.7 to the resulting det(Mn,S) in the p-th term
of equation (5.66) in Theorem 5.8:
A = 1, B = 2, C = −1, D = 1, E = −1, F = 2, G = −1, (7.22)
ai = (−1)i−1 · 14 · |E2i−2|, for i = 1, 2, 3, · · · , (7.23)
ci = 2i− 2 := 2ℓµ − 2, (7.24)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.25)
db = dc = 2, (7.26)
with E2i−2 the Euler numbers in (2.61).
It is immediate that
G− C = 0, F −B = 0, Bmr + C = 2mr − 1,
(D(Bmr + C))
db = (D(Bmr + C))
dc = (2mr − 1)2. (7.27)
The λi and νi are given by (7.3). Note that ℓp−i+1 and jp−i+1 are substituted for i in (7.24)
and (7.25), respectively, before computing the λi and νi in (6.13) and (6.14).
Interchanging the inner sum in (5.66) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.15), relabelling (2mr − 1) as mr (odd), and simplifying, now yields
(7.19). 
We next have the following theorem.
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Theorem 7.4. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n+1)ϑ3(0,−q)2n
2
(7.28)
=1 +
n∑
p=1
(−1)n−p22n
n∏
r=1
(2r − 1)!−2
∑
y1,... ,yp≥1
m1>m2>···>mp≥1(odd)
(−1)y1+···+yp
· (−1) 12 (p+m1+···+mp)qm1y1+···+mpyp
∏
1≤r<s≤p
(
m2r −m2s
)2
· (m1m2 · · ·mp)2
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.1, except that the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
b(ℓp+r+jp+s)
]
1≤r,s≤n−p
, (7.29)
where the bi are determined by (5.57), with the E2i−2 in (2.61).
Proof. We apply Theorem 6.7 to Theorem 5.10. The Lambert series R2i in (5.86), determined by
(5.56), is
−L2i(r; 1, 2,−1, 1,−1, 2,−1), (7.30)
as defined in (6.4). Factor −1 out of each row for i ∈ S of the matrix Mn,S in (5.85). This gives
(−1)p. Next, apply the following case of Theorem 6.7 to the resulting det(Mn,S) in the p-th term
of equation (5.85) in Theorem 5.10:
A = 1, B = 2, C = −1, D = 1, E = −1, F = 2, G = −1, (7.31)
ai = (−1)i · 14 · |E2i|, for i = 1, 2, 3, · · · , (7.32)
ci = 2i := 2ℓµ, (7.33)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.34)
db = dc = 2, (7.35)
with E2i the Euler numbers in (2.61).
It is immediate that (7.27) holds. The λi and νi are given by (7.3). Note that ℓp−i+1 and jp−i+1
are substituted for i in (7.33) and (7.34), respectively, before computing the λi and νi in (6.13)
and (6.14).
Interchanging the inner sum in (5.85) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.15), relabelling (2mr−1) as mr (odd), multiplying and dividing by
(m1m2 · · ·mp)2, and simplifying, now yields (7.28). 
The next two results complete our proof of the Kac–Wakimoto conjectured identities for trian-
gular numbers in [120, pp. 452].
We first have the following theorem.
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Theorem 7.5. Let ϑ2(0, q) be defined by (1.2), and let n = 1, 2, 3, · · · . We then have
ϑ2(0, q)
4n2 =4n(n+1)
2n−1∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
m1m2 · · ·mn
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
, (7.36)
and
ϑ2(0, q
1/2)4n(n+1) =2n(4n+5)
2n∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(m1m2 · · ·mn)3
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
. (7.37)
Proof. We apply Theorem 6.7 to Theorem 5.11. The Lambert series C2i−1 in (5.93), determined
by (5.95), is
L2i−1(r;−1, 4,−2, 12 , 1, 2,−1), (7.38)
as defined in (6.4). Apply the following case of Theorem 6.7 to the single n×n determinant in the
right-hand-side of equation (5.93) in Theorem 5.11:
A = − 1, B = 4, C = −2, D = 12 , E = 1, F = 2, G = −1, (7.39)
ci = 2i− 1 := 2µ− 1, (7.40)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.41)
db = dc = 2. (7.42)
It is immediate that
G− C = 1, F −B = −2, Bmr + C = 4mr − 2,
(D(Bmr + C))
db = (D(Bmr + C))
dc = (2mr − 1)2. (7.43)
In the above application of the determinant expansion of (6.15) we also have
p = n, S = T = In, and ℓµ = jµ = µ, for µ = 1, 2, · · · , n. (7.44)
Equations (7.40)–(7.42) and (7.44) imply that
λi = 0 and νi = 0, for i = 1, 2, · · · , n. (7.45)
Thus, we have
sλ(x) = sν(x) = det(D0,∅,∅) = 1. (7.46)
Keeping in mind (7.39)–(7.46), noting that the inner sum in (6.15) consists of just one term
corresponding to T = In, observing that
1− 2mr + (2mr − 1)2yr = (2mr − 1)(2yr − 1), (7.47)
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relabelling (2mr − 1) and (2yr − 1) as mr (odd) and yr (odd), respectively, and simplifying, now
yields (7.36).
The proof of (7.37) is similar to that of (7.36). The Lambert series D2i+1 in (5.94), determined
by (5.96), is
L2i+1(r;−1, 2, 0, 12 , 1, 1, 0), (7.48)
as defined in (6.4). Apply the following case of Theorem 6.7 to the single n×n determinant in the
right-hand-side of equation (5.94) in Theorem 5.11:
A = − 1, B = 2, C = 0, D = 1
2
, E = 1, F = 1, G = 0, (7.49)
ci = 2i+ 1 := 2µ+ 1, (7.50)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.51)
db = dc = 2. (7.52)
It is immediate that
G− C = 0, F −B = −1, Bmr + C = 2mr,
(D(Bmr + C))
db = (D(Bmr + C))
dc = m2r. (7.53)
Keeping in mind (7.44)–(7.46) and (7.49)–(7.53), noting that the inner sum in (6.15) consists of
just one term corresponding to T = In, observing that −mr + 2mryr = mr(2yr − 1), relabelling
(2yr − 1) as yr (odd), and simplifying, now yields (7.37). 
The same analysis involving (5.18) that took Theorem 5.11 into Corollary 5.12 transforms The-
orem 7.5 into the following Corollary.
Corollary 7.6. Let △(q) be defined by (5.17), and let n = 1, 2, 3, · · · . We then have
△(q2)4n
2
=4−n(n−1)q−n
2
2n−1∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
m1m2 · · ·mn
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
, (7.54)
and
△(q)4n(n+1) =2nq−n(n+1)/2
2n∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(m1m2 · · ·mn)3
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
. (7.55)
Remark. Taking the coefficient of qN on both sides of (7.54) and (7.55), respectively, immediately
gives the first and second Kac–Wakimoto conjectured identities for triangular numbers in [120, pp.
452]. Our proof of Corollary 7.6 does not require inclusion/exclusion, and the analysis involving
Schur functions is simpler than in (7.1), (7.11), (7.19), and (7.28). Zagier in [253] has also recently
independently proven these two identities in [120, pp. 452] by utilizing cusp forms. In addition,
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he proved the more general Conjecture 7.2 of Kac–Wakimoto [120, pp. 451], and its rewritten
m = 2 (first unproven) special case in [120, pp. 451]. Information regarding affine superalgebras
and Appell’s generalized theta functions can be found in [121].
The n = 1 cases of (7.54) and (7.55) are the classical identities of Legendre [139], [21, Eqns. (ii)
and (iii), pp. 139] given by
Theorem 7.7 (Legendre). Let △(q) be defined by (5.17). Then
△(q2)4 =
∞∑
r=1
(2r − 1)q2(r−1)
1− q2(2r−1) =
∑
y1≥1(odd)
m1≥1(odd)
m1 · qm1y1−1, (7.56)
and △(q)8 =
∞∑
r=1
r3qr−1
1− q2r =
∑
y1≥1(odd)
m1≥1
m31 · qm1y1−1. (7.57)
The Legendre identities involve the first sum over r in (7.56) and (7.57). The n = 1 case of the
Kac–Wakimoto conjectured identities for triangular numbers in [120, pp. 452] takes the coefficient
of qN on both sides of (7.56) and (7.57) while using the second double sum over y1 and m1.
We next consider the Schur function form of our Hankel determinant identities related to cn(u, k)
and dn(u, k).
We begin with the following theorem related to cn(u, k).
Theorem 7.8. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n−1) (7.58)
=4n
n−1∏
r=1
(2r)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
(−1) 12 (−n+y1+···+yn)
· q 12 (m1y1+···+mnyn)
∏
1≤r<s≤n
(
m2r −m2s
)2
.
Proof. We apply Theorem 6.7 to Theorem 5.13. The Lambert series T2i−2 in (5.109), determined
by (5.110), is
L2i−2(r; 1, 2,−1, 1, 1, 1,− 12 ), (7.59)
as defined in (6.4). Apply the following case of Theorem 6.7 to the single n×n determinant in the
right-hand-side of equation (5.109) in Theorem 5.13:
A = 1, B = 2, C = −1, D = 1, E = 1, F = 1, G = − 1
2
, (7.60)
ci = 2i− 2 := 2µ− 2, (7.61)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.62)
db = dc = 2. (7.63)
It is immediate that
G− C = 12 , F − B = −1, Bmr + C = 2mr − 1,
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(D(Bmr + C))
db = (D(Bmr + C))
dc = (2mr − 1)2. (7.64)
In the above application of the determinant expansion of (6.15) we also have (7.44)–(7.46).
Keeping in mind (7.44)–(7.46) and (7.60)–(7.64), noting that the inner sum in (6.15) consists of
just one term corresponding to T = In, observing that (7.47) holds, relabelling (2mr − 1) and
(2yr − 1) as mr (odd) and yr (odd), respectively, and simplifying, now yields (7.58). 
Applying the relation (5.105) to the left-hand-side of (7.58) immediately implies that
ϑ2(0, q)
2nϑ2(0, q
1/2)4n(n−1) (7.65)
= 4n
2
n−1∏
r=1
(2r)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
(−1) 12 (−n+y1+···+yn)
· q 12 (m1y1+···+mnyn)
∏
1≤r<s≤n
(
m2r −m2s
)2
.
Keeping in mind (7.65) and (5.18), the n = 1 case of Theorem 7.8 is equivalent to the identity
in [21, Ex. (iv), pp. 139]. Similarly, the n = 2 case of Theorem 7.8 leads to
q △(q2)4 · q △(q)8 = 1
64
[
T0T4 − T 22
]
(7.66a)
= 2−6
∑
y1,y2≥1
m1>m2≥1(odd)
(−1)y1+y2 (m21 −m22)2 qm1(y1− 12 )+m2(y2− 12 ), (7.66b)
where T2i−2 is defined by (5.110).
Note that Theorem 7.7 and the product q △(q2)4 · q △(q)8 in (7.66a) implies that the 4-fold sum
in (7.66b) is the product of the double sums in (7.56) and (7.57), each multiplied by q. That is,
(7.66b) is the product of the sums in [21, Eqns. (ii) and (iii), pp. 139]. The double sums in (7.56)
and (7.57) have no alternating signs, while the sum in (7.66b) does.
We next have the following theorem.
Theorem 7.9. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n+1) (7.67)
=4n
n∏
r=1
(2r − 1)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
(−1) 12 (−n+y1+···+yn)
· (m1m2 · · ·mn)2 q
1
2
(m1y1+···+mnyn)
∏
1≤r<s≤n
(
m2r −m2s
)2
.
Proof. We apply Theorem 6.7 to Theorem 5.14. The Lambert series T2i in (5.117), determined by
(5.110), is
L2i(r; 1, 2,−1, 1, 1, 1,− 12), (7.68)
as defined in (6.4). Apply the following case of Theorem 6.7 to the single n×n determinant in the
right-hand-side of equation (5.117) in Theorem 5.14:
A = 1, B = 2, C = −1, D = 1, E = 1, F = 1, G = − 12 , (7.69)
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ci = 2i := 2µ, (7.70)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.71)
db = dc = 2. (7.72)
It is immediate that (7.64) holds. In the above application of the determinant expansion of
(6.15) we also have (7.44)–(7.46). Keeping in mind (7.44)–(7.46), (7.64), and (7.69)–(7.72), noting
that the inner sum in (6.15) consists of just one term corresponding to T = In, observing that
(7.47) holds, relabelling (2mr − 1) and (2yr − 1) as mr (odd) and yr (odd), respectively, and
simplifying, now yields (7.67). 
Applying (5.18) and (5.105) to the left-hand-side of (7.67) immediately gives the Schur function
form of Corollary 5.15 in the following corollary.
Corollary 7.10. Let ϑ3(0, q) and △ (q) be defined by (1.1) and (5.17), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ3(0, q)
2n
△(q)(2n)
2
(7.73)
=4−n(n−1)q−n
2/2
n∏
r=1
(2r − 1)!−2
·
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
(−1) 12 (−n+y1+···+yn) (m1m2 · · ·mn)2
· q 12 (m1y1+···+mnyn)
∏
1≤r<s≤n
(
m2r −m2s
)2
.
We now consider the Schur function form of the theta function identities related to dn(u, k).
We start with the following theorem.
Theorem 7.11. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n−1)ϑ3(0, q)
2n2
=4n
2
n−1∏
r=1
(2r)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(−1) 12 (−n+y1+···+yn)
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
(7.74a)
+4n
2−1
n−1∏
r=1
(2r)!−2
∑
y1,... ,yn−1≥1(odd)
m1>m2>···>mn−1≥1
(−1) 12 (−n+1+y1+···+yn−1)
· qm1y1+···+mn−1yn−1 (m1m2 · · ·mn−1)4
∏
1≤r<s≤n−1
(
m2r −m2s
)2
, (7.74b)
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where the term in (7.74b) is defined to be 1 if n = 1.
Proof. We apply Theorem 6.7 to Theorem 5.16. The Lambert series N2i−2 in (5.127a), determined
by (5.128), is
L2i−2(r; 1, 2, 0,
1
2 , 1, 1, 0), (7.75)
as defined in (6.4). Apply the following case of Theorem 6.7 to the single n×n determinant in the
right-hand-side of equation (5.127a) in Theorem 5.16:
A = 1, B = 2, C = 0, D = 12 , E = 1, F = 1, G = 0, (7.76)
ci = 2i− 2 := 2µ− 2, (7.77)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.78)
db = dc = 2. (7.79)
It is immediate that (7.53) holds. In the above application of the determinant expansion of
(6.15) we also have (7.44)–(7.46). Keeping in mind (7.44)–(7.46), (7.53), and (7.76)–(7.79), noting
that the inner sum in (6.15) consists of just one term corresponding to T = In, observing that
−mr + 2mryr = mr(2yr − 1), relabelling (2yr − 1) as yr (odd), and simplifying, now yields the
term in (7.74a).
The derivation of the term in (7.74b) from (5.127b) is the same as for (7.74a), except that
n 7→ n− 1, ci 7→ 2i+ 2, and cℓ1 + bj1 7→ 4. 
The n = 1 case of Theorem 7.11 is equivalent to Jacobi’s 2-squares identity in [21, Entry 8(i),
pp. 114]. The calculation is similar to that for the n = 1 case of Theorem 5.16. Here, just note
that the n = 1 case of the sum in (7.74b) equals 1.
We next have the following theorem.
Theorem 7.12. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n+1)ϑ3(0, q)
2n2 (7.80)
=4n(n+1)
n∏
r=1
(2r − 1)!−2
·
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(−1) 12 (−n+y1+···+yn) (m1m2 · · ·mn)2
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
.
Proof. We apply Theorem 6.7 to Theorem 5.17. The Lambert series N2i in (5.135), determined by
(5.128), is
L2i(r; 1, 2, 0,
1
2 , 1, 1, 0), (7.81)
as defined in (6.4). Apply the following case of Theorem 6.7 to the single n×n determinant in the
right-hand-side of equation (5.135) in Theorem 5.17:
A = 1, B = 2, C = 0, D = 12 , E = 1, F = 1, G = 0, (7.82)
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ci = 2i := 2µ, (7.83)
bi = 2(i− 1), for i = 1, 2, · · · , n, (7.84)
db = dc = 2. (7.85)
It is immediate that (7.53) holds. In the above application of the determinant expansion of
(6.15) we also have (7.44)–(7.46). Keeping in mind (7.44)–(7.46), (7.53), and (7.82)–(7.85), noting
that the inner sum in (6.15) consists of just one term corresponding to T = In, observing that
−mr+2mryr = mr(2yr−1), relabelling (2yr−1) as yr (odd), and simplifying, now yields (7.80). 
Applying (5.18) and (5.105) to the left-hand-side of (7.80) immediately gives the Schur function
form of Corollary 5.18 in the following corollary.
Corollary 7.13. Let △(q) be defined by (5.17). Let n = 1, 2, 3, · · · . We then have
△(q)(2n)
2
△(q2)2n (7.86)
= q−n(n+1)/2
n∏
r=1
(2r − 1)!−2
·
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(−1) 12 (−n+y1+···+yn) (m1m2 · · ·mn)2
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
.
We next survey the Schur function form of our χn determinant identities. We find it convenient
to recall the definition of χ(A) given by
χ(A) := 1, if A is true, and 0, otherwise. (7.87)
We first have the following theorem.
Theorem 7.14. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n
2
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
(7.88)
= 1 +
n∑
p=1
(−1)p−122n2+n+1 3
n(4n2−1)
2n−1∏
r=1
(r!)−1
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−1)y1+···+yp
· (−1)m1+···+mpqm1y1+···+mpyp
∏
1≤r<s≤p
(
m2r −m2s
)2
· (m1m2 · · ·mp)
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4+2χ(j1=n)sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
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where ϑ3(0,−q) is determined by (1.1), the sets S, Sc, T , T c are given by (6.1)-(6.2), Σ(S) and
Σ(T ) by (6.3), and the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
c(ℓp+r+jp+s−1+χ(jp+s=n))
]
1≤r,s≤n−p
, (7.89)
where the ci are determined by (5.23), with the B2i in (2.60), and χ(A) defined by (7.87). Finally,
sλ and sν are the Schur functions in (6.12), with the partitions λ and ν given by
λi := ℓp−i+1 − ℓ1 + i− p, for i = 1, 2, · · · , p, (7.90)
and, ν1 := 0, if p = 1, (7.91a)
ν1 := jp − j1 + 1− p+ χ(jp = n), if p > 1, (7.91b)
νi := jp−i+1 − j1 + i− p, if 2 ≤ i ≤ p, and, p > 1. (7.91c)
Proof. We apply Theorem 6.19 to Theorem 5.24. We utilize the same specializations as in (7.4)–
(7.9), except that
bi = 2(i− 1) + 2χ(i = n), for i = 1, 2, · · · , n, (7.92)
where χ(A) is defined by (7.87).
It is immediate that (7.10) holds. The λi and νi are given by (7.90)–(7.91). (Note that the
formula for νi in (7.3) is transformed to (7.91a–c) by adding 1 to the largest part of ν if the largest
element of the set T is n).
Interchanging the inner sum in (5.192) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.57), multiplying and dividing by (m1m2 · · ·mp), and simplifying,
now yields (7.88), for n ≥ 2.
By (5.194), the n = 1 case of (7.88) is established by showing that this case of the multiple sum
in (7.88) is U3, as defined by (5.22). This equality follows termwise by using (6.5) to compute the
i = 2 case of (7.4). 
We next have the following theorem.
Theorem 7.15. Let n = 1, 2, 3, · · · . Then
ϑ3(0,−q)4n(n+1)
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
(7.93)
= 1 +
n∑
p=1
(−1)n−p+122n2+3n 3n(n+1)(2n+1)
2n∏
r=1
(r!)−1
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−1)m1+···+mp
· qm1y1+···+mpyp (m1m2 · · ·mp)3
∏
1≤r<s≤p
(
m2r −m2s
)2
·
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4+2χ(j1=n)sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.14, except that the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
a(ℓp+r+jp+s−1+χ(jp+s=n))
]
1≤r,s≤n−p
, (7.94)
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where the ai are determined by (5.40), with the B2i+2 in (2.60), and χ(A) defined by (7.87).
Proof. We apply Theorem 6.19 to Theorem 5.26. We utilize the same specializations as in (7.13)–
(7.18), except that bi is given by (7.92).
It is immediate that (7.10) holds. The λi and νi are given by (7.90)–(7.91).
Interchanging the inner sum in (5.207) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.57), multiplying and dividing by (m1m2 · · ·mp)3, and simplifying,
now yields (7.93), for n ≥ 2.
By (5.209), the n = 1 case of (7.93) is established by showing that this case of the multiple sum
in (7.93) is G5, as defined by (5.39). This equality follows termwise by using (6.5) to compute the
i = 2 case of (7.13). 
The next two theorems require the Euler numbers En defined by (2.61). We first have the
following theorem.
Theorem 7.16. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n−1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
(7.95)
= (4n− 1) +
n∑
p=1
(−1)p−122n 3
n(2n−1)
n−1∏
r=1
(2r)!−2
∑
y1,... ,yp≥1
m1>m2>···>mp≥1(odd)
(−1)y1+···+yp
· (−1) 12 (p+m1+···+mp)qm1y1+···+mpyp
∏
1≤r<s≤p
(
m2r −m2s
)2
·
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4+2χ(j1=n)sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.14, except that the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
b(ℓp+r+jp+s−1+χ(jp+s=n))
]
1≤r,s≤n−p
, (7.96)
where the bi are defined by (5.57), with the E2i−2 in (2.61), and χ(A) defined by (7.87).
Proof. We apply Theorem 6.19 to Theorem 5.28. We utilize the same specializations as in (7.21)–
(7.26), except that bi is given by (7.92).
It is immediate that (7.27) holds. The λi and νi are given by (7.90)–(7.91).
Interchanging the inner sum in (5.223) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.57), relabelling (2mr − 1) as mr (odd), and simplifying, now yields
(7.95), for n ≥ 2.
By (5.225), the n = 1 case of (7.95) is established by showing that this case of the multiple sum
in (7.95) is R2, as defined by (5.56). This equality follows termwise by using (6.5) to compute the
i = 2 case of (7.21). 
We next have the following theorem.
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Theorem 7.17. Let n = 1, 2, 3, · · · . Then
ϑ3(0, q)
2n(n+1)ϑ3(0,−q)2n
2
·
{
2n
[
2 + 24
∞∑
r=1
2rq2r
1 + q2r
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
(7.97)
= (4n+ 1) +
n∑
p=1
(−1)n−p+122n 3
n(2n+1)
n∏
r=1
(2r − 1)!−2
∑
y1,... ,yp≥1
m1>m2>···>mp≥1(odd)
(−1)y1+···+yp
· (−1) 12 (p+m1+···+mp)qm1y1+···+mpyp
∏
1≤r<s≤p
(
m2r −m2s
)2
· (m1m2 · · ·mp)2
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4+2χ(j1=n)sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.14, except that the (n− p)× (n− p) matrix
Dn−p,Sc,T c :=
[
b(ℓp+r+jp+s+χ(jp+s=n))
]
1≤r,s≤n−p
, (7.98)
where the bi are determined by (5.57), with the E2i−2 in (2.61), and χ(A) defined by (7.87).
Proof. We apply Theorem 6.19 to Theorem 5.30. We utilize the same specializations as in (7.30)–
(7.35), except that bi is given by (7.92).
It is immediate that (7.27) holds. The λi and νi are given by (7.90)–(7.91).
Interchanging the inner sum in (5.239) with the double multiple sum over y1, . . . , yp ≥ 1 and
m1 > m2 > · · · > mp ≥ 1 in (6.57), relabelling (2mr−1) as mr (odd), multiplying and dividing by
(m1m2 · · ·mp)2, and simplifying, now yields (7.97), for n ≥ 2.
By (5.241), the n = 1 case of (7.97) is established by showing that this case of the multiple sum
in (7.97) is R4, as defined by (5.56). This equality follows termwise by using (6.5) to compute the
i = 2 case of (7.30). 
The analog of Theorem 7.5 is given by the following theorem.
Theorem 7.18. Let ϑ2(0, q) be defined by (1.2), and let n = 1, 2, 3, · · · . We then have
ϑ2(0, q)
4n2
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]
=4n(n+1) 3n(4n2−1)
2n−1∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
m1m2 · · ·mn
· (m21 + · · · +m2n) qm1y1+···+mnyn ∏
1≤r<s≤n
(
m2r −m2s
)2
. (7.99)
and
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ϑ2(0, q
1/2)4n(n+1)
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
=2n(4n+5) 6n(n+1)(2n+1)
2n∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(m1m2 · · ·mn)3
· (m21 + · · · +m2n) qm1y1+···+mnyn ∏
1≤r<s≤n
(
m2r −m2s
)2
. (7.100)
Proof. We apply Theorem 6.19 to Theorems 5.31 and 5.32. We take n ≥ 2 and first consider
(7.99). We utilize the same specializations as in (7.38)–(7.42), except that bi is given by (7.92). It
is immediate that (7.43) holds.
In the above application of the determinant expansion of (6.57) we also have (7.44). Equations
(7.40), (7.42), (7.44), and (7.92) imply that
λi = 0, for i = 1, 2, · · · , n, (7.101)
ν1 = 1, and νi = 0, for i = 2, 3, · · · , n. (7.102)
Thus, we have
sλ(x) = det(D0,∅,∅) = 1, (7.103)
sν(x1, . . . , xn) = x1 + · · · + xn. (7.104)
Keeping in mind (7.39), (7.40), (7.42), (7.43), (7.44), (7.92), (7.101)–(7.104), noting that the
inner sum in (6.57) consists of just one term corresponding to T = In, observing (7.47), relabelling
(2mr− 1) and (2yr− 1) as mr (odd) and yr (odd), respectively, and simplifying, now yields (7.99),
for n ≥ 2.
By Theorem 5.31, the n = 1 case of (7.99) is established by showing that this case of the multiple
sum in (7.99) is C3, as defined by (5.95). This equality follows termwise by using (6.5) to compute
the i = 2 case of (7.38).
The proof of (7.100) is similar to that of (7.99). We take n ≥ 2 and apply Theorem 6.19 to
Theorem 5.32. We utilize the same specializations as in (7.48)–(7.52), except that bi is given by
(7.92). It is immediate that (7.53) holds.
Keeping in mind (7.44), (7.49), (7.50), (7.52), (7.53), (7.92), (7.101)–(7.104), noting that the
inner sum in (6.57) consists of just one term corresponding to T = In, observing that −mr +
2mryr = mr(2yr − 1), relabelling (2yr − 1) as yr (odd), and simplifying, now yields (7.100), for
n ≥ 2.
By Theorem 5.32, the n = 1 case of (7.100) is established by showing that this case of the
multiple sum in (7.100) is D5, as defined by (5.96). This equality follows termwise by using (6.5)
to compute the i = 2 case of (7.48). 
The same analysis involving (5.18) that took Theorem 5.11 into Corollary 5.12 transforms The-
orem 7.18 into an analog of Corollary 7.6.
We next consider the Schur function form of our χn determinant identities related to cn(u, k),
sn(u, k) dn(u, k), dn(u, k), and sn(u, k) cn(u, k).
We first have the following theorem.
Theorem 7.19. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n−1)
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·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
(7.105)
= 4n 3n(2n−1)
n−1∏
r=1
(2r)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
(−1) 12 (−n+y1+···+yn)
· (m21 + · · · +m2n) q 12 (m1y1+···+mnyn) ∏
1≤r<s≤n
(
m2r −m2s
)2
.
Proof. We take n ≥ 2 and apply Theorem 6.19 to Theorem 5.33. We utilize the same specializations
as in (7.59)–(7.63), except that bi is given by (7.92). It is immediate that (7.64) holds. In this
application of the determinant expansion of (6.57) we also have (7.44), and (7.101)–(7.104).
Keeping in mind (7.44), (7.60), (7.61), (7.63), (7.64), (7.92), (7.101)–(7.104), noting that the
inner sum in (6.57) consists of just one term corresponding to T = In, observing that (7.47) holds,
relabelling (2mr − 1) and (2yr − 1) as mr (odd) and yr (odd), respectively, and simplifying, now
yields (7.105), for n ≥ 2.
By Theorem 5.33, the n = 1 case of (7.105) is established by showing that this case of the
multiple sum in (7.105) is T2, as defined by (5.110). This equality follows termwise by using (6.5)
to compute the i = 2 case of (7.59). 
We next have the following theorem.
Theorem 7.20. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n2ϑ3(0, q)
2n(n+1)
·
{
2n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
−
[
1− 24
∞∑
r=1
(2r − 1)q2r−1
1 + q2r−1
]}
(7.106)
= 4n 3n(2n+1)
n∏
r=1
(2r − 1)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
(−1) 12 (−n+y1+···+yn)
· (m21 + · · · +m2n) (m1m2 · · ·mn)2
· q 12 (m1y1+···+mnyn)
∏
1≤r<s≤n
(
m2r −m2s
)2
.
Proof. We take n ≥ 2 and apply Theorem 6.19 to Theorem 5.34. We utilize the same specializations
as in (7.68)–(7.72), except that bi is given by (7.92). It is immediate that (7.64) holds. In this
application of the determinant expansion of (6.57) we also have (7.44), and (7.101)–(7.104).
Keeping in mind (7.44), (7.64), (7.69), (7.70), (7.72), (7.92), (7.101)–(7.104), noting that the
inner sum in (6.57) consists of just one term corresponding to T = In, observing that (7.47) holds,
relabelling (2mr − 1) and (2yr − 1) as mr (odd) and yr (odd), respectively, and simplifying, now
yields (7.106), for n ≥ 2.
By Theorem 5.34, the n = 1 case of (7.106) is established by showing that this case of the
multiple sum in (7.106) is T4, as defined by (5.110). This equality follows termwise by using (6.5)
to compute the i = 2 case of (7.68). 
We next have the following theorem.
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Theorem 7.21. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n−1)ϑ3(0, q)
2n2
·
{
n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
−
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]}
=4n
2 3
2n(2n−1)
n−1∏
r=1
(2r)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(−1) 12 (−n+y1+···+yn)
· (m21 + · · · +m2n) qm1y1+···+mnyn ∏
1≤r<s≤n
(
m2r −m2s
)2
(7.107a)
+4n
2−1 3
2n(2n−1)
n−1∏
r=1
(2r)!−2
∑
y1,... ,yn−1≥1(odd)
m1>m2>···>mn−1≥1
(−1) 12 (−n+1+y1+···+yn−1)
· (m21 + · · · +m2n−1) (m1m2 · · ·mn−1)4
· qm1y1+···+mn−1yn−1
∏
1≤r<s≤n−1
(
m2r −m2s
)2
, (7.107b)
where the term in (7.107b) is defined to be 0 if n = 1.
Proof. We apply Theorem 6.19 to Theorem 5.35. We first take n ≥ 2 and apply Theorem 6.19
to the single n× n determinant in the right-hand-side of equation (5.276a) in Theorem 5.35. We
utilize the same specializations as in (7.75)–(7.79), except that bi is given by (7.92). It is immediate
that (7.53) holds. In this application of the determinant expansion of (6.57) we also have (7.44),
and (7.101)–(7.104).
Keeping in mind (7.44), (7.53), (7.76), (7.77), (7.79), (7.92), (7.101)–(7.104), noting that the
inner sum in (6.57) consists of just one term corresponding to T = In, observing that −mr +
2mryr = mr(2yr − 1), relabelling (2yr − 1) as yr (odd), and simplifying, now yields the term in
(7.107a), for n ≥ 2.
By Theorem 5.35, the n = 1 case of (7.107a) is established by showing that this case of the
multiple sum in (7.107a) is N2, as defined by (5.128). This equality follows termwise by using (6.5)
to compute the i = 2 case of (7.75).
For n ≥ 3, the derivation of the term in (7.107b) from (5.276b) is the same as for (7.107a),
except that n 7→ n− 1, ci 7→ 2i+ 2, and cℓ1 + bj1 7→ 4.
By Theorem 5.35, the n = 2 case of (7.107b) is established by showing that this case of the
multiple sum in (7.107b) is N6, as defined by (5.128). This equality follows termwise by using (6.5)
to compute the i = 4 case of (7.75).
If n = 1, the term in (7.107b) is defined to be 0. 
We next have the following theorem.
Theorem 7.22. Let ϑ2(0, q) and ϑ3(0, q) be defined by (1.2) and (1.1), respectively. Let n =
1, 2, 3, · · · . We then have
ϑ2(0, q)
2n(n+1)ϑ3(0, q)
2n2
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·
{
n
[
1 + 24
∞∑
r=1
rqr
1 + qr
]
+
[
1 + 24
∞∑
r=1
rq2r
1 + q2r
]}
(7.108)
= 4n(n+1) 6
n(2n+1)
n∏
r=1
(2r − 1)!−2
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(−1) 12 (−n+y1+···+yn)
· (m21 + · · · +m2n) (m1m2 · · ·mn)2
· qm1y1+···+mnyn
∏
1≤r<s≤n
(
m2r −m2s
)2
.
Proof. We take n ≥ 2 and apply Theorem 6.19 to Theorem 5.36. We utilize the same specializations
as in (7.81)–(7.85), except that bi is given by (7.92). It is immediate that (7.53) holds. In this
application of the determinant expansion of (6.57) we also have (7.44), and (7.101)–(7.104).
Keeping in mind (7.44), (7.53), (7.82), (7.83), (7.85), (7.92), (7.101)–(7.104), noting that the
inner sum in (6.57) consists of just one term corresponding to T = In, observing that −mr +
2mryr = mr(2yr − 1), relabelling (2yr − 1) as yr (odd), and simplifying, now yields (7.108), for
n ≥ 2.
By Theorem 5.36, the n = 1 case of (7.108) is established by showing that this case of the
multiple sum in (7.108) is N4, as defined by (5.128). This equality follows termwise by using (6.5)
to compute the i = 2 case of (7.81). 
Remark. Note that the terms in the multiple sums in (7.99), (7.100), (7.105), (7.106), (7.107a),
and (7.108) are simply (m21 + · · · + m2n) times the corresponding terms in (7.36), (7.37), (7.58),
(7.67), (7.74a), and (7.80), respectively.
Chan’s paper [41], which utilized Dedekind’s η-function transformation formula and Hecke’s
correspondence between Fourier series and Dirichlet series to prove the equivalence of some partition
identities of Ramanujan, motivates a direct relationship between Theorems 7.1 and 7.2 and the
simpler identities in Theorem 7.5. This relationship is a consequence of
ϑ3(0,−q) = (−iτ)−1/2ϑ2(0, q1), (7.109)
where q := eiπτ and q1 := e
−iπ/τ . (7.110)
To see (7.109), take z = 0 in Jacobi’s transformation
ϑ4(τz|τ) = (−iτ)−1/2e−iτz
2/πϑ2(z|−1τ ) (7.111)
in [135, Eqn. (1.7.15), pp. 17] of the theta functions ϑ4 and ϑ2. Equation (7.109) implies that
ϑ3(0,−q)4n
2
= (−1)nτ−2n2ϑ2(0, q1)4n
2
, (7.112)
and ϑ3(0,−q)4n(n+1) = τ−2n(n+1)ϑ2(0, q1)4n(n+1), (7.113)
where q and q1 are given by (7.110).
Applying Theorem 7.5 to the right-hand sides of (7.112) and (7.113) now leads to the following
corollary.
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Corollary 7.23. Let ϑ3(0, q) be defined by (1.1). Let q and q1 be given by (7.110). Let n =
1, 2, 3, · · · . We then have
ϑ3(0,−q)4n
2
= (−1)n4n(n+1)τ−2n2
2n−1∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
m1m2 · · ·mn
· qm1y1+···+mnyn1
∏
1≤r<s≤n
(
m2r −m2s
)2
, (7.114)
and
ϑ3(0,−q)4n(n+1) =2n(4n+5)τ−2n(n+1)
2n∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(m1m2 · · ·mn)3
· q2(m1y1+···+mnyn)1
∏
1≤r<s≤n
(
m2r −m2s
)2
. (7.115)
To obtain an identity just involving multiple sums, replace the products ϑ3(0,−q)4n2 and
ϑ3(0,−q)4n(n+1) in (7.114) and (7.115) by the sums in (7.1) and (7.11).
A Lambert series version of Corollary 7.23 follows by applying Theorems 5.4, 5.6, and 5.11 to
the products in (7.112) and (7.113). The analysis in [41, 42] suggests that an extension of the
Hecke correspondence between Fourier series and Dirichlet series, applied to this Lambert series
version of Corollary 7.23, may lead to functional equations and evaluations for the corresponding
multiple L-series.
The classical techniques in [90, pp. 96–101] and [28, pp. 288–305] applied to Theorems 7.1
through 7.22 lead to corresponding infinite families of lattice sum transformations. We illustrate
this procedure by applying the Mellin transform to Theorems 7.1, 7.2, 7.5, and the two special cases
in Corollaries 8.1 and 8.2. These computations involve the specialized theta functions ϑ2(q) :=
ϑ2(0, q), ϑ3(q) := ϑ3(0, q), ϑ4(q) := ϑ3(0,−q), and the Mellin transform Mf(s) given by
Mf(s) ≡Ms(f) :=
∫ ∞
0
f(t)ts−1 dt. (7.116)
We make frequent use of
Ms(e
−nt) = n−s · Γ(s), (7.117)
where Γ(s) is the gamma function.
We first study the m-dimensional cubic lattice sums bm(2s) defined by
bm(2s) :=
∑
(i1,...,im) 6=(0,...,0)
−∞<i1,...,im<∞
(−1)i1+···+im
(i21 + · · · + i2m)s
, (7.118)
where Re(s) > 0. The convergence of these general sums is discussed in [28, Ex.1 and 2, pp.
290–291]. Sums of the form b3(2s) occur naturally in chemistry. For example, b3(1) may be viewed
as the potential or Coulomb sum at the origin of a cubic lattice with alternating unit charges at all
nonzero lattice points. This is essentially an idealization of a rocksalt crystal. The quantity b3(1)
is known as Madelung’s constant for NaCl. Different crystals lead to different lattice sums.
Applying the Mellin transform termwise to both sides of the q = e−t case of (7.1) yields the
following theorem.
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Theorem 7.24. Let n = 1, 2, 3, · · · . We then have the formal identity
b4n2(2s) (7.119)
=
n∑
p=1
(−1)p22n2+n
2n−1∏
r=1
(r!)−1
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−1)y1+···+yp
· (−1)m1+···+mp(m1y1 + · · · +mpyp)−s
∏
1≤r<s≤p
(
m2r −m2s
)2
· (m1m2 · · ·mp)
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.1, and b4n2(2s) is determined by (7.118).
Similarly, applying the Mellin transform termwise to both sides of the q = e−t case of (7.11)
yields the following theorem.
Theorem 7.25. Let n = 1, 2, 3, · · · . We then have the formal identity
b4n(n+1)(2s) (7.120)
=
n∑
p=1
(−1)n−p22n2+3n
2n∏
r=1
(r!)−1
∑
y1,... ,yp≥1
m1>m2>···>mp≥1
(−1)m1+···+mp
· (m1y1 + · · · +mpyp)−s (m1m2 · · ·mp)3
∏
1≤r<s≤p
(
m2r −m2s
)2
·
∑
∅⊂S,T⊆In
‖S‖=‖T‖=p
(−1)Σ(S)+Σ(T ) · det(Dn−p,Sc,T c)
· (m1m2 · · ·mp)2ℓ1+2j1−4sλ(m21, . . . ,m2p) sν(m21, . . . ,m2p),
where the same assumptions hold as in Theorem 7.2, and b4n(n+1)(2s) is determined by (7.118).
It appears that the convergence conditions Re(s) > 4n− 3 and Re(s) > 4n− 1 are sufficient for
Theorems 7.24 and 7.25, respectively.
We next study the m-dimensional cubic lattice sums cm(2s) defined by
cm(2s) :=
∑
−∞<i1,...,im<∞
[
(i1 + 1/2)
2 + · · ·+ (im + 1/2)2
]−s
, (7.121)
where Re(s) > m/2. This convergence condition is determined by utilizing the estimates for rm(N)
in [94, Eqn. (9.20), pp. 122] to compare (7.121) with ζ(s− m2 + 1).
Applying the Mellin transform termwise to both sides of the q = e−t cases of (7.36) and (7.37)
yields the following theorem.
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Theorem 7.26. Let n = 1, 2, 3, · · · , and let c4n2(2s) and c4n(n+1)(2s) be determined by (7.121).
We then have the formal identities
c4n2(2s) = 4
n(n+1) ·
2n−1∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1(odd)
m1m2 · · ·mn
· (m1y1 + · · · +mnyn)−s
∏
1≤r<s≤n
(
m2r −m2s
)2
, (7.122)
and
c4n(n+1)(2s) = 2
−s24n
2+5n ·
2n∏
r=1
(r!)−1
∑
y1,... ,yn≥1(odd)
m1>m2>···>mn≥1
(m1m2 · · ·mn)3
· (m1y1 + · · · +mnyn)−s
∏
1≤r<s≤n
(
m2r −m2s
)2
. (7.123)
It appears that the convergence conditions Re(s) > 2n2 and Re(s) > 2n(n+1) are sufficient for
(7.122) and (7.123), respectively. Furthermore, the right-hand sides of (7.122) and (7.123) may be
an analytic continuation of the left-hand sides to Re(s) > 4n− 2 and Re(s) > 4n, respectively.
We now make use of Corollaries 8.1 and 8.2 to write down simplified versions of the n = 2 cases
of Theorems 7.24 and 7.25.
We have the following corollaries.
Corollary 7.27. Let b16(2s) be determined by (7.118). We then have the formal identity
b16(2s) = − 253
∑
y1≥1
(−1)y1y−s1 ·
∑
m1≥1
(−1)m1(1 +m21 +m41)m1−s1
+ 2
8
3
∑
y1,y2≥1
m1>m2≥1
(−1)y1+y2+m1+m2(m1m2)(m21 −m22)2(m1y1 +m2y2)−s.
(7.124)
Corollary 7.28. Let b24(2s) be determined by (7.118). We then have the formal identity
b24(2s) = +
24
32 · ζ(s) ·
∑
m1≥1
(−1)m1(17 + 8m21 + 2m41)m3−s1
+ 2
9
32
∑
y1,y2≥1
m1>m2≥1
(−1)m1+m2(m1m2)3(m21 −m22)2(m1y1 +m2y2)−s. (7.125)
It appears that the convergence conditions Re(s) > 5 and Re(s) > 7 are sufficient for Corollaries
7.27 and 7.28, respectively.
The analysis involving Theorems 7.24–7.26 may have applications to the work in [32].
8. The 36 and 48 squares identities
In this section we write down the n = 2 and n = 3 cases of Theorems 7.1 and 7.2. These results
provide explicit multiple power series formulas for 16, 24, 36, and 48 squares.
The first two corollaries give the n = 2 cases of Theorems 7.1 and 7.2, respectively.
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Corollary 8.1. Let ϑ3(0,−q) be determined by (1.1). Then
ϑ3(0,−q)16 = 1− 253
∑
y1,m1≥1
(−1)y1+m1m1(1 +m21 +m41)qm1y1 (8.1a)
+ 2
8
3
∑
y1,y2≥1
m1>m2≥1
(−1)y1+y2+m1+m2(m1m2)(m21 −m22)2qm1y1+m2y2 . (8.1b)
Corollary 8.2. Let ϑ3(0,−q) be determined by (1.1). Then
ϑ3(0,−q)24 = 1 + 2432
∑
y1,m1≥1
(−1)m1m31(17 + 8m21 + 2m41)qm1y1 (8.2a)
+ 2
9
32
∑
y1,y2≥1
m1>m2≥1
(−1)m1+m2(m1m2)3(m21 −m22)2qm1y1+m2y2 . (8.2b)
The next two corollaries give the n = 3 cases of Theorems 7.1 and 7.2, respectively.
Corollary 8.3. Let ϑ3(0,−q) be determined by (1.1). Then
ϑ3(0,−q)36 = 1− 2332·5
∑
y1,m1≥1
(−1)y1+m1qm1y1m1
· [69 + 120m21 + 172m41 + 40m61 + 4m81]
+ 2
9
33·5
∑
y1,y2≥1
m1>m2≥1
(−1)y1+y2+m1+m2qm1y1+m2y2(m1m2)(m21 −m22)2
· [62 + 17m21 + 17m22 + 2m41 + 2m42 + 8m21m22
+2m41m
2
2 + 2m
2
1m
4
2 + 2m
4
1m
4
2
]
− 21333·5
∑
y1,y2,y3≥1
m1>m2>m3≥1
(−1)(y1+y2+y3)+(m1+m2+m3)qm1y1+m2y2+m3y3
· (m1m2m3)
∏
1≤r<s≤3
(
m2r −m2s
)2
. (8.3)
Corollary 8.4. Let ϑ3(0,−q) be determined by (1.1). Then
ϑ3(0,−q)48 = 1 + 2533·52
∑
y1,m1≥1
(−1)m1qm1y1m31
· [902 + 760m21 + 321m41 + 40m61 + 2m81]
+ 2
10
35·52
∑
y1,y2≥1
m1>m2≥1
(−1)m1+m2qm1y1+m2y2(m1m2)3(m21 −m22)2
· [1382 + 248m21 + 248m22 + 17m41 + 17m42 + 68m21m22
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+8m41m
2
2 + 8m
2
1m
4
2 + 2m
4
1m
4
2
]
+ 2
15
35·52
∑
y1,y2,y3≥1
m1>m2>m3≥1
(−1)m1+m2+m3qm1y1+m2y2+m3y3
· (m1m2m3)3
∏
1≤r<s≤3
(
m2r −m2s
)2
. (8.4)
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