Based on optimization modularity, many algorithms were proposed to detect community structure in complex networks. 
Introduction
In recent years, as more and more systems in many different fields can be depicted as complex networks, the study of complex networks has been gradually becoming an important issue. Networks are a natural representation for various kinds of complex system, in society, biology, and other fields. Although the study of networks is not new, the amount of network data has proliferated in recent years, thanks largely to developments in computing and communications technology. As the number and size of network datasets has increased, so too has the interest in computational techniques that help us to understand the properties of networks.
An interesting property to investigate, typical to many networks, is the community structure, i.e. the division of networks into groups (also called clusters) having dense intra-connections, and sparse interconnections [1] . Since many networks exhibit such a community structure, the importance of community detection emerges from its many applications. For example, in social and biological networks it could help studying interactions between groups of people or animals, better understanding metabolic networks; this problem also arises in parallel computing, and the list could continue.
Many techniques have been proposed for identifying community structure in complex networks [2] [3] . Community detection problem is an NP hard puzzle. It is in practice infeasible to carry out an exhaustive search of all possible divisions for systems larger than 30 or 40 vertices. Some researchers have proposed genetic algorithm to solve the community detection problem and have got good performances [4] [5] [6] . Just like evolutionary algorithms, artificial immune system (AIS) algorithms imitate the principles of immune systems and are inspired by the features such as the distributed memory, robustness, self-organizing, and decentralized control mechanism. Among the Evolutionary Algorithms, AIS is a biologically-inspired computation paradigm that emerged in recent years and has high applicability [7] . In this paper, a new immune clone selection algorithm for community detection(ICS-CD) is proposed. The experimental results prove the efficiency of the proposed algorithm.
The paper is organized as follows. In the next Section, an overview of some of the most known algorithms is presented. Section 3 shows the proposed ICS-CD algorithm for community discovery. Experimental results appear in Section 4. Finally, a conclusion is presented in Section 5.
Existing Community Detection Algorithm
There have been many algorithms to analyze the community structure in complex network. An overview of some of the most known algorithms is presented in what follows.
One of the most known algorithms proposed so far is Girvan-Newman (GN) algorithm that introduces a divisive method by iteratively cutting the edge with the greatest betweenness value [1] . Rosvall and Bergstrom proposed an information-theoretic framework for resolving community structure in complex networks [8] . However, the concept of community itself is qualitative: nodes must be more connected within its community than with the rest of the network, and its quantization is still a subject of debate. But in general, the physics community has widely accepted a modularity measure for the community structure introduced by Newman and Girvan [9] .Many algorithms were proposed based on optimization modularity [4, 6, 10] .But, the modularity has been exposed to resolution limits. Fortunato and Barthélemy [11] recently find that modularity optimization may fail to identify modules smaller than a scale which depends on the total size of the network and on the degree of interconnectedness of the modules, even in cases where modules are unambiguously defined. To overcome the drawbacks of modularity function, a new measure, named by modularity density or D, was presented in Ref. [12] . In Ref. [12] , the author theoretically revealed the equivalence of modularity density and the objective function of kernel k means and the D-value optimization problem can be formulated as an integer nonlinear programming problem.
The drawback of these techniques is the computational complexity that makes them unsuitable for very large networks. Most of the algorithms also need some priori knowledge about the community structure like number of communities etc., where it is impossible to know these values in real-life networks [13] . Evolutionary computation provides promising algorithms for solving NP-hard problems. They provide good (acceptable) solutions for the problem in a reduced amount of time. Regarding evolutionary techniques applied for detecting community structure in complex networks has been receiving a lot of attention and many different approaches have been proposed [14] [15] .
Immune Clone Selection Algorithm for Community Detection
Immune clone selection algorithm(ICSA) is a stochastic searching method. It can carry out global searching effectively. Using the global searching method and the optimal performance of ICSA, ICS-CD proved to be an effective community detection algorithm.
Antibody encoding
Antibody representation is a key issue when applying ICSA. Our community detection algorithm uses the locus-based adjacency representation proposed in [16] , similar to Ref. [6] . In this paper, an integer vector b is used for data representation of community detection problem. As a graph )
has N vertices, an antibody is represented by a number string in this graph-based representation:
,where j b i  denotes that there is a link between the nodes i and j of V .
This means that in the clustering solution found i and j will be in the same cluster. A decoding step, however, is necessary to identify all the components of the corresponding graph. The nodes participating to the same component are assigned to one cluster and the decoding step can be done in linear time. A main advantage of this representation is that the number of clusters is automatically determined by the number of components contained in an individual and determined by the decoding step.
For example, it is supposed to have a network as shown in figure1 (a). It consists of thirteen nodes numbered from 1 to 13. The network can be partitioned in the three groups visualized by different colors. Out of the many possible genotypes, that showed in figure1 (b), corresponding to the optimal 
Affinity function
In immunology, affinity is the fitness measurement for an antibody .Affinity function must be devised for each problem to be solved. Each antibody in the population will be evaluated by a predefined Affinity function. In order to quantify the strength of a particular division of the network, the modularity density measure of quality proposed in [12] is considered. The modularity density measure is defined by:
In detail, given an undirected network )
(n is the cardinality ofV ) and the edge set E . Where
is the adjacent matrix of G ) and c V is the cardinality of c V .
Antibody clone
In this paper, the previous n antibodies which has higher affinity value was selected to be cloned. The clone operator is defined as:
where k is the number of generation. The selected n antibodies which have high affinity value from the population pool are ranked in descending order to their affinity value and are cloned to generate a temporary population of clones. The clone size of each antibody is: 
where
And, n q is clone coefficient to control the size of population of clones, )) (
From (3), we can see that the higher of affinity between the antibodies and antigens, and the smaller of concentration of antibody, the greater of the clone size of the antibodies. After clone, temporary population of clones is:
Antibody mutation
Antibody mutation can increase the diversity of population and expand the scope of the search for best antibodies, and promote the improvement of affinity. Larger mutation is set for lower affinity clones and vice versa. That is, the mutation of each clone is inversely to its affinity. The method of mutation as follow:
After cloned, the new population ) ( ' k B can be mutated based on probability m p and another new antibody population ) (
can be acquired. The mutation progress is described as:
The mutation operator that randomly change the value j of a th i gene into k .This causes a useless exploration of the search space, because it is possible that there is no connection exists between the two nodes i and k , i.e. the edge ) , ( k i is not present. Thus the possible values an allele can assume are restricted to the neighbors of gene i . This repaired mutation guarantees the generation of a safe mutated child in which each node is linked only with one of its neighbors. If the mutation has improved the fitness value of the chromosome, we adopt it for certain. Otherwise, we accept or reject the mutated string according to a variable probability:
Where k , maxgen denotes the current generation number and the maximal generation number respectively. This mechanism, analogous to simulated annealing, causes the acceptance probability of the deteriorated mutation being large initially, where we can search the space uniformly, and it being very small at later stage, where we can search the space very locally and escape the local optima. After mutation, the population can be describe as: . Otherwise, the previous n antibodies are selected to compose new antibody population. The clone selection operation can be describe as:
Pseudo-code of ICS-CD Algorithm
Finally, the pseudo-code of our ICS-CD algorithm is described as follows: Program ICS-CD Begin step1: current generation k:=0; The initial population of antibodies is randomly generated as follow:
,where s is the population size .
step2: According to the affinity and the clone scale, carry on the clone operation 
Experimental Results
In this section, we conduct experiments on a class of widely used artificial networks and well studied real world networks with an immediate purpose to evaluate the performance of the proposed algorithm. The ICS-CD algorithm is implemented using the MATLAB. The experiments have been performed on a workstation with 2.66GHz processor and 24GB memory. The experimental results show that the ICS-CD algorithm is acceptable. The computational results for this experiment are summarized in Fig. 1 , which show the fraction of nodes that are correctly grouped into their correct communities with respect to out z by our method and the GN algorithms [1] , respectively. We can see that our method performs much better than GN algorithm .
Dolphin Social Network
Now we do the test on real networks. The famous bottlenose dolphin network introduced by [9] is widely used as a test example for methods of identifying communities in networks [8, 9, 17] .
The network was compiled by Lusseau [18] from seven years of field studies of the social network of 62 bottlenose dolphins living in Doubtful Sound, New Zealand, with ties between dolphin pairs being established by observation of statistically significant frequent association. Also, Lusseau reports that for a period of about two years during observation of the dolphins they separated into two groups apparently because of the disappearance of individuals on the boundary between the groups. When some of these individuals later reappeared, the two halves of the network joined together once more. As shown in Fig. 2 , the naturally splits two parts is represented by the circles and squares respectively.
Applying the proposed ICS-CD method, the dolphin network is divided into four communities when modularity density achieve peak value 10.9456. As shown in Fig. 2 , the four parts are denoted as a, b, c and d respectively. It is clear that this is not the natural community division of the network. The group labeled by a is one of two real groups which consists of 21 bottlenose dolphins and has fewest relations with other communities. Another real group splits into three subgroups labeled b, c, and d by proposed method. Maybe, this implies the evolution trend of this real group with time. Compared with the real network, our result is more reasonable. It is noted that our partition is consistent with SNOWBALL algorithm [17] . 
Conclusion
To detect community structures in complex networks, many algorithms have been proposed based on optimization modularity. However, modularity function has resolution limits problem. A new measure named by modularity density was introduced, which can overcome the resolution limits drawbacks of modularity function. In this paper, we propose a immune clone selection algorithm for detecting community structure in complex networks based on optimization modularity density. The proposed algorithm is applied to detect community structures on synthetic and real life networks. The results indicate this algorithm can choose the proper number of clusters and discovery community structure correctly. 
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