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a b s t r a c t
In this paper, we study re-entrant flow shop scheduling problems with the objective of
minimizing total completion time. In a re-entrant scheduling problem, jobsmay visit some
machinesmore than once for processing. The problem isNP-hard even formachine number
m = 2. A heuristic algorithm is presented to solve the problem, in which an effective k-
insertion technique is introduced as the improvement strategy in iterations. Computational
experiments and analyses are performed to give guidelines of choosing parameters in the
algorithm. We also provide a lower bound for the total completion time of the optimal
solution when there are only two machines. Objective function values of the heuristic
solutions are compared with the lower bounds to evaluate the efficiency of the algorithm.
For randomly generated instances, the results show that the given heuristic algorithm
generates solutions with total completion times within 1.2 times of the lower bounds in
most of the cases.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In a classical shop scheduling problem, it is assumed that a job visits any machine at most once. This assumption is
often violated in modern manufacturing systems. For example in semiconductor manufacturing, wafers need to revisit
the same machines several times to produce various layers that constitute each circuit [1]. Printed circuit boards (PCBs)
are manufactured in the sequence of first attaching surface-mounted devices and inserting pin-through-hole devices on
different machines for the upper-sides, and then the same processes on the lower-sides [11]. The characteristic that jobs
visit a certain machine or a set of machines more than once is called job re-entrance. Re-entrant shop models can also be
found in signal processing, production planning for facilities containing a hub [7,13], bridge construction [14] and more.
Many recent publications on re-entrant flow shop scheduling problems addressed the objective ofminimizingmakespan.
Choi and Kim [4] considered two-machine problems with the job re-entrant route M1,M2,M1,M2. They developed
dominance properties, lower bounds and heuristics, and used these to develop a branch and bound algorithm. Yang
et al. [14] considered the similar problem with multi-family jobs and machine setup times between processing jobs from
different families. They showed that the problem is NP-hard, and developed a branch and bound algorithm. Due to the
NP-hardness of the problem in its general form, researchers have been working on developing heuristic algorithms in
order to solve the problem effectively. Jing et al. [10] provided some heuristic algorithms for two-machine re-entrant flow
shop problem in which each job has the processing route M1,M2, . . . ,M1,M2. They pointed out that the performance
of heuristics varies with the distribution of workloads on machines. For m-machine problems with job processing route
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M1, . . . ,Mm, . . . ,M1, . . . ,Mm, Pan and Chen [12] developed three mixed integer programming formulations and six
extended effective heuristics to find the permutation solutions; Choi and Kim [5] developed some heuristic algorithms;
Chen et al. [2] proposed a hybrid genetic algorithm; Chen et al. [3] applied hybrid tabu search in their algorithms.
Re-entrant flow shop problems with other objective functions are less studied in the literature. Choi and Kim [6] studied
re-entrant problems with the objective of minimizing total tardiness and developed dominance properties, a lower bound,
and heuristic algorithms, which are used to further develop a branch and bound algorithm. However, very little work has
been done in the exploration of re-entrant flow shop scheduling problemwith the objective of minimizing total completion
time.
In this paper, we consider the re-entrant flow shop scheduling problemwith the objective ofminimizing total completion
time. The remaining paper is organized as follows. The problem will be described in Section 2, where some definitions and
notationswill be introduced. In Section 3, wewill present the k-insertion technique and the heuristic algorithm that is based
on the technique. In Section 4, we give a lower bound that can be used to evaluate the algorithm and numerical computation
results are presented and explained. Conclusion is in the last section.
2. Problem description and notations
Let J = {J1, J2, . . . , Jn} be the set of jobs to be scheduled, andM = {M1,M2, . . . ,Mm} be the ordered set of machines. All
jobsmust be processed on thesemmachines in the order ofM1,M2, . . . ,Mm with repetition of up to L times. In other words,
job Jj needs to be processed on mmachines in the order of M1,M2, . . . ,Mm and repeat this route for Lj times, with Lj ≤ L
for all j = 1, 2, . . . , n. We can decompose each job Jj into Lj sub-jobs (also called layers), j = 1, 2, . . . , n, the problem then
becomes anm-machine flow shop problemwith chain constraints for all sub-jobs. If we denote the corresponding sub-jobs
as Jjl, j = 1, 2, . . . , n, l = 1, 2, . . . , Lj, the precedence constraints require that the processing of sub-job Jjl on machine M1
cannot be started before sub-job Jj,l−1 is completed on the last machine. Processes of layers of the same job do not have to
be successive. They can be interrupted by layers of other jobs.
The objective is to minimize the total completion time of jobs. A job is considered complete if all the corresponding sub-
jobs are complete. As a common practice, we consider permutation solutions such that all machines have the same sub-job
sequence. This way, a solution of the problem can be presented as a sub-job sequence.
The rest of the assumptions are standard: all the jobs are available at time zero; each machine can handle only one sub-
job at a time; different operations of the same job cannot be processed simultaneously; preemptions are not allowed. We
assume no breakdown of the machines in the duration of work, no transportation times for jobs from machine to machine,
and no machine setup times for processing different jobs.
Based on the three-field notation structure introduced by Graham et al. [9], we denote the re-entrant flow shop
scheduling problem considered in this paper as Fm|re− L|∑ Cj. The problem is NP-hard because F2||∑ Cj is NP-hard [8].
Let pijl be the processing time of sub-job Jjl on machineMi, i = 1, 2, . . . ,m, j = 1, 2, . . . , n, l = 1, 2, . . . , Lj. For each job
Jj, we define the length of the job as Pj =∑mi=1∑Ljl=1 pijl, j = 1, 2, . . . , n. For each machineMi, we define the machine load
as Wi = ∑nj=1∑Ljl=1 pijl, i = 1, 2, . . . ,m. Workloads may not be distributed evenly among all machines. In the algorithm
presented later, we will give certain degree of priority to machines with heavier workloads by introducingmachine weights
Ui = Wimin1≤i≤m{Wi} , i = 1, 2, . . . ,m.
3. Construction of the Heuristic algorithm
The heuristic algorithm we present in this paper is based on a straightforward idea: start from an initial solution
(sequence of sub-jobs); improve the current solution using the k-insertion technique until we are satisfied. The main
contribution of this algorithm is the k-insertion technique, which we will introduce first.
3.1. k-insertion technique
Insert neighborhood, also referred to as ‘‘shift’’ in the literature, is a widely used improvement strategy in heuristic
algorithms, including ones for permutation flow shop problems. At any current solution (sequence), this technique searches
for a better sequence by removing one job from its current position and inserting it in another position in the sequence. For
problems with job re-entrance, this technique needs to be used with extra caution to assure that the orders of layers of the
same job are preserved.
The motivation of the k-insertion technique is based on the following two observations of problems under study. Since
our objective is to minimize the total completion time, once the processing of a job gets started, it is beneficial to process all
its sub-jobs as close as possible so that the entire job can be completed and leave the system as soon as possible; However,
much idle time will be resulted due to the precedence constraints between layers of the same job if they are scheduled too
close to each other. The k-insertion technique is to carefully balance these two objectives.
Given the current sub-job sequence π , a job Jj ∈ J , and new starting position θ ∈

1, 2, . . . , 1+∑j′≠j Lj′, k-insertion
operation K(π, Jj, θ; k) (with parameter k) will produce a new sequence following the steps given below.
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Step 1. Remove all sub-jobs Jjl, l = 1, 2, . . . , Lj from the sequence π , with order of other sub-jobs remains the same.
Update sequence π and it now has
∑
j′≠j Lj′ sub-jobs.
Step 2. Insert sub-job Jj1, the first layer of job Jj, into current sequence π at θ-th position. Update π with sub-job Jj1 at
position θ .
Step 3. Insert the remaining sub-jobs Jjl, l = 2, 3, . . . , Lj, to π one at a time as follows.
Step 3.0. Assume that π already include sub-jobs Jj1, Jj2, . . . , Jj,l−1; Let k′ = min(k, n′), where n′ is the number of sub-jobs
after Jj,l−1 in π . Let σ(Jj,l−1) denote the partial sequence of π that consists of sub-jobs from the beginning up to
Jj,l−1, and q1, q2, . . . , qk′ be the k′ sub-jobs immediately following Jj,l−1 in π .
Step 3.1. For r = 1, 2, . . . , k′+1, compute the total weighted completion time of sequence σr = {σ(Jj,l−1), q1, . . . , qr−1, Jjl,
qr , . . . , qk′} (by inserting sub-job Jjl in the r-th position following Jj,l−1) on machines as
Qr =
m−
i=1
UiCi (σr) ,
where Ci (σr) is the completion time of sequence σr on machine Mi, and Ui is the machine weight defined in
Section 2, i = 1, 2, . . . ,m.
Step 3.2. Choose r∗ such that
Qr∗ = min
1≤r≤k′+1
Qr .
Insert sub-job Jjl in the r∗-th position following Jj,l−1 in π and update π .
In this k-insertion procedure, a control parameter k is introduced to keep the sub-jobs of the same job reasonably close
to each other. Instead of the objective function, we choose the total weighted machine completion time of partial schedule
as the test criteria to find the optimal of k′ + 1 (k′ ≤ k) positions on avoiding idle times. The purpose of the k-insertion
technique is to find the proper distances between neighboring layers.
3.2. Initial sequence
There are many ways to construct an initial sequence in order to get the algorithm started. For the ones used in this
paper, we first sequence the jobs according to a job-sequence-rule, and then based on this job sequence, arrange the sub-
jobs according to a layer-sequence-rule.
Two job-sequence-rules will be introduced here: one is the SPT (shortest processing time) rule for general m-machine
problems and the other is Johnson’s rule especially for twomachine cases. For the total completion time problem considered
in this paper, it is beneficial to give ‘‘shorter’’ job a prior consideration, so we can get job sequence S = {Jλ1 , Jλ2 , . . . , Jλn}
by SPT rule, such that Pλ1 ≤ Pλ2 ≤ · · · ≤ Pλn , where λj (j = 1, 2, . . . , n) denotes the subscript of job that at position j in
job sequence S; For two machine problem, we know that Johnson’s rule is optimal for the problem F2||Cmax. It can avoid
much idle time on the two machines. Although the mechanism of minimizing total completion time is different from that
of minimizing makespan, decreasing idle time is also beneficial for total completion time criteria. First consider each job Jj
as a composite job without re-entrance, and the processing times on two machines are aj = ∑Ljl=1 p1jl and bj = ∑Ljl=1 p2jl,
respectively, j = 1, 2, . . . , n. Then a job sequence can be obtained by scheduling these composite jobs by Johnson’s rule.
Given a job sequence S = {Jλ1 , Jλ2 , . . . , Jλn}, the first kind of initial sub-job sequence can be obtained as
π1 = {Jλ11, Jλ21, . . . , Jλn1, Jλ12, Jλ22, . . . , Jλn2, . . .},
in which the layer-sequence-rule is designed to sequence all the sub-jobs by layers. i.e., all the first layer sub-jobs, then all
the second layer sub-jobs, and so on. The second kind of initial sequence can be
π2 = {Jλ11, Jλ12, . . . , Jλ1L1 , Jλ21, Jλ22, . . . , Jλ2L2 , . . . , Jλn1, Jλn2, . . . , JλnLn},
in which the layer-sequence-rule is to sequence all the sub-jobs of the first job first, then that of the second job, and so on.
To illustrate the above two sequences, consider a simple example of 3 jobs with determined job sequence S = {J2, J3, J1}.
Assume that the numbers of layers of the 3 jobs are L2 = 2, L3 = 3, L1 = 4, respectively, then the above two initial sub-job
sequences are
π1 = {J21, J31, J11, J22, J32, J12, J33, J13, J14}
and
π2 = {J21, J22, J31, J32, J33, J11, J12, J13, J14}.
In numerical experiments, wewill use four different initial sequences obtained by these two job-sequence-rules and two
layer-sequence-rules. For the convenience of express, we denote them as π S1 , π
S
2 , π
J
1, and π
J
2 respectively, where π
S
1 denotes
the initial sequence π1 based on SPT job-sequence-rule. Similar definitions for π S2 , π
J
1, and π
J
2.
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3.3. k-insertion neighborhood search algorithm (KINS)
Using the k-insertion technique and starting from one of the initial sequences generated above, the heuristic algorithm
can be described as below.
Step 0. Choose an initial sub-job sequence π and an integer parameter k. Compute the objective function value of sequence
π , and denote it as F .
Step 1. According to the order of all the last layers presented in current π , get job order S = {Jλ1 , Jλ2 , . . . , Jλn}. Set j = 1.
Step 2. For each θ ∈

1, 2, . . . , 1+∑j′≠λj Lj′, compute objective function value of the sequence obtained by K(π, Jλj , θ; k),
and denote it as F(θ). Let θ∗ ∈

1, 2, . . . , 1+∑j′≠λj Lj′, such that F(θ∗) = min1≤θ≤1+∑j′≠λj Lj′ F(θ). If F(θ∗) < F , then do
K(π, Jλj , θ
∗; k), and update π and F = F(θ∗). Set j = j+ 1.
Step 3. Check the terminate criterion. If satisfied, stop; otherwise if j > n, go to Step 1, else go to step 2.
Various types of terminate criteria can be used to terminate the algorithm. In the later numerical computations, we will
use the maximum number of iterations.
The worst-case computational complexity of each iteration in the algorithm is O(N2L2k). This can be reduced to O(NLk)
by simplifying Step 2 as:
Step 2’. Assume that the position of the sub-job Jλj1 in current π is θ
∗, compute objective function value of the sequence
obtained byK(π, Jλj , θ
∗; k), and denote it as F(θ∗). If F(θ∗) < F , then do K(π, Jλj , θ∗; k), and update π and F = F(θ∗). Set
j = j+ 1.
For KINS algorithm with either version of the second step, most of the improvements are obtained during the first
iteration. The first iteration can usually get 40%–80% of all the improvement that can be achieved in 20 iterations. Step
2’ can save computational time by searching in a much smaller neighborhood. In practice, we may use Step 2 and Step 2’
alternately in iterations.
4. Numerical experiments and performance analysis
In this section, we first develop a lower bound of the problem which is later used to evaluate the absolute quality of
the solutions generated by the heuristic algorithm. Then introduce the design of the numerical experiments. Computational
results and analysis are presented at last.
4.1. Lower bound
For the problem considered in this paper, not only the optimal solutions cannot be obtained in a reasonable amount of
time, it is also difficult to get a moderate lower bound. In order to evaluate the heuristic algorithm, we develop a lower
bound of the problem when there are two machines, in which situation the Johnson’s Rule can be used.
In a twomachine problem, for any v ⊆ J , let CJohnson (v) denotes themakespan of all the sub-jobs of jobs in set v scheduled
by Johnson’s rule ignoring the precedence constraints between layers. Let Vj be all subsets of J that contain exactly j jobs.
The expression of a lower bound is given in the following theorem.
Theorem 1. For any given instance of the two machine problem, let π be any feasible sequence of the sub-jobs and Fπ be the job
total completion time of π . Then we have
LB = min
1≤j≤n
 Lj−
l=1

p1jl + p2jl
+ n−
j=2

min
v∈Vj
CJohnson (v)

as a lower bound of Fπ .
Proof. Let π∗ be an optimal solution of the problem and (without loss of generality) assume that the last layers of jobs are
presented in π∗ as π∗ = {. . . , J1L1 , . . . , J2L2 , . . . , JnLn}. It is obvious that
C2

σ(JjLj)
 ≥ Lj−
l=1

p1jl + p2jl
 ≥ min
1≤j≤n
 Lj−
l=1

p1jl + p2jl

, j = 1, 2, . . . , n,
where σ(JjLj) denotes the partial sequence of π
∗ that consists of sub-jobs from the beginning up to JjLj , and C2

σ(JjLj)

denotes the completion time of partial sequence σ(JjLj)on machineM2. p1jl and p2jl are the processing times of sub-job Jjl on
two machines respectively.
Moreover, for each job Jj in sequence π∗, we also have
C2

σ(JjLj)
 ≥ CJohnson J1, J2, . . . , Jj ≥ min
v∈Vj
CJohnson (v) , j = 1, 2, . . . , n.
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Fig. 1. The scatter diagram of objective function value with respect to the value of k
Therefore we get that
Fπ∗ =
n−
j=1
C2

σ(JjLj)
 = C2 σ(J1L1)+ n−
j=2
C2

σ(JjLj)

≥ min
1≤j≤n
 Lj−
l=1

p1jl + p2jl
+ n−
j=2

min
v∈Vj
CJohnson (v)

≡ LB.
With the knowledge thatπ can be any feasible sequence of the sub-jobs andπ∗ is an optimal solution for the twomachine
problem, we have LB ≤ Fπ∗ ≤ Fπ . The proof is completed. 
4.2. Experimental design
In order to evaluate the heuristic solutions using lower bound, Numerical experiments are done for two-machine
problems in this paper.We choosemaximumnumber of 20 iterations as the terminate criterion, and notice that in almost all
cases there is barely any visible improvement after 10 iterations. The algorithm is coded using the C programming language
and performed on Pentium 4 processor operating at 1.2 GHz clock speed.
Threemain factors are considered in generating the instances: the number of jobs n, themaximumnumber of layers L for
each job and the problem type. n and L define the scale of problem. To simplify the result presentations, we generate problem
instances with all jobs have exactly L layers. Problem type is characterized by processing time distributions of sub-jobs on
two machines. We consider the following four types of processing time distributions:
Type I: pijl ∼ U(0, 100) is independently and identically distributed (i.i.d.) for i = 1, 2, j = 1, 2, . . . , n, and l = 1, 2, . . . , L.
This is the most popularly used design;
Type II: Machine M2 is a bottleneck machine by choosing p2jl ∼ U(0, 100) and p1jl ∼ U(0, 50), for j = 1, 2, . . . , n, and
l = 1, 2, . . . , L;
Type III: Machine M1 is a bottleneck machine by choosing p1jl ∼ U(0, 100) and p2jl ∼ U(0, 50), for j = 1, 2, . . . , n, and
l = 1, 2, . . . , L;
Type IV: Jobs are of various sizes.We first generate Rj ∼ U(0, 100), for j = 1, 2, . . . , n, then the processing times of sub-jobs
are generated using pijl ∼ U

0, Rj

, for i = 1, 2, and l = 1, 2, . . . , L, j = 1, 2, . . . , n.
We choose three levels for number of jobs (n = 20, 50, 100), three levels for number of layers (L = 2, 5, 10), and four
types of processing time distributions. For each of these 36 combinations, we randomly generate 10 instances. In total, 360
instances of the problem were solved by KINS algorithm starting from each of four initial sequences.
4.3. Computational results—how to choose parameter k?
The main parameter in the k-insertion operator is the value of k. The choice of k will directly affect the computation
time. The first question would naturally be: is k value the larger the better? We tested the algorithm with k =
1, 2, 4, 8, 14, 22, and 32 and found that there is no benefit to set the value of k too large.
As demonstrated in Fig. 1, the instanceweused here has 50 jobs, each has 5 layers, sub-job processing times are generated
according to Type I distribution. Starting from each of four initial sequences π S1 , π
S
2 , π
J
1 and π
J
2, the total completion times
of the KINS solutions are compared for various choices of k values. We can see that large values of k do not produce better
results. More computations recommend the range of k values between 3 and 10. This result is quite consistent for all initial
sequences we use.
In studying the problem, we suspect that the optimal selection of the k value may depend on the nature of the problem,
such as the scale (n and L) and the distribution of processing times. Based on this hypothesis, we apply the KINS algorithm
using each value of k = 3, 4, . . . , 10 to all 360 instances in the experiments, respectively. Combined with four initial
sequences, we solved each of the 360 instances by using 32 different algorithm configurations. The results are summarized
in Tables 1 and 2.
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Table 1
Average of optimal k values for each combination of n, L and initial sequences.
Average of optimal k values n = 20 n = 50 n = 100
L = 2
5.30 5.70
5.55 5.38
5.48
5.23 7.18
5.55 5.70
5.91
5.45 7.35
5.73 7.22
6.44
L = 5
4.20 3.78
4.28 4.23
4.12
4.13 4.68
4.65 5.28
4.68
4.98 5.98
5.27 6.15
5.59
L = 10
4.43 3.90
3.88 4.20
4.06
4.48 4.68
4.35 4.58
4.52
4.68 5.65
4.98 6.00
5.33
Table 2
Average and Standard Deviation of optimal k
values for different problem types
Problem type Mean Standard deviation
Type I 5.83 2.188
Type II 4.57 1.528
Type III 4.84 2.045
Type IV 5.27 1.972
In Table 1, we have a sub-table of the following format for each combination of n and L values,
k(π S1 ) k(π
S
2 )
k(π J1) k(π
J
2)
MEAN
where k(π S1 ) is the average of optimal k-values over 40 instances when the algorithm starts from initial sequence π
S
1 . Here
optimal k-value refers to the value of k which gets the minimal objective function value among all those k = 3, 4, . . . , 10,
and the average of them reflects the concentrated area of such optimal k-values. Similar definitions for k(π S2 ), k(π
J
1), and
k(π J2). MEAN is the average of k(π
S
1 ), k(π
S
2 ), k(π
J
1), and k(π
J
2).
From Table 1, we can see that the best choice of k-value depends on number of jobs n (Compare horizontally) and the
number of layers L (Compare vertically). Larger value of k is needed for larger number of jobs; while smaller value of k is
advised for larger number of layers. This may because that larger number of jobs makes the insertion at each step more
flexible such that more advisable positions are supplied, and therefore a larger value of k is needed. On the other hand,
when the number of layers is large, jobs tend to stretch longer from the first layer to the last. In order to get entire jobs
finished as soon as possible, we need to have the layers of the same job be processed closer. Consequently, a smaller value
of k is suggested. We also find that the best choice of k depends on the initial sequence that starts the algorithm (Compare
two cells in the left column and the two cells in the right column for each sub-table.). A smaller k value is suggested when
π S1 or π
J
1 is used. This is because that in π
S
1 and π
J
1, all the layers of the same job are initially arranged far apart, a smaller
value of k can bring them closer; on the other hand when using π S2 and π
J
2, a larger value of k can separate the layers further
since they were initially put in successive positions. This phenomenon is more visible when n is large and L is small.
In Table 2, each entry of Mean is the average of optimal k-values over 90 instances solved from all 4 initial sequences
when the processing times of sub-jobs are generated according to the corresponding type. We can see that problems with
imbalanced workloads on machines (such as Type II and Type III) require smaller value of k than problems with balanced
machine workloads (such as Type I). The reason could be that imbalanced workloads on two machines likely creates a
bottleneck machine, and makes it more like a single machine problem where the optimal value of k is zero. We also found
that problems of Type IV (with different sizes of jobs) require smaller values of k and we suspect that the differences in job
sizes make the preference among the positions more obvious at each insertion.
According to Tables 1 and 2, k = 5 can be considered as a reasonable choice and we will fix k = 5 for the rest of
computational results in this paper.
4.4. Computational results—how good are the KINS Heuristic solutions?
The second part of the computational experiment is to evaluate the absolute quality of the heuristic solutions by
comparing them with the lower bound. First we want to do the comparison for the 4 different initial sequences. In the
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Table 3
Average and Standard Deviation of percentage errors
with respect to initial sequences.
Initial sequence Mean Standard deviation
π S1 1.2392 0.9239
π S2 1.2403 0.4193
π
J
1 2.0683 1.1998
π
J
2 2.4233 0.8284
Table 4
Averages of absolute percentage errors of heuristic solutions to lower bounds.
Problem type Initial sequence n = 10 n = 20
L = 2 L = 5 L = 10 L = 2 L = 5 L = 10
Type I π
S
1 16.99 24.38 29.87 10.61 15.79 20.30
π S2 16.94 20.57 26.61 10.38 15.93 18.36
Type II π
S
1 13.61 16.42 20.04 6.06 9.46 10.12
π S2 13.57 15.74 18.48 6.81 9.53 10.48
Type III π
S
1 11.92 16.44 18.78 7.00 10.25 12.07
π S2 11.23 15.13 16.72 7.30 9.84 10.86
Type IV π
S
1 17.42 32.11 33.78 12.90 16.69 21.20
π S2 18.04 30.01 33.05 13.48 16.58 19.72
experiments, 10 instances are randomly generated for each combination of n, L, and the type of processing time distribution,
and each instance is solved by KINS algorithm starting from 4 different initial sequences. For every instance I we calculate
the percentage errors E(I, π0), π0 = π S1 , π S2 , π J1, π J2, as
E(I, π0) =
Csum(I, π0)− min
π=πS1 ,πS2 ,π J1,π J2
Csum (I, π)
min
π=πS1 ,πS2 ,π J1,π J2
Csum (I, π)
× 100,
where Csum(I, π0) is the objective function value, the total completion time, of the KINS heuristic solution for instance I using
the initial sequence π0. In Table 3, the percentage errors are averaged over all 360 instances.
We can see that in general the differences from 4 initial sequences are small (within 5%). The initial sequences π S1 and π
S
2
work slightly better in comparison with initial sequences π J1 and π
J
2 on average. However, none of the initial sequences is
completely dominating or being dominated by others. In practice, we can use all of the 4 initial sequences and then choose
the best outcome.
To evaluate the absolute performance of KINS algorithm, we compared the heuristic solutions with the lower bounds.
For each instance generated, the absolute percentage error AE is defined as
AE(I, π) = Csum(I, π)− LB (I)
LB(I)
× 100,
where LB(I) is the lower bound for instance I . Due to the time complexity of calculating the lower bound, we calculate lower
bounds for problems with small number of jobs, n = 10, 20. To simplify the presentation of results, we choose π S1 and π S2
as the representative initial sequences and fix k = 5. The averages of absolute percentage errors for all instances generated
under different combinations of n = 10, 20, L = 2, 5, 10, and all 4 different types of processing time distributions are
presented in Table 4.
We can see that more than 80% of the results are no more than 20, 93% of the results are no more than 30, and the worst
result is 34. That is to say, the KINS algorithm can generate solutions with total completion times (the objective function
values) within 1.2 times of the lower bounds inmost of the cases, and seldommore than 1.3 times of the lower bounds. Here
we should also keep in mind that we are comparing the heuristic to a lower bound on the objective function value and not
to the optimal solution value itself, and a moderate lower bound is hard to achieve due to the complexity of the problem.
Therefore, the KINS algorithm performs much better than the results presented in Table 4.
In Table 4, we also see that the absolute percentage errors increasewith the number of layers, this can be explained by the
design of the lower bound. When there are more layers for jobs, more precedence constraints between layers are ignored in
calculating the lower bounds, so less tight lower bounds cause larger percentage errors. On the other hand, we see that the
absolute percentage errors are smaller for problems with more jobs. That may because more jobs can offer more flexibility
for the heuristic to avoid machine idle time in the scheduling. As to the type of problems, we see that problems of Type IV
make the absolute percentage errors larger and that of Type II and III make the errors smaller.We suspect that both heuristic
and the calculating of lower bound have contribution to this result.
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5. Conclusions
In this paper, we studied the re-entrant flow shop scheduling problem with the criteria of minimizing total completion
time. An efficient heuristic and its variationswere proposed to solve the problem, by first developing a k-insertion technique.
An extensive set of computational experiments using randomly generated test problems was conducted to evaluate the
performance of the heuristics. Based on the numerical results, we provided some guidelines of how to choose the algorithm
parameters. For two-machine problem, a lower bound is developedusing Johnson’s Rule for two-machine flow shopproblem
with makespan as the objective function. Since the optimal solutions are not available, we compared our heuristic solutions
with the lower bounds. The results showed that in most of the cases the KINS algorithm can generate solutions with total
completion timeswithin 1.2 times of the lower bounds. The result analysis and conclusions in this paper provide a reference
for applying the algorithm in practice.
Acknowledgements
The first and third authorswere supported by theNational Natural Science Foundation of China (GrantNo. 70731160015).
The second author was supported by the National Sciences and Engineering Research Council of Canada (NSERC).
References
[1] C.F. Bispo, S. Tayur, Managing simple re-entrant flow lines: theoretical foundation and experimental results, IIE Trans. 33 (2001) 609–623.
[2] J.S. Chen, J.C.H. Pan, C.M. Lin, A hybrid genetic algorithm for the re-entrant flow-shop scheduling problem, Expert Syst. Appl. 34 (1) (2008) 570–577.
[3] J.S. Chen, J.C.H. Pan, C.K.Wu,Hybrid tabu search for re-entrant permutation flow-shop scheduling problem, Expert Syst. Appl. 34 (3) (2008) 1924–1930.
[4] S.W. Choi, Y.D. Kim, Minimizing makespan on a two-machine re-entrant flowshop, J. Oper. Res. Soc. 58 (2007) 972–981.
[5] S.W. Choi, Y.D. Kim, Minimizing makespan on an m-machine re-entrant flowshop, Comput. Oper. Res. 35 (5) (2008) 1684–1696.
[6] S.W. Choi, Y.D. Kim, Minimizing total tardiness on a two-machine re-entrant flowshop, European J. Oper. Res. 199 (2009) 375–384.
[7] I.G. Drobouchevitch, V.A. Strusevich, A heuristic algorithm for two-machine re-entrant shop scheduling, Ann. Oper. Res. 86 (1999) 417–439.
[8] M.R. Garey, D.S. Johnson, R. Sethi, The complexity of flowshop and jobshop scheduling, Math. Oper. Res. 1 (2) (1976) 117–129.
[9] R.L. Graham, E.L. Lawler, J.K. Lenstra, A.H.G. Rinnooy Kan, Optimization and approximation in deterministic scheduling: a survey, Ann. Discrete. Math.
5 (1979) 287–326.
[10] C. Jing, G. Tang, X. Qian, Heuristic algorithms for two machine re-entrant flow shop, Theoret. Comput. Sci. 400 (1–3) (2008) 137–143.
[11] W. Kubiak, S.X.C. Lou, Y. Wang, Mean flow time minimization in reentrant job-shops with a hub, Oper. Res. 44 (1996) 764–776.
[12] J.C.-H. Pan, J.-S. Chen, Minimizing makespan in reentrant permutation flow-shops, J. Oper. Res. Soc. 57 (2003) 642–653.
[13] M.Y. Wang, S.P. Sethi, S.L. Van De Velde, Minimizing makespan in a class of reentrant shops, Oper. Res. 45 (1997) 702–712.
[14] D.L. Yang, W.H. Kuo, M.S. Chern, Multi-family scheduling in a two-machine re-entrant flow shop with setups, European J. Oper. Res. 187 (3) (2008)
1160–1170.
