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Abstract
We introduce the notion of a hereditary property for rooted real trees and we also consider reduction of
trees by a given hereditary property. Leaf-length erasure, also called trimming, is included as a special case of
hereditary reduction. We only consider the metric structure of trees, and our framework is the space T of pointed
isometry classes of locally compact rooted real trees equipped with the Gromov-Hausdorff distance. Some of
the main results of the paper are a general tightness criterion in T and limit theorems for growing families of
trees. We apply these results to Galton-Watson trees with exponentially distributed edge lengths. This class is
preserved by hereditary reduction. Then we consider families of such Galton-Watson trees that are consistent
under hereditary reduction and that we call growth processes. We prove that the associated families of offspring
distributions are completely characterised by the branching mechanism of a continuous-state branching process.
We also prove that such growth processes converge to Lévy forests. As a by-product of this convergence, we
obtain a characterisation of the laws of Lévy forests in terms of leaf-length erasure and we obtain invariance
principles for discrete Galton-Watson trees, including the super-critical cases.
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Keywords: Real tree, Gromov-Hausdorff distance, Galton-Watson tree, Lévy tree, leaf-length erasure, limit the-
orem, tightness, invariance principle, continuous-state branching process.
1 Introduction
This paper concerns general results on continuum trees and convergence of random trees. Here we view trees as
certain metric spaces called real trees and we are using and developing a framework initiated by Aldous [2, 3] and
Evans, Pitman and Winter [14] who first considered in our probabilistic context the space of compact real trees
equipped with the Gromov-Hausdorff distance. The convergence results of our paper are applied to a large class
of growth processes of Galton-Watson forests. This class of tree-growth processes contains the important example
of forests consistent under leaf-length erasure (see Neveu [34], and Le Jan [32] in the context of super-processes),
and it is also closely related to two specific models considered by Geiger and Kauffmann [17] and by the present
authors in [12]. We prove that in some sense, any way of growing Galton-Watson trees yields, in the limit, Lévy
trees, which are continuum random trees introduced by Le Gall and Le Jan [31] that have been further studied in
[10] and also by Abraham, Delmas [1] and Weill [40].
Let us briefly review in this introduction the main results of the paper. First we recall a few definitions on real
trees and the space of trees we consider. A real tree is a path-connected metric space (T, d) with the following
property: any two points σ, σ′ ∈ T are connected by a unique injective path denoted by [[σ, σ′]], which furthermore
is isometric to the interval [0, d(σ, σ′)] of the real line. Informally, real trees are obtained by gluing together,
without creating loops, intervals of R equipped with the usual metric. However, note that real trees may have
a complicated local structure, like Aldous’s (Brownian) Continuum Random Tree, which is a compact real tree
whose set of leaves is uncountable and dense. In each real tree (T, d), we distinguish a point ρ ∈ T that is viewed
as the root. So we speak of (T, d, ρ) as a rooted real tree.
We shall focus on complete locally compact rooted real trees (CLCR real trees for short). We then say that
two CLCR real trees are equivalent if there exists a root-preserving isometry from one tree onto the other. We
simply denote by T˜ the pointed isometry class of a given CLCR real tree (T, d, ρ). We denote by T the set of
pointed isometry classes of CLCR real trees. We equip T with the pointed Gromov-Hausdorff distance denoted by
δ (see Section 2.1 for a definition). Then (T, δ) is a Polish space. This result is due to Gromov [20] for compact
metric spaces and to Evans Pitman and Winter [14] for compact real trees (see also [12] for the standard adaptation
to pointed CLCR real trees). The main results of this paper (tightness criterion, limit theorems and invariance
principles) take place in the space (T, δ).
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Let us briefly explain the notion of a hereditary property in this context. Let (T, d, ρ) be a CLCR real tree.
Then we define for every σ ∈ T the subtree above σ as θσT = {σ′ ∈ T : σ ∈ [[ρ, σ′]]}. Note that (θσT, d, σ) is
also a CLCR real tree. We denote by θ˜σT its pointed isometry class in T. A hereditary property is a Borel subset
A ⊂ T such that for every CLCR real tree (T, d, ρ) and for every σ ∈ T , if θ˜σT ∈ A, then T˜ ∈ A. In order to
rephrase this definition informally, let us view T as a continuum of individuals whose progenitor is the root ρ: if an
individual σ ∈ T “has the hereditary propertyA”, namely if θ˜σT ∈ A, then the progenitor ρ also “has the property
A”; implicitly, a hereditary property may be lost on the ancestral lineage between the progenitor and an individual,
and an individual can only inherit a hereditary property if all his ancestors had it.
We then define the A-reduced subtree of T as RA(T ) where
RA(T ) is the closure in T of the subset {ρ} ∪ {σ ∈ T : θ˜σT ∈ A}.
Then, (RA(T ), d, ρ) is a CLCR real tree and its pointed isometry class only depends on the isometry class of
T . Hence, there is an induced function from T to T that we simply denote by RA. Hereditary properties can be
composed in the following sense: let A,A′ ⊂ T be two hereditary properties, we then set A′ ◦ A = {T˜ ∈ T :
RA(T˜ ) ∈ A′} and Lemma 3.11 asserts that A′ ◦A is hereditary and moreover RA′◦A = RA′ ◦RA.
The most important example of hereditary reduction is the leaf-length erasure (also called trimming) that is
defined as follows. For any CLCR real tree (T, d, ρ), denote by Γ(T ) = supσ∈T d(ρ, σ) its total height (that is
possibly infinite). Since it only depends on T˜ , it induces a function on T, that is also denoted by Γ and that is
δ-continuous. Then for any h ∈ [0,∞), we set Ah = {T˜ ∈ T : Γ(T˜ ) ≥ h}, which is clearly hereditary. We
shall simply write RAh as Rh and refer to Rh as the h-leaf-length erasure. Note that for any h, h′ ∈ [0,∞),
Ah′ ◦Ah = Ah+h′ and thus, Rh′ ◦Rh = Rh′+h.
Leaf-length erasure was first considered by Kesten [26] for discrete trees. Then it was studied by Neveu [34],
by Neveu and Pitman [35] to approximate the Brownian tree and also by Le Gall [30]; later Le Jan [32] used it
to construct superprocesses with a stable branching mechanism. In the context of compact real trees, leaf-length
erasure was more systematically used by Evans, Pitman and Winter [14]. They proved in particular that Rh is
δ-continuous.
One important fact to note is that for any CLCR real tree T , Rh(T ) is a real tree with edge lengths, that is
Rh(T ) has a discrete branching structure: the set of branch points has no accumulation points and all branch
points have finite degree. For every a ∈ [0,∞) and every h ∈ (0,∞), we set
Z(h)a (T ) = # { σ ∈ Rh(T ) : d(ρ, σ) = a }.
Since Rh(T ) is a real tree with edge lengths, a 7→ Z(h)a (T ) is an N-valued function that is left-continuous with
right limits. We call the process a 7→ Z(h)a (T ) the h-erased profile. Since Z(h)a (T ) only depends on the pointed
isometry class of T , it induces a function on T that is denoted in the same way.
As proved in Lemma 2.7, the erased profiles allow to control the covering numbers of balls of CLCR real
trees, which is the key argument in the following general tightness criterion in (T, δ): let (T˜j)j∈J be a family of
T-valued random trees. Their laws are δ-tight if and only if for every fixed h, a ∈ (0,∞), the laws of the N-valued
random variables (Z(h)a (T˜j))j∈J are tight. This is Theorem 2.9, which is one of the main results of this paper.
This tightness criterion is used to obtain, among other results, invariance principles for Galton-Watson trees (see
Theorem 4.15 in Section 4.3). More generally, it is well-adapted to any model of random trees that allows a certain
control on the erased profiles.
In this paper we consider tree-valued processes that grow. One simple way to understand the growth is to view
the trees in a certain ambient metric space and to say that the trees grow with respect to the inclusion partial order.
However, we only consider the metric structure and we want to consider neither the ambient metric spaces that
allow such constructions nor the details concerning the many ways the tree-growth process can be embedded in
a given ambient space. This is why we introduce the following intrinsic definition of growth: let T˜ , T˜ ′ ∈ T; we
say that T˜ can be “embedded” in T˜ ′, which is denoted by T˜  T˜ ′, if we can find representatives (T, d, ρ) and
(T ′, d′, ρ′) of T˜ and T˜ ′, and an isometrical embedding f : T →֒ T ′ such that f(ρ) = ρ′.
Note that  is a partial order on T. Moreover, for any hereditary property A, if T˜  T˜ ′ then RA(T˜ )RA(T˜ ′)
and in particular for any h> 0, Rh(T˜ )Rh(T˜ ′), which implies for any a ∈ [0,∞), Z(h)a (T˜ )≤Z(h)a (T˜ ′). This
yields the following convergence criterion stated in Theorem 2.15: let (T˜n)n∈N be a T-valued sequence of random
trees such that for all n ∈ N, T˜nT˜n+1 almost surely; furthermore assume that for every fixed a, h ∈ (0,∞), the
family of laws of the N-valued random variables Z(h)a (T˜n), n∈N, is tight; then, there exists a random tree T˜ in T
such that limn→∞ δ(T˜n, T˜ ) = 0 a.s.
This result is used to prove that, when convergent, any growing family of Galton-Watson forests tends to either
a Galton-Watson forest or to a Lévy forest. Before explaining this result, let us informally discuss the model of
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Galton-Watson real forests that are considered here (they are introduced precisely in Section 3.1). Their laws are
characterised by the following three parameters: the offspring distribution ξ = (ξ(k))k∈N, the lifetime parameter
c ∈ (0,∞), and the initial distribution µ = (µ(k))k∈N. We view a Galton-Watson real forest with parameters ξ, c
and µ (a GW(ξ, c;µ)-real forest for short) as the forest of genealogical trees of a population that evolves as follows:
at generation 0, the population has N independent progenitors, where N has law µ; the lifetimes of individuals
are independent and exponentially distributed with mean 1/c ; when they die, individuals independently give birth
to a random number of children distributed according to ξ. Here, we shall assume that ξ is proper and non-trivial,
namely that ξ(1) = 0 and ξ(0) < 1. Moreover we also assume that the associated continuous-time N-valued
branching process is conservative (see (28) in Section 3.1 for more details).
Theorems 3.13 and 3.12 assert that the class of GW-laws is preserved by hereditary reduction. More precisely,
let F˜ be a GW(ξ, c;µ)-real forest, let A ⊂ T be a hereditary property and denote by α the probability that
the A-reduced tree of a single GW(ξ, c)-real tree is just a point. Assume that α ∈ (0, 1). Then RA(F˜) is a
GW(ξ′, c′;µ′)-real forest, where (ξ′, c′;µ′) is given in terms of α and (ξ, c;µ) as follows: if we denote by ϕν the
generating function of a probability measure ν on N, then
ϕξ′(r) = r +
ϕξ(α+(1−α)r)−α−(1−α)r
(1−α)(1−ϕ′ξ(α))
, c′=(1−ϕ′ξ(α)) c and ϕµ′(r)=ϕµ(α+ (1 − α)r). (1)
This important property of hereditary reduction naturally leads us to consider families of GW-real forests that
are consistent under hereditary reduction. Namely, we call a family (F˜λ)λ∈[0,∞) of Galton-Watson real forests a
growth process if for all λ′ ≥ λ there exist hereditary Aλ,λ′ ⊂ T, such that almost surely
∀λ′, λ ∈ [0,∞) such that λ′ ≥ λ, F˜λ=RAλ,λ′ (F˜λ′) .
Let us say that F˜λ is a GW(ξλ, cλ;µλ)-real forest and assume that µλ tends to the Dirac mass at infinity, as λ→∞.
This assumption implies that each offspring distribution ξλ appears as a reduced law as in (1) for all α sufficiently
close to 1 (such offspring distributions are called infinitely extensible [12]). Then Theorem 4.6 shows that they are
quite specific. Namely, the laws (ξλ, cλ, µλ) are entirely governed by a triplet (ψ, β, ̺) defined as follows.
• ψ : [0,∞) → R is the branching mechanism of a continuous-state branching process. Namely, ψ is the
Laplace exponent of a spectrally positive Lévy process and it is therefore of the Lévy-Khintchine form
ψ(λ) = aλ+
1
2
bλ2 +
∫
(0,∞)
(
e−λx − 1 + λx1{x<1}
)
π(dx) ,
where a ∈ R, b ∈ [0,∞) and π is a Borel measure on (0,∞) such that
∫
(0,∞)(1∧x
2)π(dx) <∞. Moreover,
ψ has to satisfy two additional conditions: it takes positive values eventually and
∫
0+
dr/|ψ(r)| = ∞ (the
latter assumption is equivalent to assuming that the continuous-state branching process governed by ψ is
conservative).
• β : [0,∞)→ [0,∞) is non-decreasing and such that limλ→∞ β(λ) = ∞.
• ̺ is a probability measure on [0,∞) that is distinct from the Dirac mass at zero.
Then, for any λ ∈ [0,∞), (ξλ, cλ, µλ) is derived from (ψ, β, ̺) as follows:
ϕξλ(r) = r +
ψ((1− r)β(λ))
β(λ)ψ′(β(λ))
, cλ = ψ
′(β(λ)) and ϕµλ(r) =
∫
(0,∞)
e−(1−r)yβ(λ) ̺(dy).
These offspring distributions already appeared in the more specific context of [10, 12]. Of particular interest are
cases where the offspring distributions ξλ are all equal to a certain ξ not depending on λ ≥ 0. We easily see
that this exactly corresponds to the stable cases where ψ(λ) = λγ , for a certain γ ∈ (1, 2] and thus ϕξ(r) =
r + 1γ (1 − r)
γ
. We call these laws the γ-stable offspring distributions. The Brownian case corresponds to the
critical binary offspring distribution (γ = 2). They appear in previous work [32, 34] (and in a slightly different
form in [10, 39, 24]).
Observe that λ 7→ Γ(F˜λ) is non-decreasing almost surely, since the growth process is -non-decreasing. Then
limλ→∞ Γ(F˜λ) exists in [0,∞] and standard branching process arguments give that P(limλ→∞ Γ(F˜λ) <∞) > 0
iff ψ satisfies
∫∞
dr/ψ(r) < ∞. This is a necessary and sufficient condition for the growth process to converge
in (T, δ), almost surely. Namely, Theorem 4.9 asserts that there exists a random CLCR real tree F˜ such that
lim
λ→∞
δ
(
F˜λ, F˜
)
= 0 almost surely.
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The limiting tree F˜ is a ψ-Lévy forest. Moreover, the branching processes associated to F˜λ, λ ≥ 0, also converge
almost surely. Namely, for any a ∈ [0,∞), we get
1
β(λ)
# {σ ∈ Fλ : d(ρ, σ) = a} −−−−→
λ→∞
Za almost surely,
where (Za)a∈[0,∞) is a continuous-state branching process with branching mechanism ψ and whose initial value
Z0 has law ̺ (see Section 4.2 for more details). As an application of these results, Theorem 4.10 provides a nice
characterisation of Lévy forests via leaf-length erasure. This result is used in the proof of the invariance principles
for discrete Galton-Watson trees that follow in Section 4.3. These limit theorems are general and they notably
include the super-critical cases. Invariance principles for critical and sub-critical trees were obtained in [10] using
different arguments and a different formalism.
This paper is organised as follows. In Section 2.1, we recall basic definitions concerning real trees and the
Gromov-Hausdorff metric. In Section 2.2, we discuss various operations on real trees. The technical details
concerning the measurability of such operations are postponed to an appendix. Section 2.3 is devoted to the
statement and the proof of the main general tightness results and convergence theorems for real trees. Section 3.1
discusses an intrinsic definition of Galton-Watson real trees, and hereditary reduction is studied in Section 3.2. In
Section 4.1, we define and study growth processes of Galton-Watson forests, whose limits are discussed in Section
4.2. Section 4.3 is devoted to invariance principles for rescaled discrete Galton-Watson trees with unit edge lengths.
2 Preliminary results.
2.1 Real trees.
Real trees form a class of loop-free length spaces, which turn out to be limits of many discrete trees. More precisely,
we say that a metric space (T, d) is a real tree if it satisfies the following conditions:
• for all σ, σ′ ∈ T , there exists a unique isometry fσ,σ′ : [0, d(σ, σ′)] → T such that fσ,σ′(0) = σ and
fσ,σ′(d(σ, σ
′)) = σ′; we set [[σ, σ′]] := fσ,σ′([0, d(σ, σ′)]), which is the geodesic joining σ to σ′;
• if q : [0, 1]→ T is continuous injective, we have q([0, 1]) = [[q(0), q(1)]].
Let ρ be a distinguished point of T , which is viewed as the root of T . Then (T, d, ρ) is called a rooted real tree.
We also denote by ]]σ, σ′]], [[σ, σ′[[ and ]]σ, σ′[[ the respective images of (0, d(σ, σ′)], [0, d(σ, σ′)) and (0, d(σ, σ′))
under fσ,σ′ . We view the tree T as the family tree of a population whose progenitor is ρ. For any σ, σ′ ∈ T , their
most recent common ancestor is then the unique point denoted by σ ∧ σ′ such that [[ρ, σ]] ∩ [[ρ, σ′]] = [[ρ, σ ∧ σ′]].
Thus,
∀σ, σ′ ∈ T , d(ρ, σ ∧ σ′) = 12 (d(ρ, σ) + d(ρ, σ
′)− d(σ, σ′)) . (2)
There is a nice characterization of real trees in terms of the four points condition: a connected metric space (X, d)
is a real tree iff for all σ1, σ2, σ3, σ4 ∈ X ,
d(σ1, σ2) + d(σ3, σ4) ≤ (d(σ1, σ3) + d(σ2, σ4)) ∨ (d(σ3, σ2) + d(σ1, σ4)). (3)
We refer to [8, 7, 9] for general results concerning real trees, to [36, 37] for applications of real trees to group
theory and to [10, 11, 13, 14, 15] and [21] for probabilistic use of real trees.
Gromov-Hausdorff distance on the space of complete locally compact real trees. We say that two pointed
metric spaces (X1, d1, ρ1) and (X2, d2, ρ2) are equivalent iff there exists a pointed isometry, i.e. an isometry f
from X1 onto X2 such that f(ρ1) = ρ2. The Gromov-Hausdorff distance of two pointed compact metric spaces
(X1, d1, ρ1) and (X2, d2, ρ2) is given by the following.
δcpct(X1, X2) = inf { dHaus(f1(X1), f2(X2)) ∨ d(f1(ρ1), f2(ρ2)) } . (4)
Here the infimum is taken over all (f1, f2, (E, d)), where (E, d) is a metric space, where fi : Xi → E, i = 1, 2,
are isometric embeddings and where dHaus stands for the Hausdorff distance on the set of compact subsets of E.
Observe that δcpct only depends on the isometry classes of the Xi. It induces a metric on the set of isometry
classes of all pointed compact metric spaces (see [20]).
We then denote by Tcpct the set of pointed isometry classes of compact rooted real trees. Evans, Pitman and
Winter [14] showed that Tcpct equipped with the Gromov-Hausdorff distance δcpct is a complete and separable
metric space.
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We then denote by T the set of pointed isometry classes of complete locally compact rooted real trees. The
Gromov-Haudorff distance is extended to T in the following standard way. Let (T1, d1, ρ1) and (T2, d2, ρ2) be two
complete locally compact rooted real trees. Recall that the Hopf-Rinow theorem (see [20, Chapter 1]) implies that
the closed balls of T1 and T2 are compact sets (note that this entails that T1 and T2 are separable). We then set
δ(T1, T2) =
∑
k≥1
2−kδcpct(BT1(ρ1, k), BT2(ρ2, k)),
where for any i ∈ {1, 2}, BTi(ρi, k) stands for the closed (compact) ball with center ρi and radius k in the locally
compact rooted real tree (Ti, di, ρi). Clearly, δ only depends on the isometry classes of T1 and T2. It defines a
metric on T and (T, δ) is Polish (see [12, Proposition 3.4]).
Notation and convention. We shorten Complete Locally Compact Rooted real tree to CLCR real tree. Let (T, d, ρ)
be a CLCR real tree. We denote by T˜ ∈ T its pointed isometry class. We shall denote by Υ the pointed isometry
class of a point tree ({ρ}, d, ρ).
Isometrical embeddings of CLCR real trees in pointed Polish spaces. In this paper, we deal with growing
families of real trees that may be embedded into a given space for technical reasons. More precisely, let (E, d, ρ)
be a pointed Polish space. We introduce the following set.
TE = {T ⊆ E : ρ ∈ T and (T, d, ρ) is a CLCR real tree} . (5)
Let us denote by dHaus the Hausdorff distance on compact subsets of E. Then, for any T, T ′ ∈ TE , we define
dE(T, T
′) =
∑
k≥1
2−kdHaus
(
BT (ρ, k), BT ′(ρ, k)
)
.
Clearly, dE is a distance on TE and we have
δ(T, T ′) ≤ dE(T, T
′) . (6)
Note that (E, d) may be “small” and that the set {T˜ ;T ∈ TE} may be strictly included in T. However, following
Aldous’s idea (see [2]), it is possible to embed all CLCR trees in the vector space ℓ1 of summable real-valued
sequences equipped with the ‖·‖1-norm and where 0 is the distinguished point. [12, Proposition 3.7] shows that
every element of T has a representative in Tℓ1 . Namely T = {T˜ ;T ∈ Tℓ1}. Moreover, [12, Proposition 3.6]
asserts that (Tℓ1 ,dℓ1) is a Polish space. The arguments of the proof can be directly adapted to the more general
case to prove that (TE ,dE) is a Polish space.
Approximation by real trees with edge lengths. Let (T, d, ρ) be a rooted real tree. For all σ ∈ T we denote
by n(σ, T ) the degree of σ, namely the (possibly infinite) number of connected components of T \ {σ}. We also
introduce the following
Lf(T ) = {σ ∈ T \ {ρ} : n(σ, T ) = 1} and Br(T ) = {σ ∈ T \ {ρ} : n(σ, T ) ≥ 3}
that are respectively the set of the leaves of T and the set of branch points of T . Note that the root is neither
considered as a leaf nor as a branch point. Recall from [12] that the set of branch points of a CLCR real tree is at
most countable.
Definition 2.1 A rooted real tree (T, d, ρ) is called a real tree with edge lengths if it is complete and if
∀R ∈ (0,∞) , n(ρ, T ) +
∑
n(σ, T ) <∞ , (7)
where the sum is over all the branch points σ ∈ Br(T ) such that d(ρ, σ) ≤ R. 
An equivalent definition is the following: a complete real tree (T, d, ρ) is real tree with edge lengths iff
(a) the degree of branch points is bounded in every ball of finite radius;
(b) every ball contains a finite number of branch points and a finite number of leaves.
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Indeed, the only non-trivial point to check is that (7) implies that every ball contains a finite number of leaves.
We argue by contradiction: fix R ∈ (0,∞) and suppose that there exists a sequence (σn)n∈N of distinct leaves
such that d(ρ, σn) ≤ R. Let B be the set of points γ such that γ = σi ∧ σj for infinitely many pairs of integers
i < j. Clearly, B ⊆ Br(T ) ∩ BT (ρ,R) and (7) implies that B is finite and non-empty. Let β ∈ B be such
that d(ρ, β) = maxγ∈B d(ρ, γ). By (7), β has finite degree (say n + 1); let T1, . . . , Tn be the open connected
components of T \{β} that do not contain the root. One of these connected components Ti has to contain infinitely
many terms of the sequence (σn)n∈N. Then there is β′ ∈ Ti∩B such that d(ρ, β′) > d(ρ, β), which is not possible.
Let (T, d, ρ) be a real tree with edge lengths. Denote the connected components of T \ (Br(T ) ∪ {ρ}) by Ci,
i ∈ I . The components Ci, i ∈ I , are called the edges of T . They all are isometric to intervals of the real line.
Note that their endpoints are leaves, branch points or the root. By (a) and (b), for all R ∈ (0,∞), only finitely
many of such edges have points at distance less than R from the root. This implies that the closed ball with center
ρ and radius R is compact. Thus, (T, d, ρ) is locally compact. Let us denote by Tedge the set of pointed isometry
classes of the real trees with edge lengths. Then, we get
Tedge ⊂ T .
We next introduce leaf-length erasure (also called trimming) that is used throughout the paper. Let h ∈ (0,∞)
and let (T, d, ρ) be a CLCR real tree. We set
Rh(T ) = {ρ} ∪ {σ ∈ T : ∃σ
′ ∈ T such that σ ∈ [[ρ, σ′]] and d(σ, σ′) ≥ h}. (8)
Clearly, Rh(T ) is path-connected and it is easy to prove that it is a closed subset of T . Then, the four points
condition implies that (Rh(T ), d, ρ) is a CLCR real tree. We call it the h-leaf-length erased tree associated with
T . Note that its isometry class only depends on that of T so Rh can be defined from T to T.
Leaf-length erasure was first introduced by Kesten [26] for discrete trees and further studied and applied by
many others [34, 35, 30, 32, 14]. In the following lemma we sum up the various properties of the leaf-length
erasure operator Rh that we shall use in this paper; it is a straightforward extension of the same result for compact
trees that is due to Evans, Pitman and Winter [14, Lemma 2.6].
Lemma 2.2 (i) For every h ∈ (0,∞) and every CLCR real tree (T, d, ρ), (Rh(T ), d, ρ) is a real tree with edge
lengths.
(ii) For every h ∈ [0,∞), Rh is δ-continuous.
(iii) Rh+h′ = Rh ◦Rh′ , h, h′ ∈ [0,∞).
(iv) For every h ∈ [0,∞) and for every CLCR real tree (T, d, ρ), we have δ(Rh(T ), T ) ≤ h.
Proof. Since T is locally compact, we immediately get that n(σ,Rh(T )) < ∞, for every σ ∈ Rh(T ). To prove
(i), it remains to prove thatBr(Rh(T )) has no limit points. Suppose that there exists a sequence (σn)n∈N of distinct
branching points of Rh(T ) converging to σ ∈ Rh(T ). Then it is easy to see that the closed ball BT (σ, 2h) is not
locally compact, which is a contradiction. Points (iii) and (iv) are easy consequences of [14, Lemma 2.6]. Let us
briefly explain (ii): for every CLCR real tree (T, d, ρ) and for every r > 0, we set T (h, r) = Rh(BT (ρ, r + 2h)).
Then observe that BT (h,r)(ρ, r) = Rh(T ) ∩BT (ρ, r). This entails (ii) by [14, Lemma 2.6 (i)], which asserts that
Rh is δcpct-continuous on Tcpct. 
2.2 Specific functions on real trees.
We introduce functions of real trees such as the total height, the profile and various procedures that allow to split
or to paste trees. Continuity or measurability of such functions is quite expected, however some of the proofs are
technical. Thus, to ease the reading, we postpone them to Appendix A.
The total height. Let (T, d, ρ) be a CLCR real tree. The total height of T is given by
Γ(T ) = sup
σ∈T
d(ρ, σ) ∈ [0,∞] .
Note that Γ(T ) only depends on the pointed isometry class T˜ of (T, d, ρ): it induces a function on T that is denoted
in the same way. It is easy to check that Γ is δ-continuous and note that
∀h ∈ [0,∞) , Γ ◦Rh = (Γ− h)+ . (9)
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The h-erased profile. For every a ∈ [0,∞) and every h ∈ (0,∞), we set
Z(h)a (T ) = # { σ ∈ Rh(T ) : d(ρ, σ) = a }. (10)
Since Rh(T ) is a real tree with edge lengths, it is easy to check that a 7→ Z(h)a (T ) is an N-valued function that
is left-continuous with right limits. We call the process a 7→ Z(h)a (T ) the h-erased profile. We shall denote by
Z
(h)
a+ (T ) its right limit at a. Note that h 7→ Z
(h)
a (T ) is non-increasing. Since Z(h)a (T ) only depends on the pointed
isometry class of T , it induces a function on T that is denoted in the same way.
Splitting measures. Let us recall that a point measure on T is a measure of the form
∑
i∈I δT˜i . We introduce
the following set of point measures
M (T) =
{∑
i∈I δT˜i point measure on T : ∀h ∈ (0,∞), #{i ∈ I : Γ(T˜i) > h} <∞
}
.
Note that M (T) contains the null measure (for which I is taken empty). We use the following standard notation
on point measures: for every M =
∑
i∈I δT˜i in M (T) and for every function G : T → [0,∞), we set 〈M,G〉 =∑
i∈I G(T˜i). We shall also denote by 〈M〉 the total mass of M : we then check that 〈M〉 = 〈M,1T〉 = #I .
Since (T, δ) is not locally compact, the vague topology on M (T) is not useful. We rather equip M (T) with
the sigma-field GM (T) generated by the functions M ∈ M (T) 7→ 〈M,G〉, for G : T→ [0,∞) Borel-measurable.
We also define the trees above level a as follows. Let (T, d, ρ) be a CLCR real tree. Denote by T ◦i (a), i ∈ I(a),
the connected components of the (possibly empty) open set T \BT (ρ, a); for every i ∈ I(a), denote by Ti(a) the
closure of T oi (a) in T and denote by σi(a) the unique vertex such that Ti(a) = T ◦i (a) ∪ {σi(a)}. Observe that
d(ρ, σi(a)) = a. Clearly, the trees (Ti(a), d, σi(a)), i ∈ I(a), are CLCR real trees whose pointed isometry classes
are denoted by T˜i(a), i ∈ I(a). We then set
Ma(T ) =
∑
i∈I(a)
δT˜i(a) ∈ M (T) and Z
+
a (T ) = 〈Ma(T )〉 = #I(a) ∈ N ∪ {∞} . (11)
The fact that Ma(T ) ∈ M (T) is an easy consequence of the local compactness of T . The measure Ma(T ) is
called the splitting measure of T at level a and Z+a (T ) is called the right profile of T . Note that these functions
only depend on T˜ : they induce functions on T that are denoted in the same way. It is easy to check that for every
a ∈ [0,∞) and every h ∈ (0,∞),
Z
(h)
a+ = Z
+
a ◦Rh and Z
+
a = lim
h→0+
Z
(h)
a+ . (12)
Grafting real trees. Let us explain how to graft real trees on the vertices of another real tree. Let (T, d, ρ) be a
rooted real tree, let (Ti, di, ρi), i ∈ I , be a family of real trees and let σi ∈ T , i ∈ I , be a collection of vertices of
T . We then set
T ′ = T ⊔
⊔
i∈I
Ti \ {ρi} ,
where ⊔ stands for the disjoint union. We next define a metric d′ on T ′ × T ′ as follows: d′ coincides with d on
T × T ; assume that σ ∈ Ti \ {ρi}; if σ′ ∈ T , then we set d′(σ, σ′) = di(σ, ρi) + d(σi, σ′); if σ′ ∈ Tj \ {ρj} with
j 6= i, then we set d′(σ, σ′) = di(σ, ρi)+d(σi, σj)+dj(σ′, ρj); if σ′ ∈ Ti\{ρi}, then we set d′(σ, σ′) = di(σ, σ′).
It is easy to prove that (T ′, d′, ρ′ := ρ) is a rooted real tree and we use the notation
(T ′, d′, ρ′) = T ⊛i∈I (σi, Ti) . (13)
We shall extensively use the following special case: we assume that T reduces to its root T = {ρ}: in this case
σi = ρ and we use the specific notation
⊛i∈ITi := {ρ}⊛i∈I (ρ, Ti) ,
with the convention that ⊛i∈ITi = {ρ} if I is empty. In words, ⊛i∈ITi is a tree obtained by pasting the trees Ti,
i ∈ I , at their roots.
We now assume that for every i ∈ I , (Ti, di, ρi) is a CLCR real tree and we assume that for every h ∈ (0,∞),
#{i ∈ I : Γ(Ti) > h} < ∞. This implies that {i ∈ I : Ti 6= {ρi}} is countable. It is easy to check first that
⊛i∈ITi is a CLCR real tree. Note that its pointed isometry class only depends on the pointed isometry classes of
Ti, i ∈ I . We denote by ⊛i∈I T˜i the pointed isometry class of ⊛i∈ITi.
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This induces a function Paste : M (T) → T, that is defined as follows: for every M =
∑
i∈I δT˜i ∈ M (T),
we set
Paste (M) = ⊛i∈I T˜i , (14)
with the convention that Paste (M) = Υ if M is the null measure. It is easy to check that
∀T˜ ∈ T , Paste (M0(T˜ )) = T˜ and ∀M =
∑
i∈I
δT˜i ∈ M (T) , M0(Paste (M)) =
∑
i∈I : T˜i 6=Υ
δT˜i . (15)
The tree above a given level. Let (T, d, ρ) be a CLCR real tree and let a ∈ [0,∞). Recall the definition
(Ti(a), d, σi(a)), i ∈ I(a), of the subtrees of T above a. We then set
Abv (a, T ) = ⊛i∈I(a)Ti(a) . (16)
The tree Abv (a, T ) is called the tree above level a. By definition, the pointed isometry class of Abv (a, T ) is
⊛i∈I(a)T˜i(a) and it only depends on T˜ . This induces a function from T to T that is denoted in the same way and
we check that
M0 ◦Abv (a, ·) =Ma and Abv (a, ·) = Paste ◦Ma . (17)
We also denote by Blw (a, T ) the tree (BT (ρ, a), d, ρ), that is the tree below the level a. Its pointed isometry class
only depends on T˜ : this induces a function from T to T that is denoted in the same way.
Lemma 2.3 The map (a, T˜ ) ∈ [0,∞)× T 7−→ Abv (a, T˜ ) is jointly continuous. The same holds true for Blw .
Proof. See Appendix A.1. 
Lemma 2.4 Fix a ∈ [0,∞) and h ∈ (0,∞). The following assertions hold true.
(i) Ma : T→ M (T) is measurable and so are Z+a : T→ N ∪ {∞} and Z(h)a : T→ N.
(ii) Paste : M (T)→ T is measurable.
Proof. See Appendix A.2. 
The functions D, ϑ and k. Let (T, d, ρ) be a CLCR real tree. Recall that ρ /∈ Br(T ) ∪ Lf(T ), by convention.
We next set
D(T ) = inf {d(ρ, σ) ; σ ∈ Br(T ) ∪ Lf(T ) } (18)
with the convention that inf ∅ = ∞. Namely, it is important to note that D(T ) = ∞ iff either T is reduced to
a point or T is equivalent to a finite number of half lines pasted at their finite endpoint. Recall from (11) the
definition of Z+a and from (16) that of Abv (a, ·). If D(T ) <∞, we set
ϑT := Abv (D(T ) , T ) and k(T ) = Z+0 (ϑT ) . (19)
If D(T ) = ∞, we set ϑT = {ρ} and k(T ) = 0. Observe that D(T ), k(T ) and the pointed isometry class of ϑT
only depend on the pointed isometry class of T . So they can be viewed as functions on T. With a slight abuse of
language, D(T ) is viewed as the distance from the first branch point, ϑT as the tree above the first branch point
and k(T ) + 1 as the degree of the first branch point.
Lemma 2.5 We have D = limh→0D ◦ Rh. Moreover, the functions D : T → [0,∞], k : T → N ∪ {∞} and
ϑ : T→ T are measurable.
Proof. See Appendix A.3. 
The functionsD, ϑ and k are useful only when applied to real trees with edge lengths and they allow to characterise
Tedge. More precisely, for every n ∈ N, we recursively define ϑn and Dn by setting ϑn+1 = ϑ ◦ ϑn (where ϑ0 is
taken as the identity map on T) and Dn = D ◦ ϑn. Thus, D = D0 and ϑ = ϑ1.
Lemma 2.6 We have that Tedge =
{
T˜ ∈ T :
∑
n∈NDn(T˜ ) =∞
}
is a Borel subset of T.
Proof. See Appendix A.4. 
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2.3 Convergence criteria
This section is devoted to new general convergence theorems for complete locally compact rooted real trees (CLCR
real trees): we first state a general tightness criterion involving the h-erased profiles and we also state an almost
sure convergence criterion for sequences of trees that “grow” in a broad sense that we will make precise later.
We use the following notation. Let (T, d, ρ) be a rooted real tree, not necessarily locally compact. Then, for
every h ∈ (0,∞) the definition (8) of h-leaf-erased tree (Rh(T ), d, ρ) makes sense and it defines a path-connected
subset of T . It is therefore a rooted real tree. For every a ∈ [0,∞), we define Z(h)a (T ) as in (10). Note that this
quantity may be infinite if T is not locally compact. We denote by NT (h, r) the (possibly infinite) minimal number
of open balls with radius h that are necessary to cover BT (ρ, r).
Lemma 2.7 Let (T, d, ρ) be a complete rooted real tree (not necessarily locally compact). Then,
∀a, h ∈ (0,∞) , ∀r ∈ (a+ h,∞) , Z(h)a (T ) ≤ NT (h, r) .
Moreover, letD ⊆ (0,∞) be a dense subset. Then, for every h, r ∈ (0,∞), there is a finite subsetDh,r ⊂ D∩[0, r]
such that
NT (h, r) ≤ 1 +
∑
a∈Dh,r
Z(h/3)a (T ) . (20)
Consequently, (T, d, ρ) is locally compact iff there exists a dense subset D ⊆ (0,∞) and a sequence (hp)p∈N
decreasing to 0 such that
∀a ∈ D , ∀p ∈ N , Z(hp)a (T ) <∞. (21)
Proof. Let a, h ∈ (0,∞) and r > a + h. We fix L = {σ ∈ Rh(T ) : d(ρ, σ) = a} so that Z(h)a (T ) = #L. Note
that NT (h, r) ≥ 1. Thus, (20) holds if #L ≤ 1. Now assume that #L ≥ 2. With every σ ∈ L, we can associate
ζ(σ) ∈ T such that d(ρ, ζ(σ)) = a + h and σ ∈ [[ρ, ζ(σ)]]. Note that ζ(σ) ∈ BT (ρ, r). Suppose that σ and σ′
are two distinct points of L. Recall the notation σ ∧ σ′ for the most recent common ancestor of σ and σ′. Then,
d(ζ(σ), ζ(σ′)) > 2h because ζ(σ) ∧ ζ(σ′) = σ ∧ σ′ is below level a in T . Thus, Z(h)a (T ) = #L ≤ NT (h, r).
Let h ∈ (0,∞) and let D ⊂ (0,∞) be dense. We can find an increasing sequence a(k) ∈ D, k ∈ N, such that
a(0) < h/2 and h ≤ a(k+1)−a(k) < 3h/2. For every k ∈ N, we then set Lk = {σ ∈ Rh(T ) : d(ρ, σ) = a(k)}.
Let σ ∈ T be such that d(ρ, σ) ≥ 2h. There exists k ∈ N such that a(k + 1) ≤ d(ρ, σ) < a(k + 2). Thus,
[[ρ, σ]] ∩Lk = {σ′} and d(σ, σ′) < a(k+ 2)− a(k) < 3h. This implies NT (3h, r) ≤ 1+
∑
0≤k≤⌊r/h⌋ Z
(h)
a(k)(T ),
where ⌊r/h⌋ stands for the integer part of r/h. This easily entails (20).
If T is locally compact, we already noticed that Z(h)a (T ) < ∞, for every a, h ∈ (0,∞). Conversely, sup-
pose that (21) holds true. Note that h 7→ Z(h)a (T ) is non-increasing. Then, (20) applies and for every r, and
(BT (ρ, r), d) is a uniformly bounded complete metric space. It is therefore compact. This implies that T is locally
compact. 
Note that NT (h, r) only depends on the isometry class T˜ of T , which justifies the notation NT˜ (h, r). Let C ⊆ T.
As a consequence of a general result on compactness with respect to the pointed Gromov-Hausdorff metric δcpct
(see [20] or [6, Theorem 8.1.10]), we have the following result.
The δ-closure of C is compact ⇐⇒ ∀h, r ∈ (0,∞) , sup
T˜∈C
NT˜ (h, r) <∞. (22)
Thus, Lemma 2.7 immediately entails the following theorem.
Theorem 2.8 Let C ⊆ T. Then, the δ-closure of C is compact iff there exists a sequence (hp)p∈N decreasing to 0
and a countable dense subset D ⊂ (0,∞) such that
∀p ∈ N , ∀a ∈ D , sup
T˜∈C
Z(hp)a (T˜ ) <∞ . (23)
The same statement holds true when Z(hp)a is replaced by Z(hp)a+ .
The following tightness criterion for random trees is a consequence of Theorem 2.8.
Theorem 2.9 Let (T˜j)j∈J be family of T-valued random trees. Their laws are δ-tight if and only if for every fixed
h, a ∈ (0,∞), the laws of the N-valued random variables (Z(h)a (T˜j))j∈J are tight. The same result holds true
when (Z(h)a (T˜j))j∈J is replaced by (Z(h)a+ (T˜j))j∈J .
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Proof. Suppose that for every fixed h, a ∈ (0,∞) the laws of (Z(h)a (T˜j))j∈J are tight. Let D = {aq; q ∈ N} be
some dense subset of (0,∞) and let (hp)p∈N be a sequence decreasing to 0. Let ε ∈ (0, 1). For all p, q ∈ N, there
exists Kp,q ∈ (0,∞) such that
sup
j∈J
P(Z(hp)aq (T˜j) > Kp,q) < ε2
−p−q−2 .
We then set C = {T˜ ∈ T : ∀p, q ∈ N, Z(hp)aq (T˜ ) ≤ Kp,q}. Theorem 2.8 implies that its δ-closure C is compact and
we easily prove that for every j ∈ J
P(T˜j /∈ C) ≤ P(∃p, q ∈ N : Z
(hp)
aq (T˜j) > Kp,q) ≤
∑
p,q∈N
P(Z(hp)aq (T˜j) > Kp,q) < ε ,
which entails the tightness of the laws of T˜j , j ∈ J . Conversely, let ε ∈ (0, 1). There exists a δ-compact subset
K ⊂ T such that infj∈J P(T˜j ∈ K) ≥ 1 − ε. Fix a, h ∈ (0,∞), r > a + h, and set K = supT˜∈KNT˜ (h, r).
By (22), K < ∞ and Lemma 2.7 implies that supT˜∈K Z
(h)
a (T˜ ) ≤ K . Thus, infj∈J P(Z(h)a (T˜j) ≤ K) ≥ 1 − ε,
which implies the tightness of the laws of Z(h)a (T˜j), j ∈ J , for each a, h ∈ (0,∞). 
Corollary 2.10 Let (T˜n)n∈N be a sequence of T-valued random variables. We suppose that for every sufficiently
small h ∈ (0,∞), the laws of Rh(T˜n), n ∈ N, converge weakly in (T, δ) as n → ∞. Then, the laws of the T˜n,
n ∈ N, converge weakly in (T, δ) as n→∞.
Proof. Fix a, h ∈ (0,∞). Since the laws of Rh/2(T˜n), n ∈ N, converge weakly, Theorem 2.9 implies that the
laws of Z(h/2)a (Rh/2(T˜n)) = Z
(h)
a (T˜n), n ∈ N, are tight. Theorem 2.9 then entails that the laws of T˜n, n ∈ N, are
δ-tight. Denote by Λ1 and Λ2 two limit laws of (T˜n)n∈N. Then, the laws of Rh under Λ1 and Λ2 coincide, since
Rh is δ-continuous and since we assume that the laws of Rh(T˜n), n ∈ N, converge weakly. Thus, Λ1 = Λ2 since
Rh converges uniformly to the identity on T, as h decreases to 0. 
We now discuss a stronger convergence for sequences of CLCR real trees that grow in a the following weak
sense.
Definition 2.11 Let T˜ , T˜ ′ ∈ T. We say that T˜ can be embedded in T˜ ′, which is denoted by T˜  T˜ ′ if we can
find representatives (T, d, ρ) and (T ′, d′, ρ′) of T˜ and T˜ ′, and an isometrical embedding f : T →֒ T ′ such that
f(ρ) = ρ′. 
We easily check that  is a partial order on T (anti-symmetry property is the only non-trivial point to check). Note
that if T˜  T˜ ′, then for all a ∈ [0,∞) and for all h ∈ (0,∞),
Z+a (T˜ ) ≤ Z
+
a (T˜
′) , Rh(T˜ )  Rh(T˜
′) and Z(h)a (T˜ ) ≤ Z
(h)
a (T˜
′) . (24)
We first prove the following convergence criterion for a growing sequence of trees.
Theorem 2.12 Let (T˜n)n∈N be a T-valued sequence such that T˜n  T˜n+1, n ∈ N. Let D ⊆ (0,∞) be dense and
let (hp)p∈N be a sequence decreasing to 0. We assume the following:
∀p ∈ N , ∀a ∈ D , sup
n≥0
Z(hp)a (T˜n) < ∞ . (25)
Then, there exists T˜ ∈ T such that limn→∞ δ(T˜n, T˜ ) = 0.
The proof of the theorem is in several steps. We first state the following representation lemma.
Lemma 2.13 Let (T˜n)n∈N be a T-valued sequence such that T˜n  T˜n+1, n ∈ N. Then, there exists a pointed
Polish space (E, d, ρ) and a sequence Tn ⊆ E such that for all n ∈ N
ρ ∈ Tn , Tn ⊆ Tn+1 and (Tn, d, ρ) is a representative of T˜n .
Proof. We first prove recursively that for all n ∈ N, there is a representative (T ∗n , dn, ρn) of T˜n and an isometrical
embedding fn : T ∗n →֒ T ∗n+1 such that fn(ρn) = ρn+1. Indeed, assume that (T ∗0 , d0, ρ0), . . . , (T ∗n , dn, ρn) and
f0, . . . , fn−1 exist and satisfy the above mentioned conditions. Since T˜n  T˜n+1, there are (T ′n, d′n, ρ′n) and
(T ∗n+1, dn+1, ρn+1) that are representatives of T˜n and T˜n+1, respectively, and there is an isometrical embedding
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f ′n : T
′
n →֒ T
∗
n+1 such that f ′n(ρ′n) = ρn+1. There also exists an isometry φ : T ∗n → T ′n such that φ(ρn) = ρ′n.
Then, we set fn = f ′n ◦ φ that satisfies the desired property, which completes the recurrence.
We next construct the desired spaces in a projective way. To that end, we first set
∀n ∈ N , Sn :=
{
σ = (σk)k∈N ∈
∏
k∈N
T ∗n+k : σk+1 = fn+k(σk)
}
and S∞ =
⊔
n∈N
Sn ,
where ⊔ stands for the disjoint union. For all σ ∈ T ∗n , we also define the sequence n(σ) = (σk)k∈N such that
σ0 = σ and σk+1 = fn+k(σk), k ∈ N. Note that n is one-to-one from T ∗n onto Sn. Let n, n′ ∈ N. Observe that
for all σ = (σk)k∈N ∈ Sn and all σ′ = (σ′k)k∈N ∈ Sn′ ,
∀k ≥ |n′ − n| , dn+k(σk, σ
′
n−n′+k) = dn′+k(σn′−n+k, σ
′
k) =: d(σ,σ
′) .
This induces a pseudo-metric d on S∞ and we see that d(σ,σ′) = 0 iff a certain shift of the sequence σ is equal
to a certain shift of the sequence σ′. We now introduce the usual equivalence relation≡ by specifying that σ ≡ σ′
iff d(σ,σ′) = 0. We denote by E∞ = S∞/≡ the quotient space and we denote by π : S∞ → E∞ the canonical
projection that associates with a point σ its equivalence class. Then, d induces a true metric on E∞ that is denoted
in the same way (to simplify notation). We next set:
ρ = π(0(ρ0)) and Tn = π(Sn) , n ∈ N .
First note that n(ρn) ≡ 0(ρ0). Thus, ρ ∈ Tn. We next check that Tn ⊆ Tn+1. Indeed, let σ ∈ T ∗n and
set n(σ) = (σk)k∈N. Then, σ1 ∈ T ∗n+1 and n+1(σ1) = (σk+1)k∈N ∈ Sn+1; thus n(σ) ≡ n+1(σ1) and
π(n(σ)) ∈ Tn+1, which entails Tn ⊆ Tn+1.
For all n ∈ N, we then set φn = π ◦ n : T ∗n → E∞. It is easy to check that φn(ρn) = ρ and that φn
is an isometry from T ∗n onto Tn. Therefore (Tn, d, ρ) is a CLCR real tree whose pointed isometry class is T˜n.
Observe that E∞ =
⋃
n∈N Tn, which proves that (E∞, d∞) is separable. We get the desired result by taking E as
a completion of (E∞, d) such that E∞ ⊆ E. 
Recall from Section 2.1 the definition of TE . We next prove the following criterion for convergence in TE .
Lemma 2.14 Let (E, d, ρ) be a pointed Polish space. Let (Tn)n∈N be a TE-valued sequence such that Tn ⊆ Tn+1.
Let D ⊆ (0,∞) be dense and let (hp)p∈N be a sequence decreasing to 0. We assume the following.
∀p ∈ N , ∀a ∈ D , sup
n≥0
Z(hp)a (Tn) <∞ . (26)
Let T be the closure of ⋃n∈N Tn in (E, d). Then,
T ∈ TE and lim
n→∞
dE(Tn, T ) = 0 .
Proof. We first set T∞ =
⋃
n∈N Tn, so that T is the closure of T∞ is E. The restriction of d to T∞ satisfies the
four points condition. We check that the same holds true for the restriction of d to T . Moreover, every point of T∞
belongs to a certain Tn and is connected to ρ by a geodesic. This easily implies that (T, d) is a connected space.
Thus, (T, d, ρ) is a Polish rooted real tree.
We fix h, a ∈ (0,∞) and we set La = {σ ∈ R2h(T ) : d(ρ, σ) = a}. Thus, #La = Z(2h)a (T ). Let σ ∈ La.
There exists s ∈ T such that σ ∈ [[ρ, s]] and d(σ, s) ≥ 2h. Since T is the closure of T∞, there exists n(σ) ∈ N
and γ ∈ Tn(σ) such that d(s, γ) < h. This implies σ ∈ [[ρ, γ]] and d(σ, γ) > h. Namely, this implies that
σ ∈ Rh(Tn(σ)) and thus σ ∈ Rh(Tn), for all n ≥ n(σ). We then get
Z(2h)a (T ) = sup
n≥0
#{σ ∈ La : n(σ) ≤ n} ≤ sup
n≥0
Z(h)a (Tn) .
Note that this inequality holds true for all h, a ∈ (0,∞). By (26), Lemma 2.7 applies and (T, d, ρ) is a CLCR real
tree, which shows that T ∈ TE .
Let us fix r, ε ∈ (0,∞). Since BT (ρ, r) is compact and since T∞ is dense in T , we easily see that there exist
nε ∈ N and σ1, . . . , σp ∈ BTnε (ρ, r) such that for all σ ∈ BT (ρ, r), d({σ1, . . . , σp}, σ) < ε. For all n ≥ nε,
since BTnε (ρ, r) ⊆ BTn(ρ, r) ⊆ BT (ρ, r), we get dHaus(BTn(ρ, r), BT (ρ, r)) < ε, which easily completes the
proof of the lemma. 
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Proof of Theorem 2.12. Let (T˜n)n∈N be a T-valued sequence that satisfies T˜n  T˜n+1 and the assumption (25).
By Lemma 2.13, there exist a pointed Polish space (E, d, ρ) and Tn ∈ TE , n ∈ N, that satisfy Tn ⊆ Tn+1, (26)
and such that (Tn, d, ρ) is a representative of T˜n. Then, Lemma 2.14 applies and there exists T ∈ TE such that
limn→∞ dE(Tn, T ) = 0, which implies limn→∞ δ(T˜n, T˜ ) = 0, by (6). 
Theorem 2.12 entails the following criterion for growing sequences of random trees.
Theorem 2.15 Let (T˜n)n∈N be a T-valued sequence of random trees such that for all n ∈ N,
P-a.s. T˜n  T˜n+1 .
We assume that for every fixed a, h ∈ (0,∞), the family of laws of N-valued random variables Z(h)a (T˜n), n ∈ N,
is tight. Then, there exists a random tree T˜ in T such that
P-a.s. lim
n→∞
δ(T˜n, T˜ ) = 0 .
Proof. We fix a, h ∈ (0,∞). By (24), a.s.Z(h)a (T˜n) ≤ Z(h)a (T˜n+1), for all n ∈ N. Then for all K ∈ (0,∞),
P
(
sup
n∈N
Z(h)a (T˜n) > K
)
= sup
n∈N
P
(
Z(h)a (T˜n) > K
)
.
Since the family of laws of Z(h)a (T˜n), n∈N, is tight, we get P(supn∈N Z
(h)
a (T˜n)<∞)=1, for each a, h ∈ (0,∞),
and Theorem 2.12 easily completes the proof. 
Lemma 2.14 also entails the following almost sure convergence criterion for random trees in TE . The proof,
quite similar to that of Theorem 2.15, is left to the reader.
Theorem 2.16 Let (E, d, ρ) be a pointed Polish space. Let (Tn)n∈N be a TE-valued sequence of random trees
such that a.s. Tn ⊆ Tn+1, n ∈ N. We assume that for each fixed a, h ∈ (0,∞), the family of laws of N-valued
random variables Z(h)a (Tn), n ∈ N, is tight. Let T be the closure of
⋃
n∈N Tn in E. Then,
P-a.s. T ∈ TE and lim
n→∞
dE(Tn, T ) = 0 .
3 Galton-Watson trees and reduction by hereditary properties
3.1 Galton-Watson trees as random real trees.
In this section, we give an intrinsic definition of Galton-Watson trees as T-valued random variables. Informally,
given ξ = (ξ(k))k∈N, a probability measure on N, and c ∈ (0,∞), a Galton-Watson tree with offspring distribution
ξ and lifetime parameter c is the genealogical tree of a population that has a single progenitor and evolves as
follows: the lifetimes of the individuals are independent and exponentially distributed with mean 1/c ; when they
die, individuals independently give birth to a random number of children distributed according to ξ. We denote by
ϕξ the generating function of ξ. Namely,
∀ r ∈ [0, 1] :
∑
k≥0
rkξ(k) = ϕξ(r) . (27)
We make the following assumptions on the offspring distribution ξ:
non-trivial: ξ(0) + ξ(1) < 1, proper: ξ(1) = 0, conservative:
∫ 1− dr
(ϕξ(r) − r)−
= ∞ , (28)
where ( · )− stands for the negative part. We assume that ξ is proper because we are only interested in the underlying
geometrical tree. The conservativity assumption comes from a standard criterion that asserts that the right profile
of a Galton-Watson tree is an N-Markov process that is conservative iff the last condition of (28) is satisfied (see
[4, Section III.3] for more details).
Recall from Section 2.2 that for all T˜1, T˜2 ∈ T, T˜1⊛T˜2 stands for the pointed isometry class of the tree obtained
by pasting two representatives of T˜1 and T˜2 at their roots. We let the reader check that (T˜1, T˜2) 7→ T˜1 ⊛ T˜2 is a
continuous, symmetric and associative operation on T. For all Borel probability measures Q1 and Q2 on T, we
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define Q1 ⊛ Q2 as the image measure of the product measure Q1 ⊗ Q2 under ⊛. Namely, for all measurable
G : T→ [0,∞), ∫
T
(Q1 ⊛Q2)(dT˜ )G(T˜ ) =
∫
T
∫
T
Q1(dT˜1)Q2(dT˜2)G(T˜1 ⊛ T˜2) .
We easily check that (Q1, Q2) 7→ Q1 ⊛Q2 is a weakly continuous, symmetric and associative operation. For all
Borel probability measures Q on T, and all n ∈ N, we recursively define Q⊛n by setting Q⊛(n+1) = Q ⊛ Q⊛n
where Q⊛0 is the Dirac mass at the point tree Υ. Recall from Section 2.2 the definition of D, ϑ and k.
Definition 3.1 Let ξ be a proper and conservative offspring distribution. Let c ∈ (0,∞).
(a) A Galton-Watson real tree with offspring distribution ξ and edge parameter c (a GW(ξ, c)-real tree for short)
is a T-valued random variable whose distribution Q satisfies the following. For all n ∈ N, for all measurable
functions g : [0,∞)→ [0,∞) and G : T→ [0,∞),
Q
[
1{k=n}G(ϑ)g(D)
]
= ξ(n)Q⊛n[G ]
∫ ∞
0
g(t)ce−ctdt . (29)
(b) A Galton-Watson real forest with offspring distribution ξ, edge parameter c and initial distribution µ (a
GW(ξ, c;µ)-real forest for short) is a T-valued random variable whose distribution is P =∑n≥0 µ(n)Q⊛n,
where Q stands for the distribution of a GW(ξ, c)-real tree. 
Lemma 3.2 For each proper conservative offspring distribution ξ and each c ∈ (0,∞), there exists a unique
distribution Qξ,c on T that satisfies (29) in Definition 3.1 (a). Moreover, Qξ,c(Tedge) = 1 and (ξ, c) 7→ Qξ,c is
injective.
Proof. See Appendix B.1. 
Notation. For all proper and conservative distributions ξ, for all c ∈ (0,∞) and for all probability measures µ on
N, we set Pξ,c,µ =
∑
n≥0 µ(n)Q
⊛n
ξ,c as the law of a GW(ξ, c;µ)-real forest. 
In the non-conservative case Qξ,c does not exist as a distribution on T. In fact, explosive GW-real trees would
not be locally compact. Intuitively, the trees would be well-behaved up to and including the first explosion height,
but there would be infinitely many subtrees above this height destroying local compactness. We do not intend to
develop this more formally here.
GW-real trees are characterized by their regenerative branching property as proved by Weill [40] in the compact
case. More precisely, for every a ∈ [0,∞), we denote by Ba the sigma-field on T generated by Blw (a, ·). Note
that (Ba)a∈[0,∞) is a filtration on T. We denote by (Ba+)a∈[0,∞) the associated right-continuous filtration. Recall
from (11) the definition of the right profile at height a that is denoted by Z+a . We easily check that Z+a is Ba+-
measurable.
Lemma 3.3 Let Q be a Borel probability measure on T. We first assume that Q(0 < D < ∞) > 0. We also
assume that Q-a.s. the process a 7→ Z+a is N-valued and cadlag. Then, the following assertions are equivalent.
(i) For every a ∈ [0,∞), the conditional distribution given Z+a of Abv (a, ·) under Q is Q⊛Z
+
a
.
(ii) For every a ∈ [0,∞), the conditional distribution given Ba+ of Abv (a, ·) under Q is Q⊛Z+a .
(iii) Q is the distribution of a GW(ξ, c)-real tree, for a certain c ∈ (0,∞) and a certain proper conservative
offspring distribution ξ.
Proof. In the compact case, this statement is close to [40, Theorem 1.2]. We briefly prove Lemma 3.3 in Appendix
B.2 using different arguments. We also mention that the cadlag assumption can be dropped, as we show in Theorem
4.11. 
Let us recall basic results on the branching processes associated with GW-trees. Let c ∈ (0,∞) and let ξ be a non-
trivial proper conservative offspring distribution. The regenerative branching property entails that (Z+a )a∈[0,∞)
under Qξ,c is an N-valued Markov process whose matrix-generator (qi,j)i,j∈N is given by qi,j = c i ξ(j − i + 1),
if j > i or j = i− 1, qi,i = −c i and qi,j = 0 if j < i− 1. Let us set
w(a, θ) := Qξ,c
[
e−θZ
+
a
]
, a, θ ∈ [0,∞). (30)
13
The definition of GW-real trees implies that for all θ ∈ [0,∞), a 7→ w(a, θ) is the unique nonnegative solution
of the differential equation ∂w(a, θ)/∂a = c (ϕξ(w(a, θ)) − w(a, θ)), with w(0, θ) = e−θ. A simple change of
variables allows to rewrite the previous equation in the following form:
∀θ ∈ (0,∞)\{− log qξ} , ∀a ∈ [0,∞) ,
∫ w(a,θ)
e−θ
dr
ϕξ(r) − r
= ca , (31)
where qξ is the smallest solution of the equation ϕξ(r) = r and where we agree on − log(qξ) =∞ if qξ = 0 (see
e.g. [4, Section III.3] for more details). Note that Qξ,c-a.s. Γ = inf{a ∈ [0,∞) : Z+a = 0}. Thus,
w(a) := Qξ,c(Γ ≤ a) = lim
θ→∞
↓ w(a, θ) satisfies
∫ w(a)
0
dr
ϕξ(r)− r
= ca. (32)
Let µ be a probability measure on N that is distinct from δ0. We easily derive from Lemma 3.3 that for all
a ∈ [0,∞),
the conditional distribution given Z+a of Abv (a, ·) under Pξ,c,µ is Q
⊛Z+a
ξ,c . (33)
Then, under Pξ,c,µ, (Z+a )a∈[0,∞) is also a Markovian branching process with offspring distribution ξ, with lifetime
parameter c and with initial distribution µ. Let ϕµ be the generating function of µ. We thus get
∀a, θ ∈ [0,∞) , Pξ,c,µ
[
e−θZ
+
a
]
= ϕµ (w(a, θ)) . (34)
Lemma 3.4 Let (ξn)n≥0, be a sequence of proper conservative offspring distributions that converges weakly to the
proper conservative offspring distribution ξ∞. Let (cn)n≥0 be a sequence of positive real numbers that converges
to c∞ ∈ (0,∞). Let (µn)n≥0 be a sequence of probability measures on N that converges weakly to the probability
measure µ∞ on N. Then, the following convergences hold weakly on T:
lim
n→∞
Qξn,cn = Qξ∞,c∞ and lim
n→∞
Pξn,cn,µn = Pξ∞,c∞,µ∞ .
Moreover, for all a ∈ [0,∞), as n→∞, the law of Z+a under Qξn,cn (resp. under Pξn,cn,µn ) converges weakly to
the law of Z+a under Qξ∞,c∞ (resp. under Pξ∞,c∞,µ∞ ).
Proof. See Appendix B.3. 
3.2 Hereditary properties and their reduction procedures.
Here, we generalise h-erasure Rh(T ) of a CLCR real tree (T, d, ρ) to reduction for more general hereditary prop-
erties as explained in the introduction. More precisely, let (T, d, ρ) be a CLCR real tree and let σ ∈ T . Recall that
the subtree above σ is given by
θσT = {σ
′ ∈ T : σ ∈ [[ρ, σ′]]} . (35)
Note that (θσT, d, σ) is a CLCR real tree. We simply denote by θ˜σT its pointed isometry class. Observe that
∀σ′ ∈ [[ρ, σ]] , θσT = θσ(θσ′T ) . (36)
Definition 3.5 (a) Let A ⊂ T be a Borel subset of T such that Υ /∈ A. The set A is hereditary if it satisfies the
following: for every CLCR real tree (T, d, ρ) and for every σ ∈ T , if θ˜σT ∈ A, then T˜ ∈ A.
(b) Let (T, d, ρ) be a CLCR real tree and let A ⊂ T be hereditary. We denote by RA(T ) the closure in T of the
subset
{ρ} ∪
{
σ ∈ T : θ˜σT ∈ A
}
. (37)
Then, (RA(T ), d, ρ) is a CLCR real tree that we call the A-reduced tree of T . 
Let us briefly explain why (RA(T ), d, ρ) is a CLCR real tree. Since RA(T ) is a closed subset of T , we only
need to prove that it is connected. Denote by S the set given by (37). Let σ ∈ RA(T )\{ρ} (if any). Then, there
exists a sequence σn ∈ S converging to σ and such that θ˜σnT ∈ A. Let σ′ ∈ [[ρ, σ[[ . For all sufficiently large n,
σ′ ∈ [[ρ, σn[[ , and (36) implies that θ˜σ′T ∈ A. This proves that [[ρ, σ]] ⊆ RA(T ), for all σ ∈ RA(T ).
Clearly, the pointed isometry class of (RA(T ), d, ρ) only depends on T˜ and A. This then induces a function on
T that is denoted in the same way by RA : T→ T. Note that RA(Υ) = Υ and that
∀T˜ ∈ T , RA(T˜ )  T˜ . (38)
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Lemma 3.6 Let A ⊆ T be a hereditary property. Then RA : T→ T is Borel-measurable.
Proof. See Appendix B.4. 
Lemma 3.7 Let (T, d, ρ) be a CLCR real tree and let A ⊆ T be hereditary. Then, the following holds true:
∀σ ∈ RA(T ) , θσRA(T ) = RA(θσT ) . (39)
Proof. Set S = {σ′ ∈ θσT : θ˜σ′T ∈ A}. Then, RA(θσT ) is the closure of {σ}∪S. Note that if σ ∈ RA(T ), then
RA(T ) ∩ θσT = θσRA(T ). Thus, {σ} ∪ S ⊆ θσRA(T ), which implies that RA(θσT ) ⊆ θσRA(T ). Conversely,
let σ′ ∈ RA(T ) ∩ θσT be distinct from σ (if any). By definition of RA(T ), there exists a sequence σn converging
to σ′ such that θ˜σnT ∈ A. Since σ ∈ [[ρ, σ′[[ , then for all sufficiently large n we get σn ∈ θσT , and thus σn ∈ S.
This proves that RA(T ) ∩ θσT is contained in the closure of {σ} ∪ S, which completes the proof of (39). 
Let us now discuss how the tree reduction behaves with respect to the functions Ma, Abv (a, ·) and Z+a . To that
end, for every hereditary property A ⊆ T we introduce
A− =
{
T˜ ∈ T : RA(T˜ ) 6= Υ
}
, (40)
that can be viewed as a regular version of A.
Example 3.8 For all h ∈ [0,∞), consider the hereditary property Ah = {Γ ≥ h}. Note that RAh is the h-leaf
length erasure function as defined by (8). Namely RAh = Rh. Thus, A−h = {Γ > h}. 
Lemma 3.9 Let A ⊆ T be hereditary. Then, the following holds true.
(i) A− ⊆ A and A− is hereditary. Moreover, RA−(T ) = RA(T ), for every CLCR real tree (T, d, ρ). This
implies that (A−)− = A−.
(ii) Let a ∈ [0,∞) and let T˜ ∈ T. If Ma(T˜ ) =
∑
i∈I δT˜i , then we get
Ma(RA(T˜ )) =
∑
i∈I : T˜i∈A−
δRA(T˜i) and Z
+
a (RA(T˜ )) = 〈Ma(T˜ ),1A−〉 . (41)
Moreover,
⊛
i∈I :
T˜i∈A
−
RA(T˜i) = Abv (a,RA(T˜ )) = RA(Abv (a, T˜ )) . (42)
Proof. We first prove (i). By Lemma 3.6, A− is a Borel subset of T. We next prove that A− ⊆ A: indeed, let
(T, d, ρ) be a CLCR real tree such that T˜ ∈ A−; then, there is σ ∈ T \{ρ}, such that θ˜σT ∈ A, which implies
T˜ ∈ A. Let us prove that A− is hereditary. Assume that θ˜σT ∈ A−, then there exists σ′ ∈ θσT \{σ} such that
θ˜σ′T ∈ A, which implies that RA(T˜ ) 6= Υ, and T˜ ∈ A−, which entails that A− is hereditary.
Let us prove that RA−(T ) = RA(T ). Since A− ⊆ A, RA−(T ) ⊆ RA(T ). Denote by S the set defined in
(37) and take σ ∈ S\{ρ} (if any). Then, for all σ′ ∈ [[ρ, σ[[ , σ ∈ RA(θσ′T ), which implies that θ˜σ′T ∈ A− and
therefore σ′ ∈ RA−(T ). Thus, S is in RA−(T ), which implies the desired result.
We next prove (ii). Let (T, d, ρ) be a CLCR real tree. We denote by T ◦i , i ∈ I , the connected components of
the open set {σ ∈ T : d(ρ, σ) > a}. For every i ∈ I , denote by σi the unique point of T such that d(ρ, σi) = a and
such that Ti := {σi} ∪ T ◦i is the closure of T ◦i . Recall that the CLCR real trees (Ti, d, σi) are the subtrees above
a, namely: Ma(T ) =
∑
i∈I δT˜i . Let i ∈ I be such that T˜i ∈ A
−
. Thus, RA(Ti) does not reduce to {σi} and
RA(Ti)\{σi} is connected and non-empty. Namely, it is a connected component of {σ ∈ RA(T ) : d(ρ, σ) > a}.
Conversely, every connected component of {σ ∈ RA(T ) : d(ρ, σ) > a} is of this form. This easily completes the
proof of (ii). 
Recall that for leaf-length erasureRh+h′ = Rh◦Rh′ . We extend these relations by introducing the composition
of hereditary properties.
Definition 3.10 Let A,A′ ⊆ T be two hereditary properties. The composition of A by A′ is defined as the set
A′ ◦A := {T˜ ∈ T : RA(T˜ ) ∈ A′}. 
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Lemma 3.11 Let A,A′ ⊆ T be hereditary. Then, A′ ◦ A is hereditary and for every CLCR real tree (T, d, ρ), we
get RA′(RA(T )) = RA′◦A(T ).
Proof. Lemma 3.6 implies that A′ ◦A is a Borel subset of T. Let (T, d, ρ) be a CLCR real tree and let σ ∈ T . By
Lemma 3.7,
θ˜σT ∈ A
′ ◦A ⇐⇒ σ ∈ RA(T ) and θ˜σRA(T ) ∈ A
′ . (43)
Note that if θ˜σRA(T ) ∈ A′, then RA(T˜ ) ∈ A′, namely T˜ ∈ A′ ◦ A. Then, “⇒” in (43) implies that A′ ◦ A is
hereditary. Moreover, (43) immediately implies RA′(RA(T )) = RA′◦A(T ). 
The following theorem, which is the main result of this section, shows that the class of GW-laws is stable
under reduction by a hereditary property. Recall that Qξ,c stands for the law of a GW(ξ, c)-real tree, that ϕξ is the
generating function of ξ and that qξ is the smallest root of ϕξ(r) = r.
Theorem 3.12 Let ξ be a non-trivial proper conservative offspring distribution and let c ∈ (0,∞). Let A ⊆ T be
hereditary. We assume that
α := Qξ,c(RA = Υ) ∈ (0, 1) . (44)
Then, ξ(0) > 0, α ∈ (0, qξ] and thus ϕ′ξ(α) ∈ (0, 1). Moreover, RA under the conditioned law Qξ,c( · |RA 6= Υ)
is distributed as a GW(ξ(α), c(α))-real tree where
c(α) = c (1− ϕ′ξ(α)) and ϕξ(α)(r) = r +
ϕξ(α+ (1− α)r) − α− (1− α)r
(1 − α)(1 − ϕ′ξ(α))
, r ∈ [0, 1] . (45)
Proof. First recall from (40) that {RA 6= Υ} = A− and thusα = Qξ,c(T\A−). Recall from (18) and (19) the def-
inition of the functions D, ϑ and k. Since A− is hereditary, we get 1T\A− ≤ 1{k=0} + 1{k≥1}1{〈MD(·),1A−〉=0}.
We take the expectation under Qξ,c: since MD =M0 ◦ ϑ, (29) in the definition of Qξ,c entails that
0 < α ≤ ξ(0) +
∑
n≥1
ξ(n)Q⊛nξ,c ( 〈M0,1A−〉=0 ) =
∑
n≥0
ξ(n)αn = ϕξ(α) ,
which entails that α ∈ (0, qξ] and that ϕ′ξ(α) ∈ (0, 1).
We denote by Q the law of RA under Qξ,c( · |A−) and we want to apply Lemma 3.3 to Q. To that end, we first
note that a 7→ Z+a is N-valued and cadlag Q-a.s. and we then claim that also
Q(0 < D <∞) = Qξ,c
(
0 < D ◦RA <∞| A
−
)
> 0 . (46)
Indeed, let T˜ ∈ Tedge be such that Z+0 (T˜ ) = 1 and D(T˜ ) ∈ (0,∞). If we have 〈MD(T˜ )(T˜ ),1A−〉 ≥ 2, then
D(RA(T˜ )) = D(T˜ ) and since A− is hereditary, we also get T˜ ∈ A−. Consequently,
x := Qξ,c (〈MD,1A−〉 ≥ 2) ≤ Qξ,c
(
A− ∩ {D ◦RA ∈ (0,∞)}
)
= (1− α)Q(0 < D <∞) . (47)
Now by (29) in the definition of Qξ,c, we get
x =
∑
n≥2
ξ(n)Q⊛nξ,c (〈M0,1A−〉 ≥ 2) =
∑
n≥2
ξ(n)
(
1−Q⊛nξ,c ( 〈M0,1A−〉=0 )−Q
⊛n
ξ,c ( 〈M0,1A−〉=1 )
)
=
∑
n≥2
ξ(n)
(
1− αn − n(1− α)αn−1
)
= 1− ϕξ(α)− (1 − α)ϕ
′
ξ(α) > 0 ,
since ϕξ is strictly convex (because ξ is proper and non-trivial). Then, (47) implies (46).
Recall that underQξ,c and conditionally givenZ+a , Abv (a, ·) has law Q
⊛Z+a
ξ,c . Recall (41) and (42) and observe
that for all T˜ ∈ Tedge and for all a ∈ [0,∞), Z+a (RA(T˜ )) ≥ 1, implies T˜ ∈ A−. Thus, for all n ≥ 1, and for all
measurable functions G : T→ [0,∞), we get
Bn := Q
(
1{Z+a =n}
G(Abv (a, ·))
)
= 11−αQξ,c
(
1{Z+a ◦RA=n}
G(Abv (a,RA(·)))
)
= 11−αQξ,c
(
1{〈M0(Abv (a,·)),1A−〉=n}
G(RA(Abv (a, ·)))
)
=
1
1− α
∑
N≥n
Qξ,c(Z
+
a =N)
∫
{
∑
1≤i≤N 1A− (T˜i)=n}
Q⊗Nξ,c (dT˜1 . . . dT˜N) G
(
⊛
1≤i≤N : T˜i∈A−
RA(T˜i)
)
16
=
1
1− α
∑
N≥n
Qξ,c(Z
+
a =N)
(
N
n
)
αN−n(1 − α)n
∫
Tn
Q⊗n(dT˜ ′1 . . . dT˜
′
n)G
(
T˜ ′1 ⊛ . . .⊛ T˜
′
n
)
=
1
1− α
∑
N≥n
Qξ,c(Z
+
a =N)
(
N
n
)
αN−n(1 − α)nQ⊛n [G] . (48)
This proves that under Q, the law of Abv (a, ·) conditionally given Z+a is Q⊛Z
+
a
. By Lemma 3.3, Q is the
law of a GW(ξ∗, c∗)-real tree where ξ∗ is a proper conservative offspring distribution. We next set w∗(a, θ) =
Q[exp(−θZ+a )] and w(a, θ) = Qξ,c[exp(−θZ+a )]. By summing (48) over n with G = 1− e−θZ
+
a , we get
w∗(a, θ) = 1−
1− w
(
a ,− log(α+ (1− α)e−θ)
)
1− α
. (49)
and by differentiating (31) with respect to a and to θ, we get
−
∂aw∗(a, θ)
∂θw∗(a, θ)
= c∗e
θ
(
ϕξ∗(e
−θ)− e−θ
)
.
On the other hand, (49) implies that
−
∂aw∗(a, θ)
∂θw∗(a, θ)
= −
α+(1−α)e−θ
(1−α)e−θ
·
∂aw(a,−log(α+(1−α)e
−θ))
∂θw(a,−log(α+(1−α)e−θ))
=
ceθ
1−α
(
ϕξ(α+(1−α)e
−θ)−α−(1−α)e−θ
)
.
Thus, we get
c∗
(
ϕξ∗(e
−θ)− e−θ
)
=
c
1− α
(
ϕξ(α + (1−α)e
−θ)− α−(1−α)e−θ
)
. (50)
Since ξ∗ is proper, ξ∗(1) = ϕ′ξ∗(0) = 0. Thus, by differentiating (50) and by letting θ go to ∞, we find c∗ = c(α),
as defined in (45). This, combined (50), implies ξ∗ = ξ(α). 
The previous result and (42) in Lemma 3.9 applied to a = 0, immediately implies the following statement for
forests. Recall that Pξ,c,µ =
∑
n∈N µ(n)Q
⊛n
ξ,c .
Theorem 3.13 Let ξ be a proper non-trivial conservative offspring distribution, let c ∈ (0,∞) and let µ be a
probability distribution on N such that µ(0) < 1. Let A ⊆ T be hereditary. We set α = Qξ,c(RA = Υ) and we
assume that α ∈ (0, 1). Then, RA under Pξ,c,µ has law Pξ(α),c(α),µ{α} , where ξ(α) and c(α) are given by (45) and
µ{α} is given by
ϕµ{α}(r) = ϕµ(α+ (1− α)r) , r ∈ [0, 1] . (51)
4 Growth Processes.
4.1 Definition and characterisation.
4.1.1 Infinitely extensible offspring distributions.
We first briefly study the transform on offspring distributions that appears in (45) in Theorem 3.12. Let ξ be a
proper offspring distribution, let c ∈ (0,∞) and let µ be another probability on N. Recall that ϕξ stands for its
generating function and that qξ is the smallest root of ϕξ(r) = r. We introduce the following subset
Dξ = {α ∈ [0, 1): α ≤ ϕξ(α)} . (52)
We easily check that for all α ∈ Dξ, ϕ′ξ(α) < 1, and we define (ξ(α), c(α), µ{α}) by setting for all r ∈ [0, 1],
c(α)=c(1− ϕ′ξ(α)), ϕξ(α)(r) = r +
ϕξ(α+(1−α)r)−α−(1−α)r
(1−α)(1−ϕ′ξ(α))
, ϕµ{α}(r)=ϕµ(α+ (1− α)r). (53)
Note that ξ(α) is proper. Then (ξ, c, µ) can be recovered from (ξ(α), c(α), µ{α}) and α as follows. First note that
ϕξ(α) can be analytically extended to ( −α1−α , 1). Observe that the right limits of ϕξ(α) and ϕ
′
ξ(α)
at −α1−α exist and
are finite. Since ξ is proper we easily get (1−ϕ′ξ(α))−1 = 1−ϕ′ξ(α)(
−α
1−α ) > 1. We therefore get for all r ∈ [0 , 1],
c = c(α)(1− ϕ′
ξ(α)
( −α1−α )), ϕξ(r) = r +
(1−α)ϕξ(α)(
r−α
1−α )− (r−α)
1− ϕ′
ξ(α)
( −α1−α )
, ϕµ(r) = ϕµ{α}(
r−α
1−α ). (54)
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Next note that if β ∈ Dξ(α) , then(
(ξ(α))(β), (c(α))(β), (µ{α}){β}
)
= (ξ(γ), c(γ), µ{γ}) with γ ∈ Dξ and 1− γ = (1− α)(1 − β). (55)
We now introduce the definition of infinitely extensible offspring distributions.
Definition 4.1 An offspring distribution ξ is said to be infinitely extensible if there exists a sequence of proper
offspring distributions (ξn)n∈N and αn ∈ Dξn , n ∈ N, such that ξ = ξ
(αn)
n for all n ∈ N, and limn→∞ αn = 1. 
For instance, if ξ = ξ(α), for all α ∈ (0, 1), then, we easily prove that ξ is a stable offspring distribution, namely,
there exists γ ∈ (1, 2] such that ϕξ(r) = r + 1γ (1 − r)
γ
. Observe that stable offspring distributions are critical
(i.e. their mean is equal to 1), but their variance is infinite except in the binary case γ = 2. Stable offspring
distributions occur in many contexts: see for instance Le Jan [32] and Neveu [34] for leaf-length erasure. See also
[10], Vatutin [39] and Jakymiv [24] for reduced trees. Note that there are offspring distributions ξ that are not
stable but such that ξ = ξ(α) holds true for certain α ∈ (0, 1).
More generally, infinitely extensible offspring distributions are characterised by a branching mechanism, that
is, by a function ψ : [0,∞)→ R that is of the following Lévy-Khintchine form
ψ(λ) = aλ+
1
2
bλ2 +
∫
(0,∞)
(
e−λx − 1 + λx1{x<1}
)
π(dx) , (56)
where a ∈ R, b ∈ [0,∞) and π is a Borel measure on (0,∞) such that
∫
(0,∞)(1 ∧ x
2)π(dx) < ∞. A result
similar to the theorem below was proved in [12, Theorem 4.2] in the context of Bernoulli leaf percolation. The
proof in the present framework is very similar, but since it demonstrates the crucial appearance of the branching
mechanism ψ, we include a brief account of it here.
Theorem 4.2 Let ξ be an infinitely extensible offspring distribution. Then, there exists a function ψ : [0,∞)→ R
of the form (56) such that ψ′(1) = 1 and
ϕξ(r) = r + ψ(1 − r) , r ∈ [0, 1] .
Conversely, suppose that ψ is of the Lévy-Khintchine form (56) and suppose that there exists λ0 ∈ (0,∞) such
that ψ(λ0) > 0. Then, the function
r ∈ [0, 1] 7−→ r +
ψ(λ0(1− r))
λ0ψ′(λ0)
is the generating function of an infinitely extensible offspring distribution.
Proof. We first assume that ξ is an infinitely extensible offspring distribution. Let (ξn, αn), n ∈ N, be as in
Definition 4.1. This implies that ϕξ can be extended analytically to the interval In = ( −αn1−αn , 1). Moreover for all
r ∈ In, and all k ≥ 2,
ϕ
(k)
ξ (r) =
(1− αn)k−1
1− ϕ′ξn(αn)
ϕ
(k)
ξn
(αn + (1− αn)r)
is positive. Since limn→∞ αn = 1, it make sense to set ψ(λ) = ϕξ(1 − λ) − (1 − λ), for all λ ∈ [0,∞).
Then, ψ is C∞ on (0,∞) and (−1)kψ(k)(λ) ≥ 0, for all λ ∈ (0,∞) and all k ≥ 2. We then apply to ψ(2)
Bernstein’s theorem on completely monotone functions (see e.g. Feller [16, Theorem XIII.7.2]): there exists a
Radon measure ν on (0,∞) and b ≥ 0 such that ψ(2)(λ) = b +
∫
(0,∞) e
−λxν(dx). Observe that ψ(0) = 0 and
ψ′(1) = 1−ϕ′ξ(0) = 1−ξ(1) = 1. Then, we set π(dx) = x−2ν(dx) and a = 1−b+
∫
(0,∞)(e
−x−1{x<1})xπ(dx).
This easily entails thatψ is of the form (56). The proof of the converse result is straightforward: we leave the details
to the reader. 
4.1.2 Definition of growth processes. Characterization of their laws.
Definition 4.3 (Growth processes) Let (Ω,G,P) be a probability space. For all λ ∈ [0,∞), let F˜λ : Ω → T be
a GW(ξ∗λ, c∗λ;µ∗λ)-real forest as in Definition 3.1. We say that (F˜λ)λ∈[0,∞) is a growth process if for all λ′ ≥ λ,
there exists a hereditary property Aλ,λ′ ⊂ T such that P-a.s. for all λ′ ≥ λ, F˜λ=RAλ,λ′ (F˜λ′). 
Remark 4.4 Note that if (F˜λ)λ∈[0,∞) is a growth process, then by (24), P-a.s. for any λ′ ≥ λ, F˜λ  F˜λ′ . 
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Remark 4.5 Suppose that the family (F˜λ)λ∈[0,∞) satisfies the weaker consistency property that for all λ′ ≥ λ,
P-a.s. F˜λ=RAλ,λ′ (F˜λ′), then by (38), we easily construct a modification of the process that is a growth process
according to Definition 4.3. 
We next introduce specific one-parameter families of infinitely extensible offspring distributions that play a key
rôle. To that end, we fix the following setting:
− a branching mechanism ψ : [0,∞)→ R of the form (56), where we furthermore assume the following:
allow deaths: ∃λ0 ∈ (0,∞) : ψ(λ0) > 0, conservative:
∫
0+
dr
(ψ(r))−
=∞ ; (57)
− a probability measure ̺ on [0,∞) that is distinct from δ0.
The fact that ψ is a convex function and that ψ(0) = 0 has several consequences. First, observe that ψ has
either one or two roots: we denote by q the largest one, and since ψ takes positive values eventually, we obtain
(q,∞) = {λ ∈ [0,∞) : ψ(λ) > 0}. Moreover, ψ′(0+) exists in [−∞,∞).
− If ψ′(0+) < 0, we say that ψ is super-critical (and q > 0, necessarily).
− If ψ′(0+) = 0, we say that ψ is critical (and q = 0, necessarily).
− If ψ′(0+) > 0, we say that ψ is sub-critical (and q = 0, necessarily).
Next, for all λ ∈ [q,∞), we introduce two probability measures on N that are denoted by ξλ and µλ and we also
define cλ ∈ (0,∞), as follows:
cλ = ψ
′(λ) , ϕξλ(r) = r +
ψ ((1− r)λ)
λψ′(λ)
and ϕµλ(r) =
∫
[0,∞)
e−λy(1−r)̺(dy) , r ∈ [0, 1]. (58)
More explicitly, we get ξλ(0) = ψ(λ)λψ′(λ) , ξλ(1) = 0, and for all k ≥ 2,
ξλ(k) =
λk−1
∣∣ψ(k)(λ)∣∣
k!ψ′(λ)
=
λk−1
k!ψ′(λ)
(
b1{k=2} +
∫
(0,∞)
xke−λx π(dx)
)
. (59)
Recall (28): we easily check that ξλ is conservative iff the second assumption in (57) holds true. The following
theorem provides a useful classification of growth processes.
Theorem 4.6 Let (F˜λ)λ∈[0,∞) be a growth process as in Definition 4.3. By (24), P-a.s. λ 7→ Z+0 (F˜λ) is non-
decreasing and we set Z = limλ→∞ Z+0 (F˜λ). Then, only the two following cases occur.
(I) If P(Z < ∞) = 1, there exists a proper and conservative offspring distribution ξ, there exists c ∈ (0,∞)
and there exists a probability measure µ distinct from δ0, such that
∀ k ∈ N , lim
λ→∞
ξ∗λ(k) = ξ(k) , lim
λ→∞
µ∗λ(k) = µ(k) and lim
λ→∞
c∗λ = c. (60)
Moreover, there exists a unique non-increasing function α : [0,∞)→ Dξ such that
lim
λ→∞
αλ = 0 and ∀λ ∈ [0,∞) , ξ
∗
λ = ξ
(αλ) , c∗λ = c
(αλ) and µ∗λ = µ
{αλ} ,
where for all α ∈ Dξ, (ξ(α), c(α), µ{α}) is defined by (53).
(II) If P(Z =∞) > 0, there exists a triplet (ψ, ̺, β) that satisfies the following.
(i) ψ is a function of the Lévy-Khintchine form (56) that satisfies (57).
(ii) ̺ is a probability measure [0,∞) distinct from δ0,
(iii) β : [0,∞)→ [q,∞) is a non-decreasing function such that limλ→∞ β(λ) =∞. Here, q stands for the
largest root of ψ.
(iv) For all λ ∈ [0,∞),
ξ∗λ = ξβ(λ) , c
∗
λ = cβ(λ) and µ
∗
λ = µβ(λ)
where for all λ ∈ [q,∞), (ξλ, cλ, µλ) is defined by (58).
Moreover, if another triplet (ψ∗, ̺∗, β∗) satisfies (i)–(iv), there exists a constant κ ∈ (0,∞) such that
̺∗(dx) = ̺(dx/κ), and for all λ ∈ [0,∞), ψ∗(λ) = ψ(κλ)/κ and β∗(λ) = β(λ)/κ.
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Proof. Let T˜λ be a GW(ξ∗λ, c∗λ)-real tree: its law is then Qξ∗λ,c∗λ . We keep the same notation as in Definition 4.3.
For all λ′ ≥ λ, we recall from (40) the definition of the hereditary property A−λ,λ′ and we set
αλ,λ′ := P
(
T˜λ′ /∈ A
−
λ,λ′
)
= Qξ∗
λ′
,c∗
λ′
(
T\A−λ,λ′
)
.
By Theorem 3.13, ((ξ∗λ′ )(αλ,λ′), (c∗λ′ )(αλ,λ′), (µ∗λ′ ){αλ,λ′}) = (ξ∗λ, c∗λ, µ∗λ). This first implies that λ 7→ c∗λ is non-
decreasing. Recall from the definition of growth processes that µ∗0(0) < 1. This entails that µ∗λ(0) < 1, for all
λ ∈ [0,∞), because ϕµ∗
λ
(0) ≤ ϕµ∗
λ
(α0,λ) = ϕµ∗0 (0) = µ
∗
0(0) < 1. Next, (54) easily entails
ϕξ∗
λ′
(r) = r +
c∗λ
c∗λ′
·
(
(1−αλ,λ′)ϕξ∗
λ
(
r−αλ,λ′
1−αλ,λ′
)
− (r−αλ,λ′)
)
and ϕµ∗
λ′
(r) = ϕµ∗
λ
(
r−αλ,λ′
1−αλ,λ′
)
. (61)
Moreover, by (55), (1 − αλ,λ′)(1 − αλ′,λ′′) = 1 − αλ,λ′′ , for all λ′′ ≥ λ′ ≥ λ. This implies that αλ,λ′ is
non-decreasing in λ′ and non-increasing in λ. Then, for all λ ∈ [0,∞), we set αλ = limλ′→∞ αλ,λ′ .
• We first assume that P(Z < ∞) = 1. We denote by µ the law of Z . Since µ∗λ is the law of Z
+
0 (F˜λ), by
definition, we get limλ→∞ µ∗λ(k) = µ(k), for all k ∈ N.
We next claim that for all λ ∈ [0,∞), αλ < 1. We argue by contradiction: let us suppose that αλ = 1. Then,
for all λ′′ ≥ λ′ ≥ λ and all r ∈ [0, 1], we get
ϕµ∗
λ
(r) = ϕµ∗
λ′′
(αλ,λ′′(1− r) + r) ≥ ϕµ∗
λ′′
(αλ,λ′ (1− r) + r) .
But limλ′′→∞ ϕµ∗
λ′′
(αλ,λ′(1−r) + r) = ϕµ(αλ,λ′(1−r) + r) and limλ′→∞ ϕµ (αλ,λ′(1−r) + r) = ϕµ(1) = 1,
since we have supposed αλ = 1. This implies that µ∗λ(0) = 1, which is impossible as already proved. Note that
this argument also entails that µ(0) < 1.
An elementary compactness argument shows that there is a sub-probability measure ξ on N and a sequence
λn ∈ [λ,∞), n ∈ N, increasing to ∞, such that limn→∞ ξ∗λn(k) = ξ(k), for all k ∈ N. This convergence entails
limn→∞ ϕξ∗
λn
(r) = ϕξ(r), for all r ∈ [0, 1). Next observe that since αλ < 1, (61) implies that ϕξ∗
λ
can be
extended analytically to the interval ( −αλ1−αλ , 1). Thus, for all 0 < r < 1, in (61), we can let λ′ → ∞ (along the
sequence λn) and there are two cases to consider: since λ′ 7→ c∗λ′ is non-decreasing, if c := limλ′→∞ c∗λ′ < ∞,
then we get
ϕξ(r) = r +
c∗λ
c
·
(
(1− αλ)ϕξ∗
λ
(
r − αλ
1− αλ
)
− (r − αλ)
)
, (62)
and if limλ′→∞ c∗λ′ =∞, then we get ϕξ(r) = r. However, the last possibility would imply that ξ(1) = 1, which
is impossible because ξ is the limit of proper offspring distributions. Thus (62) holds true. Note that (62) entails
that ϕξ(1) = 1 and that ξ is a proper offspring distribution. Moreover, ξ is completely determined by (62). This
implies (60). Also note that (62) easily entails that αλ ∈ Dξ and that that (ξ(αλ), c(αλ), µ{αλ}) = (ξ∗λ, c∗λ, µ∗λ).
The function λ ∈ [0,∞) 7→ αλ ∈ Dξ is clearly non-increasing. Let us prove uniqueness: suppose that
ϕµ∗
λ
(r) = ϕµ(αλ + (1 − αλ)r) = ϕµ(γλ + (1 − γλ)r). Since µ(0) < 1, ϕµ is strictly increasing, and we get
αλ = γλ. We next set α = limλ→∞ αλ. Recall that ϕµ∗
λ
(0) = ϕµ(αλ) ≥ ϕµ(α), which implies ϕµ(0) ≥ ϕµ(α)
as λ→∞. Thus, α = 0, since ϕµ is strictly increasing. This completes the proof of Case (I).
• We now assume that P(Z = ∞) > 0. We claim that α1 = limλ→∞ α1,λ = 1. We argue by contradiction: let
us suppose that α1 < 1. We fix r < 1. Since µ∗1 = (µ∗λ){α1,λ} for all λ ∈ (1,∞), we get
ϕµ∗1 (r)=E
[
(α1,λ + (1−α1,λ)r)
Z+0 (F˜λ)
]
≤ E
[
(α1 + (1−α1)r)
Z+0 (F˜λ)
]
−→
λ→∞
E
[
(α1 + (1−α1)r)
Z
1{Z<∞}
]
.
We now let r go to 1 and we get 1 = ϕµ∗1 (1) ≤ P(Z <∞), which contradicts the assumption P(Z =∞) > 0.
Since limλ→∞ α1,λ = 1 and since ξ∗1 = (ξ∗λ)(α1,λ), ξ∗1 is infinitely extensible. Theorem 4.2 implies that there
exists ψ1 of the form (56) that satisfies ψ′1(1) = 1 and ϕξ∗1 (r) = r + ψ1(1 − r), r ∈ [0, 1]. We denote by q the
largest root of ψ1. Since ψ1(1) = ξ∗1(0) ≥ 0, we get q ≤ 1. Then, observe that since ξ∗1 is conservative, ψ1 satisfies∫
0+ du/(ψ1(u))− =∞. Thus, ψ1 satisfies (57).
We next prove that µ∗1 is a mixture of Poisson distributions: we set g(r) = ϕµ∗1 (1 − r) and observe that
g(r) = ϕµ∗
λ
(1 − (1 − α1,λ)r), for all λ ∈ [1,∞). Since limλ→∞ α1,λ = 1, g can be analytically extended to
(0,∞), and we easily see that g is completely monotone. Bernstein’s theorem entails that there exists a probability
measure ̺ on [0,∞) such that ϕµ∗1 (r) =
∫
e−y(1−r)̺(dy), for all r ∈ [0, 1]. Note that ̺({0}) = µ∗1(0) < 1. Thus
̺ is distinct from δ0.
We now set ψ = c∗1ψ1 and we define β : [0,∞)→ [q,∞) by setting
β(λ) = 1− αλ,1, if λ ∈ [0, 1), β(1) = 1, and β(λ) =
1
1− α1,λ
, if λ ∈ (1,∞).
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Recall notation (ξλ, cλ, µλ) from (58). Then, for all λ ∈ [0,∞), we check that ξ∗λ = ξβ(λ) , c∗λ = cβ(λ) and
µ∗λ = µβ(λ) by applying (53) to α = αλ,1 and (ξ, c, µ) = (ξ∗1 , c∗1, µ∗1) if λ < 1, and by applying (54) to α = α1,λ
and (ξ, c, µ) = (ξ∗λ, c∗λ, µ∗λ), if λ > 1. We have proved that (ψ, ̺, β) satisfies (i)–(iv). The last point of the theorem
is not difficult to check: we leave it to the reader. 
4.2 Convergence to Lévy forests.
In this section we prove under a necessary and sufficient condition that every growth process converges almost
surely to a Lévy forest represented as a T-valued random variable. To that end, we first consider the convergence
in law of the branching processes to apply the general criterion in Theorem 2.15.
Continuous-state branching process. Continuous-state branching processes (CSBPs for short) are the continu-
ous analogue, in time and space, of Galton-Watson branching processes. They were introduced by Jirina [25] and
Lamperti [28, 27, 29]. We first recall standard results on CSBPs whose proof can be found in Silverstein [38] and
Bingham [5].
We fix a branching mechanism ψ : [0,∞)→ R of the form (56) and we assume that ψ satisfies (57). We also
fix a probability measure ̺ on [0,∞) that is distinct from δ0. A [0,∞)-valued Feller processes Z̺ = (Z̺a)a∈[0,∞)
defined on the probability space (Ω,G,P) is a continuous-state branching process with branching mechanism ψ
and initial distribution ̺ (a CSBP(ψ, ̺) for short) if its transition kernels are characterised by the following:
E
[
e−θZ
̺
b+a
∣∣∣ Z̺b ] = exp (−Z̺b u(a, θ)) , a, b, θ ∈ [0,∞) ,
where for all θ ∈ [0,∞), the function a 7→ u(a, θ) is the solution of the differential equation ∂u(a, θ)/∂a =
−ψ(u(a, θ)), with u(0, θ) = θ. Under our assumptions on ψ, the differential equation satisfied by u(·, θ) has a
unique nonnegative solution that is defined on [0,∞) for all θ ∈ [0,∞). In particular, note that the null function is
the unique solution for θ = 0.
Let us rewrite the equation characterising u in a more convenient way. Recall that q stands for the largest root
of ψ. If θ ∈ {0, q}, then u(a, θ) = θ for all a ∈ [0,∞). Observe that if θ > q (resp. θ < q) then a 7→ u(a, θ)
is a decreasing (resp. increasing) function converging to q as a tends to infinity. An easy change of variables then
entails
∀ a ∈ [0,∞) , ∀ θ ∈ [0,∞)\{0, q} ,
∫ θ
u(a,θ)
dr
ψ(r)
= a . (63)
We derive from the equation governing u and from basic properties of Laplace transforms that for all a ∈ [0,∞),
Z̺a is integrable iff both ψ′(0+) and
∫
[0,∞)
y̺(dy) are finite quantities. In this case we get
E[Z̺a ] = e
−ψ′(0+)a
∫
[0,∞)
y̺(dy) . (64)
We next easily derive from (63) that
P
(
lim
a→∞
Z̺a = 0
)
+P
(
lim
a→∞
Z̺a =∞
)
= 1 and P
(
lim
a→∞
Z̺a =∞
)
= 1−
∫
[0,∞)
e−qx̺(dx) .
Thus, P (lima→∞ Z̺a =∞) > 0 iff q > 0. Namely, this happens only in the super-critical cases. It is easy to
derive from (63) that
P
(
lim
a→∞
Z̺a = 0
)
= P (∃a ≥ 0: Z̺a = 0) ⇐⇒
∫ ∞ dr
ψ(r)
<∞. (65)
Condition (65) is called the finite time extinction assumption. Now observe that for all a ∈ (0,∞), θ 7→ u(a, θ) is
an increasing function and under (65),
v(a) := lim
θ→∞
u(a, θ) exists and satisfies
∫ ∞
v(a)
dr
ψ(r)
= a , a ∈ (0,∞) . (66)
Observe that the function v : (0,∞)→ (q,∞) is decreasing and one-to-one. We next define the extinction time of
Z̺ by
E(Z̺) = inf {a ∈ (0,∞) : Z̺a = 0} , (67)
with the convention inf ∅ =∞. We then easily get
P ( E(Z̺) ≤ a ) =
∫
[0,∞)
̺(dy) exp (−v(a)y) , a ∈ (0,∞) . (68)
We refer to [5] for more details on CSBPs.
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Convergence in law to Lévy forests. Let us fix a branching mechanism ψ is of the form (56) that furthermore
satisfies (57). We also fix ̺, a probability measure on [0,∞) that is distinct from δ0. Recall that q stands for the
largest root of ψ. For all λ ∈ [q,∞), recall from (58) the definition of (ξλ, cλ, µλ).
We denote by F˜λ : Ω→ T a GW(ξλ, cλ;µλ)-real forest. We do not need to assume that it is a growth process:
here, we are only interested in the convergence in law of these random trees when λ goes to infinity. We also
denote by T˜λ : Ω→ T, a GW(ξλ, cλ)-real tree. Namely the law of T˜λ is Qξλ,cλ and the law of F˜λ is Pξλ,cλ,µλ , as
in Definition 3.1.
We first consider the corresponding branching processes. As an easy consequence of (31) and (63), for all
a, θ ∈ [0,∞), we get
wλ(a, θ) := E
[
exp(−θZ+a (T˜λ))
]
= Qξλ,cλ
[
exp(−θZ+a )
]
= 1−
u
(
a, λ(1−e−θ)
)
λ
(69)
and (34) also implies
E
[
exp(−θZ+a (F˜λ))
]
= Pξλ,cλ,µλ
[
exp(−θZ+a )
]
=
∫
[0,∞)
exp
(
−y u(a, λ(1−e−θ))
)
̺(dy). (70)
This easily implies that for all a ∈ [0,∞), 1λZ
+
a (F˜λ)→ Z
̺
a in distribution on [0,∞). We next use a result due to
Helland [22, Theorem 6.1] that shows that the following convergence actually holds in distribution in the space of
cadlag functions D([0,∞),R) equipped with Skorohod’s metric:(
1
λZ
+
a (F˜λ)
)
a∈[0,∞)
−→ (Z̺a )a∈[0,∞) as λ→∞. (71)
In the following lemma, we compute the law of the h-leaf-length erased forest Rh(F˜λ).
Lemma 4.7 Let ψ be a function of the form (56) that satisfies (57). Let ̺ be a probability measure on [0,∞),
distinct from δ0. Let F˜λ be as above. Then, the following holds true.
(i) For all h ∈ (0,∞), all a ∈ [0,∞) and all λ ∈ [q,∞),
Qξλ,cλ(Γ ≤ h) = 1−
u(h, λ)
λ
and Rh(F˜λ)
(law)
= F˜u(h,λ) . (72)
Moreover,
E
[
exp(−θZ(h)a (F˜λ))
]
=
∫
[0,∞)
̺(dy) exp
(
−y u
(
a, u(h, λ)(1−e−θ)
))
. (73)
(ii) The laws Pξλ,cλ,µλ of the GW-real forests F˜λ are tight on T as λ→∞ if and only if ψ satisfies∫ ∞ dr
ψ(r)
<∞ .
(iii) Assume that
∫∞
dr/ψ(r) <∞ and recall from (66) the definition of v. Then,(
Z(h)a (F˜λ) ; Rh(F˜λ)
)
−→
(
Z+a (F˜v(h)) ; F˜v(h)
)
weakly on N× T as λ→∞. Consequently,
lim
λ→∞
E
[
exp(−θZ(h)a (F˜λ))
]
=
∫
[0,∞)
̺(dy) exp
(
−y u
(
a, v(h)(1−e−θ)
))
. (74)
Proof. Recall that Ah = {Γ ≥ h} is a hereditary property on T. Thus, Rh(T˜λ) = RAh(T˜λ). We then see that
α := Qξλ,cλ(T\A
−
h ) = Qξλ,cλ(Γ ≤ h). Then, recall that Qξλ,cλ(Γ ≤ h) = limθ→∞wλ(h, θ). Thus, (69) entails
the equality in (72). Then, Theorem 3.13 entails that RAh(F˜λ) is a GW(ξ(α)λ , c(α)λ ;µ{α}λ )-real forest, and we easily
see that
(ξ
(α)
λ , c
(α)
λ , µ
{α}
λ ) = (ξu(h,λ), cu(h,λ), µu(h,λ)) ,
which proves the point (i).
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We next prove (ii). Theorem 2.9 asserts that the laws of the F˜λ are are tight on T as λ → ∞ iff for each
a, h ∈ (0,∞) the laws of the Z(h)a (F˜λ), λ ∈ [q,∞), are tight on N as λ→ ∞. If
∫∞
dr/ψ(r) = ∞, (63) entails
that limλ→∞ u(h, λ) = ∞, and since ̺ 6= δ0, (73) implies that the laws of the Z(h)a (F˜λ) are not tight on N as
λ → ∞. If
∫∞
dr/ψ(r) < ∞, then limλ→∞ u(h, λ) = v(h) < ∞, and (73) implies (74), which proves that the
laws of the Z(h)a (F˜λ) are tight on N, and the proof of (ii) is complete.
We next observe limλ→∞(ξu(h,λ), cu(h,λ), µu(h,λ)) = (ξv(h), cv(h), µv(h)). Then, Lemma 3.4 applies, which
entails (iii). 
Theorem 4.8 Let ̺ be a Borel probability measure on [0,∞) distinct from δ0. Let ψ : [0,∞)→ R be a branching
mechanism of Lévy-Khintchine form (56). We assume that ψ satisfies (57) and (65). We denote by q is largest root.
Let (Ω,G,P) be a probability space. For all λ ∈ [q,∞), let F˜λ : Ω → T be a GW(ξλ, cλ;µλ)-real forest where
(ξλ, cλ, µλ) is given by (58). Then the following joint convergence holds true in distribution in D([0,∞),R)× T:( (
1
λZ
+
a (F˜λ)
)
a∈[0,∞)
; F˜λ
)
−→
λ→∞
(
(Z̺a)a∈[0,∞) ; F˜
)
, (75)
where the limit is as follows.
(i) The limiting forest F˜ is a (ψ, ̺)-Lévy forest. We denote by Pψ,̺ its distribution on T which only depends
on ψ and ̺. Furthermore, we have Pψ∗,̺∗ = Pψ,̺ iff there exists κ ∈ (0,∞) such that ψ∗(λ) = ψ(κλ)/κ
and ̺∗(dy) = ̺(dy/κ).
(ii) Rh(F˜) is a GW(ξv(h), cv(h);µv(h))-real forest.
(iii) The process Z̺ is a CSBP(ψ, ̺).
(iv) limh→0 1v(h)Z
(h)
a (F˜) = Z̺a , in probability, for all a ∈ [0,∞).
Proof. By Lemma 4.7 (iii) and Corollary 2.10, limλ→∞ F˜λ = F˜ weakly in T and (ii) holds true. Moreover, the
last point of (i) is then a consequence of Theorem 4.6.
We next prove the joint convergence. To simplify notation, we set Y λ = ( 1λZ+a (F˜λ))a∈[0,∞). Recall from
(71) that Y λ converges weakly in D([0,∞),R) to a CSBP(ψ, ̺). Thus, the joint laws of the (Y λ, F˜λ) are tight
in D([0,∞),R)×T as λ → ∞. We want to prove that there is a unique limiting distribution by proving (iv)
for a possible limit. To that end, let us assume that along a sequence (λn)n∈N increasing to ∞, the following
convergence holds in distribution in D([0,∞),R)× T.(
Y λn ; F˜λn
)
−→
n→∞
(
Y ; F˜
)
. (76)
By a slight abuse of notation, we assume that Y and F˜ are defined on (Ω,G,P). We fix a ∈ [0,∞) and h ∈ (0,∞).
We know from Lemma 4.7 that Z(h)a (F˜λn) converges in law on N. Then the laws of (Z
(h)
a (F˜λn);Y
λn ; F˜λn) are
tight on N × D([0,∞),R) × T. There is a increasing sequence of integers (n(k))k∈N such that the following
convergence holds in distribution in N× D([0,∞),R)× T.(
Z(h)a (F˜λn(k)) ; Y
λn(k) ; F˜λn(k)
)
−→
k→∞
(
X ; Y ′ ; F˜ ′
)
. (77)
Again, to simplify notation, we assume that X , Y ′ and F˜ ′ are defined on (Ω,G,P). Clearly (Y ′, F˜ ′) and (Y, F˜)
have the same law. The δ-continuity of Rh implies that limk→∞(Rh(F˜λn(k)); F˜λn(k)) = (Rh(F˜ ′), F˜ ′) weakly
on T2. Moreover, F˜ ′ is a (ψ, ̺)-Lévy forest and by (ii), Rh(F˜ ′) has the same law as F˜v(h). Lemma 4.7 asserts
that, weakly on N × T, limk→∞(Z(h)a (F˜λn(k));Rh(F˜λn(k))) = (Z+a (F˜v(h)); F˜v(h)), which has the same law as
(Z+a (Rh(F˜
′));Rh(F˜ ′)). Thus (X ;Rh(F˜ ′)) has the same law as (Z+a (Rh(F˜ ′));Rh(F˜ ′)), which implies that
P-a.s. X = Z+a (Rh(F˜
′)) = Z(h)a (F˜
′) , (78)
the last equality being the definition of Z(h)a . We next recall from (72) that Qξλ,cλ(Γ > h) = λ−1u(h, λ).
We recall from (33) that conditionally given Z+a (F˜λ), Abv (a, F˜λ) is distributed according to Q⊛Z
+
a (F˜λ)
ξλ,cλ
. Since
Z
(h)
a (F˜λ) = 〈M0(Abv (a, F˜λ)),1{Γ>h}〉, we know that conditionally given Z+a (F˜λ), the variable Z
(h)
a (F˜λ) has
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a binomial law with parameters λ−1u(h, λ) and Z+a (F˜λ). Thus, for all θ ∈ [0,∞) and all continuous bounded
functions f , we easily get
E
[
e
−θZ(h)a (F˜λn(k))f(λ−1n(k)Z
+
a (F˜λn(k)))
]
= E
(1− u(h, λn(k))
λn(k)
(
1−e−θ
))Z+a (F˜λn(k))
f(λ−1n(k)Z
+
a (F˜λn(k)))
 .
We then pass to the limit as k →∞ to get
E [exp(−θX) f(Y ′a)] = E
[
exp
(
−v(h)Y ′a
(
1− e−θ
))
f(Y ′a)
]
.
This entails that conditionally given Y ′a, X is a Poisson random variable with parameter v(h)Y ′a . By (78), for all
K, ε ∈ (0,∞), we get
P
( ∣∣∣∣ 1v(h)Z(h)a (F˜)− Ya
∣∣∣∣ > ε) = P( ∣∣∣∣ 1v(h)Z(h)a (F˜ ′)− Y ′a
∣∣∣∣ > ε) ≤ Kε2v(h) +P(Y ′a > K).
This entails that for all a ∈ [0,∞), limh→0 1v(h)Z
(h)
a (F˜) = Ya in probability. Thus, we get the uniqueness of the
limit for the joint laws, which completes the proof of the theorem. 
Almost sure convergence of growth processes. We turn now to the main result of this section, which asserts
almost sure convergence for growth processes and their branching processes. We only consider the most interesting
case when the limiting tree is not a GW-tree.
Theorem 4.9 Let (Ω,G,P) be a probability space and let F˜λ : Ω→ T, λ ∈ [0,∞), be a growth process such that
P(Z+0 (F˜λ)→∞) > 0. Let (ψ, ̺, β) be the triplet governing the growth process as specified in Theorem 4.6 (II).
We furthermore assume ∫∞ dr/ψ(r) <∞. Then there exists a random CLCR real tree F˜ : Ω→ T such that
P-a.s. lim
λ→∞
δ
(
F˜λ, F˜
)
= 0 . (79)
The random tree F˜ is a (ψ, ̺)-Lévy forest as defined in Theorem 4.8 and there exists a cadlag CSBP(ψ, ̺) denoted
by (Z̺a)a∈[0,∞) such that for all a ∈ [0,∞)
P-a.s. Z̺a = lim
λ→∞
1
β(λ)
Z+a (F˜λ) = lim
h→0+
1
v(h)
Z(h)a (F˜) . (80)
Moreover, the same limits hold in L1 if ψ′(0+) and ∫
[0,∞)
y̺(dy) are both finite.
Proof. We keep the notation of Theorem 4.6: F˜λ is a GW(ξβ(λ), cβ(λ);µβ(λ))-real forest, where for all λ ∈ [q,∞),
(ξλ, cλ, µλ) is given by (58). Lemma 4.7 asserts that for all a ∈ [0,∞) and all h ∈ (0,∞), Z(h)a (F˜λ) converges in
law as λ goes to ∞. By Remark 4.4, Theorem 2.15 applies and there exists F˜ such that (79) holds. By Theorem
4.8, F˜ is a (ψ, ̺)-Lévy forest and there exists a cadlag CSBP(ψ, ̺) denoted by (Z̺a)a∈[0,∞) such that for all
a ∈ [0,∞), limh→0+
1
v(h)Z
(h)
a (F˜λ) = Z̺a in probability and such that the following convergence holds weakly
on D([0,∞),R)× T ( (
1
β(λ)Z
+
a (F˜λ)
)
a∈[0,∞)
; F˜λ
)
−→
λ→∞
(
(Z̺a)a∈[0,∞) ; F˜
)
. (81)
We fix a ∈ [0,∞) and we turn now to the a.s. convergence of the branching processes. We use the following
martingale argument. For all λ ∈ [0,∞), we denote by Hλ the sigma-field generated by the variables Z+a (F˜λ′),
λ′ ∈ [λ,∞). We then claim that ( 1β(λ)Z
+
a (F˜λ))λ∈[0,∞) is a nonnegative backward martingale with respect to
(Hλ)λ∈[0,∞).
Proof of the claim. We first fix λ, λ′ ∈ [0,∞), such that λ′ > λ, and we denote by T˜λ′ a GW(ξβ(λ′), cβ(λ′))-real
tree. We use the notation of Definition 4.3 and we denote by Aλ,λ′ ⊆ T the family of hereditary properties under
which the growth process is consistent. We then set
αλ,λ′ := Qξβ(λ′),cβ(λ′)
(
T\A−λ,λ′
)
= Qξβ(λ′),cβ(λ′)
(
T \A−λ,λ′
)
.
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The Aλ,λ′ -reduced offspring distribution is ξ
(αλ,λ′)
β(λ′) = ξβ(λ), and a brief computation involving (45) and (58)
entails
αλ,λ′ = 1−
β(λ)
β(λ′)
. (82)
Let G : T→ [0,∞) be measurable and let n′ ≥ n. We next compute
B := E
[
G
(
Abv (a, F˜λ)
)
1{Z+a (F˜λ′)=n
′ ;Z+a (F˜λ)=n}
]
.
We recall from (33) that conditionally given the event {Z+a (F˜λ′) = n′}, Abv (a, F˜λ′) is distributed as a forest of
n′ independent GW(ξβ(λ′), cβ(λ′))-real trees. By (42) in Lemma 3.9, RAλ,λ′ (Abv (a, F˜λ′)) = Abv (a, F˜λ). Then,
by Theorem 3.13, conditionally given the event {Z+a (F˜λ′) = n′}, Abv (a, F˜λ) is a GW(ξβ(λ), cβ(λ);µ)-real forest
where µ stands for the binomial distribution with parameters n′ and 1− αλ,λ′ . This implies the following:
B = P
(
Z+a (F˜λ′) = n
′
)
Pξβ(λ),cβ(λ),µ
[
1{Z+0 =n}
G
]
= P
(
Z+a (F˜λ′) = n
′
)(n′
n
)
(1− αλ,λ′)
nαn
′−n
λ,λ′ Q
⊛n
ξβ(λ),cβ(λ)
[G]
=
P
(
Z+a (F˜λ′) = n
′
)
P
(
Z+a (F˜λ) = n
) (n′
n
)
(1− αλ,λ′)
nαn
′−n
λ,λ′ E
[
G
(
Abv (a, F˜λ)
)
1{Z+a (F˜λ)=n}
]
.
We next fix the real numbers λp > · · · > λ0 ≥ 0, and the integers np ≥ · · · ≥ n1 ≥ 0, and for all
n0 ∈ {0, . . . , n1}, we set
u(n0) = P
(
Z+a (F˜λp)=np ; . . . ; Z
+
a (F˜λ1) = n1 ; Z
+
a (F˜λ0)=n0
)
.
We now apply the previous computation to G(Abv (a, F˜λp−1)) = 1{Z+a (F˜λp−1)=np−1 ; ... ;Z+a (F˜λ0)=n0}, λ
′ = λp,
n′ = np, λ = λp−1 and n = np−1 to get
u(n0) =
P
(
Z+a (F˜λp) = np
)
P
(
Z+a (F˜λp−1) = np−1
) ( np
np−1
)
(1 − αλp−1,λp)
np−1α
np−np−1
λp−1,λp
×
P
(
Z+a (F˜λp−1) = np−1 ; . . . ; Z
+
a (F˜λ0) = n0
)
.
This entails u(n0) = P(Z+a (F˜λp) = np)
∏
1≤k≤p
(
nk
nk−1
)
(1− αλk−1,λk)
nk−1α
nk−nk−1
λk−1,λk
. Thus we get
u(n0) =
(
n1
n0
)
(1 − αλ0,λ1)
n0αn1−n0λ0,λ1 P
(
Z+a (F˜λp)=np ; . . . ; Z
+
a (F˜λ1) = n1
)
. (83)
We now fix λ′ > λ and we denote by Pλ′ the set of events of the form
{Z+a (F˜λp)≥np ; . . . ; Z
+
a (F˜λ1) ≥ n1}, λ1, . . . , λp ∈ [λ
′,∞) , n1, . . . , np ∈ N , p ∈ N
∗ .
Clearly Pλ′ contains Ω, it is stable under intersection and it generates Hλ1 . Moreover, (83) with λ = λ0 and
λ1 = λ
′
, easily entails that for all n ∈ N, and all A ∈ Pλ′ ,
E
[
1{Z+a (F˜λ)=n}
1A
]
= E
[(
Z+a (F˜λ′)
n
)
(1− αλ,λ′)
nα
Z+a (F˜λ′)−n
λ,λ′ 1A
]
.
A monotone class argument entails that the same equality holds for all A ∈ Hλ′ . Thus, for all A ∈ Hλ′
E
[
Z+a (F˜λ)1A
]
=
∑
n≥0
E
[
n
(
Z+a (F˜λ′)
n
)
(1− αλ,λ′)
nα
Z+a (F˜λ′)−n
λ,λ′ 1A
]
= E
[
(1− αλ,λ′)Z
+
a (F˜λ′)1A
]
=
β(λ)
β(λ′)
E
[
Z+a (F˜λ′)1A
]
,
by (82), which immediately implies the claim. 
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The theorem of almost sure convergence of nonnegative backward martingale implies that for every sequence
(λn)n∈N that increases to ∞, P-a.s. limn→∞ 1β(λn)Z
+
a (F˜λn) exists. Then, the joint convergence (81) also implies
that the limiting r.v. is necessarily P-a.s. equal to Z̺a .
By (64), if both ψ′(0+) and ∫[0,∞) y̺(dy) are finite, then Z̺a is integrable. Standard results on backward
martingales then entail that for all λ ∈ [0,∞), 1β(λ)Z
+
a (F˜λ) is integrable and that
lim
λ→∞
E
[ ∣∣∣ 1
β(λ)
Z+a (F˜λ)− Z
̺
a
∣∣∣ ] = 0 .
Since β may have jumps, additional arguments are required to get the first equality in (80), which is proved
so far only along a subsequence. To simplify notation, we first set Xλ = 1β(λ)Z
+
a (F˜λ). Then, we fix ε ∈ (0,∞)
and λ∗ ∈ (0,∞) such that β(λ∗) > 0. We recursively define an increasing sequence (λn)n∈N that tends to ∞
by fixing λ0 > λ∗ and by setting λn+1 = inf{λ > λn : log β(λ) > ε + log β(λn+)}. Then observe that for
all λ, λ′ ∈ (λn, λn+1), e−ε ≤ β(λ′)/β(λ) ≤ eε. Since the growth process is -non-decreasing, (24) entails that
P-a.s. for all n ∈ N, for all λ, λ′, λ′′ ∈ (λn, λn+1) such that λ′′ ≤ λ ≤ λ′,
e−εXλ′′ ≤ Xλ ≤ e
εXλ′ .
For all λ ∈ (0,∞) we also define the sigma-field Hλ− =
⋂
λ′<λHλ′ and we also denote by Hλ+ the sigma-
field generated by
⋃
λ′>λHλ. We next fix a sequence (hp)p∈N that decreases to 0. By standard arguments for
nonnegative martingales and for nonnegative backward martingales, we get the following: P-a.s. for all n ∈ N,
E[Xλ∗ | Hλn−] = lim
p→∞
Xλn−hp =: Xλn− and E[Xλ∗ | Hλn+] = lim
p→∞
Xλn+hp =: Xλn+ .
Now observe that (Xλn−)n∈N and (Xλn+)n∈N are positive backward martingales with respect to the backward
filtrations (Hλn−)n∈N and (Hλn+)n∈N. So, they both convergeP-a.s. By Theorem 2.15, F˜λ−hp convergesP-a.s.,
as p→∞. We denote the limit by F˜λ−. By Lemma 3.4, observe that (Xλ−hp , F˜λ−hp) converges in distribution to
a GW(ξβ(λ−), cβ(λ−), µβ(λ−))-real forest as p→ ∞. Moreover, Theorem 4.8 applies to such laws, which implies
a joint weak convergence that is similar to (81) with the left-limit process instead of the normal one. This easily
entails that P-a.s. limn→∞Xλn− = Z̺a . A similar argument also implies that P-a.s. limn→∞Xλn+ = Z̺a .
This proves that for all ε ∈ (0,∞), there exists an event Ωε ∈ F of probability one on which the following
holds true: Xλn , Xλn+ and Xλn− tend to Z̺a as n→∞, and
∀n ∈ N, ∀λ ∈ [λn, λn+1], e
−εmin(Xλn+, Xλn , Xλn+1) ≤ Xλ ≤ e
εmax(Xλn+1−, Xλn , Xλn+1).
Thus, on Ωε, e−εZ̺a ≤ lim infλ→∞Xλ ≤ lim supλ→∞Xλ ≤ eεZ̺a . This easily entails the first equality in (80).
It remains to prove the assertions concerning Z(h)a (F˜). To that end, recall from (66) the definition of the
function v that is continuous decreasing from (0,∞) to (q,∞). We denote by v−1 its inverse and for all λ ∈ [0,∞),
we set F˜ ′λ = Rv−1(q+1+λ)(F˜). It clearly defines a growth process that δ-converges to F˜ . This process is governed
by a triplet of the form (ψ, ̺, β′) with β′(λ) = q + 1 + λ. Now observe that for all a ∈ [0,∞) and all h such that
v−1(1+q) > h > 0,
1
v(h)
Z(h)a (F˜) =
1
β′(v(h)−1−q)
Z+a
(
F˜ ′v(h)−1−q
)
.
We now apply the first equality in (80) to that specific growth process to obtain the second equality in (80). 
As an application of the previous results on growth processes, we first state a simple characterisation of Lévy
forests that is used to derive limit theorems of GW-forests to Lévy forests.
Theorem 4.10 Let (Ω,G,P) be a probability space. Let F˜ : Ω→ T be a random CLCR real tree. We assume that
P(F˜ 6= Υ) > 0 and that for all sufficiently small h ∈ (0,∞), Rh(F˜) is a GW-real forest. Then, the following
holds true.
(a) Either P(Z+0 (F˜) <∞) = 1 and F˜ is a GW-real forest .
(b) Or P(Z+0 (F˜) =∞) > 0 and F˜ is a Lévy forest as in Theorem 4.8.
Proof. First note that P(Rh(F˜) 6= Υ) > 0, for all sufficiently small h. Let h0 be such that for all h ∈ (0, h0),
Rh(F˜) is a GW-real forest such that P(Rh(F˜) 6= Υ) > 0. Then, for all λ ∈ [0,∞), we set F˜λ = Rh0e−λ(F˜).
Clearly, (F˜λ)λ∈[0,∞) is a growth process. We then apply Theorem 4.6. Namely, since Z+0 (F˜λ)→ Z
+
0 (F˜), either
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P(Z+0 (F˜) < ∞) = 1 and the growth process is as in Theorem 4.6 (I): by Lemma 3.4, F˜λ converges in law to a
GW-forest as λ→∞, which implies that F˜ is a GW-real forest. Or P(Z+0 (F˜) =∞) > 0, and the growth process
is as in Theorem 4.6 (Il): the growth process is then governed by a triplet (ψ, ̺, β). Since the laws of the F˜λ are
tight in T as λ → ∞, Lemma 4.7 (ii) implies that
∫∞
dr/ψ(r) < ∞, and Theorem 4.9 implies that F˜ is a Lévy
forest. 
Theorem 4.10 allows us to strengthen Lemma 3.3, as follows. Recall from Section 3.1 the definition of the
sigma-field Ba+.
Theorem 4.11 Let Q be a Borel probability measure on T. We first assume that Q(0 < D < ∞) > 0. We also
assume that for all a ∈ [0,∞), Q(Z+a <∞) = 1. Then, the following assertions are equivalent.
(i) For every a ∈ [0,∞), the conditional distribution given Z+a of Abv (a, ·) under Q is Q⊛Z
+
a
.
(ii) For every a ∈ [0,∞), the conditional distribution given Ba+ of Abv (a, ·) under Q is Q⊛Z+a .
(iii) Q is the distribution of a GW(ξ, c)-real tree, for a certain c ∈ (0,∞) and a certain proper conservative
offspring distribution ξ.
Proof. If we assume (iii), then a 7→ Z+a is cadlag Q-a.s., hence Lemma 3.3 applies and we get (ii) and (i). It
remains to prove (i) ⇒ (iii) without assuming, as in Lemma 3.3, that a 7→ Z+a is cadlag Q-a.s. To this end, first
note that (i) implies Q(Z+0 = 1) = 1, as in the proof of Lemma 3.3 in Appendix B.2. Next, observe that Γ ≥ D
on T \ {Υ}, and recall from Lemma 2.5 that limh→0D ◦Rh = D. Thus, there exists h0 ∈ (0,∞) such that for all
h ∈ (0, h0), Q(0 < D ◦Rh <∞) > 0 and qh := Q(Γ > h) > 0. Then it makes sense to define Qh as the law of
Rh under Q( · |Γ > h) and we have proved that Qh(0 < D <∞) > 0. Next, observe that a 7→ Z+a ◦ Rh = Z
(h)
a+
is cadlag Q-a.s., which implies that a 7→ Z+a is cadlag Qh-a.s.
Let us show that Qh satisfies (i). Let us fix a ∈ [0,∞), n ∈ N\{0} and a measurable functionG : T→ [0,∞).
The property (i) for Q, (42) and arguments similar to those used in the proof of Theorem 3.12 imply the following
Qh
[
1{Z+a =n}
G(Abv (a, ·))
]
= q−1h Q
[
1{Z+a ◦Rh=n}
G(Abv (a,Rh))
]
= q−1h
∑
N≥n
Q
[
1{Z+a =N ;Z
+
a ◦Rh=n}
G (Rh(Abv (a, ·)))
]
= q−1h
∑
N≥n
Q
[
1{Z+a =N}
Q⊛N
[
1{Z+a ◦Rh=n}
G(Rh)
]]
= q−1h
∑
N≥n
Q(Z+a = N)
(
N
n
)
(1 − qh)
N−nqnhQ
⊛n
h [G] = Qh(Z
+
a = n)Q
⊛n
h [G] .
This implies that Qh satisfies (i). Then Lemma 3.3 implies that Qh is the law of a GW-real tree. Thus, for any
h ∈ (0, h0), Rh under Q is the law of a GW-real forest and since Q(Z+0 = 1) = 1, Theorem 4.10 entails that Q is
the law of a GW-real tree, which completes the proof. 
4.3 Invariance principles for GW-trees.
In this section we apply the tightness results of Section 2.3 and the previous results on Lévy forests to obtain
limit theorems for discrete GW-real trees. We consider two asymptotic regimes: we first discuss convergence in
distribution to GW-real trees and we next discuss convergence to Lévy forests.
Notation. Unless the contrary is explicitly mentioned, all the random variables are defined on the same probability
space (Ω,G,P). For all p ∈ N,
– ξp = (ξp(k))k∈N is an offspring distribution such that ξp(1) < 1,
– νp = (νp(k))k∈Z is given by νp(k) = ξp(k + 1) if k ≥ −1 and νp(k) = 0 if k < −1,
– µp = (µp(k))k∈N is a probability distribution on N such that µp(0) < 1,
– (Y pk )k∈N is a discrete-time GW-Markov chain with initial distribution µp and offspring distribution ξp.
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Discrete GW-real trees and forests. We modify the lifetime part of Definition 3.1 and say that a T-valued random
variable T˜p is called a discrete GW(ξp)-real tree if its distribution Q satisfies
Q
[
1{k=n}G(ϑ)g(D)
]
= ξp(n)Q⊛n[G]g(1) .
This is just a way to view graph trees as metric spaces by joining the vertices by intervals of unit length. Now
let T˜p(n), n ≥ 1, be independent copies of T˜p. Let Np be an N-valued variable with law µp, independent of
(T˜p(n))n≥1. We then set
F˜p := ⊛1≤n≤Np T˜p(n) ,
with the convention that F˜p = Υ if Np = 0. Then, F˜p is a random forest of Np independent discrete GW(ξp)-real
trees.
Tree-scaling. The main purpose of this section is to obtain convergence in law of F˜p when suitably rescaled. More
precisely, let T˜ ∈ T and c ∈ (0,∞); let (T, d, ρ) be a representative of T˜ . Then, (T, cd, ρ) is a CLCR real tree
and its pointed isometry class only depends on T˜ and c: we denote it by cT˜ . Note that the function (c, T˜ ) 7→ cT˜ is
continuous.
Notation. The symbol ∗ stands for the convolution product of measures on R. For every measure m on R, we set
m∗1 = m and for all n ≥ 1, we set m∗(n+1) = m ∗m∗n. Also, ⌊·⌋ stands for the integer-part function.
Convergence to Galton-Watson trees. We first state a convergence result for GW-Markov chains that are
rescaled in time but not in space. This result is quite close to Grimvall’s [19, Theorem 3.4] that is actually a
limit-theorem for GW-chains that are rescaled in time and space. Since it is not explicitly written in [19], we state
it here as a lemma: its proof can be adapted in a straightforward way from that of [19, Theorem 3.4] that strongly
relies on [18, Theorem 2.2′] (whose proof also extends to our setting).
Lemma 4.12 Let (γp)p∈N be a positive sequence converging to ∞. Then, the following statements are equivalent.
(i) There exist a probability measure ν on Z with ν(0) < 1 and a probability measure µ on N with µ(0) < 1,
such that the following two limits hold in law as p→∞.
(νp)∗⌊γp⌋ −→ ν and µp −→ µ.
(ii) The one-dimensional marginal distributions of (Y p⌊γpa⌋)a∈[0,∞) converge to those of an N-valued process
that is not constant.
(iii) The process (Y p⌊γpa⌋)a∈[0,∞) converges weakly on D([0,∞),R) to a continuous-time N-valued Galton-
Watson branching process that is not constant.
Remark 4.13 Assume that (i), (ii) and (iii) hold true. Note that ν has to be an infinitely divisible distribution on
Z. Then ν 6= δ0 is the law of X1, where (Xt)t∈[0,∞) is a compound Poisson process with holding-time parameter c
and jump law π, a probability measure on Z\{0}. Denote by (Xpk)k∈N a random walk with jump law νp, and initial
state Xp0 = 0. Standard arguments imply that (X
p
⌊γpt⌋
)t∈[0,∞) converges weakly on D([0,∞),R) to (Xt)t∈[0,∞).
Since we deal with integer-valued processes, the joint law of the first jump time and the size of the jump of Xp
converges to that of X . The assumptions on νp first imply that the support of π is included in {−1, 1, 2, . . .}. If
we set ξ(k) = π(k − 1), k ∈ N, then it is easy to see that ξ is the (proper and conservative) offspring distribution
of the continuous-time N-valued GW-branching process mentioned in (iii) and that c is its lifetime parameter. The
previous joint convergence then entails that for all k ∈ N,
lim
p→∞
ξp#(k) = ξ(k) , limp→∞
µp(k) = µ(k) , lim
p→∞
γp(1− ξ
p(1)) = c , (84)
where ξp#(k) = ξp(k)/(1− ξp(1)) if k 6= 1 and ξ
p
#(1) = 0. 
The previous result is used to derive the following limit theorem. Recall that F˜p stands for a random forest of
Np independent discrete GW(ξp)-real trees and that Np has law µp.
Theorem 4.14 Let (γp)p∈N be a positive sequence converging to∞. We assume that the one-dimensional marginal
distributions of (Z+a ( 1γp F˜p))a∈[0,∞) converge to those of an N-valued process that is not constant. Then, there
exists a GW(ξ, c;µ)-real forest F˜ , as in Definition 3.1 with µ(0) < 1, such that((
Z+a
(
1
γp
F˜p
))
a∈[0,∞)
; 1γp F˜p
)
(law)
−→
p→∞
((
Z+a (F˜)
)
a∈[0,∞)
; F˜
)
,
weakly on D([0,∞),R)× T. Moreover, (84) holds true.
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Proof. First observe that Y pk := Z
+
kγp
( 1γp F˜p), k ∈ N, is a GW(ξp)-Markov chain with initial distribution µp.
Thus, Lemma 4.12 (i), (ii) and (iii) hold true.
We first prove convergence for single GW(ξp)-discrete trees T˜p. This corresponds to the case where µp(1) = 1,
to which Lemma 4.12 also applies. Thus, (Z+a ( 1γp T˜p))a∈[0,∞) converges weakly on D([0,∞),R) as p → ∞ to a
continuous-time GW(ξ, c)-branching process whose initial value is 1. Moreover, ξ is proper and conservative and
(84) holds true. Since continuous-time GW-branching processes have no fixed-time discontinuity, convergence
of finite-dimensional marginals holds true. This entails the tightness of the laws of 1γp T˜p, p ∈ N, since for all
a, h ∈ [0,∞), Z
(h)
a (
1
γp
T˜p) ≤ Z+a (
1
γp
T˜p), and by Theorem 2.9.
We next want to prove that the real trees 1γp T˜p converge weakly to a GW(ξ, c)-real tree by showing that every
weak limit satisfies the branching property of Theorem 4.11. To that end, observe first that the joint laws of
(Z+a (
1
γp
T˜p))a∈[0,∞) and 1γp T˜p, are tight on D([0,∞),R)× T. Let (Ya)a∈[0,∞) and T˜ be such that((
Z+a
(
1
γp(k)
T˜p(k)
))
a∈[0,∞)
; 1γp(k) T˜p(k)
)
−→
k→∞
(
(Ya)a∈[0,∞) ; T˜
)
(85)
weakly on D([0,∞),R)× T along the increasing sequence of positive integers (p(k))k∈N. Without loss of gener-
ality, by the Skorohod representation theorem (and by a slight abuse of notation), we can assume that (85) holds
almost surely. To simplify notation we set T˜k = 1γp(k) T˜p(k). Thus, we assume that((
Z+a (T˜k)
)
a∈[0,∞)
; T˜k
)
−→
k→∞
(
(Ya)a∈[0,∞) ; T˜
)
a.s. in D([0,∞),R)× T. (86)
We first claim that
P
(
Z+0 (T˜ ) = 1
)
= 1 and P
(
0 < D(T˜ ) <∞
)
= 1 . (87)
Proof of (87). We first use the following standard result on Skorohod convergence for N-valued cadlag functions:
by (86), the first jump time and the value at the first jump time of the processes Z+· (T˜k) converge a.s. to the first
jump time and the value at the first jump time of the process Y . Observe that since Z+0 (T˜k) = 1, we get
D(T˜k) = inf{a ∈ [0,∞) : Z
+
a (T˜k) 6= 1} and k(T˜k) = Z
+
D(T˜k)
(T˜k) .
Then, if we set D′ = inf{a ∈ [0,∞) : Ya 6= 1} and k′ = YD′ , the previous arguments and the continuity of Abv
entail that
D′ = lim
k→∞
D(T˜k) , k
′ = lim
k→∞
k(T˜k) and Abv (D′, T˜ ) = δ– lim
k→∞
ϑ(T˜k). (88)
Since Y is a GW(ξ, c)-branching process, D′ and k′ are independent, D′ is exponentially distributed with mean
1/c and k′ has law ξ that is proper and conservative. Thus, 0<D′<∞ and k′ 6= 1 a.s.
Let (Tk, dk, ρk) be any representative of T˜k and let (T , d, ρ) be any representative of T˜ . Then, P-a.s. for any
fixed r ∈ (0, D′), for all sufficiently large k the closed ball BTk(ρk, r) rooted at ρk is equivalent to the interval
[0, r] rooted at 0 and since δ(Tk, T ) → 0, the closed ball BT (ρ, r) rooted at ρ is also equivalent to the interval
[0, r] rooted at 0, which implies that Z+0 (T ) = 1 and D(T ) ≥ r. This proves that
P-a.s. D(T˜ ) ≥ D′ > 0 and Z+0 (T˜ ) = 1 . (89)
It remains to prove that D(T˜ )<∞ a.s., and by (89), this boils down to proving that T˜ is not the pointed isometry
class of a half-line rooted at its finite end. If k′ = 0, then for any r > D′, (88) implies that for all sufficiently
large k, k(T˜k) = 0, which implies ϑ(T˜k) = Υ and thus Abv (D′, T˜ ) = Υ. Consequently, if k′ = 0, T˜ is not the
pointed isometry class of a half-line rooted at its finite end, and therefore D(T˜ ) <∞.
Since k′ 6= 1 a.s., it only remains to consider the case where k′ ≥ 2. To that end, we first prove that
P-a.s. on {k′ ≥ 2}, lim sup
k→∞
D(ϑT˜k) > 0. (90)
Indeed, first note that for any ε ∈ (0,∞), 1{lim supk→∞D(ϑT˜k)<ε ;k′≥2} ≤ lim infk→∞ 1{D(ϑT˜k)≤ε ; k(T˜k)≥2}.
This inequality combined with Fatou lemma entails
P
(
lim sup
k→∞
D(ϑT˜k) < ε ; k
′ ≥ 2
)
≤ lim inf
k→∞
P
(
D(ϑT˜k) ≤ ε ; k(T˜k) ≥ 2
)
.
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Now observe that P
(
D(ϑT˜k)≤ ε ; k(T˜k)≥ 2
)
=E
[
P(D(T˜k)≤ ε)k(T˜k)1{k(T˜k)≥2}
]
, by the branching property
for discrete Galton-Watson trees. This, combined with (88) entails that
lim
k→∞
P
(
D(ϑT˜k) ≤ ε ; k(T˜k) ≥ 2
)
=
∑
n≥2
(
1− e−cε
)n
ξ(n) −−−−→
ε→0
0 ,
which implies (90).
Then, denote by (T ′, d′, ρ′) a representative of Abv (D′, T˜ ). By (90), a.s. if k′ ≥ 2, there exists r > 0 such
that D(ϑT˜k) > r for infinitely many k, and (88) implies that the closed ball BT ′(ρ′, r) is equivalent to k′ copies
of [0, r] glued at 0. It implies that T˜ is not a half-line and thus, D(T˜ ) <∞. This completes the proof of the claim
(87). 
We next denote by Q the law of T˜ . Then, (87) can be rephrased as
Q(Z+0 = 1) = 1 and Q( 0<D<∞ ) = 1 . (91)
Let us also denote by Qp(k) the law of T˜k. We fix a ∈ [0,∞) and for all k ∈ N, we set ak := ⌊γp(k)a⌋/γp(k) → a,
as k →∞. Let G1, G2 : T→ [0,∞) be continuous and bounded. First observe that
E
[
G1
(
Blw (ak, T˜k)
)
G2
(
Abv (ak, T˜k)
)]
= E
[
G1
(
Blw (ak, T˜k)
)
Q
⊛Z+ak
(T˜k)
p(k) [G2]
]
,
by the branching property for discrete Galton-Watson trees. As k →∞, (86) and the continuity of Blw and Abv
stated in Lemma 2.3 imply that
Q[G1(Blw (a, ·))G2(Abv (a, ·))]=E
[
G1
(
Blw (a, T˜ )
)
G2
(
Abv (a, T˜ )
)]
=E
[
G1(Blw (a, T˜ ))Q
⊛Ya [G2]
]
. (92)
This equality extends to all nonnegative measurable functions G1 and G2. Since Q(Z+0 = 1) = 1, (92) with
G1 ≡ 1 and G2(·) = f(Z+0 (·)) first implies Q[f(Z+a )] = E[f(Ya)]. This first proves that Q(Z+a < ∞) = 1 for
any a ∈ [0,∞), and it also entails for any measurable functions G : T→ [0,∞) and f : N→ [0,∞) that
Q
[
f(Z+a )G(Abv (a , · ))
]
= E
[
f(Ya)Q
⊛Ya [G]
]
= Q
[
f(Z+a )Q
⊛Z+a [G]
]
.
Therefore, the conditional distribution given Z+a of Abv (a , · ) under Q is Q⊛Z
+
a
.
We thus have proved that Theorem 4.11 applies to Q that is therefore the law of a GW(ξ′, c′)-real tree. Since
Ya under P has the same law as Z+a under Q, we easily get (ξ′, c′) = (ξ, c).
Since T˜ is a GW(ξ, c)-real tree, a 7→ Z+a (T˜ ) is cadlag and it has no fixed discontinuity. Thus, for any
a ∈ (0,∞), this process is left-continuous at time a a.s., and Z+a (T˜ ) is equal a.s. to a measurable functional G1
of Blw (a, T˜ ). The previous arguments and (92) entail that for any a ∈ [0,∞), Z+a (F˜) = Ya a.s., and since both
processes are cadlag, we get Z+· (T˜ ) = Y a.s. This proves the uniqueness of the limit in the joint convergence and
it actually proves the theorem in the case of single trees, namely when µp = δ1, p ∈ N.
Let us prove the general case. Denote by Qp the law of 1γp T˜p. Let F : D([0,∞),R)×T → R be bounded
and continuous for the product topology. We proved that
∫
F (Z+· (T˜ ); T˜ )Qp(dT˜ ) −→
∫
F (Z+· (T˜ ); T˜ )Qξ,c(dT˜ ).
Now observe that for any k ∈ N,∫
T
F
(
Z+· (T˜ ) ; T˜
)
Q⊛kp (dT˜ ) =
∫
Tk
F
(
Z+· (T˜1) + · · ·+ Z
+
· (T˜k) ; T˜1 ⊛ · · ·⊛ T˜k
)
Q⊗kp (dT˜1 . . . dT˜k)
Since k independent continuous-time GW-branching processes have distinct jump times a.s., we easily get
lim
p→∞
∫
Tk
F
(
Z+· (T˜1) + · · ·+ Z
+
· (T˜k) ; T˜1 ⊛ · · ·⊛ T˜k
)
Q⊗kp (dT˜1 . . . dT˜k) =
=
∫
Tk
F
(
Z+· (T˜1) + · · ·+ Z
+
· (T˜k) ; T˜1 ⊛ · · ·⊛ T˜k
)
Q⊗kξ,c (dT˜1 . . . dT˜k)
=
∫
T
F
(
Z+· (T˜ ) ; T˜
)
Q⊛kξ,c (dT˜ )
This implies the following:
lim
p→∞
E
[
F
(
Z+·
(
1
γp
F˜p
)
;
1
γp
F˜p
)]
= lim
p→∞
∑
k∈N
µp(k)
∫
T
F
(
Z+· (T˜ ) ; T˜
)
Q⊛kp (dT˜ )
=
∑
k∈N
µ(k)
∫
T
F
(
Z+· (T˜ ) ; T˜
)
Q⊛kξ,c (dT˜ ) ,
which completes the proof of the theorem. 
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Convergence to Lévy forests. We consider now the convergence of GW-trees to Lévy forests. In these cases,
the profiles of the trees are rescaled in time and space. More precisely, we make the two following assumptions.
(A1) There is a positive sequence (γp)p∈N converging to ∞, such that the process ( 1pY p⌊γpa⌋)a∈[0,∞) converges
weakly on D([0,∞),R) to a CSBP(ψ, ̺), where ̺({0}) < 1 and ∫
0+
dr
(ψ(r))−
=∞.
(A2) Set Ep = inf{k ∈ N : Y (p)k = 0} and denote by E the extinction time of a CSBP(ψ, ̺). We assume that∫∞ dr
ψ(r) <∞ and that
1
γp
Ep −→ E , weakly on [0,∞], as p→∞.
Grimvall [19, Theorem 3.4] asserts that (A1) is equivalent to the following weak convergence on R:
νp
(
·
p
)∗p⌊γp⌋
−→
p→∞
ν and µp
(
·
p
)
−→
p→∞
̺ ,
where ν is an infinitely divisible spectrally positive law such that
∫
R
e−θxν(dx) = eψ(θ). Analytic necessary and
sufficient conditions equivalent to such a convergence can be found for instance in [23, Theorem II.3.2].
If we assume (A1) and ∫∞ drψ(r) <∞, then we can show that (A2) is equivalent to the following
lim inf
p→∞
(
ϕ
◦⌊γp⌋
ξp (0)
)p
> 0 ,
where ϕ◦nξp stands for the n-th iterate of ϕξp . We leave the details to the reader (see also the comments following
[10, Theorem 2.3.1]). Let us mention that (A1) implies (A2) when ξp = ξ, for all p ∈ N. In this case, ψ is
necessarily a γ-stable branching mechanism, namely ψ(λ) = λγ , γ ∈ (1, 2] (see [10, Theorem 2.3.2]).
We now state the main result of the section. To that end, recall from (63) and (66) the notation u(a, θ) and
v(a), recall from Theorem 4.8 the definition of Lévy forests and recall that F˜p stands for a random forest of Np
independent discrete GW(ξp)-real trees, where Np has law µp.
Theorem 4.15 Assume (A1) and (A2). Then, there exists a (ψ, ̺)-Lévy forest F˜ and a CSBP(ψ, ̺) denoted
by (Z̺a)a∈[0,∞) such that for all a ∈ [0,∞), P-a.s. limh→0+ 1v(h)Z(h)a (F˜) = Z̺a , and such that weakly on
D([0,∞),R)× T, ((
1
pZ
+
a
(
1
γp
F˜p
))
a∈[0,∞)
; 1γp F˜p
)
(law)
−→
p→∞
(
(Z̺a)a∈[0,∞) ; F˜
)
. (93)
Remark 4.16 We first mention that a closely related result has been proved by quite different methods in [10,
Theorem 2.3.1 and Corollary 2.5.1]: this result only deals with critical or sub-critical GW-trees, however the
convergence holds for the contour process, which is a stronger convergence. Note that in the super-critical cases,
the contour process is not a well-suited approach. 
Remark 4.17 As noticed in [10], (A1) and (A2) are in some sense the minimal assumptions under which the
convergence (93) holds. Indeed, (A1) and ∫∞ drψ(r) <∞, do not necessarily imply (A2): see [10, pp. 60-61] for a
counterexample. Note that (ψ, ̺)-Lévy forests can only be defined as locally compact real trees if
∫∞ dr
ψ(r) <∞.
Moreover, if we assume (A1), ∫∞ drψ(r) < ∞ and 1γp F˜p → F˜ , then, by the δ-continuity of Γ, the total heights
converge too, which implies (A2). 
Proof. Recall that T˜p stands for a single discrete GW(ξp)-real tree and observe that Z+kγp( 1γp T˜p), is a discrete-time
GW(ξp)-Markov chain whose initial state is equal to 1. For all a, θ, h ∈ [0,∞) and all p ∈ N, we set
up(a, θ) = −p logE[exp(−
1
pθZ
+
a (
1
γp
T˜p))] and vp(h) = −p logP( Γ(
1
γp
T˜p) < h ) .
Next, observe that Y pk := Z
+
kγp
( 1γp F˜p), k ∈ N, is a discrete-time GW(ξp)-Markov chain with initial distribution
µp, to which (A1) and (A2) apply. Then, by (A1),
ϕµp(exp(−
1
pup(a, θ))) = E
[
exp(− 1pθY
(p)
⌊γpa⌋
)
]
−→
p→∞
∫
[0,∞)
̺(dy) e−yu(a,θ)
and by (A2) and (68), we get
ϕµp(exp(−
1
pvp(h))) = P(
1
γp
Ep < h ) −→
p→∞
∫
[0,∞)
̺(dy) e−yv(h) .
We next use the following basic result (known as the second theorem of Dini).
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(R) Let fp : [0,∞)→ [0,∞), p ∈ N, be a sequence of monotonic functions converging pointwise to a continu-
ous function f . Then the convergence is uniform on every compact interval of [0,∞).
We first note that the functions fp(θ) = ϕµp(e−θ/p) and f(θ) =
∫
[0,∞) ̺(dy)e
−θy are strictly monotonic and
continuous, so that the inverses f−1p converge to f−1 pointwise on the interval (̺({0}) , 1]. Hence, for all a, θ ∈
[0,∞) and for all h ∈ (0,∞), we get up(a, θ)→ u(a, θ) and vp(h)→ v(h). Next observe that up is monotone in
each component and that vp is non-increasing. Thus, by (R),
(ap, θp, hp) −→
p→∞
(a, θ, h)∈ [0,∞)2×(0,∞) =⇒ up(ap, θp) −→
p→∞
u(a, θ) and vp(hp) −→
p→∞
v(h). (94)
We next fix h ∈ (0,∞) and we set F˜hp := R⌊γph⌋(F˜p). It is easy to see that F˜hp is a forest of discrete GW-real
trees as defined at the beginning of the section. We want to apply Theorem 4.14 to F˜hp . To that end, first denote
by ξph its offspring distribution and by µ
p
h the law of the number of trees in this forest. We do not need to compute
them explicitly to see that ξph(1) < 1 and µ
p
h(0) < 1. Next fix a ∈ [0,∞) and observe that conditionally given
Y p⌊γpa⌋ = Z
+
⌊γpa⌋
(F˜p) = n, the law of Z+⌊γpa⌋(F˜
h
p ) is binomial with parameters n and P(Γ(T˜p) ≥ ⌊γph⌋). To
simplify notation, we set hp = ⌊γph⌋/γp, which tends to h as p→∞, and we define φp(h, θ) ∈ [0,∞) by
exp(− 1pφp(h, θ)) = P
(
Γ(T˜p)<⌊γph⌋
)
+ e−θP
(
Γ(T˜p)≥⌊γph⌋
)
= 1−(1−e−θ)(1−exp(− 1pvp(hp))).
By (94), φp(h, θ) → v(h)(1 − e−θ) and E[exp(−θZ+a ( 1γp F˜hp ))] −→
∫
[0,∞)
̺(dy)e−yu(a,v(h)(1−e
−θ) )
. Theorem
4.14 applies and the following convergence holds weakly on D([0,∞),R)× T:(
(Z+a (
1
γp
F˜hp ))a∈[0,∞);
1
γp
F˜hp
)
−→
p→∞
(
(Z+a (F˜
h))a∈[0,∞); F˜
h
)
.
Here, it is easy to see that F˜h is a GW(ξv(h), cv(h);µv(h))-real forest, where we recall that the one-parameter
family of laws (ξλ, cλ, µλ) is derived from ψ and ̺ by (58).
Now observe that δ(Rh( 1γp F˜p),
1
γp
F˜hp ) ≤
1
γp
. Moreover, for each fixed a, there exists a random variable
∆p : Ω→ N such that ∆p≥Z+a ( 1γp F˜
h
p )−Z
(h)
a (
1
γp
F˜p)≥0, and such that conditionally given Z+⌊γpa⌋(
1
γp
F˜hp ) = n,
the law of ∆p is binomial with parameters n and P
(
hp <Γ(
1
γp
T˜p)≤ hp +
2
γp
)
, which tends to 0 as p → ∞, by
(94). Since the laws of the random variables Z+⌊γpa⌋( 1γp F˜hp ) are tight, we get ∆p → 0, in probability. Thus, for
all h ∈ (0,∞) and all a ∈ [0,∞), (Z(h)a ( 1γp F˜p) ;Rh(
1
γp
F˜p)) converges to (Z+a (F˜h) ; F˜h) weakly on N × T, as
p→∞.
Let F˜ be a (ψ, ̺)-Lévy forest. Theorem 4.8 (ii) asserts that Rh(F˜) and F˜h have the same law for all h ∈
(0,∞). Then, by Corollary 2.10, 1γp F˜p → F˜ weakly on T as p→∞. Thus, we have proved
1
γp
F˜p
(law)
−−−→
p→∞
F˜ and
(
Z
(h)
a (
1
γp
F˜p) ;Rh
(
1
γp
F˜p
)) (law)
−−−→
p→∞
(
Z
(h)
a (F˜) ; Rh
(
F˜
))
. (95)
Then, note that the laws of ( ( 1pZ
+
a (
1
γp
F˜p))a∈[0,∞) ;
1
γp
F˜p), p ∈ N, are tight on D([0,∞),R)× T. Let (p(k))k∈N
be an increasing sequence of integers such that((
1
p(k)Z
+
a
(
1
γp(k)
F˜p(k)
))
b∈[0,∞)
; 1γp(k) F˜p(k)
) (law)
−−−→
k→∞
(
(Wb)b∈[0,∞) ; F˜
)
(96)
where (Wb)b∈[0,∞) is a CSBP(ψ, ̺). By Theorem 4.9, the proof of the joint convergence will be complete if we
show that for each a ∈ [0,∞), Z(h)a (F˜) → Wa in probability as h → 0. To that end, first note that by (95), there
exists an increasing sequence of integers (kℓ)ℓ∈N such that the following limit holds true weakly on N2 × T(
Z(h)a
(
1
γp(kℓ)
F˜p(kℓ)
)
;
1
p(kℓ)
Z+a
(
1
γp(kℓ)
F˜p(kℓ)
)
;
1
γp(kℓ)
F˜p(kℓ)
)
−→
ℓ→∞
(
X ;Wa ; F˜
)
. (97)
The δ-continuity of Rh and (95) imply that (X,Rh(F˜)) and (Z(h)a (F˜), Rh(F˜)) have the same law, which implies
that X = Z(h)a (F˜) a.s.
Next, observe that the conditional law of Z(h)a ( 1γp F˜p) given Z
+
a (
1
γp
F˜p) = n, is binomial with parameters n
and P(Γ(T˜p) ≥ γph+γpa−⌊γpa⌋). Previous computations and (97) imply that for all θ ∈ [0,∞) and all bounded
continuous functions f ,
E
[
e−θZ
(h)
a (F˜)f (Wa)
]
= E
[
e−Wav(h)(1−e
−θ)f (Wa)
]
.
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Thus, the conditional law of Z(h)a (F˜) given Wa is a Poisson distribution with parameter v(h)Wa. This implies
that for all a ∈ [0,∞) and all h,K, ε ∈ (0,∞),
P( |Wa −
1
v(h)Z
(h)
a (F˜)| > ε) ≤
K
ε2v(h) +P(Wa > K) ,
which implies the desired result. 
A Proofs of preliminary results on real trees.
Let us first recall basic results on the Gromov-Hausdorff metric (in the context of real trees). Let (T, d, ρ) and
(T ′, d′, ρ′) be two CLCR real trees and let ε ∈ (0,∞). A function f : T → T ′ is a pointed ε-isometry if it satisfies
the following conditions.
(a) f(ρ) = ρ′.
(b) dis(f) := sup {|d(σ, s) − d′(f(σ), f(s))| ; σ, s ∈ T } < ε. This quantity is called the distortion of f .
(c) f(T ) is a ε-net of T ′. Namely, every point of T ′ is at distance at most ε of f(T ).
The following lemma is a translation into our tree context of [6, Corollary 7.3.28].
Lemma A.1 If δcpct(T, T ′) < ε, then there exists a pointed 4ε-isometry from T to T ′. If there exists a pointed
ε-isometry from T to T ′, then δcpct(T, T ′) < 4ε.
Recall (2) that gives the height of the branch point of two points σ, s ∈ T . If f : T → T ′ is a pointed ε-isometry
then, (2) implies that
∀σ, s ∈ T , |d(ρ, σ ∧ s)− d′(ρ′, f(σ) ∧ f(s))| < 32ε . (98)
A.1 Proof of Lemma 2.3.
Observe that for every CLCR real tree (T, d, ρ), Blw (a, T ) is compact and that the ball of centre ρ with radius r of
Abv (a, T ) is equal to Abv (a,BT (ρ, a+ r)). Thus, without loss of generality, we only need to consider compact
real trees.
For all a, b ∈ (0,∞), we easily see that δcpct (Blw (a, T ),Blw (b, T )) ≤ |a − b|. Assume that (T ′, d′, ρ′)
is a compact rooted real tree. The definition (4) of δcpct easily entails that δcpct(Blw (a, T ),Blw (a, T ′)) ≤
3δcpct(T, T
′) for all a ∈ (0,∞). Thus,
δcpct (Blw (a, T ),Blw (b, T
′)) ≤ |a− b|+ 3δcpct(T, T
′) ,
which entails the joint continuity for Blw .
Next, define the following pseudo-metric da on T × T by
da(σ, s) = a ∨ d(ρ, σ) + a ∨ d(ρ, s)− 2 (a ∨ d(ρ, σ ∧ s)) (99)
and say that σ ≡ s iff da(σ, s) = 0. Let ρa be the equivalence class of ρ. Then, (T/≡da, da, ρa) is isometric to
Abv (a, T ). Note that 0 ≤ d(σ, s) − da(σ, s) ≤ 2a, which easily implies that the canonical projection from T to
T/ ≡da is a 2a-pointed isometry and by Lemma A.1, we get δcpct(T,Abv (a, T )) ≤ 8a. SinceAbv (a1+a2, T ) =
Abv (a1,Abv (a2, T )), we easily get
∀a, b ∈ [0,∞) , δcpct (Abv (a, T ),Abv (b, T )) ≤ 8|a− b| . (100)
Let (T ′, d′, ρ′) be a compact rooted real tree and let ε > δcpct(T, T ′). Lemma A.1 implies that there exists a
4ε-pointed isometry f from T to T ′ and (99) and (98) entail |da(σ, s) − d′a(f(σ), f(s))| ≤ 20ε, for all σ, s ∈ T .
An easy argument shows that f induces a pointed 28ε-isometry from Abv (a, T ) to Abv (a, T ′). By Lemma A.1
and (100) we get
∀a, b ∈ [0,∞) , δcpct (Abv (a, T ),Abv (b, T
′)) ≤ 112 δcpct(T, T
′) + 8|a− b|,
which completes the proof of Lemma 2.3 
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A.2 Proof of Lemma 2.4.
Proof of Lemma 2.4 (i). First note that for all a, h ∈ [0,∞) and every CLCR real tree T , Z+a (T ) = 〈Ma(T )〉
and Z(h)a+ (T ) = 〈Ma(Rh(T ))〉. Next, observe that Ma(T ) = M0(Abv (a, T )). So we only need to prove that
M0 is measurable. The definition of δ entails that we only need to prove that the restriction ofM0 to (Tcpct, δcpct)
is measurable. To that end, we first prove the following claim.
Claim 1. For all bounded Lipschitz functions F : Tcpct → [0,∞) and φ : [0,∞) → [0,∞), with φ vanishing in a
neighbourhood of 0, and for all sufficiently small h ∈ (0,∞),
〈(M0 ◦Rh)( · ) , F · φ ◦ Γ〉 : Tcpct −→ [0,∞) is Borel-measurable. ( Claim 1 )
We first prove that Claim 1 implies the desired result. For all T˜ ∈ Tcpct, set G(T˜ ) = F (T˜ )φ(Γ(T˜ )) and say that
G is C-Lipschitz. Let h0 ∈ (0,∞), be such that φ(y) = 0, for all y ∈ (0, h0). Observe that for all h ∈ (0, h0/2),
∀T˜ ∈ Tcpct ,
∣∣∣〈M0(Rh(T˜ )), G〉 − 〈M0(T˜ ), G〉∣∣∣ ≤ Ch#Z(h0/2)0 (T˜ ) −→ 0 as h→ 0.
By Claim 1, 〈M0(·), G〉 is measurable and a monotone class argument shows that T˜ 7→ 〈M0(T˜ ), F · φ ◦ Γ〉 is
measurable for all bounded measurable F : Tcpct → [0,∞) and for all bounded Lipschitz φ : [0,∞) → [0,∞)
vanishing in a neighbourhood of 0. Let φn : [0,∞) → [0,∞), n ∈ N, be a sequence of such functions such that
φn ≤ φn+1 and supn∈N φn = 1(0,∞). By monotone convergence, 〈M0( · ), F 〉 = limn→∞〈M0( · ), F · φn ◦ Γ〉,
that is therefore measurable. Thus, M0 is measurable and Claim 1 entails Lemma 2.4 (i). 
To prove Claim 1, we prove Claim 2 that is stated as follows. Fix h0 > h > 0. Fix φ : [0,∞) → [0,∞) a
bounded Lipschitz function such that φ(y) = 0, for all y ∈ [0, h0]. Fix F : Tcpct → [0,∞), a bounded Lipschitz
function. Let (T, d, ρ) be a compact rooted real tree. Then, for all u ∈ [0, h), we set
Ψu(T˜ ) = 〈Mu (Rh(T )) , F · φ ◦ Γ〉 .
Denote by (Tj, d, σj), j ∈ J , the subtrees of Rh(T ) above level u. Then Ψu(T˜ ) =
∑
j∈J F (T˜j)φ(Γ(T˜j)). We
then set
∆(T ) := { d(ρ, σ) ; σ ∈ Br(Rh(T )) ∪ Lf(Rh(T )) } .
Note that ∆(T ) is a finite set. Then, we claim that
∀T˜ ∈ Tcpct , ∀u ∈ (0, h)\∆(T ) , Ψu(T˜
′)→ Ψu(T˜ ) as δcpct(T˜ ′, T˜ )→ 0. (Claim 2 )
Let us first prove that Claim 2 implies Claim 1. To simplify notation, we write G = F · φ ◦ Γ and note that G
is C-Lipschitz. Suppose that [u, v] ⊆ [0, h)\∆(T ). To each subtree Tj above level u in Rh(T ) corresponds a
unique subtree of Rh(T ) above level v that is simply the tree Tj shortened at its root by a line of length v − u.
Thus |Ψu(T˜ )−Ψv(T˜ )| ≤ C(v − u)#{j ∈ J : Γ(Tj) ≥ h0}. This proves that u 7→ Ψu(T˜ ) is right-continuous on
[0, h)\∆(T ). For all K ∈ (0,∞) and for all u ∈ (0, h), we set Φu,K(T˜ ) =
∫ 1
0 (K ∧Ψuv(T˜ ))dv. Since ∆(T ) is a
finite set, it is Lebesgue negligible. Hence, Claim 2 and dominated convergence imply that Φu,K : Tcpct → [0,∞)
is δcpct-continuous. Dominated convergence also implies that for all T˜ ∈ Tcpct, limu→0 Φu,K(T˜ ) = K ∧Ψ0(T˜ ).
This entails that Ψ0 = 〈(M0 ◦Rh)( · ), G〉 is Borel-measurable, which proves Claim 1. 
It remains to prove Claim 2. We use the previous notation G. We fix u ∈ (0, h)\∆(T ). Since ∆(T ) is finite,
we fix ε ∈ (0, u/4) that can be chosen arbitrarily small and such that [u − 2ε, u+ 2ε] ⊆ (0, h)\∆(T ). Note that
ε < h0/4. Let (T ′, d′, ρ′) be a compact rooted real tree such that δcpct(Rh(T ), Rh(T ′)) < ε/4. By Lemma A.1
there exists a pointed ε-isometry f : Rh(T ) → Rh(T ′). We next denote by (T ′k, d′, σ′k), k ∈ J ′, the subtrees of
Rh(T
′) above level u, so that Ψu(T˜ ′) =
∑
k∈J′ G(T˜
′
k). Recall that (Tj , d, σj), j ∈ J , stand for the subtrees of
Rh(T ) above level u. We next set Jε = {j ∈ J : Γ(Tj) > 2ε} and we construct an injective function π : Jε → J ′
such that
∀j ∈ Jε , δcpct
(
Tj , T
′
π(j)
)
< 76ε . (101)
Construction of π: for each j ∈ Jε, we fix γj ∈ Tj such that d(σj , γj) = 2ε. Since d(ρ, σj) = u and σj ∈ [[ρ, γj ]],
we get d(ρ, γj) = u + 2ε and d′(ρ′, f(γj)) > u + ε, and there exists k ∈ J ′ such that f(γj) ∈ T ′k. We set
π(j) = k.
π is injective: let i ∈ Jε\{j}. Then γi ∧ γj = σi ∧ σj and (98) implies that d′(ρ′, f(γi) ∧ f(γj)) <
d(ρ, σi ∧ σj) + 3ε/2. Since [u − 2ε, u + 2ε] ⊆ (0, h)\∆(T ), we get d(ρ, σi ∧ σj) < u − 2ε. Consequently,
d′(ρ′, f(γi) ∧ f(γj)) < u and π(i) 6= π(j).
34
We next prove that
∀j ∈ Jε , ∀γ ∈ Tj such that d(σj , γ) ≥ 2ε , f(γ) ∈ T ′π(j) . (102)
Indeed, since [u − 2ε, u + 2ε] ⊆ (0, h)\∆(T ), d(ρ, γ ∧ γj) > u + 2ε and (98) entails d′(ρ′, f(γ) ∧ f(γj)) > u,
which implies (102).
Next observe that for all j ∈ Jε,
d′(σ′π(j), f(σj)) ≤ d
′(σ′π(j), f(γj)) + d
′(f(γj), f(σj)) ≤ d
′(ρ′, f(γj))− u+ d(σj , γj) + ε
≤ d(ρ, γj) + ε− u+ 2ε+ ε = u+ 2ε+ ε− u+ 2ε+ ε = 6ε. (103)
We next define fj : Tj → Rh(T ′) by setting fj(σ) = f(σ) if d(σj , σ) ≥ 2ε, and f(σ) = σ′π(j) if d(σj , σ) < 2ε.
We deduce from (102) that fj(Tj) ⊆ T ′π(j). Next observe that if d(σ, σj) < 2ε, then (103) implies
d′(fj(σ), f(σ)) = d
′(σ′π(j), f(σ)) ≤ d
′(σ′π(j), f(σj)) + d
′(f(σj), f(σ)) ≤ 6ε+ d(σ, σj) + ε < 9ε.
Hence, d′(fj(σ), f(σ)) < 9ε, for all σ ∈ Tj . Consequently, dis(fj) ≤ dis(f) + 18ε < 19ε. We next prove that
fj(Tj) is a 4ε-net of T ′π(j): let σ
′ ∈ T ′π(j) such that d
′(σ′π(j), σ
′) > 4ε. Since f is an ε-isometry, there exists
σ ∈ Rh(T ) such that d′(f(σ), σ′) < ε. Thus, d(ρ, σ) > d′(ρ′, f(σ)) − ε > d′(ρ′, σ′) − 2ε > u + 2ε, and
(102) implies that σ ∈ Tj and fj(σ) = f(σ), which proves that fj(Tj) is a 4ε-net of T ′π(j). Thus, fj is a pointed
19ε-isometry from (Tj , d, σj) to (T ′π(j), d
′, σ′π(j)), which entails (101) by Lemma A.1.
We next prove that
{k ∈ J ′ : Γ(T ′k) ≥ h0} ⊆ π ({j ∈ J : Γ(Tj) ≥ h0/2}) ⊆ π(Jε) . (104)
Let σ′ ∈ T ′k such that d′(σ′k, σ′) = h0. There exists σ ∈ Rh(T ) such that d′(f(σ), σ′) < ε. We then get
d(ρ, σ)− u > d′(ρ′, f(σ))− ε− u > d′(ρ′, σ′)− 2ε− u > h0/2 > 2ε.
Thus σ ∈ Tj for a certain j ∈ Jε and f(σ) ∈ T ′π(j) by (102). Moreover, (2) easily entails that d′(ρ′, f(σ) ∧ σ′) >
d′(ρ′, σ′)− ε > u. This implies that f(σ) ∈ T ′k and π(j) = k, which completes the proof of (104).
Now recall thatG = F ·φ◦Γ and that φ(y) = 0, if y ∈ [0, h0]. Thus, (104) implies thatΨu(T˜ ) =
∑
j∈Jε
G(T˜j)
and Ψu(T˜ ′) =
∑
j∈Jε
G(T˜ ′π(j)). Recall that G is C-Lipschitz. Then, (101) and (104) imply∣∣∣Ψu(T˜ )−Ψu(T˜ ′)∣∣∣ ≤ 76Cε#{j ∈ J : Γ(Tj) ≥ h0/2}. (105)
To summarise, we have fixed T˜ ∈ Tcpct, u ∈ (0, h)\∆(T ) and we have proved that (105) holds true for all
sufficiently small ε ∈ (0,∞) and for all T˜ ′ ∈ Tcpct such that δcpct(Rh(T˜ ), Rh(T˜ ′)) < ε/4, Since Rh is δcpct-
continuous, this entails Claim 2 and the proof of Lemma 2.4 (i) is complete. 
Proof of Lemma 2.4 (ii). Since (T, δ) is a Polish space, the Borel Isomorphism Theorem implies that there exists
a one-to-one Borel-measurable function φ : T → R such that its inverse φ−1 : R → T is also Borel-measurable.
Let M =
∑
1≤k≤n δT˜k be in M (T), where φ(T˜1) ≤ · · · ≤ φ(T˜n). Then, for all k ∈ N, we define Λk(M) as
follows:
Λk(M) = Υ, if k = 0 or if k > n and Λk(M) = T˜k, if 1 ≤ k ≤ n.
We next set Mf (T) = {M ∈ M (T) : 〈M〉 <∞} that is clearly an element of the sigma-field GM (T).
Lemma A.2 For all k ∈ N, Λk : Mf(T)→ T is measurable.
Proof. We only need to prove that φ ◦Λk is measurable. We set Ax,k := {M ∈ Mf (T) : φ(Λk(M)) ≤ x} for all
x ∈ R. Now, we observe that Ax,0 = ∅ if φ(Υ) > x, that Ax,0 = Mf (T), if φ(Υ) ≤ x, and that for all k ≥ 1,
Ax,k = ({φ(Υ) ≤ x} ∩ {〈M〉 < k}) ∪
{
M ∈ Mf (T) : 〈M , 1(−∞,x]◦φ 〉 ≥ k
}
∈ GM (T) ,
which implies the desired result 
Recall from (14) the definition of Paste . It is easy to check that (T˜ , T˜ ′) ∈ T2 7→ T˜ ⊛ T˜ ′ ∈ T is continuous. Thus,
this implies that
M ∈ Mf (T) 7−→ Paste (M) = ⊛k∈NΛk(M) is measurable. (106)
Let h ∈ (0,∞). For all M =
∑
i∈I δT˜i , we set Ξh(M) =
∑
i∈I δRh(T˜i). Clearly 〈Ξh(M)〉 < ∞ and for all
measurable F : T→ [0,∞), 〈Ξh(M), F 〉 = 〈M,F ◦Rh〉. This implies that Ξh : M (T)→ Mf (T) is measurable.
This result combined with (106) implies that Paste ◦ Ξh is measurable. Now, observe that for all h ∈ (0,∞) and
all M ∈ M (T), δ (Paste (M),Paste (Ξh(M))) ≤ h, which implies Lemma 2.4 (ii). 
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A.3 Proof of Lemma 2.5.
By (19), Lemma 2.3 and Lemma 2.4 (i), we only need to prove that D is measurable. Let (T, d, ρ) be a CLCR real
tree. We first claim the following.
lim
h→0
D(Rh(T )) = D(T ) . (107)
Recall that D(T ) =∞ iff T has no leaf and no branch point, namely iff T is either a point tree or a finite number
of half-lines pasted at their finite endpoint. In these cases, (107) obviously holds true. Let us assume that D(T ) is
finite. First note that if σ ∈ Br(T ), then σ ∈ Br(Rh(T )) for all sufficiently small h ∈ (0,∞). Let σ ∈ Lf(T ) be
such that [[ρ, σ]] ∩ Br(T ) = ∅. Then for all h ∈ (0, d(ρ, σ)), there exists σ′ ∈ [[ρ, σ]] such that d(σ′, σ) = h. Thus,
σ′ ∈ Lf(Rh(T )) and d(ρ, σ) = d(ρ, σ′)+ h. Thus, for all σ ∈ Br(T )∪Lf(T ), d(ρ, σ) ≥ lim suph→0D(Rh(T )),
which implies that D(T ) ≥ lim suph→0D(Rh(T )).
Conversely, observe that Br(Rh(T )) ⊆ Br(T ). Next, if σ′ ∈ Lf(Rh(T )), then there exists σ ∈ Lf(T ) such
that σ′ ∈ [[ρ, σ]] and d(ρ, σ′) = d(ρ, σ)−h. Therefore, for all σ′ ∈ Br(Rh(T ))∪Lf(Rh(T )), d(ρ, σ′) ≥ D(T )−h.
Thus, lim infh→0D(Rh(T )) ≥ D(T ), which completes the proof of (107).
For all h ∈ (0,∞), we next set Jh(T ) = inf{a ∈ [0,∞) : Z(h)0 (T ) 6= Z
(h)
a (T )}, with the convention that
inf ∅ = ∞. By Lemma 2.4 (i), Z(h)a is measurable and since a 7→ Z(h)a is caglad, the function Jh : T → [0,∞] is
measurable. Now observe that Jh(T ) ≥ D(Rh(T )) > 0. If Jh(T ) > D(Rh(T )) then, the lowest leaves of Rh(T )
are at the same distance from the root as the lowest branch points and there exists ε ∈ (0,∞), such that for all
h′ ∈ (h, h + ε), D(Rh′(T )) = Jh′(T ) = D(Rh(T )) − h′ + h. This implies that lim infh∈Q∩(0,∞)→0 Jh(T ) =
lim infh∈Q∩(0,∞)→0D(Rh(T )), which implies the measurability of D by (107). 
A.4 Proof of Lemma 2.6.
Recall that for all n ∈ N, ϑn : T→ T and Dn : T→ [0,∞] are defined as ϑn+1 = ϑ ◦ ϑn and Dn = D ◦ ϑn. We
set A = {T˜ ∈ T :
∑
n∈NDn(T˜ ) =∞}, which is a Borel set of T by Lemma 2.5.
Let (T, d, ρ) be a CLCR real tree. Suppose that T˜ ∈ Tedge. If T has no leaf and no branch point, then
Dn(T ) = ∞, for all n ∈ N, and it belongs to A. Next assume that there is σ ∈ Br(T ) ∪ Lf(T ). Then, there
exists n0 ∈ N such that
∑
0≤k≤n0
Dk(T ) = d(ρ, σ). If d(ρ, σ) = Γ(T ), then for all n > n0, Dn(T ) = ∞. Let
us assume that Γ(T ) = ∞: for all r ∈ (0,∞), set n(r) = #(BT (ρ, r) ∩ (Br(T ) ∪ Lf(T ))), which is finite since
T˜ ∈ Tedge; the previous arguments imply that
∑
0≤k≤n(r)Dk(T ) > r, which implies that
∑
n∈NDn(T ) = ∞.
This proves that Tedge ⊆ A.
Conversely, assume that T˜ ∈ A. IfD(T ) = 0, then ϑnT˜ = T˜ andDn(T ) = 0, for all n ∈ N, which contradicts
the assumption. If D(T ) = ∞, then T˜ ∈ Tedge (and recall that k(T˜ ) = 0, by convention). Let us assume that
D(T ) ∈ (0,∞), then Blw (T,D(T )) is equivalent to a finite number of copies of the interval [0, D(T )] pasted at 0.
If k(T ) =∞, ϑT˜ has infinitely many trees pasted at its root and the local compactness implies that there are leaves
arbitrarily close to its root, which implies that D1(T ) = 0; therefore Dn(T ) = 0, for all n ≥ 1, which contradicts
the assumption. Thus, if D(T ) ∈ (0,∞), then k(T ) <∞. These arguments and a simple recursion imply first that
for all n ∈ N, ϑnT˜ ∈ A and k(ϑnT˜ ) < ∞, and that for all n ∈ N such that Rn := D0(T ) + . . .+Dn(T ) < ∞,
we get
{d(ρ, σ) ; σ ∈ Br(T ) ∪ Lf(T ) : d(ρ, σ) ≤ Rn} = {R0 < R1 < · · · < Rn} ,
Thus, if Rn <∞, we get
n(ρ, T ) +
∑
n(σ, T ) ≤ n(ρ, T ) + (1 + k(T˜ )) + (1 + k(ϑ1T˜ )) + · · ·+ (1 + k(ϑnT˜ )) <∞ ,
where the first sum is over the branch points σ ∈ Br(T ) such that d(ρ, σ) ≤ Rn. This easily entails that (T, d, ρ)
satisfies (7) in the definition of real trees with edge lengths. 
B Proofs of the preliminary results on GW-trees.
To prove the lemmas of Section 3 about GW-real trees, it is useful to be able to push forward distributions between
a space of discrete combinatorial trees and Tedge.
Discrete trees with marks. The discrete combinatorial trees that we consider are rooted, ordered and locally
finite. We use Ulam’s coding (see Neveu [33]) that allows to view such trees as subsets of the set of finite integer
words
U =
⋃
n≥0
(N∗)n ,
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where N∗ is the set of positive integers. Here (N∗)0 stands for {∅}, where ∅ is the empty word. Before recalling
the formal definition of discrete trees in this context, let us set some notation: the concatenation of the two words
u = (a1, . . . , am) and v = (b1, . . . , bn) in U is denoted by w = u ∗ v = (a1, . . . , am, b1, . . . , bn). Note that
∅ ∗ u = u = u ∗ ∅. A single-symbol word shall be denoted by (j), where j ∈ N∗. The length of u ∈ (N∗)n is
denoted by |u| = n, with the convention |∅| = 0.
For all u ∈ U\{∅}, there exists v ∈ U such that u = v ∗ (j) for a certain j ∈ N∗. Note that |v| = |u| − 1.
We then call v the parent of u and we denote it by ←−u . We can view U as a graph whose set of vertices is U
and whose set of edges is {{←−u , u} ; u ∈ U\{∅}}, then we denote by [[u, v]] the shortest path (with respect to the
graph distance) between u and v. We also set ]]u, v]] := [[u, v]]\{u} and we define similarly [[u, v[[ and ]]u, v[[. For
u, v ∈ U, the last common ancestor of u and v is denoted by u ∧ v: we recall that [[∅, v ∧ u]] = [[∅, u]] ∩ [[∅, v]].
Definition B.1 A non-empty subset t ⊂ U is called a tree iff it satisfies the following conditions for all u ∈ t.
(a) If u ∈ t is different from ∅, then ←−u ∈ t.
(b) There exists ku(t) ∈ N, such that {v ∈ t : ←−v = u} = {u ∗ (1), . . . , u ∗ ( ku(t) )} if ku(t) ≥ 1 and
{v ∈ t : ←−v = u} = ∅ if ku(t) = 0.
Note that (a) entails ∅ ∈ t. We view ∅ as the progenitor of the population whose family tree is t. Then, ku(t)
stands for the number of children of u ∈ t. We denote by Tdiscr the set of all ordered rooted discrete trees. 
We view [0,∞] as the compactification of [0,∞) and we denote by ∆ a metric that generates this topology. We
call T = (t; x) a marked tree if t ∈ Tdiscr and if x = (xu, u ∈ t), with xu ∈ [0,∞], for all u ∈ t. We then
denote by Tdiscr[0,∞] :=
⊔
t∈Tdiscr
(
{t} × [0,∞]t
)
the set of marked trees. We equip Tdiscr[0,∞] with the σ-algebra G[0,∞]
generated by the subsets
Au,y := {(t; x) ∈ T
discr
[0,∞] : u ∈ t , xu > y} , u ∈ U , y ∈ [0,∞] . (108)
Connection with real trees. A discrete tree with finite marks clearly corresponds to a real tree. For technical
reason, we associate a real tree to [0,∞]-marked discrete trees with an obvious restriction due to possibly infinite
lifetime marks. More precisely, let T = (t; x) ∈ Tdiscr[0,∞]. For all u ∈ t, we introduce the following notation:
ζu =
∑
v∈[[∅,u]]
xv , u ∈ t. (109)
We can think of ζu as the death-time of u and of ζ←−u as the birth-time of u, with the convention ζ←−∅ = 0. For an
obvious reason, we have to assume the following:
∀u ∈ t , ∀v ∈ [[∅, u [[ , ζv <∞ . (110)
We associate with T a rooted real tree denoted by TREE (T) = (T, d, ρ) as follows. We first set
ρ = (∅, 0) and T = {ρ} ∪ {(u, s) ; s ∈ (0, xu] ∩ (0,∞), u ∈ t} .
We then define a distance d on T × T as follows: for all σ = (u, s) ∈ T \ {ρ}, we set d(ρ, σ) = s+
∑
v∈[[∅,u[[ xv ,
which is finite by (110). Let σ′ = (u′, s′) ∈ T \ {ρ}. We then set
d(σ, σ′) =
{
d(ρ, σ) + d(ρ, σ′)− 2
∑
v∈[[∅,u∧u′]] xv , if u ∧ u′ /∈ {u, u′},
|d(ρ, σ)− d(ρ, σ′)| , otherwise.
It is easy to check that TREE (T) := (T, d, ρ) is a rooted real tree. However, note that T may neither be a real tree
with edge lengths nor locally compact. We then introduce
T
discr
edge =
{
T = (t; x) ∈ Tdiscr[0,∞] : T satisfies (110) and ∀a ∈ [0,∞) , #{u ∈ t : ζu ≤ a} <∞
}
. (111)
It is easy to check that if T ∈ Tdiscredge , then TREE (T) is a real tree with edge lengths as in Definition 2.1. Next
observe that Tdiscredge belongs to the sigma-field G[0,∞]. Then, for all T ∈ Tdiscredge , we denote by T˜REE (T) the pointed
isometry class of the real tree with edge lengths TREE (T).
Lemma B.2 T˜REE : Tdiscredge −→ Tedge is measurable.
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Proof. Let t ∈ Tdiscr be finite and set Ut =
{
x ∈ [0,∞]t : (t; x) ∈ Tdiscredge
}
, which is an open subset of
[0,∞]t equipped with the product topology. First note that x ∈ Ut 7→ T˜REE (t; x) is δ-continuous. For any
n ∈ N, set En =
⊔
({t}× [0,∞]t), where the disjoint union is taken over the set of discrete trees t such that
|u| ≤ n for all u ∈ t. Clearly, En is a Polish space when it is equipped with the distance dn that is defined for any
T = (t; x), T′ = (t′; x′) in En by
dn(T,T
′) = 1 if t 6= t′ and dn(T,T′) =
∑
0≤m<#t
2−m−1(1 ∧∆(xum , x
′
um)) if t = t
′
,
where u0=∅<u1< · · ·<u#t−1 is the sequence of vertices of t listed in the lexicographical order. Next, for all
T = (t; x) ∈ Tdiscr[0,∞] and all n ∈ N, we set t|n = {u ∈ t : |u| ≤ n} and T|n = (t|n; x|n = (xu, u ∈ t|n)) ∈ En.
We then define a metric d on Tdiscr[0,∞] by setting d(T,T′) =
∑
n≥0 2
−ndn(T|n,T
′
|n). By standard arguments,
(Tdiscr[0,∞], d) is a Polish space. The previous arguments entail that for any fixed n ∈ N, T ∈ Tdiscredge 7→ T˜REE (T|n)
is δ-continuous. Moreover, for any fixed T ∈ Tdiscredge , we easily get δ( T˜REE (T), T˜REE (T|n)) −→ 0 as n→ ∞.
This implies that T˜REE : Tdiscredge −→ Tedge is measurable with respect to the d-Borel sigma-field on Tdiscr[0,∞], which
turns out to be G[0,∞]. 
In the following lemma we prove that T˜REE has a measurable section. This result is used in the proof of
Lemma 3.2.
Lemma B.3 There is S : Tedge → Tdiscredge measurable such that T˜REE (S(T˜ )) = T˜ , for all T˜ ∈ Tedge.
Proof. Recall Lemma A.2 and its notation Λk. First note that for all T˜ ∈ Tedge, 〈M0(T˜ )〉 = Z+0 (T˜ ) < ∞.
Lemma A.2 and Lemma 2.4 (i) allow to define for all k∈N∗ a measurable function Φk : Tedge → Tedge by setting
Φk(T˜ ) = Λk(M0(T˜ )). Then, for all words u ∈ U we recursively define φu : Tedge → Tedge by setting for all
k ∈ N∗, φ(k)(T˜ ) = Φk(T˜ ), and φu∗(k) = Λk(M0(ϑ(φu(T˜ )))).
If Z+0 (T˜ )=0, then T˜ =Υ and we set S(T˜ )={(∅, 0)} that is the progenitor with zero lifetime and no children.
Let us assume that n := Z+0 (T˜ ) ≥ 1. Then, for all k ∈ {1, . . . , n}, we set tk = {u ∈ U : φ(k)∗u(T˜ ) 6= Υ} and
for all u ∈ tk, we set xu(k) = D(φ(k)∗u(T˜ )). It is easy to check that Tk := (tk; x(k)) ∈ Tdiscredge . Then, we set
S(T˜ ) = {((k) ∗ u, xu(k));u ∈ tk, k ∈ {1, . . . , n}} ∈ T
discr
edge and we easily check that T˜REE (S(T˜ )) = T˜ . Also,
S is clearly measurable since φu and D are measurable. 
B.1 Proof of Lemma 3.2.
Lemma 3.2 looks obvious, but it is not. Since it is the point of entrance of GW-laws into the space T, we proceed
with care in several steps.
Step 1: existence. Here we use a construction in Tdiscr[0,∞). For all u ∈ U, we define the u-shift θu, by setting for all
w = u ∗ v, θuw = v. For every subset A ⊆ U, we also define θuA as the (possibly empty) set of words v ∈ U
such that u ∗ v ∈ A. For all u ∈ t, we set θuT = (θut; θux), where θux = (xu∗v, v ∈ θut), and we slightly abuse
notation by writing u ∈ T instead of u ∈ t and ku(T) instead of ku(t).
Let us fix an offspring distribution ξ and c ∈ (0,∞). Let (Ω,G,P) be a probability on which is defined a
family (N(u), xu)u∈U of i.i.d. N× [0,∞)-valued r.v. with law ξ ⊗ ce−cxdx. We then set
τ = {∅} ∪
⋃
n≥1
{
u=(a1, . . . , an)∈(N
∗)n : ∀k∈{1, . . . , n}, ak≤N(a1,...,ak−1)
}
,
with the convention that (a1, . . . , ak−1)=∅ if k=1. We set x=(xu, u ∈ τ ) and T =(τ ; x). Clearly, T ∈Tdiscr[0,∞].
Recall from (108) the definition of the elementary sets Au,y . We immediately see that {T ∈ Au,y} ∈ G, which
entail that T : Ω → Tdiscr[0,∞] is (G,G[0,∞])-measurable. Moreover, we easily check that T satisfies the following
two properties.
(a) The law of k∅(τ ) is ξ, the law of x∅ is η(dx) = ce−cxdx, and k∅(τ ) and x∅ are independent.
(b) For all k ∈ N∗ such that ξ(k) > 0, the subtrees ( θ(j)(T ); 1 ≤ j ≤ k ) under P( · | k∅(τ ) = k) are i.i.d.
copies of T under P, and they are independent of x∅.
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Furthermore, if T ′ also satisfies (a) and (b), we check that for all n≥1, all u1, . . . , un ∈ U, all y1, . . . , yn ∈ [0,∞],
P(T ∈ Au1,y1 ∩ · · · ∩ Aun,yn)=P(T
′ ∈ Au1,y1 ∩ · · · ∩ Aun,yn) and a monotone class argument entails that T
and T ′ have the same law, which we call the GW(ξ, c)-distribution on Tdiscr[0,∞] and which is therefore characterised
by (a) and (b). We refer to Neveu [33], for more details.
For any a ∈ [0,∞), we then set Z+a (T ) = #{u ∈ τ : ζ←−u ≤ a < ζu} ∈ N ∪ {∞}, that is the number of
individuals that are alive at time a. Properties (a) and (b) imply that up to a possible explosion in finite time, the
process a 7→ Z+a (T ) is a continuous-time N-valued Markov chain whose matrix-generator (qi,j)i,j∈N is given
by qi,i = −ci, qi,j = 0 if j < i − 1, qi,i−1 = ciξ(0) and qi,j = ciξ(j − i + 1) if j > i. Standard analytical
computations imply that a.s. explosion does not occur iff ξ is conservative as defined in (28): see [4, Section III.3]
for more details. Then, if ξ is conservative, a∈ [0,∞) 7→ Z+a (T ) is N-valued and cadlag a.s. Thus,
ξ conservative =⇒ P-a.s. T ∈ Tdiscredge . (112)
Let us furthermore assume that ξ is proper. Then, the law on T of T˜REE (T ) satisfies (a) in Definition 3.1. Note
that this law is concentrated on Tedge. This proves that for every proper conservative offspring distribution ξ and
every c ∈ (0,∞), there exists at least one probability measure on Tedge that satisfies (29) in Definition 3.1. 
Step 2. Let Q be as in Definition 3.1. We claim that Q(Tedge) = 1.
Proof. On the auxiliary probability space (Ω,G,P), we consider an N-valued Markov processZ=(Zt)t∈[0,∞) with
initial state Z0=1 and with matrix-generator (qi,j)i,j∈N as defined above. We then set J0= inf{t> 0: Zt 6=Z0}
and for all n ∈ N, Jn+1 = inf{t > Jn : Zt 6= ZJn}, with the convention that inf ∅ = ∞. Then, (Jn)n∈N are the
jump times of Z and if Z is absorbed at time Jn, Jp = ∞, for all p > n. Since ξ is assumed to be conservative,
Jn →∞ a.s. as n→∞.
Let Q be a law on T as in Definition 3.1. It is easy to prove recursively that D0 + · · · +Dn under Q has the
same law as Jn under P. This implies that Q-a.s.
∑
n≥0Dn =∞, which implies the claim by Lemma 2.6. 
Step 3. Let Q be as in Definition 3.1 and suppose that Q satisfies (29) with (ξ, c) and (ξ′, c′). Then (ξ, c) = (ξ′, c′)
follows straight from (29). 
Step 4. Conversely: let ξ be proper and conservative, let c ∈ (0,∞). Suppose that Q and Q′ satisfy (29) in
Definition 3.1. Then, we claim that Q = Q′.
Proof. Recall the function S from Lemma B.3. In the definition of S, the vertices have been ordered in a way that
causes a lack of exchangeability. This is why we introduce a shuffling kernel as follows. Let T ∈ Tdiscredge . Denote
by K(T, dT′) the law of the discrete marked tree obtained by permuting independently and uniformly the siblings
(with their corresponding lifetime marks). It is easy to check that K is a measurable kernel. Then by Lemma B.3,
it is easy to check that the two laws P :=
∫
Q(dT˜ )K(S(T˜ ), dT) and P ′ :=
∫
Q′(dT˜ )K(S(T˜ ), dT) satisfy (a)
and (b) of the definition of a discrete Galton-Watson distribution. As already mentioned there is a unique GW(ξ, c)
law on Tdiscr[0,∞]. Therefore, P = P
′
. But now observe that Q is the law of T˜REE under P and that Q′ is the law of
T˜REE under P ′. Thus, Q = Q′, which entails the desired result. This finishes the proof of Lemma 3.2. 
B.2 Proof of Lemma 3.3.
Basic computations. Before proving Lemma 3.3, let us prove some basic facts. Let us fix a proper conservative
offspring distribution ξ and c ∈ (0,∞). Recall that Tdiscr stands for the set of (ordered rooted) discrete trees
with no mark as in Definition B.1. We then set Tdiscrf = {t ∈ Tdiscr : #t < ∞}. Let t ∈ Tdiscrf . Recall that
for all u ∈ t, ku(t) stands for the number of children of u. We denote by Lf(t) = {u ∈ t : ku(t) = 0} the set
of leaves of t. For each subset S ⊆ Lf(t), we define the following weight wξ(t, S) =
∏
u∈t\S ξ (ku(t)). Let
x = (xu)u∈t ∈ [0,∞)
t
, so that T = (t; x) is a [0,∞)-marked tree. Recall from (109) notation ζu and ζ←u for resp.
the death time and the birth time of u ∈ t. We also set L(x) =
∑
u∈t xu. For all a ∈ (0,∞), we define
Dt,S,a =
{
x = (xu)u∈t ∈ [0,∞)
t : ζu < a if u ∈ t\S and xu = a− ζ←u if u ∈ S
}
.
We also introduce the following finite measure on [0,∞)t:
M ct,S,a(dx) := 1Dt,S,a(x)c
#t−#Se−cL(x)
∏
u∈S
δa−ζ←
u
(dxu)
∏
u∈t\S
dxu ,
where δb(dy) stands for the Dirac mass at b ∈ [0,∞).
Let T = (τ ;x) have the GW(ξ, c)-distribution on Tdiscr[0,∞], as defined in the Section B.1 (and recall that T
satisfies (a) and (b)). We then set S = {u ∈ τ : ζ←
u
< a ≤ ζu}. We list S in the lexicographical order and write
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S = {u1 < · · · < u#S}. The forest of discrete trees above level a is then given by Fa = (T ℓ)1≤ℓ≤#S, where
T ℓ = (θuℓτ ; x
′=(x′v, v∈θuℓτ )) with x′∅=ζuℓ−a and x′v = xuℓ∗v, for any v ∈ θuℓτ distinct from ∅. Here, we
use the convention that Fa is a cemetery point ∂ if S=∅. The tree below level a is then given by T a=(τ a;xa),
where τ a={u∈ τ : ζ←u <a}, and where x
a
u=xu, if u∈τ a\S and xau=a−ζ←u if u∈S. We next denote by Πn(dF)
the law of a finite sequence (namely, a forest) of n independent GW(ξ, c)-discrete trees (with the convention that
Π0 is the Dirac mass on the cemetery point ∂). For all measurable functionsG1 : {∂}⊔
⊔
n≥1(T
discr
[0,∞])
n → [0,∞)
and G2 : Tdiscr[0,∞] → [0,∞), we easily get for all t ∈ Tdiscrf , for all S ⊆ Lf(t) and for all a ∈ (0,∞),
E
[
G1(F
a)G2(T a)1{τa=t;S=S}
]
= wξ(t, S)Π#S [G1]
∫
Dt,S,a
M c
t,S,a(dx)G2(t; x) . (113)
We also set
paξ,c(t) := E[1{τa=t}] =
∑
S⊆Lf(t)
wξ(t, S)〈M
c
t,S,a〉 , (114)
where 〈M c
t,S,a〉 stands for the (finite) mass of the measure M ct,S,a. Recall from (112) that since ξ is proper and
conservative, T ∈ Tdiscredge a.s. and thus, ∑
t∈Tdiscr
f
paξ,c(t) = 1 . (115)
Now set T˜ = T˜REE (T ) that is a GW(ξ, c)-real tree, whose law on T isQξ,c. Note thatAbv (a, T˜ ) = T˜REE (Fa),
that Blw (a, T˜ ) = T˜REE (T a), and that Z+a (T˜ ) = #S. Thus, (113) implies that for all measurable functions
F,G : T→ R+, for all n ∈ N and all a ∈ (0,∞),
Qξ,c
[
F (Abv (a, ·)) G (Blw (a, ·)) 1{Z+a =n}
]
= Qξ,c
[
Q⊛nξ,c [F ]G (Blw (a, ·)) 1{Z+a =n}
]
. (116)
Note that for any a∈ [0,∞), there is no u∈τ , such that a= ζu, a.s. Thus, b 7→ (Z+b (T ); Blw (b, T˜REE (T ))) is
continuous at time a, a.s. Namely,
∀a ∈ [0,∞), Qξ,c-a.s. b 7→
(
Z+b ,Blw (b, · )
)
is continuous at time a. (117)
This implies in particular that (116) holds true with a = 0.
Proof of Lemma 3.3. Note that (116) and (117) prove that (iii) =⇒ (ii). The implication (ii) =⇒ (i) is obvious.
It only remains to prove (i) =⇒ (iii). So, we assume that Q is a probability measure on T that satisfies (i), and
that is such that Q(0 < D <∞) > 0 and such that Z+ is Q-a.s. cadlag.
We first prove that Q(Z+0 = 1) = 1. Indeed, by (i) with a = 0, Q(Z
+
0 = n) = Q(Z
+
0 = n)Q
⊛n(Z+0 = n),
for all n ≥ 1. Suppose that there exists n ≥ 2 such that Q(Z+0 = n) > 0, then Q⊛n(Z+0 = n) = 1, which
implies that Q⊛n(Z+0 = k) = 0 if k 6= n. But Q⊛n(Z
+
0 = n
2) ≥ Q(Z+0 = n)
n > 0, which is impossible. Thus,
Q(Z+0 = 0) +Q(Z
+
0 = 1) = 1. Since Q(D = ∞) < 1, Q(Z
+
0 = 0) < 1, which implies that Q(Z
+
0 = 1) > 0.
Now observe that (i) entails Q(Z+0 = 1) = Q(Z+0 = 1)2, so we get Q(Z+0 = 1) = 1.
This implies that for all a ∈ [0, D), Z+a = 1 6= Z+D . Namely, D = inf{a ∈ [0,∞) : Z+a 6= Z
+
0 }. We next fix
b ∈ (0,∞), p ∈ N, and G : T→ R, bounded and measurable. By (i) with a = 2−pb, we get
Q
[
G(Abv (b, ·))1⋂
1≤k≤2p{Z
+
k2−pb
=1}
]
=Q
(
Z+2−pb= 1
)
Q
[
G(Abv (b−b2−p, ·))1⋂
1≤k≤2p−1{Z
+
k2−pb
=1}
]
.
An easy inductive argument implies that
Q
[
G(Abv (b, ·))1⋂
1≤k≤2p{Z
+
k2−pb
=1}
]
=Q[G]Q
(
Z+b2−p= 1
)2p
=Q[G]Q
( ⋂
1≤k≤2p
{Z+k2−pb=1}
)
.
Since a 7→ Z+a is Q-a.s. cadlag, limp→∞ 1⋂
1≤k≤2p{Z
+
k2−pb
=1} = 1{D>b} and a simple argument and the assump-
tion Q(0<D<∞)> 0 imply that there is c ∈ (0,∞) such that Q(D > b) = e−cb. Namely, D under Q has an
exponential law with mean 1/c and we get
Q
[
G(Abv (b, ·))1{D>b}
]
= Q[G]Q(D > b) . (118)
Recall that ⌈·⌉ stands for the ceiling function and set Dp = 2−p⌈2pD⌉ that decreases to D as p → ∞. Fix
n ∈ N\{1}, F : T→ R and f : [0,∞)→ R, bounded and continuous. We then set
Ak,p=Q
[
F (Abv (k2−p, ·))f(k2−p)1{Dp=2−pk;Z+Dp=n}
]
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and
Ap =
∑
k∈N
Ak,p = Q
[
F (Abv (Dp, ·))f(Dp)1{Z+Dp=n}
]
.
Then, limp→∞ Ap = Q
[
F (ϑ)f(D)1{k=n}
]
, by Lemma 2.3 and since Z+ is assumed to be Q-a.s. cadlag. We
next apply (118) with b = (k − 1)2−p, and then (i) with a = 2−p to get
Ak,p = Q
⊛n[F ]Q
(
Z+2−p = n
)
e−c(k−1)2
−p
f(k2−p).
By taking F and f equal to 1, we get Q(Dp = 2−pk;Z+Dp = n) = Q
(
Z+2−p = n
)
e−c(k−1)2
−p
. Summing over
k ≥ 1 entails Q
(
Z+2−p = n
)
= (1− e−c2
−p
)Q(Z+Dp = n). Thus
Ak,p = Q
⊛n
[
F
]
Q
(
Z+Dp = n
)
(1 − e−c2
−p
)e−c(k−1)2
−p
f(k2−p)
= Q⊛n
[
F
]
Q
(
Z+Dp = n
)
Q
(
Dp = k2
−p
)
f(k2−p).
Summing over k ≥ 1 entails Ap = Q⊛n[F ]Q(Z+Dp = n)Q[f(Dp)], which implies Q[F (ϑ)f(D)1{k=n}] =
Q⊛n[F ]ξ(n)
∫∞
0 f(x)ce
−cxdx, where ξ(n) = Q(Z+D = n), for all n ∈ N. Namely,Q is the law of a GW(ξ, c)-real
tree. 
B.3 Proof of Lemma 3.4.
The statement for GW-forests is easily derived from the analogous result for single GW-real trees. We only need
to prove that for all a ≥ b ≥ 0, all p ∈ N and all bounded measurable functions F : T→ R:
lim
n→∞
Qξn,cn [F (Blw (a, · )] = Qξ∞,c∞ [F (Blw (a, · )] . (119)
Recall (114) and (115). Thus, for all n ∈ N ∪ {∞}, we have
Bn := Qξn,cn [F (Blw (a, · )] =
∑
t∈Tdiscr
f
∑
S⊆Lf(t)
wξn(t, S)
∫
Dt,S,a
M cn
t,S,a(dx)F
(
T˜REE (t; x)
)
.
Observe that for all t ∈ Tdiscrf and all S ⊆ Lf(t), limn→∞ wξn(t, S) = wξ∞(t, S),
lim
n→∞
∫
M cn
t,S,a(dx)F
(
T˜REE (t; x)
)
=
∫
M c∞
t,S,a(dx)F
(
T˜REE (t; x)
)
(120)
and limn→∞ paξn,cn(t) = p
a
ξ∞,c∞
(t). Thus, for all finite subsets A ⊂ Tdiscrf , we get
lim sup
n→∞
|Bn −B∞| ≤ ‖F‖ p
a
ξ∞,c∞
(
T
discr
f \A
)
+ ‖F‖ lim
n→∞
paξn,cn
(
T
discr
f \A
)
= 2‖F‖
(
1−paξ∞,c∞(A)
)
,
which implies (119) because paξ∞,c∞ is a probability function on the countable set Tdiscrf . 
B.4 Proof of Lemma 3.6.
Let A ⊆ T be hereditary and let h ∈ (0,∞). We set Ah = A ∩ {Γ ≥ h}. Note that Ah is hereditary. Let φ stand
for a Borel isomorphism from T onto R. Namely, φ : T → R is one-to-one and φ as well as φ−1 : R → T are
Borel-measurable. For all k ∈ N∗, let Lk : T → T be defined as follows. For all T˜ ∈ T, set Mh(T˜ ) =
∑
i∈I δT˜i
and n = 〈Mh(T˜ ),1Ah〉; then, for all k > n, Lk(T˜ ) = Υ and if n ≥ 1,∑
i∈I
1Ah(T˜i)δT˜i =
∑
1≤k≤n
δLk(T˜ ) with φ(L1(T˜ )) ≤ · · · ≤ φ(Ln(T˜ )) .
Lk(Υ) = Υ. We argue as in Lemma A.2 to prove that Lk is measurable.
Then for every word u ∈ U, we define a measurable function Lu : T → T such that L∅ is the identity map on
T, L(k) = Lk, for all k ∈ N∗ and Lv ◦ Lu = Lu∗v, for all u, v ∈ U.
We next fix a CLCR real tree (T, d, ρ) and we define a [0,∞)-marked discrete tree (t; x) ∈ Tdiscr[0,∞) by setting
t = {∅} ∪
{
u ∈ U\{∅} : Lu(T˜ ) 6= Υ
}
and ∀u ∈ t , xu = h .
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We then set (T ′, d′, ρ′) = TREE (t; x). Recall that each edge of T ′ has length h and corresponds to one vertex
in t. Recall that formally, ρ′ = (∅, 0) and T ′ = {ρ′} ∪ {(u, s); s ∈ (0, h], u ∈ t}. We denote by Φh(T˜ ) the
pointed isometry class of T ′. Recall from Lemma B.2 that T˜REE is measurable. Since the functions Lu, u ∈ U,
are measurable, Φh : T→ T is then measurable.
We now prove that T ′ and RA(T ) are close with respect to δ. To that end, for all ℓ ∈ N, we set
Sℓ = {ρ} ∪
{
σ ∈ T : d(ρ, σ) = ℓh and 〈M0(θ˜σT ),1Ah〉 ≥ 1
}
and S :=
⋃
ℓ∈N
Sℓ .
It is easy to see that S is a (2h)-net of RA(T ). Indeed, let σ ∈ RA(T ). There exists ℓ ∈ N such that ℓh ≤
d(ρ, σ) < (ℓ+ 1)h. If ℓ = 0, then d(ρ, σ) ≤ h, which entails d(σ, S) ≤ h. Assume that ℓ ≥ 1 and let σ′ ∈ [[ρ, σ]]
be such that d(ρ, σ′) = (ℓ− 1)h. Then, d(σ, σ′) ∈ [h, 2h). Denote by T ◦∗ the connected component of θσ′T \{σ′}
that contains σ and set T∗ = T ◦∗ ∪ {σ′}. Note that T∗ is an atom of M0(θ˜σ′T ) and that Γ(T∗) ≥ h. Since
σ ∈ T ◦∗ ∩ RA(T ), there exists σ′′ ∈ T ◦∗ such that θ˜σ′′T ∈ A. Since θσ′′T = θσ′′T∗, we then get T˜∗ ∈ A. This
implies that σ′ ∈ Sℓ−1. Thus, d(σ, S) ≤ 2h, which proves that S is a (2h)-net of RA(T ).
From the definition of the functions Lu and of the tree t, we easily check that there is a function  : t→ S that
satisfies the following property:  is surjective, (∅) = ρ, and for all u ∈ t\{∅}, Lu(T˜ ) is an atom ofM0(θ˜(u)T )
and d(ρ, (u)) = |u|h. We now define f : T ′ → S by setting f((u, s)) = (u), for all (u, s) ∈ T ′. We easily see
that
∀ (u, s), (u′, s′) ∈ T ′ , |d′((u, s), (u′, s))− d((u), (u′))| ≤ 2h ,
which implies that the distortion of f is less than 2h. Since f(T ′) = S is a (2h)-net of RA(T ), f is a pointed
(2h)-isometry and Lemma A.1 implies that δ(T ′, RA(T )) ≤ 8h. This proves that for all h ∈ (0,∞), there exists
a measurable function Φh : T→ T, such that
∀ T˜ ∈ T , δ
(
Φh(T˜ ), RA(T˜ )
)
≤ 8h ,
which completes the proof of Lemma 3.6.
References
[1] ABRAHAM, R., AND DELMAS, J.-F. Williams’ decomposition of the Lévy continuum random tree and
simultaneous extinction probability for populations with neutral mutations. Stochastic Process. Appl. 119, 4
(2009), 1124–1143.
[2] ALDOUS, D. The continuum random tree. I. Ann. Probab. 19, 1 (1991), 1–28.
[3] ALDOUS, D. The continuum random tree. III. Ann. Probab. 21, 1 (1993), 248–289.
[4] ATHREYA, K. B., AND NEY, P. E. Branching processes. Springer-Verlag, New York, 1972. Die Grundlehren
der mathematischen Wissenschaften, Band 196.
[5] BINGHAM, N. H. Continuous branching processes and spectral positivity. Stochastic Processes Appl. 4, 3
(1976), 217–242.
[6] BURAGO, D., BURAGO, Y., AND IVANOV, S. A course in metric geometry, vol. 33 of Graduate Studies in
Mathematics. American Mathematical Society, Providence, RI, 2001.
[7] DRESS, A., MOULTON, V., AND TERHALLE, W. T -theory: an overview. European J. Combin. 17, 2-3
(1996), 161–175. Discrete metric spaces (Bielefeld, 1994).
[8] DRESS, A. W. M. Trees, tight extensions of metric spaces, and the cohomological dimension of certain
groups: a note on combinatorial properties of metric spaces. Adv. in Math. 53, 3 (1984), 321–402.
[9] DRESS, A. W. M., AND TERHALLE, W. F. The real tree. Adv. Math. 120, 2 (1996), 283–301.
[10] DUQUESNE, T., AND LE GALL, J.-F. Random trees, Lévy processes and spatial branching processes.
Astérisque, 281 (2002), vi+147.
[11] DUQUESNE, T., AND LE GALL, J.-F. Probabilistic and fractal aspects of Lévy trees. Probab. Theory Related
Fields 131, 4 (2005), 553–603.
42
[12] DUQUESNE, T., AND WINKEL, M. Growth of Lévy trees. Probab. Theory Related Fields 139, 3-4 (2007),
313–371.
[13] EVANS, S. N. Snakes and spiders: Brownian motion on R-trees. Probab. Theory Related Fields 117, 3
(2000), 361–386.
[14] EVANS, S. N., PITMAN, J., AND WINTER, A. Rayleigh processes, real trees, and root growth with re-
grafting. Probab. Theory Related Fields 134, 1 (2006), 81–126.
[15] EVANS, S. N., AND WINTER, A. Subtree prune and regraft: a reversible real tree-valued Markov process.
Ann. Probab. 34, 3 (2006), 918–961.
[16] FELLER, W. An introduction to probability theory and its applications. Vol. II. Second edition. John Wiley
& Sons Inc., New York, 1971.
[17] GEIGER, J., AND KAUFFMANN, L. The shape of large Galton-Watson trees with possibly infinite variance.
Random Structures Algorithms 25, 3 (2004), 311–335.
[18] GRIMVALL, A. On the transition from a Markov chain to a continuous time process. Stochastic Processes
Appl. 1 (1973), 335–368.
[19] GRIMVALL, A. On the convergence of sequences of branching processes. Ann. Probability 2 (1974), 1027–
1045.
[20] GROMOV, M. Metric structures for Riemannian and non-Riemannian spaces, vol. 152 of Progress in Math-
ematics. Birkhäuser Boston Inc., Boston, MA, 1999. Based on the 1981 French original, with appendices by
M. Katz, P. Pansu and S. Semmes. Translated from the French by Sean Michael Bates.
[21] HAMBLY, B., AND LYONS, T. Uniqueness for the signature of a path of bounded variation and the reduced
path group. Ann. of Math. (2) 171, 1 (2010), 109–167.
[22] HELLAND, I. S. Continuity of a class of random time transformations. Stochastic Processes Appl. 7, 1
(1978), 79–99.
[23] JACOD, J. Théorèmes limite pour les processus. In École d’été de probabilités de Saint-Flour, XIII—1983,
vol. 1117 of Lecture Notes in Math. Springer, Berlin, 1985, pp. 298–409.
[24] JAKYMIV, A. L. Reduced branching processes. Teor. Veroyatnost. i Primenen. 25, 3 (1980), 593–596.
[25] JI ˇRINA, M. Stochastic branching processes with continuous state space. Czechoslovak Math. J. 8 (83) (1958),
292–313.
[26] KESTEN, H. Subdiffusive behavior of random walk on a random cluster. Ann. Inst. H. Poincaré Probab.
Statist. 22, 4 (1986), 425–487.
[27] LAMPERTI, J. Continuous state branching processes. Bull. Amer. Math. Soc. 73 (1967), 382–386.
[28] LAMPERTI, J. The limit of a sequence of branching processes. Z. Wahrscheinlichkeitstheorie und Verw.
Gebiete 7 (1967), 271–288.
[29] LAMPERTI, J. Limiting distributions for branching processes. In Proc. Fifth Berkeley Sympos. Math. Statist.
and Probability (Berkeley, Calif., 1965/66), Vol. II: Contributions to Probability Theory, Part 2. Univ. Cali-
fornia Press, Berkeley, Calif., 1967, pp. 225–241.
[30] LE GALL, J.-F. Une approche élémentaire des théorèmes de décomposition de Williams. In Séminaire de
Probabilités, XX, 1984/85, vol. 1204 of Lecture Notes in Math. Springer, Berlin, 1986, pp. 447–464.
[31] LE GALL, J.-F., AND LE JAN, Y. Branching processes in Lévy processes: the exploration process. Ann.
Probab. 26, 1 (1998), 213–252.
[32] LE JAN, Y. Superprocesses and projective limits of branching Markov process. Ann. Inst. H. Poincaré
Probab. Statist. 27, 1 (1991), 91–106.
[33] NEVEU, J. Arbres et processus de Galton-Watson. Ann. Inst. H. Poincaré Probab. Statist. 22, 2 (1986),
199–207.
43
[34] NEVEU, J. Erasing a branching tree. Adv. in Appl. Probab., suppl. (1986), 101–108.
[35] NEVEU, J., AND PITMAN, J. W. The branching process in a Brownian excursion. In Séminaire de Proba-
bilités, XXIII, vol. 1372 of Lecture Notes in Math. Springer, Berlin, 1989, pp. 248–257.
[36] PAULIN, F. Topologie de Gromov équivariante, structures hyperboliques et arbres réels. Invent. Math. 94, 1
(1988), 53–80.
[37] PAULIN, F. The Gromov topology on R-trees. Topology Appl. 32, 3 (1989), 197–221.
[38] SILVERSTEIN, M. L. A new approach to local times. J. Math. Mech. 17 (1967/1968), 1023–1054.
[39] VATUTIN, V. A. Limit theorems for critical multitype Markov branching processes with infinite second
moments. Mat. Sb. (N.S.) 103(145), 2 (1977), 253–264, 319.
[40] WEILL, M. Regenerative real trees. Ann. Probab. 35, 6 (2007), 2091–2121.
44
