ABSTRACT Non-acoustic sensors are widely used in speech signal processing tasks, and their immunity to the background acoustic noise shows great benefits to traditional speech enhancement. To avoid using acoustic speech disturbed by strong noise, spectra mapping from throat microphone (TM) speech to acoustic microphone (AM) speech has been studied. However, there is a distinguished difference between the spectra of the two kinds of speech, and the mapping relationship is different in the low-band and high-band spectra, which limits the performance of the traditional full-band spectra mapping model. In this paper, to improve the perceived quality and intelligibility of TM speech, we investigate the low-band and high-band spectral structure between TM and AM speech, respectively, and propose a spectra-based band-division mapping framework for TM speech enhancement based on the investigation. In the framework, the low-band target spectra of AM speech are mapped based on the equalization method, and the high-band spectra are mapped from the full-band TM speech spectra, which are lack of high-frequency components. The overall framework can be viewed as a combination of spectra equalization in the low band and spectra generation in the high band. Both the objective and subjective evaluation results show clear advantages over the existing TM speech enhancement method based on the full-band spectra mapping.
I. INTRODUCTION
Non-acoustic sensors acquire speech signals by capturing vibrations of the human body parts such as the throat, skull, and the skin behind the ear. Due to the attenuation characteristics of the tissues, the obtained speech suffers from severe loss of high-frequency components and degradation of speech quality and intelligibility [1] . However, this kind of sensors is strongly immune to background acoustic noise. In adverse environments, such as airplane, motorcycle, battlefield or factory, it has great advantages over traditional acoustic microphone (AM) and has attracted more and more attention in recent years [2] . In most cases, non-acoustic sensors play auxiliary roles in improving the quality of AM speech in noisy environments. For instance, [3] utilizes a bone-conducted microphone to obtain more accurate glottal information. In [4] , throat microphone (TM) speech and AM speech are combined to improve the accuracy of speech recognition.
Nevertheless, it is difficult but meaningful to enhance the speech of non-acoustic sensors directly, because noisy AM speech may be completely unintelligible and become totally useless in some situations. However, there are few studies in this area so far.
The key to speech enhancement of non-acoustic sensors is to find the mapping relationship between the original speech and its corresponding clean AM speech. The mapping relationship can be built on the low-dimensional spectral structure or the high-dimensional spectra, resulting in two kinds of models [5] . One is based on the source-filter model, in which the mapping relationship is divided into the spectral envelope (filter) mapping and the excitation (source) mapping. Compared to the excitation mapping, the spectral envelope mapping is more emphasized because of its greater contribution to the speech quality [6] , [7] . Low-dimensional features such as Line Spectral Frequency (LSF) and Mel Generalized Cepstral (MGC) coefficients are commonly used to represent the spectral envelope. Neural networks and Gaussian mixture models (GMMs) are often deployed as mapping models. Some representative studies include [8] - [13] . The other is the signal-based model, which often extracts high-dimensional spectra such as short-time Fourier transformation (STFT) spectra. Since the phase has little effect on the human perception of speech quality [14] , the mapping of magnitude spectra or power spectra are studied much further. The two modeling methods have their own advantages and disadvantages. The source-filter based models have assumed the independence of the source and the filter, which may be problematic in some cases [5] . The signal-based models do not make any hypothesis about the speech, but the high-dimensional features are difficult to learn.
Due to DNN's strong ability of exploring in a much larger hypothesis space, it is possible for us to learn complex distribution of high-dimensional spectra now [15] , [16] . In our previous work [17] , we explored an effective mapping model based on bidirectional long short-term memory recurrent neural networks (BLSTM-RNN) [18] , which is used to map the high-dimensional STFT magnitude spectra from TM to AM speech and has a great improvement compared to the RBM-DNN [19] based model. However, unlike the direct spectra mapping in some AM to AM speech processing tasks, such as voice conversion and speech denoising, the spectra mapping from TM to AM speech suffers from their inherent spectral difference, and the mapped spectra are still unsatisfying.
It is observed that the low-band spectra of TM speech show considerable structural similarity with those of AM speech, while the high-band spectra of TM speech almost contain no components. Therefore, we believe that the mapping relationship is different in the low band and high band, the former is the rectification of the distorted low-band spectra of TM speech, and the latter is the generation of high-band spectra from TM speech. In a united framework, the two kinds of relationship cannot be learned accurately.
Inspired by the sub-band based methods [20] , [21] applied in speech enhancement and voice conversion, we propose a spectra-based band-division mapping framework for TM speech enhancement, which is based on the distinctive characteristics of the low-band and high-band spectra of the two kinds of speech. In this framework, the target spectra in the low band and high band are mapped individually to achieve more accurate spectra distribution. In order to achieve better perceived speech quality, the equalization method is intuitively introduced in the low-band spectra mapping, which can explicitly utilize the structural similarity between TM and AM speech.
The rest of this paper is organized as follows. The spectral difference between TM and AM speech is firstly analyzed in Section II. Details of the proposed framework are introduced in Section III. Data preparation, experimental settings, performance evaluation and the follow-up discussion are presented in Section IV. Conclusions are given in Section V.
II. SPECTRAL DIFFERENCE BETWEEN TM AND AM SPEECH
In this section, we analyze the spectral difference of TM and AM speech qualitatively and quantitatively.
We have mentioned above that TM speech suffers from the degradation of perceived speech quality due to the low-pass characteristic of tissue conduction. To illustrate the low-pass characteristic of TM speech, we show the spectrograms of an utterance spoken by a Chinese female speaker in Fig.1 . The speech signals are captured by using TM and AM simultaneously at 8kHz sampling rate. From Fig.1 (a) , we observe that the cutoff frequency of TM speech is about 2 kHz. Accordingly, we define the frequency range of low band as 0-2kHz, and that of high band as .
Firstly, we analyze the low-band spectra. As can be seen from Fig.1 , the two utterances show good structural similarity under 2kHz. This is because TM clings to the human vocal organs and can fully capture the vibration signal of the glottis. Therefore, the harmonic structure is well maintained in TM speech. However, TM speech tends to keep the harmonic structure complete, while AM speech has energy fluctuations, which can be seen in rectangular boxes in Fig.1 . This may result from the different characteristics of speech transmission channels. As for AM speech, its energy is the weakened or strengthened result of the airflow shaped by vocal tract, lips, nasal cavity etc., while the vibration signal captured by TM often keeps the energy stable. In addition, the energy of TM and AM speech is not very similar, the former is relatively larger and can be observed through the color depth in Fig.1 .
We further quantitatively analyze the correlation between the low-band spectra of the two kinds of speech. Statistical analysis is based on 50 sentences spoken by a female. The sampling rate is 8kHz. Every utterance is processed by using 256-point STFT, and 129-dimension STFT magnitude spectra are extracted as the spectral feature. 1-64 frequency bins are used as the low-band spectra. The calculation formula of the correlation coefficient is as following:
71456 VOLUME 6, 2018 where i denotes the index of frequency bin, n denotes the number of frequency bins. We set (x, y) to be the low-band magnitude spectrum of AM and TM speech, and (x,ȳ) to be the corresponding mean value. According to (1), the correlation coefficient of each frame is computed. Finally, the mean of the correlation coefficient of all frames is calculated, which equals 0.81. The result theoretically demonstrates that the low-band spectra of the two kinds of speech are highly correlated. Secondly, we analyze the high-band spectra. As can be seen from Fig.1 , there are few noticeable frequency components above 2kHz in TM speech, which means the information in the high band is lost. The phenomenon is caused by two reasons. The first is the attenuation characteristic of the vibration transmission channel, which filters out high-frequency components. The second is the change of the speech transmission path. TM speech no longer passes through the oral or nasal cavity anymore, thus the phonemes such as unvoiced fricatives and plosives are completely lost. In the oval boxes in Fig.1 , we can clearly see the loss of components due to these reasons.
Furthermore, Perceptual Evaluation of Speech Quality (PESQ) [22] metric is used to quantitatively measure the impact of high-band spectra of TM speech on perceived speech quality. PESQ score measures the overall speech quality, and it has high correlation with subjective evaluation scores and ranges from [-0.5 4.5]. The PESQ score between TM speech and its corresponding AM speech is firstly calculated, then we filter out TM speech above 2kHz and calculate the score again. The same 50 sentences are used for evaluation and the results are shown in Table. 1. It can be noted that the PESQ score of original TM speech is under 2.5, which demonstrates that the perceived speech quality is not desirable. The two PESQ scores in Table. 1 are close, indicating the high-band spectra of TM speech almost contain no information and have little effect on the perceived speech quality.
In addition to comparing the spectrograms, we can also analyze the difference between the spectral envelopes of the two kinds of speech. Fig.2 shows the spectral envelopes of Chinese phoneme 'a' and 'u'. The phonemes sound like /a:/ and /wu:/ in English. It can be noticed that the formants of TM and AM speech are similar to each other in the low band, while the formants above 2kHz disappear in TM speech.
From the analysis above we can conclude that, in the low band, TM speech is highly correlated with AM speech, while in the high band, it almost contains no information. Therefore, we can infer that in the direct spectra mapping method, the mapping relationship in the low band and high band is actually different. 
III. PROPOSED EGC FRAMEWORK
Most of the existing spectra mapping methods for TM speech enhancement are based on full-band spectra. In these methods, the full-band spectral features of TM and AM speech are simultaneously extracted, then mapping models like GMM and DNN are trained to establish the relationship between the features. In practical applications, spectra of AM speech are estimated from the observed TM speech spectra using the well-trained model. After that, the speech waveform is reconstructed by inverse STFT, STRAIGHT vocoder etc. In the following sections, we use the term FBS to denote the conventional Full-Band Spectra mapping framework.
Based on the analysis in Section II, we believe it is more reasonable to divide the full-band spectra mapping into individual spectra mapping of low band and high band. In the low band, since the two kinds of speech are highly correlated, the mapping relationship is the modification of the low-band spectra of TM speech. In the high band, since almost no effective component exists, the mapping relationship is the generation of high-band spectra from TM speech. The former relationship is relatively easy to learn, so the DNN-based model can converge quickly. However, due to the use of an overall spectra error criterion in a unified framework, DNN may be prevented from converging to the good local optimum in the latter mapping relationship. Hence, an individual DNN should be trained for each band. In order to improve the performance of mapping, the two DNN models can be further optimized according to the unique correlation between the spectra of TM and AM speech. Specifically, the equalization method can be embedded in the low-band model. It explicitly utilizes similar harmonic structures and can be seen as a direct manipulation of the original spectra, thus avoiding the acquisition of extremely poor spectra. Therefore, we propose a spectra-based Equalization-Generation Combined (EGC) framework for TM speech enhancement.
The overall framework is illustrated in Fig.3 . It contains a training stage and an enhancement stage. In the training stage, the equalization model and the generation model are trained for the low-band and high-band spectra mapping individually. BLSTM-RNN is chosen as the mapping model because of its strong ability to utilize contextual information. In the enhancement stage, the equalization coefficient is firstly estimated using the well-trained equalization model, and then the equalizer is used to recover the low-band spectra. The estimated low-band spectra are subsequently combined with the spectra of TM speech to estimate the high-band spectra of the AM speech. Finally, the waveform reconstruction is completed by appending the phase information to the full-band spectra. More details about the proposed framework are described in the following subsections.
A. LOW-BAND SPECTRA EQUALIZATION
The equalization coefficient is defined based on the STFT magnitude ratio [23] . Assuming that |X | is the STFT magnitude spectrum of TM speech, and |Y | is the magnitude spectrum of the corresponding AM speech, the equalization coefficient can be defined as following:
where k denotes the index of frequency bin. After obtaining estimated equalization coefficient, the enhanced magnitude spectrum can be recovered by equalizing the TM speech magnitude spectrum:
whereÊ is the estimated equalization coefficient, |Ŷ | is the estimated magnitude spectrum. It is easy to understand that the equalization method can be seen as a direct multiply operation on the original spectra according to (3) . The equalization coefficient is somewhat like FFT-Mask, which is defined as the magnitude ratio between the clean and noisy speech and is used as the training target in denoising task [24] . It has been found that FFT-Mask target achieves better perceived speech quality than the spectra target, so the equalization method can be expected to improve TM speech quality. However, unlike FFT-Mask used as full-band target in the denoising task, equalization method is not suitable for embedding in the high-band model in TM speech enhancement. Since the high-band magnitude of TM speech spectrum is close to 0, the corresponding magnitude would be always estimated to be 0 according to (3) .
Therefore, we embed the equalization model in the low-band spectra mapping. In the training stage, the input feature of BLSTM-RNN is TM speech magnitude spectrum |X |, and it is normalized by the mean and variance to make the BLSTM-RNN training amenable for back-propagation. The target is referenced low-band equalization coefficient E L which is log-compressed to reduce dynamic range for better training. The fundamental objective function of the equalization model is defined as following:
where W L and b L denote the weight and bias parameters of the equalization model to be trained, N is the total number of frames,Ê L is the estimated equalization coefficient. Parameters are updated by minimizing the objective function.
In the enhancement stage, the equalization coefficient is estimated using the well-trained equalization model f (·) :
Then according to (3), the low-band magnitude spectrum |Ŷ L | is recovered by equalizing the observed low-band mag-
B. HIGH-BAND SPECTRA GENERATION
For the sake of simplicity, we first assume that the TM speech is the low-band version of AM speech. In order to obtain the full-band AM speech, the high-band spectra must be generated from the available low-band spectra. In fact, the highband spectra of AM speech are highly correlated with the low-band spectra. In a voiced period of a speech, the harmonic structure of speech can be extended to a high-band zone, typically up to 3kHz [25] , so the harmonic structure of the two bands is similar. Using the BLSTM-RNN model, the similarity can be learned as a correlation function H , and the high-band magnitude spectrum |Ŷ H | can be estimated from the low-band magnitude spectrum of AM speech |Y L | as following:
In practice, the AM speech is not available, so we choose a complicated scheme that uses both the TM speech itself and the strong correlation between the low-band and high-band spectra of AM speech, as shown in Fig.3 . The scheme uses the TM spectra and the equalized low-band spectra of AM speech as the network input, and the target is the high-band spectra of AM speech. Therefore, in the enhancement stage, the highband spectrum is generated not as (7) but as following:
In fact, the target can also be directly mapped from the spectra of TM speech, but compared with this scheme, the proposed scheme can estimate the adjacent region of the two bands more accurately. Since adjacent frequency bins are highly correlated, mapping the two bands separately in the linear frequency domain may result in a lack of correlation between the edges of the two bands. The estimated low-band spectra of AM speech is also utilized in the proposed scheme, which can weaken the degradation of correlation between the two bands due to separate spectra mapping. We verify the effectiveness of this scheme in the subsequent experiment.
The fundamental objective function of the generation model is defined between the estimated spectrum and the clean high-band spectrum of AM speech |Y H |:
where W H and b H denote the weight and bias parameters of the generation model to be trained. In the training stage, the objective function is minimized to update the parameters. In the enhancement stage, the high-band magnitude spectrum is generated using the well-trained generation model according to (8) .
IV. EXPERIMENTS AND RESULT ANALYSIS A. DATA COLLECTION AND EVALUATION METRICS
We collected speech data spoken by a female and a male speaker in an anechoic chamber where the clean speech signal can be acquired. In order to ensure the synchronization of TM and AM speech, a stereo sound card was used, TM connected to the left channel and AM connected to the right channel. Both speakers need to read 200 different phoneme-balanced sentences in Mandarin, each of which lasts about 3-5s. The recording sampling rate was set to 32kHz. The diagram of data collection is depicted in Fig.4 . Three metrics including Perceptual Evaluation of Speech Quality (PESQ), Short-Time Objective Intelligibility (STOI) [26] and Log-spectral Distance (LSD) [27] are used to evaluate speech quality objectively. PESQ metric is introduced in Section II. STOI metric focuses on evaluating speech intelligibility, and its value ranges from [0 1]. The higher STOI score, the better speech intelligibility. LSD is used to measure the spectral distortion between the referenced speech and enhanced speech. Smaller LSD score is better.
B. EXPERIMENTAL SETUP AND ANALYSIS
In our experiments, the 200 sentences of each speaker were divided into 160 sentences for training and the rest for testing. The speech data were firstly down-sampled to 8kHz, and then the spectra were extracted using 256-point STFT with a hop size of 64. Since the spectrum of the real signal is symmetric, the magnitude in the first 129 frequency bins were selected as the processed features.
An individual enhancement model for each speaker was trained, and in all the following experiments, BLSTM-RNN was deployed as the mapping model and was trained using the Adam [28] optimization algorithm with an initial global learning rate of 0.002. The training strategy was set as that when the epoch validation loss did not decrease, the learning rate would be reduced by half, and if the validation loss did not decrease in three concatenate epochs, the training would be stopped and then the best model was selected based on the least validation loss. There are also some specific settings which are explained according to different experiments. To compare the performance, the speech quality is evaluated between the referenced clean AM speech and the speech enhanced by different frameworks in our experiments.
1) EVALUATION OF ORIGINAL TM SPEECH
For convenience, the quality of TM speech is evaluated. The evaluation scores are shown in Table. 2 as the contrast. From Table. 2 we can see that PESQ scores of the two speakers are both under 3, and STOI scores are under 0.7. This indicates that there is a considerable gap between TM speech and referenced AM speech in terms of the speech quality and intelligibility.
2) EVALUATION OF FBS SYSTEM
In this section, different architectures of BLSTM-RNN were tested to explore the best performance of the baseline FBS framework.
In the experiment, BLSTM-RNN with different number of layers and units have been implemented. The evaluation results are illustrated in Fig.5 , where the metrics of female and male speech are shown in the first and the second row respectively. In each sub figure, different curves represent different number of the hidden layers, X axis represents the number of hidden units in each hidden layer and Y axis is the value of evaluation metric. For a simplified comparison, each hidden layer has the same number of hidden units in the experimental implementation. As can be seen from Fig.5 , BLSTM-RNN can effectively improve the speech quality even if it is set to a relatively shallow architecture with 1 hidden layer. This proves the strong mapping ability of the BLSTM-RNN model. However, the performance reaches a saturated state when the architecture consists of 3 hidden layers which contains 512 hidden units per layer. The scores of PESQ and STOI cannot be improved by enlarging the capacity of the architecture any more. Therefore, the best architecture of the FBS framework can be determined. So in the following evaluations, the BLSTM-RNN in the FBS method is set to 3 hidden layers with 512 hidden units in each layer.
3) EVALUATION OF INDIVIDUAL SPECTRA MAPPING
In Section III, we clarify that the mapping relationship in the low band and high band is different in TM speech enhancement, which may prevent a unified mapping framework from acquiring better convergence. Therefore, different from the FBS framework, the low-band and high-band target spectra are mapped individually in our proposed framework. In order to investigate the effect of this individual spectral mapping method, a new framework called Split-Band Spectra (SBS) mapping framework is defined. The only difference between SBS and FBS is that the former uses two models to map the low-band and high-band spectra of AM speech respectively, while the latter uses a united model to map the full-band spectra. Mean square error (MSE) of the magnitude spectra between the referenced AM speech and the enhanced speech is computed. Because MSE acts as the loss function for the mapping model, it can evaluate the convergence performance of the mapping model to some extent.
The results are included in Table. 3, where F-MSE denotes the MSE values of the full-band spectra, L-MSE and H-MSE denote the MSE value of the low-band and high-band spectra respectively.
From Table. 3, we see that SBS gets smaller F-MSE than the FBS. The L-MSE values of SBS are reduced by 15% and 14% in female and male speech respectively, which means a more accurate low-band spectra distribution is obtained. However, the H-MSE of SBS is slightly worse than the FBS. We conjecture that although individual spectra mapping is ought to acquire better generation of high-band spectra, it may also weaken the correlation between the low band and high band. Since the high-band spectra are relatively more dependent on the low-band spectra, the effectiveness of the individual mapping on the high band is weakened.
To improve the performance of the high-band spectra mapping, the combination of the estimated low-band spectra and TM speech spectra is used as the input of the high-band mapping network, which is same as the generation scheme of high-band spectra mentioned in Section III. We refer to this framework as SBS-C, denoting the Split-Band Spectra mapping framework which also Combines the low-band spectra in the generation of high-band spectra. The MSE results are also shown in Table. 3. Since the low-band spectra mapping model is not changed in SBS and SBS-C, the L-MSE of the two frameworks is the same. The H-MSE of SBS-C is reduced compared to SBS, which means a more accurate high-band spectra distribution is obtained. We deduce that this improvement is due to the enhancement of the correlation with the low-band spectra. The H-MSE of SBS-C is also smaller than that of FBS. This indicates that the generation of the high-band spectra can also benefit from individual spectral mapping if the decline in the cross-band correlation is avoided. 6 shows the curves of magnitude spectra in two specific dimensions in an utterance. X axis denotes the frame index of the utterance, Y axis denotes the magnitude, and the red, black, blue curves represent the AM speech, the speech enhanced by FBS and the speech enhanced by SBS-C respectively. The 10th and 85th components of spectra are chosen, which are shown in the left and right figures respectively. We can see that SBS-C can fit the desired curve more accurately than FBS, no matter in the low-band or in the high-band.
In summary, we can conclude that the difference of the mapping relationship in the low band and high band indeed causes the unified model worse convergence, and mapping the low-band and high-band spectra individually helps acquire better target spectra distribution. At the same time, it is necessary to take measurements to help avoid the degradation in the correlation between the bands when conducting the individual spectra mapping.
4) EVALUATION OF EGC FRAMEWORK
In this section, we evaluate the proposed EGC framework. The low-band mapping target is different between SBS-C and EGC framework. The former is the low-band spectra, and the latter is the low-band equalization coefficients. Table.4 shows the evaluation results. From Table. 4, we see that FBS performs the worst in all three metrics, which indicates that both SBS-C and EGC can improve the speech quality compared to FBS. EGC achieves better PESQ and STOI scores than SBS-C. This suggests that the embedded equalization method in the low band can help achieve better perceived speech quality. However, the LSD metric is slightly worse. The main reason is that in the EGC framework, the mapping target of the low band is the equalization coefficient rather than the direct spectra, which may result in poor performance in the spectral distance metrics. Meanwhile, it can be noted that compared to SBS-C, the PESQ scores of the female and male speaker improve about 0.05 and 0.1 in EGC respectively. We believe that the male speaker can benefit more from the equalization method, because his speech information is concentrated in the low band.
A preference test (ABX test) is conducted to subjectively evaluate the quality of speech produced by the three frameworks. 20 listeners (10 females and 10 males) are asked to choose which sample sounds more similar to the target AM speech when given two different kinds of enhanced speech. 80 testing sentences are evaluated and the results are shown in Fig.7 . As can be seen from the first bar in Fig.7 , SBS-C achieves better preference than FBS, indicating that the individual spectra mapping can improve the subjective speech quality. The third bar shows that EGC achieves a considerable improvement over SBS-C, which indicates that the embedded equalization method indeed helps improve perceived speech quality. In the second bar, we can see EGC shows a great advantage over the FBS, which verify the effectiveness of the proposed EGC framework clearly. The spectrograms of an utterance enhanced by the FBS and the proposed EGC framework are presented in Fig.8 . In the rectangular boxes, we can see that when there is a ''hole'' region in the AM speech spectra, the FBS tends to fill the hole with additional harmonic structure, while the EGC can infer the region more accurately. In the high-band spectra, EGC tends to produce less random noise than the FBS.
V. CONCLUSION
In this paper, by observing that the spectra mapping relationship is different in the low band and high band in TM speech enhancement, we propose a band-division spectra mapping framework to overcome the under-convergence problem in a unified framework. In the proposed framework, low-band and high-band spectra are individually mapped and equalization method is intuitively introduced for better utilizing the similar harmonic structures. Experimental results indicate that the proposed equalization-generation combined framework can obtain more accurate target distribution and achieve better perceived speech quality than the full-band spectra mapping framework. In the future work, we would like to introduce generative adversarial neural networks [29] for helping generate more realistic high-band spectra, and adopt boosting methods [30] to place more emphasis on the challenging samples. 
