The designed MATLAB/SIMULINK Toolbox is dedicated to develop and design predictive Self-Tuning Control (STC) algorithm for the time-delayed systems. In practice, many processes can exhibit time-delay in their dynamic behavior, which is mainly caused by a time needed for transport of the energy, information, or mass. In lights of these facts, it is necessary to develop suitable algorithm and verify its correct dynamic behavior using simulation first, so this Toolbox can be used in advantage. This paper deals with the basic principles of Model Predictive Control (MPC), calculation of control law, design process of the predictive controller and recursive identification of control process using Recursive Least Squares Method (RLSM). There are also many cases when compensation of measurable disturbance is required, so this Toolbox allows compensating of this disturbance.
INTRODUCTION
Time-delayed systems appear in many processes in industry and other fields, including economical as well as biological systems (Camacho and Normey-Rico 2007) . These processes are difficult to control using standard feedback controllers. When the relative timedelay is very large or a high performance of the control process is desired, we can choose MPC as the suitable algorithm for these types of processes. The predictive control strategy contains a model of the process in the structure of the controller. The first time-delay compensation algorithm was shown by (Smith 1957) . This algorithm is known as the Smith Predictor (SP) and it contains a dynamic model of the time-delay process and it can be called as the first MPC algorithm. For more complex processes, containing time-delay and affected by a measurable disturbance, MPC strategy can be used (Maciejowski 2002) . The MPC is an attractive set of the control strategies widely used in the industry. The popularity of the MPC is mostly due to its leading to a safety operation of processes under all circumstances and ability to use constraints. The MPC is known as a control strategy where based on the measurements of plant's states at time, a mathematical model of the plant (often referred to as the prediction model) is being used for prediction of the evolution of the plant in the future. The MPC with allowance to control of the time-delayed processes, ability of self-tuning, and possibility of the measurable disturbance compensation can be powerful and versatile algorithm for control of various processes. This paper deals with the use of MPC for processes with time-delay with possibility of measuring disturbance compensation. Strategy of MPC presents a series of advantages over other methods. The MPC can be used to control a great variety of processes, ranging from those with relatively simple dynamics to other more complex ones, including systems with long time-delay, unstable ones or nonminimum phase. The multivariable case can easily be dealt with. The additional advantage is that extension to the treatment of constraints is conceptually simple and these can be systematically included during the design process. This approach of control is a totally open methodology based on certain basic principles that is allowed for future extensions (Camacho and NormeyRico 2007; Rossiter 2003; Haber et al. 2011) . The MPC has been deployed on slower processes in its early days (Kvasnica 2009). It was caused by the large computational complexity of control algorithms and large time demands. Trends have expanded towards modifications of predictive control over the years. Nowadays, the MPC strategy can be used for controlling of very fast processes. These processes can have requirement for computation of control action in microseconds (e.g. explicit approach of MPC can be used). In practice, an excellent industrial survey reports many successful applications of the MPC in various industry areas (Qin and Badgewell 1997; Rawlings and Mayne 2009 ). An extended version of the Generalized Predictive Control (GPC) algorithm is dedicated for design of the adaptive predictive controller in this paper. This paper is arranged as follows. The extended GPC algorithm is described in the first section. The next section shows computation of the cost function for GPC and computation of control law. Brief description of the recursive identification procedure is introduced in the following section. The designed Toolbox is briefly described afterwards. The next section contains examples of the simulation control using designed Toolbox and the last section concludes this paper.
EXTENDED VERSION OF THE GENERALIZED PREDICTIVE CONTROL ALGORITHM
The basic MPC structure with the extended GPC algorithm is schematically displayed in the Figure 1. 
where J is the function of the N x , which represents N 1 , N 2 , and N u . The N 1 and N 2 are the minimum and maximum horizons of cost function, and N u is the control horizon of the cost function. This horizon should be chosen with regard to dynamics of controlled process to handle step response (Rossiter 2003; Moudgalya 2007 
where na, nb, and nd are degrees of polynomials ) ( Following equation corresponds to the free response of the system that is the output that would be obtained if the control signal was kept constant.
Forced response of the system can be written as the next equation 
Control Law Computation and Cost Function
The predicated output ŷ , expressed in the previous paragraph, is part of the equation (1). It is evident that J is the cost function of y 1 , u and u 1. The individual elements of the summation of the cost function in the equation (1) 
Equations (8) - (10) 
and H V2 are matrices including the coefficients of the system step response to the disturbance. Future values of the disturbance can be determined only in certain cases, e.g. be measurement or generally in case, when it is related to the process load. In other cases, it can be predicted using means, trends, past data, other information, or by combination of specified items. If this is the case, the term corresponding to future deterministic disturbance can be computed (Schwarz et al. 2010) . After introducing vectors y 1 , u 1 , w, v 1 and v 2 , final control law is defined as If the future load disturbance is constant and equal to the last measured value (i.e. 0 ) ( = Δ k v ), the last term of the equation (13) vanishes (Pawlowskaa et al. 2012) . It is evident that matrices H V1 and H V2 are dependent on the relative difference between number of steps of timedelay of input-output and disturbance-output which is defined as 
RECURSIVE IDENTIFICATION
The identification of systems deals with the problem of creating mathematical models of dynamical systems based on data observed from the system. It is an alternative procedure for obtaining a model in case, when it is not possible to determine a set of differential equations that describes the dynamic behavior of the system. The MPC requires an internal model of the system; therefore, really precise model of process is necessary for correct behavior of predictive algorithm. Identification of control processes can be divided into two groups, which are used most often. The first group is Offline (one-time) Identification Methods (OfIM) and the second is Online (ongoing) Identification Methods (OnIM). The OfIM type as well as the OnIM type can be used during the real-time control of processes. The estimated parameters obtained from the OfIM are usually selected as a starting point for the STC. They can be also chosen as the internal model throughout the control procedure when the process does not change its dynamic behavior much and adaptive control is not required. These STCs can utilize an auto-tuning or adaptive approach in many practical applications (Bitmead et al. 1990 ). The most known adaptive approach is to use OfIM recursively.
Offline Identification Methods
The well known OfIM is the MATLAB function fminsearch. It finds the minimum of the entered function without restricting conditions. The entered function can be single variable or multivariable type. This function uses the simplex search method for finding the minimum of a function. This is a direct search method that does not use numerical or analytic gradients. However, the most known method for the identification of the discrete transfer function model parameters is the Least Squares Method (LSM) based on the idea of linear regression. This identification algorithm can be carried out in a recursive manner as well in an order to use it for STC. The LSM is based on minimizing the sum of squared subtraction of measured and model output value. The LSM is defined as the vector Θ that minimizes the quadratic error
Note, that Θ is a vector of estimated model parameters, which has dimension 2n, F is a matrix of dimension
, where N is a number of measured data, n is an order of system, and d is a number of steps of timedelay. The F depends on past inputs and outputs and that this condition can be fulfilled if the input signal sequence is adequately chosen in such a way that the obtained vectors are linearly independent. (Camacho and Normey-Rico 2007).
Online Identification Methods
The OnIM are mainly used to adjust the estimates of the process parameters from initial estimates in the each sampling period. Since the approach, when calculation of estimated parameters is performed each sampling period, these methods are capable to react on changes in a dynamic behavior of system as well as they are able to compensate slightly non-liner behavior of the system. One of the advantages of the process parameter estimation using the LSM is fact, that this algorithm can be used recursively. The parameter vector computed at step k can be computed as a function of the parameter vector estimated at step k -1. The recursive least squares method (RLSM) is the most known recursive method and it uses the AutoRegressive eXogenous (ARX) model (Bobál et al. 2005) .
where Θ is a vector of model parameters
Final RLSM algorithm can be defined as
where C is covariance matrix and
The RLSM can be modified by weighting of the past data and forgetting of them to always work with the most actual and relevant data. Application of the RLSM with exponential forgetting results in a more realistic situations. Parameters of the control law are being continuously adjusted in order to track time-varying properties of the controlled plant (Bobal et al. 2005; Skormin 2016 ). Final algorithm is defined as
where covariance matrix is defined as follows
The RLSM with adaptive directional forgetting eliminates disadvantages of the RLSM with exponential forgetting. It forgets old information only in the direction in which new data bring new information, which also helps to avoid the estimator windup effect. The RLSM with exponential forgetting as well as with adaptive directional forgetting has been chosen as an algorithm for the STC algorithm used in the introduced Toolbox (Bobal et al. 2005; Skormin 2016 ).
TOOLBOX DESCRIPTION
The Toolbox for the STC GPC of time-delayed processes with measurable disturbance compensation is depicted in the The measur enabled/disab on the Fig 
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