Objective Electronic health records possess critical predictive information for machine-learning-based diagnostic aids. However, many traditional machine learning methods fail to simultaneously integrate textual data into the prediction process because of its high dimensionality. In this paper, we present a supervised method using Laplacian Eigenmaps to enable existing machine learning methods to estimate both lowdimensional representations of textual data and accurate predictors based on these low-dimensional representations at the same time. Materials and methods We present a supervised Laplacian Eigenmap method to enhance predictive models by embedding textual predictors into a lowdimensional latent space, which preserves the local similarities among textual data in high-dimensional space. The proposed implementation performs alternating optimization using gradient descent. For the evaluation, we applied our method to over 2000 patient records from a large single-center pediatric cardiology practice to predict if patients were diagnosed with cardiac disease. In our experiments, we consider relatively short textual descriptions because of data availability. We compared our method with latent semantic indexing, latent Dirichlet allocation, and local Fisher discriminant analysis. The results were assessed using four metrics: the area under the receiver operating characteristic curve (AUC), Matthews correlation coefficient (MCC), specificity, and sensitivity. Results and discussion The results indicate that supervised Laplacian Eigenmaps was the highest performing method in our study, achieving 0.782 and 0.374 for AUC and MCC, respectively. Supervised Laplacian Eigenmaps showed an increase of 8.16% in AUC and 20.6% in MCC over the baseline that excluded textual data and a 2.69% and 5.35% increase in AUC and MCC, respectively, over unsupervised Laplacian Eigenmaps.
INTRODUCTION
Appropriate resource utilization is a key element in successfully reforming the US healthcare delivery system. [1] [2] [3] Electronic health records in combination with machine learning techniques are being used to develop diagnostic aids to improve both patient outcomes and operational efficiency. [4] [5] [6] The efficacy of these methods is often limited by data quality, 7 quantity, and structure. On the other hand, diagnostic aids commonly use machine learning methods, [8] [9] [10] which solely rely on data that can be presented in low-dimensional vector space and exclude unstructured data, such as textual data, which can contain critical predictive information. In practice, clinical pathways often produce concise textual data from the interaction between patients and physicians -for example, a patient's description of his/her symptoms and the outcomes of diagnostic examinations. Just as this information is critical for physicians to assess the pathology and recommend appropriate interventions, incorporating textual data, which has been largely ignored by previous research on developing diagnostic aids for pediatric cardiology, 11 is vital to improving the effectiveness of machine-learning-based diagnostic aids. [12] [13] [14] In this paper, we present a novel method to augment existing machine learning predictors by embedding textual predictors into a low-dimensional Euclidean space, which preserves the local similarities that are important for the prediction task. Our contribution is that we simultaneously learn the parameters of the base predictor while using Laplacian Eigenmaps 15 to optimize embedding of concise documents. By performing joint optimization, we have constructed a low-dimensional representation of textual data to maximize the model's generalized predictive performance. This method allows existing machine learning methods to extract previously unutilized potential of textual data in an effective and efficient manner.
This method was evaluated on data from a pediatric cardiology network containing over 2000 patient records with diagnoses of major, minor, or no cardiac disease. Although the proposed method can be applied to longer documents, we considered only relatively short texts describing the patients' complaints, since they are the only data source available to us. In particular, we combined the proposed method with logistic regression as the base classifier. By effectively leveraging textual predictors from electronic health records, we demonstrate the need for supervised machine learning diagnostic aids that jointly incorporate vector space and textual data.
BACKGROUND AND SIGNIFICANCE
As current research using dimensionality reduction for unstructured text in clinical settings is limited, much of the work fails to integrate both textual and vector space data into a unified model. Unsupervised text dimensionality reduction methods focus on discovering a latent structure that maximizes the likelihood of the text corpus or minimize an error function, while supervised methods use labeled data to construct a low-dimensional representation for a specific task. For example, the unsupervised lowdimensional representation of text-based movie reviews may primarily focus on features such as genre. However, a supervised low-dimensional representation of movie reviews with the task of predicting user sentiment may focus on words such as 'excellent', 'good', or 'horrible'. Our method differs from previous work in that it incorporates vector space data in addition to text.
Common unsupervised dimensionality reduction techniques such as singular value decomposition (SVD) methods 20 and LDA exclusively use textual data or vector representations of textual data. The SVD method computes the best rank-k approximation, as defined by the Frobenius norm. Various implementations of this approach are latent semantic indexing (LSI) and principal component analysis. These procedures decrease noise while maintaining the most important semantic information. LDA is an alternative unsupervised dimensionality reduction technique using topic models. LDA is a generative process that models the words of a document and attempts to infer the topics to maximize the likelihood of the collection. The low-dimensional representation is specified by the distribution, u d , the proportion of a document that corresponds to each topic.
Supervised dimensionality methods often produce better lowdimensional representations for specific learning tasks. Many supervised approaches use topic modeling, which traditionally excludes numerical vector space data. Topic modeling is typically applied to long text documents, whereas our method is designed for concise documents such as clinical notes. However, research by Halpern et al 16 has shown the potential of supervised topic models for dimensionality reduction of concise clinical textual data (10-30 words). Examples of successful techniques are supervised LDA (sLDA) 21 and maximum entropy discrimination LDA (MedLDA). 22 sLDA augments LDA by adding a response variable to each document and making the learning task maximize the joint likelihood of the data and response variables. MedLDA trains supervised topic models to estimate topic representations using the max-margin principle. An alternative supervised dimensionality reduction method is local Fisher discriminant analysis (LFDA). 23 24 LFDA effectively combines the ideas of Fisher discriminant analysis and locality preserving projection. LFDA maximizes between-class separability and preserves within-class local structure at the same time.
MATERIALS AND METHODS
In this section, we present the proposed supervised Laplacian Eigenmap (SLE) method for enhancing predictive models by embedding a textual predictor into a low-dimensional Euclidean space, which preserves the local similarities among textual data. Specifically, we introduce a new supervised method that can extend the base learners by incorporating Laplacian Eigenmaps. We also consider the problem of estimating the low-dimensional representation of new data.
Laplacian Eigenmaps
The goal of Laplacian Eigenmaps is to project high-dimensional data, such as textual data, to low-dimensional latent space that can preserve the similarity of the data. In particular, similar points in the high-dimensional space are still close to each other in the low-dimensional representations. Formally, assume that we have m documents d 1 ; d 2 ; . . . ; d m . We denote the lowdimensional representation as X ¼ [X 1 ; X 2 ; . . . ; X m ], which consists of m points in R n . Laplacian Eigenmaps assume there exists a similarity measure xðÁ; ÁÞfor the high-dimensional data. As developing a similarity measure for textual data is not the focus of this paper, we assume that the similarity matrix, S, for the textual data is given, where S ij denotes the similarity between documents i and j -that is, S ij ¼ xðd i ; d j Þ. The objective function of the Laplacian Eigenmap, which is to preserve the local similarities within the low-dimensional representation, is defined as follows
and L is the Laplacian matrix, which is a symmetric positive semidefinite in general. The optimization problem to estimate X is
The constraint to the objective function prevents the solution from collapsing into a space less than m−1. Otherwise, the optimal solution reduces to the trivial solution. The solution is the matrix of eigenvectors corresponding to the lowest eigenvalues of the generalized eigenvalue problem, Lx ¼ lDx. Alternatively, a solution may be found using methods such as gradient descent, which depends on the partial derivative of FðX; SÞ.
Supervised Laplacian Eigenmaps
In this section, we introduce the proposed supervised method for jointly optimizing low-dimensional embedding and learning the predictive model's parameters. Unsupervised dimensionality reduction techniques, such as Laplacian Eigenmaps, ignore the label information and thus may construct low-dimensional representations with low or no predictive ability. Our supervised approach, on the other hand, jointly models both the projection of high-dimensional data to a low-dimensional latent space and the predictive base learner. Therefore, we can construct lowdimensional representations of textual data with high predictive ability for a specific task. Specifically, in addition to the document similarity matrix, S [ R mÂm , we have the labels of response variable Y for each document. In supervised learning, we predict Y through a supervised learning algorithm that optimizes GðX; Y; QÞ, where Θ is the set of learned parameters. In our work, we construct projection to low-dimensional space and the predictor Θ simultaneously. In particular, we optimize the following objective function for the SLE method:
where X [ R mÂn represents low-dimensional embedding of the textual data. We can solve Equation 4 by various methods depending on the selection of G. However, we propose solving Equation 4 when Gis differentiable in both X and Θ, using gradient descent to perform alternating optimization.
Our alternating optimization algorithm using gradient descent is defined in figure 1 . The basic idea is that we can solve the optimization problem by performing the following two steps alternately: (1) fixing parameters Θ, and optimizing with respect to the low-dimensional representation X; (2) fixing the lowdimensional representation X, and optimizing with respect to Θ. The objective function is certain to decrease during the iterations and converges to a local minimal.
One limitation of this method is that the objective function is very sensitive to the value of λ; an incorrect λ may lead to embedding that does not generalize. If the λ value selected is 'too small', embedding will fully capture the response variable and the method will have poor generalized performance. However, if the λ value is 'too large', embedding reduces to the trivial solution. Determining the optimal λ may be difficult. However, we found in our experiments that initializing embedding to the result of the unsupervised Laplacian Eigenmap and performing our alternating optimization for a limited number of iterations with a relatively small λ seems to be quite a good choice.
Estimating new data points
After the predictive model has been trained, it is important to estimate the low-dimensional representations of new textual data. Assume that we have a new document, d new , that is unseen in the training set. To estimate embedding of new data, we assume that the true embedding of documents can be approximated by the average low-dimensional representation of its k nearest neighbors (KNN) (Equation 5), where nearest neighbors are the most similar data points as defined by the similarity matrix S. We define the set of nearest neighbors as N.
Moreover, we also explore an alternative weighted average (Equation 6 ). This method weights each nearest neighbor by its similarity:
RESULTS

Dataset and statistics
We evaluated the proposed algorithm on data from a large single-center pediatric cardiology practice. The dataset contained anonymized records of 2257 pediatric patients who underwent a clinical pathway focused on chest pain (table 1) . This pathway consisted of the following three components: (a) patient and family history questionnaires completed before seeing the physician and again reviewed with the physician; (b) comprehensive physical examination; (c) 12-lead ECG.
Data collection and labeling
The patient and family questionnaires make up the majority of the patient record. These questions require the patient to accurately describe his/her condition and family history. Each question is in a yes/no or multiple choice format, with the exception of two questions: a text entry for the patient's chief complaint (typically 2-10 words and containing one to three statements) and an additional question asking patients to indicate the location of the chest pain. The latter question was excluded from the evaluation. The distribution of the length of the textual data is shown in figure 2 . The questionnaires were given to patients in paper format and were later transcribed as electronic health records. We assume that errors introduced during transcription are minimal, as free response questions were limited. Patients who had not completed the questionnaires were removed from the dataset, leaving 2067 records. The outcome of the physical examination was recorded as a free text entry written by the physician. Each diagnostic test included its Current Procedural Terminology (CPT) code and a text value describing the outcome. Diagnoses were encoded as both an ICD-9 code and a text value. In addition to the patient records, we received the diagnosis severity (no, minor, or major cardiac disease). The diagnosis was determined by a panel of three physicians from this practice. Each physician independently reviewed the diagnoses and assigned them one of the three possible outcomes. If the reviewers' selections were unanimous, the action was considered valid. In our dataset, 74.88% of actions were valid. However, if the reviewers were not unanimous in their selection, discussion followed and a selection was made as a panel. The panel identified 14 diagnoses as major cardiac disease, 20 as minor, and the remainder as no cardiac disease. In tables 2 and 3, we list the definitions of major and minor cardiac disease, respectively.
Evaluation methods and metrics
We applied the proposed method, SLE, to the pediatric cardiology dataset to predict if patients were diagnosed with cardiac disease (major or minor). To evaluate whether our supervised method for embedding textual predictors improved patient classification, we compared its performance with other unsupervised Figure 1 Supervised Laplacian Eigenmap alternating optimization. and supervised dimensionality techniques, which were combined with a base classifier. We implemented logistic regression with L2 regularization as the base classifier for all models. The evaluation dataset included all 69 numerical features and a single text field, the patient's chief complaint. We excluded the text values from the physical examination and ECG, as many of the entries explicitly made mention of the outcome. We used fivefold cross validation to assess the performance of all methods. The results are presented as the average outcome from cross validation. The discrimination of the models was evaluated by several metrics: the area under the receiver operating characteristic curve (AUC), Matthews correlation coefficient (MCC), sensitivity, and specificity. AUC assesses a classifier's ability to balance the true positive and false positive rates. New research indicates that AUC is a noisy classification measure. 25 We included MCC, as it considers both true and false positive and negative rates. It is considered a more balanced measure than AUC, especially when classes are unbalanced. An MCC of 1.00 indicates perfect discrimination, while an MCC of 0.00 indicates no better than random classification. Sensitivity and specificity values were selected where the MCC achieved its highest value.
The unsupervised methods we implemented for comparison were unsupervised Laplacian Eigenmaps, LSI, and LDA. We also compared the performance with the supervised dimensionality reduction technique, LFDA. These methods used a term-document matrix generated from the chief complaint field. Performance was also compared when using a term frequencyinverse document frequency (TF-IDF) weighted term-document matrix. We gave the unsupervised methods an unfair advantage in computing the low-dimensional representation. These methods computed the embedding of all the text, including both test and training data, before training the base classifier. This means that the unsupervised methods did not suffer the performance degradation associated with estimating embedding of test data. Each classifier was initialized with a random seed and trained using the numerical features and low-dimensional embedding. If any model during cross validation achieved a training AUC of <0.65, the classifier was considered to have achieved a poor local optimum and was retrained with a new seed. The low-dimensional representation produced using Gibb's sampling LDA was computed using MALLET with 2000 sampling iterations, α=0.9 and β=0.01. We used Matlab's commands svd and eig to compute the SVD method and unsupervised Laplacian Eigenmaps, respectively. For LFDA, we used Sugiyama's implementation 23 24 of kernel LFDA with α=1.04. For each model, the optimal parameters were selected to maximize their respective MCCs. We estimated the embedding of test data for all supervised methods using the KNN methods proposed in the methods section. The number of nearest neighbors was determined using cross validation. The similarity matrix was computed using the parameters and transformation process designed for concise clinical texts by Perry et al. Pulmonary artery coarctation and atresia V15. 1 Surgery to heart and great vessels V17. 3 Ischemic heart disease ICD, International Classification of Diseases. 
Results and analysis
Our evaluation includes two baselines: one excluding textual features to illustrate the potential of incorporating textual predictors, and another including them to illustrate the performance of the SLE method compared with alternative methods.
For the first baseline, we applied logistic regression with L2 regularization to the numeric features of the pediatric cardiology dataset. Fivefold cross validation resulted in an AUC=0.723 and MCC=0.310. For comparison, we also trained a support vector machine (SVM) with these numeric features, which gives very similar results of AUC=0.730 and MCC=0.315. This is expected since both models are considered to be state-of-the-art methods for classification. For the second baseline, we included the textual embeddings by implementing unsupervised Laplacian Eigenmaps and varying the number of dimensions in the embedding from 0 to 50. We found that unsupervised Laplacian Eigenmaps achieved their highest performance for both AUC and MCC at l=20 dimensions, with AUC=0.761 and MCC=0.355. This is equivalent to a 5.26% increase in AUC and a 14.5% increase in MCC over the baseline, which excludes textual data. Again, the SVM on these data gives similar results: AUC=0.758 and MCC=0.356. As the loss function for the SVM is non-differentiable and thus more difficult to optimize in general, we only applied logistic regression to our proposed SLE in the rest of our experiments. For SLE, we determined which of our proposed methods was the most effective for estimating new/test data. We evaluated SLE using both average KNN (Equation 4) and weighted KNN (Equation 5) while varying the number of nearest neighbors. We maintained the dimensions of l=20, at the optimal level from unsupervised Laplacian Eigenmaps. The AUC and MCC results are shown in figure 3 . The results indicate that both the average and weighted average KNNs outperform unsupervised Laplacian Eigenmaps. Weighted KNN is consistently more effective than average KNN and achieves its highest performance at five nearest neighbors. Figure 3 indicates that the highest performance of weighted KNN was AUC=0.782 and MCC=0.374, whereas average KNN achieved AUC=0.771 and MCC=0.357. The improvement is statistically significant (p<0.05). The remainder of the evaluations for SLE used weighted five nearest neighbors.
Having determined the optimal number of dimensions and nearest neighbors for SLE, we compared the performance with the alternative unsupervised and supervised methods. Each method was tuned for optimal performance and varied in the number of dimensions. The term-document matrices used the TF-IDF weighting. The results of the comparison are shown in figure 4 . As illustrated in the graphs, the maximal performance is dependent on the number of dimensions and metrics. SLE and LSI collectively capture the highest performance for both metrics for almost the entire range of l. Note that the unsupervised methods have an advantage by not estimating embedding of textual predictors for test data. LSI outperforms SLE for very low dimensions (≤17 for AUC and ≤15 for MCC), but SLE outperforms LSI for higher dimensions. When LSI estimates embedding of test data in the same manner as presented in this paper, LSI achieved AUC=0.751 and MCC=0.349, a loss of 0.031 and 0.011, respectively. LDA is consistently the lowest performing method, while LFDA is almost consistently the third highest performing method. LFDA is the highest performing on both metrics for extremely low dimensions (≤3). The highest performance of each method for sensitivity, specificity and likelihood ratios is included in table 4. SLE showed an increase of 8.16% in AUC and 20.6% in MCC over the baseline excluding the textual data, and a 2.69% and 5.35% increase in AUC and MCC, respectively, over unsupervised Laplacian Eigenmaps.
In table 4 , we also show the results of the significance test (t test). In particular, the bold numbers indicate that the improvement in SLE over the corresponding baseline is significant at p=0.05. We can see that the improvements are statistically significant in most cases. 
DISCUSSION
Developing new techniques to leverage textual data in diagnostic aids is important for improving patient care. Physician and patient notes often contain critical predictive information, such as pertinent patient history and chief complaints. As illustrated by our results, augmenting diagnostic aids with textual data can substantially increase performance. These improvements have a direct effect on improving resource utilization and patient outcomes. Our unique method simultaneously allows a base learner to learn its parameters and discover the supervised lowdimensional representation of textual data.
An advantage of our method is that it abstracts away from a specific base learner. Our implementation requires the base learner to be differentiable in Θ and X e , but still provides a large amount of freedom to select the base learner that is most advantageous for the dataset. This approach has many advantages over a method that fully integrates textual dimensionality reduction with a specific classifier.
Our evaluation indicates that the SLE method is effective for diagnostic aids in pediatric cardiology. Our method outperformed the alternative methods in terms of AUC, MCC, and likelihood ratio positive. LSI was clearly the most effective alternative and achieved a performance that was similar to, but lower than, SLE. It is interesting to note that LSI outperformed SLE for very low dimensions. LSI likely achieves higher performance at low dimensions because the projections that maximize the sample variance are also correlated with high predictive information in our dataset. While LSI is able to outperform SLE for low dimensions, SLE ultimately produced more optimal embedding by incorporating the response variable.
A key area that differentiates SLE from the LSI approach is the trade-offs that LSI faces between performance and speed. LSI obtains a nearly comparable performance to our method using an unfair advantage of explicitly calculating the embedding of the test data points. This advantage is also a limitation, which forces the method to 'recompute' or update 27 the SVD and retrain the learner for new data. As an alternative, the LSI approach could reduce its complexity by sacrificing performance and estimate the embedding of new data points. When LSI uses the method presented in this paper to estimate data, SLE easily outperforms LSI, as it incurs a loss of 0.031 AUC.
There is a limitation to the implementation of our method; the proposed objective function is very sensitive to the value of λ. As a solution we proposed an alternative optimization method that initializes λ to the solution of unsupervised Laplacian Eigenmaps. Although this may not be optimal, it was sufficient in practice. Alternatively, λ may be found through an incremental process that selects the value that leads to the highest generalized performance. Despite this limitation, the potential improvement accrued by incorporating low-dimensional representations of textual data into diagnostic aids is evident. The use of the SLE method is an effective way to incorporate textual data with a base predictor.
CONCLUSION
The unstructured nature of textual data presents a unique challenge for diagnostic aids to effectively integrate. While many traditional machine learning techniques fail to incorporate text, these data may contain rich predictive information. As a solution, we used an SLE method to embed textual predictors into a low-dimensional Euclidean space. Improving machine-learningbased diagnostic aids is a key element in improving patient outcomes.
Our primary contribution is a supervised method that simultaneously uses dimensionality reduction to integrate text with traditional vector space data and learn a predictor's parameters. The advantage of supervised dimensionality reduction is the construction of an embedding method designed for a specific task. Our evaluations, using a pediatric cardiology dataset, indicate that our method outperforms supervised and unsupervised methods such as unsupervised Laplacian Eigenmaps, LSI, LDA, and LFDA for both AUC and MCC. However, LSI was the most competitive alternative to SLE, even outperforming it for very low-dimensional representations (≤17). However, when LSI no longer has an unfair advantage and estimates embedding of test data points, SLE easily outperforms LSI. Our method extends to other unstructured or high-dimensional data that can be effectively represented by a similarity matrix. Our evaluation clearly demonstrates the potential and importance of incorporating textual data into diagnostic aids, especially the effectiveness of our method for relatively short textual data. Further research on this topic is essential to reforming healthcare and improving outcomes.
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