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Abstract
Modeling the Mechanical Behavior and Shock Propagation of Metallic and
Nanocomposite Materials
By
Pouya Shojaeishahmirzadi
Dr. Mohamed Trabia, Examination Committee Chair
Associate Dean for Research, Graduate Studies & Computing
Dr. Brendan O'Toole, Examination Committee Co-Chair
Professor of Mechanical Engineering
University of Nevada, Las Vegas

Evaluating the materials properties under different loading conditions is critical in
various industries. Compared to quasi-static loading, predicting the behavior of structures
under dynamic loads is more challenging. In this work, we will address multiple problems
with strain rates varying from quasi-static to hypervelocity conditions. Computer
simulation is increasingly used in the design and evaluation phases to improve the
efficiency, cost-effectiveness, and flexibility. However, verification and validation of each
simulation is necessary. Experiments are performed in all topics and the computational
models are validated by comparing with the experiments.
One of the most common types of connections in structures is the bolted joints. As
bolted structures exhibit multiple nonlinearities such as material behavior, initial bolt
tightening, and friction, it is necessary to evaluate how bolted connections affect the shock
propagation under the impact conditions. In this work, computational approaches are
developed for predicting shock transmission through a bolted joint structure subjected to
drop-weight impact loading.
iii

While the coatings have been shown to enhance the performance of various
components, the mechanisms of these enhancements are not well understood. One of
the problems regarding the use of nanocomposite materials in structures is the lack of
specific formulations for obtaining the material properties due to the limited ability to
conduct material characterization tests, similar to what can be done with bulk materials.
In addition, conventional analytical techniques are mostly not applicable for composite
materials. The numerical techniques have shown promising results in identifying the
material properties of the composites, once combined with the experimental studies.
In this work, a multi-scale simulation approach is developed to determine the material
model and characteristics of a Ti/SiC Metal Matrix Nanocomposite (MMNC) coating: a
meso scale model and a micro scale finite element model. The material model obtained
from the meso-scale study will be used in the micro-scale simulation of the microindentation testing under various loads. The indentation results and the MMNC coating
material model parameters will be evaluated by comparison with the experimental results.
As the literature failed to identify the mechanical characteristics of this type of coating
under high strain rates, the effect of this coating on enhancing the hypervelocity impact
resistance of titanium substrate was studied. The experiments were conducted using a
two-stage light gas gun with projectile velocities ranging from 3.7 to 5.4 km/s. A Smoothed
Particle Hydrodynamics (SPH) computational approach was developed to supplement
the experimental studies in evaluating the appropriate material model for the MMNC
coating. The resulting SPH model can be used for parametric studies.

iv

Two-stage light gas guns accelerate projectiles at high velocities of multiple kilometers
per second. These guns are used in many applications including experiments to
understand the response of spacecraft and satellite structural components when
impacted by orbital debris. Obtaining a specific projectile velocity can be challenging due
to many uncertainties. Therefore, most gas guns depend on the expertise of operators to
estimate the mass of projectile, mass of main charge, the propellent gas type, the piston
mass, and the pump tube (PT) pressure. This uncertainty leads to multiple and costly gas
gun experiments to achieve a certain projectile velocity.
This study aims to account for the uncertainties associated with two-stage gas guns.
A dataset of 211 tests conducted at the UNLV two-stage gas gun with 0.22-inch caliber
was used. Feature selection was performed and the most critical features were selected
to train the Machine Learning models. The projectile velocities from each observation
(experiment) were used as the dependent variable (target) to produce training samples.
Different regression techniques were evaluated. The predicted projectile velocities were
then tested using the unused experimental dataset to verify the effectiveness of the
models and to select the most accurate one. Among the tested models, the Random
Forest model showed the best performance with R-Squared value above 93 %. The
results showed that combining the experimental studies and Machine Learning can
predict projectile velocities, saving time and cost of experimentation.
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Chapter 1: Shock Propagation through a Bolted Joint Structure
under Impact Loading
1.1

Introduction

Most structures are made of assemblies that are held together using various types of
connections. A bolted connection is one of the most common types of fastening. In the
aerospace, construction, and automotive industries, understanding the behavior of bolted
structures under dynamic loading is vital [1]. During impact, bolted joints may be
subjected to various levels of shock waves. Shock transmission through bolted joints can
affect the survivability of critical components, due to changes in stiffness and damping.
Interfacial contact resistance between bolt assembly components is considered as the
primary source of energy dissipation in the structures [2].
Several factors affect the dynamic response of bolted joints, including the impact
energy, bolt tightening (pre-tension), damping within the joint components, position of the
joint with respect to impact location, nature of bolted components, etc. In many cases,
experimental testing can be expensive and inconclusive. Therefore, there is a need to
develop numerical models as well that can predict the behavior of bolted joints under the
impact loading.

1.2

Literature Review

A brief review of some of the research conducted in this field is presented below. The
literature review has been presented in three different categories. Those studying the
problem experimentally, analytically and numerically, specifically by applying finite

1

element methods to study the bolted connections under different loading conditions. Also,
some researchers have provided review on different challenges through modeling and
studying the bolted joints.
1.2.1 Experimental Studies
Some researchers have conducted experimental testing to study the bolted
connections. For example, Karpanan [3] studied on three different cases of bolted joints:
a bolted lap joint on a cantilever beam subjected to low impact forces, a hat-section
connected to a small plate, and two bolted hat sections. The low and high energy loading
was applied using impact hammers and an air gun, respectively.
Fransplass et al. [4] performed tensile tests on threaded assemblies at various strain
rates. A servo-hydraulic test machine, and a Split-Hopkinson tension bar were used for
low to medium, and high strain rates, respectively. The tensile strength and ductility of
materials were increased by increasing the strain rate. However, the hardness of the rod
did not vary by strain rate. Two failure modes were observed, i.e. bolt failure and bolt
thread stripping. They found that the length of the engaging thread, the grip length, and
the strain rate had effects on the failure modes. A shorter grip length reduced the thread
shear area due to the necking occurring in the thread engagement length. They showed
that calculation of nominal tensile strength and nominal strain rate sensitivity of the bolt
needs considering the above parameters.
Chao et al. [5] applied hammer impact excitation on two different beams, a monolithic
beam without joint interfaces and a jointed beam with a typical shear lap joint to identify
the nonlinear effect of joint interfaces. To identify the effect of joints, the time-domain
responses of both structures were compared. Experimental modal analysis was further
2

used to obtain mode shape, frequency, and modal damping. The effects of joint interfaces
on structural modal properties were investigated. Their results showed that joint interfaces
played a critical role in dynamic response of assembled structure. The effective stiffness
and damping of the lap joint bolt were amplitude dependent.
Thota et al. [6] carried out impact testing on a lab-scale Aluminum made space frame
structure connected through bolted joints. The acceleration signals at various locations
were recorded. Grimsmo et al. [7] studied the effect of the length of the threaded bolt
shank within the grip on the failure mode of the bolt and nut. By conducting tension tests
on M16 bolts with different lengths, the researchers observed that the mode of failure
could change from thread failure to bolt fracture based on this length. Mersch et al. [8]
performed tension loading experiments on fasteners at both quasi-static and dynamic
loading rates. Somasundaram [9] carried out drop tower tests on a cylindrical bolted
structure and recorded the acceleration signals.
1.2.2 Analytical Studies
Some researchers studied responses of bolted joints under static, quasi-static, and
harmonic conditions analytically. For instance, El-Zahry [10] investigated the dynamic
response of a preloaded bolted joint subjected to harmonic excitation analytically. The
equations of motion of the joint were derived by using simple spring-mass system
analysis. Solutions for the joint response were obtained in the frequency domain in terms
of the force and motion transmissibility ratios between joint plates.
Esteban et al. [11] presented an analytical method to determine the energy dissipated
through joints and its relation to the localized actuation-sensing region. The structure used
for this analysis consisted of two beams connected with a bolted joint and having free3

free boundary conditions. Theoretical assessments were made using a wave propagation
approach. The Timoshenko beam theory was used to model the structure. Using the
equations of motion, the dynamic stiffness matrix was assembled in the frequency
domain. Then, the energy dissipated in the joint was modeled linearly using spring dashpot systems and nonlinearly using non-conservative friction clearance systems.
Cao and Bell [12] proposed a formula to calculate the bolt force caused by clearances
when the flange joint was under tension. They calculated the bolt force at joints with
different ranges of dimensions and bolt preloads and compared their analytical results
with the finite element analysis results. Finally, Gaul and Nitshe [13] studied the damping
mechanism and nonlinear behavior of frictional interfaces in joints.
1.2.3 Numerical Studies
In some cases, development of finite element codes has replaced the use of analytical
methods in designing structures with dynamic loadings [14]. Due to their ability to model
complex geometries and their user-friendly interfaces, engineers rely on these tools
increasingly. While finite element commercial packages are sophisticated, they lack the
tools to immediately model bolted joints. Without an accurate model, finite element
software users may tend to use over-simplified models to describe bolted joints, which
reduces reliability. Therefore, researchers have employed different approaches within
finite element analysis.
1.2.3.1

Bolted Joints Representation

Reid and Hiser [15] employed three different approaches in modeling the bolted joints
in slippage: rigid bolt and nut connected with a discrete spring element (DBC model), bolt

4

discretized with deformable solid elements with stress-based clamping (SBC model), and
deformable washer elements added to the second approach (SBC-DW model). They
observed that DBC model was only suitable for impacts in the slip direction of the joint.
For off-axis loading, the rigidity of the DBC model might give inaccurate results because
the bolt shaft could not deform or fracture. Although exceptional force-displacement
correlation was attained with the SBC-DW model, its use might be un- warranted in some
circumstances due to increased computational cost.
Vadean et al. [16] developed a two-dimensional axisymmetric numerical model
allowing precise calculation of the fastening bolts for very large diameter bearings
subjected to an overturning moment.
O’Toole et al. [17] considered five different approaches for modeling the bolt
pretension and studied their effect on dynamic response of bolted joints. Their
approaches included applying 1) force on bolt and nut; 2) force on bolt shank; 3)
interference fit; 4) thermal gradient; and 5) initial stress. The authors asserted that the
thermal and initial stress methods were the most suitable techniques for non-linear
dynamic problems.
Kim et al. [18] investigated four kinds of finite element models for modeling a structure
with bolted joints; a solid bolt model, a coupled bolt model, a spider bolt model, and a nobolt model. Pretension effect and contact behavior between flanges were considered.
They observed that the solid bolt model, modeled by using 3D solid elements and surfaceto-surface contact elements between head and nut and the flange interfaces, provided
the best accurate responses compared with the experimental results. Also, the proposed
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bolt model was adopted for a structural analysis of a large marine diesel engine consisting
of several parts which were connected by long bolts.
Williams et al. [19] developed finite element models of bolted joints that did not include
the threads and used simplified representations of the bolt head and nut geometry. Their
models produced results that conformed well to the experimental data. They found the
classical theory of bolted joints to over- predict the portion of the external load carried by
the bolt and was therefore pessimistic in terms of fatigue strength prediction.
Luan et al. [20] proposed a simplified nonlinear dynamic model in which the
mechanical properties of the joint were modeled by bi-linear springs. To illustrate the
dynamic behavior of bolted flanges, they developed a 2-dof mass–spring system.
Coupling of longitudinal vibration and transverse vibration was recognized, which was
interpreted due to the emergence of coupling elements in stiffness matrix. Their study on
the impact behaviors of the mass–spring system revealed that transverse impact excited
the coupling longitudinal vibrations, while longitudinal impact only excited longitudinal
vibrations. Furthermore, the longitudinal frequency was double the transverse one due to
the transverse impact. The experimental impact behaviors of a typical bolted flange
structure confirmed the existence of coupling response. Numerical solutions indicated
that the simplified nonlinear dynamic model could fit the test results in both longitudinal
and transverse directions.
Couchaux et al. [21] proposed a mechanical model for non-preloaded bolted
connections considering the contact interactions between the opposite flanges. Over the
contact area, the enhanced beam theory gave accurate estimations of the extent of the
contact zone, the contact stress distribution between the flanges and therefore the
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location of the prying force from which the bolt force could be evaluated. It was found that
the shape of the contact stresses distribution strongly depended on the ratio between the
length of the contact area and the flange thickness. A 3-D finite element model was
developed to validate the analytical analysis. A linear elastic model was adopted for steel.
A constant cross-section was considered over the bolt length considering the effective
cross area. Two types of contact elements were used: a) flexible contact elements
between the flange and the bolt head and b) rigid contact elements between the flange
and the fictitious flange. An isotropic Coulomb friction law was used to reproduce
sliding/sticking conditions between the flange and the bolt head. Friction was neglected
between the two flanges because of the symmetry. Analytical and numerical results were
in good agreement which demonstrated the validity of the proposed mechanical model.
As expected, simplified calculation methods were less accurate. They neglected the
influence of bolt preloading which had a significant influence on the elastic behavior of
bolted connections.
Mersch et al. [8] developed a numerical approach for modeling tension loading on
fasteners at both quasi-static and dynamic loading rates. The fastener was modeled with
two low-fidelity approaches – a “plug” of hex elements retaining the nominal fastener
geometry (without threads) and a “spot weld”, which incorporated similar geometry but
the fastener was sliced near its mid-plane to define a tensile load- displacement
relationship between the two exposed surfaces – to accommodate the use of these
modeling methods in a larger, more detailed finite element analysis. Both modeling
approaches were calibrated using quasi-static test data and then extended to the dynamic
analyses to compare with the analogous test results. The analysis accurately reproduced
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most acceleration time-histories observed in the dynamic testing but under predicted
failure, indicating the possible presence of strain rate effects that had been neglected in
the constitutive models. Therefore, the authors concluded that simple constitutive models
could not capture the apparent strain rate effects observed during testing.
1.2.3.2

Energy Dissipation Analysis

Gaul and Lenz [22] considered the effects of micro and macro-slipping on energy
dissipation within bolted joints. They studied the nonlinear influence of the connections
by the rapid decay of free vibrations of the assembled structure in two dimensions.
Kess et al. [23] conducted a study on the effect of stress distribution in bolted lap joints
on energy dissipation, and the plausibility of standard friction models to describe the
experimental phenomena. They asserted that the equivalent linear damping in a lap joint
was a function of the bearing area over which micro- slip could potentially occur.
Oldfield et al. [24] studied the friction phenomena taking place in a bolted joint
subjected to dynamic loading using a detailed finite element model of a bolted joint. For
a fixed bolt preload, increasing the torque applied to the joint region resulted in an
increase of energy dissipated per cycle. This was interpreted by an increase in the area
of the interface undergoing microslip, and also an increase in the duration that a given
region would be in its sliding state. As the amount of slippage per cycle increased, the
average dynamic stiffness of the joint reduced. At high bolt preloads, little sliding occurred
at the joint interface and the two components approached a rigid connection. In these
cases, far less frictional energy was dissipated across the joint interface.
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1.2.3.3

Quasi-Static Studies

Bahaari et al. [25] evaluated the stiffness and strength characteristics of steel bolted
end-plate connections loaded under pure bending moment using finite element analysis.
They claimed that amount of bolt preload did not affect the bolt force, and beam flange
force distribution at ultimate load. The bolt size, however, had significant effect on
mentioned parameters.
Semke et al. [26] studied the dynamic structural response of piping systems
experimentally and numerically to assess the influence of a bolted flange with an elastic
gasket. They found that the influence of an elastic gasket was minimal for dynamic
loadings. The complex interaction between the flange and gasket had little impact on the
dynamic structural response. The results showed that simple lumped mass pipe models
provided adequate information in assessing dynamic behavior of piping systems.
Blachowski and Gutkowski [27] performed a non-linear analysis of a telecommunication
tower with circular flange-bolted connections which were composed of two flanges,
welded to the structural tubes, and then connected together with pre-tensioned bolts. The
finite element analysis was performed for finding the connection stiffness in two cases.
The analysis which included contact and friction forces, showed that when joints were
under tension, the bolts were not only subjected to axial forces, but also to bending
moments due to the prying effect. The value of stresses caused by bending depended
strongly on the bolt pre-tension and flange thickness.
Grimsmo et al. [7] performed a finite element analysis along with their experiments on
effect of the threaded bolt shank length within the grip on the failure mode of the bolt and
nut. They perceived that at shorter shank length within the grip, necking of the bolt
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happened close to the nut. This resulted in thread failure, since it reduced the overlap
between the threads and the nut.
1.2.3.4

Overview of Challenges in Bolted Joints Studies

Some other researchers provided a review of challenges and problems dealing with
bolted joints. For example, Ibrahim and Pettit [28] provided an overview of the
uncertainties and dynamic problems dealing with bolted joints, including the
manufacturing tolerances of contact surfaces of bolts, non- uniform redistribution of the
initial forces in the presence of lateral loads, and the relaxation that joint preload
experiences that results in time variation of the structure’s dynamic properties. Also
Bickford [29] provided information about the design, behavior, misbehavior, failure
modes, and analysis of the bolts and bolted joints. He elaborated the significance of
proper bolt tension (preload) to the safety and reliability of an assembled joint.
1.2.3.5

Shock Propagation Analysis

Thota et al. [6] proposed a finite element approach by means of beam elements to
model shock propagation through a lab-scale Aluminum made space frame composed of
bolted members and compared the results with the experimental outcomes. Mattern et al.
[30] studied wave propagation in T shaped steel structures connected with spot welds
and impacted by a metal ball at the top. They evaluated the effect of stiffness-controlled
hourglass stabilization, and Rayleigh damping formulation on the force-displacement and
acceleration responses of the structure. They concluded that it might be often possible to
simulate lower frequencies with rather coarse meshes. Somasundaram et al. [31],
developed a model using a combined Lagrangian-SPH approach to predict the high
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impact shock propagation across the joint and the damage within the structure. The model
was able to produce acceptable results compared to the experimental data with a twostage light gas gun. Feng and Zhen [32] simulated the projectile penetration into a steel
target, and computed the stress distribution map using ball cartridge experiment, and the
overload curves. In this paper, the acceleration signals were obtained by the embedded
high-overload electronic solid recorder. Power spectrum was collected through FFT in
frequency-domain, as well as Wigner-Ville analysis and wavelet analysis in timefrequency. Nakalswamy [3] performed a finite element analysis including various factors
that affect the response of bolted joint structures to shock loading, such as damping,
preload, and intensity of impact load. The three cases were subjected to relatively low
levels of impact force: a simple cantilever beam with bolted lap joint, a flat plate bolted to
a hat-section, and two hat sections bolted together.
Guo et al. [33] studied the force transmission and vibration characteristics of bolted
flange joints under impact loading. They asserted that discontinuous interfaces lead to
distortion and dissipation of shockwaves. The damping rate of response was also
investigated, and higher frequencies of excitation were found to induce a large damping
rate.

1.3

Aims of the Study

Among the published literature, there are few numerical studies focusing on shock
propagation in bolted joint structures under medium impact loading. The aim of this work
is to better understand mechanical behavior of bolted joints and shock propagation under
impact loading with the aim of developing a set of recommendations.

11

A mass impacts a lid connected to the flange of a cylindrical fixture using four screws.
The impact results in a shock that propagates in the fixture through the bolts. The study
focuses on applying the best approaches in finite element to represent the mechanical
behavior of bolted joint structures as well as the shock propagation. The finite element
analysis employs three-dimensional configuration to capture the mechanical damage and
failure behavior more accurately. To reduce the computational costs, some assumptions
are used, e.g. exclusion of the railing, which guides the weight in the model. The
experiments are being used for numerical model verification.

1.4

Experimental Study

1.4.1 Drop Weight Tower
Experimental impact testing was performed using a Dynatup Instron 8250 drop-weight
tower, Figure 1. The drop height and weight could vary from 0.0508 m to 1.016 m and 2.5
kg to 45.3 kg, respectively. For this study, a drop weight of 4.5 kg was used.
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Figure 1. Instron Dynatup 8250 drop- weight tower [34].

1.4.2 Test Setup
The model of fixture used in this study is shown in Figure 2. The fixture was composed
of different components, including the base, guide, fixture body with flange, lid and bolts
[9]. The fixture was designed such that the shock load was transmitted through the bolts,
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which were subjected to tensile loading under impact. The four bolts were tightened such
that they were not subjected to plastic deformation in the pre-tension phase.
The purpose of the guide was to center the body and flange with respect to the drop
weight impact mechanism. The lid and flange were held together by four 8-18 screws.
The screws were made up of SS 304 material and the rest of the fixture was made up of
structural steel. The base had a 1/4- 28 threaded through hole at the center. A 1/4 - 28
screw was used to secure the load cell and base together.

Figure 2. Sectional view of the impact fixture.

The impactor holder and impactor were made of structural steel. The physical
properties of the impactor holder and impactor are presented in Table 1.
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Table 1. The physical properties of the impactor holder and impactor.

Physical Properties
Diameter (m)
Length (m)
Mass (Kg)

Impactor
0.0254
0.0254
0.10

Impactor Holder
0.0381
0.034
0.25

A Dytran 3200b accelerometer was used to measure the acceleration. The location
ensured that the accelerometer measured the acceleration only after the bolts were
loaded. The accelerometer mounted on the fixture is shown in Figure 3. The
accelerometer was connected to a data acquisition system through a Dytran 4103C signal
conditioner. The output of the signal conditioners was captured using a DL 750
oscilloscope.

Figure 3. Test fixture with accelerometer [35].
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PCB load cell Model 200M50, shown in Figure 4, was secured at the bottom of the
fixture base using a ¼- 28 screw. The load cell specifications are listed in Table 2.

Figure 4. PCB load cell [9].

Table 2. PCB load cell specifications [9].
Sensitivity
(±15%)
(mV/KN)

Measurement
Range (KN)

Maximum
Static Force
(KN)

Diameter
(mm)

Height
(mm)

Electrical
Connector

Mounting
Thread

22.48

222.40

333.60

53.90

19.00

10-32 Coaxial
Connector

¼ - 28
Thread
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1.4.3 Test Matrix
The drop height of the weights was changed to vary the strain rate on the bolts. The
test matrix for the drop weight tower experiments is listed in Table 3. Drop velocity and
impact energy are calculated using the equations (1) and (2),

𝑉 = √2𝑔ℎ

(1)

where V is the velocity, g is the acceleration due to gravity, and h is the drop weight.
1
(2)
𝐸 = 𝑚𝑣 2
2
where E is the kinetic energy, m is the mass, and v is the velocity.

Table 3. Drop tower test matrix.

1.4.4

Test

Drop Height
(m)

Drop Velocity
(m/s)

Kinetic Energy
(J)

Number of
Repetitions

1
2
3

0.05
0.254
0.508

0.99
2.23
3.15

2.20
11.18
22.32

3
3
3

Experimental Results

Fast Fourier transform analysis was performed on the acceleration signals to find the
main frequency components. A typical FFT analysis is shown in Figure 5. Based on the
frequency components, cut-off frequency was applied on the experimental signals. The
filtered acceleration signals of three tests with the drop height of 0.05m is shown in Figure
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6. As it is seen, the three test signals exhibit good repeatability, and start to decay at
almost 1ms.

Figure 5. FFT of acceleration signal [36].
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Figure 6. Filtered experimental acceleration signals.

Also, the plastic strain of the specimens was calculated by measuring the length of
the bolt before and after the experiment using equation
𝑙𝑓 − 𝑙𝑖
(3)
𝑙𝑖
where, e is the plastic strain, lf is the final length of the bolt, and li is the initial length
𝑒=

of the bolt. The average plastic strain at different impact velocities is shown in Table 4.

Table 4. Experimental average plastic strain at different impact velocities.

Impact Velocity (m/s)
0.99
2.23
3.15

Experimental Average Plastic Strain
(%)
0.13
0.45
1.16
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1.5

Finite Element Study

To simulate the physical experiments on the bolted joint structure described in the
previous section, finite element models are developed. LS-DYNA R8 Revision 95309 [37]
is used to run the simulations. All of the computations are done on a 64 GB, 48 cores
Linux server.
1.5.1 Model Development
The finite element model has the following components: weights, impactor holder,
impactor, target, target holder, fixture, and bolt-nut assembly. The geometry of the model
was created in SolidWorks 2018, meshed in Altair Hypermesh 2017 [38], and imported to
LS-PrePost as. k files. Computations were carried out on a Linux server with a total of 48
cores. Since the experimental setup had two planes of symmetry, only a quarter of the
entire setup is modelled, to reduce the size and duration of the simulation. The results of
different mesh densities are compared with the experimental results, in terms of the
plastic strain of the bolt and acceleration signals. The impactor, neighboring region on the
fixture cover, bolt head, shank, and nut had denser meshes compared to the other parts.
The time step for a reasonable description of the wave propagation in solids was
calculated using the following equation [35]:

𝑡 =

𝑙
𝑐
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(4)

where l is characteristic length of elements and c is wave propagation velocity in a 3Dcontinuum. The timestep of the simulations was 0.5 us, and the total simulation time was
3 ms.
1.5.2 Selection of the Bolt-Nut Assembly Model
Two models are developed to simulate the bolt-nut assembly. In the first model, the
bolt and nut parts are integrated (called IBN model hereafter), while the second model
includes the bolt and nut as separate parts (called SBN model hereafter). The IBN model
used a simpler model in terms of contact definitions and computational costs. On the
other hand, the SBN model had the potential to reproduce the interaction between the
interface of the bolt shank and the nut. Approximate element sizes of 0.3 mm were applied
to both models. A zoomed view of the fixture, bolt head, shank, and the nut are shown in
Figure 9. A clearance was applied between the bolt shank and the hole, as shown in
Figure 10. Table 5 also shows the number and approximate size of the solid elements
within each part of the model.
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Figure 7. Bolt and nut assembly in IBN model [36].

Figure 8. Bolt and nut in SBN model [36].

22

Figure 9. Close up of the bolt, nut, and surrounding regions in the SBN model.

Figure 10. Cross- section of bolt, nut, fixture with flange, lid, and impactor in the SBN model.

Table 5. Finite Element detailed mesh information.

Part Name

No of Elements

Weight
Impactor Holder
Impactor
Lid
Flange
Bolt
Nut
Base
Load Cell

6160
4561
9207
28561
20448
6232
1050
17694
1925
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Approximate
Element Size (mm)
2.95
2.7
0.78
0.73
0.79
0.34
0.46
2.8
2.7

1.5.3 Material Models
Choosing the appropriate constitutive relations, based on the characteristics of each
piece, is critical for accurate modeling. In this model, a Plastic Kinematic constitutive
material model is used for all parts except for the bolt and nut assembly. Since it has
already been observed that the parts, except for the bolt and nut, do not undergo large
deformations under this impact loading, a simple constitutive model could capture their
behavior [35]. A Simplified Johnson Cook model is used for the bolt and nut, as they
experience large strain rates.
In a Simplified Johnson Cook model, the flow stress is expressed as:
𝑛

𝜎𝑦 = (𝐴 + 𝐵𝜀̅𝑝 )(1 + 𝐶 ln 𝜀 ∗̇ )

(5)

𝑝 ) is the effective plastic strain, and (𝜀 ∗̇ )
Where A, B, C, and n are input constants, (𝜀̅̅̅

is the normalized effective strain rate. Failure occurs when the effective plastic strain
exceeds PSFAIL. The properties of the material models are shown in Table 6, where ρ is
density, E is Young’s Modulus, υ is Poisson’s Ratio, SIGY is Yield Strength, ETAN is
Tangent Modulus.
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Table 6. Constitutive material model properties used in FE analysis [9].

Property
LS-Dyna
Designation
𝒌𝒈
ρ(𝒎𝟑 )
E(𝑷𝒂)
υ
SIGY(𝑷𝒂)
ETAN(𝑷𝒂)
A
B
n
C
PSFAIL

Plastic
Kinematic
Model

Simplified
Johnson
Cook
Model

MAT 003

MAT 098

7850
200E9
0.3
4E8
9.03E7
-

7850
200E9
0.3
3.1E8
1E9
0.65
0.07
0.28

1.5.4 Definitions of Boundary Conditions, Contact, and the Bolt Preload
Boundary conditions are assigned to reflect the quarter symmetry of the finite element
model, Figure 11. The lower surface of fixture is fixed. Compared to the experiment, in
which the weights have a free fall motion from the drop height toward the target, in
simulation, the weights have initial velocities. The bolt preload results in compression of
the clamped parts before the impact loading. Neglecting the effects of bolt pretension
could cause inaccuracy of shock propagation through the finite element analysis.
Therefore, the tensile bolt load caused by the tightening torque is included in the
simulation by applying coefficient of thermal expansion on the bolt shank through
“Thermal Expansion material model (MAT_000)” and “Thermal Load Curve”. Automatic
Node-To-Surface and Automatic Surface-To-Surface contact definitions are used for the
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interfaces between the parts. To capture the shear thread failure behavior, contact
between the shank and nut surfaces is defined by Automatic Surface-To-Surface
Tiebreak contact. The shear failure stress (SFLS) criterion of this contact is defined. Once
the shear stress between these two parts is greater than the defined SFLS, tie contact
breaks and separation of shank and nut occurs. A value of 200 MPa has been chosen for
SFLS based on an iterative process, as well as comparison with the experimental results.
All the contact definitions between different parts are summarized in Table 7.

Figure 11. Typical model boundary conditions.
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Table 7. Model contact definitions.

Contact Type
Automatic Nodes to Surface
Automatic Nodes to Surface

Definition
Top Surface of Flange and Bottom Surface of
Bolt Head
Top Surface of Flange and Bottom Surface of
Impactor

Automatic Nodes to Surface

External Surface of Bolt Shank

Automatic Nodes to Surface

Top Surface of Lid and Bottom Surface of
Flange

Automatic Nodes to Surface

Top Surface of Nut and Bottom Surface of Lid

Automatic Surface to Surface
Tiebreak

Grip Area of Bolt Shank and Interior Surface of
Nut Hole

Tied Nodes to Surface Offset

Top Surface of Impactor Holder and Bottom
Surface of Weight

Tied Nodes to Surface Offset

Top Surface of Impactor and Bottom Surface of
Impactor Holder

1.5.5 Acceleration Measurement
Acceleration is measured at four nodes corresponding to the accelerometer’s actual
location in the experimental setup, Figure 12. The acceleration signals of these four nodes
are averaged for the duration of the simulation.
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Figure 12. Accelerometer location in LS-DYNA model.

1.6

Results

Different stages of the simulation with impact velocities of 3.15 m/s are shown in
Figure 13 through Figure 16. Figure 13 shows the initial configuration. As the shock
reaches the bolt (0.6 ms), its tensile load increases, reducing the compression at the
clamped parts, Figure 14. The continued load eventually led to shear failure of the tie
contact between the neighboring nodes on the shank and nut (1 ms), Figure 15. The bolt
itself starts moving upward. The bolt and nut motion continued at 2 ms, as seen in Figure
16. At this stage, there is no physical contact between the weight, impactor, lid, and the
flange.
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Figure 13. Clamping of components by bolt in t=0 [35].

Figure 14. Tie contact between shank and nut starts to break at t=0.6 ms [35].
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Figure 15. Separation of nut from shank due to shear stress at t=1ms [35].

Figure 16. Complete separation of clamped components due to tiebreak contact of nut and shank
[35].

Selecting the appropriate cut-off frequency is critical in dynamic analysis of behaviors.
For instance, a comparison between the first 0.5 ms of experimental and finite element
acceleration signals in the case of impact velocity of 0.99 m/s is shown in Figure 17, while
the filter frequency is 100,000 Hz. The same signals filtered at 5000 Hz for 0.5 ms are
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shown in Figure 18. To capture the main frequency components of the acceleration
signals, FFT analysis is performed. Based on the identification of the main frequencies,
low-pass Butterworth filter of 8,000 Hz is used to filter the acceleration signal.

Figure 17. Comparison of filtered acceleration signal between FE and experiment (Filter=100,000 Hz)
[35].
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Figure 18. Comparison of filtered acceleration signal between FE and experiment (Filter=5000 Hz).

To study the effect of friction between the surfaces of the clamped parts on the shock
propagation, five cases were considered; the first case assumed completely smooth
frictionless surfaces between the flange and the lid, while the other four cases assumed
static and dynamic coefficients of friction ranging from 0.1-0.45 and 0.05-0.3, respectively
[39], [40]. The signals were measured at the accelerometer location. These signals were
filtered using a low-pass Butterworth filter with a cut-off frequency of 8,000 Hz. As seen
in Figure 19, the filtered accelerations were identical in all cases. Therefore, it was seen
that the friction between the parts did not contribute significantly in the shock propagation
pattern.
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Figure 19. Comparison of varying static and dynamic coefficients of friction within the finite element
model on the shock propagation [34].

1.7

Conclusion

The behavior of bolted joint structures under impact loading are complicated due to
multiple nonlinearities such as material behavior, initial bolt tightening, thread friction,
interaction between the bolts and clamped parts, damping characteristics, and
interference with the hole. In this work, a set of recommendations was developed for
computational approaches to predict shock transmission through a bolted joint structure
subjected to impact loading. In this study, a mass impacts a lid connected to the flange
of a cylindrical fixture using four screws. The impact results in a shock that propagates in
the fixture through the bolts. The proposed model includes factors that could affect the
transient response, including bolt tightening, bolt-nut interaction, and material models.
The simulation and experimental results are compared based on the damage of the bolts
and the shock propagation through the structure. Both acceleration time histories are
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filtered based on Fast Fourier Transforms (FFT) and then compared. The results showed
that a finite element model could be used to predict shock propagation through a bolted
joint experiencing impact loading and therefore, reduce the need for extensive
experimental testing. The proposed model was capable of capturing the slippery behavior
of the bolt. Bolt failure could be captured which is not possible by using either spider beam
or shell elements for the bolt head-nut, or spot weld beam elements for the bolt shank.
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Chapter 2: Identification of the Mechanical Material Model of a
Ti/SiC Metal Matrix Nanocomposite Coating Fabricated Using
Selective Laser Melting
2.1

Introduction

Dispersing nano-ceramic particles into a metal matrix can enhance many performance
aspects of the substrate, including the strength, temperature stability, wear, fatigue
resistance, and toughness ([41], [42], [43], [44], [45]). These characteristics have led to
the expanded use of nano-ceramic particles in various structural, aerospace, automotive,
and railway applications ([46], [47], [48]).
Titanium alloys are of a special interest to the aerospace industry because of their
outstanding mechanical properties, such as high strength-to-weight ratios, superior
strength [49], [50], and high fracture toughness and corrosion resistance [51]. In a
collaboration with colleagues at University of Nevada, Reno, the Selective Laser Melting
(SLM) technique was used to deposit a Ti/SiC MMNC coating to a Ti-6Al-4V substrate.
This MMNC coating showed surface hardness of about 700HV, which was about twice of
the commercial Ti-6Al-4V. It also resulted in a lower coefficient of friction and accordingly
the wear rate by 78.5%. This study aims to propose a methodology for identifying the
material model parameters of composite coatings using a combination of microindentation experiments and multi-scale simulation and also evaluate this methodology
in obtaining the parameters of the Ti/SiC MMNC coating.
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2.2

Literature Review

Different types of coatings have been proposed in the literature to improve the
performance of titanium alloys. For example, Guo et al. [52] synthesized three kinds of
laser boronizing composite coatings on titanium substrates by using powders of B, BN,
and B4C as starting materials. The three composite coatings had higher microhardness
and better wear resistance than pure titanium substrate. Further, Savalani et al. [53]
fabricated TiC reinforced titanium matrix composite layers by laser cladding with 5, 10,
15 and 20 weight percentages of carbon-nanotubes. In particular, Ti/SiC composites have
recently attracted attention because of their great potential in improving mechanical
behaviors. For example, Machethe et al. [54] deposited titanium with SiC-based cermet
for improved surface properties. Further, Singh et al. [55] synthesized composite coatings
using a mixture of Ti/SiC/C powders on a titanium substrate, which showed significant
potential for wear resistant surfaces. In an earlier study, a Ti/SiC Metal Matrix
Nanocomposite (MMNC) coating with 5% weight of SiC, was deposited on a Ti-6Al-4V
substrate. This coating exhibited a higher surface hardness, lower coefficient of friction,
and superior wear rate, compared to the substrate [56]. Additionally, it also improved the
hypervelocity impact resistance of the titanium substrates.
Different technologies exist for metal additive manufacturing, such as powder bed
fusion. During the powder bed fusion process, powder layers are repeatedly melted by
an energy source until a fully dense part is obtained [57]. The Selective Laser Melting
(SLM) technique, which falls into this category, has been used by some researchers. For
instance, a titanium diboride powder mixture was incorporated into a titanium substrate

36

by an SLM process [58]. In another study, micron-sized TiC particles were added to 316L
austenitic stainless steel using SLM [59]. In another research, tubes, with a wall thickness
of 500 μm, were made of 316L stainless steel using SLM technique [60]. This technique
was also used by Zhang et al. [56] to create a Ti/SiC MMNC coating.
While the coatings have been shown to enhance the performance of various
components, the mechanisms of these enhancements are not well understood, due to
the limited ability to conduct material characterization tests, similar to what can be done
with bulk materials. A common technique for testing thin film coating is micro-indentation,
where an indenter made of a hard material, typically diamond, is applied to the coating
under controlled displacement or force conditions [56]. The resulting deformation is then
recorded. While micro-indentation is mainly a hardness test [56], several researchers
have explored combining it with finite element techniques to predict the mechanical
properties of structures based on micro-indentation experiments. For instance, a finite
element model to simulate the micro-indentation process of an Al6061-T6 Aluminum alloy
was developed by Amiri et al. [61]. In this work, the indentation load–depth curves from
experimental tests and numerical analyses were compared to calibrate the plastic
behavior of the numerical model. Similarly, Iankov et al. [62] carried out finite element
simulations of micro-indentation to investigate the material properties of a thin copper film
deposited over a brass alloy (CuZn36) substrate, using a trial-and-error approach.
Additionally, a finite element analysis was performed by Iio et al. [63] to obtain the
modulus of elasticity and yield stress of a hollow-strut cellular material based on microindentation experiments.
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For modeling the composites made of materials with significantly different
characteristics and crystal sizes, researchers have developed various techniques, such
as meso-scale, and micro-scale modeling. In micro-scale modeling, the composite is
typically considered as a single transverse isotropic or orthotropic material [64]. In mesoscale modeling, the reinforcement and the matrix are modeled as separated entities. For
example, Ghasemi et al. [65] developed a computational model of an aluminum/silica
nanocomposite. They employed an elastoplastic material model, along with a ductile
damage model for an aluminum matrix, and a linear elastic model for nano-silica particles.
Further, Teng et al. [66] performed a multiscale simulation study on the cutting
mechanism of magnesium-based metal matrix composites reinforced with SiC
nanoparticles. Lepore et al. [67] developed a meso-scale model to study non-linear
fatigue propagation of multiple cracks in an aluminum metal matrix composite with silicocarbide fiber reinforcement. The material behavior of the aluminum was modeled by
means of Ramberg-Osgood equation, while linear material properties were used for the
reinforcing fibers.

2.3

Aims of the Study

As the literature failed to provide a general approach for identifying the material
models of composites, this work proposes a methodology for identifying the material
model parameters of composite coatings using a combination of micro-indentation
experiments and meso/micro scale simulations. Figure 20 summarizes the approach. The
proposed methodology starts with micro-indentation testing on the composite coatings.
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The testing can be either load-controlled or displacement controlled, however, the former
is preferred. The residual indentation depth values should be measured.
In the next stage, a unit cell of the composite coating is modeled including the metal
matrix and the reinforcement particle sphere suspended in the middle. As this approach
assumes that the reinforcement particles are distributed uniformly within the metal matrix,
the size of the unit cell is selected such that the volume fraction of the composite coating
is maintained. The appropriate material models should be selected for the reinforcement
particles and the metal matrix. A quasi-static uniaxial compression simulation is
performed by applying a vertical displacement to the top face of the matrix, and fully
constraining the bottom face. Several units with different sizes were tested and showed
stable results. The overall stress is then computed by dividing the measured load by the
cross-sectional area of the bottom surface. The overall strain is calculated by dividing the
displacement at the cube’s top surface by its initial height. The resulting stress- strain
curve of the composite coating is extracted from the meso-scale model.
The last stage includes developing an axisymmetric micro-scale finite element model
to simulate the micro-indentation experiments of the composite coating. The stress-strain
curve parameters obtained from the meso-scale model is incorporated into this microscale model. The plastic indentation depth results of the experiments and micro-scale
study are compared to validate the material model parameters of the composite coating.
As an example, application of this methodology in identifying the material model
parameters of a Ti/SiC Metal Matrix Nanocomposite Coating fabricated on a titanium
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substrate using the Selective Laser Melting technique is presented in the rest of this
chapter.

Micro-Indentation
Experiments
on the
Composite
Coating

Validation of
Material
Parameters by
Comparing the
Experimental and
Micro-Scale Model
Results

Meso-Scale Finite
Element Model of
Uniaxial
Compression

Incorporating
Material Model
Parameters in the
Micro-Scale
Modeling of the
Micro-Indentation
Experiments

Extracting Material
Model from MesoScale Finite
Element Model

Figure 20. Flowchart of the proposed methodology for identifying the material model parameters of
composite coatings.

The following is a brief overview of this chapter. Section 2.4 presents the materials
and methods, including the specimen preparation, and micro-indentation experiments
performed on both the Ti-6Al-4V substrate and Ti/SiC MMNC coating. The meso-scale
model of the Ti/SiC MMNC coating, and the micro-scale finite element model of the microindentation testing under various loads are presented in Sections 2.5 and 2.6,

40

respectively. Discussions are presented in Section 2.7, and finally, conclusions are drawn
in Section 2.8.

2.4

Materials and Methods

2.4.1

Specimen Preparation

We apply the proposed approach to the Ti/SiC MMNC composite coating deposited
by the SLM technique on a titanium substrate. As this particular coating is relatively new,
the literature review failed to identify the mechanical characteristics of this material. The
closest available material with documented stress-strain curves under various strain rates
is MMNC, with 35% SiC and 65% Ti by volume [68]. However, due to the large difference
in the SiC volume fraction between this material and the one used in the current research,
the results of [68] may not be readily applicable. Amiri’s procedure to obtain the material
model parameters require continuous loading and unloading curves which is not available
with the current instrumentation [61]. In addition, this technique requires several
indentation tests.
Pure titanium powder was mixed with 5% weight SiC nanoparticles. The average
sizes of the titanium powders and SiC nanoparticles were 45 μm and 40 nm, respectively.
A ball milling machine was used to combine the mixture for four hours without a protective
atmosphere. A layer of the mixed powder, with a thickness of 200 μm, was deposited on
the Ti-6Al-4V substrate, Figure 21. An IPG 500 W fiber laser was used to implement the
SLM procedure with laser power of 150W, and a height gauge was used to set the coating
thickness (200 µm), Figure 21. The SLM processing parameters, i.e. the laser power and
scanning speed, were selected to maintain the processing temperature lower than the
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melting temperature of nano-SiC. The microstructure characterization indicated that
nano-SiC was unaffected or only partially melted after laser processing.
The samples were cross-sectioned, polished and etched for 15 s. The scanning
electron microscopy (SEM), energy dispersive X-ray spectroscopy (EDS), and X-ray
diffraction (XRD) techniques were used to characterize the microstructure and to identify
the chemical and phase compositions, [56]. The Ti5Si3 and TiC phases, in addition to a
small amount of retained β-Ti were found in the MMNC coating. It was observed that a
typical bi-modal structure was formed, as the globular and dendrite grains are surrounded
by small equiaxed grains, which were formed due to the combination of presence of nanoSiC during the solidification process, which acted as a nucleation barrier for β-Ti, and the
decreased cooling rate during the SLM process. As the temperature further drops,
α’martensite is formed within the equiaxed grains. The EDS analysis results showed a
more than 90 wt.% presence of Ti within the globular and dendrite grains.
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Figure 21. (a) Preparation of the Ti/SiC MMNC coating on the Ti-6Al-4V substrate; (b) SLM system
and (c) Laser processed and unprocessed areas on the Ti-6Al-4V substrate.

2.4.2

Micro-Indentation Experiments

A Wilson Tukon 1202 Vickers hardness tester with a diamond indenter was used to
conduct the micro-indentation tests on the MMNC coated samples and titanium
substrates. The indentation process was load-controlled. A preload was applied for three
seconds before ramping up to the desired load for the specified dwell time. The indenter
was then pressed down, reaching the maximum load within seven seconds. The full load
was maintained for 10 seconds before reducing it back to zero in seven seconds. The
maximum depth of penetration was measured by the hardness tester. The indentation
was carried out at different loads: 100, 200, 300, and 500 gf. Each indentation test was
repeated three times with the same conditions. Typical images of the indentation
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impressions are shown in Table 8. The maximum penetration depths of the Ti-6Al-4V
substrates and MMNC coatings are summarized in Table 9 and Table 10, respectively.

Table 8. Indentation impressions on the Ti-6Al-4V substrate and Ti/SiC MMNC coating.

Load

100 gf

200 gf

300 gf

500 gf

Ti-6Al-4V
Substrate

MMNC
Coating

Table 9. Experimental plastic indentation depth results on the Ti-6Al-4V substrates.

Depth (µm)
Load (gf)
100
200
300
500

Test 1

Test 2

Test 3

Average

3.01
4.51
5.64
7.16

2.98
4.39
5.55
6.97

2.95
4.54
5.67
6.94

2.98
4.48
5.62
7.02
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Standard
Deviation (%)
1.0
1.8
1.1
1.7

Table 10. Experimental plastic indentation depth results on the Ti/SiC MMNC coating.

Depth (µm)
Load (gf)
100
200
300
500

Test 1

Test 2

Test 3

Average

2.00
3.24
3.96
5.40

1.94
3.09
4.08
5.29

1.94
3.21
4.19
5.33

1.96
3.18
4.08
5.34

Standard
Deviation (%)
1.5
2.5
2.9
1.1

It is seen that by adding 5% weight of nano-SiC, the plastic indentation depth and
corresponding hardness is improved. The following are two reasons: 1) the formation of
equiaxed grain; as the columnar grain growth during solidification is restricted by nanoSiC self-assembled at the liquid-crystal interfaces, leading to the physical restriction of
diffusion and the formation of equiaxed grains; and 2) the dispersion of nano-SiC in the
metal matrix which leads to the dispersion hardening effect and improvement in the
strength of the material.
2.4.3

Image Processing of the Experiments

To further characterize the coating material, image processing techniques were used
on the impression images to calculate t00he projected indentation area for each
experiment. First, the RGB images were converted to grayscale. Appropriate thresholds
(85 and 91 for Ti-6Al-4V substrate and MMNC coating, respectively) were applied on the
images to segment the projected indentation area. At this stage, the number of pixels
within the impression area was multiplied by the area of each pixel. The number of
segmented pixels and projected areas of the Ti-6Al-4V substrate and MMNC coating at
different load cases are summarized in Table 11 and Table 12, respectively. The
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processed images are shown in Table 13 and Table 14. It is noted that the sparse islands
around the indentation area were excluded from the area calculations.

Table 11. Calculated indentation projected areas of the Ti-6Al-4V substrate at different load cases
based on image processing.

100
200
300
500

Number of
Black Pixels

Scale
(µm/pixels)

Projected
Area (µm2)

4365
9665
14533
24648

0.24
0.24
0.24
0.24

255
564
848
1438

Table 12. Calculated indentation projected areas of the Ti/SiC MMNC coating at different load cases
based on image processing.

100
200
300
500

Number of
Black Pixels

Scale
(µm/pixels)

Projected
Area (µm2)

1749
3883
6057
10592

0.24
0.24
0.24
0.24

102
227
353
618
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Table 13. Comparison of experimental and image processed impressions of indentation testing on the
Ti-6Al-4V substrate. The images have been scaled up to make it easier to see the digitized geometry.
Ti-6Al-4V
Substrate

100 gf

200 gf

300 gf

500 gf

Experimental
Picture

Image
Segmentation

Table 14. Comparison of experimental and image processed impressions of indentation testing on the
Ti/SiC MMNC coating. The images have been scaled up to make it easier to see the digitized geometry.
MMNC
Coating

100 gf

200 gf

Experimental
Picture

Image
Segmentation
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300 gf

500 gf

2.5

Meso-Scale Modeling of the Ti/SiC MMNC Coating

As discussed in above, a meso-scale finite element model of uniaxial compression
was developed in LS-DYNA code. The unit cell of the Ti/SiC MMNC coating was modeled
as a Ti matrix with a 40 nm SiC sphere suspended in the middle [56]. This unit cell was a
157 nm cube, which was selected to maintain the SiC volume fraction of 6.88%, or a 5%
weight ratio.
A bi-linear plasticity model (MAT_024 – Piecewise Linear Plasticity) was used for
the Ti matrix [69], while a linear elastic material model (MAT_001 – Elastic) was used for
the SiC. The parameters of these material models are summarized in Table 15, where 
is density,  is Poisson’s ratio, E is modulus of elasticity, 𝜎𝑦 is yield strength, Etan is
tangent modulus, and 𝜀𝑓 is the failure strain. For the Poisson’s ratio and modulus of
elasticity of the SiC, the values reported in [70] were used in the simulations. The failure
strain range of the SiC was also reported in [71]. Tied Surface-to-Surface Contact was
applied between the sphere and the matrix. It means that there is no surface separation
under tensile load. A quasi-static uniaxial compression simulation was performed by
applying a vertical displacement of 10 nm to the top face of the matrix, while completely
fixing the bottom face. The meso-scale finite element model of the MMNC coating is
shown in Figure 22.
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Table 15. Material model parameters of Ti, SiC, and Ti-6Al-4V.

Ti
SiC
Ti-6Al-4V

𝒌𝒈
𝝆 ( 𝟑)
𝒎
4400
3210
4428



E (GPa)

𝝈𝒚 (MPa)

0.30
0.17
0.31

104.0
450.0
109.8

483
1098

Etan
(GPa)
0.46
0.69

𝒇 (%)
0.73-2.95
-

Figure 22. Meso-scale model of the MMNC coating, including the matrix cube and SiC reinforcement
sphere.

A mesh convergence analysis was performed, considering two cases with average
element sizes of 10 and 5 nm, respectively. The actual number of elements in each case
is summarized in Table 16. The maximum principal stress contours of the matrix and the
reinforcement parts of the models, with 10 and 5 nm element sizes, are shown in Figure
23. In both cases, the maximum strain in the SiC particle was about 0.35%, which is below
the failure strain of SiC [71]. The resulting overall stress-strain curves were extremely
close for both the 10 and 5 nm element size cases. However, since the model with the 5
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nm average element size was able to produce a more defined stress gradient distribution
for both materials, this element size was selected for the rest of the meso-scale studies.

Table 16. Characteristics of two different meso-scale models for the mesh convergence study.

SiC reinforcement
Ti matrix

Model with average
element size of 10 nm
432 Elements
3,112 Elements

Model with average
element size of 5 nm
3,416 Elements
25,432 Elements

Figure 23. Maximum principal stress contours in the middle section of the Ti cube and SiC sphere for
(a) 10 nm, and (b) 5 nm average element size. The units are in MPa.

To verify the results, the single cube model was used to build meso-scale models with
eight and twenty-seven SiC spheres. In both models, the spheres were uniformly spaced
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within the Ti matrix, while maintaining the same SiC volume fraction. These three models
are shown in Figure 24. The number of elements in these models are also summarized
in Table 17. The loading and boundary conditions were maintained like the single sphere
model. The resulting stress-strain curves were obtained in each case, as explained in
above. The overall stress-strain curves of the three models are shown in Figure 25. These
curves were almost identical, which showed that expanding the number of cells did not
change the resulting stress-strain curve. The resulting modulus of elasticity, yield
strength, and tangent moduli were 120.7 GPa, 1122 MPa, and 2.27 GPa, respectively.

Figure 24. The middle sections of (a) 1-sphere, (b) 8-sphere, and (c) 27-sphere models.

Table 17. Characteristics of different meso-scale model arrangements.

SiC reinforcement
Ti matrix
Total

1-sphere model
3,416 Elements
25,432 Elements
28,848 Elements

8-sphere model
27,328 Elements
203,456 Elements
230,784 Elements
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27-sphere model
92,232 Elements
686,664 Elements
778,896 Elements

Figure 25. Stress-strain curve for different meso-scale model arrangements.

To verify the elastic behavior, the resulting modulus of elasticity was compared with
the result of the Halpin– Tsai (HT) model, which is a well-accepted formulation for a
composite’s modulus of elasticity, Ec [72]:

𝐸𝑐 =

𝐸𝑚 (1 + 2𝑠𝑞𝑉𝑝 )
1 − 𝑞𝑉𝑝

(6)

where Em is the modulus of elasticity of the matrix; s is the aspect ratio of the
reinforcement; Vp is its volume fraction; and q is a parameter, which can be written as:

𝑞=

𝐸
( 𝑝⁄𝐸 ) − 1
𝑚

𝐸
( 𝑝⁄𝐸 ) + 2𝑠

(7)

𝑚

where Ep is the modulus of elasticity of the reinforcement. The parameters used in the
Halpin–Tsai model are shown in Table 18. These results show that the Halpin–Tsai
modulus of elasticity is almost identical to the result from the meso-scale study, 120.7
GPa.
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Table 18. Parameters used in the Halpin– Tsai (HT) model and the modulus of elasticity obtained
from the meso-scale study.

s

Vp

q

(HT) Model Modulus (GPa)

Meso-scale Model Modulus (GPa)

1

0.0688

0.5081

121.7

120.7

It may be of interest to compare the resulting bi-linear elastic plastic parameters with
the corresponding parameters of the MMNC with 35% SiC by volume [68]. As Table 19
shows, the difference in their densities is justified by the lower percentage of SiC in the
material under consideration. Similarly, the lower percentage of SiC nanoparticles with
high stiffness and rigidity results in lower E and Etan. On the other hand, the yield strength
of both materials is very close.

Table 19. Material model parameters of the Ti/SiC MMNC coating with 6.88 and 35% of SiC by
volume.

MMNC Coating with 6.88%
SiC by Volume
MMNC Coating with 35% SiC
by Volume [68]

𝒌𝒈
𝝆 ( 𝟑)
𝒎

E (GPa)

𝝈𝒚 (MPa)

Etan (GPa)

4356

120.7

1122

2.27

4002

186.0

1127

115
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2.6

Micro-Scale Modeling of the Micro-Indentation Experiments on the

Ti/SiC MMNC Coating
2.6.1 Problem Setup
As discussed in above, a micro-scale finite element model was developed to simulate
the micro-indentation experiments of the coated and uncoated specimens. To assess the
accuracy of the proposed approach, the finite element model was used to simulate the
titanium substrate experiments. The parameters used for titanium substrate were also
obtained from ref [73]. This model used a bi-linear material model with the parameters
obtained from the meso-scale study for the coating. A 2D axisymmetric finite element
model was developed to enable use of an extremely fine mesh in the contact region.
Simulations were performed in the LS-DYNA R 9.0 explicit code [74], using a massively
parallel processing (MPP) computer with 768 processors.
Figure 26 shows the mesh used for the indenter and the coating, or substrate. As
was observed in Section 2, the maximum indentation depth was 7 m, which was
significantly smaller than the coating thickness (200 m). Therefore, a smaller thickness
(70 m) was considered for both the coating and the substrate models to reduce the
computational load of the simulations. Additionally, since the majority of indentation
occurred immediately below the indenter, a radius of 100 m was found to be sufficient
to capture the stress and strain fields completely. Following [75], the Vickers indenter was
modeled as a cone with an angle of 70.3°, which ensured that the indenter model had the
same contact area of the actual square-based pyramid indenter. The height of the
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indenter was chosen as 22 m, which was large enough to induce the maximum
penetration, while not becoming completely embedded within the coating or substrate.
This height corresponds to a 58.6 m radius at the base of the indenter. Following [76],
the tip of the finite element indenter model was blunted with a flatness of about 0.8 µm to
avoid computational instability due to the mesh tangling below the indenter tip. Since
indentation was localized around the tip of the indenter, a refined mesh, with an average
element edge length of 0.25 m, was applied to a 35 m square that laid immediately
below the indenter. This area was surrounded by two bigger zones with average element
edge lengths of 0.5 and 1 m, respectively. Similarly, the indenter was modeled using
elements with edge lengths of about 0.25 m. In total, the model had 42,516 four-node
axisymmetric elements. A mesh convergence study was conducted to ensure that the
results of this mesh were acceptable. To this end, elements with edge lengths of 0.2 and
0.3 µm were tested for the densest area, the one immediately below the indenter. The
three models yielded close results.
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Figure 26. Axisymmetric models of the MMNC coating, and indenter: (a) Complete model; and (b)
Zoomed view of the contact area.

The boundary conditions were applied along the centerline of the indenter and
specimen and the bottom surface of the specimen by fixing the horizontal and vertical
axes, respectively. It has been observed that the diamond indenter has a very low
coefficient of friction [77], [78]. Therefore, different static and dynamic coefficients of
friction between the specimen and the diamond indenter, ranging from 0 to 0.4, were
applied to the Automatic Surface to Surface Contact. Varying the coefficient of friction did
not produce any significant difference in the indentation depths of the specimens, as seen
in [79]. Therefore, frictionless contact was used in the simulations.
Similar to the experimental procedures, load-controlled indentation was applied in the
simulations. Attempting to model the micro-indentation based on its actual time would be
computationally prohibitive. Following the example of other researchers, e.g., Wang et al.
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[80], who performed a surface micro-indentation simulation of a ceramic coating with the
finite element method, with a timescale in the order of nanoseconds, the simulations of
micro-indentation testing were performed over an extremely short timescale. In this study,
a smooth step load curve was applied to the indenter for a smooth transition in both the
loading/unloading regimes. The durations of the load curve phases were as follows: rise
of 7 µs, plateau of 10 µs, fall of 7 µs, and zero phase of 3 µs. A linear material model was
used for the indenter, with the following properties: density of 3500 (kg/m 3), Poisson’s
ratio of 0.20, and modulus of elasticity of 1050 GPa [81]. Material models of the coating
is also listed in Table 19, respectively.
2.6.2

Results of the Micro-Scale Simulations

The pressure between the indenter and the coating in the axisymmetric model was a
similar order of magnitude to what was observed in the meso-scale study, which justified
using the material model obtained from the meso-scale in the micro-scale simulations. It
was observed that the stress was uniformly distributed in both the substrate and coating
models, Figure 27. Similarly, no stress wave reflection at the boundaries was visible
during the simulations. In addition, no oscillations were observed in the load-indentation
depth curves, Figure 28. The energy balance was also monitored during the simulations,
indicating that the kinetic energy was negligible compared to the internal energy. These
observations showed that the model was reliable in simulating the micro-indentation
process.
To help understanding the interaction between the indenter and the material,
Figure 28 shows the load-indentation depth curves of the substrate and coating for the
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case of a 500-gf maximum load. In this figure, the maximum and plastic indentation
depths are defined as hm and hp, respectively. The results show that the coating has a
higher slope in both the loading and unloading curves, as compared to the substrate,
which is an indication of its increased hardness.

Figure 27. Equivalent stress contours of (a) Titanium substrate model, and (b) MMNC coating model
at 500-gf peak load. The indenter has not been shown for clarity purposes. The units are in MPa.

Figure 28. Numerical load-depth curves of the Ti-6Al-4V substrate, and MMNC coating models with a
500-gf maximum load.
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The resultant displacement fields of the MMNC coating with a 500 gf maximum load
are shown in Figure 29. As expected, most of the deformation due to indentation occurred
immediately under the indenter, with the indented material mostly conforming to the
shape of the indenter. Once the load removal was completed, some deviation was seen
with respect to the indenter. In fact, the rebound was not uniform along the edge of the
impression, Figure 29 (c).

Figure 29. Resultant displacement fields of the MMNC coating with a 500-gf maximum load (a) at the
peak load, (b) after detachment of the indenter and the coating, and (c) at the zoomed indentation area,
after detachment of the indenter and the coating. The units are in mm.
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2.7

Discussion

As the MMNC coating involves nano-SiC particles, the size effects become important
due to the interaction of geometrically necessary dislocations in the Ti matrix with these
particles. To validate the material model parameters used in the developed axisymmetric
micro-scale models, the average plastic indentation depth (hp) values of multiple elements
immediately below the indenter were compared with the experimental results for both the
Ti-6Al-4V substrate and MMNC coating, as shown in Table 20 and Table 21, respectively.
Both the substrate and coating models resulted in slight plastic depth overestimations.
On average, the substrate and coating models overestimated the plastic depths by 2.94%
and 4.99%, respectively. This showed that the meso-scale model which used local
plasticity model for the Ti matrix resulted in accurate results.

Table 20. Comparison of experimental and simulation plastic indentation depth results of the Ti-6Al4V substrates.

Depth (µm)
Difference
(%)

Load (gf)
Experiment

Simulation

100

2.98±0.02

3.04

2.01

200

4.48±0.06

4.61

2.90

300

5.62±0.05

5.83

3.74

500

7.02±0.10

7.24

3.13
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Table 21. Comparison of experimental and simulation plastic indentation depth results of the Ti/SiC
MMNC coating.

Depth (µm)
Difference
(%)

Load (gf)

2.8

Experiment

Simulation

100

1.96±0.03

2.05

4.59

200

3.18±0.06

3.33

4.72

300

4.08±0.09

4.27

4.66

500

5.34±0.05

5.66

5.99

Conclusion

Applying a Metal Matrix Nanocomposite coating can enhance surface quality of a
substrate. To optimize surface characteristics, identification of the coating material model
is necessary. This work proposed a methodology for identifying the material model
parameters of composite coatings using a combination of micro-indentation experiments
and meso/micro scale simulations. Afterward, we identified the mechanical material
model of a Ti/SiC MMNC coating on a Ti-6Al-4V substrate using the proposed
methodology. The coating was fabricated using the SLM technique, with a 5% weight of
SiC nanoparticles and a 95% weight of titanium. The micro-indentation tests affirmed that
the MMNC coating was functional in reducing the indentation depth of the Ti-6Al-4V
substrate. On the average, the MMNC coating reduced the micro-indentation plastic
depth by 28.6%, as compared to the Ti-6Al-4V substrate, which indicates that the Ti/SiC
MMNC coating is a promising material for many applications, especially those associated
with aerospace industries. The process of indentation was modeled using finite element
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simulations. This approach indicated that the Ti/SiC MMNC coating behaves as a bi-linear
elastic plastic material model. The results of this single unit model were duplicated when
8 and 27 units were used. It was seen that the cubic cell models of spherically shaped,
and uniformly distributed SiC particles performed realistically. These material model
parameters were incorporated in an axisymmetric micro-scale study of the experiments.
The experimental and simulation results confirmed that the use of SiC nanoparticles
enhances surface characteristics.
It was seen that the proposed approach including the combination of experimental
and simulation techniques was effective in capturing the post-indentation behavior of the
Ti/SiC MMNC coating. This approach can be used for studying the response of coatings
with different combination of reinforcement geometry and volume fraction. The proposed
simulations can also be used for parametric studies to customize MMNC coating with
specific characteristics such as hypervelocity impact resistance [82], [83].
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Chapter 3: Enhancing Hypervelocity Impact Resistance of
Titanium Substrate Using Ti/SiC Metal Matrix Nanocomposite
Coating
3.1

Introduction

Micrometeoroids and orbital debris traveling at speeds of several km/s pose serious
risks to spacecraft. The probability of perforation due to the hypervelocity impact of
micrometeoroid and orbital debris has been reported in the literature [84], [85], [86], [87].
A one-centimeter radius metallic debris particle can produce energy equal to a collision
with a half-a-ton mass car moving at a speed of 100km/h [88]. Even if a full penetration
is not occurred, various forms of damage, including cratering and spallation can be
caused [89]. As an example, an ISS Cupola window was recently damaged by an
apparent micrometeoroid impact [90].
Titanium alloys exhibit outstanding properties, such as high strength-to-weight ratios,
high corrosion resistances, and high melting points [91], [92], which make them suitable
for aerospace industry. The performance of titanium alloys can be enhanced by
incorporating them within composite structures for various engineering applications [93],
[94], [95]. In these applications, titanium is typically used as the substrate.
The Ti/SiC MMNC coating has already shown its capability in enhancing the hardness
and surface properties of the substrate. It also improved the plastic behavior of the
substrate by reducing both the indentation depth and areas at loads ranging from 100 to
500 gf. However, to obtain a more comprehensive understanding of the coating behavior
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under different strain rate phenomena, this study aims to quantitatively evaluate its effect
on improving the resistance of substrates at high strain rate events such as hypervelocity
impacts. In addition, the damage behavior of both the uncoated and coated specimens in
hypervelocity impacts ranging from 3 to 5.5 km/s will be studied.

3.2

Literature Review

The following is a brief overview of research in applying different types of coatings on
the titanium substrate. Guo et al. [52] synthesized a laser boronizing composite coating
on a titanium substrate. They evaluated the friction and wear behavior under dry sliding
conditions, concluding that the coating had higher microhardness and better wear
resistance than a pure titanium substrate. Selvan et al. [96] synthesized TiB/Ti3B4/Ti2N
composite coatings on a Ti–6Al–4V alloy by laser boronizing. Their work showed that
composite coatings increased surface hardness by a factor of five to six. Stephens et al.
[97] reported dramatic improvement in specific strength, or the strength-to-density ratio,
of a 40% volume SiC/Ti3Al composite, over conventional super alloys. Khanmohammadi
et al. [98] developed a hybrid nanocomposite coating of Bioactive Glass-Hydroxyapatite
on titanium substrate to improve mechanical properties and coating adhesion strength.
Zamulaeva et al. [99] applied a protective layer onto the surface of a titanium substrate
using a pulsed electrospark deposition technique with Cr2AlC electrodes. The coatings
showed high wear resistance and friction coefficients of 0.6 and 0.4 at 25 and 700 °С,
respectively. Additionally, the effectiveness of a Ti/SiC Metal Matrix Nanocomposite
(MMNC) coating on the Ti-6Al-4V alloy substrate has been shown to improve the
hardness and wear resistance [56], [100].
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Smoothed particle hydrodynamics (SPH) is a meshless Lagrangian numerical
method, in which the discretization of mass is realized using free particles interacting to
each other based on the laws of mass, momentum, and energy conservation [101].
Generally, meshless models do not suffer from the mesh distortion that can occur in
Lagrangian models under large deformation. Therefore, meshless models can increase
the accuracy of simulations under hypervelocity impact conditions [102]. SPH was initially
used to simulate astrophysical phenomena, [103], [104], [105], [106]. More recent
research showed that SPH can also model problems in which parts experience large
deformations and transient dynamics, such as hypervelocity impacts. The following is a
brief overview of research in which SPH was used to model hypervelocity impacts.
Livingstone et al. [107] developed a numerical model using the SPH technique to predict
the fragmentation of metallic projectiles at impact velocities of 3.6 km/s and 4.5 km/s.
Wen et al. [108] developed a 2D axisymmetric SPH model to estimate the geometric
features of the wave front in the hypervelocity impacts of projectiles into thin flat targets.
O’Toole et al. [109] compared the Lagrangian-based SPH and the Eulerian-based CTH
computational techniques to simulate the hypervelocity impact experiments of A36 steel
target plates with a velocity range of 4.5-6.0 km/s. Roy et al. [110] also used SPH
technique to simulate hypervelocity impacts ranging from 5.1 to 5.4 km/s. Their SPH
results agreed well with their experimental results in terms of damage parameters.
Various researchers have proposed approaches to enhance the mechanical
characteristics of structural components. For example, some studies have investigated
metal matrix composites [111], [112], while others have studied reinforced titanium
nanocomposites [113], [114], [44], [42]. In particular, some researchers have studied
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impact problems, as it has been shown that materials behave differently under extreme
loads. Different approaches were proposed; for example, Sarkeeva et al. [115] tested
multilayer laminates comprising thirteen layers of Ti–6Al–4V alloy under impact bending
tests to determine the influence of the interface’s location on the laminates’ mechanical
behavior. Alonso et al. [116] studied the high-velocity impact problem of a low-mass
projectile on woven composite plates, and provided criteria for considering the laminate
as either thick or thin, based on the ratio between the target thickness and projectile
diameter. Gregori et al. [117] developed analytical and numerical models to simulate the
perforation of pure alumina single tiles and multilayer Al2O3-Kevlar 29/epoxy composite
targets under high-velocity impacts by small-caliber projectiles.
Some researchers have focused on the effect of coating on the improvement of
hypervelocity impact resistance. Ramesham et al. [118] used the chemical vapor
deposition technique to grow a polycrystalline diamond thin film over a silicon substrate.
They performed a feasibility test on the possible applicability of diamond-like carbon thin
films against an artificially simulated hypervelocity impact of micrometeoroid particles.
Wells [119] conducted a series of tests on coated thermoplastic films at cryogenic and
elevated temperatures at velocities between 5 and 12 km/s. Hillier et al. [120] produced
metal-coated low density aggregate silicate dust particles for use in hypervelocity impact
experiments. Xue et al. [121] applied a SiC coating on carbon/carbon composites to
determine the effects of 2 km/s and 3 km/s hypervelocity impacts on the ablation behavior
of the coated composites. Li et al. [122] performed some hypervelocity impact testing on
carbon fiber reinforced SiC-matrix composites. They observed that the diameter of the
penetration hole increased with increasing impact velocity. Additionally, a lower
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temperature induced a smooth fracture, and decreased the diameters of the damage
zone, fragments, and penetration hole. Kumar et al. [123] showed that the
Polybenzimidazole (PBI)-coated composites were effective in reducing mass loss and
surface erosion in hypervelocity impact experiments ranging between 2.5 to 3 km/s. The
PBI film coating significantly increased the energy absorption of the composite system.

3.3

Aims of the Study

The response of composites has been shown to be a function of strain rate. While this
developed light weight and high strength Ti/SiC MMNC coating already showed its effect
in improving the hardness and wear behavior of the titanium substrate, it is preferred to
customize it with specific characteristics such as hypervelocity impact resistance.
However, the literature failed to identify the mechanical characteristics of this coating in
high strain rate phenomena such as the hypervelocity impact events. This study considers
the effect of this coating on enhancing the hypervelocity impact resistance of titanium
substrate. A two-stage light gas gun with projectile velocities ranging from 3.7 to 5.4 km/s
is used. An SPH computational approach is also developed to supplement the
experimental studies in evaluating the MMNC coating.

3.4

Experimental Study

3.4.1

Specimens Preparation

The goal of this research was to enhance the hypervelocity impact resistance of
titanium alloys by adding. SLM technique was selected over its alternatives such as
Directed energy deposition (DED) or thermal spraying techniques due to its high accuracy
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at the desired volume fraction for this work. Pure titanium powder, with an average size
of 45 μm, was mixed with 5% weight SiC nanoparticles, with an average size of 40 nm,
using ball milling for 4 hours without a protection atmosphere. Two-hundred μm of the
mixed powder was preset on a 12.5 mm thick Ti-6Al-4V plate, Figure 30. A coating with
a higher volume fraction of SiC was not used, since it could make the printed material
excessively brittle. In addition, aggregation issues might arise which could make the
mixture less suited for 3D printing. The SLM procedure was carried out using an IPG
500W fiber laser. The thickness of the coating was set using a height gauge. More
information about the coating preparation can be found in [56].

Figure 30. Laser processed and unprocessed areas on the Ti-6Al-4V substrate [83].
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3.4.2

Experimental Results

The hypervelocity experiments were conducted using the UNLV two-stage light gas gun,
which its description is provided in Appendix A. Due to the complex factors involved in
running the gas gun, reaching identical velocities for both the uncoated and coated
specimens was difficult to attain. Table 22 and
Table 23 present the test matrices of the hypervelocity impacts on the uncoated and
coated samples, respectively. In the gas gun operation, the propellant gas was Helium,
and the pump tube pressure ranged between 250-350 psi. The impact energy levels
ranged from 1727 J to 3650 J. Typical impacted uncoated and coated plates are shown
in Figure 31a and Figure 31b, respectively. In addition, the cross-sectional images of
three uncoated and three coated target plates are presented in Figure 32.

Figure 31. (a) Uncoated substrate target plate impacted at V=4.740 km/s (b) Coated target plate
impacted at V=4.785 km/s [83].
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Figure 32. Cross-section of (a) U1 uncoated substrate target plate (b) C1 coated substrate target
plate (c) U5 uncoated substrate target plate (d) C3 coated substrate target plate (e) U6 uncoated
substrate target plate (f) C5 coated substrate target plate [83].

As seen in Figures 26a, 26c, and 26e, inclined edges, followed by relatively flat areas
at the bottoms of the craters were seen in U1, U5, and U6 specimens, respectively.
However, the craters of the coated specimens seemed more spherical, especially at
higher velocities. The only anomaly was the case of U3, where the uncoated sample had
conical shape, Figure 33, which might have been caused by local material failure.
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Therefore, the depth of the U3 crater was measured along the mentioned crack, as
indicated by a green line in Figure 33, and the resulting depth was 4.8±0.2mm. This did
not affect its diameter measurement.

Figure 33. Cross-section of U3 uncoated substrate target plate (Considered crater profile due to the
hypervelocity impact is shown with green spline) [83].

A Hexagon® 3D scanning system with an Absolute Arm 8312 and HP-L-8.9 laser scanner
was used to create the geometrical model of the damaged plates. The laser system had
a measurement accuracy of 0.04 mm. The diameter of the crater (across the rim of the
crater) and the penetration depth were measured from the resulting 3D-scanned models.
The reported measurements, Table 22 and
Table 23, are the average of three measurements.
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Table 22. Uncoated substrate target plates’ deformation results [83].

U1

U2

U3

U4

U5

U6

Projectile Velocity (km/s)

3.717

3.758

4.411

4.740

4.784

5.404

Diameter of Crater (mm)

15.1±0.1

14.6±0.2

16.3±0.2

17.8±0.2

19.0±0.2

20.0±0.3

Depth of Crater (mm)

3.2±0.1

3.3±0.1

6.5±0.1

5.2±0.1

4.9±0.1

5.7±0.2

Table 23. Coated target plates’ deformation results [83].

C1

C2

C3

C4

C5

Projectile Velocity (km/s)

3.898

4.448

4.785

4.884

5.157

Diameter of Crater (mm)

15.7±0.2

17.1±0.2

17.2±0.1

16.5±0.1

19.8±0.3

Depth of Crater (mm)

3.2±0.1

4.1±0.1

4.7±0.1

4.7±0.1

4.9±0.1

A comprehensive study was done by applying different curve fitting methods, such as
polynomial and power, on the data of Table 22 and
Table 23. Based on R2 values, first order Least Square polynomial curves were
chosen to represent both the experimental uncoated and coated diameter data sets.
Second order Least Square polynomial curves were used to represent the experimental
uncoated and coated depth data sets. Considering these fitting curves, represented in
Figure 34a and Figure 34b, the damage enlarged by increasing the impact velocity in both
the uncoated and coated target plates. However, the comparison between uncoated and
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coated results showed that adding the Ti/SiC MMNC resulted in decreases in the impact
craters’ diameters and depths. Consequently, enhancement in hypervelocity impact
resistance of titanium substrate was observed.

Figure 34. Experimental damage results of the uncoated and coated target plates (a) Crater diameter
and (b) Crater depth [83].

3.5

Numerical Study

A computational model was developed using LS-DYNA code to investigate the
damage of the specimens under hypervelocity impacts. In high and hypervelocity impact
problems, applying element-based numerical methods can be limited and challenging due
to the mesh-dependent large deformations, material fragmentation, and separation within
a few nanoseconds [124], [125], [126], [127]. Therefore, the SPH approach was used to
model the problem. The following is an overview of the simulation process. The
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simulations were performed on an Intel-MPI 4.1.3 Xeon 64 platform, having a LS-DYNA
R 11.0 MPP version with 768 processors. The uncoated simulations took 63 to 88
minutes, while the coated simulations took 145 to 204 minutes to complete.
3.5.1

Material Model
➢ Johnson-Cook Material Model

The Johnson-Cook material model is one of the most effective and commonly used
material models for simulating high strain rate and large deformation problems [90], [128],
[129], [130], [131]. This material model has already been used for a wide range of strain
rates, ranging from quasi-static conditions up to those on the order of 105 s−1 and above
[132]. The flow stress of this material model can be expressed as [133]:
𝜎𝑦 = (𝐴 + 𝐵(𝜀 𝑃 )𝑛 )(1 + 𝐶𝑙𝑛(𝜀̇∗ ))(1 − (𝑇 ∗ )𝑚 )

(8)

where 𝜎𝑦 is the flow stress; A, B, C, n, and m are material constants; 𝜀 𝑃 is the effective
plastic strain; 𝜀̇ ∗ is the effective total strain-rate normalized by the quasi-static strain rate;
and 𝑇 ∗ is the homologous temperature, which can be defined as:

𝑇∗ =

𝑇 − 𝑇𝑟
𝑇𝑚 − 𝑇𝑟

(9)

where, 𝑇𝑟 and 𝑇𝑚 are the room and melting temperatures, respectively. The JohnsonCook material model parameters for the Lexan and Ti-6Al-4V alloy are given in Table 24,
where ρ is density, E is Young’s modulus, and  is Poisson’s ratio.
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Table 24. Johnson-Cook material model parameters for Lexan, and Ti-6Al-4V alloy.

Property

ρ(

𝒌𝒈

𝒎𝟑

)

E(𝑷𝒂)



A(𝑷𝒂)

B(𝑷𝒂)

C

n

m

Ti-6Al-4V
Substrate [69]

4428

109.8E9

0.311

1.098E9

1.092E9

0.014

0.93

1.1

Lexan
Projectile
[129]

1190

2.54E9

0.34

7.54E7

6.89E7

0

1.00399

1.85

➢ Plastic Kinematic Material Model
As mentioned earlier, a mixture of 5% weight SiC and 95% weight Ti was used in the
coating. This mixture is equivalent to 6.88% volume SiC and 93.12% volume Ti.
Accordingly, the density of the coating was calculated as 4356 kg/m 3. Since the thickness
of the MMNC was in the order of a few hundred microns, it was expected that the coating
would be destroyed within the first few microseconds. It was therefore proposed to use a
bi-linear elastic plastic model with a failure strain for capturing the failure behavior of the
coating. The model parameters were obtained by applying linear regression fitting to the
stress-strain curve presented in [68]. The corresponding material model parameters are
summarized in Table 25, where  is density, E is modulus of elasticity,  is Poisson’s ratio,
SIGY is yield strength, ETAN is tangent modulus, and PSFAIL is the failure strain.
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Table 25. Plastic-kinematic material model parameters for MMNC coating [83].

Property
MMNC
Coating [68]

3.5.2

ρ(

𝒌𝒈

𝒎𝟑

)

4356

E(𝐆𝑷𝒂)



SIGY
(𝐌𝑷𝒂)

ETAN
(𝐆𝑷𝒂)

PSFAIL

266

0.31

1256

138.9

0.005899

Equation of State (EOS)

The equation of state (EOS) of a material is a general thermodynamic relation that
can account for the behavior of materials under shock conditions. The EOS can account
for pressure, temperature, internal energy, and density changes in front of the shock
wave. Different forms of EOSs can be used to describe the dynamic behavior of different
types of materials. The Grüneisen EOS model was applied for the Lexan projectile and
the Ti-6Al-4V substrate. The pressure formulation of Grüneisen EOS model is expressed
as [74]:

𝛾
𝑎
𝜌0 𝐶 2 𝜇[1 + (1 − 20 ) 𝜇 − 2 𝜇 2 ]
𝑃=
+ (𝛾0 + 𝑎𝜇)𝐸
𝜇2
𝜇3
2
[1 − (𝑆1 − 1)𝜇 − 𝑆2 𝜇 + 1 − 𝑆3
]
(𝜇 + 1)2

(10)

where P is the pressure; S1, S2, S3 are the coefficients of slope of shock, and the
particle velocity curve; 0 is the Grüneisen coefficient; a is the first order volume correction
factor to 0; ρ is the density; C is the Hugoniot intercept of the metal; E is the absolute
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internal energy; and 𝜇 = (𝜌𝜌 ) − 1. Corresponding EOS model parameters for the Lexan
0

projectile and the Ti-6Al-4V substrate are listed in Table 26.

Table 26. Gruneisen EOS parameters for Lexan, and Ti-6Al-4V alloy [83].

3.5.3

Material

𝒌𝒈
𝝆 ( 𝟑)
𝒎

𝒎
𝑪( )
𝒔

𝑺𝟏

𝜸𝟎

Lexan [29]

1190

1933

1.42

0.61

Ti-6Al-4V

4428

5130

1.028

1.23

SPH Modeling

In the SPH method, the bodies are divided into discrete pieces (particles) with spatial
distances, where their properties are smoothed out by a kernel function. This method has
previously been used by researchers for simulating high deformation problems. To reduce
the calculation costs, without sacrificing the accuracy, a two-dimensional axisymmetric
configuration was created in this study, as illustrated in Figure 35. Equal initial velocities
were assigned to the projectile particles. An artificial bulk viscosity was included to
dampen the numerical noise of the shock using the following terms: a quadratic viscosity
coefficient of 1.5 and a linear viscosity coefficient of 1.0 [110], [134]. Based on the
previous experimental and numerical experiences [92], [110], no boundary conditions
were assigned, since the shock front did not reach the boundaries of the target plates
during the simulation’s duration.
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Figure 35. Axisymmetric configuration of the coated target plate, MMNC coating, and projectile (a)
Overall model and (b) Zoomed view [83].

One of the important issues in SPH formulation is the particle’s neighborhood
distances from each part, which should be determined to ensure that the masses of
particles on each part are almost the same. To this end, three different models were
developed. The numbers listed in Table 27 represent the number of particles within each
SPH part. As seen in Table 27, two particles were used along the thickness of the MMNC
coating in all three models, due to its considerably smaller thickness compared to the Ti6Al-4V target and Lexan projectile.

Table 27. Characteristics of different SPH models [83].

Part

Model 1

Model 2

Model 3

Ti-6Al-4V Target

427 x 100

475 x 112

523 x 124

Projectile

11 x 36

13 x 40

15 x 44

MMNC Coating

187 x 2

208 x 2

229 x 2
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The three model simulation results of Table 27 at an impact velocity of 5.157 (Test
C5) km/s are presented in Figure 36. In general, the three models showed comparable
damage craters; however, the craters’ edges looked somewhat different, which might be
due to the different particle densities in each of these models. The damage parameters
of these three models at Test C5 are compared and presented in Table 28. All three
models resulted in slight crater diameter underestimations and crater depth
overestimations. Based on a comparison of the three models’ errors, with respect to the
experimental results, Model 2 was concluded to be the most accurate. Therefore, the
particle spacing of this model was used for both the uncoated and coated specimens in
the remainder of this work.

Figure 36. Simulation results of C3 coated target plate test in (a) Model 1 (b) Model 2 (c) Model 3
[83].
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Table 28. Comparison between different SPH models for simulating C5 coated target plate test [83].

3.5.4

Diameter of Crater

Depth of Crater

Experimental Results (mm)

19.8

4.9

Model 1 Error (%)

-7.1

+38.8

Model 2 Error (%)

-5.1

+8.2

Model 3 Error (%)

-4.0

+28.6

Numerical Results

Examples of the damage evolution that occurred during the simulations of coated and
uncoated SPH models are shown in Figure 37 and Figure 38, respectively; these
correspond to the C3 and U3 tests. Similar to the experiments, the majority of the damage
occurred around the impact area and the shock front did not reach the boundaries of the
plate. Upon impact of the projectile, a compression wave started propagating in both the
axial and radial directions. In C3 simulation, Figure 37, most of the Ti/SiC coating particles
eroded by 0.4 µs, and the projectile came in contact with the surface of the substrate. At
0.6 µs, a crater with rims started to form. As the impact progressed, the shock wave
propagated, with a bulge forming on the back side of the plate. At 10 µs, the projectile
was completely eroded, which was similar to experimental observations. In addition, the
damage became stable enough at this time to capture the crater’s diameter and depth.
Similar behavior was observed in other coated models.
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Figure 37. Simulation of coated target plate test at V=4.785 km/s [83].

Figure 38 shows the U3 test simulation at different time steps. Similar to the coated
simulations, upon impact, a compression wave started propagating along the axial and
radial directions and created a crater around the impact area. The rim, bulge, and crater
became mature by 10 µs, and the damage parameters were measured at this time.
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Figure 38. Simulation of U3 uncoated target plate test [83].

Comparing the coated and uncoated simulations, it can be seen that the thin layer of
MMNC coating resulted in a considerable amount of resistance against the hypervelocity
impact, as seen in the different damage parameters.

3.6

Discussion

The experimental tests showed that the Ti/SiC MMNC coating was effective in
enhancing the hypervelocity impact resistance of the Ti-6Al-4V substrate. The selected
thickness for the target plates ensured no penetration occurred at this hypervelocity
ranges. In addition, the feasibility of using SLM for Ti/SiC nanocomposite fabrication was
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shown which could lead to the next research effort toward fabrication of thin MMOD
shields.
To validate the computational SPH model, a thorough comparison between the
simulation and experimental results was performed. To facilitate this comparison in terms
of damage parameters, cross sectional figures of the U1 and C1 target plates were
overlaid and are presented in Figure 39a and Figure 39b, respectively. The figures show
that the crater shape, depth, and diameter parameters were captured well by the SPH
model.

Figure 39. Overlaid numerical and experimental cross section figures of (a) U1 uncoated target plate
test (b) C1 coated target plate test [83].

Various curve fitting approaches were applied to the craters’ diameter and depth
results of the SPH simulations. To maintain consistency, the same fitting types used for
the experimental data sets were considered for the simulation results. Therefore, first and
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second order Least Square polynomial curves were used to represent the numerical
diameter and depth data sets, as shown in Figure 40 and Figure 41, respectively.

Figure 40. Comparison between experimental and simulation damage results of the uncoated target
plates (a) Crater diameter and (b) Crater depth [83].

Figure 41. Comparison between experimental and simulation damage results of the coated target
plates (a) Crater diameter and (b) Crater depth [83].
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As seen in Figure 40 and Figure 41, the simulation results were very close to their
corresponding experimental results, and both the uncoated and coated computational
models were able to accurately provide damage parameters with respect to the
experimental studies, which validates using these models for further studies on the
hypervelocity impact of Ti-6Al-4V substrates. The presented numerical models can also
provide acceptable relationships between the impact velocity and the damage
parameters.

3.7

Conclusion

Enhancing hypervelocity impact resistance of metallic components in space
applications is considerably important. This research explored the effect of coating a Ti6Al-4V substrate with a 200 µm Ti/SiC MMNC coating on resistance to impact velocities
ranging from 3.7 to 5.4 km/s. The SLM coating technique was used in this study, which
could be advantageous over its alternatives, such as directed energy deposition (DED)
or thermal spraying, because of its higher accuracy and the potential of constructing
gradient structure. It was found that using SLM to fabricate a Ti/SiC nanocomposite
coating with a small amount of nanoparticles was enough to improve the hypervelocity
impact resistance of the substrate, compared to the uncoated specimens. An SPH
computational approach was also developed and validated using the damage
parameters. The SPH model can be used for investigating coating behavior under various
impact velocities, thus reducing the need for expensive experimentation. The research
may continue with another study focused on the SLM-based 3D printing of bulk Ti/SiC
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nanocomposites. Additionally, by changing the volume fraction of Nano SiC particles in
each layer, it is feasible to construct a gradient thin MMOD shield using this technique.
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Chapter 4: Predicting the Projectile Velocity of a Two-Stage Gas
Gun Using Machine Learning
4.1

Introduction

Hypervelocity impacts which refer to velocities in the range from a few kilometers per
second to some tens of kilometers per second are of particular importance in the field of
space exploration [83], [82]. Collision of a few millimeters sized metallic debris particle
can produce a total energy equal to a 500 kg-mass car moving at a speed of 100 km/h
[88]. In this regard, a micrometeoroid impact damage incident was recently reported to
an ISS Cupola window [90].
Advanced statistical methods have the capacity to significantly improve the
modeling of complex problems with several inherent nonlinearities and unanticipated
contributing factors. As such, Machine Learning (ML) techniques are well suited for
predicting, troubleshooting, and characterization of the experimental equipment.

4.2

Literature Review

Yang et el. [135] used ML to recognize and evaluate the electromagnetic disturbance
of a telemetry equipment. Dayman et el. [136] characterized a nuclear fuel with
multivariate analysis. They developed a reactor-type classifier to select a reactor-specific
partial least squares model to predict nuclear fuel burnup. Otchere et al. [137] provided a
review on the application of supervised ML paradigms in the prediction of petroleum
reservoir properties. Their work focused on the Artificial Neural Network (ANN) and
Support Vector Machine (SVM) which are widely employed in the petroleum industry.
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Huang et el. [138] summarized the development of ML applications in natural and
engineered water systems. They showed the capability of ML techniques in predicting
various water quality indicators in situ and real-time by considering the complex
interactions among water-related variables. In another study, Wang et al. [139] provided
a review on ML techniques for optimization and performance enhancement of the heat
pipe technology. They found that heat transfer performance of a heat pump is highly
dependent upon its geometrical and operational conditions. In addition, they found the
existing computerized analytical and numerical models for the heat pump extremely timeconsuming. They showed that development of ML algorithms based on the structured
heat pump database is a solution to tackle these challenges. In another study, Otchere
et al. [140] evaluated eight feature selection techniques paired with the gradient boosting
regressor model in characterizing a shallow marine reservoir. Their analysis showed that
the best technique in selecting relevant logs for permeability, porosity and water
saturation prediction was the Random Forest, SelectKBest and Lasso regularization
methods, respectively.
Due to the multiple variables involved in two-stage gas gun operations, obtaining a
specific projectile velocity can be challenging. Currently most gas guns depend on the
expertise of operators to estimate the parameters needed to achieve a certain projectile
velocity. This complexity adds a certain amount of uncertainty to the experiment and leads
to making the gas gun experiments costly. While there are some studies relating the
hypervelocity impact parameters to the response of materials, [141], [142], [143], the
literature survey failed to identify any guidelines for selection of two-stage gas gun
parameters to conduct high velocity experiments.
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4.3

Aims of the Study

This study aims to account for the uncertainties associated with conducting high
velocity impact experiments using a two-stage gas gun located at University of Nevada,
Las Vegas (UNLV) using ML algorithms. The objective is to provide recommendations for
selecting the gas gun parameters to achieve a certain projectile velocity with a reasonable
tolerance.

4.4
4.4.1

Experimental Study
High Velocity Impact Testing Using Two-Stage Light Gas Gun

A two-stage light gas gun located at UNLV has been in operation for several years
with the purpose of conducting high velocity impacts, Figure 42. The following is a brief
description of the gas gun. The gun has two main tubes: a pump tube and a drift tube. A
powder breech holds a specified amount of gunpowder, which propels a plastic piston
that compresses the propellant gas (H2, He, or N2) into the pump tube. A central breech
connects the pump and launch tubes. A petal valve is placed in the central breech. The
pressure of the propellant gas reaches a value leading to the rupture of the petal valve,
and accelerates a polycarbonate Lexan cylindrical projectile. The projectile has a
diameter of 5.6 mm, and length of 8.6 mm including a small flare at the end. The projectile
is accelerated down the evacuated launch tube and into the target chamber, where it will
impact the target plate. A laser intervalometer system, integrated within the drift tube, was
used to measure the projectile impact velocity.
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Figure 42. UNLV two-stage light gas gun.

4.5

Data Analysis

A data-driven approach was used to discover useful information out of the
experimental data, apply the appropriate ML techniques, and predict the projectile
velocities. As this is a flexible and cyclical procedure, it may be necessary to revisit an
earlier stage and make changes. Python libraries were used for exploration,
understanding, and analysis of data. The experimental dataset and Python codes are
found in [144].
4.5.1

Data Wrangling

In this study, a dataset of 211 tests that were conducted with a 0.22-inch caliber gun
barrel was considered [144]. The dataset included the following eleven features for each
experiment (observation): the barrel number, test number, project name, size of target
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plates, data and time of operation, piston mass, projectile mass, main charge mass, type
of propellent gas, PT pressure, and the measured projectile velocity. Out of these
features, it was decided that the barrel number, test number, project name, size of target
plates, and date and time of operation were irrelevant to the objective of this work and
were subsequently excluded from this analysis. The remaining six features were: piston
mass, projectile mass, main charge mass, type of propellent gas, PT pressure, and the
projectile velocity.
Exploratory Data Analysis was performed to detect the characteristics and the main
patterns of the remaining features of dataset based on the domain knowledge. As a result,
the piston and the main charge masses were dropped, leaving four features to study. Out
of the 211 observations, there were 9, 3, and 6 missing records in projectile mass, PT
pressure, and projectile velocity, respectively. These observations were dropped from the
dataset. Therefore, the final dataset included 193 experimental observations. Figure 43
through Figure 45 show the frequency of projectile mass, PT pressure, and the projectile
velocity in high velocity impact tests, respectively.
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Figure 43. Frequency of projectile mass in high velocity impact tests.

Figure 44. Frequency of PT pressure in high velocity impact tests.
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Figure 45. Frequency of projectile velocity in high velocity impact tests.

4.5.2

One Hot Encoding of Categorical Features

Since the dataset consisted of a categorical feature (gas type), the one hot encoding
method was used to turn this categorical feature into arrays of binary (0s and 1s) [145].
The Pandas Get Dummies method was used to encode the target labels. Table 29 shows
the categorical feature and the corresponding one-hot encoded array.

Table 29. One-hot encoded values for gas type feature.

Gas Type- Categorical Feature

One hot Encoded Array

Hydrogen

[1 0 0]

Helium

[0 1 0]

Nitrogen

[0 0 1]
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4.5.3

Regression Models

Projectile mass, PT pressure, and gas type were used as independent features to
train the ML models while the projectile velocity was used as the target. Five different
regression models were tested as the basic models: Random Forest, K-Nearest
Neighbors (KNN), Linear Regression, Support Vector Regression (SVR), and Decision
Tree. The following is a brief overview of these five techniques. Further description can
be found at [146].
Random Forest is a supervised learning algorithm based on the ensemble learning
method. The name “Random Forest” comes from the bagging idea of data randomization
and building multiple Decision Trees (Forest). In this technique, all calculations are run in
parallel and no interaction exists between the Decision Trees components.
KNN is an algorithm that predicts the numerical target based on a similarity measure
(e.g., distance functions). The input consists of the k closest training examples in a
dataset. The output is the average of the values of the k nearest neighbors.
Linear Regression is an approach for modeling the relationship between a dependent
and one or more independent variables by fitting a linear equation to observed data.
SVR attempts to define lines/hyperplanes (in multidimensional space) that separates
different classes of data. The main objective of SVR is to minimize error by maximizing
the margin with respect to the hyperplane.
Decision Tree Regression builds models in the form of a tree structure. This algorithm
breaks down a dataset into smaller subsets while an associated Decision Tree is
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incrementally developed simultaneously. The final result is a tree with decision and leaf
nodes. A decision node can have two or more branches, each representing values for the
attribute tested. Leaf node represents a decision on the numerical target.
4.5.4

K-Fold Cross Validation

A dataset can be split into random training and test subsets. However, this approach
increases the risk of losing important patterns within dataset, which in turn increases bias.
To prevent this from happening, K-fold cross validation was used to provide a low-biased
estimate on how the model would perform if it was applied to a dataset that was not used
during the training process. In this technique, the data is divided into k subsets. The
holdout method is repeated k times, such that each time, one of the k subsets is used as
the test set/validation set and the other k-1 subsets are placed together to form a training
set. The error estimation is averaged over all k trials to obtain the overall accuracy of the
model. Every observation gets to be within a validation and training sets once, and k-1
time, respectively. As most of the data is being used for fitting and also in validation set,
this technique can reduce the possibilities of bias and variance.
Randomization was conducted using random_state parameter, which is a part of the
Scikit-learn algorithm. This parameter controls the shuffling applied to the data before
applying the split. Using various random seeds, it was found that 42 shuffles resulted in
stable outputs.
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4.6
4.6.1

Results and Discussion
K-Fold Cross Validation Results

Figure 46 and Figure 47 show the mean accuracy and standard deviation of different
regression models, discussed in Section 3.3, as a function of K-fold cross validations
ranging from 2 to 20. The accuracy is defined as the R-squared value, Equation (11):

𝑅2 = 1 −

∑𝑛𝑖=1(y𝑖 − 𝑦𝑖 )2
∑𝑛𝑖=1(y𝑖 − 𝑦̂𝑖 )2

(11)

where y𝑖 is the true value, 𝑦𝑖 is the prediction, 𝑦̂𝑖 is the mean value of a sample, and 𝑛 is
the total number of data points.
The figures show that the results weakened as the number of K-folds increased. Overall,
Random Forest and Linear Regression models had the highest accuracy. However, when
considering the standard deviation, it was decided that the Random Forest model with Kfold equal to 4 was the best baseline model with 𝑅 2 equal to 0.824.
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Figure 46. Comparison of mean accuracy for different regression models as a function of k-fold cross
validations.

Figure 47. Comparison between standard deviation of different regression models as a function of kfold cross validations.

4.6.2

Hyperparameters Tuning

The Grid Search Cross Validation tool of Scikit-learn was used to explore the effects
of tuning the most critical hyperparameters of the Random Forest model on the prediction
accuracy of training dataset. The Number of Estimators and Maximum Depth
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hyperparameters were selected. The tested values were: 5, 50, 100; and 5, 10, 20, 100,
respectively. The model complexity was defined as the product of Number of Estimators
and Maximum Depth which results in total number of decision-making nodes. Therefore,
the least complex model had 25 nodes, and the most complex one had 10,000 nodes,
Table 30.

Table 30. Number of estimators, maximum depth and corresponding number of nodes for different
random forest models.

Model ID

Number of
Estimators

Maximum
Depth

Number of
Nodes

1

5

5

25

2

5

10

50

3

5

20

100

4

50

5

250

5

5

100

500

6

50

10

500

7

100

5

500

8

50

20

1,000

9

100

10

1,000

10

100

20

2,000

11

50

100

5,000

12

100

100

10,000

The models with the above combinations of hyperparameters were fitted to the training
features. To assess the relative error between the actual and predicted velocity values,
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the following loss functions were calculated: Mean Absolute Error (MAE), Mean Squared
Error (MSE), and Root Mean Squared Error (RMSE), Equations 12 through 14:

∑𝑛𝑖=1|y𝑖 − 𝑦𝑖 |
𝑀𝐴𝐸 =
n

(12)

∑𝑛𝑖=1(y𝑖 − 𝑦𝑖 )2
n

(13)

𝑀𝑆𝐸 =

𝑅𝑀𝑆𝐸 = √

∑𝑛𝑖=1(y𝑖 − 𝑦𝑖 )2
n

(14)

where y𝑖 is the true value, 𝑦𝑖 is the prediction, 𝑦̂𝑖 is the mean value of a sample, and
𝑛 is the total number of data points.
Figure 48 shows how MAE, MSE, and RMSE loss functions vary on training datasets
by increasing the complexity of models. It was seen that the more complex models show
generally less loss values. Therefore, Models 6 through 12, which exhibited the best
combination of hyperparameters were selected for further evaluation on the validation
dataset to avoid overfitting. The R-squared values are shown in Table 31. These results
showed that Model 9 exhibited the best performance with 𝑅 2 of 0.943. Therefore, this
model was selected as the final model for predicting the performance of the gun.
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Figure 48. Loss functions as a function of model complexity.

Table 31. Accuracy of the most optimal models on the validation dataset.

MODEL
ID

6

7

8

9

10

11

12

R2

0.921

0.926

0.935

0.943

0.938

0.920

0.919

4.6.3

Performance of the ML Model

Figure 49 shows the true and predicted projectile velocities for the entire 193
experimental observations. These results clearly indicate that the model was able to
detect different clusters of shots in all range of velocities.
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Figure 49. True vs predicted projectile velocities.

Figure 50 and Figure 51 show the comparison between the true and predicted values
as a function of projectile mass and PT pressure, respectively. As seen in Figure 50, for
most of the masses, there were more than one shot, but with different velocity ranges and
the ML model was able to predict the outcomes with a reasonable accuracy. As seen in
Figure 10, the projectile velocities above 3 km/s fall into the lower end of PT pressure. On
the other hand, velocities below 1 km/s are found on both the low- and high-end PT
pressures which have been predicted by the model accurately.
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Figure 50. Comparison between the true and predicted projectile velocities as a function of projectile
mass.

Figure 51. Comparison between the true and predicted projectile velocities as a function of PT
pressure.

To better understand the predicted outputs, it is useful to cluster the shots based on
the propellent gas type. In this regard, Figure 52 and Figure 53 show the comparison
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between the true and predicted projectile velocities as a function of projectile mass, and
PT pressure, grouped by the gas type. As shown in both figures, the shots can be fairly
clustered into three groups. While Hydrogen and Nitrogen resulted in the highest and
lowest velocities, respectively, Helium gas shots fell in the intermediate range. There were
also some outputs with Nitrogen gas which predicted the velocities ranging from 1.5 and
3.1 km/s.

Figure 52. Comparison between the true and predicted projectile velocities as a function of projectile
mass grouped by the gas type.
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Figure 53. Comparison between the true and predicted projectile velocities as a function of PT
pressure grouped by the gas type.

4.6.4

Prediction of Gas Gun Parameters

To provide recommendation for gas gun parameters, 100 random samples were
generated for each gas type within the range of mass projectile and PT pressure
predictors, observed in the experimental datasets. The developed model was used to
predict the velocity of these 300 samples.
Figure 54 and Figure 55 show the predictions grouped by gas type as a function of
projectile mass and PT pressure, respectively. Similar to the experiments, the ML model
predicts that the Hydrogen and Nitrogen samples produce the highest and lowest
velocities, respectively and the Helium samples generate the intermediate range of
velocities. In addition, predicting the velocities for PT pressure between 900 and 1,800
psi, which was missing in the experimental observations, confirmed that increasing the
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pressure up to 1,600 psi generally resulted in lower velocities. Higher pressure did not
necessarily produce lower velocities.

Figure 54. Predicted projectile velocities as a function of projectile mass grouped by the gas type.

Figure 55. Predicted projectile velocities as a function of PT pressure grouped by the gas type.

Using the developed ML model, the reverse process is also achievable, i.e., given a
velocity, recommendations can be provided on a set of parameters that will generate this
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velocity. Several sets of PT pressure and gas type were recommended for projectile
velocities of 1, 2, 3, 4, 5, and 6 km/s with uncertainty of 5 % and summarized in Table 32.
As Table 32 shows, the Helium and Nitrogen gasses are recommended for obtaining
velocity of 1 km/s. The operator can use the Nitrogen gas at three different pressure
ranges. The same gasses can be used for obtaining velocity of 2 km/s. The Helium gas
can be used at two different pressure ranges. However, the range of Nitrogen gas is
limited to around 1,300 psi. The Hydrogen and Nitrogen gasses are recommended for
obtaining velocity of 3 km/s. These gases are recommended at three and two different
ranges, respectively. For obtaining velocities of 4, 5, and 6 km/s, the Helium and
Hydrogen gasses are recommended. At 4 km/s, three different ranges can be used with
Helium gas. In addition, the Hydrogen gas can be used at pressure range between 439
and 602 psi, and also pressure about 1130 psi. At 5 and 6 km/s, one specific range is
recommended for each gas type.
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Table 32. Sets of parameters recommendations for various projectile velocities.
Projectile
Velocity

1 km/s± 5 %

2 km/s± 5 %

3 km/s± 5 %

4 km/s± 5 %

5 km/s± 5 %

6 km/s± 5 %

Projectile Mass
(g)

PT Pressure
(psi)

Gas Type

0.250

1440

He

0.248

763-912

N2

0.249-0.250

1386-1427

N2

0.249-0.250

1675-1794

N2

0.248-0.249

565-894

He

0.249

1098-1179

He

0.251

1302

N2

0.243-0.245

1373-1402

H2

0.244-0.248

1521-1726

H2

0.246-0.248

1793-1912

H2

0.246-0.250

187-288

N2

0.250

772

N2

0.247-0.251

341-479

He

0.251-0.252

687-878

He

0.251-0.253

1096-1170

He

0.246-0.248

439-602

H2

0.248

1129

H2

0.247-0.251

252-280

He

0.248-0.253

512-773

H2

0.249

210

He

0.246-0.249

285-359

H2

For visualization of parameters, Figure 56 through Figure 58 show the range of
recommended PT pressure for obtaining the velocities of 3, 5, and 6 km/s, respectively.
The recommended mass projectile can also be obtained from Figure 54.

107

Figure 56. PT pressure recommendations for projectile velocity of 3 km/s± 5 %.

Figure 57. PT pressure recommendations for projectile velocity of 5 km/s± 5 %.
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Figure 58. PT pressure recommendations for projectile velocity of 6 km/s± 5 %.

4.7

Conclusion

It was seen that among the tested regression models, the Random Forest model
showed the best performance with R-Squared value above 94 %. This study showed that
combined approach of experimental studies and ML algorithms can be a practical
predictive approach which significantly saves the time and costs of the comprehensive
high velocity experimentation using two-stage gas guns. The presented approach is able
to provide the gas gun operator several sets of parameters resulting in a desired projectile
velocity with a reasonable accuracy.
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Appendices
Appendix A:
A.1

UNLV Two-Stage Light Gas Gun

Figure A.1a shows the UNLV two-stage light gas gun which was used in this research.
The following is a brief description of the gun. The target plate, which is sandwiched
between two steel plates inside the target chamber, is illustrated in Figure A.1b. The gun
components are also shown in Figure A.2. The gun has two main tubes: a pump tube and
a drift tube. A powder breech holds a specified amount of gunpowder, which propels a
piston that compresses the propellant gas into the pump tube. The propellant gas can be
either Hydrogen, Helium, or Nitrogen. A central breech connects the pump and launch
tubes. A petal valve is placed in the central breech. The pressure of the propellant gas
reaches a value leading to the rupture of the petal valve, and accelerates a polycarbonate
Lexan cylindrical projectile. The projectile has a diameter of 5.5 mm, length of 8.6 mm,
and mass of about 0.25 grams. The projectile is accelerated down the evacuated launch
tube and into the target chamber, where it will impact the target plate. A laser
intervalometer system, integrated within the drift tube, is used to measure the projectile
impact velocity. Further information about the UNLV two-stage light gas gun can be found
in [31].
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Figure A.1. (a) UNLV Two-stage light gas gun (b) Plate inside the target chamber.

Figure A.2. UNLV two-stage light gas gun components (a) Powder chamber (b) Lexan projectile (c)
Cartridge (d) Central breech (e) Petal valve (f) Piston (g) Blast tank (h) Drift tube (i) Launch tube (j) Laser
intervalometer system.
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Appendix B:
B.1

Python Codes

In [1]:

In [2]:

import matplotlib
import matplotlib.pyplot as plt
import pandas as pd
import pylab as pl
import numpy as np
import seaborn as sns
from sklearn.preprocessing import LabelEncoder
from scipy.stats import norm
%matplotlib inline
sns.set(color_codes=True)
import os.path

df=pd.read_csv('Caliber22.csv')
df.dtypes

Out[2]: Projectile weight (g)
Piston Weight (g)
Main charge (g)
Gas type
PT pressure (psi)
Velocity km/s
Caliber
dtype: object
In [3]:

df.describe()

Projectile weight (g)

Piston Weight (g)

Main charge (g)

Velocity km/s

Caliber

count

207.000000

131.000000

177.000000

207.000000

212.0

mean

0.265065

36.903950

19.589831

4.591498

22.0

std

0.134592

0.190543

2.073614

2.042907

0.0

Out[3]:

In [4]:

float64
float64
float64
object
object
float64
int64

min

0.210000

36.070000

3.500000

0.400000

22.0

25%

0.246950

36.830000

20.000000

4.025000

22.0

50%

0.249400

36.910000

20.000000

5.090000

22.0

75%

0.251400

36.979700

20.000000

5.935000

22.0

max

1.600500

37.430000

30.000000

14.180000

22.0

df.shape

Out[4]: (212, 7)
In [5]:

In [6]:

df=df.drop(['Piston Weight (g)','Main charge (g)','Caliber'], axis=1) # Deleting the "P

df=df.rename(columns={'Projectile weight (g)':'Projectile Mass (g)'})
df=df.rename(columns={'PT pressure (psi)':'PT Pressure (psi)'})
df=df.rename(columns={'Velocity km/s':'Velocity (km/s)'})
df=df.rename(columns={'Gas type':'Gas Type'})
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In [7]:

In [8]:

df["Gas Type"].replace({"N": "N2"}, inplace=True)

df.dtypes

Out[8]: Projectile Mass (g)
Gas Type
PT Pressure (psi)
Velocity (km/s)
dtype: object
In [9]:

df.describe()
Projectile Mass (g)

Velocity (km/s)

count

207.000000

207.000000

mean

0.265065

4.591498

std

0.134592

2.042907

min

0.210000

0.400000

25%

0.246950

4.025000

50%

0.249400

5.090000

75%

0.251400

5.935000

max

1.600500

14.180000

Out[9]:

In [10]:

df.isnull().sum()

Out[10]: Projectile Mass (g)
Gas Type
PT Pressure (psi)
Velocity (km/s)
dtype: int64
In [11]:

float64
object
object
float64

5
0
2
5

df.shape

Out[11]: (212, 4)
In [12]:

df.head()

Projectile Mass (g)

Gas Type

PT Pressure (psi)

Velocity (km/s)

0

NaN

He

430

5.40

1

0.2492

He

200

6.79

2

0.2474

He

200

5.34

3

0.2464

He

210

5.06

4

0.2488

He

180

5.71

Out[12]:
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In [13]:

df[df['PT Pressure (psi)']=='ambient'].index # finding the row with Pressure as ambient

Out[13]: Int64Index([95], dtype='int64')
In [14]:

In [15]:

is_NaN = df.isnull()
row_has_NaN = is_NaN.any(axis=1)
rows_with_NaN = df[row_has_NaN]

print(rows_with_NaN)

0
9
10
33
54
92
109
112
128
170
197
209
In [16]:

In [17]:

Projectile Mass (g) Gas Type PT Pressure (psi)
NaN
He
430
NaN
He
250
NaN
He
250
0.2497
He
200
NaN
He
2000
0.2507
He
350
0.2487
H2
325
NaN
H2
350
0.2526
H2
NaN
0.2524
H2
350
0.2511
N2
NaN
0.2500
N2
349.9

Velocity (km/s)
5.40
4.51
5.25
NaN
0.83
NaN
NaN
6.66
6.73
NaN
0.43
NaN

df.drop([0, 9, 10, 54, 112], axis=0, inplace=True) # Deleting the row with missing Proj
df.drop([128, 197], axis=0, inplace=True) # Deleting the row with missing PT Pressure!
df.drop([33, 92, 109, 170, 209], axis=0, inplace=True) # Deleting the row with missing
df.drop([95], axis=0, inplace=True) # Deleting the row with Pressure as ambient (outlie

for i in df['Projectile Mass (g)']:
if i>1:
print(i)
1.2741
1.2
1.6005

In [18]:

df[df['Projectile Mass (g)']>=1.2].index # finding the row with Pressure=o (outlier)!

Out[18]: Int64Index([21, 22, 146], dtype='int64')
In [19]:

In [20]:

In [21]:

df.drop([21, 22, 146], axis=0, inplace=True) # Deleting the rows with outlier Projectil

df['PT Pressure (psi)'] = df['PT Pressure (psi)'].astype(float)

df[df['PT Pressure (psi)']==0].index # finding the row with Pressure=o (outlier)!

Out[21]: Int64Index([24], dtype='int64')
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In [22]:

In [23]:

df.drop([24], axis=0, inplace=True) # Deleting the row with Pressure=o (outlier)!

df['Velocity (km/s)'].max()

Out[23]: 14.18
In [24]:

df['Velocity (km/s)'].idxmax()

Out[24]: 29
In [25]:

In [26]:

df.drop(df['Velocity (km/s)'].idxmax(), axis=0, inplace=True) # Deleting the row with o

df.shape

Out[26]: (194, 4)
In [27]:

df['Projectile Mass (g)'].idxmin()

Out[27]: 159
In [28]:

df['Projectile Mass (g)'].min()

Out[28]: 0.21
In [29]:

In [30]:

df.drop(df['Projectile Mass (g)'].idxmin(), axis=0, inplace=True) # Deleting the row wi

df.shape

Out[30]: (193, 4)
In [31]:

df[df['Gas Type']=='No data'].index # finding the row with Gas Type as "No data"!

Out[31]: Int64Index([93, 94], dtype='int64')
In [32]:

df.loc[[93,94], :]

Out[32]:
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Out[33]:

In [34]:

In [35]:

In [36]:

H2
93
He
83
N2
15
No data
2
Name: Gas Type, dtype: int64
df.replace('No data', 'H2', inplace=True) # There were two records with missing gas typ

df['Projectile Mass (g)'].value_counts().nlargest(20).plot(kind='bar', figsize=(10,5))
plt.title("No of occurance of each projectile mass")
plt.ylabel('Frequency',fontsize= 14)
plt.xlabel('Projectile Mass (g)',fontsize= 14);

df['PT Pressure (psi)'].value_counts().nlargest(20).plot(kind='bar', figsize=(10,5))
#plt.title("No of occurance of each projectile mass")
plt.ylabel('Frequency',fontsize= 14)
plt.xlabel('PT Pressure (psi)',fontsize= 14);
xtk = plt.xticks(fontsize=14)
ytk = plt.yticks(fontsize=14)
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In [37]:

In [38]:

df['Velocity (km/s)'].value_counts().nlargest(20).plot(kind='bar', figsize=(10,5))
plt.title("No of occurance of each velocity")
plt.ylabel('Frequency',fontsize= 14)
plt.xlabel('Velocity (km/s)',fontsize= 14);

cwd = os.getcwd()
original_data_path = cwd + "/Caliber22.csv"
original_data = pd.read_csv(original_data_path)
original_data.head()
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In [39]:

In [40]:

Projectile weight
(g)

Piston Weight
(g)

Main charge
(g)

Gas
type

PT pressure
(psi)

Velocity
Caliber
km/s

0

NaN

NaN

30.0

He

430

5.40

22

1

0.2492

NaN

20.0

He

200

6.79

22

2

0.2474

NaN

20.0

He

200

5.34

22

3

0.2464

NaN

20.0

He

210

5.06

22

4

0.2488

NaN

20.0

He

180

5.71

22

original_data=original_data.rename(columns={'Projectile weight (g)':'Projectile Mass (g

original_data.shape

Out[40]: (212, 7)
In [41]:

original_data[original_data['PT Pressure (psi)']=='ambient'].index # finding the row wi

Out[41]: Int64Index([95], dtype='int64')
In [42]:

In [43]:

original_data.drop([95], axis=0, inplace=True) # Deleting the row with Pressure as ambi

original_data.shape

Out[43]: (211, 7)
In [44]:

In [45]:

original_data['PT Pressure (psi)'] = original_data['PT Pressure (psi)'].astype(float)

plt.figure(figsize=(6,4))
plt.hist(df['Projectile Mass (g)'], 20, alpha=1)
plt.ylabel('Frequency', fontsize= 14)
plt.xlabel('Projectile Mass (g)', fontsize= 14);

118

In [46]:

In [47]:

plt.figure(figsize=(6,4))
plt.hist(df['PT Pressure (psi)'], 20, alpha=1)
plt.ylabel('Frequency', fontsize= 14)
plt.xlabel('PT Pressure (psi)', fontsize= 14);

plt.figure(figsize=(6,4))
plt.hist(df['Velocity (km/s)'], 20, alpha=1)
plt.ylabel('Frequency', fontsize= 14)
plt.xlabel('Velocity (km/s)', fontsize= 14);
xtk = plt.xticks(fontsize=14)
ytk = plt.yticks(fontsize=14)
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In [48]:

In [49]:

plt.figure(figsize=(10,5))
sns.boxplot(x=df['Projectile Mass (g)'])
plt.xlabel('Projectile Mass (g)', fontsize= 14);

plt.figure(figsize=(10,5))
sns.boxplot(x=df['PT Pressure (psi)'])
plt.xlabel('PT Pressure (psi)', fontsize= 14);
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In [50]:

plt.figure(figsize=(10,5))
sns.boxplot(x=df['Velocity (km/s)'])
plt.xlabel('Velocity (km/s)', fontsize= 14);

One-Hot Encoding Using Get Dummies
In [51]:

# creating the Gas Type dataframe
Gas = pd.DataFrame(df, columns=['Gas Type'])
# generate binary values using get_dummies
dum_df = pd.get_dummies(Gas, columns=["Gas Type"], prefix=["Gas is"] )
# merge with main df Gas on key values
Gas = Gas.join(dum_df)
Gas.head()
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Gas Type Gas is_H2 Gas is_He Gas is_N2

In [52]:

In [53]:

1

He

0

1

0

2

He

0

1

0

3

He

0

1

0

4

He

0

1

0

5

He

0

1

0

df['Gas is H2'] = Gas['Gas is_H2']# Adding the 'Gas is_He', 'Gas is_H2', and 'Gas is_N2
df['Gas is He'] = Gas['Gas is_He']
df['Gas is N2'] = Gas['Gas is_N2']

df.head()
Projectile Mass (g)

Gas Type

PT Pressure (psi)

Velocity (km/s)

Gas is H2

Gas is He

Gas is N2

1

0.2492

He

200.0

6.79

0

1

0

2

0.2474

He

200.0

5.34

0

1

0

3

0.2464

He

210.0

5.06

0

1

0

4

0.2488

He

180.0

5.71

0

1

0

5

0.2486

He

250.0

4.76

0

1

0

Out[53]:

In [54]:

In [55]:

df=df.drop(['Gas Type'], axis=1) # Deleting the "Gas type" column!

column_names = ["Projectile Mass (g)", "PT Pressure (psi)", "Gas is H2", "Gas is He","G
df = df.reindex(columns=column_names)

In [56]:

df.tail()
Projectile Mass (g)

PT Pressure (psi)

Gas is H2

Gas is He

206

0.2447

400.0

0

0

1

0.41

207

0.2452

400.0

0

0

1

0.41

208

0.2452

400.0

0

0

1

0.41

210

0.2449

350.0

0

0

1

0.94

211

0.2440

350.0

0

0

1

3.79

Out[56]:

In [57]:

df = df.reset_index(drop=True)
df.tail()
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Gas is N2 Velocity (km/s)

Projectile Mass (g) PT Pressure (psi) Gas is H2 Gas is He Gas is N2 Velocity (km/s)

Out[57]:

In [58]:

188

0.2447

400.0

0

0

1

0.41

189

0.2452

400.0

0

0

1

0.41

190

0.2452

400.0

0

0

1

0.41

191

0.2449

350.0

0

0

1

0.94

192

0.2440

350.0

0

0

1

3.79

plt.figure(figsize=(10,5))
c= df.corr()
sns.heatmap(c,cmap="BrBG",annot=True)
c

Velocity

Projectile Mass
(g)

PT Pressure
(psi)

Gas is H2

Gas is He

Gas is N2

Projectile Mass
(g)

1.000000

-0.190549

0.501304

-0.331047

-0.323930

0.450323

PT Pressure (psi)

-0.190549

1.000000

-0.316646

0.332705

-0.023952

-0.700926

Gas is H2

0.501304

-0.316646

1.000000

-0.855247

-0.285815

0.654528

Gas is He

-0.331047

0.332705

-0.855247

1.000000

-0.252161

-0.364719

Gas is N2

-0.323930

-0.023952

-0.285815

-0.252161

1.000000

-0.547782

Velocity (km/s)

0.450323

-0.700926

0.654528

-0.364719

-0.547782

1.000000

Out[58]:
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(km/s)

In [1]:

import os.path
# for getting the current directory.
import numpy as np
import pandas as pd
from sklearn.model_selection import train_test_split

In [2]:

cwd = os.getcwd()
path = cwd + "/Caliber22_Cleaned.csv"

In [3]:

df = pd.read_csv(path)

In [4]:

features=df.drop('Velocity (km/s)', axis=1)
labels=df['Velocity (km/s)']
X_train, X_test, y_train, y_test=train_test_split(features, labels,test_size=
X_test, X_val, y_test, y_val=train_test_split(X_test, y_test,test_size=0.5, r

In [5]:

# saving train_features data frame
train_features_path = cwd + "/train_features.csv"
X_train.to_csv(train_features_path, index=False)
# saving val_features data frame
val_features_path = cwd + "/val_features.csv"
X_val.to_csv(val_features_path, index=False)
# saving test_features data frame
test_features_path = cwd + "/test_features.csv"
X_test.to_csv(test_features_path, index=False)
# saving train_labels data frame
train_labels_path = cwd + "/train_labels.csv"
y_train.to_csv(train_labels_path, index=False)
# saving val_labels data frame
val_labels_path = cwd + "/val_labels.csv"
y_val.to_csv(val_labels_path, index=False)
# saving test_labels data frame
test_labels_path = cwd + "/test_labels.csv"
y_test.to_csv(test_labels_path, index=False)
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In [1]:

import pandas as pd
from sklearn.ensemble import RandomForestRegressor
from sklearn import neighbors
from sklearn.model_selection import cross_val_score
import warnings
warnings.filterwarnings("ignore", category=FutureWarning)
import os.path
# for getting the current directory.
import matplotlib.pyplot as plt
import numpy as np
from sklearn.linear_model import LinearRegression
from sklearn.tree import DecisionTreeRegressor
from sklearn.svm import SVR

In [2]:

cwd = os.getcwd()
tr_features_path = cwd + "/train_features.csv"
tr_labels_path = cwd + "/train_labels.csv"

In [3]:

tr_features = pd.read_csv(tr_features_path)
tr_labels = pd.read_csv(tr_labels_path)

In [4]:

print(len(tr_features),len(tr_labels))
115 115

Random Forest Regressor
In [5]:

rf = RandomForestRegressor()

In [6]:

cv_list = list(range(2, 21))
cv_scores_mean = []
cv_scores_std = []
for i in cv_list:
i_score = cross_val_score(rf, tr_features, tr_labels.values.ravel(), cv=i
cv_scores_mean.append(round(i_score.mean(), 4))
cv_scores_std.append(round(i_score.std(), 4))
print('CV Mean Accuracy:', cv_scores_mean,'\nCV Std of Accuracy:', cv_scores_
CV Mean Accuracy: [0.7679, 0.8102, 0.8226, 0.783, 0.6451, 0.6174, 0.5706,
0.5504, 0.5327, 0.5803, 0.4819, 0.4649, 0.5265, 0.5604, 0.5824, 0.4611, 0.4
379, 0.4417, 0.3845]
CV Std of Accuracy: [0.0067, 0.0586, 0.0721, 0.0945, 0.2701, 0.4089, 0.615
7, 0.4761, 0.5227, 0.5778, 0.5794, 0.572, 0.4819, 0.4669, 0.4923, 0.5341,
0.5563, 0.5943, 0.6983]
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K Neighbors Regressor
In [7]:

knn = neighbors.KNeighborsRegressor()

In [8]:

knn_cv_scores_mean = []
knn_cv_scores_std = []
for i in cv_list:
knn_i_score = cross_val_score(knn, tr_features, tr_labels.values.ravel(),
knn_cv_scores_mean.append(round(knn_i_score.mean(), 4))
knn_cv_scores_std.append(round(knn_i_score.std(), 4))
print('CV Mean Accuracy:', knn_cv_scores_mean,'\nCV Std of Accuracy:', knn_cv
CV Mean Accuracy: [0.7366, 0.7729, 0.7251, 0.596, 0.478, 0.1772, 0.1634, 0.
1872, 0.1824, 0.1641, 0.1404, 0.0703, 0.1327, 0.0832, 0.1463, 0.1745, 0.181
3, 0.2301, 0.0727]
CV Std of Accuracy: [0.0713, 0.0612, 0.1086, 0.3427, 0.557, 1.384, 1.6094,
1.5107, 1.5552, 1.8417, 1.7671, 1.7416, 1.6905, 2.0404, 1.9915, 1.9465, 1.8
951, 1.8546, 1.948]

Linear Regression
In [9]:

lr = LinearRegression()

In [10]:

lr_cv_scores_mean = []
lr_cv_scores_std = []
for i in cv_list:
lr_i_score = cross_val_score(lr, tr_features, tr_labels.values.ravel(), c
lr_cv_scores_mean.append(round(lr_i_score.mean(), 4))
lr_cv_scores_std.append(round(lr_i_score.std(), 4))
print('CV Mean Accuracy:', lr_cv_scores_mean,'\nCV Std of Accuracy:', lr_cv_s
CV Mean Accuracy: [0.8525, 0.8471, 0.8375, 0.7998, 0.6782, 0.5778, 0.6068,
0.5467, 0.5209, 0.5548, 0.4801, 0.4476, 0.5027, 0.5379, 0.5653, 0.4872, 0.4
975, 0.5266, 0.3391]
CV Std of Accuracy: [0.0405, 0.0624, 0.07, 0.1341, 0.3073, 0.521, 0.5852,
0.643, 0.6659, 0.7773, 0.7448, 0.7191, 0.7061, 0.5537, 0.5466, 0.6089, 0.57
88, 0.5704, 1.1716]
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Support Vector Machine
In [11]:

In [12]:

svr = SVR()
svr_cv_scores_mean = []
svr_cv_scores_std = []
for i in cv_list:
svr_i_score = cross_val_score(svr, tr_features, tr_labels.values.ravel(),
svr_cv_scores_mean.append(round(svr_i_score.mean(), 4))
svr_cv_scores_std.append(round(svr_i_score.std(), 4))
print('CV Mean Accuracy:', svr_cv_scores_mean,'\nCV Std of Accuracy:', svr_cv
CV Mean Accuracy: [0.4607, 0.4614, 0.4487, 0.3722, 0.3224, 0.2619, 0.3207,
0.2331, 0.2598, 0.2813, 0.1374, 0.0488, 0.1329, 0.2057, 0.2406, 0.0867, 0.0
724, 0.08, 0.046]
CV Std of Accuracy: [0.037, 0.0611, 0.0372, 0.2016, 0.2298, 0.2393, 0.2514,
0.3026, 0.2995, 0.3073, 0.3666, 0.2915, 0.3425, 0.3729, 0.3579, 0.512, 0.46
42, 0.4923, 0.4606]

Decision Tree Regressor
In [13]:

dtr = DecisionTreeRegressor()

In [14]:

dtr_cv_scores_mean = []
dtr_cv_scores_std = []
for i in cv_list:
dtr_i_score = cross_val_score(dtr, tr_features, tr_labels.values.ravel(),
dtr_cv_scores_mean.append(round(dtr_i_score.mean(), 4))
dtr_cv_scores_std.append(round(dtr_i_score.std(), 4))
print('CV Mean Accuracy:', dtr_cv_scores_mean,'\nCV Std of Accuracy:', dtr_cv

CV Mean Accuracy: [0.6361, 0.6555, 0.8045, 0.6536, 0.4846, 0.5742, 0.5581,
0.3907, 0.3879, 0.5352, 0.3872, 0.1214, 0.3644, 0.4698, 0.4984, 0.2552, 0.2
489, 0.3147, 0.1497]
CV Std of Accuracy: [0.1751, 0.2258, 0.0344, 0.1777, 0.3597, 0.3707, 0.404
1, 0.5495, 0.5283, 0.5281, 0.5522, 1.0529, 0.6069, 0.4713, 0.4681, 0.7416,
0.7539, 0.7487, 1.3011]
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Comparison Between Different Models
In [15]:

plt.figure(figsize=(10,6))
plt.plot(cv_list,cv_scores_mean,'bo-', linewidth=1.5, alpha = 1, label="Rando
plt.plot(cv_list,knn_cv_scores_mean,'ro-', linewidth=1.5, alpha = 1, label="K
plt.plot(cv_list,lr_cv_scores_mean,'go-', linewidth=1.5, alpha = 1, label="Li
plt.plot(cv_list,svr_cv_scores_mean,'yo-', linewidth=1.5, alpha = 1, label="S
plt.plot(cv_list,dtr_cv_scores_mean,'co-', linewidth=1.5, alpha = 1, label="D
xl = plt.xlabel('K-Fold', fontsize = 12)
yl = plt.ylabel('Mean Accuracy', fontsize = 12)
plt.locator_params(axis="x", nbins=10)
plt.grid()
lgd = plt.legend()
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In [16]:

plt.figure(figsize=(10,6))
plt.plot(cv_list,cv_scores_std,'bo-', linewidth=1.5, alpha = 1, label="Random
plt.plot(cv_list,knn_cv_scores_std,'ro-', linewidth=1.5, alpha = 1, label="KN
plt.plot(cv_list,lr_cv_scores_std,'go-', linewidth=1.5, alpha = 1, label="Lin
plt.plot(cv_list,svr_cv_scores_std,'yo-', linewidth=1.5, alpha = 1, label="Su
plt.plot(cv_list,dtr_cv_scores_std,'co-', linewidth=1.5, alpha = 1, label="De
xl = plt.xlabel('K-Fold', fontsize = 12)
yl = plt.ylabel('Std of Accuracy', fontsize = 12)
plt.locator_params(axis="x", nbins=10)
plt.grid()
lgd = plt.legend()
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Comparison Using Grouped Bar Plots
In [17]:

# importing package
import matplotlib.pyplot as plt
import numpy as np
plt.figure(figsize=(22.5,13.5))
# create data
x = np.arange(2,21)
width = 0.10
# plot data in grouped manner of bar type
plt.bar(x-0.4, cv_scores_mean, width,color = 'blue',alpha = 1, label="Random
plt.bar(x-0.2, knn_cv_scores_mean, width,color = 'red',alpha = 1, label="KNN"
plt.bar(x, lr_cv_scores_mean, width,color = 'green',alpha = 1, label="Linear"
plt.bar(x+0.2, svr_cv_scores_mean, width,color = 'yellow',alpha = 1, label="S
plt.bar(x+0.4, dtr_cv_scores_mean, width,color = 'cyan',alpha = 1, label="Dec
xt = plt.xticks(cv_list,fontsize = 26)
plt.yticks(fontsize = 26)
lgd = plt.legend(fontsize = 26)
xl = plt.xlabel('K-Fold', fontsize = 26)
yl = plt.ylabel('Mean Accuracy', fontsize = 26)
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In [18]:

plt.figure(figsize=(22.5,13.5))
# create data
x = np.arange(2,21)
width = 0.10
# plot data in grouped manner of bar type
plt.bar(x-0.4, cv_scores_std, width,color = 'blue',alpha = 1, label="Random F
plt.bar(x-0.2, knn_cv_scores_std, width,color = 'red',alpha = 1, label="KNN")
plt.bar(x, lr_cv_scores_std, width,color = 'green',alpha = 1, label="Linear")
plt.bar(x+0.2, svr_cv_scores_std, width,color = 'yellow',alpha = 1, label="Su
plt.bar(x+0.4, dtr_cv_scores_std, width,color = 'cyan',alpha = 1, label="Deci
xt = plt.xticks(cv_list,fontsize = 26)
plt.yticks(fontsize = 26)
lgd = plt.legend(fontsize = 26)
xl = plt.xlabel('K-Fold', fontsize = 26)
yl = plt.ylabel('Standard Deviation', fontsize = 26)
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