ABSTRACT Driven by the visions of the Internet of Things, more and more devices will join the network and generate large amounts of data. To analyze these data and provide useful information for intelligent applications, artificial neural networks are expected to be widely configured in data centers. However, it incurs excessive latency for the centers to aggregate data from massive distributed devices. To tackle this challenge, we propose wireless-network-based feedforward neural network (WN-FNN), a novel design that utilizes multiple-access communication to perform FNN computation in wireless networks. Based on a technology known as computation over multiple-access channel, the proposed design integrates communication and computation, which dramatically reduces the data aggregation latency. Furthermore, we analyze the impacts of the input noise and received noise on WN-FNN. A regularization strategy is proposed to improve the denoising ability of WN-FNN. An indoor localization application is simulated to verify the performances of WN-FNN and the regularization strategy. Multiple-access communication, FNN computation, CoMAC, artificial neural networks. 
I. INTRODUCTION
In order to realize the visions of Internet of Things (IoT), wireless networks need to provide connections for tens of billions of devices [1] . To analyze data generated by these devices and provide useful information for intelligent applications, machine learning methods, especially artificial neural networks (ANNs), are widespreadly applied [2] - [4] . For example, feedforward neural networks (FNNs) can be applied to the node localization by building a flexible mapping between the received signal strength and the position, as illustrated in Fig. 1 . Compared with other conventional techniques, these methods show better performance for their stability in dynamic environments. However, the learning methods usually require huge amounts of data aggregated from massive distributed devices, which incurs significant latency and resource consumption. To tackle this problem, we integrate the multiple access communication and the FNN computation in wireless networks.
Traditional methods aiming to improve the aggregation efficiency mainly focus on the reduction of data to be transmitted [5] , [6] . However, although the volume of data is reduced, the traditional communication-and-computation separation architecture strongly limits the performance improvement. In order to overcome the bottleneck caused by this separation architecture, a technology called computation over multiple-access channel (CoMAC) [7] has been proposed, which utilizes the superposition property of wireless channel to compute the summation part of the target function. With the CoMAC technology, the integration architecture can reduce the data aggregation latency dramatically.
The weighted sum is a basic component of ANN computation, which can be computed by CoMAC efficiently due to its summation structure. Motivated by this observation, in this work, we propose a novel design, named wireless-networkbased feedforward neural network (WN-FNN), to apply CoMAC in FNN computation. In WN-FNN, we utilize the communication nodes to construct the input neurons of FNN and utilize the fusion center (FC) to represent the hidden layer. By the simultaneous data transmission between the nodes and the FC, the first layer computation of FNN can be realized, which reduces the aggregation latency greatly. To the best of our knowledge, the CoMAC technology has never been applied to neural computing before. The main contributions of the work can be summarized as follows. FNN computation and multiple-access wireless communication. We define the forms of processing functions, and realize the first layer computation of FNN by combining CoMAC with multi-slot allocation.
• Noise analysis for our design: The impacts of input noise and received noise on WN-FNN are analyzed. Also, we propose a regularization strategy to enhance the denoising ability of WN-FNN.
• An indoor localization application: An indoor localization is chosen as the use case of WN-FNN. Simulation results are provided to show the performance of WN-FNN and the improvement brought by the regularization strategy. The rest of this paper is organized as follows. Related works are introduced in section II. The integration of communication and computation is discussed in section III. The proposed WN-FNN design is given in section IV. The impacts of noise on WN-FNN and the denoising strategy are investigated in section V. The indoor localization scheme and its simulation results are presented in section VI. Conclusion is given in VII.
II. RELATED WORK
This section summarizes some traditional methods in aggregation latency reduction and the related works about CoMAC. Traditional methods adopt communication-and-computation separation architectures, while the CoMAC technology provides great potential to integrate communication and computation.
A. TRADITIONAL METHODS OF REDUCING LATENCY
Traditional methods aiming to reduce the aggregation latency fall into two categories, namely in-network protocol methods and data compression methods. For in-network protocol methods, many different routing algorithms were investigated, in which intermediate nodes were utilized to aggregate data of neighboring nodes in advance and combine them into high quality information [5] . To increase the total number of gathered signals during the network life-time, a cluster-based protocol was proposed in [8] , where an efficient searching algorithm was used to optimize the selection of cluster-heads. A tree-based protocol proposed in [9] assumed that the entire network was organized into a tree, where data aggregation was performed at intermediate nodes along the tree and the concise representation of data was transmitted to the root node.
For data compression methods, existing approaches can be classified into two categories: local data compression approach and distributed data compression approach [6] . In [10] , Marcelloni and Vecchio proposed a local compression algorithm, which exploited only temporal correlation of data and did not depend on the specific network topologies. The spatial correlation between different nodes is considered in the distributed compression approach. The distributed source coding technique for spatially correlated sensor clusters was applied in [11] to perform the distributed compression of a cloud radio access network. Luo et al. [12] presented the first design to apply distributed compressive sensing to sensor data gathering, which was able to reduce global communication cost without introducing intensive computation or complicated transmission control.
B. CoMAC
The idea of CoMAC can be traced back to the seminal work in [7] . Nazer and Gastpar first merged the processes of communication and computation by developing a novel joint source-channel design. This design exploited the interference property of wireless channel by letting nodes transmit simultaneously to compute a linear function of the measurements much more efficiently. Then, in [13] , M. Gastpar proved that uncoded transmission with the CoMAC technology is optimal for a standard Gaussian multiple-access channel. In [14] , Goldenbaum et al. gave the general form of analog function that can be performed by CoMAC and the corresponding communication design. A thorough base for a theory of analog computation over wireless channels was presented VOLUME 7, 2019 in [15] by specifying what is the maximum achievable. Subsequently, various experimental platforms were built to verify the performance of CoMAC in different scenarios [16] - [18] .
III. THE INTEGRATION OF COMMUNICATION AND COMPUTATION
Communication and computation are often treated as two distinct processes in many applications. Conventionally, the ANN computation in wireless networks (WNs) is through a communication-and-computation separation way. By contrast, the CoMAC technology provides a promising solution to integrate communication and computation. In this section, we will discuss about these two different schemes.
A. THE CONVENTIONAL SEPARATION SCHEME As illustrated in Fig. 2(a) , the WN is composed of a FC and M nodes indexed by m ∈ {1, · · · , M }. Each node comprises a power supply unit, sensors, a controller and a communication device. The FC receives data through a communication device and then delivers them to the ANN computation unit. To avoid the inter-node interference during the transmission, access to the channel between the FC and nodes is coordinated by TDMA, which results in a significant latency.
If each node is assigned one time slot, it will take 100 time slots to complete the data aggregation of 100 nodes. Compared with the high speed of computation, this communication process will take up most of the processing time. Thereby, in this separation scheme, the communication becomes an inherent bottleneck in performance. This communication bottleneck is similar to ''the Von Neumann bottleneck'' [19] , which results from the imbalance between the memory access speed and computing speed in computer systems.
B. THE CoMAC SCHEME
The essential idea of CoMAC is not to treat the communication devices as only the data transmission entities, but to exploit the superposition property of wireless channel between the FC and nodes to realize the function computation. A schematic illustration of the signal superposition in CoMAC from the perspective of analog and digital domain is shown in Fig. 3 .
As illustrated in Fig. 2 (b), the CoMAC scheme adds processing units in nodes and the FC. By the simultaneous transmission, the FC can receive the desired function in one time slot, which breaks the communication bottleneck. Based on the CoMAC scheme, we design the WN-FNN, whose details will be illustrated in the next section.
IV. WN-FNN: UTILIZE WN TO CONSTRUCT FNN
We propose a design named WN-FNN to apply the CoMAC technology in FNN computation. The whole design is illustrated in Fig 
where w m is the weight of the connection between input neuron m and the hidden neuron, b is the bias of the hidden neuron, r is the weighted sum of inputs, and f (·) is the activation function. The function in (1) is a kind of nomographic functions, which are computable by CoMAC. The definition of nomographic functions is given below. Definition 1 (Nomographic Function [14] ): The function y(x 1 , x 2 , . . . , x M ) is said to be nomographic, if there exist M pre-processing functions ϕ m (·) : R → R along with a post-processing function ψ(·) : R → R such that it can be represented in the form:
Typically, the CoMAC of a nomographic function can be implemented in WN by three operations: (i) pre-processing at each node, (ii) summation of pre-processed data realized by multiple-access, and (iii) post-processing at the FC. Based on the form of (1), the pre-processing function of node m is designed as
where h m is the channel coefficient between node m and the FC. And the post-processing function is designed as
It is assumed that the training of the FNN is finished and all parameters of the FNN are obtained. The parameters of (3) and (4) are stored in nodes and the FC respectively. As shown in Fig. 4(b) , the channel coefficient h m and the weight w m are stored in node m. The bias and the activation function are stored in the FC. By simultaneous transmission, the FC can receive the target function. Let F denote this function, we have
According to (1) and (5), the received function at the FC equals to the hidden neuron output of the FNN. So far, we have completed the computation of the hidden neuron by the CoMAC technology.
B. HOW TO REALIZE THE COMPUTATION OF THE HIDDEN LAYER
As illustrated in Fig. 4(c) , the hidden layer of the FNN contains N neurons indexed by n ∈ {1, · · · , N }. The output value of hidden neuron n is denoted as F n . The computation of the hidden layer can be implemented by combining multislot allocation with the design proposed in the previous subsection. The FC is configured with a slot allocation manager, which distributes the schedule of the network. As illustrated in Fig. 4(d) , the computation of each hidden neuron will be performed in each time slot. During slot n, the FC acts as hidden neuron n and all nodes change their VOLUME 7, 2019 pre-processing functions. Then the received function can be written as
where ϕ mn (·) is the pre-processing function of node m, and ψ n (·) is the post-processing function of the FC. Assume that the channel is invariable and known, the pre-processing and post-processing function are given as
and
where w mn is the connection weight between input neuron m and hidden neuron n, and b n is the bias of hidden neuron n. Similarly, according to (7) and (8), we store the corresponding parameters in advance. When the next time slot comes, the processing functions will change into the corresponding forms. The FC stores the target function value of each hidden neuron. After all N time slots, the values of the whole hidden layer are obtained, which are then delivered to the FNN computation unit to preform the subsequent computation.
C. ADVANTAGES OF THE PROPOSED DESIGN
Due to the CoMAC technology, WN-FNN does not care about the individual value of each node, which eliminates the high latency in the conventional communication-and-computation separation scheme. Consider a FNN with M = 100 and N = 5, it will take 100 time slots to aggregate data in conventional scheme. However, it only takes 5 time slots in the proposed WN-FNN scheme, which achieves 20-time of time complexity reduction. Fig. 5 shows that WN-FNN has great advantages in overall execution efficiency as the wireless network scale grows. 
Proposition 1 (Comparison of time complexity): The time complexity of the conventional scheme is O(M ). By contrast, the complexity of WN-FNN is O(N ).
Proof: In the conventional separation scheme, the whole structure of the FNN is stored at the FC. The execution time of data aggregation is proportional to the number of nodes or input neurons. Therefore, the time complexity of the conventional scheme is O(M ). In WN-FNN, the input layer of the FNN is composed of wireless nodes. With the CoMAC technology, the FC does not need to get the individual data of all nodes. Since the FC acts as the corresponding hidden neuron during different time slots, the time complexity only depends on the size of the first hidden layer, which equals to O(N ).
D. COMPARISON WITH OTHER PROPOSALS
In our proposal, the CoMAC technology is utilized to integrate multiple access communication and the FNN computation, which improves the data aggregation efficiency. There are other works that implement ANNs using in-network processing techniques. In the following, we will point out the differences between our work and those proposals.
Di Pascale et al. [20] proposed to map the whole ANN into a multi-hop IoT network. However, their proposal focused on the optimization of the network framework rather than the integration of communication and ANN computation. In the proposal, IoT nodes were selected to behave as hidden neurons, which consumed much power for computation. In our work, the neural computing is performed by the CoMAC technology, which saves the power of IoT nodes. A concept of cognitive sensor networks was proposed in [21] . The authors developed a distributed ANN topology suitable for the implementation on a network platform with limited resources. However, they took the change detection as a use case and largely came down to a method for data filtering. In our proposal, we aim to reduce the aggregation latency by integrating communication and ANN computation, which is fundamentally different from their work. Li and Serpen [22] proposed a novel concept for embedding an ANN into a wireless sensor network (WSN). This concept was shown to be feasible through a case study, which configured a Hopfield neural network as a static optimizer for a graphtheoretic optimization problem. Similarly, in this proposal, nodes need to perform the neuron computation in their processing units, which is different from the way we do the neural computing. Also, compared with our work, they did not aim to reduce the aggregation latency before the neural computing.
V. THE CHALLENGE OF THE PROPOSED DESIGN
The key challenge of WN-FNN is the noise interference. In this section, we investigate the impacts of two types of noise on WN-FNN. Furthermore, inspired by regularized autoencoders, we present a regularization strategy to enhance the denoising ability of WN-FNN.
A. THE IMPACTS OF NOISE ON WN-FNN
We consider two types of noise in this work: the input noise and the received noise. The input data of WN-FNN are usually obtained from internal sensors and are inevitably affected by the noise in the surrounding environment. As a result, the data deviate from the actual values, and we call this type of noise ''the input noise''. Furthermore, during the CoMAC process, the received signals at the FC are also affected by noise, which we call ''the received noise''. From the perspective of FNN, the received noise is equivalent to the noise added to the biases. As illustrated in Fig. 6 , if we define x m = x m + n m I , r = r + n R , the function of one hidden neuron can be written as
where n m I is the input noise of the node m, n R is the received noise of the FC. Assume that these two types of noise are random with zero mean value and the input noise is independent identically distributed (i. i. d.). Considering the transmit power constraint, the pre-processing and post-processing function are designed as
where η is the power control factor. Then the function in (9) can be rewritten as
The transmit power of node m is
With an instantaneous power constraint considered, i.e., P m ≤ P 0 , the power control factor η can be calculated as
which depends on the minimum ratio between the channel power gain to the effective signal power.
B. A REGULARIZATION STRATEGY
We propose a regularization strategy to enhance the denoising ability of WN-FNN, which is inspired by the regularized autoencoders. A regularized autoencoder uses a penalty term that encourages the model to have other properties besides the basic function to copy its input to its output [23] . Contractive autoencoders (CAEs) [24] and denoising autoencoders (DAEs) [25] are classical regularized autoencoders.
By penalizing the squared Frobenius norm of the Jacobian of encoder function, CAEs aim to learn a representation that is insensitive to the perturbations in the input space. The objective function of CAEs has the form of
where J (·) is the standard objective function, θ is the model parameter vector, λ is the penalty coefficient that weights the relative contribution of the penalty term, x is the input vector, and f (·) is the encoder function. DAEs receive corrupted data as the input, and they are trained to recover the uncorrupted data as the output. Actually, the DAE with small Gaussian corruption is proved to be a particular kind of CAE [24] , which contracts the reconstruction function rather than the encoder function. This yields an objective function with the form of
where g(·) is the decoder function and g (f (·)) is the reconstruction function. The validity of CAEs and DAEs in resisting perturbations, together with the commonality of their penalty terms, inspires us to apply this ''contractive'' penalty to WN-FNN. Due to the network parameters of WN-FNN are derived from the trained FNN, we add this contractive penalty behind the standard objective function of FNN during the training. We call this new learning model the contractive FNN (CFNN) . The objective function of CFNN has the form of
where I is the input noise penalty, R is the received noise penalty, λ I and λ R are penalty coefficients.
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Taking a WN-FNN with K hidden layers as an example, we define the input noise penalty as
where F k is the output vector of layer k, x is the input vector of the network, y is the output vector of the network, F K +1 = y and F 0 = x. Since such penalty has a heavy computing burden during the CFNN training, a layer-wise penalty based on the greedy strategy is adopted, which has been proposed in [26] . Then (17) can be rewritten as
In order to construct the received noise penalty, we expand the activation function of the first hidden layer as a first-order Taylor series:
Then, the received noise can be approximated as the input noise of the first hidden layer with a different variance. Similar to the input noise penalty, the received noise penalty can be defined as
Finally, (16) can be rewritten as
where λ k is the penalty coefficient of layer k. During the CFNN training, there is a compromise between minimizing training error and satisfying the contractive penalty, which is controlled by the penalty coefficient of each layer. Therefore, these coefficients require reasonable selection.
VI. THE INDOOR LOCALIZATION BASED ON WN-FNN
Since the indoor localization is a common application of IoT, we choose it as the use case of WN-FNN. We design the localization scheme and apply the CFNN training model in this scheme. Simulation results are presented to illustrate the performance of WN-FNN and CFNN.
A. THE LOCALIZATION SCHEME
The layout of the experimental setup is shown in Fig. 7 . Anchor nodes are distributed around the square field. Training points are uniformly distributed and test points are randomly distributed. By training CFNN, we aim to build a flexible mapping between the received signal strength (RSS) and the position of each point. As shown in Fig. 8 , the localization process consists of two basic phases: the offline phase and the online phase. The offline phase contains dataset construction and the CFNN training. Anchor nodes first receive the signal broadcast by the mobile node at each training point and then store the RSS values of each point. These RSS values together with the point coordinates constitute the training dataset, based on which we perform the CFNN training. After the network training, the network parameters are stored in anchor nodes and the FC, which is mentioned in section IV. During the online phase, we put the mobile node at each test point and take the corresponding RSS values as the input of the trained CFNN. The proposed WN-FNN performs the first layer computation and then deliver the results to the computation unit. Finally, the estimated coordinates of the test points are obtained at the FC. 
B. SIMULATION AND RESULTS
The simulation parameters are set as follows unless specified otherwise. The square area that contains all training points is 20m × 20m, the interval between each training point is 1m, the number of anchor nodes is 40, the size of training dataset is 441, the size of each test dataset is 40. The input noise and the received noise are assumed to be Gaussian distributed with zero mean value, i.e., n m I ∼ N (0, σ 2 I ) and n R ∼ N (0, σ 2 R ). We choose Keras (based on the TensorFlow backend) as the FNN learning platform. The network structure is a four-layer FNN with 40, 20, 10 and 2 neurons in each layer. The activation function of the first three layer is sigmoid and the last layer is linear. FNNs are optimized by the ''Adam'' optimizer with a learning rate of 1e −3 . We set the mini-batch size as 50 and the training epoch as 8000. The performance of the network is evaluated based on the average error of the distance between the estimated position and the real position. In order to generate the RSS samples for the network training, a simplified path loss model is applied with the form of
where d is the distance between the mobile node and the anchor node, A is the path loss when d is 1m, and γ is the path loss exponent. In this simulation, we set A = −45.8dB and γ = 3.
To verify the denoising ability of CFNN, we compare the localization performance of CFNN with the conventional FNN. These two networks are trained by minimizing two different functions: the mean square error (MSE) function and the CFNN objective function. When only the input noise exists, the layer-wise penalty coefficients are set as λ 0 = λ 1 = λ 2 = 2e −3 . When only the received noise exists and the power control factor η is assumed to be 1, the layer-wise penalty coefficients are set as λ 1 = λ 2 = 5e −3 . CFNN method becomes greater with the decrease of SINR. And the increase of anchor nodes can improve the localization accuracy slightly. When SINR is 10dB, compared with the MSE method, CFNN can improve the localization accuracy by 0.9m. Fig. 10 shows the localization error versus different signal-to-received-noise ratio (SRNR) and objective functions when M is 40 or 50. Similarly, the CFNN method shows its advantage at the low SRNR regime, where the improvement brought by the increase of anchor nodes is not obvious. The localization accuracy can be improved by 0.7m when the SRNR is 10dB.
Furthermore, the situation where both types of noises exist is simulated. We set SINR = 15dB, SRNR = 20dB, η = 1, λ 0 = 2e −3 , and λ 1 = λ 2 = 3.5e −3 . To get the data of 800 test samples, the test dataset is generated for 20 times randomly. The probability density function (PDF) of the localization results is illustrated in Fig. 11 . From this figure, the PDF curve of the CFNN method is higher when the localization error is less than 2m. In addition, we record the localization results of one test set in Fig. 12 . The error information of this set is given in Table 1 . Compared with the conventional FIGURE 11. PDF with input noise and received noise. FNN, the average localization accuracy of the CFNN method is improved by about 0.5m.
In order to improve the localization accuracy, large amounts of anchor nodes are usually deployed around the field, which increases the execution time of the conventional localization scheme. As shown in Table 2 , the execution time of the conventional scheme depends on the number of anchor nodes. By contrast, the execution time of the WN-FNN scheme only depends on the size of the first hidden layer. Thus, in the case of massive anchor nodes distributed in the field, WN-FNN shows great advantages in localization efficiency.
VII. CONCLUSION
When applying ANNs in WNs, it is impractical to aggregate data from massive devices in a conventional communicationand-computation separation way. This leads us to propose WN-FNN, a novel design to integrate WN communication and FNN computation. By utilizing the CoMAC technology, WN-FNN reduces the aggregation latency and improves the overall efficiency greatly. Furthermore, noise analysis for our design with a denoising strategy is presented. The performances of WN-FNN and the denoising strategy are verified by simulation results of an indoor localization application.
