Abstract. We define radial exploration processes from a to b and from b to a in a domain D of hexagons where a is a boundary point and b is an interior point. We prove the reversibility: the time-reversal of the process from b to a has the same distribution as the process from a to b. We show the scaling limit of such an exploration process is a radial SLE 6 in D. As a consequence, the distribution of the last hitting point with the boundary of any radial SLE 6 is the harmonic measure. We also prove the scaling limit of a similar exploration process defined in the full complex plane C is the full-plane SLE 6 . A by-product of these results is that the time-reversal of a radial SLE 6 trace after the last visit to the boundary is a full-plane SLE 6 trace up to some stopping time.
Introduction
The chordal exploration process for percolation was introduced by Schramm in a seminal paper [16] . In this paper, Schramm shows that if the scaling limit of the chordal exploration process exists and is conformally invariant, then it must be a chordal SLE κ . The value κ = 6 can be determined by either the locality property or the crossing probabilities, since SLE 6 is the only SLE κ that satisfies the locality property [13] and Cardy's formula [4] .
Shortly after [16] , Smirnov [18] proved the Cardy's formula for the critical site percolation on the triangular lattice. He also outlined a strategy for using the conformal invariance of crossing probabilities to prove the convergence of the chordal exploration process to a chordal SLE 6 . Later, Camia and Newman [6] presented a detailed and selfcontained proof of this convergence based on Smirnov's strategy. Smirnov also outlined a different strategy in [19] . See Werner [21] for a detailed proof of this new strategy.
In section 4.3 of [21] , Werner defined a radial exploration process for percolation on a hexagonal lattice by concatenating a family of chordal exploration paths in a family of decreasing domains. Then he sketched a proof of the convergence of this radial exploration process to radial SLE 6 . In this paper, we will define a different version of radial exploration process, and then we will give a detailed proof of the same convergence.
In [8] , Kennedy defined a smart kinetic self-avoiding walk (SKSAW) between two points in a domain, and those two points could be boundary point(s) and/or interior point(s). See also [20] and [9] for a smart kinetic walk from the origin to infinity in some lattices. Our definition of radial exploration processes are very similar to the SKSAW in [8] , with a slight modification in order to get the reversibility property. Let D be a simply connected domain in the complex plain with a ∈ ∂D and b ∈ D, and let D δ be the largest connected component of hexagons of D ∩ H δ where H δ is the hexagonal lattice with mesh δ. Midedges of H δ are centers of edges of H δ . In figure 1 , one mid-edge is labeled by a small black square while one vertex of H δ is labeled by a circle. The idea of using mid-edges instead of vertices is motivated by [7] . Let a δ be a closest mid-edge to a in the set of mid-edges outside of D δ but within δ/2 distance from the topological boundary of D δ , ∂D δ , and let b δ be a closest mid-edge to b in D δ . The radial exploration process from a δ to b δ in D δ is a polygonal path (i.e., a path using only edges of H δ ), γ δ , from a δ to b δ in D δ . Let γ δ (0) = a δ . In the first step, there are two mid-edges in D δ within distance δ form a δ , each of them is picked with probability 1/2 independently. We denote the picked mid-edge by γ δ (1). In the k-th step (k ≥ 2), there are at most two mid-edges (call them allowable) that are within distance δ from γ δ (k − 1) and connected to b δ in D δ (i.e., there is a polygonal path from those mid-edges to
Note that we view γ δ [0, k − 1] as a continuous polygonal path, and we also require that γ δ evaluated at half-integers are the vertices of H δ . A simple induction argument shows there is always at least one such allowable mid-edge. We pick each of the allowable midedges with probability 1/2 independently if there are two; we pick the allowable mid-edge if there is only one. Denote the new picked mid-edge by γ δ (k). We stop the process when γ δ reaches b δ . We will see that each walk γ δ has weight (1/2) l(γ δ ) where l(γ δ ) is the number of hexagons in D δ share at least a half-edge with γ δ . We think this definition of radial exploration process is more natural than Werner's for two reasons: each walk in our definition is constructed continuously; each walk has a specific weight and the weight formula, (1/2) l(γ δ ) , is the same as the weight formula for the chordal exploration process. Similarly, we can define a radial exploration process from b δ to a δ in D δ (see Section 3 for the definition).
Our first result is about the reversibility of radial exploration processes: Next, we will adopt the strategy outlined by Werner [21] and the techniques developed by Camia and Newman ( [5] and [6] ) to prove Theorem 1. Suppose D is a Jordan domain. As δ ↓ 0, the radial exploration process in D δ from a δ to b δ converges weakly to the radial SLE 6 in D from a to b. Analogously, we can define a full-plane exploration process in H δ from 0 δ to ∞ where 0 δ is a closest mid-edge to 0 in H δ . In the first step, there are exactly 4 mid-edges in H δ within distance δ from 0 δ , and each of them is picked with probability 1/4 independently. We denote the picked mid-edge by γ δ (1), and we assume γ δ (0) = 0 δ . In the k-th step (k ≥ 2), there are at most two mid-edges (call them allowable) that are within distance δ from γ δ (k − 1) and connected to ∞ in H δ without crossing γ δ [0, k − 1]. We pick each of the allowable mid-edges with probability 1/2 independently if there are two; we pick the allowable mid-edge if there is only one. Denote the new picked mid-edge by γ δ (k). In [8] , it is conjectured that the scaling limit of this process is a full-plane SLE 6 . Based on Corollary 1 and a similar convergence result as Theorem 1 for unbounded domains, we will prove Theorem 2. As δ ↓ 0, the full-plane exploration process in H δ from 0 δ to ∞ converges weakly to the full-plane SLE 6 in C from 0 to ∞.
Remark 2. The distance between two continuous curves in C is defined in (2).
A direct consequence of Lemma 1, Theorem 1 and Theorem 2 is The organization of the paper is as follows. In Section 2 we define the metrics on curves and review the definition of SLE κ . In Section 3 we prove the reversibility of the radial exploration processes. Section 4 is devoted to proving Theorem 1; while Section 5 proves Theorems 2 and 3.
2. Preliminaries 2.1. The space of curves. We will identify the real plane R 2 and the complex plane C in the usual way. A domain D is a nonempty, connected and open subset of C. A simply connected domain D is said to be a Jordan domain if its boundary ∂D is a Jordan curve (i.e., ∂D is a homeomorphism of the unit circle).
For any two continuous curves γ 1 and γ 2 in the closureD of a simply connected and bounded domain D, let d(·, ·) be the uniform metric on curves, i.e.,
where the infimum is over all choices of parametrizations of γ 1 and γ 2 from the interval [0, 1] . Note that the space of continuous curves inD is complete and separable with respect to the metric (1), but it is not necessarily compact, see [1] . LetĈ := C ∪ {∞} be the Riemann sphere. For any two points z 1 , z 2 ∈Ĉ, let ∆(·, ·) be the spherical metric, i.e.,
where γ is any piecewise differentiable curve joining z 1 and z 2 in C. This metric is equivalent to the Euclidean metric in any bounded regions. For any two continuous curves γ 1 and γ 2 inĈ, we define the distance between γ 1 and γ 2 as
where the infimum is over all choices of parametrizations of γ 1 and γ 2 from the interval [0, 1]. The space of continuous curves inĈ, denoted by K, is also complete and separable with respect to the metric (2) , but not compact. When we talk about weak convergence of measures on curves, we always mean with respect to the metric (1) or (2) . Let B K be the Borel σ-algebra on K induced by the metric (2) . Let M denote the set of probability measures on K. For any µ, ν ∈ M, the Prohorov metric ρ on M defined by: ρ(µ, ν) is the infimum of all ǫ > 0 such that for every V ∈ B K ,
where
One property about ρ we will use in this paper is: ρ(µ n , µ) → 0 as n → ∞ if and only if µ n converges weakly to µ as n → ∞. See page 72 of [3] for a proof. 
This is well defined as long as g t (z) − √ κB t = 0, i.e., for all t < τ (z), where
H is a conformal map, where
It is known (see [14] ) that γ(t) := g −1 t ( √ κB t ) exists and continuous in t, and the curve γ is called the trace of chordal SLE κ . It is also proven in the same paper that γ is simple if and only if κ ∈ [0, 4]. Let D be a simply connected domain and a, c be distinct points on ∂D. Let f : H → D be a conformal map with f (0) = a and f (∞) = c. If γ is the chordal SLE κ trace in H, then f • γ defines the chordal SLE κ trace from a to c inD.
2.2.2.
Radial SLE κ . Radial SLE κ is defined similarly but using the radial Loewner equation
where D := {z : |z| < 1} is the unit disk. The trace γ(t) := g 
where U t := √ κB t and the initial condition is lim t→−∞ e t g t (z) = z, z ∈ C \ {0}. Let γ : (−∞, ∞) → C with lim t→−∞ γ(t) = 0 and lim t→∞ γ(t) = ∞ be the trace of fullplane SLE κ . Then g t is the conformal transformation of the unbounded component of C\γ[−∞, t] onto C\D with g t (z) ∼ e −t z as z → ∞. We will see in Section 5: conditioned on the γ[−∞, t] for any t ∈ R, γ[t, ∞] has the distribution of a radial SLE κ trace growing inĈ \ γ[−∞, t].
If z, w are distinct points in C, we can also define full-plane SLE κ connecting z and w by using a linear fractional transformation sending 0 to z and ∞ to w.
Reversibility of radial exploration processes
In this section, we will prove the reversibility of the radial exploration processes. In the introduction, we defined a radial exploration process γ δ from a δ to b δ in D δ . Now we define a radial exploration process (say, γ
In the first step, there are exactly 4 mid-edges in D δ (if δ is small enough) within distance δ from b δ , and each of them is picked with probability 1/4 independently. We denote the picked mid-edge by γ ′ δ (1). Recall that γ δ [0, 1/2] is the only half-edge (starts at a δ ) connected to D δ . In the k-th step (k ≥ 2), there are at most two mid-edges (call them allowable) that are within distance δ from γ
, there is a polygonal path from those mid-edges to
as a continuous polygonal path, and we also require that γ ′ δ evaluated at half-integers are the vertices of H δ . We pick each of the allowable mid-edges with probability 1/2 independently if there are two; we pick the allowable mid-edge if there is only one. Denote the new picked mid-edge by γ ′ δ (k). We stop the process when γ ′ δ reaches a δ . One can also define radial exploration processes using coloring algorithms. We define the coloring algorithm for γ δ first. Let γ δ (0) = a δ , and let γ δ [0, 1/2] be the only half-edge (starts at a δ ) connected to D δ . In the first step, let ξ be the hexagon in D δ has the vertex γ δ (1/2), ξ is colored blue or yellow with probability 1/2. We choose the left half-edge (with respect to γ δ [0, 1/2]) if ξ is blue, or right half-edge if ξ is yellow. We denote the endpoint of the chosen half-edge (i.e., the mid-edge) by γ δ (1). At the k-th
has not been colored and is in D δ , we randomly color it blue or yellow with probability 1/2. We choose the left half-edge (with respect to
We denote the endpoint of the chosen half-edge (i.e., the mid-edge) by γ δ (k). If ξ has been colored or is in the complement of D δ , then choose the half-edge adjacent to
We denote the endpoint of the chosen half-edge (i.e., the mid-edge) by γ δ (k). The algorithm stops when γ δ reaches b δ . The coloring algorithm for γ ′ δ is similar. We let γ
is picked with probability 1/4 independently from the 4 mid-edges in D δ with distance δ from b δ . In the k-th step (k ≥ 2), there are at most two mid-edges (call them allowable) that are within distance δ from γ with probability 1/2 independently. We denote the endpoint of the chosen half-edge (i.e., the mid-edge) by γ ′ δ (k)
has been colored or is in the complement of D δ . Therefore, each walk γ δ has weight (1/2) l(γ δ ) where l(γ δ ) is the number of colored hexagons in D δ , which is also the number of hexagons in D δ share at least a half-edge with γ δ . Similarly, the weight of each γ
where l ′ (γ 
where l(ω) is the number of hexagons in D δ share at least a half-edge with ω.
Proof of Lemma 1. Lemma 1 follows directly from Lemma 2.
Convergence of radial exploration process
In this section, we will prove Theorem 1 using the strategy outlined by Werner [21] and the techniques developed by Camia and Newman ( [5] and [6] ). The idea of the proof is to find a family of stopping times for the radial exploration process and the radial SLE 6 , and then we will show the discrete process converges to the corresponding continuous figure 4 for an illustration of the first two steps of the continuous construction. Note that we are not able to prove for
s., and this is largely responsible for the lengthy proof of Lemma 4.
4.2.
The discrete construction. The discrete construction is based on the continuous construction, so we will use notations defined in the continuous construction. Let D figure 5 for an illustration of the first step of the discrete construction. In the k- This is actually Lemma 3.1 of [21] , and we will give a slightly different argument. It is obvious that any subsequential limit ofγ δ (τ Next, we extend Lemma 3 to all k ∈ N.
Remark 3. This theorem implies that lim
Proof. We prove the first part of the theorem by induction in k. k = 1. This is Lemma 3.
) converges jointly in distribution along some subsequence to some limit (γ 1 , ∂D 2 ,γ 2 ). Lemma 3 impliesγ 1 is distributed like γ[0, τ 1 ] and ∂D 2 is distributed like ∂D 2 . Corollary 5.1 and Lemma 5.3 of [5] , and similar argument as Lemma 3 implyγ 2 is distributed like
k ≥ 3. All steps for k ≥ 3 are analogous to the case k = 2. For the proof of the second part of the theorem, we need the following lemma.
Lemma 4. For any k ∈ N and any
with probability at least p 0 independent of δ, i.e., (4) is true for any δ ≤ δ(k) for each fixed k with δ(k) > 0.
Proof. The basic idea of the proof is from the proof of Lemma 6.4 of [5] . 
with probability at least p 0 independent of δ (one may need to change p 0 to a new positive number here).
If both step k and step k + 1 are in cases 1, 2 and 3 then the lemma follows since cases 1, 2 and 3 reduce the maximum of x-and y− distance by at least a factor of 1/12.
If step k is in case 4, step k + 1 is in case 1, then we have
so the lemma follows. If step k is in case 4, step k + 1 is in case 3, then the lemma follows by a similar argument as (5) . If step k is in case 4, step k + 1 is in case 2, then the proof of the lemma is trivial. If step k is in case 2, step k + 1 is in case 4, then the proof of the lemma is also trivial.
If step k and step k + 1 are in case 4:
/24 then we are done, otherwise we have
So the only two bad situations that we can not achieve (4) in two steps are step k and step k + 1 are in case 1 and case 4 respectively, and in case 3 and case 4 respectively. But if we look into step k + 2 then the lemma follows since we already proved any two successive steps starts with case 4 will reduce the maximum of x-and y-distances by a factor of 11/12. 
we call the first 3 steps of our discrete construction the 1st trial, and the steps 3k − 2, 3k − 1, 3k of our discrete construction the k-th trial (k ≥ 1). We say the k-th trial is successful if the event E k defined by (4) occurs. Lemma 4 implies
where n is a fixed integer. Therefore,
P (number of successes in the n trials = k)
where the last term approaches 0 as n → ∞ since H(ǫ) is fixed when ǫ is fixed. Therefore 
Convergence of full-plane exploration process
In this section, we will prove Theorem 2. Recall the definition of full-plane exploration process in H δ from 0 δ to ∞ in the introduction. We will need Corollary 1, so we prove it here Proof of Corollary 1. Since radial SLE 6 in any Jordan domain is defined by the conformal image of the radial SLE 6 in D. It suffices to prove Corollary 1 for D = D. Let γ be the radial SLE 6 trace from 1 to 0 in D. Let T := sup{t ≥ 0 : γ(t) ∈ ∂D}. Our goal is to prove the distribution on ∂D induced by γ(T ) is the uniform distribution. Let D δ be the largest connected component of hexagons of D ∩ H δ . Let 1 δ be a closest mid-edge to 1 in the set of mid-edges outside of D δ but within δ/2 distance from ∂D δ , and let 0 δ be a closest mid-edge to 0 in D δ . Let γ δ be a radial exploration process from 1 δ to 0 δ in D δ , and γ The proof of the claim is similar to the proof of Lemma 3: it is clear that lim sup δ↓0 γ δ (T δ ) ∈ γ[0, T ] where the lim sup is defined by the linear ordering γ(t 1 ) ≤ γ(t 2 ) for any t 1 ≤ t 2 ; suppose lim inf δ↓0 γ δ (T δ ) ∈ γ[0, T ), then along some subsequence of δ the 3-arm (not all of the same color) event occurs on ∂D, which contradicts Lemma 6.1 of [5] . Since γ δ (T δ ) and γ δ to any point on the unit circle, which implies the distribution on ∂D induced by γ(T ) is the same as the distribution induced by e iθ γ(T ) for any 0 ≤ θ < 2π. Therefore, the distribution induced by γ(T ) is uniform, and the corollary follows.
Next, we generalize Theorem 1 to unbounded Jordan domains. 
