Cell synchrony was investigated during glycolytic oscillations in starved yeast cell suspensions at cell densities ranging from 2 x 106-5 x lo7 cells ml-l . Oscillations in NAD(P)H were triggered by inhibition of mitochondria1 respiration when intracellular NAD(P)H had reached a steady state after glucose addition. Before macroscopic damping of the oscillations, individual yeast cells oscillated in phase with the cell population. After oscillations had damped out macroscopically, a significant fraction of the cells still exhibited oscillatory dynamics, slightly out-ofphase. At cell concentrations higher than lo7 cells ml-l the dependence upon cell-density of (i) the damping of glycolytic oscillations and (ii) the amplitude per cell suggested that cell-to-cell interaction occurred. Most importantly, at cell densities exceeding lo7 cells ml-l the damping was much weaker. A combination of modelling studies and experimental analysis of the kinetics of damping of oscillations and their amplitude, with and without added ethanol, pyruvate or acetaldehyde, suggested that the autonomous glycolytic oscillations of the yeast cells depend upon the balance between oxidative and reductive (ethanol catabolism) fluxes of NADH, which is affected by the extracellular concentration of ethanol. Based on the facts that cell (i) excrete ethanol, (ii) are able to catabolize external ethanol, and (iii) that this catabolism affects their tendency to oscillate, we suggest that the dependence of the oscillations on cell density is mediated through the concentration of ethanol in the medium.
Introduction
The problem of coherence in behaviour of cell populations is of great importance for understanding several biological problems ranging from proliferation to development (Lloyd et al., 1982) . Since there is variability of cycle time during growth even in genetically homogeneous cell populations, the problem exists of extrapolating the behaviour shown by heterogeneous cell populations to the single cell level (Lloyd et al., 1982) . When the frequency and phases of individual oscillating cells are the same, the population is considered to be mutually synchronous (Winfree, 1980) . When cells remain in phase over many oscillatory periods, they must be synchronized by some mechanism, unless the differ-* Author for correspondence (present address as below).
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Glycolytic oscillations provide an example of selforganization and periodicity (Ghosh et al., 1971 ; Hess & Boiteux, 197 1 ; Nicolis & Prigogine, 1977) . For glycolytic oscillations, yeast is an adequate experimental system for the study of collective behaviour such as cell synchronization (Aldridge & Pye, 1976; Chance et al., 1973; Ghosh et al., 1971) . Although previous studies of yeast cell synchronization during glycolytic oscillations suggested that cell interaction would involve a diffusible glycolytic intermediate (Aldridge & Pye, 1976; Ghosh et al., 197 l) , the metabolic basis of that interaction remains elusive. Both pyruvate and acetaldehyde were discarded as candidates for the synchronizing agent on the basis that their extracellular concentrations remained considerably below those known to induce phase shifts in oscillatory behaviour (Winfree, 1980) . Mitochondria1 functions may exert some control on the dynamic behaviour of glycolysis in starved yeast (Aon et al., 199 l) , probably through cytoplasmic ATP and/or NAD+ pools. Modulation of the level of cytosolic ATP by mito-chondria might in turn modulate the dynamic behaviour of glycolysis to become oscillatory. Mitochondria1 N ADH dehydrogenase and the glycolytic steps associated with NADH reoxidation downstream of pyruvate appear to provide another control level of glycolysis dynamics 
Methods
Micro-organism and growth conditions. Saccharomyces cerevisiae, diploid strain X2180 1 MATa sue2 ma1 me1 gal2 cupl MATa sue2 ma1 me1 gal2 cupl (Yeast Genetic Stock Center, Berkeley, Calif., USA) was maintained and grown as described previously Oehlen et al., 1990) . Unless otherwise specified, cells were harvested by filtration at mid-exponential phase. They were then washed twice with 0.1 Mpotassium phosphate buffer, pH 6.8, resuspended in the same buffer at a concentration of 2-4 x lo6 cells ml-l and starved for 3 h in a rotary shaker (120 r.p.m.) at 30 "C (Aon etal., 1991) . Centrifugal elutriation of cells harvested at mid-exponential phase was done as described previously (Oehlen et al., 1990) . The percentage of budded and single elutriated cells did not change during the starvation period.
Measurement of NAD(P)H kinetics. Cells were harvested as described above. Intracellular nicotinamide nucleotide reduction was monitored with an Eppendorf fluorimeter at an excitation wavelength of 316-366 nm, emission being measured at 400-450 nm. The experiments were done at various cell concentrations in a thermostated cuvette at 25 "C with stirring . All the fluorescence traces shown represent a typical result corresponding to duplicates or triplicates for each cell batch and for three independent experiments. The fluorimeter was calibrated by addition of various NADH concentrations to inactive cell suspensions at different densities.
Respiration measurements. Yeast cell suspensions at similar density, pH and temperature as in the fluorescence measurements were assayed in parallel for oxygen uptake with a Clark oxygen electrode (Yellow Springs Instruments) in a magnetically stirred oxygraph vessel as described previously .
Image analysis of intrinsic NAD( P ) H fluorescence dynamics at the single cell and cell population levels. Oscillations were induced as previously described . Briefly, starved yeast cell suspensions in 0.1 M-phosphate buffer, pH 6-8 were incubated in the presence of 20 mM-glucose (3 min) and after addition of 10 mM-KCN, which induces oscillations, a 6 p1 sample was placed between a slide and coverslip and sealed. Under these conditions, a single cell layer was obtained. Cells were excited at 340 nm, the emission being measured at 450 nm. Pictures of the cells (10 s fixed exposure time) were taken at regular intervals (12 s) and analysed by image processing (Image 1.29; W. Rasband, National Institute of Mental Health, Rockville, Md., USA) with an Apple MacIntosh I1 CI computer. The ability of the cells to oscillate was tested by fluorimetry in the same cell suspension as described above. For analysis at the cell population level, each picture was sampled in five places with a fixed square surface containing -20 fluorescent cells and the mean and standard deviation of the total fluorescence intensity was determined. The mean and standard deviation of fluorescence intensity were averaged over the five samples. The averaging of standard deviations was assumed to be valid since the between-samples variance was not significantly larger than the within-samples variance.
To avoid artifacts of photographic procedures and photobleaching, a glass capillary (-0.1 mm diam.) filled with 0.1 mM-NADH was used as an internal standard. Two readings were taken from the internal standard, and the mean and standard deviation calculated. From the values of the internal standard the values of the mean and standard deviation of the cell population were subtracted. The rationale behind this procedure is to refer the oscillations in brightness of the cell population to the internal standard (see below). For analysis at the single cell level, six individual cells were chosen and the temporal changes in light intensity emission with respect to the internal standard were followed as described for the cell population.
Viability tests on the yeast cells by methylene blue (5 mg ml-l) exclusion in the presence of UV light showed no change with respect to the control (exposed to normal light) over the same time interval as in the experiment described above. This result rules out possible artifacts introduced by UV light damage to the cells leading to loss of cell viability. We also checked that under these conditions (starved yeast cells suspended in buffer without nitrogen source and exposed to glucose only) no cell growth occurs (Galazzo & Bailey, 1989) .
Oscillations were induced in very dense cell suspensions as described above (excitation at 340 nm, the emission being measured at 450 nm). Video films (25 average frames per second) were made with a Zeiss Universal photomicroscope equipped for epifluorescence with a 200 W high pressure mercury arc lamp, 100/1.3 neofluar lens and an image intensifier (Videoscope, Washington, DC, USA) with a CCD camera (Grundig). The time sequence of fluorescence changes in single cells was determined using pictures taken from video films at regular time intervals. Images were analysed by image processing (Image I .29) with an Apple MacIntosh I1 CI computer. The fluorescence emitted by the individual cells was evaluated as the grey level occurring at the highest frequency and normalized per unit of fluorescent area to allow comparison between different cells.
Dependence of glycolytic oscillations on cell density
To investigate what affects the synchrony of cyanideinduced oscillations of individual cells in a population of yeast cells, we added glucose to semi-anaerobic, starved yeast cells and waited for the intracellular NAD(P)H fluorescence to become steady. To examine the extent to which, under these conditions, the cells were oscillation prone, we perturbed the metabolism of all cells simultaneously. We added cyanide with the effect of inducing transient oscillations in NAD(P)H fluorescence . This experiment was done at various cell densities to investigate if individual cells influence each other. The amplitude and damping of glycolytic oscillations depended upon cell density ( Fig. la) , while the oscillatory period was independent of that parameter (not shown). The amplitude of the oscillations decreased rapidly at low cell densities and quite slowly at higher cell densities, especially during the first few minutes. At high cell densities, there were extended regions in the kinetics of amplitude decrease of the oscillations, where the cells either oscillated in a sustained way or with little amplitude decrease for several minutes (Fig. la) . Most notably, at cell densities of 5 x lo7 cells mF1, no damping was noticed for 6 min (Fig. 1 a) .
The amplitude of the first four periods of NAD(P)H oscillations was investigated as a function of cell density (Fig. lb) . Up to 5 x lo6 cells ml-l, the amplitude increased almost linearly with cell density. At higher densities a non-linear increase was observed, reaching a plateau at 5 x lo7 cells ml-l.
Transient synchrony of yeast cells during glycolytic oscillations
The observation that damping decreased with increasing cell densities, and the occurrence of more sustained oscillations during a certain time period at high cell densities, suggested some interaction between cells. Did this interaction go as far as to result in active synchronization of the oscillations of individual cells, e.g. by a periodic extracellular trigger? This question of dynamic coherence, i.e. whether the whole yeast cell population oscillated as a single unit, was analysed by fluorescence microscopy of intracellular NAD(P)H fluorescence. The fluorescence intensity of individual cells and the standard deviation thereof around the mean intensity were quantified by image analysis of pictures taken at regular intervals of 12 s. Initially, the fluorescence behaviour of six individual cells (Fig. 2a, c) showed dynamic behaviour similar to the average fluorescence behaviour of the cell population ( Fig. 2b and panel i; note that at the microscope stage, temperature was not perfectly controlled, causing some deviation of the oscillation frequency). However, as the oscillations damped at the cell population level, individual cells continued to exhibit oscillatory behaviour, whilst some of .them began to run out of phase with the others (Fig. 2a, c) . That single cells still showed oscillatory behaviour after long-term exposure to glucose (25 min) and KCN (22 min) was confirmed by image analysis of single cells from video films (Fig. 3) . The same cell preparation analysed by fluorimetry after 20 min in the presence of glucose and KCN exhibited macroscopically damped oscillations (Fig. 3, panel i) . Furthermore, at each time point the standard deviation of the distribution of the fluorescence emitted by the cells increased with time, suggesting higher cellular heterogeneity (results not shown from analysis of the data in Fig. 2b ). This increase in heterogeneity is in agreement with disperse dynamic behaviour at the single cell level and a loss of mutual synchrony, i.e. oscillations in single cells run out of phase.
Basis for sustained synchrony
In the following we evaluate the contribution of the loss of mutual synchrony to the macroscopic damping of oscillations. If we assume that the temporal coherence between cells is broken by heterogeneity and that there is interaction between cells, where does heterogeneity arise -at the signal itself, or at metabolic differences between cells that normally exist in genetically homogeneous populations? And, in the latter case, what is the mechanism of the intercellular communication noted in experiments were designed and mathematical modelling performed.
Heterogeneity introduced by dispersion of cells over the cell cycle does not explain damping of the oscillations
Non-starved, nearly homogeneous populations of both 'single' (96%) cells and of 'budded' (82%) cells, as obtained by centrifugal elutriation, oscillated after starvation, glucose and then cyanide addition (results not shown). This suggested that triggering of oscillations is independent of cell cycle stage. Budded cells resembled the control, non-elutriated cells, in the kinetics of damping of the oscillations and in the appearance of periods in which the damping was drastically reduced. However, 'single' cells showed a somewhat faster damping than the control, non-elutriated, cells.
Heterogeneity in oscillatory dynamics contributes to the macroscopic damping of the oscillations
The results in Fig. 3 show that after macroscopic damping of the oscillations, it is not realistic to extrapolate from cell population to single cell behaviour. Some individual cells still show changes in fluorescence long after the macroscopic oscillations have damped out completely.
In order to take this into account, the 'cosubstrate' (glucose and ethanol) model was formulated. This model, to be reported in more detail elsewhere, took into account the main aspects of glycolysis, ATP and NADH metabolism. It simulated the observed cyanide-induced NAD(P)H oscillations with the experimentally observed frequency. Further simulation studies showed that if cells in a synchronized (in phase) population exhibit, individually, autonomous sustained oscillations, even if they are heterogeneous in their permeability to ethanol, they will not show damping when averaged (results not shown). This is in agreement with the notion that heterogeneity in cellular permeability to ethanol within the range of high penneabilities does not induce changes in dynamics. On the other hand, a cell population heterogeneous in other kinetic constants of glycolysis, and consequently showing a mixture of autonomous damped and sustained oscillations, tends to dampen the same cell due to slow cell rotation, e.g. the budded cell at the right of the pictures sometimes appears as a single cell. Cells were not stuck to the glass surface because it is known that metabolic changes are introduced by cell immobilization (Galazzo & Bailey, 1989) . 160 macroscopic oscillation. The simulation results obtained support the notion that differences in oscillatory dynamics at the single cell level may well contribute to the macroscopic damping by loss of synchrony: individual oscillators go out of phase.
Metabolic basis of cell interaction
At concentrations of 3-5 x lo7 cells ml-l, glucose addition alone caused oscillatory transients of NAD(P)H fluorescence (Fig. 4a) . Also, very dense cell suspensions (5 x lo8 cells ml-l) stored for 1-4 h on ice and then diluted to lo7 cells ml-1 exhibited oscillatory transients upon addition of glucose. When the same dense cell suspension was diluted, centrifuged and resuspended in fresh buffer, oscillatory transients were not triggered by glucose addition (results not shown). This suggested that a compound excreted by the cells plays an essential role in the oscillations. Supernatants of dense cell suspensions (3-5 x lo7 cells ml-l) were assayed for presence of ethanol, pyruvate and acetaldehyde. Ethanol (0.1-0.2 mM) could be detected; pyruvate and acetaldehyde could not (lower detection limit: 1 p~) .
In order to analyse the conditions under which a glycolytic product such as ethanol or glycolytic intermediates such as pyruvate and acetaldehyde could participate in the cell interaction phenomenon observed (Fig. l) , experiments were performed to investigate whether these metabolites could effectively be metabolized in the presence of glucose and could thus affect glycolytic oscillations.
Ethanol and glycolytic intermediates as putative intercellular messengers
Starved yeast cell suspensions ( lo7 cells ml-I) actively respired in the presence of 0.1 mwethanol (22 p~- Omin-') and doubled their respiration rate when a similar amount of ethanol was added. Addition of 20 mM-glucose provoked an increase of approximately 45% in the rate of respiration. Only a slight increase (10%) in respiration rate was observed when ethanol (0.1 or 1 mM) was added to cells already respiring in the presence of 20 mM-gluCOSe. The cells reached similar rates of respiration under the two experimental conditions of cosubstrate utilization described above, perhaps due to limited respiratory capacity (Rieger et al., 
1983).
Oscillatory transients triggered by glucose addition alone could be observed in washed resuspended yeast cells pre-incubated for 2 min in the presence of ethanol (0.01-0.1 mM) (Fig. 4b) . This experimental evidence, and the fact that starved yeast cells were able to metabolize glucose and ethanol simultaneously, agree with the possibility that extracellular ethanol affects the oscillations in individual cells.
After triggering oscillations by KCN addition at high cell densities (3 x lo7 cells rnl-l), the ethanol concentration rose almost exponentially after a lag of 3 min. To ascertain whether ethanol may play a role in keeping cells synchronous, the kinetics of damping of KCNtriggered oscillations at high cell densities was studied in starved yeast cells pre-incubated with ethanol. At low cell densities (lo7 cells ml-I) ethanol did not induce changes in damping (not shown). At high cell densities (3 x lo7 cells ml-l), the lower ethanol concentration especially appeared to increase damping (Fig. 5a) . The role of ethanol in promoting oscillations at high cell densities was further confirmed by treatment of yeast cell suspensions (3 x lo7 cells ml-l) with pyrazole, an inhibitor of alcohol dehydrogenase I1 (Lieber et at., 1978) .
Increasing concentrations of pyrazole (from 0.6-1 -2 mM) first augmented the damping and the amplitude of the oscillations (Fig. 6) , then quenched the oscillations (Fig. 6) .
The effect of pyruvate and acetaldehyde was also investigated. Both at low (not shown) and at high (Fig.  5 c) cell concentrations, acetaldehyde increased the damping factor while pyruvate showed a behaviour similar to ethanol either at low or high cell densities (Fig. 5b) .
Discussion
Glycolytic dynamics of individual cells, and their tendency to oscillate and the frequency of oscillation, are likely to be affected by the flux balance of NAD+ reduction and NADH oxidation. The flux redox balance is accomplished, on the one hand, through pathways reducing NAD(P)+, such as ethanol catabolism, and on the other hand the pathways oxidizing NAD(P)H, such as dihydroxyacetone phosphate reduction. The net effect of these two types of pathway functions against the background of glycolysis, which, in principle operates at a much higher throughput (in the presence of cyanide). Because glycolysis is redox neutral in terms of causing no net NAD(P)+ reduction, yet depends dynamically on the redox state of NAD+, the dynamic redox balance is likely to be an important determinant of glycolytic oscillations.
The present work shows that in oscillating populations of yeast, individual cells influence the glycolytic dynamics of other cells. Yet, primarily, the oscillations are oscillations of individual cells. Because of slight kinetic heterogeneity, the oscillation of the population damps more quickly than that in individual cells. We propose that the cells affect each others' dynamic redox balance through an increasing concentration of extracellular ethanol arising from ethanol produced intracellularly. This concentration increases with both time and cell density.
The 'cosubstrate model' leading to the explanation described above is an extension of a previous model (Cortassa et al., 1990; Aon et al., 1991 ; , with the following features: (i) ethanol is utilized in an oxidative pathway; (ii) the flux balance between NAD+ reduction and NADH oxidation at the single cell level is the biochemical determinant of autonomous cellular glycolytic oscillations ; (iii) ethanol produced by glycolysis and equilibrating with the medium subsequently affects the oscillatory dynamics of the cells by affecting the redox balance; (iv) additional reactions oxidize NAD(P)H; one of these could reflect leakage through the cyanide block and the other reduction of di hydroxyacetone phosphate. This model, simulated without cell-to-cell interaction, assumes that the population is dynamically homogeneous. Before macroscopic damping, the assumption of homogeneity appears reasonable in the light of the results shown in Fig. 2 .
Several experimental observations were simulated, and explained, by the model. (1) Oscillatory transients triggered by glucose when ethanol was present (cyanide being absent) (Fig. 4) may be due to high ethanol inputs (results not shown). It has indeed been shown that ethanol is consumed under those conditions. The respiration measurements are in agreement with high rates of ethanol utilization (see text).
(2) Low ethanol concentrations enhanced the oscillations, whereas higher ethanol concentrations lead to continued reduction of NAD(P)+ and damping of the oscillations. In the absence of such added ethanol, one expects the ethanol concentration in the suspension to increase both with time and with cell density. This might then cause individual cells to sense the cell density, resulting in the apparent interaction between cells.
(3) At low cell densities, calculations based on the model led to damped oscillations, while at higher cell densities an initial phase of oscillations slightly decreasing in amplitude was calculated to be followed by a subsequent phase where the oscillations remained almost constant in amplitude. At still higher cell densities, the amplitude of the oscillations again decreased more quickly. According to these calculations, our experimental observations that with increasing cell density the oscillations damp less quickly can be explained. Essentially, the reason is that within a certain concentration range ethanol enhances the oscillations because it brings the redox level of NAD(H) to an optimum. At high cell densities, the ethanol produced by the cells is sufficient to bring the extracellular ethanol concentrations to this level. Upon continued incubation, the ethanol concentration may increase further, bringing it into the region where it negatively affects the oscillations, because the redox level of NAD(H) becomes too reduced. The model allows two further experimental observations to be understood. A strong decrease in the amplitude of oscillations was noticed when 1 mM-acetaldehyde was added (Fig. 5c) . As with added ethanol, acetaldehyde may disturb the redox balance and hence the glycolytic oscillations (Gancedo & Serrano, 1989; Van Urk et al., 1989).
(4) If the oxidation of ethanol in the catabolic pathway promotes oscillations at high cell densities, then inhibition of the former should quench the oscillations. Pyrazole, a potent inhibitor of alcohol dehydrogenase I1 (which catalyses the first step of the ethanol oxidative pathway), was used in order to test this hypothesis (Lieber et al., 1978) . Pyrazole (1.2 mM), at high cell densities (3 x lo7 cells ml-l), inhibited the oscillations (Fig. 6c) . Low pyrazole concentrations (0.6 mM) drastically decreased the amplitude of the oscillations and increased the damping (Fig. 6b, and results not shown) .
Pye (1973) observed that a metabolic switch occurred when oscillations damp out concomitantly with a sharp drop in the rate of ethanol production. With the cosubstrate model, this observation may be attributed to a redox imbalance in the cells triggered by hypoxia. Indeed, in our simulations for the presence of high ethanol concentrations, it was observed that glycolysis tended to be inhibited. When acetic acid is produced by the ethanol oxidative pathway, an excess of NADH is expected. This cannot be compensated by redox-neutral glycolytic ethanol production, so a kind of 'Custer's effect' then arises (i.e. inhibition of alcoholic fermentation in the absence of oxygen) (Van Dijken & Scheffers, 1986) .
