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Abstract—In this paper, we establish a connection between the
feedback capacity of additive colored Gaussian noise channels
and the Kalman filters with additive colored Gaussian noises.
In light of this, we are able to provide lower bounds on feed-
back capacity of such channels with finite-order auto-regressive
moving average colored noises, and the bounds are seen to be
consistent with various existing results in the literature; particu-
larly, the bound is tight in the case of first-order auto-regressive
moving average colored noises. On the other hand, the Kalman
filtering systems, after certain equivalence transformations, can
be employed as recursive coding schemes/algorithms to achieve
the lower bounds. In general, our results provide an alternative
perspective while pointing to potentially tighter bounds for the
feedback capacity problem.
I. INTRODUCTION
The feedback capacity [1] of additive colored Gaussian
noise channels has been an important and appealing research
topic in information theory, and accordingly, numerous pa-
pers have been published to study the analytical formulae
(or meaningful bounds) of feedback capacity as well as the
coding schemes to achieve them. In general, we refer to the
breakthrough paper [2] and the references therein for a very
detailed survey; see also [3], [4] for possible complementary
literature reviews. Meanwhile, we also notice the many papers
on this topic that have come out after [2], including but
certainly not restricted to [5]–[14]. In particular, this paper
employs a control-theoretic (or estimation-theoretic, say, using
Kalman filter) approach to analyze feedback channels, which,
in a broad sense, has a flavor similar to those of, e.g., [5]–
[7], [9]–[11], [13], [15]–[17]; see also [18] and the references
therein.
The difference from the previous works, however, is that
in this paper we adopt the method of dealing with first-
order Markov or auto-regressive (AR) colored noises without
extending the state to be estimated in Kalman filtering systems,
as introduced in [19], and generalize the approach to cope with
higher-order auto-regressive moving average (ARMA) colored
noises. Subsequently, we establish the connection between
the Kalman filtering systems and the feedback channels with
ARMA colored noises by carrying out certain equivalence
transformations. In light of this, the algebraic Riccati equations
associated with the Kalman filters provide explicit lower
bounds on the feedback capacity for ARMA colored noises.
Meanwhile, the Kalman filtering systems (after the equivalence
transformations), which are essentially feedback systems, nat-
urally feature recursive coding schemes/algorithms to achieve
the lower bounds.
The lower bounds are consistent with various results exist-
ing in the literature. Specifically, explicit formulae of feedback
capacity for the first-order ARMA colored noises have been
obtained in [2]–[4]; accordingly, our bounds are then shown
to be tight in such a case. On the other hand, our results are
seen to reduce to the lower bounds for higher-order AR colored
noises that have been derived in, e.g., [15], [20]. This being
said, we are aware of the fact that the lower bounds obtained
in this paper are in general not tight, and it is still unclear for
what other classes of colored noises the bounds are also tight
in addition to the first-order ARMA colored noises, beyond
which analytical formulae of feedback capacity, if they exist,
are yet to be discovered [2]. On the other hand, when the
bounds are indeed tight, such as in the case of the first-order
ARMA colored noises, the corresponding recursive coding
schemes/algorithms developed in this paper will complement
the existing ones in the literature (see, e.g., [2]–[6], [13], [15]–
[17]).
In addition, the results obtained in this paper represent
only the relatively preliminary explorations under the current
framework; particularly, the possibly simplest Kalman filtering
systems have been considered herein, with a scalar, constant
system matrix a as well as a scalar, constant output matrix c.
For the next step, the cases, for instance, where the system
matrix ak and output matrix ck are scalar but time-varying,
and even where the system matrix A and output matrix C are
literally matrices (or vectors), are ready to be considered and
may potentially lead to tighter bounds as well as additional
insights into the feedback capacity problem.
The remainder of the paper is organized as follows. Sec-
tion II provides the necessary background knowledge on the
feedback capacity and Kalman filter as required in this paper.
In Section III, we establish the connection between the lower
bounds on feedback capacity (as well as the corresponding
recursive coding schemes/algorithms to achieve the bounds)
for additive ARMA colored Gaussian noise channels and
the Kalman filtering systems with ARMA colored Gaussian
noises; we also examine the relations of our lower bounds to
various existing results in the literature. Conclusions are given
in Section IV.
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Fig. 1. The Kalman filtering system.
II. PRELIMINARIES
In this paper, we consider real-valued continuous random
variables and discrete-time stochastic processes they compose.
All random variables and stochastic processes are assumed to
be zero-mean for simplicity and without loss of generality.
We represent random variables using boldface letters. The
logarithm is defined with base 2. A stochastic process {xk}
is said to be asymptotically stationary if it is stationary as
k →∞, and herein stationarity means strict stationarity [21].
Definitions and properties of the information-theoretic notions
such as entropy rate h∞ (x) can be found in, e.g., [22].
A. Feedback Capacity
Consider an additive colored Gaussian noise channel
yk = xk + zk,
where {xk} ,xk ∈ R denotes the channel input, {yk} ,yk ∈ R
denotes the channel output, and {zk} , zk ∈ R denotes the
additive noise which is assumed to be stationary colored
Gaussian. The feedback capacity Cf [1] of such a channel
with power constraint P is given by [2]
Cf = sup
{xk}
[h∞ (y)− h∞ (x)] , (1)
where the supremum is taken over all stationary channel input
processes {xk} of the form
xk =
∞∑
i=1
bizk−i, bi ∈ R, (2)
while satisfying that E
[
x2k
] ≤ P . Note that [2] provided
a sequence of equivalent characterizations of the feedback
capacity, and as in [5], the characterization of (1) and (2) will
be adopted in this paper (see the proof of Theorem 2).
B. Kalman Filter with White Noises
We now give a brief review of (a special case of) the
Kalman filter [19], [23]. Consider the Kalman filtering system
as depicted in Fig. 1, where the state-space model of the plant
to be estimated is given by{
xk+1 = axk,
yk = cxk + vk.
(3)
Herein, xk ∈ R is the state to be estimated, yk ∈ R is the plant
output, and vk ∈ R is the measurement noise (the process
noise, normally denoted as {wk} [19], [23], is assumed to be
absent). The system matrix is a ∈ R while the output matrix is
c ∈ R, and we assume that |a| > 1 and c 6= 0; hence, the pair
(a, c) is observable (and thus detectable) [24]. Suppose that
{vk} is white Gaussian with variance σ2v = E
[
v2k
]
> 0 and
the initial state x0 is Gaussian with variance E
[
x20
]
satisfying
0 < E
[
x20
]
< ∞. Furthermore, {vk} and x0 are assumed
to be uncorrelated. Correspondingly, the Kalman filter (in the
observer form [24]) for (3) is given by
xk+1 = axk + uk,
yk = cxk,
ek = yk − yk,
uk = Kkek,
(4)
where xk ∈ R, yk ∈ R, ek ∈ R, and uk ∈ R. Herein, Kk
denotes the observer gain [24] given by
Kk =
acPk
c2Pk + σ2v
,
where Pk denotes the state estimation error variance
Pk = E
[
(xk − xk)2
]
.
In addition, Pk can be obtained iteratively using the Riccati
equation
Pk+1 = a
2Pk − a
2c2P 2k
c2Pk + σ2v
with P0 = E
[
x20
]
> 0.
It is known [19], [23] that since (a, c) is detectable, the
Kalman filtering system converges, i.e., the state estimation
error {xk − xk} and the “innovation” {ek} are asymptotically
stationary. Moreover, in steady state, the optimal state estima-
tion error variance P = limk→∞ E
[
(xk − xk)2
]
attained by
the Kalman filter is given by the non-zero root of the algebraic
Riccati equation
P = a2P − a
2c2P 2
c2P + σ2v
, (5)
whereas the steady-state observer gain is given by
K =
acP
c2P + σ2v
. (6)
In addition, the optimal steady-state innovation variance is
σ2e = lim
k→∞
E
[
eke
T
k
]
= lim
k→∞
E
[
(yk − yk)2
]
= c2P + σ2v,
while
lim
k→∞
E
[
(zk − yk)2
]
= c2P.
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Fig. 2. The steady-state Kalman filtering system in integrated form.
It then follows from (5) that
σ2e = c
2P + σ2v = a
2σ2v,
and thus
P =
a2 − 1
c2
σ2v.
As such, (6) can be simplified as
K =
acP
c2P + σ2v
=
a2 − 1
ac
.
In fact, by letting x˜k = xk − xk and y˜k = yk − zk =
yk − cxk, we may integrate the systems given in (3) and (4)
in steady state into
x˜k+1 = ax˜k + uk,
y˜k = cx˜k,
ek = −y˜k + vk,
uk = Kek,
(7)
as depicted in Fig. 2. For the rest of this paper, we will adopt
this equivalent, integrated form of the steady-state Kalman
filtering system for simplicity.
III. LOWER BOUNDS ON FEEDBACK CAPACITY FOR
ARMA COLORED NOISES
In this section, we will establish a connection between
the feedback capacity of additive ARMA colored Gaussian
noise channels and the Kalman filters with additive ARMA
colored Gaussian noises, and then derive lower bounds on
feedback capacity as well as investigate the recursive coding
schemes/algorithms to achieve them. In order to do so, we
shall first adapt the Kalman filter in a way so as to incorporate
ARMA colored noises.
A. Kalman Filter with ARMA Colored Noises
Consider again the Kalman filtering system given in Fig. 1.
Suppose that the plant to be estimated is{
xk+1 = axk,
yk = cxk + vk,
(8)
but this time with an ARMA colored Gaussian noise
{vk} ,vk ∈ R given by
vk =
p∑
i=1
fivk−i + v̂k +
q∑
j=1
gjv̂k−j , (9)
where {v̂k} , v̂k ∈ R is white Gaussian with σ2v̂ = E
[
v̂2k
]
>
0. As such, {vk} may be represented as the output of a linear
time-invariant (LTI) filter F (z) driven by input {v̂k} [25],
where
F (z) =
(
1−
p∑
i=1
fiz
−i
)−11 + q∑
j=1
gjz
−j
 . (10)
In addition, we assume that F (z) is stable and minimum-
phase, that is, the inverse filter
F−1 (z) =
(
1−
p∑
i=1
fiz
−i
)1 + q∑
j=1
gjz
−j
−1 (11)
is also stable and minimum-phase. Consequently, for |z| ≥ 1
(see discussions in the proof of Proposition 1), we may expand
(
1−
p∑
i=1
fiz
−i
)1 + q∑
j=1
gjz
−j
−1 = 1− ∞∑
i=1
hiz
−i,
(12)
and thus {v̂k} can be reconstructed from {vk} as [25]
v̂k = vk −
∞∑
i=1
hivk−i. (13)
We may then employ the method of dealing with colored
noises without extending the state of the Kalman filter, as
introduced in [19] (Chapter 11), after certain modifications.
In fact, since therein the process noise {wk} is in general
not absent, this approach is only applicable to first-order
Markov (or first-order AR) colored noises; while in this paper,
assuming that the process noise is absent, we may generalize
the approach to higher-order ARMA colored noises.
Proposition 1: Denote
ŷk = −
q∑
j=1
gjŷk−j + yk −
p∑
i=1
fiyk−i. (14)
As such, the system to be estimated is equivalent to{
xk+1 = axk,
ŷk = ĉxk + v̂k,
(15)
where
ĉ = c
(
1−
p∑
i=1
fia
−i
)1 + q∑
j=1
gja
−j
−1 . (16)
Proof: Note first that
ŷk = −
q∑
j=1
gjŷk−j + yk −
p∑
i=1
fiyk−i = yk −
∞∑
i=1
hiyk−i
= yk −
∞∑
i=1
hi (cxk−i + vk−i)
= cxk −
∞∑
i=1
hicxk−i + vk −
∞∑
i=1
hivk−i
= cxk −
∞∑
i=1
hicxk−i + v̂k.
On the other hand, it holds that xk−i = a−ixk since |a| > 1.
Hence,
ŷk = cxk −
∞∑
i=1
hicxk−i + v̂k
= c
(
1−
∞∑
i=1
hia
−i
)
xk + v̂k.
Furthermore, we have to ensure that 1 − ∑∞i=1 hia−i con-
verges. To see this, note that
1−
∞∑
i=1
hiz
−i =
(
1−
p∑
i=1
fiz
−i
)1 + q∑
j=1
gjz
−j
−1
(i.e., 1 − ∑∞i=1 hiz−i converges) for |z| ≥ 1, since 1 +∑q
j=1 gjz
−j is minimum-phase while 1−∑pi=1 fiz−i is stable
and hence(
1−
p∑
i=1
fiz
−i
)1 + q∑
j=1
gjz
−j
−1 6= 0,∀ |z| ≥ 1.
Stated alternatively, the region of convergence must include,
though not necessarily restricted to, |z| ≥ 1 (extending out-
ward from the outermost zero of 1+
∑q
j=1 gjz
−j). Therefore,
since |a| > 1, we have
1−
∞∑
i=1
hia
−i =
(
1−
p∑
i=1
fia
−i
)1 + q∑
j=1
gja
−j
−1 ,
which completes the proof.
The system given in (15) is observable (and thus detectable).
Proposition 2: The pair (a, ĉ), in which ĉ is given by (16),
is observable.
Proof: Since |a| > 1 and c 6= 0, we only need to prove
that (
1−
p∑
i=1
fia
−i
)1 + q∑
j=1
gja
−j
−1 6= 0.
To see this, suppose that(
1−
p∑
i=1
fia
−i
)1 + q∑
j=1
gja
−j
−1 = 0.
_
kx ke ku
1z−
1k+x
ˆ
kv
a
c Kˆ( )
1F a−
ky
cˆ
Fig. 3. The steady-state integrated Kalman filter for colored noises.
This means that a, |a| > 1 is a zero of 1 −∑pi=1 fiz−i or
a pole of 1 +
∑q
j=1 gjz
−j . In either case this will lead to a
contradiction since 1 −∑pi=1 fiz−i is minimum-phase while
the poles of 1 +
∑q
j=1 gjz
−j are zj = 0, j = 1, . . . , q.
As such, the Kalman filter for (15) is given by
xk+1 = axk + uk,
yk = ĉxk,
ek = ŷk − yk,
uk = Kkek,
(17)
where xk ∈ R, yk ∈ R, ek ∈ R, and uk ∈ R.
Since (a, ĉ) is detectable, the Kalman filtering system
converges, i.e., the state estimation error {xk − xk} and the
“innovation” {ek} are asymptotically stationary. Moreover,
in steady state, the optimal state estimation error variance
P = limk→∞ E
[
(xk − xk)2
]
attained by the Kalman filter
is given by the non-zero root of the algebraic Riccati equation
P = a2P − a
2ĉ2P 2
ĉ2P + σ2v̂
, (18)
whereas the steady-state observer gain is given by
K̂ =
aĉP
ĉ2P + σ2v̂
. (19)
In addition, the optimal steady-state innovation variance is
σ2e = lim
k→∞
E
[
eke
T
k
]
= lim
k→∞
E
[
(ŷk − yk)2
]
= ĉ2P + σ2v̂.
(20)
It then follows from (18) that
σ2e = ĉ
2P + σ2v̂ = a
2σ2v̂, (21)
and thus
P =
a2 − 1
ĉ2
σ2v̂, (22)
which may then be rewritten as
c2P
σ2v̂
(
1−
p∑
i=1
fia
−i
)2
=
(
a2 − 1)
1 + q∑
j=1
gja
−j
2 .
(23)
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Fig. 4. The steady-state integrated Kalman filter for colored noises: Equivalent
form.
On the other hand, (19) may be simplified as
K̂ =
a2 − 1
aĉ
=
a2 − 1
a
(
1−
p∑
i=1
fia
−i
)−11 + q∑
j=1
gja
−j
 . (24)
Again, by letting x˜k = xk − xk and y˜k = yk − ẑk =
yk − ĉxk, we may integrate the systems of (15) and (17) in
steady state into 
x˜k+1 = ax˜k + uk,
y˜k = ĉx˜k,
ek = −y˜k + v̂k,
uk = K̂ek,
(25)
as depicted in Fig. 3. It may be verified that the closed-loop
system given in (25) and Fig. 3 is stable [19], [24].
B. Lower Bounds on Feedback Capacity
We may now obtain an equivalent form of the system in
Fig. 3 as given by (25), where we denote
F−1 (a) =
(
1−
p∑
i=1
fia
−i
)1 + q∑
j=1
gja
−j
−1 . (26)
Theorem 1: The system in Fig. 3 is equivalent to that in
Fig. 4, where K (z) is dynamic and is given by
K (z) = F−1 (z) K̂
=
(
1−
p∑
i=1
fiz
−i
)1 + q∑
j=1
gjz
−j
−1 K̂. (27)
Herein, K̂ is given by (24). In particular, the system in Fig. 4
is given by
x˜k+1 = ax˜k + uk,
y′k = cx˜k,
e′k = −y′k + vk,
uk = K̂
(
e′k −
∑p
i=1 fie
′
k−i
)−∑qj=1 gjuk−j .
(28)
In addition, the closed-loop system given in (28) and Fig. 4
is stable.
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Fig. 5. The steady-state integrated Kalman filter for colored noises: Equivalent
form 2.
_
kx ky ke ku
1z−
1k+x
ˆ
kv
a
c ( )K z( )F z( )1F z−
Fig. 6. The steady-state integrated Kalman filter for colored noises: Equivalent
form 3.
Proof: To see this, note first that the system in Fig. 3 is
equivalent to the one in Fig. 5 since K̂ = F (z)K (z). Then,
since
x˜k = xk − xk = a (xk−1 − xk−1) = ax˜k−1,
we have
y˜k = F
−1 (a) x˜k
=
(
1−
p∑
i=1
fia
−i
)1 + q∑
j=1
gja
−j
−1 x˜k
=
(
1−
∞∑
i=1
hia
−i
)
x˜k =
(
1−
∞∑
i=1
hiz
−i
)
x˜k
=
(
1−
p∑
i=1
fiz
−i
)1 + q∑
j=1
gjz
−j
−1 x˜k
= F−1 (z) x˜k.
(Note that this “static-dynamic equivalence” transformation is
a critical step.) As a result, the system in Fig. 5 is equivalent to
that in Fig. 6. In addition, since all the sub-systems are linear,
the system in Fig. 6 is equivalent to that in Fig. 7, which in
turn equals to the one in Fig. 4 noting that F (z) is stable as
well as minimum-phase, and hence there will not be any issues
caused by cancellations of unstable poles and nonminimum-
phase zeros. In addition, the closed-loop stability of the system
given in (28) and Fig. 4 is the same as that of (25) and Fig. 3,
since they are essentially the same feedback system.
We next provide a key observation that enables relating the
Kalman filtering system to the feedback capacity.
Observation 1: In the system of Fig. 4, or equivalently, in
the system of Fig. 8, we may in fact view
e′k = −y′k + vk (29)
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as a feedback channel [2], [5] with additive colored Gaussian
noise {vk}, whereas {−y′k} is the channel input while {e′k}
is the channel output; cf. [5] with
L (z) = c (z − a)−1K (z) , (30)
and then [2] with
B (z) =
−L (z)
1 + L (z)
=
−c (z − a)−1K (z)
1 + c (z − a)−1K (z) . (31)
Based on Theorem 1 and Observation 1, the following
theorem may be derived, providing a lower bound of feedback
capacity.
Theorem 2: A lower bound of the feedback capacity with
ARMA colored noise (9) and power constraint P is given by
Cf = log |a| , (32)
where a denotes the root of
P
σ2v̂
(
1−
p∑
i=1
fia
−i
)2
=
(
a2 − 1)
1 + q∑
j=1
gja
−j
2 (33)
that is real and with the largest magnitude.
Proof: Note first that (28) implies
−Y ′ (z) = − c (z − a)
−1
K (z)
1 + c (z − a)−1K (z)V (z)
= − cK (z)
z − a+ cK (z)V (z) ,
and it is known from Theorem 1 that
− cK (z)
z − a+ cK (z) (34)
is stable. Thus, since {vk} is stationary Gaussian, {−y′k}
will also be stationary Gaussian; note that herein we are
considering a steady-state Kalman filtering system which is
LTI. Moreover, it is clear that −y′k is a linear combination of
the past {vk} up to time k− 1, i.e., −y′k =
∑∞
i=1 bivk−i (cf.
(2)), due to the fact that (34) is strictly causal; to see this, note
that
K (z) = F−1 (z) K̂
=
(
1−
p∑
i=1
fiz
−i
)1 + q∑
j=1
gjz
−j
−1 K̂
and hence K (z) is causal. On the other hand, it holds that
E′ (z) =
1
1 + c (z − a)−1K (z)V (z) ,
and accordingly (cf. discussions in [5], [15]),
h∞ (e′)− h∞ (v)
=
1
2pi
∫ pi
−pi
log
∣∣∣c (ejω − a)−1K (ejω)∣∣∣−1 dω
=
1
2pi
∫ pi
−pi
log
∣∣∣c (ejω − a)−1 F−1 (ejω) K̂∣∣∣−1 dω
= log |a| ,
where the first equality may be referred to [18], [21] while the
last equality follows as a result of the Bode integral or Jensen’s
formula [18], [26] since F−1 (z) is stable and minimum-phase.
As such, log |a| provides a lower bound for the feedback
capacity (since log |a| ≤ Cf; cf. (1) as well as the discussions
in [2], [5]) when the corresponding
E
[
(−y′k)2
]
= E
[
(y′k)
2
]
= c2P
is less than the power constraint P , i.e., when c2P ≤ P . In
addition, since in general c2P increases as |a| increases and
considering that (23) always holds, we may pick the a that
denotes the root of
P
σ2v̂
(
1−
p∑
i=1
fia
−i
)2
=
(
a2 − 1)
1 + q∑
j=1
gja
−j
2
that is real and with the largest magnitude.
Equivalently, the lower bound in Theorem 2 is given by
Cf = log a, (35)
where a denotes the largest positive real root to be chosen
among the roots of
P
σ2v̂
(
1−
p∑
i=1
fia
−i
)2
=
(
a2 − 1)
1 + q∑
j=1
gja
−j
2 (36)
as well as
P
σ2v̂
[
1−
p∑
i=1
fi (−1)i a−i
]2
=
(
a2 − 1)
1 + q∑
j=1
gj (−1)j a−j
2 . (37)
In particular, for AR colored noises, i.e., when gj = 0, j =
1, . . . , q, the lower bound in Theorem 2 reduces to the lower
bound of [15], which discussed the relation to the lower bound
obtained in [20] as well.
It is also worth mentioning (28) (i.e., the feedback sys-
tem in Fig. 8) essentially provides a recursive coding
scheme/algorithm to achieve the lower bound in Theorem 2.
We will, however, leave further discussions on this topic to
future research due to lack of space.
We next consider the special case of first-order ARMA
colored noises.
Example 1: In particular, when p = q = 1, a lower bound
of the feedback capacity with the first-order ARMA colored
noise
vk = f1vk−1 + v̂k + g1v̂k−1,
assuming that both 1 − f1z−1 and 1 + g1z−1 are minimum-
phase, is given by
Cf = log |a| , (38)
where a denotes the root of
P
σ2v̂
(
1− f1a−1
)2
=
(
a2 − 1) (1 + g1a−1)2 (39)
that is real and with the largest magnitude. Moreover, the lower
bound may be rewritten as
Cf = log a, (40)
where a denotes the largest positive real root to be chosen
among the roots of
P
σ2v̂
(
1− f1a−1
)2
=
(
a2 − 1) (1 + g1a−1)2 (41)
as well as
P
σ2v̂
(
1 + f1a
−1)2 = (a2 − 1) (1− g1a−1)2 . (42)
Example 1 is consistent with the feedback capacity of such
channels derived in [2]. (It is also worth mentioning that before
[2], lower bounds on feedback capacity for first-order AR
colored noises and first-order ARMA colored noises have been
respectively obtained in [20], [27] and [16]. Meanwhile, see
[3], [14] for further discussions on the feedback capacity for
first-order moving average colored noises.) In fact, it has been
shown in [2] that the feedback capacity (rather than a lower
bound of it) is given by the unique (therefore, the largest)
positive real root of
P
σ2v̂
(
1− f1a−1
)2
=
(
a2 − 1) (1 + g1a−1)2 (43)
when f1 + g1 ≤ 0, while when f1 + g1 > 0, the feedback
capacity is given by the only positive real root of
P
σ2v̂
(
1 + f1a
−1)2 = (a2 − 1) (1− g1a−1)2 . (44)
Note that it may be verified that when f1+g1 ≤ 0, the positive
real root of (43) is larger than or equal to that of (44), and vice
versa. That is to say, the lower bound in Example 1 is indeed
tight. Accordingly, the recursive coding scheme/algorithm is
given by (cf. (28))
x˜k+1 = ax˜k + uk,
y′k = cx˜k,
e′k = −y′k + vk,
uk = K̂
(
e′k − f1e′k−1
)− g1uk−1,
(45)
which corresponds to (see Fig. 8)
L (z) = c (z − a)−1 (1− f1z−1) (1 + g1z−1)−1 K̂, (46)
while
K̂ =
a2 − 1
a
(
1− f1a−1
)−1 (
1 + g1a
−1) . (47)
Furthermore, one might also compare (45) and (46) respec-
tively with the coding scheme and B (z) for the first-order
ARMA colored noises as presented in [2] by noting that
B (z) = −L (z) [1 + L (z)]−1 . (48)
On the other hand, we are aware of the fact that the
lower bounds presented in this paper are in general not tight;
cf. discussions in [3]. Meanwhile, there are still additional
“degrees of freedom” that we may potentially exploit and make
use of in the current framework. For instance, we may consider
time-varying ak and/or ck with the same magnitudes but with
alternating signs over time. For another example, we may also
consider matrices A ∈ Rn×n and C ∈ R1×n, and this might
be related to our previous works in [18], [28], [29]. Due to
lack of space, we will leave detailed discussions on such topics
to future research.
IV. CONCLUSION
In this paper, we have established a connection between the
feedback capacity of additive ARMA colored Gaussian noise
channels and the Kalman filters with additive ARMA colored
Gaussian noises. By doing so, we have been able to derive
lower bounds on feedback capacity of such channels, and the
bounds are seen to be consistent with various existing results in
the literature. On the other hand, the Kalman filtering systems,
after certain equivalence transformations, can be employed
as recursive coding schemes/algorithms to achieve the lower
bounds. The preliminary results presented in this paper feature
the first-step explorations under the current framework. Future
research directions include the analysis of Kalman filtering
systems with more complicated system and output matrices,
which may potentially lead to tighter bounds as well as
additional insights into the feedback capacity problem.
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