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Abstract
Tweedie’s compound Poisson model is a popular method to model insurance premiums
with probability mass at zero and nonnegative, highly right-skewed distribution. But for
extremely unbalanced zero-inflated insurance data, we propose the alternative zero-inflated
Tweedie model, assuming that with probability q, the claim loss is 0, and with probability
1− q, the Tweedie insurance amount is claimed. It is straightforward to fit the mixture model
using the EM algorithm. We make a nonparametric assumption on the logarithmic mean of the
Tweedie part and propose a gradient tree-boosting algorithm to fit it, being capable of captur-
ing nonlinearities, discontinuities, complex and higher order interactions among predictors. A
simulaiton study comfirms the excellent prediction performance of our method on zero-inflated
data sets. As an application, we apply our method to zero-inflated auto-insurance claim data
and show that the new method is superior to the existing gredient boosting methods in the
sense that it generates more accurate premium predictions. A heurestic hypothesis score test-
ing with threshold is presented to tell whether the Tweedie model should be inflated to the
zero-inflated Tweedie model.
KEY WORDS: Claim frequency and severity; Gradient boosting; Zero-inflated insurance
claims data; EM algorithm; Score test.
1 Introduction
Setting the premium for the customers (policyholders) is one of the most important problems
in insurance business. Therefore , it is crucial to predict the size of actual (currently unforeseeable)
claims. In insurance premium prediction problems, the total claim amount for a covered risk
usually has a continuous distribution on positive values, except for the possibility of being exact
zero when the claim does not occur. Such type of data cannot be transformed to normality by
power transformation, and special treatment on zero claims is often requied. Jørgensen and Paes
De Souza (1994) and Smyth and Jørgensen (2002) used generalized linear models (GLM; Nelder and
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Wedderburn, 1972) with a Tweedie distributed outcome, assuming Possion arrival of claims and
Gamma distributed amount for individual claims, to simultanuously model frequency and severity
of insurance claims. The Tweedie GLM has been widely used in actuarial studies (Mildenhall, 1999;
Murphy et al., 2000; Sandri and Zuccolotto, 2008). The Tweedie GLM has a major limitation that
the structure of the logarithmic mean is restricted to a linear form, which can be too rigid for
real applications. Zhang (2011) model the nonlinearity by adding splines, while low-degree splines
are often inadequate to capture the nonlinearity in the data and high-degree splines often result
in overfitting. Generalized additive models (GAM; Hastie and Tibshirani, 1990; Wood, 2006) can
model the continuous variables by smooth functions estimated from data. But the structure of the
model has to be determined a priori, i.e., one has to specify the main effects and interactions to be
used in the model. Yang et al. (2017) model the insurance claim size by a nonparametric Tweedie
model and propose a gradient tree-boosting algorithm (TDboost) to fit this model.
Despite the popularity of the Tweedie model under linear or nonlinear logarithmic mean as-
sumption, the problems of modeling the extremely unbalanced zero-inflated claim data (over 90%
zeros) are still out there. Commonly, there are two methods to handle such data sets with excess ze-
ros: the Hurdle-at-zero models and the zero-inflated models. Hurdle models (Cragg, 1971; Mullahy,
1986) model the zero and non-zero data with one model and then model the non-zero data with
another (e.g., truncated Poisson, truncated negative-binomial; Mullahy, 1986). Lambert (1992)’s
zero-inflated Poisson (ZIP) regression models inflated the number of zeros by mixing point mass
at 0 with a Poisson distribution. Hall (2000) adapted Lambert’s (1992) ZIP models to an upper
bounded count situation using the zero-inflated binomial regression models (ZIB). For continuous
zero-inflated data sets, Ancelet et al. (2010) mixed the point mass at 0 with a compound Poisson
exponential distribution: a Poisson random sum of exponential variables.
In this article, we aim to model the entremely unbalanced zero-inflated insurance claim size
by a zero-inflated nonparametric Tweedie compound Poisson model (ZIF-Tweedie henceforth) and
propose the EM algorithm to fit this mixture model, in which the gradient tree-boosting algorithm
(TDboost; Yang et al., 2017) is implemented to fit the nonparametric Tweedie model as part of the
Maximization step when estimating the potential customers’ claim size. We denote this algorithm
as ZIF-TDboost for simplicity.
The TDboost model is motivated by the proven success of boosting in machine learning for
nonparametric regression and classification (Friedman, 2001,2002,2001). Boosting adaptively com-
bines a large number of relatively simple prediction models called base learners into an ensemble
learner to achieve high-prediction performance. The seminal work on the boosting algorithm called
AdaBoost (Freund and Schapire, 1997) was originally proposed for classification problems. Later
Breiman et al. (1998) and Breiman (1999) pointed out an important connection between the Ad-
aBoost algorithm and a functional gradient descent algorithm. Friedman et al. (2000) and Friedman
et al. (2001) developed a statistical view of boosting and proposed gradient boosting methods for
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both classification and regression.
We use the gradient tree-boosting Tweedie models for several reasons. First, the model struc-
ture of TDboost is learned from data and not predetermined. Nonlinearities, discontinuities, com-
plex and higher order interactions are naturally incorportaed into the model to reduce the potential
modeling bias and to produce high predictive performance. In addition, TDboost handles the re-
sponse variables of any type without the need for transformation, and its highly robust to outliers.
Missing values in the predictors are managed almost without loss of information (Elith et al., 2008).
Our ZIF-TDboost model assumes that with probability q, the insurance claim size is 0, and
with probability 1 − q, a Tweedie insurance size is claimed. For example, a region with highly
developed transportation system and well-educated citizen diathesis is more likely to have larger q
than a region with poorly developed transportation system and low-averaged citizen diathesis. One
advantage of our ZIF-TDboost model is that it is straight-forward to fit. Besides, it successfully
herits all those above-mentioned advantages of the TDboost model and detect the probability q
perfectly. On the other hand, ZIF-TDboost also herits the disadvantage of the TDboost that the
results are not as friendly interpretable as those from the Tweedie GLM model. And we make the
simplified assumption that the probability q is a constant, not functionally related to the predictor
variables. Nevertheless, a common q still has its practical meaning as the example stated above. We
also give a heurestic hypothesis score testing with threshold method to tell whether the zero claim
size in the insurance data is too large for a Tweedie model to fit the data well and the Zero-inflated
Tweedie model needs to be introduced.
The rest of the article is organized as follows. Section 2 briefly presents the models implemented,
with the Tweedie model in Section 2.1 and the Zero-inflated Tweedie model in Section 2.2. Section
3 briefly reviews the TDboost models. We present the main methodology with implementation
details in Section 4, including the main algorithm in Section 4.1, the data-motivated initialization
in Section 4.2 and the penalized methodology in Section 4.4. In Section 5, we use simulation to
show the high-prediction accuracy of our ZIF-TDboost model. As an application, we apply the new
model to analyze an auto-insurance claim data in Section 6, with the score test in Section 6.4. A
brief conclusion is given in Section 7.
2 Tweedie Model and Zero-Inflated Tweedie Model
2.1 Compound Poisson Distribution and Tweedie Model
In insurance premium prediction problems, the total claim amount for a covered risk usually
has a highly right-skewed continuous distribution on nonnegative values, and the exact zero claim
means the claim does not occur. One standard approach in actuarial science in modeling such data
is to use Tweedie compound Poisson models.
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Let N be a random variable following Poisson distribution denoted by Pois(λ) with mean λ,
and let Z˜d’s (d = 0, 1, . . . , N) be i.i.d random variables following Gamma distirbution denoted by
Gamma(α, γ) with mean αγ and variance αγ2. Assume N is independent of Z˜d’s. Define a random
variable Z by
Z =
{
0 if N = 0,
Z˜1 + Z˜2 + · · ·+ Z˜N if N = 1, 2, . . .
(1)
Then Z is a Poisson sum of independent Gamma random variables. Note that when N = 0, Z = 0,
then the distribution of Z has positive probability mass at zero: P(Z = 0) = P(N = 0) = exp(−λ).
The compound Poisson distribution (Jørgensen and Paes De Souza, 1994; Smyth and Jørgensen,
2002) is closely connected to a special class of exponential dispersion models (EDM; Jørgensen,
1987) known as Tweedie models (Tweedie, 1984), which are defined by the form
fZ(z|θ, φ) = a(z, φ) exp
{
zθ − κ(θ)
φ
}
, (2)
where a(·) and κ(·) are given functions, θ is a parameter in R and φ is a parameter in R+. For
Tweedie models, the mean and varianze of Z has the proporty E(Z) := µ = κ˙(θ), Var(Z) = φκ¨(θ),
where κ˙(θ) and κ¨(θ) are the first and second derivatives of κ(θ), respectively. If further assume that
Tweedie models have a power mean-variance relationship Var(Z) = φµρ for some index parameter
ρ (1 < ρ < 2), then we have κ¨(θ) = µρ, θ = µ1−ρ/(1−ρ), and κ(θ) = µ2−ρ/(2−ρ). If we introduce
parameters (λ, α, γ) and reparameterize them by
λ =
1
φ
µ2−ρ
2− ρ , α =
2− ρ
ρ− 1 , γ = φ(ρ− 1)µ
ρ−1, (3)
Then the probability dense function (2) of the compound Poisson distribution can be transformed
to the form
f(z|µ, ρ, φ) = a(z, φ, ρ) exp
(
1
φ
(
z
µ1−ρ
1− ρ −
µ2−ρ
2− ρ
))
(4)
where
a(z, φ, ρ) =

1, if z = 0,
1
z
∑∞
t=1Wt(z, φ, ρ)
= 1z
∑∞
t=1
ztα
(ρ−1)tα(2−ρ)tΓ(tα)φt(1+α)t! , if z > 0,
(5)
with α = (2−ρ)/(ρ−1). When z > 0, the sum of infinite series ∑∞t=1Wt is an example of Weight’s
generalized Bessel function (Tweedie, 1984).
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2.2 Zero-Inflated Tweedie Model
Tweedie model Tw(µ, φ, ρ) has positive probability mass at zero and exact zero mass when the
claim does not occur. Despite the popularity of the Tweedie models in actuarial studies, we find
that the empirical distribution of some real data like car insurance claims are extremely unbalanced
and has a highly inflated mass at point zero. This motivates us to consider a zero-inflated mixture
model that combines an Exact Zero mass with probability q and the Tweedie distribution with
probability 1− q, then define the random variable Y by:
Y ∼
{
0, with probability q,
Tweedie(µ, φ, ρ), with probability 1− q. (6)
We call this mixture model the Zero-Inflated Tweedie model, denoted by ZIF model for simplicity.
The density probability function of Y can be written as
fZIF(y|µ, φ, ρ, q) = (1− q)fTw(y|µ, φ, ρ) + qI {y = 0} . (7)
3 Gardient-Tree Boosting Tweedie Compound Poisson Model
Boosting is a way of combining the performance of many “weak” learners (e.g. classification
and regression trees, Breiman 1984) to produce a powerful “committee” (Friedman et al., 2001).
Gradient boosting (Friedman, 2001) is a recursive, nonparametric machine learning algorithm that
shows remarkable flexibility in solving complex but differentiable loss functions. By combining a
large number of base learners, it can handle higher order interactions and produce highly complex
functional forms. It provides high-prediction accuracy and often outperforms many competing
methods, such as linear regression or classification, bagging (Breiman, 1996), splines, and CART
(Breiman, 1984).
Gradient-tree boosting Tweedie compound Poisson model (TDboost; Yang et al. 2017) is mo-
tivated by three sides of advantages: the popularity of the Tweedie models in actuarial studies,
the proven success of boosting in machine learning for classification or regression problems, and
the flexibility of gradient boosting in solving complex loss functions. TDboost uses the negative
log-likelihood function of the Tweedie model as the loss function and estimates the parameters by
following the gradient boosting method and using regression trees as the base learners specifically.
Consider a portfolio of polices {(yi,xi, ωi)}ni=1 from n independent insurance contracts, where
for the ith contract, yi is the policy pure premium, xi is a p-dimensional vector of explanatory
variables that characterize the policyholder and the risk being insured, and ωi is the policy duration,
i.e., the length of time that the policy remains in force. Assume that the expected pure premium
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µi is determined by a predictor function F : Rp → R of xi :
log(µi) = log{E (Yi|xi)} = F (xi). (8)
Then the log-likelihood function of the Tweedie model can be written as:
L (F (·), φ, ρ, |{yi,xi, ωi}ni=1) =
n∑
i=1
ωi
φ
(
yi exp[(1− ρ)F (xi)]
1− ρ −
exp[(2− ρ)F (xi)]
2− ρ
)
+ log a(yi,
φ
ωi
, ρ), (9)
where a(yi,
φ
ωi
, ρ) is the function (5) in subsection 2.1.
For now, assume the parameters ρ and φ are given, then our goal is to estimate the optimal
predictor function F˜ (·) by minimizing the negative log-likelihood function (9) of the Tweedie model,
which can be viewd as the empirical risk function of the observations {(yi,xi, ωi)}ni=1 :
F˜ (·) = arg min
F (·)∈F
1
n
n∑
i=1
Ψ(yi, F (xi)|ρ), (10)
where the risk function of the ith obervation (yi,xi, ωi) is:
Ψ(yi, F (xi)|ρ) = ωi
(
−yi µ
1−ρ
i
1− ρ +
µ2−ρi
2− ρ
)
, (11)
with µi = exp(F (xi)). Note that the risk function does not depend on φ. For the gradient boosting
method, each candidate function F ∈ F is assumed to be an ensemble of base learners
F (x) = F [0] +
M∑
m=1
β[m]h(x; ξ[m]), (12)
where F [0] is a constant scalar, β[m] is the expansion coefficient and h(x; ξ[m]) is the mth base learner
of the multivariate argument x, characterized by the parameter ξ[m]. For gradient-tree boosting,
we specifically use an L-terminal nodes regression tree with the parameter ξ[m] = {R[m]l , u[m]l }Ll=1,
as the base learner in equation (12):
h(x; ξ[m]) = h(x; {u[m]l , R[m]l }Ll=1)
=
L∑
l=1
u
[m]
l I(x ∈ R[m]l ), (13)
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where R
[m]
l , l = 1, 2, . . . , are the L disjoint regions representing the terminal nodes of the tree and
the constants u
[m]
l , l = 1, 2, . . . , are the values assigned to each region respectively. The constant
Fˆ [0] in (12) is chosen as the 1-terminal tree that minimizes the negative log-likelihood.
A forward stagewise algorithm (Friedman, 2001) can be adopted to approximately solve the
minimizer of risk function (10), which builds up the components β[m]h(x; ξ[m]) (m = 1, 2, . . . ,M)
sequentially through a gradient-descent-like approach. At each iteration stage m (m = 1, 2, . . . ),
suppose that the current estimation for F˜ (·) is Fˆ [m−1](·). To update from Fˆ [m−1](·) to Fˆ [m](·), the
gradient-tree boosting method first fits the mth regression tree h(x; ξ[m]) to the negative gradient
vector by least-squares function minimization:
ξˆ[m] = arg min
ξ[m]
n∑
i=1
[
g
[m]
i − h(xi; ξ[m])
]2
, (14)
where (g
[m]
1 , . . . , g
[m]
n )T is the current negative gradient vector of Ψ with respect to Fˆ [m−1]:
g
[m]
i = −
∂Ψ(yi, F (xi))
∂F (xi)
∣∣∣∣
F (xi)=Fˆ [m−1](xi)
. (15)
When fitting the regression trees, first use a fast top-down “best-fit” algorithm with a least-squares
splitting criterion (Friedman et al., 2000) to find the splitting variables and the corresponding
splitting locations that determine the terminal regions {Rˆ[m]l }Ll=1, then estimate the terminal-node
values {uˆ[m]l }Ll=1 by averaging the negative gradient g[m]i (which is the property of least-squares
minimization) falling in each region Rˆ
[m]
l , l = 1, . . . , L respectively:
uˆ
[m]
l = avei:xi∈Rˆ[m]l
{g[m]i }. (16)
This fitted regression tree h(x; {uˆ[m]l , Rˆ[m]l }Ll=1) can be viewed as a tree-constrained approximation
of the unconstrained negative gradient. Owing to the disjoint nature of the regions produced by
regression trees, finding the expansion coefficient β[m] in ensemble equation (12) can be reduced to
solving L optimal constants η
[m]
l within each region Rˆ
[m]
l , l = 1, . . . , L:
ηˆ
[m]
l = arg minη
∑
i:xi∈Rˆ[m]l
Ψ(yi, Fˆ
[m−1](xi) + η|ρ). (17)
We then update the current estimate Fˆ [m−1] in each region
Fˆ [m] = Fˆ [m−1] + ν
L∑
l=1
ηˆ
[m]
l I(x ∈ Rˆ[m]l ), (18)
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where 0 ≤ ν ≤ 1 is the shrinkage factor (Friedman, 2001) that controls the update step size. A
small ν imposes more shrinkage, while ν = 1 gives complete negative gradient steps. Friedman
(2001) has found that the shrinkage factor reduces overfitting and improve the predictive accuracy.
To estimate parameters (ρ, φ), we follow Dunn and Smyth (2005) and use the profile likelihood
to estimate them, which jointly determine the mean-variance relation Var(yi) = φµ
ρ
i /wi. We exploit
the fact that in Tweedie models solving the expected pure premium µ, i.e. the estimator function
F˜ (·) in (10), depends only on ρ without knowing φ. Therefore, given a fixed ρ, the mean estimate
µˆ(ρ) can be solved by using the above-discussed TDboost algorithm. Conditional on this ρ and the
corresponding µˆ(ρ), we can maximize the log-likelihood function (9) with respect to φ by
φˆ(ρ) = arg max
φ
{L(µˆ(ρ), φ, ρ)}. (19)
This univariate optimization problem can be solved using a combination of golden section search and
successive parabolic interpolation (Brent, 2013). In this way, we have determined the corresponding
(µˆ(ρ), φˆ(ρ)) for each given ρ. Then we acquire the optimal ρˆ by maximizing the profile likelihood
with respect to a sequence of candidate ρ’s. Finally, the optimal ρˆ is applied in (9) and (19) to
obtain the corrsponding
(
µˆ (ρˆ) , φˆ (ρˆ)
)
.
4 Our Proposal
In our ZIF model, we assume qi = q,∀i. Although it seems more reasonable and refined to
assume the zero mass probability as a function of variable x, we make this simplified assumption out
of two considerations. Firstly, there is practical rationality lies behind our assumption: the overall
zero mass probability have explainable meaning in real data. For example, the car insurance claims
data in a country with vast territory and sparse population tend to have larger Exact Zero mass
probability than those in a country with limited territory and dense population. The claim data
in a province of well-developed transportation system and infrastructures tend to have larger zero
mass probability than those in a province of poor development. Secondly, although exploiting the
more refined model under q (x) assumption is meaningful and deserves great distribution, we won’t
go such an untrivial step at once. What we concerns in this paper can be viewed as a transition.
A better understanding of the characteristics of the ZIF model through its simplified version will
benefit our future work. We will see soon that this model can be easily solved by inserting the
TDboost algorithm in section 3 into the widely-used EM algorithm.
Given ρ and a portfolio of policies {(yi,xi, ωi)}ni=1 from n independent insurance contracts.
Assume that each policy pure premium yi follows the Zero-inflated Tweedie model with an overall
zero mass probability:
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Yi ∼
{
0, with probability q,
Tweedie(µi, φ/ωi, ρ), with probability 1− q.
(20)
And µi is determined by a predictor function F : Rp → R of xi :
log {µi} = F (xi) . (21)
Then, the probability density function of yi can be written as
fZIF (yi|xi, ωi, F, φ, ρ, q) = (1− q)fTw(yi|µi, φ/ωi, ρ) + qI{yi = 0}, (22)
where µi = exp (F (xi)). The expected pure premium is given by
E (Yi|xi) = (1− q) exp (F (xi)) (23)
4.1 Estimating F (·), φ and q via Zero-Inflated TDboost
When finding the MLE (Maximum Likelihood Estimator) for the mixture model (6), a straight-
forward approach is to use the EM algorithm (McLachlan and Krishnan, 2007). To develop the
idea, we assume that parameter ρis given for the time being. We estimate the predictor function
F (·), the overal zero mass probability q and the dispersion φ by introducing a latent variable and
utilizing the extension version of the EM algorithm–block-wise coordinate descent method. When
solving the predictor function F (·), the TDboost algorithm discussed in section 3 is inserted into
the Maximization substep. The joint estimation of (F (·), φ, q, ρ) will be studied in Section 4.3.
Given ρand a portfolio of policies {(yi,xi, ωi)}ni=1, our purpose is to maximize the log-likelihood
of the ZIF model:
(Fˆ , φˆ, qˆ) = arg max
(F,φ,q)
L (F, φ, q; {yi,xi, ωi}ni=1, ρ)
= arg max
(F,φ,q)
n∑
i=1
log ((1− q)fTw(yi, µi, φ|ωi, ρ) + qI{yi = 0}) (24)
To solve (24), we resort to the EM algorithm by introducing the latent variables pi = (pi1, . . . , pin),
where pii is the class variable, i.e., pii = 1 if yi is sampled from Tweedie(µi, φ/ωi, ρ), and pii = 0 if
yi is sampled from the zero point mass. Then the log-likelihood of the joint distribution of (y,pi) is
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L (F, φ, q; {yi,xi, ωi, pii}ni=1, ρ) =
n∑
i=1
(
pii log a(yi, φ/ωi, ρ) + pii
ωi
φ
(yi
µ1−ρi
1− ρ −
µ2−ρi
2− ρ )
)
+
n∑
i=1
((1− pii) log I{yi = 0}+ (1− pii) log q + pii log(1− q)) (25)
where µi = exp(F (xi)). Taking posterior expectation of (25) with respect to pi, we have
Epi|y,ω,F,φ,qL (F, φ, q; {yi,xi, ωi, pii}ni , ρ) =
n∑
i=1
(
∆1i log a(yi, φ/ωi, ρ) + ∆1i
ωi
φ
(yi
µ1−ρi
1− ρ −
µ2−ρi
2− ρ )
)
+
n∑
i=1
(∆0i log I{yi = 0}+ ∆0i log q + ∆1i log(1− q))
(26)
where
∆1i = P(pii = 1|yi, ωi, F, q) =

1, if yi > 0;
(1−q) exp
(
ωi
φ
(
−µ
2−ρ
i
2−ρ
))
(1−q) exp
(
ωi
φ
(
−µ
2−ρ
i
2−ρ
))
+q
, if yi = 0.
(27)
And ∆0i = 1 − ∆1i. From the procedure of EM algorithm, we know that maximizing the log-
likelihood function (24) of the original mixture model can be solved by iteratively computing the
posterior expectation 26 w.r.t. the latent variable pi and maximizing the expectation log-likelihood
function of the completed model w.r.t. (F, φ, q). Since estimators (Fˆ , φˆ, qˆ) can not be solved jointly,
we use the extensive version of the EM algorithm (McLachlan and Krishnan, 2007). We apply the
block-wise coordinate descent method in the Maximization step and solve the estimators (Fˆ , φˆ, qˆ)
successively. Combining with the Expectation step alternatively, the estimators will converge to
a theoretical local minimum. This optimization objective is not a convex problem, so a decent
starting point deserves some extra efforts and will be studied in section 4.2. For now, we assume
the initial parameters are chosen as (Fˆ [0], φˆ[0], qˆ[0],∆
[0]
1i ,∆
[0]
0i ).
To update from current stage [t − 1] to the next stage [t], assuming the current estimates of
(∆1i,∆0i) to be (∆
[t−1]
1i ,∆
[t−1]
0i ), then the Maximization step updates from (F
[t−1], φ[t−1], q[t−1])
to (F [t], φ[t], q[t]) with estimates of latent variables (∆
[t−1]
1i ,∆
[t−1]
0i ) fixed. We utilize the block-wise
coordinate descent method and solve (F [t], φ[t], q[t]) successively by viewing the other two parameters
as fixed.
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• Update F [t−1] by:
Fˆ [t] = arg max
F∈F
n∑
i=1
∆
[t−1]
1i ωi
(
yi
exp (F (xi)(1− ρ))
1− ρ −
exp (F (xi)(2− ρ))
2− ρ
)
. (28)
We can implement the gradient-tree boosting method in section 3 and utilize the corresponding
user-friendly R package “TDboost”(Yang et al., 2017) to find the optimal predictor function
Fˆ [t].
• Update φ[t−1] by:
φ[t] = arg max
φ∈R+
n∑
i=1
∆
[t−1]
1i
(
log a(yi, φ/ωi, ρ) +
ωi
φ
(
yi
(µˆ
[t]
i )
1−ρ
1− ρ −
(µˆ
[t]
i )
2−ρ
2− ρ
))
, (29)
where µˆ
[t]
i = exp
(
Fˆ [t](xi)
)
.
Conditional on the given ρ and the updated
{
µˆ
[t]
i
}n
i=1
, maximizing the log-likelihood func-
tion with respect to φ is a univariate optimization problem that can be solved by using a
combination of golden section search and succssive parabolic interpolation (Brent, 2013).
• Update q[t−1] by:
q[t] =
1
n
n∑
i=1
∆
[t−1]
0i . (30)
Then we perform the Expectation step and find the current estimate (∆
[t]
1i ,∆
[t]
0i ) by using the
updated (F [t], φ[t], q[t]) from the M-step. Note from equation (27) that ∆1i ≡ 1,∆0i ≡ 0 if yi > 0. So
we only need to update with respect to those zero-response observations, i.e. , i ∈ I = {j : yj = 0}.
Update (∆
[t−1]
1i ,∆
[t−1]
0i ), i ∈ I by:
∆
[t]
1i =
(1− q[t]) exp
(
ωi
φ[t]
(
− (µˆ
[t]
i )
2−ρ
2−ρ
))
(1− q[t]) exp
(
ωi
φ[t]
(
− (µˆ
[t]
i )
2−ρ
2−ρ
))
+ q[t]
, (31)
∆
[t]
0i = 1−∆[t]1i , (32)
After one updating stage of M-step and E-step respectively, we put the updated estimators
(Fˆ [t], φˆ[t], qˆ[t]) into the log-likelihood function (24) and record the log-likelihood L(Fˆ [t], φˆ[t], qˆ[t]) . We
also compute the maximum difference of the updated parameters and compare it with a tolerance
constant  set beforehand. Iteration stops and returns the current estimators (Fˆ [tˆ], φˆ[tˆ], qˆ[tˆ]) once
the difference of currenct stage tˆ is smaller than . If this stopping criterion won’t work after a
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maximum number, T (set beforehand), of iterations, we choose the optimal iteration step tˆ that
maximize the log-likelihoods through the last T iterations and return the corresponding parameters
(Fˆ [tˆ], φˆ[tˆ], qˆ[tˆ]) as the optimal estimators.
4.2 Initializing Parameters via Observed Responses {yi}ni=1
In this section, we give a data-motivated method to initialize the parameters to be estimated.
A carefully-selected starting point close to a low local minimum or even the global minimum can
promise an efficient algorithm. The initial estimation of (Fˆ [0], φˆ[0], qˆ[0]) is given from the idea that
we approximately view the latent variable as pii ≈ I{yi 6= 0}, i.e., zeros are all from the Exact Zero
mass, which is reasonable for extremely unbalanced zero-inflated claim data. Then maximizing the
equation (26) can be approximately viewed as maximizing the following objective:
max
F,φ,q
n∑
i=1
I{yi 6= 0}
(
log a(yi, φ/ωi, ρ) +
ωi
φ
(yi
µ1−ρi
1− ρ −
µ2−ρi
2− ρ ) + log(1− q)
)
, (33)
where µi = exp(F (xi)), φ ∈ R+and q ∈ (0, 1). To initialize Fˆ [0], we can further make an assumption
that the initial function Fˆ [0](·) is chosen from the functional domain of constant functions, i.e.,
Fˆ [0] ≡ η ∈ R. Then the initial estimation of F , φ and q can be solved by successively maximizing
the objective (33) w.r.t. one parameter and the other two fixed as constants.
• Initialize Fˆ [0] by:
Fˆ [0] = arg min
η∈R
n∑
i=1
I{yi 6= 0} · ωi
(
yi
exp(η(1− ρ))
1− ρ −
exp(η(2− ρ))
2− ρ
)
= log
[∑n
i=1 I{yi 6= 0} · yi · ωi∑n
i=1 I{yi 6= 0} · ωi
]
. (34)
• Initialize φˆ[0] by:
φˆ[0] = arg min
φ∈R+
n∑
i=1
I{yi 6= 0}
(
log a(yi, φ/ωi, ρ) +
ωi
φ
(yi
(µˆ[0])1−ρ
1− ρ −
(µˆ[0])2−ρ
2− ρ )
)
, (35)
where µˆ[0] = exp(Fˆ [0]).
• Initialize qˆ[0] by:
qˆ[0] =
1
n
I{yi = 0}. (36)
Given (Fˆ [0], φˆ[0], qˆ[0]), we can then initialize (∆1i,∆0i) by putting them into the equation (27):
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∆
[0]
1i =
(1− q[0]) exp
(
ωi
φ[0]
(
− (µˆ
[0]
i )
2−ρ
2−ρ
))
(1− q[0]) exp
(
ωi
φ[t]
(
− (µˆ
[0]
i )
2−ρ
2−ρ
))
+ q[0]
, (37)
∆
[0]
0i = 1−∆[0]1i . (38)
In summary, the complete ZIF algorithm is shown in Algorithm 1.
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Algorithm 1 Zero-Inflated TDboost
1. Get the training set {(yi,xi, ωi)}ni=1, the zero-response index set I = {i : yi = 0}; Set the
parameters ρ of the ZIF model, the maximum iteration step T and the tolerance constant .
Set ∆1i = 1,∆0i = 0, for i /∈ I. Set the initial parameter difference σ =∞.
2. Initialize (Fˆ [0], φˆ[0], qˆ[0]) and {∆[0]1i ,∆[0]0i }i∈I :
(a) Initialize Fˆ [0] by equation (34).
(b) Initialize φˆ[0] by equation (35).
(c) Initialize qˆ[0] by equation (36).
(d) Initialize {∆[0]1i ,∆[0]0i }i∈I by equation (37) and (38).
3. For t = 1, 2, · · · , T , repeatedly do steps 3(a)-3(e):
(a) Maximization step: Update (Fˆ [t−1], φˆ[t−1], qˆ[t−1]) with {∆[t−1]1i ,∆[t−1]0i }i∈I fixed:
i. Update Fˆ [t−1] by equation (28),
ii. Update φˆ[t−1] by equation (29),
iii. Update qˆ[t−1] by equation (30).
(b) Expectation step: Update {∆[t−1]1i ,∆[t−1]0i }i∈I with (Fˆ [t], φˆ[t], qˆ[t]) fixed by equation (31)
and (32).
(c) Compute the log-likelihood of the ZIF model by equation (24):
L(Fˆ [t], φˆ[t], qˆ[t]) =
n∑
i=1
log[(1− qˆ[t])fTw(yi, µˆ[t]i , φˆ[t]/ωi, ρ) + qˆ[t]I{yi = 0}]
(d) Compute the maximum difference between the former estimators and the updated ones:
σ[t] = max
(
|φˆ[t] − φˆ[t−1]|, |qˆ[t] − qˆ[t−1]|,
{
|µˆ[t]i − µˆ[t−1]i |
}n
i=1
,
{
|∆[t]1i −∆[t−1]1i |
}n
i=1
)
.
(e) If the maximum difference σ[t] < :
return (Fˆ , φˆ, qˆ) = (Fˆ [t], φˆ[t], qˆ[t]) and end the algorithm.
4. Choose the optimal iteration step tˆ with respect to the maximum likelihood:
tˆ = arg max
t=1,...,T
L(Fˆ [t], φˆ[t], qˆ[t])
return (Fˆ , φˆ, qˆ) = (Fˆ [tˆ], φˆ[tˆ], qˆ[tˆ]) and end the algorithm.
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4.3 Estimating ρ via Profile Likelihood
We follow the method discussed in the last paragraph of section 3 by using the profile likelihood
to estimate the index parameter ρ. Conditional on one given ρ, we can follow the Algorithm 1 to
solve the maximization log-likelihood fuction (24) of the ZIF model, which gives the corresponding
estimators
(
Fˆρ(·), φˆ(ρ), qˆ(ρ)
)
. Then, we acquire the optimal estimation of ρ by maximizing the
profile likelihood with respect to a sequence K of equally spaced condidate values {ρ1, · · · , ρK} on
interval (0, 1):
ρˆ = arg max
ρ∈{ρ1,··· ,ρK}
{
L
(
µˆ(ρ), φˆ(ρ), qˆ(ρ), ρ
)}
, (39)
where µˆ(ρ) = exp(Fˆρ(·)). Finally we apply the optimal ρˆ in (24) again to obtain the corresponding
estimators µˆ(ρˆ), φˆ(ρˆ) and qˆ(ρˆ).
4.4 Modified EM Algorithm: Penalizing on q
When applying the EM algorithm to maximize the log-likelihood function of the ZIF-TD model,
we want to avoid the case that the zero mass probability q might shrink to value 0, i.e., the ZIF-TD
model degrades to the TD model, since it is computational and time wasting to end up with the
TD model after using EM algorithm under ZIF-TD model assumption. Actually, we will introduce
the score test with TD models as null hypothesis against ZIF-TD models as alternative hypothesis
in the real data application to answer the question whether we should inflate the TD model to
ZIF-TD model. Once the test detects that we should use the ZIF-TD model, we don’t expect the
estimators degrade to the TD model. Under such considerations, we add a penalization term on q
to the log-likelihood function (24):
PL (F, φ, q; {yi,xi, ωi}ni=1, ρ) =
n∑
i=1
log ((1− q)fTw(yi, µi, φ|ωi, ρ) + qI{yi = 0}) + nr log q, (40)
where r log q is the regularization term and r is a nonnegative regularization parameter. When
maximizing the penalized log-likelihood function (40), smaller q will be penalized greater because
of the logrithmic property. The regularization term forces the zero mass probablity q towards 1 as
r increases. Similar to the procedure in section 4.1, we introduce the latent variable pi and take
posterior expectation of the penalized log-likelihood function with respect to pi:
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Epi|y,ω,F,φ,qPL (F, φ, q; {yi,xi, ωi, pii}ni , ρ) =
n∑
i=1
(
∆1i log a(yi, φ/ωi, ρ) + ∆1i
ωi
φ
(yi
µ1−ρi
1− ρ −
µ2−ρi
2− ρ )
)
+
n∑
i=1
(∆0i log I{yi = 0}+ ∆0i log q + ∆1i log(1− q))
+ nr log q, (41)
where ∆1i and ∆0i takes the form as equation (27). When formulating the modified EM algorithm,
only the Maximization updating step (30) with respect to q need to be modifed:
q
[t]
P =
r + 1n
∑n
i=1 ∆
[t−1]
0i
r + 1
. (42)
From updating equation (42), we see that the penalty parameter r pull the unregularized updating
q[t] =
∑n
i=1 ∆
[t−1]
0i /n towards 1. When applying this modified EM algorithm with penalty term on
the real data, we try a series of r values and choose the optimal one in terms of premium prediction
accuracy prediction performance.
If we also want to avoid the estimated zero mass probability degrading to 1, then the regular-
ization term can be chosen as r log (1− |1− 2q|). The updating step (30) with respect to q is a soft
thresholding update with thresholding interval decided by the size of regularization parameter r:
q
[t]
P′ =
S r
2
(
1
n
∑n
i=1 ∆
[t−1]
0i − 12
)
r + 1
+
1
2
(43)
5 Simulation Studies
In this section, we compare Zero-Inflated TDboost model (Section 4) with the TDboost model
(Section 3) and the Gradient Tree-Boosted Tobit model (Grabit: Sigrist and Hirnschall, 2017) in
terms of the function estimation performance. The Grabit model extends the Tobit model (Tobin,
1958) using gradient-tree boosting. The Grabit algorithm is implemented in Python and is openly
available on Github https://github.com/fabsig/scikit-learn.git as a fork of scikit-learn. We design
two simulation studies in which zero-inflated data are generated from Zero-Inflated Tweedie model
and Zero-Inflated Tobit model (the Tobit models are truncated at point zero from below).
Fitting these data sets using Grabit, TDboost and ZIF-TDboost, we get the final predictor
functions Fˆ (·) and the corresponding parameter estimators, and we can then make a prediction
about the pure premium. The predicted premium of three models are given by applying the final
predictor function Fˆ (·) on the independent held-out testing set and taking conditional expectation
respectively: µˆ(x) = E (y|x). For Tweedie model, ZIF-Tweedie model and Grabit model, the
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expected pure premium is given by equation
µˆGrabit(x) = φ
(
−FˆGrabit(x)
)
+ FˆGrabit(x)
(
1− Φ
(
−FˆGrabit(x)
))
(44)
µˆTD(x) = exp(FˆTD(x)) (45)
µˆZIF(x) = (1− qˆ) exp
(
FˆZIF(x)
)
(46)
respectively, where φ (·) is the probability density function of the standard normal distribution and
Φ(·) is its cumulative distribution function. The details of the pure premium expectation of the
Grabit model are provided in Appendix A.
When computing the difference between the predicted pure premium and the true premium
expectation, the expectation of the true premium generated from the Zero-Inflated Tweedie model
is given by equation (23), while the expectation of the true premium from the Zero-Inflated Tobit
model with zero mass probability q, true target function F (x) and lower threshold zero, is given
by
EZIF-Tobit [y|F (x)] = (1− q) [φ (−F (x)) + F (x) (1− Φ (−F (x)))] . (47)
5.1 Measurement of Prediction Accuracy
Given a portfolio of policies {(yi,xi, ωi)}ni=1, yi is the claim cost for the i-th policy and denote yˆi as
the predicted claim cost. We consider the following five measurements of the prediction accuracy
of {yˆi}ni=1.
Gini Index (Ginia) Gini index is a well-accepted tool to evaluate the performance of the pre-
dictions, especially for extremely zero-inflated data set. There exists many variants of Gini
index and one variant we use is proposed by Ye et al. (2018), denoted by Ginia. For a se-
quence of numbers {s1, · · · , sn}, let R(si) ∈ {1, · · · , n} be the rank of si in the sequence in an
increasing order. To break the ties when calculating the order, we use the LAST tie-breaking
method, i.e., we set R(si) > R(sj) if si = sj , i < j. Then the normalized Gini index is
referred to as:
Ginia =
∑n
i=1 yiR(yˆi)∑n
i=1 yi
−∑ni=1 n−i+1n∑n
i=1 yiR(yi)∑n
i=1 yi
−∑ni=1 n−i+1n . (48)
Note that larger Ginia index means better prediction performance.
Gini Index (Ginib) We also exploit an alternative variant–the ordered Lorentz curve and the
associated Gini index (denoted by Ginib for distinction)–proposed by Frees et al. (2011) to
capture the discrepancy between the expected premium P (x) = µˆ(x) and the true losses y. We
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successively specify the prediction from each model as the base premium and use predictions
from the remaining models as the competing premium to compute the Ginib indices. Let
B(x) be the “base premium” and P (x) be the “competing premium”. In the ordered Lorentz
curve, the distribution of losses and the distribution of premiums are sorted based on the
relative premium R(x) = P (x)/B(x). The ordered premium distribution is
DˆP (s) =
∑n
i=1B(xi)I {R(xi) ≤ s}∑n
i=1B(xi)
, (49)
and the ordered loss distribution is
DˆL(s) =
∑n
i=1 yiI {R(xi) ≤ s}∑n
i=1 yi
. (50)
Then the ordered Lorentz curve is the graph of
(
DˆP (s), DˆL(s)
)
. Twice the area between the
ordered Lorentz curve and the line of equality measures the discrepancy between the premium
and loss distributions, and is definced as the Ginib index.
Mean Absolute Deviation (MAD) Mean Absolute Deviation with respect to the true losses
{yi}ni=1 is defined as 1n
∑n
i=1 |yi − yˆi|. If we know, in the simulation studies following, the
distribution generating the training data, we can directly compute the mean absolute devia-
tion between the loss premium expectation {E [yi|xi]}ni=1 and the prediction losses {yˆi}ni=1 :
1
n
∑n
i=1 |E [yi|xi]− yˆi|. But in the real data study, we can only compute the MAE with respect
to the true losses.
Root Mean Squared Deviation (RMSD) Root Mean Squared Deviation with respect to
the true losses {yi}ni=1 is defined as
√
1
n
∑n
i=1(yi − yˆi)2. While the RMSDwith respect to the
loss premium expectation is defined as
√
1
n
∑n
i=1(E [yi|xi]− yˆi)2.
Rebalanced Root Mean Squared Deviation (Re RMSD) Let γ =
∑
yi∑
yˆi
be the scale pa-
rameter with which the scaled total predicted cost is equal to the actual total claim cost.
Then the rebalanced root mean squared error is defined as the root mean squared deviation
of the scaled prediction γyˆi:
√
1
n
∑n
i=1(yi − γyˆi)2. The Re RMSD with respect to the loss
premium expectation is defined as
√
1
n
∑n
i=1(E [yi|xi]− ηyˆi)2, with η =
∑E[yi|xi]∑
yˆi
.
5.2 Case 1
In this simulation case, we generate data from the Zero-Inflated Tweedie models with two different
kinds of target functions: one with two interactions and the other more complicated, randomly
generated from Friedman (2001)’s “random function generator” model, and fit the training data
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using Grabit, TDboost, and ZIF-TD respectively. In all numerical examples below using these three
gradient-boosting models, five-fold cross-validation is adopted for selecting the optimal ensemble
size M and the regression tree size L, while the shrinkage factor ν is set as 0.001.
5.2.1 Two Interactions Function
In this simulation study, we demonstrate that ZIF-TDboost is well suited to recover the mixed
data distribution that involves Exact Zero mass with certain probability, and the robustness of this
model in terms of loss premium prediction when ρ changes. we consider the true target function
with two hills and two valleys:
F (x1, x2) = e
−5(1−x1)2+x22 + e−5x
2
1+(1−x2)2 .
The response Y follows a Tweedie distribution Tw(µ, φ, ρ) with probability 1 − q mixed with an
Exact Zero mass with probability q:
Y ∼
{
0, with probability q,
Tweedie(µ, φ, ρ), with probability 1− q,
where
µ = exp(F (x1, x2)) , x1, x2
ind.∼ Unif(0, 1),
with φ = 1, ρ = 1.5 and the zero mass probability q is chosen from a sequence of values:
q ∈ {0.00, 0.15, 0.25, 0.50, 0.75, 0.90}.
We generate n = 500 observations {xi, yi}ni=1 for training and n′ = 1156 for testing, and fit
the training data using Grabit, TD and ZIF-TD models. We use the profile likelihood method to
estimate parameters (φ, ρ) of TDboost model and parameters (φ, ρ, q) of ZIF model, which are in
turn used in fitting the final models to decide the predictor funtion Fˆ (·). We consider the Mean
Absolute Deviation (with respect to the loss premium expectation) and the Ginia index to measure
the prediction performance of {Fˆ (xi)}n′i=1.
The mean and standard error of the estimated parameters (ρˆ, φˆ) of the TD model are shown
in Table 10 in Appendix B and the resulting MADs (w.r.t true loss expectation) and Ginia indices
on the hold-out testing data are reported in the first column of Table 1 and Table 2, which are
averaged over 20 independent replications for each q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
When fitting the ZIF model, we design three scenarios to illurstrate the robustness of this
model with respect to parameter ρ. In the first scenario, set ρ = 1.5, which is the true value used to
generate the simulation data. In the second scenario, set ρ = 1.7. In the last scenario, we use the
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profile likelihood method discussed in section4.3 to tune the parameter ρ. The mean and standard
error of the corresponding estimated parameters (φˆ, qˆ) when ρ = 1.5 or 1.7 and (ρˆ, φˆ, qˆ) when ρ is
tuned are shown in Table 11, Table 12 and Table 13 in Appendix B. The estimated parameters φˆ
and qˆ are biased (when q = 0, 0.15, 0.25, 0.5) but not very far away from the true values φ = 1 and
q, used to generate the data (for MLE are generally biased estimators).
The resulting MADs and Ginias of ZIF model on the testing data are reported in Table 1
and Table 2. In all three scenarios, ZIF-TDboost outperforms Grabit and TDboost in terms of
the ability to predict the expected pure premiums by showing smaller MADs and larger Ginia
indices, especially when the Exact Zero mass probability q becomes large (q ∈ {0.5, 0.75, 0.9}). In
the second scenario, we find that in order to compensate the wrong setting ρ = 1.7 and fit those
zero-loss claims, the estimated parameter φˆ becomes smaller than the true value φ = 1. One more
interesing finding is that the prediction performance when ρ = 1.7 is not much worse than that
when ρ = 1.5. This shows that ZIF model is able to modify the parameters (φˆ, qˆ) intellectually to
fit the zero-response data and thus presents a better ability to predict the loss premium. Boxplots
of MADs comparing Grabit, TD and ZIF-TD (with ρ tuned) for all qs are also shown in Figure 1.
Table 1: Simulation1 - TD and ZIF MAD (w.r.t. true loss expectation).
Competing Models
q TD Grabit ZIF(ρ = 1.5) ZIF(ρ = 1.7) ZIF(tune ρ)
0.00 0.597 (0.013) 0.746 (0.029) 0.594 (0.016) 0.598 (0.012) 0.598 (0.015)
0.15 0.565 (0.015) 0.761 (0.032) 0.554 (0.017) 0.555 (0.017) 0.562 (0.016)
0.25 0.561 (0.018) 0.706 (0.026) 0.489 (0.010) 0.485 (0.011) 0.503 (0.010)
0.50 0.454 (0.024) 0.674 (0.044) 0.365 ( 0.012) 0.375 (0.014) 0.361 (0.012)
0.75 0.301 (0.013) 0.382 (0.019) 0.240 (0.010) 0.242 (0.011) 0.237 (0.010)
0.90 0.135 (0.005) 0.169 (0.009) 0.122 (0.004) 0.124 (0.004) 0.124 (0.004)
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Figure 1: Simulation results for case 1.1: compare the MADs of Grabit, TDboost and ZIF-TDboost
when fitting the training data generated from zero-inflated Tweedie model with increasing zero mass
probability q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}. Boxplots display empirical distributions of the Ginia
indices based on 20 independent replications. TD and ZIF-TD outperform Grabit for all q, while
ZIF-TD gradually outperforms TD as q increases.
Table 2: Simulation1 - TD and ZIF Ginia.
Competing Models
q TD Grabit ZIF(ρ = 1.5) ZIF(ρ = 1.7) ZIF(tune ρ)
0.00 0.480 (0.008) 0.449 (0.011) 0.481 (0.006) 0.481 (0.006) 0.481 (0.006)
0.15 0.393 (0.008) 0.354 (0.009) 0.397 (0.007) 0.397 (0.007) 0.397 (0.007)
0.25 0.343 (0.009) 0.300 (0.020) 0.363 (0.008) 0.365 (0.007) 0.361 (0.008)
0.50 0.242 (0.012) 0.186 (0.016) 0.289 (0.011) 0.288 (0.012) 0.292 (0.011)
0.75 0.172 (0.016) 0.116 (0.020) 0.219 (0.016) 0.215 (0.017) 0.217 (0.015)
0.90 0.085 (0.028) 0.107 (0.023) 0.137 (0.027) 0.122 (0.028) 0.136 (0.025)
We then exploit the ordered Lorentz curve and the associated Ginib index to capture the
discrepancy between the expected premium and the true loss. A sequence of matrices of averaged
Ginib indices and the standard errors with respect to each q are presented in Table 3. And we
follow the “minimax” strategy to pick the “best” base premium model that is least vulnerable to
the competing premium models. We find that TD and ZIF both outperform Grabit for all q, and
ZIF outperforms TD when q becomes larger (q ∈ {0.25, 0.5, 0.75, 0.9}). The performance of Ginib
coincides with that of MADs.
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Table 3: Simulation1 - Grabit, TD and ZIF Ginib.
Competing Premium
Base Premium GRABIT TD ZIF
q = 0
GRABIT 0 8.572 (0.839) 8.754 (0.739)
TD 1.204 (0.699) 0 2.018 (0.711)
ZIF 2.082 (0.498) 1.818 (0.561) 0
q = 0.15
GRABIT 0 12.001 (0.974) 12.397 (0.837)
TD -0.116 (0.569) 0 3.660 (0.633)
ZIF 2.210 (0.588) 4.281 (0.648) 0
q = 0.25
GRABIT 0 10.911 (1.046) 13.100 (0.989)
TD 0.520 (0.797) 0 7.042 (0.993)
ZIF 1.834 (0.7654) 2.153 (0.974) 0
q = 0.5
GRABIT 0 16.767 (2.650) 22.590 (1.870)
TD -0.212 (1.465) 0 11.915 (1.455)
ZIF 0.020 (1.004) 0.709 (1.073) 0
q = 0.75
GRABIT 0 17.089 (2.963) 22.604 (2.291)
TD 3.519 (2.164) 0 14.033 (1.388)
ZIF 0.634 (1.325) 1.164 (1.379) 0
q = 0.9
GRABIT 0 12.933 (2.032) 16.798 (1.897)
TD 6.484 (1.740) 0 10.443 (2.124)
ZIF 5.348 (1.916) 3.013 (2.668) 0
5.2.2 Random Function Generator
In this case, we see the performance of the ZIF-TDboost, TDboost and Grabit estimators in a
variety of very complicated, randomly generated predictor functions, using the “random function
generator” (RFG) model by Friedman (2001). The true target function F is randomly generated
as a linear expansion of functions {gk}20k=1 :
F (x) =
20∑
k=1
bkgk (zk) . (51)
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Here, each coefficient bk is a uniform random variable from Unif[−1, 1]. Each gk (zk) is a function
of zk, where zk is defined as a pk-sized subset of the p-dimensional variable x in the form
zk =
{
xψk(j)
}pk
j=1
. (52)
where each ψk is an independent permutation of the integers {1, · · · , p}. The size pk is randomly
selected by min (b2.5 + rkc, p), where rk is generated from an exponential distribution with mean
2. Hence, the expected order of interaction presented in each gk (zk) is between four and five. Each
function gk (zk) is a pk-dimensional Gaussian function:
gk (zk) = exp
{
−1
2
(zk − uk)T Vk (zk − uk)
}
, (53)
where each mean vector uk is randomly generated from N (0, Ipk). The pk × pk covariance matrix
Vk is defined by
Vk = UkDkU
T
k , (54)
where Uk is a random orthonormal matrix, Dk = diag {dk [1] , · · · , dk [pk]}, and the square root
of each diagonal element
√
dk [j] is a uniform random variable from Unif [0.1, 2.0]. We inflate the
Tweedie model at mass zero and generate the data {yi,xi}ni=1 according to
yi ∼
Tw (µi, φ, ρ) , with probability (1− q) ,0, with probability q, xi ∼ N (0, Ip) , i = 1, · · · , n, (55)
where µi = exp {F (xi)}.
When fitting TD model and ZIF-TD model, the profile likelihood procedure discussed in sub-
section 4.3 is used again to tune parameters jointly. A total number of 20 sets of training samples
are randomly generated from a true zero-inflated Tweedie model according to (55) with φ = 1
and ρ = 1.5, each sample having 2000 observations, 1000 for training and 1000 for testing. The
interaction depth is set as six. We fit the ZIF-TDboost (TDboost) model on each sample and
compute the estimates (φ∗, q∗) at each of the 50 equally spaced values {ρ1, · · · , ρ50} on inter-
val (1, 2). The (ρj , φ
∗ (ρj) , q∗ (ρj)) corresponding to the maximal profile likelihood is the esti-
amte of (ρ, φ, q). For q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}, the ZIF estimated indices have mean ρ¯∗ =
1.43, 1.47, 1.51, 1.49, 1.58, 1.58, and standard error SE (ρ∗) = 0.058, 0.067, 0.067, 0.058, 0.089, 0.076.
The ZIF estimated dispersion have mean φ¯∗ = 0.75, 0.071, 0.078, 1.02, 1.20, 1.69, and standard er-
ror SE (φ∗) = 0.085, 0.076, 0.072, 0.268, 0.554, 0.965. The ZIF estimated zero mass probability have
mean q¯∗ = 0.04, 0.21, 0.29, 0.47, 0.72, 0.87, and standard error SE (q∗) = 0.080, 0.063, 0.049, 0.071, 0.080, 0.085.
So the true values are within one standard error away from mean. Figure 2 and 3 shows simulation
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results for comparing the estimation performance of Grabit, TDboost and ZIF-TDboost. The em-
pirical distributions of the Ginia indices and MADs shown as box-plots are based on 20 independent
replications. We can see that in all of the cases, TDboost and ZIF-TDboost outperform Grabit
in terms of prediction accuracy. From Figure 2, we can see that when λ increases, ZIF-TDboost
gradually outperforms TDboost in terms of Ginia indices.
Figure 2: Simulation results for case 1.2: compare the Ginia indices of Grabit, TDboost and ZIF-
TDboost when fitting the training data generated from Random Function Generator zero-inflated
Tweedie model with increasing zero mass probability q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}. Boxplots
display empirical distributions of the Ginia indices based on 20 independent replications.
Figure 3: Simulation results for case 1.2: compare the MADs of Grabit, TDboost and ZIF-TDboost
when fitting the training data generated from Random Function Generator zero-inflated Tweedie
model with increasing zero mass probability q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}. Boxplots display
empirical distributions of the MADs based on 20 independent replications.
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5.3 Case 2
In this simulation case, we generate data from the Zero-Inflated Tobit models with two different
kinds of target functions: one with two interactions and the other more complicated, randomly
generated from “random function generator” model. For all three models when applying gradient-
tree boosting method, five-fold cross-validation is adopted for selecting the optimal ensemble size
M and tree size L of each ensemble.
5.3.1 Two Interactions Function
In this simulation study, we investigate and compare the performance of TDboost, ZIF-
TDboost and Grabit in terms of MAD(w.r.t. true losses and expected losses), RMSD , Re RMSD
and two variants of Gini index proposed by Ye et al. (2018) and Frees et al. (2011). We consider the
data generated from the Zero-Inflated Tobit (Tobin, 1958) model where the true target function is
given by
F (x1, x2) = 2 cos
(
2.4pi(|x1|3 + |x2|3)0.5
)
.
The Tobit variable YTobit follows the Tobit model where its latent variable Y
∗ follows, conditional
on covariates x = (x1, x2), a Gaussian distribution:
Y ∗ = F (x1, x2) + , Xk i.i.d. ∼ Unif(−1, 1), k = 1, 2,  ∼ N(0, 1).
This latent variable is observed only if it is bigger than 0, i.e. the observed Tobit variable YTobit
can be expressed as
YTobit = max(Y
∗, 0).
Then we generate the data followed the zero-inflated Tobit model:
Y ∼
YTobit, with probability 1− q,0, with probability q.
where q takes value from a sequence {0, 0.15, 0.25, 0.5, 0.75, 0.9} respectively.
We generate n = 500 observations for training and n′ = 4489 for testing, and fit the training
data using Grabit, TD and ZIF-TD models. The shrinkage factor ν is set as 0.01. For TDboost
model, we use the profile likelihood to estimate paremters (ρˆ, φˆ). For ZIF-TDboost model, we
follow the procedure discussed in subsection 4.3 to estimate the parameters (ρˆ, φˆ, qˆ). Figure 5
shows simulation results for comparing MADs of Grabit, TDboost and ZIF-TDboost based on 20
independent replications.
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We can see from the first boxplot that when q = 0, i.e. data are generated from true Tobit
model, the Grabit outperforms ZIF-TDboost greatly in terms of MADs. We exploit the ordered
Lorentz curve and the associated Gini index (denated by Ginib for distinction) to capture the dis-
crepancy between the expected premium P (x) = µˆ(x) and the true losses y. We successively specify
the prediction from each model as the base premium and use predictions from the remaining models
as the competing premium to compute the Ginib indices. A matrix of the averaged Ginib indices
and standard errors is reported in Table 4, which are averaged over 20 independent replications. To
pick the “best” model, we use a “minimax” strategy (Frees et al., 2014) to select the base premium
model that are least vulnerable to competing premium models; that is, we select the model that
provides the smallest of the maximal Gini indices, taken over competing premiums. We find that the
maximal Ginib index is 5.0212 when using B(x) = µˆGrabit(x) as the base premium, 14.7410 when
using B(x) = µˆTD(x) as the base premium and 32.4614 when using B(x) = µˆZIF(x) as the base
premium. Therefore, Grabit model has the smallest maximum Ginib index at 5.0212, hence is least
vulnerable to alternative scores. Figure 4 also shows the ordered Lorentz curve where ZIF-TDboost
or TDboost is selected as the base premium.
Table 4: Simulation2 - Grabit, TD and ZIF Ginib indices.
Competing premium
Base premium GRABIT TD ZIF
GRABIT 0 3.4685 (0.4927) 5.0212 (0.4715)
TD 14.7410 (0.5865) 0 5.7606 (0.5053)
ZIF 32.4614 (0.4131) 30.1332 (0.5041) 0
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Figure 4: Simulation2 - The ordered Lorentz curves for the Tobit model data on a single run.
There is no surprise that the perdiction performace of the Grabit Model is the best, since
the data are generated from the true Tobit model. This run shows some inevitable flaws of our
ZIF-TDboost model. Recall that we assume the Exact Zero mass probability qi to be the same
everywhere, i.e., not depending on the variable x, which is a poor assumption when the response
y reaches zero with the probability decided by the location of the explanatory variable x. The
Tobit Model with a specifically-structured target function is just the case: The observed variable
is exact zero when the variable x falls in certain region, while our ZIF model assumes each point
hits zero with the same probability, which is an improper assumption in such case. This simulation
motivates us to improve the ZIF-TDboost model by further assuming the parameter q as a function
of x. This improvement will be achieved and simulated again on the Tobit model in our future
work.
When more and more zeros are inflated in the Tobit model, Figure 5 shows that the MAD per-
formance of our ZIF-TDboost model becomes better. When the zero mass probability q = 0.9, the
MAD means of the three models are MADGrabit = 0.0697,MADTD = 0.0681,MADZIF-TD = 0.0664
and the standard errors are SE (MADGrabit) = 0.0013,SE (MADTD) = 0.0009,SE (MADZIF-TD) =
0.0005. The simulation results of other measurements (RMSD, Re RMSD) are presented in Ap-
pendix C.1 with the similar prediction performance.
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Figure 5: Simulation2.1 - MAD of Grabit and ZIF-TDBoost fitting data generated from Zero-
inflated Tobit model with two-interaction function for q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9} under differ-
ent scales. As q increases, the prediction error of Grabit and ZIF-TD becomes closer, and ZIF-TD
outperforms Grabit when q = 0.9.
5.3.2 Random Function Generator
This case shows the ZIF-TDboost is likely to have better or, at least, not worse performance
than Grabit, thus showing the prediction ability of our ZIF-TDboost model when fitting extremely
unbalanced data with quite complicated interactions. We use the “random function generator”
(RFG) model by Friedman (2001) again in this simulaiton. The true target function F is randomly
generated as a linear expansion of functions {gk}20k=1 given in section 5.2.2:
F (x) =
20∑
k=1
bkgk (zk) . (56)
The Tobit variable YTobit follows the Tobit model where its latent variable Y
∗ follows, conditional
on covariates x, a Gaussian distribution:
Y ∗ = F (xi) + , xi ∼ N (0, Ip) ,  ∼ N(0, 1), i = 1, · · · , n. (57)
This latent variable is observed only if it is bigger than 0, i.e. the observed Tobit variable YTobit
can be expressed as
YTobit = max(Y
∗, 0). (58)
Then we generate the data followed the zero-inflated Tobit model:
Y ∼
YTobit, with probability (1− q) ,0, with probability q. (59)
where q takes value from a sequence {0, 0.15, 0.25, 0.5, 0.75, 0.9} respectively.
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Again use the profile likelihood procedure to estimate the dispersion φ and the index ρ. A total
number of 20 sets of training samples are randomly generated from a true zero-inflated Tobit model
according to (59), each sample having 2000 observations, 1000 for training and 1000 for testing.
The shrinkage factor ν is set as 0.005, and the interaction depth is set as six. Figure 6 shows MADs
of Grabit, TDboost and ZIF-TDboost as box-plots based on 20 independent replications. For all
q, TDboost and ZIF-TDboost outperform Grabit. And as q increases, the performance of the ZIF-
TDboost gradually becomes better or, at least, not worse than the performance of TDboost. The
simulation results of other measurements (Ginia, RMSD, Re RMSD) are presented in Appendix
C.2 with the similar performance.
Figure 6: Simulation2.2 - MADs of Grabit, TDBoost and ZIF-TDBoost fitting data generated from
RFG Zero-inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
Figure 7 shows the boxplots of Ginia indices, MADs, RMSDs and Re RMSDs comparing the
Grabit, TDboost and ZIF-TDboost model when q = 0, i.e., data generated from the true Ran-
dom Function Generator Tobit model. TDboost and ZIF-TDboost outperform Grabit in all these
criteria, which can be explained by the random procedure generating the target function, i.e. the
function follows the Random Function Generator model takes negative values, thus then truncated
from below at zero, randomly with respect to variable x.
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Figure 7: Simulation2.2 - boxplots of GINI, MAD, RMSD, Re RMSD comparing Grabit, TDBoost
and ZIF-TDBoost fitting data generated from Random Function Tobit model under 20 independent
replications.
6 Application: Automobile Claims
6.1 Dataset
We consider the auto-insurance claim dataset as analyzed in Yip and Yau (2005) and Zhang
et al. (2005). The dataset contains 10,296 driver vehicle records, each including an individual driver’s
total claim amount (zi) in the last fave years (wi = 5) and 17 characteristics xi = (xi,1, · · · , xi,17)
for the driver and the insured vehicle. We want to predict the expected pure premium based
on xi. The description statistics of the data are provided in Yang et al. (2017). We find that
approximately 61.1% of policyholders had no claims, and approximately 29.6% of the policyholders
had a positive claim amount up to $10, 000. Only 9.3% of the policy-holders had a high claim
amount above $10, 000, but the sum of their claim amount made up to 64% of the overall sum. So
this auto-insurance claim dataset is a highly right-skewed dataset, which can be used to generate
some extremely unbalanced and zero-inflated datasets for training and testing.
We use this data set as the rawdata to generate some synthetic data sets that contain more per-
centage of non-claiming policyholders. The method we utilize is randomly under-sampling (without
replacement) from the nonzero-claim data under certain fraction λ to increase the ratio of the non-
claiming data. For example, if we set the under-sampling fraction as λ = 0.15, then the percentage
of the policyholders with no claim will become 61.1/(61.1 + 38.9 ∗ 0.15) = 91.28%. This synthetic
dataset is extremely unbalanced, holding similar structure as some highly zero-inflated insurance
claim datasets in real life.
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6.2 Models
We choose a decreasing sequence of under-sampling fractions λ ∈ {1, 0.75, 0.5, 0.25, 0.15, 0.1}.
For each λ, we randomly under-sample the positive-loss data without replacement and combine
these nonzero-loss data with the zero-loss data to generate a new dataset. Then we separate this
new dataset into a training set and a testing set while keeping the size ratio of nonzero-loss data
to zero-loss data as the same. The corresponding percentages of zero-loss data among the new
dataset w.r.t. different λ are presented in Table 5. The Grabit, TD and ZIF models are fitted on
the training set and their parameters are tuned with five-fold cross-validation. Set the shrinkage
parameter as η = 0.005. All the models are not necessary to carry out data transformation, since
the tree-based boosting method can automatically handle different types of data. We also use the
profile likelihood method discussed in the last paragraph of section 3 and section 4.3 to estimate
the parameters (φ, ρ) of TD model and (φ, ρ, q) of ZIF model.
Table 5: Real - Zero percentage w.r.t. λ.
λ 1 0.75 0.50 0.25 0.15 0.10 0.05
Zero Percentage 61.1% 67.7% 75.9% 86.3% 91.3% 94.0% 96.9%
6.3 Performance Comparison
To examine the performance of Grabit, TD and ZIF models, we predict the pure premium
P (x) by applying each model on the independent held-out testing set. Since the losses have high
proportions of zeros and are highly right-skewed, we again use the orderd Lorentz curve and the
associated Ginib index, proposed by Frees, Meyers, and Cumming (2011, 2014), to capture the
discrepancy between the expected premiums and real losses.
Following Frees et al. (2014), we sucessively specify the prediction from each model as the base
premium B(x) and use predictions from the remaining models as the competing premium P (x) to
compute the Ginib indices. The entire procedure of under-sampling, data separating and measure-
ments computation are repeated independently 20 times for each λ ∈ {1, 0.75, 0.5, 0.25, 0.15, 0.1, 0.05}.
A sequence of matrices of Ginib indices means and standard errors with repect to each under-
sampling fractions λ are presented in Table 6. Again follow the “minmax” strategy (Frees et al.,
2014) discussed in simulation 5.3.1. We introduce another criterion associated with the Ginib
index–the model-chosen RATIO w.r.t. Ginib–to compare the performance of different models:
For each independent replication, we compute the Ginib index matrix and use the “minimax”
strategy to choose the least vulnerable base premium model. After 20 replications, we count the
number of each model chosen as the “best” model and record the RATIO of their counts. The
results w.r.t each λ are shown in Table 7 and Barplots 8.
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The means of the Ginib indices convey some important information. We find that when λ
decreases, the performance of ZIF-TDboost gradually outperforms that of TDboost in terms of
mean Ginib indices means as well as the corresponding model-chosen RATIO. When λ = 0.15 , the
Ginib mean difference between TD and ZIF is the biggest (when set TD as the base premium and
ZIF as the competing premium, ZIF’s Ginib mean is 36.735; when set ZIF as the base premium and
TD as the competing premium, TD’s Ginib mean is −22.926) and the corresponding model-chosen
RATIO (0:0:20) is also the best. We also find that TD and ZIF models both outperform Grabit
when λ = 1, 0.75, 0.5, 0.25, 0.15, 0.1. But Grabit model becomes better when λ = 0.05. If we only
compare between TD and ZIF, we find that TD outperforms ZIF when λ = 1, 0.75, 0.5, while ZIF
outperforms TD when λ = 0.25, 0.15, 0.1, 0.05.
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Table 6: Real - Grabit, TD and ZIF Ginib.
Competing Premium
Base Premium GRABIT TD ZIF
λ = 1
GRABIT 0 11.459 (0.417) 11.402 (0.386)
TD 6.638 (0.409) 0 0.377 (0.355)
ZIF 7.103 (0.357) 2.773 (0.414) 0
λ = 0.75
GRABIT 0 14.955 (0.413) 15.162 (0.435)
TD 5.466 (0.425) 0 1.848 (0.504)
ZIF 6.152 (0.385) 2.622 (0.560) 0
λ = 0.50
GRABIT 0 25.047 (1.539) 25.621 (1.492)
TD 3.516 (0.963) 0 4.056 (0.651)
ZIF 5.702 (0.698) 2.525 (0.501) 0
λ = 0.25
GRABIT 0 51.502 (1.062) 51.581 (1.005)
TD -18.248 (2.445) 0 20.035 (2.414)
ZIF 1.283 (2.593) 3.929 (2.544) 0
λ = 0.15
GRABIT 0 37.290 (2.505) 40.381 (1.822)
TD -23.569 (2.607) 0 36.735 (3.188)
ZIF -22.674 (1.975) -22.926 (2.604) 0
λ = 0.10
GRABIT 0 -1.189 (5.828) 16.721 (5.120)
TD 14.581 (6.587) 0 35.298 (3.026)
ZIF -2.742 (4.884) -20.080 (3.572) 0
λ = 0.05
GRABIT 0 -16.851 (2.662) -8.652 (3.059)
TD 42.493 (3.792) 0 27.754 (3.784)
ZIF 32.169 (3.767) -13.448 (3.551) 0
33
Table 7: Real - Model-chosen RATIO w.r.t. Ginib .
λ
1 0.75 0.50 0.25 0.15 0.10 0.05
Zero Percentage 61.1% 67.7% 75.9% 86.3% 91.3% 94.0% 96.9%
Ratio(TD:ZIF) 16:4 15:5 13:7 4:16 0:20 0:20 2:18
Ratio(Grabit:TD:ZIF) 2:16:2 0:15:5 0:13:7 0:4:16 0:0:20 5:0:15 17:0:3
Figure 8: Real - Barplots of Model-Chosen RATIO among Grabit, TDboost and ZIF-TDboost
w.r.t. Ginib under 20 independent replications. As λ increases, it’s more likely that ZIF-TD is
chosen as the “best” model, while Grabit becomes the “best” when λ = 0.05.
The resulting MAEs and Ginias are presented in Table 8 and Table 9, where the smallest
MAE value and the largest Ginia value for each λ are emphasized. The estimated parameters and
another two criteria–RMSE and Re RMSE–are presented in Table 42 and 43 in Appendix E. We
find that ZIF performs better than TD and Grabit in terms of Mean Absolute Error. While the
Ginia performance is similar to that of Ginib: TD performs best when λ = 1, 0.75; ZIF performs
best when λ = 0.5, 0.25, 0.15, 0.1; Grabit performs best when λ = 0.05; ZIF outperforms TD when
λ = 0.25, 0.15, 0.1, 0.05. This can be explained by the inevitable flaw of our ZIF model previously
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mentioned in simulation 5.3. When the data contain over 97% zeros (λ = 0.05), the probability of
response hitting zero contains personal information concerning different x which can not be omitted
when the information we get from the nonzero-response data is limited.
Table 8: Real - Grabit, TD and ZIF MAE(Mean Absolute Error).
Competing Models
λ Grabit TD ZIF
1.00 4.248 (0.014) 4.129 (0.012) 4.067 (0.012)
0.75 3.879 (0.017) 3.679 (0.011) 3.622 (0.012)
0.50 3.345 (0.026) 2.994 (0.017) 2.928 (0.016)
0.25 2.439 (0.014) 1.945 (0.021) 1.766 (0.014)
0.15 1.720 (0.015) 1.489 (0.023) 1.309 (0.019)
0.10 1.265 (0.011) 1.100 (0.015) 0.986 (0.014)
0.05 0.714(0.012) 0.578 (0.015) 0.402 (0.009)
Table 9: Real - Grabit, TD and ZIF Ginia .
Competing Models
λ Grabit TD ZIF
1.00 0.591 (0.013) 0.604 (0.014) 0.603 (0.013)
0.75 0.600 (0.003) 0.615 (0.003) 0.615 (0.003)
0.50 0.596 (0.007) 0.612 (0.005) 0.613 (0.005)
0.25 0.441 (0.020) 0.533 (0.017) 0.557 (0.011)
0.15 0.370 (0.027) 0.330 (0.024) 0.381 (0.017)
0.10 0.356 (0.028) 0.242 (0.039) 0.315 (0.024)
0.05 0.415 (0.023) 0.134 (0.040) 0.240 (0.028)
6.4 Score Test: TD Model against ZIF-TD Model
It is natural to ask the question: when should we inflate the TD models to the ZIF-TD
models? Hypothesis testing is a conservative but accessible approach to answer this question. Our
idea comes from the work of Van den Broek (1995): presenting the score test to test whether the
number of zeros is too large for a Poisson model to fit the the count data with excess zeros well.
We have the similar goal to test whether the number of zeros is too large for a Tweedie model to fit
the extremely unbalanced zero-inflated car insurance data well and we should inflate the Tweedie
model, becoming our Zero-inflated Tweedie model. The theory concerning the score test based on
the composite hypothesis can be refered to Lehmann and Romano (2006). However, the TDboost
model is a nonparametric model which could not be put under the setting of parametric score test.
So we sacrifice the nonparametric assumption that the prediction function F (·) is an ensemble of
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regression trees as base learners and use the marginal distribution. This gives a heuristic hypothesis
score testing method: if the testing detects that the null hypothesis should be rejected, then we will
absolutely turn to the ZIF-TD model; while if the testing fails to have significant evidence to reject
the Tweedie null hypothesis, then we have no idea if the original nonparametric model should truly
be accepted.
A score test for q = 0 in the ZIF-Tweedie model has the advantage that one need not fit
the ZIF-Tweedie model but just a Tweedie model. Set θ = q1−q , pi = P(Tw(ρ, φ, µi) = 0) =
exp(− 1φ exp(F (xi)(2−ρ))2−ρ ), then the null hypothesis against the alternative hypothesis is
H0 : θ = 0, φ ∈ R+, F ∈ F v.s. H1 : θ ∈ R+, φ ∈ R+, F ∈ F
The likelihood of the ZIF model can be written as:
fZIF(θ, φ, F ; y, ρ) =
n∏
i=1
((1− q)pi + q)I{yi = 0} ((1− q)fTw(φ, F ; y, ρ))I{yi > 0}
=
n∏
i=1
1
1 + θ
(pi + θ)
I{yi = 0} fTw (φ, F ; y, ρ)
I{yi>0} . (60)
Then the log-likelihood function is
l(θ, φ, F ; y, ρ) =
∑
i
{− log (1 + θ) + I {yi = 0} log (pi + θ) + I {yi > 0} log (fTw (φ, F ; y, ρ))} .
(61)
From this, the score function U (φ, F, θ) and the expected information J (φ, F, θ) can be calculated.
The score statistic for testing θ = 0 is then:
S(φˆ, Fˆ , 0) = UT(φˆ, Fˆ , 0)
[
J(φˆ, Fˆ , 0)
]−1
U(φˆ, Fˆ , 0)
=
{∑
i
I{yi=0}−pˆi
pˆi
}2
C −BTA−1B , (62)
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where A =
[
Jˆ1,1 Jˆ1,2
Jˆ2,1 Jˆ2,2
]
, B =
[
Jˆ1,3
Jˆ2,3
]
and C = Jˆ1,3, with
Jˆ1,1 =
∑
i
 2φˆ3
exp
(
Fˆ (xi)(2− ρ)
)
2− ρ

+
∑
i
− (1− pˆi)
−1
aˆ2
(
∂aˆ
∂φ
)2
+
1
aˆ
∂2aˆ
∂φ2
+
2
φˆ3
yi exp
(
Fˆ (xi)(1− ρ
)
1− ρ
 , (63)
Jˆ1,2 =
∑
i
{−1
φˆ2
exp
(
Fˆ (xi)(2− ρ)
)
+
1− pˆi
φˆ2
yi exp
(
Fˆ (xi)(1− ρ)
)}
, (64)
Jˆ1,3 =
∑
i
 1φˆ2
exp
(
Fˆ (xi)(2− ρ)
)
2− ρ
 , (65)
Jˆ2,2 =
∑
i
{
pˆi (2− ρ)
φ
exp
(
Fˆ (xi)(2− ρ)
)}
+
∑
i
{
−1− pˆi
φˆ
(
yi exp
(
Fˆ (xi)(1− ρ)
)
(1− ρ)− exp
(
Fˆ (xi)(2− ρ)
)
(2− ρ)
)}
, (66)
Jˆ2,3 =
∑
i
{−1
φˆ
exp
(
Fˆ (xi)(2− ρ)
)}
, (67)
Jˆ3,3 =
∑
i
(
1− pˆi
pˆi
)
. (68)
where
(
φˆ, Fˆ
)
are the estimates of (φ, F ) under the null hypothesis. See the appendix F for details
of the derived formulae of the score test, and the series evaluation (Dunn and Smyth, 2005) of the
function a (y, ρ, φ) and its first and second derivatives with respect to φ when computing the entry
Jˆ1,1 of the expected information matrix.
Under the Tweedie model null hypothesis against the Zero-inflated Tweedie model alternative
hypothesis, the statistic S(φˆ, Fˆ , 0) will have an asymptotic chi-squared distribution with 1 degree
of freedom: S(φˆ, Fˆ , 0)→ χ21.
We apply the score test on the real data and compute the p-values of the score statistics under
the null hypothesis and the asymptotic χ21 distribtion. Figure 9 shows application results in which
the empirical distirbutions of p-values as box-plots are based on 20 independent replications with
respect to λ ∈ {1, 0.75, 0.5, 0.25, 0.15, 0.1, 0.05} respectively. We choose the significant confidence
level α = 0.1, i.e., when p-value is less than α, we reject the null hypothesis and accept the
alternative hypothesis, inflating the Tweedie model to the Zero-inflated Tweedie model. We can
see that when λ = 1, the box lies in the hypothesis testing acceptance region. While when λ =
0.75, 0.5, 0.25, i.e., the percentage of zeros in the car insurance data becomes bigger, their means of
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the p-values lie in the rejection region. But when λ = 0.15, 0.1, 0.05, i.e., the percentage of zeros is
larger then 90%, the score test becomes invalid.
Figure 9: Score test - p-values of the score test statistics under Tweedie model null hypothesis
against Zero-inflated Tweedie model alternative hypothesis with respect to λs.
The problem concerning this heuristic score test is that the score statistc is asymptotically
chi-square distributed, but when applying on extremely unbalanced zero-inflated data, containing
limited nonzero data, the asymptotic property will becomde invalid.
This can be solved intuitively by introducing a threshold parameter qS :
if zero percentage < qS , then do score test;
if zero percentage ≥ qS , then choose ZIF-TD,
We wish to implement certain data-motivated method only when the percentage of the zero-loss
data is not such large and we cannot make a surjective decision; on the other hand, when the data is
extermely zero-inflated, i.e., zero-loss percentage is larger than qS , there is no doubt that we should
choose the Zero-inflated TDboost model to fit the data. And a simulation study in appendix D
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justifies this choice.
Appendix D shows the third simulation case in which we generate data from the Tweedie model
with large dispersion φ, i.e., the Tweedie zero mass probability is quite large. Since the prediction
accuracy performance of the TDboost and the ZIF-TDboost is almost the same, it is harmless
to introduce a threshold gate here and automatically choose the ZIF-Tweedie model when the
data are extremely zero-inflated. Under a conservative perspective, we set the threshold parameter
as qS = 0.9. This setting perfectly complement the invalidation of the score test when zero-loss
percentage is larger than 90%, i.e., λ = 0.15, 0.1, 0.05, and gives a complete story of choosing
between TD models and ZIF-TD models.
7 Conclusions
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A Appendix A: Tobit Model
A.1 Truncated Normal Distribution
Suppose the latent variable Y ∗ follows, conditional on covariate x, a Gaussian distribution:
Y ∗|x ∼ N(µ(x), σ2) (69)
This latent variable Y ∗ is observed only when it lies in an interval [yl, yu]. Otherwise, one observes
yl or yu depending on whether the latent variable is below the lower threshold yl or above the upper
threshold yu, respectively. Denoting Y as the observed variable, we can express it as:
Y =

yl, if Y
∗ ≤ yl,
Y ∗, if yl < Y ∗ < yu,
yu, if yu ≤ Y ∗.
(70)
The density of Y is given by:
fTobit (y;µ(x), σ) = Φ
(
yl − µ(x)
σ
)
Iyl(y) +
(
1− Φ
(
yu − µ(x)
σ
))
Iyu(y).
+
1
σ
φ
(
y − µ(x)
σ
)
I {yl < y < yu} (71)
Then the expectation of Y |x is given by:
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Eσ [y|x] =
∫ +∞
−∞
yfTobit (y;µ(x), σ) dy
= ylΦ (α) +
∫ yu
yl
y
1
σ
φ
(
y − µ(x)
σ
)
dy + yu (1− Φ (β))
= ylΦ (α) +
∫ β
α
(sσ + µ(x))φ (s) ds+ yu (1− Φ (β))
= ylΦ (α) + σ (φ (α)− φ (β)) + µ(x) (Φ (β)− Φ (α)) + yu (1− Φ (β)) , (72)
where α = yl−µ(x)σ , β =
yu−µ(x)
σ . And
φ(ξ) =
1√
2pi
exp
(
−1
2
ξ2
)
(73)
is the probability density function of the standard normal distribution and Φ(·) is its cumulative
distribution function:
Φ(y) =
∫ y
−∞
φ(ξ)dξ (74)
In simulation 2, the latent variable is truncated by 0 from below, i.e., yl = 0, yu = ∞. So we
have φ(β) = 0,Φ(β) = 1. We also set the variance of the Gaussian distribution as σ = 1. Then the
expectation of Y |x is given by:
Eσ=1 [y|x] = φ (−µ(x)) + µ(x) (1− Φ (−µ(x))) . (75)
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B Appendix B:Simulation1
B.1 Two Interactions Function
Table 10: Simulation1.1 - TDboost ρˆ and φˆ.
q ρˆ φˆ
0.00 1.480 (0.067) 0.927 (0.067)
0.15 1.385 (0.031) 1.588 (0.080)
0.25 1.378 (0.054) 1.980 (0.147)
0.50 1.373 (0.045) 3.089 (0.174)
0.75 1.384 (0.076) 5.140 (0.984)
0.90 1.385 (0.045) 8.101 (1.292)
Table 11: Simulation1.1 - ZIF(ρ = 1.5) qˆ and φˆ.
q φˆ qˆ
0.00 0.877 (0.063) 0.009 (0.009)
0.15 0.847 (0.072) 0.165 (0.018)
0.25 0.854 (0.067) 0.258 (0.022)
0.50 0.843 (0.125) 0.505 (0.018)
0.75 1.028 (0.362) 0.748 (0.027)
0.90 1.022 (0.246) 0.898 (0.013)
Table 12: Simulation1.1 - ZIF(ρ = 1.7) qˆ and φˆ.
q φˆ qˆ
0.00 0.679 (0.045) 0.033 (0.009)
0.15 0.667 (0.049) 0.181 (0.018)
0.25 0.675 (0.040) 0.273 (0.022)
0.50 0.669 (0.063) 0.516 (0.022)
0.75 0.751 (0.174) 0.760 (0.018)
0.90 0.725 (0.143) 0.903 (0.040)
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Table 13: Simulation1.1 - ZIF(ρtuned) ρˆ, qˆ and φˆ.
q ρˆ φˆ qˆ
0.00 1.490 (0.103) 0.859 (0.098) 0.010 (0.013)
0.15 1.523 (0.103) 0.810 (0.112) 0.164 (0.022)
0.25 1.455 (0.089) 0.891 (0.121) 0.249 (0.02)
0.50 1.478 (0.116) 0.846 (0.125) 0.502 (0.022)
0.75 1.443 (0.116) 1.033 (0.246) 0.743 (0.027)
0.90 1.440 (0.125) 1.038 (0.344) 0.893 (0.018)
Table 14: Simulation1 - TD and ZIF MAD (w.r.t. true loss).
Competing Models
q TD Grabit ZIF(ρ = 1.5) ZIF(ρ = 1.7) ZIF(tune ρ)
0.00 2.104 (0.012) 2.184 (0.026) 2.102 (0.013) 2.099 (0.012) 2.102 (0.012)
0.15 2.174 (0.009) 2.259 (0.025) 2.175 (0.011) 2.171 (0.010) 2.174 (0.011)
0.25 2.231 (0.011) 2.289 (0.016) 2.217 (0.010) 2.215 (0.011) 2.218 (0.011)
0.50 2.067 (0.013) 2.142 (0.028) 2.048 (0.010) 2.048 (0.010) 2.045 (0.010)
0.75 1.365 (0.016) 1.358 (0.024) 1.348 (0.014) 1.351 (0.014) 1.346 (0.014)
0.90 0.636 (0.010) 0.611 (0.019) 0.624 (0.009) 0.627 (0.010) 0.618 (0.010)
Table 15: Simulation1.1 - TD, Grabit and ZIF RMSD (w.r.t. true loss).
Competing Models
q TD Grabit ZIF(ρ = 1.5) ZIF(ρ = 1.7) ZIF(tune ρ)
0.00 2.965 (0.022) 3.083 (0.060) 2.959 (0.023) 2.965 (0.023) 2.957 (0.022)
0.15 3.020 (0.021) 3.169 (0.046) 3.020 (0.023) 3.016 (0.023) 3.024 (0.022)
0.25 3.084 (0.020) 3.201 (0.039) 3.055 (0.018) 3.057 (0.019) 3.058 (0.017)
0.50 2.962 (0.032) 3.185 (0.078) 2.918 (0.030) 2.926 (0.032) 2.913 (0.030)
0.75 2.290 (0.042) 2.391 (0.053) 2.273 (0.039) 2.276 (0.040) 2.272 (0.039)
0.90 1.511 (0.036) 1.532 (0.037) 1.510 (0.036) 1.510 (0.036) 1.509 (0.036)
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Table 16: Simulation1.1 - TD, Grabit and ZIF RMSD (w.r.t expected loss).
Competing Models
q TD Grabit ZIF(ρ = 1.5) ZIF(ρ = 1.7) ZIF(tune ρ)
0.00 0.981 (0.030) 1.255 (0.090) 0.966 (0.031) 0.987 (0.026) 0.961 (0.026)
0.15 0.929 (0.025) 1.318 (0.071) 0.898 (0.028) 0.906 (0.028) 0.904 (0.028)
0.25 0.923 (0.035) 1.232 (0.073) 0.814 (0.022) 0.815 (0.025) 0.835 (0.025)
0.50 0.718 (0.037) 1.283 (0.148) 0.582 (0.021) 0.611 (0.026) 0.575 (0.018)
0.75 0.487 (0.022) 0.740 (0.081) 0.385 (0.017) 0.390 (0.018) 0.378 (0.016)
0.90 0.212 (0.006) 0.299 (0.030) 0.193 (0.004) 0.195 (0.004) 0.197 (0.005)
Table 17: Simulation1.1 - TD, Grabit and ZIF Re RMSD (w.r.t. true loss).
Competing Models
q TD Grabit ZIF(ρ = 1.5) ZIF(ρ = 1.7) ZIF(tune ρ)
0.00 2.953 (0.021) 3.067 (0.051) 2.951 (0.023) 2.952 (0.023) 2.950 (0.022)
0.15 3.013 (0.020) 3.158 (0.042) 3.012 (0.022) 3.006 (0.022) 3.017 (0.021)
0.25 3.077 (0.022) 3.186 (0.036) 3.046 (0.019) 3.046 (0.019) 3.050 (0.018)
0.50 2.951 (0.032) 3.172 (0.078) 2.907 (0.030) 2.914 (0.030) 2.904 (0.029)
0.75 2.289 (0.042) 2.394 (0.053) 2.269 (0.039) 2.272 (0.039) 2.268 (0.038)
0.90 1.510 (0.036) 1.525 (0.036) 1.508 (0.036) 1.508 (0.036) 1.508 (0.036)
Table 18: Simulation1.1 - TD, Grabit and ZIF Re RMSD (w.r.t expected loss).
Competing Models
q TD Grabit ZIF(ρ = 1.5) ZIF(ρ = 1.7) ZIF(tune ρ)
0.00 0.950 (0.029) 1.223 (0.337) 0.945 (0.030) 0.952 (0.024) 0.946 (0.025)
0.15 0.915 (0.022) 1.299 (0.064) 0.879 (0.028) 0.878 (0.027) 0.892 (0.028)
0.25 0.904 (0.037) 1.200 (0.067) 0.791 (0.021) 0.784 (0.021) 0.813 (0.024)
0.50 0.697 (0.036) 1.264 (0.147) 0.558 (0.017) 0.579 (0.022) 0.560 (0.014)
0.75 0.493 (0.026) 0.757 (0.033) 0.376 (0.014) 0.381 (0.016) 0.373 (0.012)
0.90 0.212 (0.005) 0.291 (0.005) 0.192 (0.005) 0.193 (0.004) 0.200 (0.007)
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B.2 Random Function Generator
Table 19: Simulation1.2 -TD ρˆ and φˆ.
q φˆ ρˆ
0.00 0.852 (0.112) 1.449 (0.063)
0.15 1.193 (0.183) 1.434 (0.058)
0.25 1.476 (0.233) 1.448 (0.054)
0.50 2.252 (0.537) 1.441 (0.045)
0.75 4.125 (1.100) 1.472 (0.040)
0.90 6.667 (1.708) 1.464 (0.058)
Table 20: Simulation1.2 - ZIF(ρtuned) ρˆ, qˆ and φˆ.
q qˆ φˆ ρˆ
0.00 0.044 (0.062) 0.755 (0.085) 1.432 (0.059)
0.15 0.216 (0.050) 0.711 (0.076) 1.470 (0.066)
0.25 0.295 (0.051) 0.777 (0.071) 1.512 (0.068)
0.50 0.469 (0.073) 1.016 (0.268) 1.486 (0.060)
0.75 0.722 (0.079) 1.207 (0.553) 1.581 (0.088)
0.90 0.834 (0.040) 2.069 (0.798) 1.486 (0.084)
Table 21: Simulation1.2 - TD, Grabit and ZIF Ginia .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.2884 (0.0219) 0.3529 (0.0229) 0.3525 (0.0230)
0.15 0.2914 (0.0199) 0.3711 (00187) 0.3760 (0.0192)
0.25 0.2545 (0.0230) 0.3179 (0.0228) 0.3297 (0.0216)
0.50 0.1424 (0.0227) 0.2231 (0.0210) 0.2359 (0.0214)
0.75 0.0799 (0.0173) 0.1150 (0.0201) 0.1642 (0.0202)
0.90 0.0463 (0.0246) 0.0816 (0.0219) 0.1070 (0.0265)
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Table 22: Simulation1.2 - TD, Grabit and ZIF MAD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.4591 (0.0948) 0.3610 (0.0773) 0.3599 (0.0750)
0.15 0.4077 (0.0480) 0.3147 (0.0390) 0.3089 (0.0378)
0.25 0.3624 (0.0489) 0.2887 (0.0411) 0.2790 (0.0393)
0.50 0.2659 (0.0360) 0.2094 (0.0293) 0.1938 (0.0252)
0.75 0.1496 (0.0224) 0.1284 (0.0225) 0.1196 (0.0200)
0.90 0.0825 (0.0109) 0.0565 (0.0076) 0.0546 (0.0071)
Table 23: Simulation1.2 - TD, Grabit and ZIF RMSD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.6466 (0.1435) 0.5313 (0.1195) 0.5273 (0.1158)
0.15 0.5797 (0.0723) 0.4655 (0.0589) 0.4556 (0.0573)
0.25 0.5037 (0.0706) 0.4183 (0.0601) 0.4055 (0.0576)
0.50 0.3837 (0.0510) 0.3003 (0.0416) 0.2806 (0.0510)
0.75 0.2191 (0.0303) 0.1740 (0.0304) 0.1659 (0.0277)
0.90 0.1656 (0.0239) 0.0779 (0.0107) 0.0770 (0.0104)
Figure 10: Simulation1.2 - RMSD of Grabit and ZIF-TDBoost fitting data generated from Zero-
inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
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Table 24: Simulation1.2 - TD, Grabit and ZIF Re RMSD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.6312 (0.1455) 0.5146 (0.1174) 0.5136 (0.1140)
0.15 0.5688 (0.0735) 0.4423 (0.0568) 0.4323 (0.0553)
0.25 0.4938 (0.0720) 0.4013 (0.0579) 0.3853 (0.0550)
0.50 0.3743 (0.0518) 0.2867 (0.0385) 0.2666 (0.0342)
0.75 0.2212 (0.0305) 0.1698 (0.0296) 0.1599 (0.0270)
0.90 0.1874 (0.0293) 0.0753 (0.0107) 0.0739 (0.0104)
Figure 11: Simulation1.2 - Re RMSD of Grabit and ZIF-TDBoost fitting data generated from
Zero-inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
C Appendix C: Simulation2
C.1 Two Interactions Function
Table 25: Simulation2.1 -TD ρˆ and φˆ.
q φˆ ρˆ
0.00 0.869 (0.174) 1.267 (0.080)
0.15 1.238 (0.206) 1.289 (0.070)
0.25 1.469 (0.286) 1.297 (0.064)
0.50 2.064 (0.407) 1.312 (0.066)
0.75 3.280 (0.604) 1.340 (0.053)
0.90 5.012 (2.258) 1.324 (0.101)
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Table 26: Simulation2.1 -ZIF ρˆ , φˆ and qˆ.
q φˆ ρˆ qˆ
0.00 0.375 (0.315) 1.237 (0.086) 0.323 (0.183)
0.15 0.347 (0.244) 1.255 (0.118) 0.484 (0.107)
0.25 0.363 (0.254) 1.267 (0.111) 0.552 (0.085)
0.50 0.448 (0.354) 1.274 (0.111) 0.687 (0.090)
0.75 0.334 (0.141) 1.241 (0.139) 0.856 (0.014)
0.90 0.484 (0.519) 1.201 (0.149) 0.937 (0.024)
Table 27: Simulation2.1 - TD, Grabit and ZIF Ginia .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.5661 (0.0066) 0.5702 (0.0050) 0.4114 (0.0311)
0.15 0.4602 (0.0084) 0.5035 (0.0051) 0.3140 (0.0230)
0.25 0.3970 (0.0104) 0.4337 (0.0078) 0.2717 (0.0174)
0.50 0.2629 (0.0088) 0.2569 (0.0164) 0.2082 (0.0176)
0.75 0.1537 (0.0133) 0.0962 (0.0179) 0.0849 (0.0153)
0.90 0.0967 (0.0117) 0.0457 (0.0144) 0.0631 (0.0164)
Figure 12: Simulation2.1 - Ginia indices of Grabit and ZIF-TDBoost fitting data generated from
Zero-inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
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Table 28: Simulation2.1 - TD, Grabit and ZIF MAD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.4259 (0.0047) 0.4509 (0.0028) 0.5324 (0.0169)
0.15 0.4212 (0.0049) 0.4101 (0.0031) 0.4940 (0.0102)
0.25 0.3964 (0.0066) 0.3842 (0.0045) 0.4466 (0.0076)
0.50 0.3008 (0.0027) 0.3001 (0.0031) 0.3075 (0.0039)
0.75 0.1606 (0.0019) 0.1647 (0.0010) 0.1626 (0.0012)
0.90 0.0697 (0.0013) 0.0681 (0.0009) 0.0664 (0.0005)
Figure 13: Simulation2.1 - MADs of Grabit and ZIF-TDBoost fitting data generated from Zero-
inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
Table 29: Simulation2.1 - TD, Grabit and ZIF RMSD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.5714 (0.0062) 0.5779 (0.0057) 0.6663 (0.0143)
0.15 0.5372 (0.0051) 0.5067 (0.0033) 0.5860 (0.0072)
0.25 0.4939 (0.0053) 0.4669 (0.0038) 0.5241 (0.0059)
0.50 0.3725 (0.0042) 0.3548 (0.0024) 0.3628 (0.0030)
0.75 0.1983 (0.0032) 0.1897 (0.0022) 0.1870 (0.0011)
0.90 0.0975 (0.0054) 0.0784 (0.0025) 0.0795 (0.0010)
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Figure 14: Simulation2.1 - RMSDs of Grabit and ZIF-TDBoost fitting data generated from Zero-
inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
Table 30: Simulation2.1 - TD, Grabit and ZIF Re RMSD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.5790 (0.0068) 0.5799 (0.0070) 0.6723 (0.0136)
0.15 0.5387 (0.0064) 0.5066 (0.0034) 0.5843 (0.0067)
0.25 0.4889 (0.0058) 0.4652 (0.0041) 0.5204 (0.0063)
0.50 0.3708 (0.0056) 0.3552 (0.0027) 0.3618 (0.0033)
0.75 0.1977 (0.0048) 0.1884 (0.0020) 0.1858 (0.0011)
0.90 0.1070 (0.0075) 0.0763 (0.0021) 0.0796 (0.0013)
Figure 15: Simulation2.1 - Re RMSDs of Grabit and ZIF-TDBoost fitting data generated from
Zero-inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
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C.2 Random Function Generator
Table 31: Simulation2.2 -TD ρˆ and φˆ.
q φˆ ρˆ
0.00 1.258 (0.464) 1.373 (0.054)
0.15 1.335 (0.326) 1.355 (0.063)
0.25 1.756 (0.585) 1.391 (0.056)
0.50 2.406 (0.922) 1.385 (0.058)
0.75 3.639 (1.121) 1.403 (0.066)
0.90 5.876 (3.464) 1.403 (0.066)
Table 32: Simulation2.2 -ZIF ρˆ , φˆ and qˆ.
q φˆ ρˆ qˆ
0.00 0.748 (0.337) 1.393 (0.093) 0.297 (0.139)
0.15 0.558 (0.280) 1.432 (0.111) 0.422 (0.140)
0.25 0.703 (0.348) 1.450 (0.099) 0.512 (0.124)
0.50 0.935 (0.474) 1.465 (0.113) 0.646 (0.121)
0.75 0.643 (0.335) 1.538 (0.029) 0.868 (0.051)
0.90 1.209 (0.793) 1.503 (0.048) 0.922 (0.027)
Table 33: Simulation2.2 - TD, Grabit and ZIF Ginia .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.3108 (0.2195) 0.3607 (0.0172) 0.3435 (0.0210)
0.15 0.2194 (0.0133) 0.2625 (0.0171) 0.2377 (0.0225)
0.25 0.2082 (0.0195) 0.2449 (0.0200) 0.2444 (0.0233)
0.50 0.1850 (0.0194) 0.2009 (0.0212) 0.2007 (0.0240)
0.75 0.0966 (0.0221) 0.1081 (0.0213) 0.0982 (0.0214)
0.90 0.1116 (0.0365) 0.0522 (0.0268) 0.0486 (0.0278)
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Figure 16: Simulation2.2 - Ginia indices of Grabit and ZIF-TDBoost fitting data generated from
Zero-inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
Table 34: Simulation2.2 - TD, Grabit and ZIF MAD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.1585 (0.0130) 0.1358 (0.0103) 0.1466 (0.0126)
0.15 0.1718 (0.0155) 0.1456 (0.0127) 0.1560 (0.0131)
0.25 0.1412 (0.0144) 0.1229 (0.0125) 0.1283 (0.0135)
0.50 0.0914 (0.0095) 0.0830 (0.0082) 0.0834 (0.0085)
0.75 0.0587 (0.0071) 0.0478 (0.0052) 0.0469 (0.0051)
0.90 0.0300 (0.0036) 0.0214 (0.0022) 0.0211 (0.0022)
Figure 17: Simulation2.2 - MADs of Grabit and ZIF-TDBoost fitting data generated from Zero-
inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
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Table 35: Simulation2.2 - TD, Grabit and ZIF RMSD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.2099 (0.0153) 0.1841 (0.0121) 0.1982 (0.0146)
0.15 0.2227 (0.0189) 0.1905 (0.0157) 0.2039 (0.0163)
0.25 0.1846 (0.0176) 0.1607 (0.0157) 0.1679 (0.0167)
0.50 0.1264 (0.0114) 0.1102 (0.0101) 0.1111 (0.0102)
0.75 0.0876 (0.0086) 0.0614 (0.0065) 0.0606 (0.0063)
0.90 0.0544 (0.0046) 0.0270 (0.0027) 0.0270 (0.027)
Figure 18: Simulation2.2 - RMSDs of Grabit and ZIF-TDBoost fitting data generated from Zero-
inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
Table 36: Simulation2.2 - TD, Grabit and ZIF Re RMSD .
Competing Models
q Grabit TD ZIF(tune ρ)
0.00 0.2079 (0.0154) 0.1756 (0.0123) 0.1868 (0.0147)
0.15 0.2198 (0.0192) 0.1826 (0.0152) 0.1940 (0.0157)
0.25 0.1813 (0.0178) 0.1549 (0.0156) 0.1609 (0.0167)
0.50 0.1269 (0.0117) 0.1033 (0.0091) 0.1032 (0.0096)
0.75 0.0924 (0.0093) 0.0594 (0.0063) 0.0586 (0.0060)
0.90 0.0600 (0.0057) 0.0260 (0.0026) 0.0259 (0.0026)
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Figure 19: Simulation2.2 - Re RMSDs of Grabit and ZIF-TDBoost fitting data generated from
Zero-inflated Tobit model with q ∈ {0, 0.15, 0.25, 0.5, 0.75, 0.9}.
D Appendix D: Simulation3
In this simulation study, we demonstrate that Zero-Inflated TDboost can extract the nonclaim
information from the data. We consider the data generated from the Tweedie model, with the true
target function has two hills and two valleys:
F (x1, x2) = e
−5(1−x1)2+x22 + e−5x
2
1+(1−x2)2
which corresponds to a common scenario where the effect of one variable changes depending on the
effect of another. We assume response Y follows the Tweedie distribution Tw(µ, φ, ρ), with
µ = exp(F (x1, x2)) , x1, x2 ∼ Unif(0, 1).
We set the index parameter ρ = 1.5, and find that when the dispersion parameter φ takes larger
values in R+, the percentage of zero-responses will becomes larger. When φ is larger than 20, the
data generating from the Tweedie model contain more than 90% zeros, which holds the zero-inflated
property we are interested in. We choose three values: φ ∈ {20, 30, 50}. When φ = 20, there are
approximately 90% zeros among the true losses {yi}ni=1; when φ = 30, there are approximately 93%
zeros; when φ = 50, there are about 96% zeros.
We generate n = 500 observations {xi, yi}ni=1 for training and n′ = 1156 observations for
testing, and fit the training data using Grabit, TDboost and ZIF models. For all three models,
five-fold cross-validation is adopted for selecting the optimal ensemble size M and the regression
tree size L, while the shrinkage factor ν is set as 0.001. We use the profile likelihood method
to estimate parameters (φ, ρ) of the TDboost model and parameters (φ, ρ, q) of the ZIF-TDboost
model, which are in turn used in fitting the final models.
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The discrepancy between the predicted loss and the true loss (or the expected true loss) of each
model is measured using the five criteria mentioned in section 5.1, and the results are shown in Table
37 and Table 38, which are averaged over 20 independent replications for each φ ∈ {20, 30, 50}. The
parameters estimated are put in Table 39 and Table 40 in Appendix D. In terms of Ginib indices,
we find that when ZIF model is set as the base premium model, it provides the smallest of the
maximal Ginib indices, taken over other two competing premiums. Therefore, the ZIF model is the
“best” model, least vulnerable to the competing premium models. In Table 38, we find that ZIF
model obtains smallest MAE (w.r.t expected true loss), RMSE and Re RMSE among the three
competing models.
It is striking but still interpretable that our ZIF model outperforms TD model when training
on the data generated from the Tweedie distribution. We recall that the Tweedie distribution has
positive probability mass at zero: P(Y = 0) = exp(−λ), where λ = 1φ µ
2−ρ
2−ρ . In this simulation case,
we set ρ = 2.5 , φ ∈ {20, 30, 50}, and µ ≈ 3.5, then P(Y = 0) ≈ 0.83, 0.88, 0.91, which means that
all the customers are generally very likely to have no claim. The assumption of our ZIF model
coincides with this kind of data structure. We can see from Table 39 and Table 40 in Appendix D
that the estimated zero mass probability qˆ of the ZIF model is 0.863, 0.909 and 0.943 respectively,
which means that ZIF learns this part of information contained in the data quite well.
Table 37: Simulation3 - Grabit, TD and ZIF Ginib indices.
Competing premium
Base premium GRABIT TD (tuned) ZIF
φ = 20
GRABIT 0 8.2052 (3.4917) 8.0523 (3.4711)
TD 4.4869 (2.4615) 0 4.1038 (2.2828)
ZIF 3.1526 (1.9824) 2.3468 (1.6560) 0
φ = 30
GRABIT 0 4.2730 (3.4469) 3.2435 (3.4105)
TD 4.0165 (3.2569) 0 3.4543 (3.1913)
ZIF 1.4041 (2.7300) 0.8461 (2.4035) 0
φ = 50
GRABIT 0 5.4519 (4.8065) 10.3624 (4.8009)
TD 3.4794 (3.6535) 0 2.4763 (3.8986)
ZIF -0.8361 (2.7855) 1.0312 (3.3536) 0
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Table 38: Simulation 3 - ZIF, GRABIT and TD (tuned) performance (w.r.t. expected loss).
Criteria (w.r.t. expected loss)
premiums MAD RMSD Re RMSED
φ = 20
Grabit 2.4988 (0.072) 3.2519 (0.062) 2.8410 (0.413)
TD 2.4646 (0.057) 3.2338 (0.045) 2.1388 (0.048)
ZIF 2.4485 (0.054) 3.2121 (0.042) 2.0842 (0.012)
φ = 30
Grabit 2.4424 (0.068) 3.2136 (0.067) 2.5190 (0.435)
TD 2.4916 (0.060) 3.2364 (0.048) 2.1313 (0.059)
ZIF 2.4418 (0.060) 3.2108 (0.045) 2.0775 (0.003)
φ = 50
Grabit 2.5529 (0.091) 3.2975 (0.071) 2.8221 (0.316)
TD 2.5602 (0.082) 3.2992 (0.063) 2.2507 (0.104)
ZIF 2.5435 (0.080) 3.2925 (0.062) 2.1180 (0.030)
Table 39: Simulation3 - TDboost ρˆ and φˆ.
φ ρˆ φˆ
20 1.462 (0.085) 17.846 (3.054)
30 1.453 (0.080) 26.665 (5.393)
50 1.468 (0.072) 40.702 (12.007)
Table 40: Simulation3 - ZIF(ρtuned) ρˆ, qˆ and φˆ.
φ ρˆ φˆ qˆ
20 1.560 (0.121) 3.922 (1.565) 0.863 (0.031)
30 1.535 (0.179) 4.781 (2.249) 0.909 (0.026)
50 1.553 (0.143) 5.288 (2.983) 0.943 (0.018)
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Table 41: Simulation 3 - ZIF, GRABIT and TD (tuned) performance .
Criteria
premiums Ginia MAD RMSD Re RMSD
φ = 20
Grabit 0.0038 (0.021) 2.1065 (0.047) 5.1397 (0.091) 5.1325 (0.094)
TD -0.0051 (0.021) 2.0747 (0.053) 5.0820 (0.101) 5.0751 (0.101)
ZIF 0.0052 (0.021) 2.0916 (0.050) 5.0805 (0.101) 5.0727 (0.102)
φ = 30
Grabit 0.0414 (0.018) 2.2036 (0.057) 6.1116 (0.244) 6.1336 (0.258)
TD 0.0405 (0.021) 2.1262 (0.067) 6.0931 (0.238) 6.0815 (0.236)
ZIF 0.0487 (0.019) 2.1707 (0.066) 6.0901 (0.237) 6.0758 (0.236)
φ = 50
Grabit 0.0288 (0.031) 2.2059 (0.122) 8.3077 (0.453) 8.3376 (0.471)
TD 0.0335 (0.028) 2.1553 (0.106) 8.2848 (0.447) 8.2757 (0.445)
ZIF 0.0032 (0.030) 2.1699 (0.104) 8.2930 (0.448) 8.2722 (0.445)
E Appendix E: Real Data
Measurement of Prediction Accuracy:
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Table 42: Real - Grabit, TD, ZIF Results: φˆ, ρˆ, qˆ, GINI, MAE, RMSE and Re RMSE.
λ = 1.00 GRABIT TD ZIF
ρˆ - 1.315 (0.029) 1.328 (0.027)
φˆ - 5.834 (0.147) 5.606 (0.089)
qˆ - - 0.060 (0.004)
Ginia 0.591 (0.013) 0.604 (0.014) 0.603 (0.013)
MAD 4.248 (0.062) 4.129 (0.054) 4.067 (0.052)
RMSD 7.651 (0.166) 7.524 (0.172) 7.544 (0.177)
Re RMSD 7.648 (0.165) 7.524 (0.172) 7.534 (0.173)
λ = 0.75 GRABIT TD ZIF
ρˆ - 1.313 (0.028) 1.350 (0.000)
φˆ - 6.415 (0.180) 6.365 (0.123)
qˆ - - 0.036 (0.011)
Ginia 0.600 (0.003) 0.615 (0.003) 0.614 (0.003)
MAD 3.879 (0.017) 3.679 (0.011) 3.622 (0.012)
RMSD 7.217 (0.032) 7.070 (0.031) 7.089 (0.032)
Re RMSD 7.211 (0.031) 6.069 (0.030) 7.088 (0.031)
λ = 0.50 GRABIT TD ZIF
ρˆ - 1.333 (0.047) 1.353 (0.011)
φˆ - 7.378 (0.448) 7.242 (0.162)
qˆ - - 0.053 (0.016)
Ginia 0.596 (0.007) 0.612 (0.005) 0.613 (0.005)
MAD 3.345 (0.026) 2.994 (0.017) 2.928 (0.016)
RMSD 6.607 (0.044) 6.406 (0.046) 6.423 (0.045)
Re RMSD 6.591 (0.042) 6.402 (0.047) 6.429 (0.046)
λ = 0.25 GRABIT TD ZIF
ρˆ - 1.405 (0.089) 1.393 (0.037)
φˆ - 10.779 (1.354) 9.475 (0.686)
qˆ - - 0.125 (0.024)
Ginia 0.441 (0.020) 0.533 (0.017) 0.557 (0.011)
MAED 2.439 (0.014) 1.945 (0.021) 1.766 (0.014)
RMSD 5.411 (0.047) 5.146 (0.056) 5.109 (0.046)
Re RMSD 5.410 (0.047) 5.084 (0.050) 5.093 (0.040)
λ = 0.15 GRABIT TD ZIF
ρˆ - 1.405 (0.060) 1.385 (0.033)
φˆ - 15.665 (2.339) 13.288 (1.172)
qˆ - - 0.197 (0.027)
Ginia 0.370(0.027) 0.330(0.024) 0.381(0.017)
MAD 1.634 (0.016) 1.489 (0.023) 1.309 (0.019)
RMSD 4.533 (0.051) 4.501(0.054) 4.493 (0.055)
Re RMSD 4.533 (0.051) 4.488 (0.055) 4.442 (0.056)
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F Appendix F: Score Test
F.1 Score Test
Differentiating the log-likelihood (61) with respect to φ, F and θ gives:
∂l (·)
∂φ
=
∑
i
{
I {yi = 0} 1
pi + θ
∂pi
∂φ
+ I {yi > 0} 1
fTw (φ, F ; y, ρ)
∂fTw (φ, F ; y, ρ)
∂φ
}
=
∑
i
{
I {yi = 0} 1
pi + θ
pi
1
φ2
exp (F (xi)(2− ρ))
2− ρ + I {yi > 0}
1
fTw
∂fTw (φ, F ; y, ρ)
∂φ
}
=
∑
i
{
I {yi = 0} pi
(pi + θ)φ2
exp (F (xi)(2− ρ))
2− ρ
}
+
∑
i
{
I {yi > 0} 1
a (φ, F ; y, ρ)
∂a (φ, F ; y, ρ)
∂φ
}
+
∑
i
{
I {yi > 0} −1
φ2
(
yi
exp (F (xi)(1− ρ)
1− ρ −
exp (F (xi)(2− ρ))
2− ρ
)}
(76)
∂l (·)
∂F
=
∑
i
{
I {yi = 0} 1
pi + θ
∂pi
∂F
+ I {yi > 0} 1
fTw (φ, F ; y, ρ)
∂fTw (φ, F ; y, ρ)
∂F
}
=
∑
i
{
I {yi = 0} 1
pi + θ
pi
−1
φ
exp (F (xi)(2− ρ))
}
+
∑
i
{
I {yi > 0} 1
fTw
fTw
1
φ
(yi exp (F (xi)(1− ρ))− exp (F (xi)(2− ρ)))
}
=
∑
i
{
I {yi = 0} −pi
(pi + θ)φ
exp (F (xi)(2− ρ))
}
+
∑
i
{
I {yi > 0} 1
φ
(yi exp (F (xi)(1− ρ))− exp (F (xi)(2− ρ)))
}
, (77)
∂l (·)
∂θ
=
∑
i
{ −1
1 + θ
+
I {yi = 0}
pi + θ
}
. (78)
Under the null hypothesis: θ = 0, with Fˆ and φ maximum likelihood estimates, equation (76)
becomes: ∑
i
{
I {yi > 0} 1
a
∂a
∂φ
+
−1
φ2
(
yi
exp (F (xi)(1− ρ)
1− ρ −
exp (F (xi)(2− ρ))
2− ρ
)}
= 0, (79)
and (77) becomes:
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∑
i
1
φ
{yi exp (F (xi)(1− ρ))− exp (F (xi)(2− ρ))} = 0, (80)
and (77) becomes
∑
i
{
−1 + I{yi=0}pi
}
. So the score function is given by:
U
(
φˆ, Fˆ , 0
)
=
(
0, 0,
∑
i
{
−1 + I {yi = 0}
pi
})
. (81)
Then calculate the Fisher Information, in which the second derivatives are given by:
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∂2l (·)
∂φ2
|θ=0 =
∑
i
{−2
φ3
exp (F (xi)(2− ρ))
2− ρ
}
+
∑
i
{
I {yi > 0}
[
−1
a2
(
∂a
∂φ
)2
+
1
a
∂2a
∂φ2
+
2
φ3
(
yi
exp (F (xi)(1− ρ)
1− ρ
)]}
(82)
∂2l (·)
∂φ∂F
|θ=0 =
∑
i
{
I {yi = 0} 1
φ2
exp (F (xi)(2− ρ))
}
+
∑
i
{
I {yi > 0} −1
φ2
(yi exp (F (xi)(1− ρ))− exp (F (xi)(2− ρ)))
}
=
∑
i
{
1
φ2
exp (F (xi)(2− ρ))− I {yi > 0} 1
φ2
yi exp (F (xi)(1− ρ))
}
, (83)
∂2l (·)
∂φ∂θ
|θ=0 =
∑
i
{
I {yi = 0} −1
(pi + θ)
2 pi
1
φ2
exp (F (xi)(2− ρ))
2− ρ
}
|θ=0
=
∑
i
{
I {yi = 0} −1
piφ2
exp (F (xi)(2− ρ))
2− ρ
}
, (84)
∂2l (·)
∂F 2
|θ=0 =
∑
i
{
I {yi = 0} pi
pi + θ
− (2− ρ)
φ
exp (F (xi)(2− ρ))
}
|θ=0
+
∑
i
{
I {yi > 0} 1
φ
(yi exp (F (xi)(1− ρ)) (1− ρ)− exp (F (xi)(2− ρ)) (2− ρ))
}
|θ=0
=
∑
i
{
I {yi = 0} − (2− ρ)
φ
exp (F (xi)(2− ρ))
}
+
∑
i
{
I {yi > 0} 1
φ
(yi exp (F (xi)(1− ρ)) (1− ρ)− exp (F (xi)(2− ρ)) (2− ρ))
}
, (85)
∂2l (·)
∂F∂θ
|θ=0 =
∑
i
{
I {yi = 0} −1
(pi + θ)
2 pi
−1
φ
exp (F (xi)(2− ρ))
}
|θ=0
=
∑
i
{
I {yi = 0} 1
piφ
exp (F (xi)(2− ρ))
}
, (86)
∂2l (·)
∂θ2
|θ=0 =
∑
i
{
1
(1 + θ)
2 − I {yi = 0}
1
(pi + θ)
2
}
|θ=0
=
∑
i
{
1− I {yi = 0} 1
p2i
}
. (87)
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Since
E [I {yi = 0}] = θ + pi
1 + θ
and E [I {yi > 0}] = 1− pi
1 + θ
, (88)
The expected information matrix J(φ, F, θ = 0) can be calculated as:
J1,1 = −E
[
∂2l (·)
∂φ2
|θ=0
]
=
∑
i
{
2
φ3
exp (F (xi)(2− ρ))
2− ρ
}
+
∑
i
{
− (1− pi)
[
−1
a2
(
∂a
∂φ
)2
+
1
a
∂2a
∂φ2
+
2
φ3
(
yi
exp (F (xi)(1− ρ)
1− ρ
)]}
(89)
J1,2 = −E
[
∂2l (·)
∂φ∂F
|θ=0
]
=
∑
i
{−1
φ2
exp (F (xi)(2− ρ)) + 1− pi
φ2
yi exp (F (xi)(1− ρ))
}
, (90)
J1,3 = −E
[
∂2l (·)
∂φ∂θ
|θ=0
]
=
∑
i
{
1
φ2
exp (F (xi)(2− ρ))
2− ρ
}
, (91)
J2,2 = −E
[
∂2l (·)
∂F 2
|θ=0
]
=
∑
i
{
pi (2− ρ)
φ
exp (F (xi)(2− ρ))
}
+
∑
i
{
−1− pi
φ
(yi exp (F (xi)(1− ρ)) (1− ρ)− exp (F (xi)(2− ρ)) (2− ρ))
}
, (92)
J2,3 = −E
[
∂2l (·)
∂F∂θ
|θ=0
]
=
∑
i
{−1
φ
exp (F (xi)(2− ρ))
}
, (93)
J3,3 = −E
[
∂2l (·)
∂θ2
|θ=0
]
=
∑
i
(
1− pi
pi
)
. (94)
Where
∂a
∂φ
=

0, if yi = 0;
1
yi
∑∞
t=1
ytαi (−t)(1+α)
(ρ−1)tα(2−ρ)tΓ(tα)φt(1+α)+1t!
= 1yi
∑∞
t=1Wt (yi, φ, ρ)
(−t)(1+α)
φ , if yi > 0.
(95)
and
∂2a
∂φ2
=

0, if yi = 0;
1
yi
∑∞
t=1
ytαi t(1+α)(t+tα+1)
(ρ−1)tα(2−ρ)tΓ(tα)φt(1+α)+2t!
= 1yi
∑∞
t=1Wt (yi, φ, ρ)
t2(1+α)2+t(1+α)
φ2 , if yi > 0.
(96)
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Then J
(
φˆ, Fˆ , 0
)
has the entries Jˆi,j = Ji,j |θ=0,φ=φˆ,F=Fˆ . Partition J
(
φˆ, Fˆ , 0
)
as:
J
(
φˆ, Fˆ , 0
)
=
 Jˆ1,1 Jˆ1,2 Jˆ1,3Jˆ2,1 Jˆ2,2 Jˆ2,3
Jˆ3,1 Jˆ3,2 Jˆ3,3
 = [ A(2×2) B(2×1)
BT(2×1) C(1×1)
]
(97)
Then the inverse of J
(
φˆ, Fˆ , 0
)
can be partitioned as:
J
(
φˆ, Fˆ , 0
)−1
=
[
C11 C12
C21 C22
]
(98)
where
C−122 = C −BTA−1B (99)
Then the score statistic for testing θ = 0 is:
S(φˆ, Fˆ , 0) = UT(φˆ, Fˆ , 0)
[
J(φˆ, Fˆ , 0)
]−1
U(φˆ, Fˆ , 0)
=
{∑
i
I{yi=0}−pˆi
pˆi
}2
C−122
=
{∑
i
I{yi=0}−pˆi
pˆi
}2
{∑
i
1−pˆi
pˆi
}
−BTA−1B
→ χ21 (100)
F.2 a (·) Function and the Evaluation of its Derivatives
Dunn and Smyth (2005) gives an efficient way to evaluate the Tweedie exponential dispersion model
densities and its derevatives. Given Y, µ, φ, ρ, set α = 2−ρρ−1 , and for y > 0 :
a (y, φ, ρ) =
1
y
W (y, φ, ρ)
with W (y, φ, ρ) =
∑∞
t=1Wt (y, φ, ρ) and
Wt (y, φ, ρ) =
ytα (ρ− 1)−αt
φt(1+α) (2− ρ)t t!Γ (tα) .
Then
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∂2W
∂φ2
=
(
1 + α
φ
)2∑
j
(
t2Wt
)
+
α+ 1
φ2
∑
t
(tWt)
=
(
α+ 1
φ
)2∑
t
(
t2Wt
)− 1
φ
∂W
∂φ
.
We have
∂ log (tWt)
∂t
≈ ∂ log
(
t2Wt
)
∂t
≈ log y − log t− α log (+αj) .
Thus, the value of t at wich the series terms tWt and t
2Wt reach a maximum occurs is approximated
by
tmax =
y2−ρ
φ (2− ρ) .
The maximum value of the terms tWt and t
2Wt can be deduced to be
log (tW )max ≈ tmax (1 + α)− log (2pi)−
1
2
log (α) ,
log
(
t2W
)
max
≈ log (t) + tmax (1 + α)− log (2pi)− 1
2
log (α) .
We approximate
∑
t t
2Wt with
∑tU
t=tL
t2Wt, where tL < tmax < tU such that WtL and WtU are less
than Wtmax .
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