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Evolved  gene  networks  are  constrained  by natural  selection.  Their  structures  and  functions  are  conse-
quently  far  from  being  random,  as  exempliﬁed  by the  multiple  instances  of  parallel/convergent  evolution.
One  can thus  ask  if features  of  actual  gene  networks  can  be recovered  from  evolutionary  ﬁrst  principles.
I  review  a method  for in  silico  evolution  of  small  models  of  gene  networks  aiming  at  performing  pre-
deﬁned  biological  functions.  I summarize  the  current  implementation  of the  algorithm,  insisting  on  the
construction  of a  proper  “ﬁtness”  function.  I illustrate  the  approach  on  three  examples:  biochemicaligand discrimination
omitogenesis
itness
adaptation,  ligand  discrimination  and  vertebrate  segmentation  (somitogenesis).  While the  structure  of
the evolved  networks  is  variable,  dynamics  of  our evolved  networks  are  usually  constrained  and  present
many  similar  features  to actual  gene  networks,  including  properties  that  were  not  explicitly  selected  for.
In silico  evolution  can  thus  be  used  to  predict  biological  behaviours  without  a  detailed  knowledge  of  the
mapping  between  genotype  and  phenotype.
© 2014  The  Author.  Published  by Elsevier  Ltd.  This  is an  open  access  article  under  the  CC  BY-NC-ND
license  (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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. Introduction
Like any complex emergent process, evolution combines
ynamics at different spatial and temporal scales, and for this
eason can be challenging to study and model mathematically.
icroevolution corresponds to changes of allele frequencies in
also advanced our understanding of microevolution, e.g. long-term
evolutionary experiments in the lab [2,3], artiﬁcial selection of com-
plex mechanisms (such as bacterial altruism [4]) or observation of
fast evolving systems (like the ﬂu [5]).
Macroevolution, evolution of high order structures over long
time-scales, is more challenging to study. It is of course still impos- population, over relatively “short” time-scales, and population
enetics has long been the central mathematical theory to study
icroevolution [1]. Recent real-time experimental studies have
∗ Tel.: +1 514 398 1635.
E-mail address: paulf@physics.mcgill.ca
ttp://dx.doi.org/10.1016/j.semcdb.2014.06.012
084-9521/© 2014 The Author. Published by Elsevier Ltd. This is an open access article unsible to observe experimentally and thus can be studied only
indirectly. Most data come from retrospective studies of genomes
and fossils, having evolved over 4 billions years. Full access to
ancestral phenotypes and measures of ecological pressures are
impossible so that macroevolutionary mechanisms for apparition
of complex features (such as full-blown organs or signalling path-
ways) remain speculative. As a consequence, very different views
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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oexist: for instance, while many biologists (like Stephen Jay Gould
6]) think that evolved structures are historically contingent, others
like Simon Conway-Morris [7]) have used spectacular examples
f convergent evolution to argue that solutions found by evolu-
ion are much more constrained than usually thought. Modern
xperimental attempts include the study of evolutionary history in
onjunction to development (“evo-devo”), supported by genomic
tudies [8].
But just like population genetics is the central theory underly-
ng microevolution, a quantitative theoretical framework would be
seful for macroevolutionary studies. In particular, one question
rising is the nature of constraints on evolvable biological func-
ions: given a complex phenotype, can we use some mathematical
heory to predict anything on the underlying gene networks? The
ssue is that we do not have (yet) a proper formalism to answer
uch questions: among other problems and despite recent advances
see e.g. [9–11]) the nature of the mapping between phenotype
nd genotype is still an open question. For this reason, we turn to
omputational approaches and propose a generic in silico evolution
rocedure to “predict” what kind of networks can evolve to perform
 given biological function [12,13]. In the following, I ﬁrst describe
ur method and then discuss three interesting case-studies.
. Network implementation and algorithm philosophy
In this section, I summarize how we model gene networks and
heir simulated evolution.
There are two levels in the algorithm: the individual level where
enotypes and phenotypes of individuals are deﬁned and com-
uted, and the population level, where evolution is performed.
.1. Individual level
In our approach, an individual genotype is a mathematical object
ncoding dynamics of a gene network. Networks consist in bipartite
raphs. The ﬁrst category of nodes is interacting components, typ-
cally proteins or DNA sequence. They are themselves connected
o the second category of nodes, corresponding to interactions.
 grammar of possible interactions is predeﬁned, accounting for
arious biochemistry, such as transcription, transcriptional regu-
ations, phosphorylations, protein–protein interactions. A network
ehaviour (i.e. its phenotype) is modelled using ordinary differen-
ial equations. We use classical biochemical kinetics to account for
he various interaction, e.g. mass-action laws for protein–protein
nteractions, or Hill functions for transcriptional interactions [14].
To be more speciﬁc, let us consider one example, similar to
ne of the adaptive network evolved in [15]. A full-blown repre-
entation of the network is displayed in Fig. 1A, and a simpliﬁed
epresentation of the same network in Fig. 1B. There are three
roteins (subsequently called S0, S1, S2) that we call ‘Species’. reg-
latory module, DNA are nodes used to model regulatory and
oding sequence of gene S1. Finally PPI is an interaction node cor-
esponding here to a complexation between S0 and S1 into S2.
To this graph correspond differential equations. Equations are
utomatically generated by the algorithm to account for the inter-
ctions. For node S1, the regulatory module and DNA part here
imply encode a default basal transcription rate . The PPI interac-
ion adds a non linear forward interaction term S0S1 for complex
ormation, and a linear backward term ˛S2 for complex dissocia-
ion. Finally, we assume that all species have a linear degradation or
ilution rate. For this case, the complete set of differential equations
or S1 and S2 thus is
˙ 1 =  − ı1S1 − S1S0 + ˛S2 (1)
˙ 2 = S1S0 − (  ˛ + ı2)S2 (2)mental Biology 35 (2014) 90–97 91
All parameters in these equations are randomly chosen and
selected by the algorithm.
In the present case, there is no equation for S0 because it is an
external Input, with a prescribed dynamics (here a sequence of
steps of random heights). Integration of networks dynamics under
control of this Input is performed. Fig. 1 illustrates dynamics of this
network for ı1 = 0. This makes the Output variable S2 adaptive, i.e.
after a change of Input value, its values changes before returning to
its initial value. This adaptive response can be quantiﬁed in various
ways, for instance by measuring the deviation from the baseline or
by quantifying how the stationary value of the Output depends on
the stationary value of the Input. These quantities can be used to
deﬁne a coarse-grained phenotype. From this phenotype, a ﬁtness
or scoring function is computed by the algorithm and is later used
for selection (see below for a more detailed description of evolution
of adaptive behaviour corresponding to Fig. 1).
2.2. Population level
Our algorithm works very much like actual evolution and other
evolutionary algorithms: (1) it takes a population of genotypes;
(2) computes their phenotype and ﬁtness as indicated above; (3)
selects and mutates networks; and (4) iterates this process over as
many generations as desired.
Selection is based on the network ﬁtness. We  run the simula-
tions in a very elitist mode. At each generation, the worst half of
the networks (based on the ﬁtness) is discarded. Then the best half
is ordered, kept, duplicated, and the duplicated half is mutated. To
ensure some population mixing even among the best networks,
we also systematically add some small random component in the
ﬁtness.
Mutations consist in random modiﬁcations of the genotype, via
changes of either parameters or network topology (addition or
removal of nodes). It is important to stress at this stage that individ-
ual networks can grow with time, which is different from classical
genetic algorithms where genome size is ﬁxed. On the one hand,
this prevents any simple implementation of genetic cross-over, but
on the other hand, network growth opens up the possibility of
dimensionality increase in phase-space and of evolution of new
combinatorics that could be crucial to implement new complex
dynamics.
Given our pre-deﬁned grammar of interactions, each possible
evolutionary move is systematically computed at each generation
for each network, and actual mutations are randomly drawn. Indi-
vidual mutations are assumed to be Poisson processes, with a ﬁxed
pre-deﬁned rate. Typically, we choose rates so that the most prob-
able move is a change of kinetics, then second most probable move
is removal of nodes, and least probable move is addition of new
interactions. This ﬁts the idea that most evolutionary moves are
neutral or deleterious, and that addition of new function should be
a priori rare.
The time and nature of the next mutation for a given network
is chosen using a Gillespie algorithm [16]. An evolutionary time
therefore needs to be deﬁned. As networks grow, generation time
is dynamically changed so that the average number of mutations
per generation per individual is ﬁxed (currently taken to one). This
implements an analogue of the “Drake’s rule”, the idea that the
mutation rate inversely scales with genome size [17]. This also pre-
vents uncontrolled explosion of network size that would naturally
occur given the combinatorial explosion of possible interactions as
networks grow.2.3. Evolution of speciﬁc biological functions
A key aspect of any evolutionary computation is the choice of
scoring (or ﬁtness) function. By analogy with energy minimization
92 P. Franc¸ ois / Seminars in Cell & Developmental Biology 35 (2014) 90–97
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tig. 1. Example of a network deﬁnition and its numerical integration. (A) Full gra
he  code. (B) Simpliﬁed representation of the same network, with corresponding d
nteraction. Output Species 2 is adaptive with respect to changes of Input Species 1
n physics and contrary to what is usual in biology, we  assume in
he following that ﬁtness actually is minimized.
It is clear both from intuition and from (computational) experi-
nce that the choice of ﬁtness crucially inﬂuences success of the
volutionary algorithm. There are ﬁrst problems related to the
hape of the ﬁtness landscape itself, which are generic for any
ptimization problems. If the ﬁtness landscape ressembles a “golf
ourse”, with only one global minimum but no local slope in net-
ork space, evolutionary computation is no better than simple
andom exploration (Fig. 2A). Another problem would be to choose
 ﬁtness giving rise to a “glassy” ﬁtness landscape, with many local
inima where the algorithm can be stuck without converging to
unctionally relevant minima (Fig. 2B). Evolutionary computation
ill be efﬁcient only if the choice of ﬁtness allows for incremental
volution in network space, with some (possibly weak) local slope
onverging towards an interesting minimum (Fig. 2C).
Second, considering a speciﬁc biological function, it is not nec-
ssarily obvious how to mathematically encode what we  want to
elect for in a generic and almost parameter free way. For instance,
magine we want to select for a network “patterning” an embryo. In
ome obvious cases, we might intuitively see that a network creates
 richer pattern than another network, but it might not be obvious
hich quantity to compute to rank such networks.
Finally, it happens very often that biological functions actually
ptimize some different constraints, we might need to combine
hese into a single number, and we might be concerned about the
rade-offs between them.
To circumvent these difﬁculties, our ﬁtnesses are coarse-grained
nd optimize generic abstract properties. Next section provides
peciﬁc examples. They allow for easy neutral evolution, and incre-
entally change even far from the abstract behaviour we  select for.
n some instances we also studied evolutionary trade-off between
ifferent ﬁtnesses. Our algorithm can also keep several ﬁtnesses to
erform Pareto evolution [18].
.4. Network simpliﬁcation
Once interesting behaviours have been selected, correspond-
ng network structures can be quite convoluted and potentially
ntractable. This is a known difﬁculty in evolutionary simulations
alled “code-bloat”. To understand the “core” working network,
e usually run new evolutionary simulations initialized with the
etwork of interest, in a mode where the only possible mutations
re nodes removals. The ﬁnal network of this simpliﬁcation step
hus performs the same function but is usually much simpliﬁedl representation of the network, with all nodes and interactions implemented in
ics. Inverted triangle is Inputs, triangle is Outputs, ‘ppi’ indicates protein–protein
compared to the initial network. This helps to get a better under-
standing of the dynamics: with less variables and less interactions,
the crucial components of the network are more easily identiﬁed
and mathematical analysis is therefore easier.
3. Examples
In the following, I present three interesting examples of suc-
cessful evolutionary computations. We  have used computational
evolution for many other problems, including multi stability and
oscillators [12], embryonic timing and patterning [19], tempera-
ture compensation for circadian clocks [20], Pareto evolution of
networks with asymmetric response time [18].
3.1. Biochemical adaptation
Many biological pathways are adaptive: when a constant Input
changes suddenly to a different value, an Output transiently devi-
ates from its baseline before coming back. Examples include
bacterial chemotaxis [21], light adaptation in retinal rods [22], or
signalling pathways such as ERK [23]. Fig. 1B illustrates such a typi-
cal behaviour, with the Input being Species 0 (green) and the Output
being Species 2 (blue).
From a computational evolution standpoint, a proper adaptive
system can be characterized by two  main coarse-grained features:
it should come back to its baseline while there should be a signiﬁ-
cant deviation after an Input change. Thus it is natural to deﬁne two
quantities: Oss, which is the ﬁnal deviation from baseline after an
Input change, and Omax, the corresponding maximum deviation
from the baseline (Fig. 3A). We  can then use these two quantities
to select for an adaptive behaviour: any combination minimizing
Oss and maximizing Omax should give rise to a bona ﬁde adaptive
system.
These quantities are completely agnostic to the precise quan-
titative properties of adaptation, such as time-scale and direction
of deviation. This is a desirable aspect of ﬁtness functions to select
for qualitative behaviours, because it does not constrain the precise
dynamics of the response and therefore can potentially select for
many different solutions.
Practically, to get unbiased results, we generated randomly
many different Input proﬁles to compute averaged values of
(Oss, Omax). In [15], we  deﬁned several ﬁtnesses combining
these two  quantities, and used them to evolve adaptive sys-
tem. Examples include minimization of F1 = Oss − Omax or of
P. Franc¸ ois / Seminars in Cell & Developmental Biology 35 (2014) 90–97 93
Fig. 2. Examples of good and bad ﬁtnesses. (A) Fitnesses rewarding only some “perfect” network give no clue about direction of evolution. (B) If ﬁtnesses are too complex,
the  evolutionary simulation might get stuck in some local optimum and never reach a satisfying solution. (C) Only smooth incremental ﬁtnesses will converge efﬁciently.
Fig. 3. Computational evolution of adaptation. (A) Deﬁnition of two functions to optimize (reproduced from [15]). (B) Example of evolved adaptive system, with behaviour
under  control of a randomized Input (Species 0). (C) Evolutionary trajectories (green) of evolved networks in the 2D plane deﬁned by the two optimized functions (Oss ,
Omax), for different simulations with different ﬁtness functions combining them. Best scores are in the upper left corner, blue cross represent end point of evolutions after
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along lines of constant ﬁtness) or directly oriented towards the optimum, which in
2 = (Oss + )/(Omax), with  a small number ensuring that Omax
s maximized even if Oss = 0.
Evolutionary simulations with these different ﬁtnesses con-
erge very quickly to essentially two types of extremely simple
etworks. Both are based on the exact same topology, with the
nput variable interacting with a sensor gene, which can be used in
ne case as an Output (Fig. 3B), in the other case as a “Buffer” gene
eeding onto the Output (Fig. 1B). More precisely, coming back to
he system of Eqs. 1 and 2, it is clear that S2 is adaptive (with steady
tate concentration /ı2) as a function of Input S0 if ı1 = 0, while S1 is
daptive (with steady state concentration /ı1) if ı2 = 0. So in both
ase, adaptive behaviours simply evolve from the same topology
y tuning one single parameter to 0.
While this seems like a very simple solution to the adaptive
roblem, it is not obvious that it can be easily found by evolution,
ince ﬁtness landscape could look like those in Fig. 2A and B. Stri-
ingly, this is not the case: both these networks can evolve with
lmost no trade-off between the two quantities to optimize, (Oss,
Omax), corresponding exactly to the abstract picture of Fig. 2C.ulation considered (reproduced from [15]). Evolutionary moves are either neutral
s that evolution is able to ﬁnd pathways without trade-off between (Oss , Omax).
Reconstruction of evolutionary trajectories shows indeed that evo-
lution optimizes these two functions at the same time (Fig. 3C), by
tuning this single parameter within the network, thus converging
very rapidly.
3.2. Ligand discrimination: adaptive sorting for immune
recognition
In another instance [24], we evolved biochemical adaptation in
combination with a ‘proofreading’ process [25,26] as a sub-function
of a more complex behaviour. This is an illustration of how sim-
ple biological features can simultaneously evolve and combine via
selection of complex phenotype.
Immune cells have to detect efﬁciently infected cells: very
schematically this is done through interaction of T cell receptors
(R) with pMHC ligands (L) at the surface of Antigen Presenting Cells.
These ligands can be characterized by their binding time  with T
cell receptors. One hypothesis is that the nature of the response of T
cells is then completely controlled by the relative position of  with
94 P. Franc¸ ois / Seminars in Cell & Developmental Biology 35 (2014) 90–97
Fig. 4. Adaptive sorting. (A) Representation of adaptive sorting network. LRI stands for ‘Ligand–Receptor Interaction’. ‘P’ is phosphorylations interactions. For phosphoryla-
tions,  substrates correspond to blue arrows and kinase to red arrows. Ligands are associated to receptors with binding time . When ligands dissociate, C1 is assumed to be
i  value
L ): for 
a
r
t
t
O
w
a
a
S
v
c
c
m
m
b
o
d
t
i
f
s
s
w
a
m

h
m
v
m
T
K
i
k
t
f
L
f
e
t
o
C
t
t
rmmediately dephosphorylated. (B) C1 concentration as a function of L for different
igand  concentration. Dashed line indicate threshold for response used for panel (C
 couple of ligands trigger response. (C) Response in the Ligand- space.
espect to a threshold c, independently from ligand L concentra-
ion (the so-called “Lifetime dogma” [27]). If  < c, T cells do not
rigger immune response, even in presence of saturating ligands.
n the contrary, if  > c, T cells do trigger immune response even
hen only a couple of ligands are present. This is actually puzzling:
 priori, from thermodynamics, we would naively expect that more
bundant ligands would “compensate” for smaller binding time .
o how can the L dependency vanish?
Altan-Bonnet and Germain [28] were the ﬁrst to propose and
alidate experimentally a model based on interlocked feedbacks
ombined to a kinetic proofreading backbone to explain this pro-
ess. While working perfectly, their model is quite complex and
athematically intractable. In [24] we exhibited a simpler tractable
odel of this system, showing in particular how a negative feed-
ack loop acting on a kinetic proofreading cascade could give an
utput of the network O(L, ) with a ﬂattened, non-monotonic
ependency of O as a function of L. But this is only thanks to compu-
ational evolution that we could formulate and solve this problem
n its simplest form [29].
Let us assume that some output variable O(L, ) is responsible
or detection of the immune response. Then, irrespective of L, the
teady state value of O for different  should be different enough
o that T cells can sort out between ligands with  > c and ligands
ith  < c. We  recast this as an information theory problem [30],
ssuming that the system optimizes a classical quantity called the
utual information I(O, ) between O concentration and value of
. Intuitively, mutual information between two variables quantiﬁes
ow one of the variable can “predict” the state of the other.
We then ran evolutionary simulations using directly (minus)
utual information as a ﬁtness [29]. The algorithm quickly con-
erged to a rather simple solution (at least compared to other
odels) that we called “Adaptive sorting”, displayed in Fig. 4A.
Schematically, ligand and receptor interact to give a complex C0.
hen C0 gets modiﬁed by a kinase K to give the output C1. If kinase
 is unregulated, then C1 would be a rather simple function, linear
n L and increasing with , as expected from biochemistry. But the
ey feature of the adaptive sorting network is that C0 actually deac-
ivates its own kinase K (e.g. by phosphorylating it into an inactive
orm Ki), so that K concentration is inversely proportional to both
 and C0. As a consequence, the product K . C0 is itself independent
rom L, effectively implementing biochemical adaptation for high
nough ligand concentration L.
However, there still is a remaining  dependency coming from
he dissociation of the ligand from the receptor. Steady state value
f C1 as a function of L and  is illustrated in Fig. 4B: for a ﬁxed ,
1 is an almost ﬂat function of L, just like an adaptive system, but
he adaptive value of C1 clearly depends on . Thus, by choosing a
hreshold on C1, the cell is able to sort out ligands based on their
elative position to c, effectively solving the detection problem,s of  = 5s (red) and  = 3s (blue). Note how ﬂattened the response is with respect to
 = 3s, there is no response irrespective of ligand concentration, while for  = 5s only
as shown in Fig. 4C. One interesting aspect of this model is that,
because of the action of C0 on the variable responsible for adap-
tation K, it naturally displays the well-known biological effect of
ligand antagonism: in presence of high concentration of ligands
with small  < c, kinase K is inhibited by C0 so that low concentra-
tion of ligands with  > c no longer triggers response. Antagonism
in the basic adaptive sorting network is actually much stronger than
in immune detection, to the point that immune detection would be
essentially impossible as soon as weaker ligands are present. We
therefore ran new simulations in presence of high concentrations
of ligands with small  to solve this strong antagonism problem
[29]. More elaborate networks evolve from an adaptive sorting
backbone, adding cascades of proofreading interactions, and giving
interaction networks with close resemblance to actual ones [24]. So
computational evolution here not only is able to select for simple
generic models, but also is able to complexify them after addition
of evolutionary constraints, to give networks closer to reality.
3.3. Striped pattern in a growing embryo
Previous examples illustrate how in silico evolution works well
to select for small networks performing simple biochemical com-
putations, by direct optimization of functionals deﬁning the ﬁtness.
In this section, we  show a completely different example where a full
complex “developmental” pathway evolve under a rather simple
evolutionary constraint.
Virtually all multicellular animals have a well-deﬁned body
plan, with specialized cells of different types in different parts of
the body. In particular, many metazoan body plans are segmented
[31]: metameric structures ﬁrst form at the embryonic stage (seg-
ments in insects, somites in vertebrates) and can later specialize to
form more complex structures (such as vertebrae).
Segment formation is ﬁrst characterized by the striped expres-
sion of specialized segmentation genes in embryos along the
antero-posterior axis. We  used computational evolution to ask
the following question: what kind of gene networks can give rise
to stripe formation [13]? While there were already attempts to
use an evolutionary approach with reaction–diffusion based mod-
els [32], we  were interested in ﬁguring out what happens in a
cell-autonomous context, where, presumably, stripe formation is
coupled to embryonic growth as observed in most animals.
Mathematically, we reduced the problem to the following ques-
tion: consider different cells indexed by n-corresponding to the
position along the antero-posterior axis-, and assume cell n is
exposed to an Input signal (Species 0 in Fig. 5) for a time linear in n
(cells with higher position are exposed for a longer time). Assume
there is an Output gene called E, and consider the steady state con-
centration E(n). Intuitively, a “striped” pattern for E means that E(n)
essentially “goes” up and down as a function of n (see Fig. 5, second
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Fig. 5. Typical steps in the simulated evolution of a patterning system (A) generation 7, (B) generation 140, (C) generation 360, and (D) generation 490. From [13,33]. First
column is the topology of the network, interactions are purely transcriptional, green arrows indicate activations, red arrows repressions. Second column is the steady-state
proﬁle of such a network as a function of position (higher positions are exposed to the Input for a longer time). Fitness is the number of ups and downs of the Output (Species
1)  proﬁle, so that respective ﬁtnesses are: (A) 1, (B) 2, (C) 3, and (D) 19. Third column is behaviour of the network as a function of time in a cell exposed to the Output for 100
units  of time in panels (A)–(C) and 270 in panels (D), illustrating the increase of complexity in the dynamics.
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olumn). This is the most generic way to deﬁne a striped pattern,
nd we used it as a ﬁtness function. More precisely, we deﬁned two
hreshold concentrations Emin and Emax, and we simply computed
n integer F, corresponding to the number of times E(n) crosses
ach of these threshold as a function of n. We  use −F as a ﬁtness to
inimize.
This simple coarse-grained ﬁtness gives rise to an extremely
legant evolutionary dynamics, which is highly reproducible in dif-
erent evolutionary simulations.
First, evolution ﬁnds a simple way to deﬁne two regions of Out-
ut expression: a bistable system evolves, so that the Output can
tabilize at two different values once the Input gene is gone. This
ives rise to one single transition from down to up (F = 1), where
he Output is fully activated only after some exposure to the input
Fig. 5A). Then, the system evolves a “stripe” module: another gene
Species 2 in Fig. 5B) appears and represses the Output shortly after
t has been activated in most of the cells. This creates two transi-
ions at steady state: up, and then down, so that F = 2. Then, the very
ame evolutionary process is iterated: another repressor evolves,
epressing Species 2 so that the repression on the Output is relieved
nd the ﬁtness would be 3 (Fig. 5C). Essentially, the system incre-
entally increases F by 1 by adding a new repressor. Strikingly
owever, after a couple of repressors (or even after the ﬁrst one if
here is some transcriptional delay), evolution ﬁnds a much more
arsimonious way to make suddenly many stripes: it uses the chain
r evolved repressors to close a feedback loop and create an oscilla-
ion (Fig. 5D). This oscillation ensures that the Output goes up and
own many times temporally and spatially at steady state, increas-
ng considerably the ﬁtness (see also online video [34] for another
xample from [13]).
There are many lessons from this evolutionary simulation. It
s ﬁrst a striking example where selection for a developmental
attern in a very broad sense gives rise to evolution of com-
lex sub-dynamics (bistability, oscillation) that were not selected
xplicitly, but, instead, spontaneously appear and eventually com-
ine to optimize the scoring function. Second, evolution of each of
hese complex sub-dynamics is incremental: each bifurcation (in
he dynamical system sense) is associated to an increase of F [33].
s a consequence, the solutions found are actually modular, both
n phase space and in network space, with an oscillator built on
op of a bistable system. Finally, some properties come “for free”:
scillation naturally gives rise to stripes of equal size, as observed
n nature.
Such a segmentation clock in vertebrate has been observed for a
ong time [35,36], and has been recently discovered in some insects
37]. Our simulations predict a speciﬁc bifurcation diagram from an
scillatory dynamics to a bistable system [38], which has not been
hecked experimentally yet.
. Discussion
Computational evolution is a very efﬁcient tool to select for
etworks performing speciﬁc behaviours. We  propose that the ﬁt-
ess function should be coarse-grained for evolution to be efﬁcient.
e can actually relate this to macroevolution itself: our goal is not
o select for characters speciﬁc to a species – which would lead to
 glassy landscape –, but rather for general features characteristic
f entire branches of the tree of life (such as segment formation in
etazoans). Our evolved networks are often modular, a generic fea-
ure of many complex networks [39]. Here modularity either comes
rom the addition of multiple evolutionary constraints, or simply
rom the incremental property of evolution. Addition of proofread-
ng steps to ﬁght against antagonism is an example of the former
24], while evolution of a clock upstream of a bistable system for
egmentation is an example of the later.mental Biology 35 (2014) 90–97
The fact that we could identify actual networks similar to the
one we  evolved in the computer validate the approach, but still,
one could fear that coarse-grained ﬁtness might neglect important
biological details. One should ﬁrst point out that, selecting for more
detailed behaviour (such as precise positioning of stripes in the
segmentation case) might actually impinge evolution. Relating to
our previous macroevolution analogy, one should not numerically
evolve very speciﬁc features without evolving some simpler ances-
tral feature to be later specialized. Indeed, we  can speculate that if
our approach of coarse-grained ﬁtness is correct, we should be able
to recapitulate actual evolutionary pathways [38] (in a similar way
to the pioneering work of Nilsson and Pelger for eye evolution [40]).
Second, for a given simulation, we  typically obtain many possible
networks, but in all cases, it is possible to coarse-grain the results
themselves to isolate some core working behaviour. These mod-
els we obtain via evolution are often simple, with a few number
of variables, but still nicely recapitulate observed phenotypes we
select for.
In particular, in most instances of evolved networks, we can
recover or predict some non trivial observed features that were not
speciﬁcally selected for. Adaptive network of Fig. 1 veriﬁes the ubiq-
uitous Weber’s law in adaptive systems [41]: the maximum value
Omax is proportional to the ratio between two  consecutive values
of Inputs. Evolved networks for immune response display antago-
nism in a very similar way  to actual networks [24]. Segments from
the example of Fig. 5 are roughly of equal size like as a consequence
of the clock control, as observed in nature. In another developmen-
tal context, we  also recovered the “posterior dominance” property
of Hox genes from simple mutual information optimization [19].
This raises interesting theoretical questions: in some cases, such
as immune antagonism, these features might be absolutely neces-
sary for the realization of the biological function. This means that
computational evolution, by deﬁning properly phenotype to select
for, is able to recover hard-wired design principles of biological
networks.
In other cases, such as segment formation, we  can actually imag-
ine alternative networks without these features, which suggests
that these constraints come from the evolutionary process itself,
similar to externalities characterizing the phenomenon of “path
dependence” in economy or history [42]. Such constraints on more
complex phenotype might not be easy to ﬁgure out and computa-
tional evolution could help uncover them. In both cases, this ﬁnally
suggests that, despite their relative simplicity, the class of “phe-
notypic models” we  evolved might have a very good predictive
power, potentially short-cutting the recurring problem of genotype
to phenotype mapping in theoretical biology.
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