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Introduction ge´ne´rale
Dans notre socie´te´ moderne, une tre`s grande quantite´ d’informations est quotidien-
nement ge´ne´re´e, et souvent sauvegarde´e. Ces donne´es peuvent provenir, par exemple,
d’une chaˆıne commerciale stockant l’ensemble des achats effectue´s par ses clients, d’un
moteur de recherche sauvegardant les requeˆtes et les pages visite´es par des internautes,
ou encore d’un journal cre´ant un ensemble de bulletins d’informations sous la forme de
de´peˆches AFP. L’ensemble de ces donne´es doit souvent eˆtre traite´ a posteriori 1, majori-
tairement a` l’aide d’outils informatiques, afin, par exemple, de proposer les bons produits
en teˆte de gondole, de fournir des re´sultats de recherche sur le web plus pertinents, ou
encore d’extraire des news sur un sujet particulier. Les outils permettant de re´soudre
ces taˆches peuvent provenir de la fouille de donne´es2, ou Data Mining, dont le but est
d’extraire un savoir, une connaissance, d’un ensemble de donne´es de manie`re automa-
tique ou semi-automatique. Ces outils peuvent e´galement faire appel a` des techniques
d’apprentissage automatique, ou Machine Learning, pour lesquelles plusieurs cadres
existent selon le type de donne´es manipule´es. Si celles-ci sont classe´es en diffe´rentes
cate´gories (ou classes), nous les nommerons alors donne´es e´tiquete´es. Par exemple, la
classe pourra eˆtre le genre d’une personne (homme ou femme) et les donne´es seront une
collection d’attributs (e.g. taille, poids, aˆge). Dans ce premier cas de figure, nous parlons
d’apprentissage supervise´, l’objectif e´tant a` partir d’un e´chantillon de donne´es e´tiquete´es
de construire une fonction de classification permettant d’assigner une e´tiquette a` tout
nouvel exemple non connu. Si les e´tiquettes correspondent a` des valeurs re´elles (conti-
nues), nous parlons alors de re´gression. Dans le cas ou` l’e´chantillon d’apprentissage est
compose´ d’exemples non-e´tiquete´s, l’objectif n’est plus de classer mais plutoˆt d’extraire
des groupes d’exemples partageant des ressemblances. Nous parlons alors d’apprentissage
non supervise´. Tel sera le cas, par exemple, d’un marcheur de´couvrant au cours d’une
promenade diffe´rents champignons, pour lesquels il ne pourra que produire une des-
cription physique, e.g. couleurs, formes, dimensions, sans eˆtre capable de de´terminer leur
cate´gorie. Le but de l’algorithme d’apprentissage est alors de de´couvrir automatiquement
les cate´gories.
Pour effectuer leur taˆche, la majorite´ des algorithmes d’apprentissage automatique
(supervise´s ou non supervise´s) font appel a` des calculs deme´triques ou de similarite´s.
Une me´trique est une fonction qui mesure une distance entre deux objets. Dans le cas d’es-
1Nous nommerons ce proce´de´ me´thode batch. Notons qu’il est aussi possible de traiter les donne´es
suivant leur ordre d’arrive´e, ce qui caracte´rise les me´thodes online.
2La de´le´gation ge´ne´rale a` la langue franc¸aise et aux langues de France
(http://www.culture.gouv.fr/culture/dglf/) pre´conise l’utilisation du terme ’exploration de
donne´es’.
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pace vectoriel, la distance la plus utilise´e est certainement la distance euclidienne, de´finie
de la manie`re suivante : dE(x, x
′) =
√∑
i |xi − x
′
i|
2,∀x, x′ ∈ Rp. Une autre solution est
d’utiliser la distance de Mahalonobis : dM (x, x
′) =
√
(x− x′)TM−1(x− x′),∀x, x′ ∈ Rp
qui permet d’associer, par l’interme´diaire de la matrice de variance/covariance M , un
poids diffe´rent a` chaque attribut, contrairement a` la distance euclidienne qui associe
un meˆme poids a` chaque feature du vecteur3. L’utilisation de poids permet donc de
de´finir une distance mieux adapte´e au proble`me conside´re´. Intuitivement, fixer a priori
des bons poids pour ame´liorer les performances des algorithmes de classification ou de
clustering est une ope´ration difficile. L’utilisation de techniques d’apprentissage automa-
tique s’ave`re eˆtre une solution adapte´e a` cette proble´matique, et a donne´ naissance ces
dernie`res anne´es a` un domaine de recherche intitule´ Metric Learning.
Une me´trique doit respecter un ensemble de proprie´te´s pour eˆtre conside´re´e comme
une vraie fonction de distance : semi-de´finie positivite´, syme´trie et ine´galite´ triangu-
laire. Notons que certaines fonctions, qui semblent eˆtre naturellement pertinentes, ne
remplissent pas ces contraintes, malgre´ le fait qu’elles soient efficaces pour re´soudre des
proble`mes re´els. C’est le cas par exemple du produit scalaire normalise´ (cosinus) tre`s
utilise´ dans les proble´matiques de recherche d’informations. De telles fonctions sont alors
appele´es fonctions de similarite´.
Dans le cas de donne´es structure´es, c’est-a`-dire des donne´es repre´sente´es sous forme
de chaˆınes (e.g. les mots de la langue franc¸aise), d’arbres (e.g. des fichiers xml) ou de
graphes (e.g. le re´seau gsm), nous ne pouvons pas directement utiliser les distances ou si-
milarite´s cite´es pre´ce´demment, les donne´es n’appartenant pas a` un espace vectoriel. Une
solution est de faire appel a` des me´triques spe´cifiques, de´die´es a` la manipulation de telles
donne´es structure´es, comme la distance d’e´dition. La distance d’e´dition entre deux ob-
jets correspond au nombre minimal de transformations e´le´mentaires, e´galement appele´es
ope´rations d’e´dition (insertion, de´le´tion, substitution), ne´cessaires pour passer du pre-
mier objet au second. Une extension intuitive de la distance d’e´dition consiste a` affecter
a` chaque ope´ration un poids (ou couˆt). Comme dans le cas de la distance de Mahalono-
bis, ces poids sont de´pendants du proble`me traite´ et s’ils sont correctement de´finis, ils
permettent alors d’ame´liorer la pertinence de la distance de sorte qu’elle refle`te au mieux
les ressemblances et dissemblances entre objets compare´s. Dans la litte´rature, un certain
nombre d’approches a e´te´ propose´, meˆme si elles sont bien moins nombreuses que dans
le cas de donne´es non structure´es, pour apprendre ces couˆts. Certaines techniques sont
base´es sur des me´thodes d’optimisation nume´riques et ne´cessitent des exemples positifs
et ne´gatifs pour l’apprentissage. D’autres approches, stochastiques, permettent l’utilisa-
tion d’exemples positifs seulement. A` la lecture de la litte´rature, le constat est que la
majorite´ des travaux se concentrent sur la distance d’e´dition entre chaˆınes, qui constitue
un proble`me algorithmiquement relativement simple. Cependant, face au de´veloppement
des applications faisant intervenir des structures arborescentes (le web en e´tant un
des meilleurs exemples), l’apprentissage de distances entre arbres est devenu un enjeu
conside´rable. Dans le cadre de ce travail de the`se, nous avons de´cide´ d’aborder cette
proble´matique difficile. La recherche effectue´e nous permet aujourd’hui de pre´senter une
premie`re contribution qui prend la forme d’une me´thode d’apprentissage stochastique de
couˆts d’e´dition a` partir de donne´es arborescentes. Nous montrons que ce mode`le peut
eˆtre adapte´ a` deux types de distances d’e´dition d’arbres diffe´rentes. Un autre constat
3Notons que si la matrice M est e´gale a` la matrice identite´ alors dM = dE .
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tire´ de la litte´rature est qu’il existe peu de mode`les permettant l’ajout de contraintes a
priori et leur prise en compte durant le processus d’apprentissage. Nous apportons dans
le cadre de cette the`se une contribution originale a` cette proble´matique, sous la forme
d’un mode`le probabiliste d’e´dition contraint. Nous montrons que les machines a` e´tats
ainsi apprises ont un pouvoir d’expression supe´rieur aux pair-Hidden Markov Models.
Nous exploitons notre mode`le sur une application de biologie mole´culaire, dans le but
d’extraire des sites de facteurs de transcription de ge`nes.
Contexte de la the`se
Cette the`se s’est de´roule´e au sein de l’e´quipe de Machine Learning du Laboratoire
Hubert Curien de Saint-E´tienne de l’Universite´ de Lyon, umr cnrs 5516. Les travaux
pre´sente´s dans ce manuscrit ont e´te´ re´alise´s dans le cadre de deux projets anr : Mar-
mota (anr mmsa) et Bingo2 (anr mdco). Marmota (MAchine learning pRobabilistic
MOdels Tree lAnguages4), est un projet qui se situe a` l’intersection de trois domaines de
recherche : les langages formels d’arbres, l’apprentissage automatique, et les mode`les pro-
babilistes. Bingo2 (Knowledge Discovery For and By Inductive Queries in post-genomic
applications5), vise a` de´velopper de nouvelles approches en fouille de donne´es sur des
applications post-ge´nomiques.
Plan du manuscrit
Ce me´moire de the`se est organise´ en quatre chapitres. Les deux premiers introduisent
les notations, les objets et les mode`les de la litte´rature qui concernent l’apprentissage
de parame`tres de la distance d’e´dition. Les deux chapitres suivants pre´sentent les deux
contributions de cette the`se. Le premier mode´lise un processus probabiliste d’e´dition entre
arbres sous la forme d’un transducteur stochastique. Le second inte`gre des connaissances
du domaine dans un processus d’e´dition sous contraintes entre chaˆınes.
Nous de´taillons ci-dessous le contenu des quatre chapitres du me´moire.
Chapitre 1. Ce chapitre regroupe l’ensemble des notations et de´finitions utilise´es dans
la suite du manuscrit. Nous nous positionnons dans le cadre de l’apprentissage supervise´
a` partir de donne´es structure´es, l’objectif e´tant d’apprendre les parame`tres d’une mesure
de similarite´ sous la forme d’une machine a` e´tats stochastique.
Chapitre 2. Dans ce chapitre, nous dressons un e´tat des lieux des diffe´rentes me´thodes
de la litte´rature ayant pour objectif d’apprendre les parame`tres de la distance d’e´dition.
Apre`s une rapide pre´sentation des techniques non probabilistes, nous introduisons l’algo-
rithme Expectation-Maximisation EM, a` l’origine de plusieurs me´thodes d’apprentissage
de similarite´s d’e´dition stochastiques.
Chapitre 3. Ce chapitre pre´sente une me´thode probabiliste pour apprendre des mode`-
les joints et conditionnels de distances d’e´dition stochastiques entre arbres. Nous mon-
trons sur plusieurs se´ries d’expe´rimentations qu’il est alors possible d’apprendre les couˆts




arbres. Nous pre´sentons e´galement SEDiL, une plateforme logicielle, disponible pour la
communaute´ Machine Learning, qui inte`gre plusieurs algorithmes d’infe´rence (dont ceux
pre´sente´s dans ce chapitre) et qui permet ainsi d’effectuer des expe´rimentations avec les
distances d’e´dition entre chaˆınes et arbres.
Chapitre 4. Dans ce dernier chapitre de contribution, nous pre´sentons une me´thode
de type EM pour apprendre un mode`le conditionnel contraint de distance d’e´dition sto-
chastique entre chaˆınes. Nous utilisons une machine a` e´tats permettant de mode´liser
diffe´rents contextes d’e´dition. Pour ajouter de la connaissance du domaine, les transi-
tions entre e´tats sont contraintes, s’exprimant sous la forme d’un ensemble de fonctions
boole´ennes. Nous e´tudions le pouvoir d’expression de ce mode`le avant de montrer son
inte´reˆt sur une taˆche de biologie mole´culaire.
1 Notations-Définitions
Re´sume´
Dans cette the`se, nous nous positionnons dans le contexte de l’apprentissage supervise´
a` partir de donne´es structure´es (chaˆınes ou arbres). L’objectif est d’apprendre des fonc-
tions de similarite´s d’e´dition probabilistes base´es sur des mode`les stochastiques. Ces
derniers sont induits par maximisation de vraisemblance d’un e´chantillon d’apprentis-
sage de paires d’exemples juge´s similaires. Nous introduisons dans ce chapitre l’ensemble
des notations et de´finitions utiles a` la manipulation de ces concepts.
1.1 Introduction
Dans cette the`se, nous nous inte´ressons a` l’apprentissage supervise´ de mode`les d’e´di-
tion entre donne´es structure´es. Ces mode`les sont ge´ne´ralement probabilistes et induits par
maximisation de vraisemblance d’e´chantillons de paires d’exemples (chaˆınes ou arbres).
Nous commenc¸ons par une bre`ve introduction de l’apprentissage supervise´. Ensuite,
nous introduisons les notions de me´trique et de similarite´. Nous terminons ce chapitre
par la pre´sentation de diffe´rentes machines a` e´tats utilise´es dans ce me´moire de the`se
pour mode´liser des processus d’e´dition.
1.2 Apprentissage supervise´
Le but d’un processus d’apprentissage supervise´1 est de construire automatiquement
un mode`le, a` partir d’un ensemble d’observations, permettant de faire des pre´dictions.
Nous pouvons ainsi apprendre des mode`les de classification, pour pre´dire par exemple
l’e´tiquette d’un chiffre manuscrit par un syste`me de reconnaissance de l’e´criture, ou des
mode`les de re´gression, pour pre´dire, par exemple, la tempe´rature par un syste`me de
pre´vision me´te´orologique.
De´finition 1.1 (E´chantillon d’apprentissage) Soit un ensemble de m exemples
d’apprentissage {x1, . . . , xm}. Chaque valeur xi est suppose´e tire´e de manie`re inde´pen-
dante et identiquement distribue´e suivant une distribution DX sur l’espace d’entre´e X .
1Notons qu’il existe d’autres types d’apprentissage (et d’algorithmes associe´s) que nous n’aborderons
pas ici. Nous renvoyons le lecteur inte´resse´ au livre Apprentissage artificiel, concepts et algorithmes
d’A. Cornue´jols et L. Miclet [CM10].
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A` chaque exemple xi, un oracle ou superviseur, note´ f , associe une valeur zi ∈ Z
appele´e e´tiquette. Si Z forme un ensemble discret, nous appelons zi la classe de l’exemple
xi. Il s’agit alors de traiter un proble`me de classification. Si Z prend des valeurs conti-
nues, il s’agit alors d’un proble`me de re´gression.
L’ensemble LS = {(x1, z1), . . . , (xm, zm)} constitue l’e´chantillon d’apprentissage.
Les valeurs x1, . . . , xm peuvent prendre la forme de vecteurs xi =< xil, . . . , xip >
pour lesquels chaque composant est appele´ feature.
Dans le cas de donne´es structure´es, ce qui est le cas dans cette the`se, les exemples
x1, . . . , xm peuvent correspondre a` des chaˆınes de symboles ou des arbres.
De´finition 1.2 (Alphabet et chaˆıne) Un alphabet Σ est un ensemble fini non vide de
caracte`res. Une chaˆıne x (ou mot) est une suite finie x = a1a2 . . . an de symboles de Σ.
Le mot vide est symbolise´ par λ.
L’ensemble de toutes les chaˆınes, y compris la chaˆıne vide, construites a` partir de Σ
est note´ Σ⋆. La taille d’un mot se note |x|.
De´finition 1.3 (Arbre) Soit V un ensemble de nœuds. Nous de´finissons un arbre de
manie`re re´cursive comme suit : un nœud est un arbre, et e´tant donne´s T arbres a1, . . . , aT
et un nœud r ∈ V, x = r(a1, . . . , aT ) est un arbre. De plus, nous pouvons associer une
fonction d’e´tiquetage l : V → Σ qui permet d’associer un symbole a` chaque nœud de
l’arbre. L’arbre vide est note´ λ.
L’ensemble de tous les arbres, y compris l’arbre vide, construits a` partir de Σ est note´
T (Σ).
Nous pouvons maintenant de´finir formellement le proble`me d’apprentissage supervise´.
De´finition 1.4 (Apprentissage supervise´) Un algorithme L d’apprentissage super-
vise´ apprend automatiquement un classifieur, ou hypothe`se, h ∈ H, de la fonction cible
f a` partir d’un e´chantillon d’apprentissage LS = {(x1, z1), . . . , (xm, zm)}. Notons que H
repre´sente la classe d’hypothe`ses dans laquelle L peut effectuer la recherche de h.
La phase d’apprentissage revient donc a` trouver l’hypothe`se h qui estime au mieux la
cible f . Pour comparer h et f , nous de´finissons une mesure de perte l pour chaque e´le´ment
xi qui e´value le couˆt d’avoir pris comme de´cision h(xi) alors que la valeur de´sire´e est
f(xi). Par exemple, l peut correspondre au nombre d’erreurs de classification, ou encore
a` l’erreur quadratique dans le cas de proble`mes de re´gression.
De´finition 1.5 (Risque re´el) L’espe´rance de couˆt, ou risque re´el ǫh, entre la fonction
cible f et l’hypothe`se h est de´finie par :
ǫh = Pxi∼DX l(h(xi), f(xi))
Pour e´valuer la qualite´ de l’hypothe`se h, nous devons donc calculer le risque re´el.
Cependant, la mesure de ce risque ne´cessite de connaˆıtre la distribution DX des exemples
d’entre´e, qui est malheureusement inconnue.
Apprendre un bon mode`le, c’est-a`-dire minimisant le risque re´el, ne´cessite donc d’eˆtre
guide´ par un principe inductif. Nous pre´sentons les principaux dans ce qui suit.
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Le principe ERM. Une solution consiste a` choisir l’hypothe`se minimisant le risque
empirique (Empirical Risk Minimisation ou principe ERM).
De´finition 1.6 (Risque empirique) Le risque empirique ǫˆh d’une hypothe`se h ∈ H







L’ide´e intuitive de ce principe inductif est que l’hypothe`se qui s’accorde le mieux aux
donne´es d’apprentissage est probablement une bonne hypothe`se en ge´ne´ralisation. Ce
principe suppose e´videmment que les donne´es d’apprentissage soient repre´sentatives de
la distribution DX et de la fonction cible associe´e f .
Le principe ERM sera valide s’il est possible de montrer que l’hypothe`se se´lectionne´e
est proche de l’hypothe`se optimale (inconnue).
Pour analyser la relation entre le risque re´el et le risque empirique, le cadre le plus
utilise´ est certainement le paradigme PAC (Probablement Approximativement Correct)
introduit par Valiant [Val84]. Dans ce mode`le, l’objectif est de de´terminer sous quelles
conditions, la probabilite´ de choisir une mauvaise hypothe`se (i.e. dont le risque re´el est
supe´rieur au risque re´el optimal de plus de ρ) est borne´e par δ, i.e. :
∀ρ ≥ 0, δ ≤ 1, P r(|ǫhˆ − ǫh⋆ | ≥ ρ) < δ, (1.1)








Les travaux de Vapnik [Vap98] ont donne´ les conditions de garantie selon lesquelles le
risque empirique pouvait converger vers le risque re´el lorsque l’e´chantillon d’apprentissage
tend vers l’infini. Plus formellement, le principe ERM est valide si la borne suivante est







ou` nH est soit la taille de l’espace d’hypothe`ses H, quand celui-ci est de taille finie, soit
la dimension de Vapnik-Chervonenkis2, dans le cas infini.
Notons que ce paradigme ne´cessite de disposer d’exemples positifs et ne´gatifs. Dans
la situation ou` nous disposons d’exemples positifs seulement, ce qui est le cas dans le
cadre de cette the`se, nous pre´fe´rerons le principe de maximisation de vraisemblance.
2Pour rappel, la dimension de Vapnik-Chervonenkis est la taille du plus grand ensemble d’exemples
pouvant eˆtre pulve´rise´s par la famille d’hypothe`ses H.
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Le maximum de vraisemblance. Dans ce cas, le choix de l’hypothe`se optimale se
porte sur celle qui maximise la vraisemblance des donne´es de l’e´chantillon d’apprentis-
sage. Dans ce cadre, nous supposons qu’il est possible de de´finir une distribution de
probabilite´ sur l’espace des fonctions hypothe`ses. L’e´chantillon d’apprentissage est alors
conside´re´ comme une information modifiant la distribution de probabilite´ sur H. Nous
pouvons alors choisir l’hypothe`se la plus probable a posteriori, c’est le principe du maxi-
mum de vraisemblance.
Sous l’hypothe`se ou` les donne´es sont i.i.d., le calcul de la vraisemblance est le produit









Le principe MDL. Notons enfin qu’il est possible de choisir l’hypothe`se qui comprime
au mieux les informations contenues dans l’e´chantillon d’apprentissage. C’est l’approche
utilise´e dans le cas du principe MDL (Minimum Description Length). L’ide´e est d’e´liminer
les redondances pre´sentes dans les donne´es afin d’en extraire des re´gularite´s permettant
la description des exemples.
1.3 Les me´triques
Dans cette section, nous pre´sentons la notion de me´trique. Apre`s une pre´sentation des
proprie´te´s a` respecter, nous effectuons une revue rapide des me´triques dans les contextes
nume´riques puis symboliques. Nous terminons cette section par l’introduction des notions
de similarite´s.
1.3.1 Proprie´te´s d’une me´trique
L’utilisation d’un grand nombre d’algorithmes d’apprentissage supervise´ ou non su-
pervise´ ne´cessite de faire appel a` la notion de me´trique ou distance3 entre e´le´ments.
Pour eˆtre une distance, une fonction d doit respecter les quatre conditions suivantes,
pour tout couple de donne´es (X,Y ) ∈ X :
1) Condition de se´paration.
Si d(X,Y ) = 0, alors X = Y (1.2)
2) Condition de non-ne´gativite´.
d(X,Y ) ≥ 0 (1.3)
3Nous ne ferons aucune distinction dans ce manuscrit entre les notions de distance et de me´trique
meˆme s’il est possible de les diffe´rencier selon le fait que les donne´es appartiennent a` un espace me´trique
ou pseudo-me´trique [Kel55].
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Notons que ces deux premie`res conditions peuvent eˆtre re´duites a` la seule contrainte
de semi-de´finie positivite´.
3) Condition de syme´trie.
d(X,Y ) = d(Y,X) (1.4)
4) Condition d’ine´galite´ triangulaire.
∀Z ∈ X , d(X,Y ) + d(Y,Z) ≥ d(X,Z) (1.5)
Cette dernie`re proprie´te´ assure que la distance la plus courte entre deux e´le´ments est
toujours le chemin le plus direct. Elle est notamment a` la base de nombreux algorithmes
permettant d’acce´le´rer la recherche des plus proches voisins.
1.3.2 Me´triques nume´riques
Les distances suivantes sont de´crites pour des espaces vectoriels de dimension p. Dans
la suite du paragraphe, X et Y de´crivent des vecteurs de dimension p, xi (respectivement
yi) de´note le i
e`me e´le´ment du vecteur X (respectivement Y ).
Distance de Minkowski. Les me´triques les plus usite´es sont certainement les dis-





|xi − yi|k. (1.6)
Suivant les diffe´rentes valeurs de k, nous distinguons ge´ne´ralement les distances sui-
vantes :
– Si k = 1, cette distance est plus connue sous le nom de la distance Manhattan.
L1 = d1(X,Y ) =
p∑
i=1
|xi − yi|. (1.7)
– Dans le cas, k = 2, nous parlons de la distance euclidienne.
L2 = d2(X,Y ) =
√√√√ p∑
i=1
|xi − yi|2. (1.8)
– Si k =∞, nous obtenons la distance de Tchebychev, appele´e aussi distance infinie :
L∞ = d∞(X,Y ) = max
i=1..p
|xi − yi|. (1.9)
La Figure 1.1 repre´sente l’ensemble des points a` distance 1 du point de coordonne´es
(0, 0) pour les trois cas de la me´trique de Minkowski pre´sente´s pre´ce´demment.
Au dela` de cette relation ge´ome´trique entre les Lk, notons qu’il est possible de montrer
qu’il existe deux constantes α et β telles que, pour chaque entier positif a, b :








Fig. 1.1 – Ensemble des points a` distance 1 du point de coordonne´es (0, 0) dans un plan
en utilisant les distances L1 (E´qu. 1.7), L2 (E´qu. 1.8) et L∞ (E´qu. 1.9).
Ceci signifie que les distances de Minkowski peuvent eˆtre conside´re´es comme “e´quivalen-
tes” a` une constante pre`s.
Distance de Mahalanobis. Un autre type de distances utilise´es entre donne´es nume´-
riques sont les distances de Mahalanobis dM (X,Y ). Elle se de´finit par :
dM (X,Y ) =
√
(X − Y )TM−1(X − Y ), (1.10)
ou` M est la matrice de covariance.
Notons que si M est la matrice identite´ I, la distance de Mahalanobis se re´duit a` la
distance euclidienne. Cette distance est souvent utilise´e en clustering pour tenir compte
des corre´lations entre les features.
Les me´triques pre´sente´es pre´ce´demment s’appliquent a` des donne´es nume´riques. Dans
le cadre de ce manuscrit, nous voulons calculer et apprendre des distances entre donne´es
symboliques. Nous avons donc deux solutions :
– transformer les donne´es symboliques sous forme de donne´es vectorielles (par exem-
ple en utilisant des n-grammes [Sha48]) et ensuite y appliquer une distance de
Minkowski, par exemple,
– ou utiliser des me´triques construites spe´cialement pour les donne´es symboliques.
1.3.3 Me´triques symboliques
Dans cette section, nous pre´sentons un ensemble de me´triques qui s’appliquent a` des
donne´es symboliques. La majorite´ de ces me´triques ont e´te´ de´veloppe´es pour mesurer des
distances entre chaˆınes.
La distance de Hamming
La distance de Hamming [Ham50] dh s’applique entre deux chaˆınes X et Y de meˆme
longueur et correspond au nombre de caracte`res diffe´rents entre X et Y .
dh(X,Y ) = |{i : xi 6= yi}|, 0 ≤ i ≤ |X|. (1.11)
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Exemple. Soient les mots X =MARTHA et Y =MARHTA, la distance de Hamming
dh est e´gale a` dh(X,Y ) = 2. ◦
Distance de Jaccard
La distance de Jaccard dJ [Jac12] est une mesure utilise´e pour mesurer la diversite´ de
deux ensembles de symboles. Elle correspond au rapport du nombre de caracte`res com-
muns entre les deux ensembles sur le nombre de caracte`res diffe´rents des deux ensembles.
dJ (X,Y ) = 1−
|X ∩ Y |
|X ∪ Y |
. (1.12)
Exemple. Soient les chaˆınes MARTHA et MARHTAS desquelles les ensembles X =
{M,A,R, T,H} et Y = {M,A,R,H, T, S} sont de´duits. La distance de Jaccard est e´gale
a` dJ(X,Y ) = 1−
5
6 = .1667. ◦
Distance de Jaro
La distance de Jaro djaro [Jar95] est une mesure de similarite´ entre deux chaˆınes de
caracte`res. Cette distance est utilise´e pour la de´tection de doublons. Elle est adapte´e au
traitement de chaˆınes courtes. Le calcul de cette distance ne´cessite le calcul de deux ac-
cumulateurs. Le premier, m, est le nombre de caracte`res communs entre les deux chaˆınes,
















Exemple. Soient les mots X = MARTHA et Y = MARHTAS, la similarite´ de Jaro
est de 0.896. En effet, le nombre de caracte`res communs m entre X et Y est de 6 :
M,A,R, T,H,A. E´tant donne´s les caracte`res communs, nous observons deux transposi-
tions : t = 2. En effet, en lisant le premier mot, nous observons que deux caracte`res sont














Une des me´triques les plus connues sur les chaˆınes de caracte`res est la distance
d’e´dition [WF74]. La distance d’e´dition utilise un ensemble de trois ope´rations d’e´dition :
– la substitution d’un caracte`re par un autre note´ (xt, yv) qui transforme le mot
X = uxtw en Y = uyvw avec u,w ∈ Σ
⋆ et xt, yv ∈ Σ,
– la de´le´tion d’un caracte`re de la premie`re chaˆıne note´ (xt, λ) qui transforme le mot
X = uxtw en Y = uw avec u,w ∈ Σ
⋆ et xt ∈ Σ,
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– l’insertion d’un caracte`re dans la seconde chaˆıne (λ, yv) qui transforme le mot
X = uw en Y = uyvw avec u,w ∈ Σ
⋆ et yv ∈ Σ.
De´finition 1.7 (Distance d’e´dition ou de Levenshtein [Lev66]) La distance
d’e´dition dl entre deux mots X et Y est le nombre minimal d’ope´rations d’e´dition qui
permettent de re´e´crire le mot X en le mot Y .
Cette distance peut eˆtre ge´ne´ralise´e en associant a` chaque ope´ration d’e´dition un couˆt.
La distance devient donc la somme minimale des couˆts d’ope´ration pour transformer X
en Y .
Le pseudo-code de l’algorithme du calcul de la distance d’e´dition est pre´sente´ ci-
dessous. Par des techniques de programmation dynamique, nous pouvons calculer la dl
en temps quadratique O(|X| × |Y |) et line´aire O(max(|X|, |Y |)) en espace.
dl(λ, λ) = 0
dl(x1 · · ·xt, λ) = dl(x1 · · ·xt−1, λ) + c(xt, λ)
dl(λ, y1 · · · yv) = dl(λ, y1 · · · yv−1) + c(λ, yv)
dl(x1 · · ·xt, y1 · · · yv) = min


dl(x1 · · ·xt−1, y1 · · · yv−1) + c(xt, yv)
dl(x1 · · ·xt, y1 · · · yv−1) + c(λ, yv)
dl(x1 · · ·xt−1, y1 · · · yv) + c(xt, λ).
(1.14)
Comme nous l’avons dit, un couˆt peut eˆtre attribue´ a` chaque ope´ration d’e´dition.
Notons que la distance de Hamming, pre´sente´e pre´ce´demment, peut eˆtre vue comme un
cas particulier de la distance d’e´dition pour laquelle le couˆt des ope´rations d’insertion et
de de´le´tion est infini et le couˆt des ope´rations de substitution est e´gal a` 1.
Exemple. Soient les mots X =MARTHA et Y =MARHTAS, la distance de Leven-
shtein entre X et Y est e´gale a` dl(X,Y ) = 3. La matrice de la Table 1.2 montre le calcul
de la distance par programmation dynamique. La suite des ope´rations correspond en la
substitution de M , A et R par eux-meˆmes, la substitution de H par T puis de T par H,
une nouvelle substitution de A par A et enfin de l’insertion du caracte`re S. Remarquons
qu’il existe d’autres solutions de couˆts identiques. En effet, en milieu de re´e´criture, nous
pourrions utiliser la se´quence suivante : la de´le´tion du H puis la substitution du T par
lui-meˆme et suivie de l’insertion du H. ◦
Dans le cadre de la bio-informatique, d’autres distances base´es sur la distance d’e´di-
tion peuvent eˆtre utilise´s pour mesurer des similarite´s entre chaˆınes de nucle´otides. Par
exemple, nous pouvons citer :
– La distance de Needleman-Wunch [NW70]. Elle est utilise´e pour calculer un aligne-
ment global entre deux se´quences de prote´ines ou de nucle´otides. Les ope´rations
d’insertion et de de´le´tion ont un meˆme couˆt, appele´ pe´nalite´ de trou, et une fonc-
tion de couˆt est de´finie entre les diffe´rents e´le´ments aligne´s.
– La distance de Smith-Waterman [SW81]. Elle permet de proce´der a` des aligne-
ments locaux, c’est-a`-dire de de´terminer des re´gions similaires entre morceaux de
se´quences d’ADN.
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λ M A R H T A S
λ 0 1 2 3 4 5 6 7
M 1 0 1 2 3 4 5 6
A 2 1 0 1 2 3 4 5
R 3 2 1 0 1 2 3 4
T 4 3 2 1 1 1 2 3
H 5 4 3 2 1 2 3 4
A 6 5 4 3 3 2 2 3
Tab. 1.2 – Matrice du calcul de la distance de Levenshtein entre les mots MARTHA
et MARHTAS. En gras, la suite des ope´rations d’e´dition de couˆt minimal.
L’ensemble des distances pre´sente´es dans cette section permet de calculer des dis-
tances entre chaˆınes. Notons que la distance d’e´dition peut eˆtre e´tendue a` d’autres types
de donne´es structure´es comme les donne´es arborescentes ou les graphes. Comme nous
l’avons vu, la distance d’e´dition utilise une fonction de couˆt pour les ope´rations. Ceci
en fait une distance adaptable a` diffe´rents types de contextes. Malheureusement, de´finir
ces couˆts est une taˆche souvent difficile de`s lors que nous ne disposons pas de connais-
sance suffisante du domaine. C’est pourquoi, dans ce manuscrit, nous proposons des
me´thodes pour les apprendre automatiquement. Comme nous le verrons dans la suite,
nous nous plac¸ons dans un cadre stochastique pour trouver les parame`tres optimise´s
pour un proble`me donne´. Cependant, dans certains cas, nous verrons que la phase d’ap-
prentissage peut conduire a` une non-ve´rification des contraintes de me´trique pre´sente´es
en Section 1.3.1. Dans ce cas, nous ne parlerons plus de re´elle distance, mais plutoˆt de
similarite´.
1.3.4 Similarite´s symboliques
Les fonctions pre´sente´es dans le paragraphe pre´ce´dent ont la particularite´ d’eˆtre des
vraies me´triques. Ne´anmoins, de nombreuses fonctions de similarite´ sont utilise´es de
manie`re efficace, malgre´ le fait qu’elles ne respectent pas toutes les proprie´te´s d’une
distance (citons par exemple la matrice blosum utilise´e en bioinformatique pour calculer
des distances entre chaˆınes de nucle´otides [SVA06]).
Un premier exemple de similarite´ peut eˆtre pris dans le contexte de l’analogie.
Le raisonnement par analogie permet de comprendre et d’interpre´ter de nouvelles
situations a` partir de situations analogues. Le raisonnement analogique consiste a` utiliser
les ressemblances et les dissemblances entre deux domaines, appele´s la source et la cible,
pour transfe´rer les re´sultats connus de la source vers la cible. Une analogie pourra prendre
la forme suivante : A est a` B ce que C est a` D [Lep03].
Il est alors possible d’utiliser ce cadre pour mesurer la similarite´ entre e´le´ments. En
effet, si nous savons que A et B sont similaires alors C et D le seront aussi. Dans le
cadre d’e´le´ments non-similaires, le raisonnement reste inchange´, nous parlons alors de
dissimilarite´ analogique.
Dans [BMD07, MBD08], les auteurs montrent que l’analogie peut eˆtre utilise´e en ap-
prentissage automatique. Par exemple, comme pre´sente´ dans [MBDM07], il est possible
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de mode´liser la relation entre le futur et l’infinitif d’un verbe. Si nous avons le mot re-
cherchera dont nous voulons trouver la classe (futur ou infinitif ) et que dans l’e´chantillon
d’apprentissage, nous avons les mots rechercher, commencer et commencera avec pour
classe respective infinitif, infinitif et futur. Nous pouvons observer que : commencer est
a` commencera ce que rechercher est a` recherchera. Nous pouvons alors remplacer chaque
mot de l’analogie par sa classe associe´e, ce qui donne : infinitif est a` futur ce que infinitif
est a` A. Par raisonnement par analogie, nous obtenons que A=futur. Nous en concluons
que la classe de recherchera est futur.
Un certain nombre d’autres similarite´s sont issues de la distance d’e´dition. Afin d’ex-
ploiter les algorithmes de SVM sur des donne´es se´quentielles, plusieurs noyaux d’e´dition
ont e´te´ propose´s dans la litte´rature.
Le noyau le plus courant exploitant la distance d’e´dition est le suivant [CHM04, LJ04] :
K(X,Y ) = e−t.dl(X,Y ),∀X,Y ∈ Σ⋆,
avec t une valeur re´elle positive. Cependant, comme mentionne´ dans [CHM04], il
existe certaines valeurs de t pour lesquelles ce noyau n’est pas de´fini positif, ce qui ne
garantit pas la convergence d’algorithmes d’apprentissage tels que les SVMs. En pratique,
t doit donc eˆtre correctement parame´tre´ afin d’espe´rer obtenir un noyau valide.
Dans [NB06], Neuhaus et Bunke proposent l’utilisation du noyau suivant :
K(X,Y ) = kX0(X,Y ) = 1/2(dl(X,X0)
2 + dl(X0, Y )
2 − dl(X,Y )
2).
ou` X0 est appele´ la chaˆıne ze´ro. Ce noyau mesure donc la similarite´ des chaˆınes X
et Y e´tant donne´e une chaˆıne de re´fe´rence X0. Cette approche peut eˆtre ge´ne´ralise´e a`
un ensemble de chaˆınes re´fe´rences. Notons que ce proble`me de la recherche du meilleur
ensemble de chaˆınes ze´ro est ne´anmoins un proble`me NP-complet.
Une autre possibilite´ pour repre´senter des similarite´s d’e´dition est de conside´rer que
le processus d’e´dition est un processus ale´atoire, ou` les ope´rations, et donc les scripts
d’e´dition, rele`vent d’une distribution de probabilite´ a` de´terminer [RY98]. Dans ce cas,
nous ne calculons plus la distance d’e´dition entre deux chaˆınes X,Y mais plutoˆt la
probabilite´ que X soit change´e en Y par un script d’e´dition, quel qu’il soit.
Soit e = e1 . . . en, ou` ei ∈ (Σ ∪ {λ})
2 un script d’e´dition possible transformant X en
Y par une se´quence d’ope´rations4. La probabilite´ de ce script, note´e πδ(e), est le produit





ou` δ(#), note´ e´galement δ(λ, λ), est la probabilite´ de fin de script et δ(ei) la probabilite´
de l’ope´ration ei.
4Dans le cas des chaˆınes X =MARTHA et Y =MARHTAS, nous pourrons avoir
e = (M,M)(A,A)(R,R)(T,H)(H,T )(A,A)(λ, S)(λ, λ).
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Pour mode´liser la distance entre deux chaˆınes, nous pouvons calculer la probabilite´
de chacun des chemins qui permettent de transformer X en Y . Cette probabilite´, note´e
pδ(X,Y ), permet de de´finir une similarite´ d’e´dition stochastique (SE).
De´finition 1.8 (SE stochastique) Soit E(X,Y ), l’ensemble des scripts d’e´dition per-
mettant de transformer X en Y . La SE stochastique entre deux chaˆınes est de´finie par :




Notons que nous pouvons utiliser une autre strate´gie pour obtenir une SE stochastique
en gardant seulement le script le plus probable et ainsi calculer la similarite´ dv(X,Y )
dite de Viterbi.
dv(X,Y ) = − log max
e∈E(X,Y )
πδ(e).
De´terminer une distribution de probabilite´ sur les scripts d’e´dition ne´cessite de de´finir
une ou plusieurs distributions sur les ope´rations d’e´dition elles-meˆmes. L’objectif de ce
manuscrit est de pre´senter diffe´rentes me´thodes pour apprendre ces distributions a` partir
d’exemples d’apprentissage. Pour mode´liser ces distributions, nous allons faire appel a`
des machines a` e´tats probabilistes, que nous introduisons dans la section suivante.
Notons que par abus de langage, et pour simplifier nos propos dans la suite du docu-
ment, nous utiliserons indiffe´remment les termes de me´trique, de distance ou de similarite´,
pour exprimer une similarite´ d’e´dition stochastique.
1.4 Les machines a` e´tats
Dans cette section, nous pre´sentons un ensemble de machines probabilistes utilisables
dans le cadre de l’apprentissage des parame`tres d’une similarite´ d’e´dition. Tout d’abord,
nous pre´sentons les transducteurs. Nous utiliserons ces machines dans le Chapitre 3 pour
l’apprentissage des parame`tres d’une distance d’e´dition stochastique entre arbres. Nous
introduirons ensuite les pair-HMMs qui sont a` la base des travaux propose´s dans le
Chapitre 4 pour apprendre les distances d’e´dition contraintes entre chaˆınes.
1.4.1 Transducteurs
Un processus d’e´dition peut se voir comme une transduction entre une chaˆıne d’entre´e
et une chaˆıne de sortie.
Avant de pre´senter la notion de transducteur, nous introduisons la notion d’automate
fini permettant de de´finir des mode`les de langage.
De´finition 1.9 (Automate) Un automate a` e´tats fini est de´fini par un 5-uplet A =
〈Q,Σ, T, I, F 〉, ou` :
– Q est un ensemble fini d’e´tats,
– Σ est un ensemble fini de symboles appele´ l’alphabet de l’automate,
– T : (Q× Σ→ Q) est une fonction de transition,
– I ⊆ Q est l’ensemble des e´tats initiaux,







Fig. 1.3 – Repre´sentation graphique de l’automate A = 〈Q,Σ, T, I, F 〉 avec Q =
{q0, q1, q2}, Σ = {0, 1}, T = {(q0, 1, q1), (q1, 1, q1), (q1, 0, q2), (q2, 1, q1), (q2, 0, q2)}, I =
{q0} et F = {q2}.
De´finissons maintenant la se´mantique ope´rationnelle d’un automate.
Soient A = 〈Q,Σ, T, I, F 〉 un automate fini et w ∈ Σ⋆ un mot a` analyser.
– Une configuration de A est caracte´rise´e par un couple (S, u) tel que S ∈ Q est
l’e´tat courant et u ∈ Σ⋆ correspond a` un suffixe du mot a` analyser.
– La configuration (S′, u′) est de´rivable en une e´tape de la configuration (S, u) (note´e
(S, u)→ (S′, u′)) si u = a.u′ avec a ∈ Σ, u′ ∈ Σ⋆ et (S, a, S′) ∈ T .
– La configuration (S′, u′) est de´rivable en plusieurs e´tapes de la configuration (S, u)
(note´e (S, u)
⋆
→ (S′, u′)) si (S′, u′) peut eˆtre obtenu de (S, u) par une succession de
de´rivations en une e´tape et u′ est un suffixe de u.
– Un mot w est accepte´ par l’automate A s’il existe une de´rivation (S0, w)
⋆
→ (Si, λ)
ou` S0 ∈ I est un e´tat initial et Si ∈ F est un e´tat final.
La Figure 1.3 repre´sente un automate A permettant de ve´rifier si un entier, e´crit en
base 2, est pair. En effet, lors de l’analyse du mot, si nous atteignons un e´tat final a`
partir de l’e´tat initial, alors le mot est accepte´. Si nous arrivons dans un e´tat non-final,
le mot est alors rejete´.
Pour pouvoir utiliser de tels mode`les dans le cadre de la distance d’e´dition, nous
utilisons une extension des automates, appele´e transducteur, qui permet de transformer
une chaˆıne d’entre´e construite sur un alphabet Σ en une chaˆıne de sortie construite sur
un alphabet Γ.
De´finition 1.10 (Transduction) Une transduction de Σ⋆ en Γ⋆ est une relation inclue
dans Σ⋆ × Γ⋆.
Les transducteurs rationnels sont un premier type de machine pour reconnaˆıtre des
transductions.
De´finition 1.11 (Transducteur rationnel) Un transducteur rationnel est un 5-uplet
{Q,Σ,Γ, q0, T} :
– Q est un ensemble fini d’e´tats,
– Σ,Γ sont respectivement l’alphabet d’entre´e et l’alphabet de sortie,
– q0 ∈ Q est l’unique e´tat initial,
– T ⊂ (Q× Σ⋆ × Γ⋆ ×Q) est un ensemble fini de transitions.
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q0 : 0 q1 : 1 q2 : 01
0 : 0 1 : 1
1 : 1 1 : 0
0 : 00 : 1
Fig. 1.4 – Repre´sentation graphique d’un transducteur T =
〈Q,Σ,Γ, q0, T, σ〉, repre´sentant la multiplication d’un entier par 3 en
base 2 avec Q = {q0, q1, q2}, Σ = {0, 1}, Γ = {0, 1}, T =
{(q0, 0, 0, q0),(q0, 1, 1, q1), (q1, 0, 1, q0), (q1, 1, 0, q2), (q2, 0, 0, q1), (q2, 1, 1, q2)} et
σ = {(q0, 0), (q1, 1), (q2, 01)}. La transition (q0, 1, 1, q1) signifie qu’a` partir de l’e´tat q0, la
lecture d’un 1 en entre´e ge´ne`re un 1 en sortie et nous atteignons l’e´tat q1. Par exemple,
le nombre 5 dont la repre´sentation binaire est 101 en entre´e ge´ne`re la chaˆıne 1111 de
sortie qui est la repre´sentation du nombre 15.
Ces machines s’utilisent comme des automates et reconnaissent des transductions.
Notons que l’ensemble des e´tats sont terminaux et donc une transduction peut s’arreˆter
dans tous les e´tats.
Nous pouvons de´finir un transducteur permettant la lecture de´terministe, i.e. se´quen-
tielle, des symboles d’entre´e.
De´finition 1.12 (Transducteur sous-se´quentiel)Un transducteur sous-se´quentiel est
un transducteur rationnel tel que T ⊂ (Q×Σ×Γ⋆×Q) et ∀(q, a, u, q′), (q, a, v, q′′) ∈ T ⇒
u = v ∧ q′ = q′′ et tel qu’il existe une fonction totale σ : Q → Γ⋆.
La Figure 1.4 repre´sente graphiquement un transducteur. Celui-ci permet la multi-
plication d’un entier par 3 en base 2.
De tels transducteurs permettent la traduction d’un mot de la gauche vers la droite.
De plus, sachant que tous les e´tats sont terminaux, la lecture de´terministe assure que si
une traduction existe alors elle est unique. Notons que si le symbole vide λ est inclus
dans les alphabets Σ et Γ, nous pouvons simuler un processus d’e´dition, au sens de la
distance d’e´dition.
Dans le cadre de nos travaux, nous souhaitons ge´ne´rer des mots suivant une distribu-
tion de probabilite´. Si dans le cadre non probabiliste, les automates et les transducteurs
sont utilise´s pour l’analyse et la reconnaissance de mots, ils permettent en plus d’eˆtre
utilise´s comme ge´ne´rateur de mots dans un cadre stochastique.
De´finition 1.13 (Automate probabiliste) Un automate probabiliste ou stochastique
a` e´tats fini est de´fini par un 5-uplet A = 〈Q,Σ, TP , IP , FP 〉, ou` :
– Q est un ensemble fini d’e´tats,
– Σ est l’alphabet de l’automate,
– TP : Q×Σ×Q → Q ∩ [0, 1] est la fonction de probabilite´ associe´e aux transitions,






Fig. 1.5 – Repre´sentation graphique d’un automate stochastique. Par soucis de lisibilite´,
l’unique probabilite´ initiale (= 1.0) est marque´e par une fle`che. La transition de l’e´tat 0
a` l’e´tat 1 est possible par la lettre a avec une probabilite´ de .1.
– FP : Q → Q ∩ [0, 1] est la fonction de probabilite´ finale.
De plus TP , Ip et Fp satisfont les contraintes suivantes :∑
q∈Q
Ip(q) = 1 (1.15)





′) = 1. (1.16)
Contrairement aux automates non-probabilistes, nous n’avons pas d’e´tats dits accep-
tants ou rejetants. Ils sont remplace´s par une probabilite´ de terminaison. Dans ce nouveau
cadre, nous pouvons dire que les automates sont ge´ne´ratifs : a` chaque mot ge´ne´re´, nous
pouvons associer une probabilite´. Si l’automate ve´rifie les E´quations 1.15 et 1.16, alors
nous de´finissons une distribution de probabilite´ sur l’ensemble des mots de l’alphabet.
Suivant le meˆme mode`le, nous pouvons de´finir des transducteurs stochastiques. E´tant
donne´ l’automate stochastique de la Figure 1.5, la probabilite´ du mot baab est de :
Pr(baab) = Ip(0) ∗ Tp(0, b, 0) ∗ Tp(0, a, 1) ∗ Tp(1, a, 0) ∗ Tp(0, b, 0) ∗ Fp(0)




Les Pair-HMMs [DEKM98] sont des machines a` e´tats base´es sur les mode`les de
Markov [Rab90]. Les mode`les de Markov sont des mode`les statistiques dans lesquels
la ge´ne´ration du symbole suivant de´pend du symbole pre´ce´dent.
Un mode`le de Markov cache´ (HMM) ge´ne´ralise le mode`le de Markov observable.
Il produit une se´quence de deux suites de variables ale´atoires : l’une cache´e et l’autre
observable.
– la suite cache´e correspond a` la suite des e´tats q1, q2, . . . , qn, et
– la suite observable correspond a` la se´quence des observations O1, O2, . . . , On ou` les
Oi ∈ Σ sont les lettres de la se´quence.
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Fig. 1.6 – Repre´sentation graphique d’un mode`le de Markov cache´ pour la ge´ne´ration
d’ADN. Dans cette machine, l’ensemble des e´tats peuvent eˆtre initiaux. Tous les symboles
de l’alphabet ACGT peuvent eˆtre e´mis dans chaque e´tat. Les probabilite´s de transition
sont omises par soucis de lisibilite´.
De´finition 1.14 (Mode`le de Markov cache´) Un mode`le ou automate de Markov a`
e´tats cache´s est un 5-uplet H = 〈Q,Σ,Π, A,B〉, avec :
– qi ∈ Q l’e´tat i,
– x ∈ Σ un symbole de l’alphabet,
– πqi ∈ Π la probabilite´ que qi soit l’e´tat initial,
– aqiqj ∈ A la probabilite´ de la transition qi vers qj,
– bqi(x) ∈ B la probabilite´ d’e´mettre le symbole x e´tant dans l’e´tat qi.
De plus, l’automate H doit respecter les contraintes :
– la somme des probabilite´s initiales est e´gale a` 1 :∑
qi∈Q
πqi = 1,










La Figure 1.6 repre´sente une chaˆıne de Markov pour la ge´ne´ration d’ADN dans la-
quelle nous pouvons observer la ge´ne´ration de toutes les lettres par e´tat et une probabilite´
est associe´e a` chaque transition. De plus, une probabilite´ est associe´e a` chaque e´tat pour
indiquer les probabilite´s initiales. La proprie´te´ cle´ d’un mode`le de Markov est que la






Fig. 1.7 – Repre´sentation graphique d’un pair-HMM utilise´ pour l’alignement de
se´quences. L’e´tat M est un e´tat de substitution, l’e´tat D de de´le´tion et l’e´tat I d’in-
sertion. L’e´tat de gauche est l’e´tat initial et l’e´tat de droite, l’e´tat final.
Dans [DDE05], Dupont et al. montrent que les HMMs et les automates probabilistes
sont e´quivalents. Ils proposent e´galement un algorithme permettant de de´duire un HMM
a` partir d’un automate probabiliste.
Une extension des HMMs, les pair-HMMs, est de proposer la possibilite´ de ge´rer
simultane´ment deux mots : la chaˆıne d’entre´e et la chaˆıne de sortie. Chaque e´tat du
pair-HMM peut soit ge´ne´rer une nouvelle lettre sur chacun des mots, soit seulement sur
le mot d’entre´e, ou seulement sur celui de sortie.
De´finition 1.15 (Pair-HMM) Un pair-HMM produit une se´quence de deux suites de
variables ale´atoires : l’une cache´e et l’autre observable.
– la suite cache´e correspond a` la suite des e´tats q1, q2, . . . , qn, et
– la suite observable correspond a` la se´quence des observations O1, O2, . . . , On ou` les
Oi ∈ Σ× Σ sont des paires de lettres.
La Figure 1.7 est le mode`le propose´ par [DEKM98] pour l’alignement de se´quences
ADN. Dans ce mode`le, l’e´tat M permet l’e´mission d’une paire de symboles, l’e´tat D
permet l’e´mission d’un symbole sur la chaˆıne d’entre´e alors que l’e´tat I permet l’e´mission
d’un symbole sur la chaˆıne de sortie.
1.5 Conclusion
Dans ce chapitre, nous avons introduit les diffe´rents concepts ne´cessaires a` la compre´-
hension de la suite de ce manuscrit, qui se positionne dans le cadre de l’apprentissage a`
partir de donne´es structure´es (chaˆınes, arbres). L’objectif que nous cherchons a` atteindre
est d’apprendre les parame`tres d’une distance d’e´dition. Celle-ci, dans sa version stan-
dard, correspond au nombre minimal de transformations e´le´mentaires (insertion, de´le´tion,
substitution) ne´cessaires pour transformer une chaˆıne en une autre. Dans le contexte de
ce manuscrit, nous repre´sentons cette distance d’e´dition sous une forme stochastique
dans laquelle chaque ope´ration d’e´dition est repre´sente´e par une probabilite´. L’objectif
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est donc d’apprendre une distribution sur ces ope´rations. Pour mener a` bien cet objectif,
nous proposons d’utiliser des machines a` e´tats.

2 Apprentissage de similarités
d’édition
Re´sume´
Dans ce chapitre, nous dressons un e´tat des lieux des diffe´rentes me´thodes de la litte´rature
ayant pour objectif d’apprendre les parame`tres de la distance d’e´dition. Apre`s une ra-
pide pre´sentation des techniques non probabilistes, nous introduisons l’algorithme Expec-
tation-Maximisation EM, a` l’origine de plusieurs algorithmes d’apprentissage de simila-
rite´s d’e´dition stochastiques. Comme nous le verrons plus tard dans les Chapitres 3 et 4,
EM se retrouvera e´galement au cœur des contributions de cette the`se.
2.1 Introduction
L’apprentissage de fonctions de distance et de similarite´ a donne´ lieu a` de nombreux
travaux ces dernie`res anne´es. En ge´ne´ral, l’objectif est de tenir compte de connaissances
du domaine (principalement sous la forme de contraintes de type must-link entre deux
donne´es – les donne´es sont de la meˆme classe – ou cannot-link – les donne´es sont de
classes diffe´rentes) pour ame´liorer les algorithmes de clustering ou de classification.
La tre`s grande majorite´ des approches propose´es dans la litte´rature se situent dans le
contexte ou` les donne´es sont repre´sente´es dans des espaces vectoriels. L’objectif consiste
alors souvent a` apprendre des matrices semi-de´finies positives pouvant eˆtre utilise´es par
exemple dans la distance de Mahalanobis (voir [XNZ08] et [Yan07] pour un e´tat de l’art).
Ces matrices apprises mode´lisent de manie`re implicite une modification de l’espace des
exemples par une transformation line´aire permettant de rapprocher des paires d’exemples
juge´es similaires, tout en e´loignant d’autres juge´es non similaires. Lorsque les donne´es
sont repre´sente´es sous forme structure´e (chaˆınes, arbres ou graphes), comme c’est le cas
dans le contexte de cette the`se, il n’est pas possible d’adapter les techniques pre´ce´dentes
sans une perte d’informations. En effet, n’ayant pas de repre´sentation vectorielle naturelle
des exemples d’apprentissage, il n’existe pas de projection de l’espace d’entre´e par une
transformation line´aire. Pour contourner ce proble`me – autrement qu’en choisissant une
repre´sentation vectorielle des donne´es arbitraire, entraˆınant ge´ne´ralement une perte d’in-
formation – une solution consiste a` apprendre des fonctions de similarite´s reposant sur la
distance d’e´dition. Autrement dit, ceci revient a` infe´rer les couˆts des ope´rations d’e´dition
selon un paradigme d’apprentissage donne´. Dans ce contexte, l’objectif de l’apprentissage
peut eˆtre vu comme la recherche d’une projection des donne´es dans l’espace des scripts
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d’e´dition. L’ensemble des scripts possibles, pouvant eˆtre extraits d’un e´chantillon, fournit
alors des informations permettant d’optimiser les couˆts d’e´dition.
Dans ce chapitre, nous pre´sentons les principales me´thodes (probabilistes et non pro-
babilistes) permettant d’apprendre des similarite´s d’e´dition entre donne´es structure´es.
2.2 Me´thodes non probabilistes
Les me´thodes d’infe´rence non probabilistes ayant e´te´ exploite´es dans la litte´rature
pour l’apprentissage des parame`tres d’e´dition peuvent eˆtre se´pare´es en deux cate´gories.
Soit l’optimisation des parame`tres est lie´e a` une fonction objectif connue, de´rivable et
calculable en temps raisonnable. Dans ce cas, il est possible de calculer une solution
analytique au proble`me en utilisant par exemple des techniques reposant sur une des-
cente de gradient. Soit la solution est inconnue ou difficile a` calculer. Elle requiert alors
l’utilisation d’heuristiques afin d’eˆtre approxime´e. Comme nous allons le voir, les algo-
rithmes ge´ne´tiques sont une solution a` ce proble`me et ont e´te´ exploite´s pour apprendre
des distances d’e´dition.
2.2.1 Me´thodes base´es sur la descente de gradient
La descente de gradient (DG) est un algorithme d’optimisation de premier ordre, qui
consiste a` trouver le minimum d’une fonction cible par e´tapes successives et proportion-
nelles a` l’oppose´ du gradient de la fonction au point courant.
La DG est base´e sur l’observation suivante : si une fonction F (x) a` valeurs dans R est
de´finie et de´rivable en un point a, alors F (x) de´croˆıt le plus rapidement en une direction
oppose´e a` celle du gradient de F en a : −∇F (a). Ainsi, si nous de´finissons
b = a− γ∇F (a)
avec γ > 0 suffisamment petit, alors nous avons F (b) ≤ F (a).
Dans ce contexte, Hourai et al., dans [HAA04], proposent une me´thode d’optimisa-
tion pour l’algorithme de Smith-Waterman dans le cas de donne´es biologiques. A` partir
d’exemples positifs (ge`nes orthologues) et ne´gatifs (ge`nes non-orthologues), ils utilisent un
algorithme de descente de gradient pour optimiser l’ensemble des couˆts de substitution,
ainsi que la valeur correspondant a` la cre´ation d’une suite de de´le´tions ou d’insertions.
La fonction objectif a` minimiser est le taux d’erreur ǫ, de´fini comme le rapport de la





Les auteurs appliquent leur me´thode sur la base de donne´es biologiques COG1 et
montrent que la classification finale est meilleure en ayant appris la matrice de sub-
stitutions qu’en utilisant les matrices habituellement conside´re´es dans la communaute´
bioinformatique, comme les matrices de type blosum [HH92] ou pam [DSO79].
1Cluster of Orthologous Group database [TGNK00] : http://www.ncbi.nlm.nih.gov/COG/.
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Dans [SVA06], les auteurs pre´sentent un noyau d’alignements de chaˆınes utilise´ pour
la de´tection d’homologie entre se´quences biologiques. Ce noyau est calcule´ a` partir d’une
matrice de substitution entre acides amine´s. Dans ce contexte, une similarite´ s entre deux
chaˆınes est calcule´e a` partir de l’ensemble des scripts d’e´dition E applicables entre les
deux chaˆınes. Les ope´rations d’insertion et de de´le´tion sont traite´es par une notion de
“gap” (ou trou). Chaque gap e´tant mode´lise´ par un couˆt d’ouverture go et un couˆt d’ex-
tension ge (i.e. le nombre de caracte`res inse´re´s ou supprime´s). Le calcul de la similarite´




ηa,b(X,Y,E) · S(a, b)− ηo(X,Y,E) · go − ηe(X,Y,E) · ge, (2.1)
avec ηa,b(X,Y,E) le nombre de fois qu’un symbole a est aligne´ avec un symbole b,
S(a, b) est le couˆt de substitution (a` apprendre) entre les lettres a et b, go et ge sont
les parame`tres, respectivement, d’ouverture et d’extension de “gaps” et leur nombre
d’occurrences associe´ ηo(X,Y,E) et ηe(X,Y,E).
Les auteurs utilisent une DG pour apprendre les parame`tres S, go et ge de l’E´qua-





avec s la similarite´ entre une chaˆıne et un candidat homologue de l’e´chantillon (cette
paire repre´sentant donc un exemple positif), et µ et σ la moyenne et la variance des simila-
rite´s pour l’ensemble des se´quences requeˆtes versus toutes les se´quences non-homologues
de l’e´chantillon (correspondant donc aux exemples ne´gatifs). Le but de la fonction objectif
est donc de trouver les parame`tres qui permettront de rapprocher les chaˆınes homologues
tout en e´loignant les chaˆınes non homologues. Leurs expe´rimentations ont aussi porte´ sur
la base COG et montrent des ame´liorations significatives.
Malgre´ son inte´reˆt pour la recherche de solution analytique, la descente de gradient
pre´sente certains inconve´nients :
– Le nombre d’ite´rations ne´cessaires pour la convergence de l’algorithme est parfois
e´leve´.
– La recherche du pas γ optimal est de´licate.
– Une fonction objectif de´rivable est ne´cessaire.
2.2.2 Me´thodes base´es sur les algorithmes ge´ne´tiques
Les algorithmes ge´ne´tiques (AG) sont des me´thodes de recherche heuristiques s’inspi-
rant du processus d’e´volution naturelle. Ces heuristiques sont utilise´es pour trouver des
solutions approche´es a` des proble`mes d’optimisation difficiles.
Pour pouvoir utiliser un algorithme ge´ne´tique, il est ne´cessaire de de´finir :
– une repre´sentation ge´ne´tique, appele´e chromosome, d’une solution au proble`me
e´tudie´,
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– une fonction d’e´valuation (fonction fitness) pour mesurer la pertinence d’une solu-
tion,
– des ope´rateurs de se´lection, de croisement et de mutation pour ge´ne´rer de nouvelles
solutions a` partir de solution existantes.
Un algorithme ge´ne´rique possible se pre´sente de la manie`re suivante :
1. Ge´ne´ration ale´atoire d’une population P de n solutions potentielles.
2. Re´pe´ter tant que la condition d’arreˆt n’est pas satisfaite :
(a) E´valuation des individus de P .
(b) Ge´ne´ration d’une nouvelle population P ′.
i. Se´lection2 de deux individus x et y de P .
ii. Croisement de x et y pour obtenir un nouvel exemple z.
iii. Mutation de z.
iv. Ajout de z a` P ′.
(c) P ′ est la nouvelle population P .
Dans [PGH98], les auteurs utilisent un AG pour apprendre les parame`tres de la dis-
tance d’e´dition. Dans cette approche, le proble`me d’optimisation vise a` minimiser la
distance entre les exemples de meˆme classe et a` maximiser la distance entre ceux de
classes diffe´rentes. Une solution y est repre´sente´e sous la forme d’une concate´nation de
l’ensemble des poids de chacune des ope´rations d’e´dition. L’ope´ration de mutation s’ap-
plique inde´pendamment pour chaque ope´ration d’e´dition et consiste simplement en un
changement de poids, alors que l’ope´ration de croisement permet d’obtenir une nouvelle
matrice de poids en utilisant deux solutions pre´ce´dentes. Les expe´rimentations ont e´te´
mene´es sur des donne´es artificielles avec des re´sultats significatifs et sur une application
de reconnaissance de chiffres manuscrits, mais cette fois avec des gains de performance
plutoˆt limite´s. Les auteurs concluent que l’optimisation d’une seule matrice de couˆts pour
l’ensemble des 10 chiffres ne permettrait pas un gain caracte´ristique3.
Dans [GAdM05], l’e´valuation de chaque chromosome est calcule´e expe´rimentalement
en apprenant et testant un classifieur utilisant les parame`tres courants. La fonction de
fitness mesure´e est le rapport entre les faux positifs et les vrais positifs. Les auteurs
utilisent leur algorithme pour la classification de morceaux de musique repre´sente´s sous
forme arborescente (la profondeur de l’arbre montre la longueur de la note et le symbole
de chaque nœud repre´sente la hauteur de la note). Les auteurs ont pris part a` une
compe´tition4 et ont obtenu les meilleurs re´sultats. Notons que les autres participants
ont utilise´ une repre´sentation se´quentielle puis ont applique´ des me´thodes a` bases de
n-grammes ou de distance d’e´dition.
De manie`re ge´ne´rale, les limites de l’utilisation des algorithmes ge´ne´tiques sont les
suivantes :
2Diffe´rentes strate´gies de se´lection peuvent s’appliquer, allant du choix des deux meilleures solutions
au sens de la fonction de fitness, jusqu’a` un tirage ale´atoire selon une certaine distribution.
3Ceci a e´te´ remis en cause par Oncina et Sebban [OS06] avec une approche stochastique (voir Section
2.3.2).
4MIREX : http://www.music-ir.org/mirex/wiki/MIREX_HOME.
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– Le choix de la fonction d’e´valuation peut entraˆıner la convergence de l’algorithme
dans des optima locaux si elle est trop simple ou a` une explosion algorithmique si
elle est trop complexe.
– Le crite`re de terminaison de l’algorithme peut eˆtre difficile a` e´valuer, ne permettant
donc pas de savoir si la solution est optimale.
– Le choix des parame`tres (taille de la population, taux de croisements et taux de
mutations) influe fortement sur la qualite´ des re´sultats obtenus.
2.2.3 Autres approches d’infe´rence non probabilistes
Pour terminer cette partie sur les me´thodes non probabilistes, notons e´galement que
d’autres techniques pour l’optimisation des parame`tres de la distance d’e´dition ont e´te´
utilise´es. Sans entrer dans les de´tails ici, nous pouvons citer :
– Une approche base´e sur les SVMs [Joa03] dans le cadre de la distance de Smith-
Waterman entre chaˆınes.
– Une me´thode d’optimisation par essaims particulaires [Meh09] pour la distance
d’e´dition entre arbres.
– Une technique utilisant des cartes auto-adaptatives [NB05] dans le cadre de la
distance d’e´dition entre graphes.
Une remarque ge´ne´rale doit eˆtre faite ici. Pour l’ensemble des me´thodes pre´sente´es
pre´ce´demment, il est ne´cessaire de disposer d’exemples positifs et ne´gatifs. Ne´anmoins,
pour de nombreux proble`mes re´els, l’acce`s a` des exemples de classes diffe´rentes peut eˆtre
complique´. C’est le cas par exemple dans des applications en langage naturel (e.g. en cor-
rection grammaticale ou orthographique), dans certains domaines de la biologie mole´cu-
laire (e.g. apprendre des phe´nome`nes de mutations). Pour re´soudre ce proble`me, il est
donc ne´cessaire d’avoir recours a` des techniques utilisant des exemples positifs seulement.
Dans la section suivante, nous pre´sentons diffe´rentes approches adapte´es a` cette situation
et faisant appel a` l’algorithme Expectation-Maximisation.
2.3 Me´thodes probabilistes
2.3.1 L’algorithme EM
Nous introduisons ici l’algorithme Expectation-Maximisation EM [Har58, DLR77] qui
est a` l’origine des travaux re´fe´rence´s dans cette section, et qui sera e´galement fortement
utilise´ dans les contributions de cette the`se aux Chapitres 3 et 4. Le lecteur souhaitant
disposer de plus amples informations pourra lire les tutoriaux suivants [Col97, Del02,
Bor04].
L’algorithme EM est un algorithme permettant d’optimiser les parame`tres d’un mo-
de`le probabiliste en maximisant la vraisemblance d’un e´chantillon d’apprentissage. L’al-
gorithme EM comporte deux e´tapes :
– une e´tape E d’e´valuation de l’espe´rance mathe´matique de la log vraisemblance en
tenant compte des parame`tres courants,
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– une e´tape de maximisation M qui estime le maximum de vraisemblance des parame`-
tres en maximisant les espe´rances trouve´es durant l’e´tape E.
L’e´tape M permet donc d’obtenir de nouveaux parame`tres. Le meˆme processus est alors
ite´re´ jusqu’a` convergence.
Plus formellement, soient X un ensemble de donne´es observables, Z un ensemble de
donne´es cache´es ou incomple`tes et Θ un vecteur de parame`tres a` estimer. La vraisem-





Nous conside´rons ge´ne´ralement plutoˆt la log vraisemblance L(Θ) = logL(X,Θ), nous
permettant ensuite de be´ne´ficier des proprie´te´s de l’ine´galite´ de Jensen (proprie´te´s sur
les fonctions convexes et concaves). Lors de l’e´tape E, l’algorithme revient a` calculer
l’espe´rance de la fonction log vraisemblance, selon Z et e´tant donne´s X et les parame`tres
courants Θt.
Q(Θ|Θt) = EZ|X,Θt [logL(X,Z|Θ)].




Une proprie´te´ cruciale de l’algorithme EM vient de la garantie de l’augmentation de la
vraisemblance L(Θ) a` chaque ite´ration. En effet, en de´finissant l’application Θt → Θt+1
avec Θt+1 = argmax
Θ′
Q(Θ′,Θt) il est possible de prouver que L(Θt+1) ≥ L(Θt) (voir
[Bor04] pour plus de de´tails).
Exemple. Soient deux pie`ces C1 et C2. Nous proce´dons a` un ensemble de n tirages
simultane´s de ces deux pie`ces et nous notons les re´sultats dans un tableau T (0 pour
pile, 1 pour face). Supposons que nous n’ayons pas note´ le re´sultat du 4e`me lancer pour
la pie`ce C2. Cette information correspond donc a` une donne´e incomple`te ou cache´e que
nous souhaitons estimer.
n 1 2 3 4 5 6 7 8
T C1 0 0 0 0 0 1 1 1
C2 0 0 0 ? 1 0 1 1
L’objectif est d’estimer les probabilite´s de la distribution jointe des parame`tres Θ =
{p(00), p(01), p(10), p(11)} ou` p(ij) est la probabilite´ d’obtenir les re´sultats i pour C1 et
j pour C2, i, j ∈ {0, 1}.
Appliquons l’algorithme EM pour re´soudre ce proble`me. L’e´tape E estime le nombre
de fois qu’un e´ve´nement c1c2 ∈ {00, 01, 10, 11} est effectif, i.e.
E[c1c2|T,Θ] = #{C1 = c1 ∩ C2 = c2} ∀ c1, c2 ∈ {0, 1}.
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Soit Θ0 = {2/8, 2/8, 2/8, 2/8}, l’ensemble des parame`tres initiaux uniforme´ment dis-
tribue´s, dans ce cas.
E´tant donne´ Θ0, T4 peut prendre la valeur (00) avec une probabilite´ de .5 et (01)
avec une probabilite´ de .5. En appliquant les e´tapes E et M de´crites pre´ce´demment, nous
obtenons Θ1 = {3.5/8, 1.5/8, 1/8, 2/8} a` la premie`re ite´ration.
En ite´rant le processus, nous obtenons pour les e´tapes suivantes :
P (00) P (01) p(10) p(11) L(Θ)
Θ2 3.7/8 1.3/8 1/8 2/8 −8.98243
Θ3 3.74/8 1.26/8 1/8 2/8 −8.98142
Θ4 3.748/8 1.252/8 1/8 2/8 −8.98138
Θ5 3.7496/8 1.2504/8 1/8 2/8 −8.98138
Θ6 3.74992/8 1.25008/8 1/8 2/8 −8.98138
Θ7 3.749984/8 1.250016/8 1/8 2/8 −8.98138
Θ8 3.7499967/8 1.2500033/8 1/8 2/8 −8.98138
Θ9 3.74999935/8 1.25000065/8 1/8 2/8 −8.98138
E´tant donne´ Y , nous pouvons voir que l’algorithme converge au bout de quelques
ite´rations (tout en assurant que la vraisemblance continue d’augmenter). Nous obtenons
finalement la distribution jointe suivante :
Θ = {0.46875, 0.15625, 0.125, 0.25}.
◦
L’objectif des sections suivantes est de pre´senter une adaptation de l’algorithme EM
au contexte de l’apprentissage des parame`tres d’e´dition. Les donne´es observables X sont
alors constitue´es de paires positives d’apprentissage, les parame`tres Θ sont les proba-
bilite´s des ope´rations d’e´dition et les donne´es incomple`tes Z sont les scripts d’e´dition
entre deux exemples de l’e´chantillon. Adapter l’algorithme EM au contexte des distances
d’e´dition peut revenir alors a` apprendre les parame`tres d’une machine probabiliste a`
e´tats. Les mode`les propose´s dans la litte´rature se diffe´rencient de par le fait qu’ils uti-
lisent des machines soit a` un seul e´tat (ou memoryless) soit a` plusieurs e´tats (tenant
compte alors du contexte dans lequel s’ope`rent les ope´rations d’e´dition).
2.3.2 Machine d’e´dition a` un e´tat
Les premiers mode`les que nous pre´sentons ici prennent la forme de transducteurs
stochastiques (voir Section 1.4.1 pour une de´finition formelle) a` un seul e´tat mode´lisant
une similarite´ d’e´dition comme un processus stochastique base´ sur la de´finition d’une
distribution statistique sur l’ensemble des scripts d’e´dition. Ces mode`les peuvent donc
eˆtre utilise´s pour calculer la probabilite´ d’e´dition d’un mot en un autre en analysant la
paire de chaˆınes. Dans la suite du manuscrit, nous nommerons ces transducteurs a` un e´tat
des mode`les memoryless, du fait que la probabilite´ d’une ope´ration d’e´dition ne de´pend
pas des ope´rations pre´ce´dentes. L’apprentissage de ces mode`les est donc plus simple tout
en permettant ne´anmoins d’appre´hender divers types d’applications.
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δ(λ, λ)
∀(a, b) ∈ (Σ ∪ {λ})2\(λ, λ), δ(a, b)
Fig. 2.1 – Transducteur utilise´ dans [RY98].
Une premie`re contribution dans le cas de l’apprentissage de similarite´ entre chaˆınes,
a e´te´ propose´e dans [RY98]. Les auteurs y pre´sentent un mode`le ge´ne´ratif sous la forme
d’un transducteur a` un e´tat dont les transitions repre´sentent les ope´rations d’e´dition (voir
Fig. 2.1). Ils utilisent l’algorithme EM pour apprendre les parame`tres du transducteur
en maximisant la vraisemblance d’un e´chantillon d’apprentissage compose´ d’un ensemble
de paires (entre´e, sortie) de mots juge´s similaires.
Pour calculer les espe´rances de chaque ope´ration d’e´dition (e´tape E), ils utilisent
deux fonctions auxiliaires, appele´es forward et backward. La fonction forward permet
de calculer dynamiquement la probabilite´ d’un couple de pre´fixes de mots, la fonction
backward quant a` elle calcule la probabilite´ d’un couple de suffixes. Le calcul de ces deux
fonctions est base´ sur l’algorithme de programmation dynamique de la distance d’e´dition
standard.
Pour l’e´tape M, ils de´finissent une distribution jointe des ope´rations d’e´dition satis-
faisant la contrainte suivante :
∑
(l,l′)∈(Σ∪{λ})2\{λ,λ}
δ(l, l′) + δ(#) = 1 avec δ(l, l′) ≥ 0 et δ(#) > 0. (2.2)
ou` δ(#) > 0 repre´sente la probabilite´ de fin de script. En d’autres termes, la contrainte
signifie que nous devons au moins disposer d’une paire d’apprentissage.
Les auteurs ont illustre´ leur approche en l’appliquant au proble`me de l’apprentissage
de la prononciation des mots de la langue anglaise. La comparaison avec une distance de
Levenshtein, non apprise, montre l’inte´reˆt et l’efficacite´ de leur approche.
Une extension de ces travaux a e´te´ propose´e dans [OS06] pour contourner les in-
conve´nients de biais statistique lie´ au mode`le ge´ne´ratif de Ristad & Yianilos [RY98]. En
effet, ce mode`le requiert que les exemples doivent suivre la distribution marginale des
chaˆınes d’entre´e pour converger vers la distribution cible. Les auteurs proposent d’utiliser







δ(l′|λ) = 1 (2.3)
∑
l′∈Σ
δ(l′|λ) + δ(#) = 1. (2.4)
Ces e´quations sugge`rent que pour e´viter le biais des mode`les ge´ne´ratifs qui ne de´dui-
sent qu’a posteriori les probabilite´s conditionnelles ne´cessaires a` une utilisation dans une
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taˆche de classification, il est souhaitable de maximiser directement a` chaque ite´ration
de EM ces probabilite´s conditionnelles. Les auteurs montrent l’inte´reˆt de leur approche
dans une taˆche de reconnaissance de caracte`res manuscrits (code´s sous forme de chaˆınes
en utilisant les codes de Freeman [Fre61]), en comparaison avec la distance apprise dans
[RY98] et la distance de Levenshtein classique.
Une comparaison des mode`les ge´ne´ratifs et discriminatifs peut eˆtre trouve´e dans
[BT04]. De manie`re ge´ne´rale, les mode`les ge´ne´ratifs ont une variance plus faible mais un
biais important alors que les mode`les discriminatifs ont un biais moindre mais une plus
grande variance. Ces derniers doivent eˆtre donc privile´gie´s si nous disposons de beaucoup
de donne´es d’apprentissage. Ce sont donc les contraintes lie´es a` l’application traite´e qui
imposeront le choix de tel ou tel mode`le. Nous trouverons dans le chapitre suivant une
expe´rimentation portant sur la comparaison de ces deux approches.
Malgre´ des contraintes algorithmiques fortes, notons que nous trouvons dans la litte´ra-
ture des mode`les s’appliquant a` la distance d’e´dition entre graphes [GXTL10]. Tradition-
nellement, les ope´rations applicables aux graphes sont l’insertion d’un nœud, la de´le´tion
d’un nœud, la substitution de deux nœuds, l’insertion d’un arc, la de´le´tion d’un arc et la
substitution de deux arcs. Ces ope´rations permettent de mode´liser les diffe´rentes distor-
sions possibles entre deux graphes. Par soucis de simplification, nous pouvons admettre
que le couˆt de chaque ope´ration de´pend seulement du label associe´ au nœud ou a` l’areˆte.
Le calcul de la distance d’e´dition entre graphes est alors tre`s similaire au calcul de la dis-
tance d’e´dition entre chaˆınes, i.e. il correspond a` la valeur du script d’e´dition (compose´
de six types d’ope´ration) de couˆt minimal. Le calcul de la distance e´tant NP-difficile en
le nombre de nœuds du graphe, l’utilisation de cette distance est limite´e a` des graphes de
petite taille et l’emploi d’heuristiques est ne´cessaire pour appre´hender des graphes plus
importants.
Malgre´ cette contrainte algorithmique, dans [NB07], les auteurs proposent une version
stochastique de la DE entre graphes sur le meˆme mode`le que celui utilise´ dans [RY98]
dans le cadre des chaˆınes. Pour approximer la densite´ de chacune des ope´rations d’e´dition,
les auteurs sugge`rent d’inse´rer un me´lange de densite´s gaussiennes. Ils proposent d’en
utiliser une par type d’ope´ration : de´le´tion de nœuds, insertion de nœud, substitution
de nœud et trois autres pour les ope´rations sur les areˆtes. Les auteurs ont expe´rimente´
leur approche sur une taˆche de clustering de caracte`res dessine´s uniquement avec des
lignes droites (lettres A, E, F, H, I, K, L, M, N, T, V, W, X, Y, Z). Ils montrent
expe´rimentalement que l’apprentissage permet d’obtenir un clustering de meilleure qua-
lite´.
Comme nous l’avons de´ja` mentionne´, les mode`les memoryless associent a` chaque
ope´ration d’e´dition une unique probabilite´. Cependant, pour certains proble`mes, il semble
inte´ressant de pouvoir de´finir la probabilite´ d’une ope´ration en fonction d’un contexte
donne´. Par exemple, supposons que nous voulons apprendre un mode`le de correction
pour les mots du langage a⋆b⋆ : l’ensemble des mots qui sont compose´s d’une suite de a,
suivie d’une suite de b. Pour ce faire, le mode`le devra eˆtre capable de mode´liser le fait que
dans la premie`re partie du mot (la suite de a), les ope´rations (a, a) et (b, a) devront avoir
une forte probabilite´ tandis que les ope´rations (b, b) et (a, b) seront impossibles. Dans la
seconde partie du mot, les probabilite´s devront s’inverser. Ce petit exemple montre que










Fig. 2.2 – (a) Un pair-HMM memoryless pour l’alignement local. (b) Un pair-HMM
non-memoryless pour la distance d’e´dition, a` chaque e´tat une matrice de probabilite´s
d’e´dition δi est assigne´e.
l’utilisation d’un mode`le a` un e´tat est insuffisant pour traiter certains types de proble`mes,
ce qui justifie l’inte´reˆt de conside´rer plusieurs e´tats pour repre´senter diffe´rents contextes.
2.3.3 Machine d’e´dition a` plusieurs e´tats
Dans cette section, nous pre´sentons des mode`les permettant de de´finir des probabilite´s
d’ope´rations d’e´dition conditionnellement a` un contexte a` l’aide de machines a` plusieurs
e´tats.
Une premie`re approche possible est de s’inspirer des pair-HMMs introduits en bio-
informatique par [DEKM98] pour l’alignement de chaˆınes d’ADN et pre´sente´e dans le
Chapitre 1. Il est possible de modifier l’algorithme d’apprentissage des HMMs (reposant
e´galement sur EM) pour l’adapter a` des paires de chaˆınes.
Le mode`le ge´ne´ratif ainsi appris, pre´sente´ dans la Figure 2.2(a), est utilise´ pour cal-
culer des alignements locaux entre chaˆınes d’ADN. Dans ce contexte, la machine est
constitue´e de trois e´tats correspondant a` trois types d’ope´rations diffe´rentes : un pour les
substitutions sub, un pour les de´le´tions del et un pour les insertions ins. Quoique dispo-
sant de 3 e´tats, ce mode`le original reste ne´anmoins memoryless, mais peut eˆtre e´tendu a`
des mode`les non-memoryless, si l’ensemble des ope´rations d’e´dition (substitution, inser-
tion et de´le´tion) est alors possible dans chaque e´tat de la machine (voir Fig. 2.2(b)). Soit
Q l’ensemble d’e´tats associe´ a` un pair-HMM, pour de´finir une distribution de probabilite´










aqq′ = 1, (2.6)
5Ces proprie´te´s doivent eˆtre comple´te´es par les notions d’accessibilite´s et de co-accessibilite´ des e´tats
[DDE05].









Fig. 2.3 – Transducteur stochastique de´duit d’un automate probabiliste appris a` partir
de chaˆınes repre´sentant les scripts d’e´dition entre les paires de se´quences d’apprentissage.
avec aqq′ la probabilite´ de transition entre l’e´tat q et q
′. Notons que dans l’E´quation 2.5,
δq(#) repre´sente la probabilite´ que l’e´tat soit final et contrairement a` l’E´quation 2.2,
δq(#) peut eˆtre e´gal a` 0 dans certains e´tats.
Un des inconve´nients de ce type de mode`le est que la structure doit eˆtre fixe´e a
priori. L’apprentissage revient alors a` optimiser les parame`tres conditionnellement a`
cette structure.
Dans [BJS06], les auteurs utilisent un algorithme d’infe´rence d’automates probabi-
listes par fusion d’e´tats pour apprendre a` la fois la structure (les e´tats) et les parame`tres
(les probabilite´s d’e´dition) d’un mode`le discriminatif. Infe´rer la structure permet donc
d’apprendre automatiquement les contextes d’e´dition. Chaque transition est e´tiquete´e par
une ope´ration d’e´dition et une probabilite´ finale est assigne´e a` chaque e´tat (voir Fig. 2.3).
Dans le but d’apprendre la structure, le processus suivant est re´pe´te´ jusqu’a` convergence :
– Construction des alignements optimaux (chemin de Viterbi) entre les diffe´rentes
paires d’exemples de l’e´chantillon d’apprentissage. E´tant donne´s ces alignements,
un algorithme classique d’infe´rence grammaticale (e.g. ALERGIA [CO94] ou MDI
[TDdlH00]) est utilise´ pour apprendre la structure du nouveau mode`le.
– Normalisation des parame`tres sous les contraintes suivantes :




′|λ), q′) = 1 (2.7)
et








′|l), q′) = 1, (2.8)
ou` t(q, δq(l
′|l), q′) est la probabilite´ de transition entre l’e´tat q et q′ par l’ope´ration
(l′|l). Ces e´quations sont une transposition des contraintes des E´quations 2.3 et 2.4,
valables pour les transducteurs a` un e´tat, dans ce nouveau contexte a` plusieurs
e´tats.
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Fig. 2.4 – CRF pour l’apprentissage de la distance d’e´dition.
Qu’il s’agisse de pair-HMMs ou de transducteurs a` plusieurs e´tats, il est donc possible
avec les mode`les pre´ce´dents de prendre en compte le contexte. De plus, apprendre auto-
matiquement cette structure peut permettre d’extraire de la connaissance a posteriori en
interpre´tant ces contextes. Dans la section suivante, nous montrons qu’il est e´galement
possible d’utiliser de la connaissance a priori pour apprendre un mode`le d’e´dition.
2.3.4 Machine d’e´dition a` plusieurs e´tats avec ajout de connais-
sances
Dans [MBP05], les auteurs proposent d’utiliser les CRFs (Conditionnal Random
Fields [LMP01]) dans le cadre de l’apprentissage de la distance d’e´dition entre chaˆınes.
Le principal inte´reˆt de ce mode`le discriminatif est l’incorporation de connaissance du do-
maine durant l’apprentissage. Cette adaptation des CRFs se pre´sente sous la forme d’une
machine a` e´tats finis permettant le calcul d’une probabilite´ conditionnelle d’une paire
de chaˆınes. Elle est compose´e de deux ensembles disjoints d’e´tats : un pour les chaˆınes
similaires (sim) et un pour les chaˆınes dissimilaires (sim). Il existe un unique e´tat initial
qui me`ne dans l’un ou l’autre des ensembles. De plus, notons qu’il n’existe aucune tran-
sition entre les deux ensembles (voir Fig. 2.4). L’inte´gration de connaissance est possible
par l’utilisation de features (e.g. “un des caracte`res courant est nume´rique”, “les ca-
racte`res forment un acronyme”, “ne pas tenir compte des mots entre parenthe`ses”, etc.).
Les transitions du mode`le sont e´tiquete´es soit par des features soit par des ope´rations
d’e´dition.
Dans ce mode`le, les parame`tres sont estime´s par l’algorithme EM. Il est a` noter
que les auteurs ont besoin ici d’exemples positifs et ne´gatifs. En effet, le mode`le est
construit autour des deux ensembles d’e´tats. Nous avons donc les exemples positifs pour
le groupe d’e´tats concernant les chaˆınes similaires et les exemples ne´gatifs (i.e. dissimi-
laires) qui sont donc positifs pour le groupe des e´tats concernant ce type de chaˆınes. Les
expe´rimentations ont e´te´ mene´es dans le cadre de la de´sambigu¨ısation de noms (adresse
de restaurants, citations d’article) et ont montre´ de meilleurs re´sultats par rapport a` la
distance de Levenshtein et la distance apprise suivant [RY98].
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2.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ l’e´tat de l’art des mode`les permettant l’ap-
prentissage de parame`tres de similarite´s d’e´dition. Ces travaux ont principalement porte´
sur des similarite´s entre chaˆınes et posse`dent des caracte´ristiques diffe´rentes. Nous avons,
en effet, pu voir que les mode`les a` un e´tat [RY98, OS06], dits memoryless, sont simples,
efficaces mais ne permettent pas une prise en compte du contexte pour de´finir les valeurs
des couˆts des ope´rations d’e´dition. Ceci peut, par contre, eˆtre re´alise´ par des machines
a` e´tats [DEKM98, BJS06], qui, quoi que plus complexes a` apprendre, permettent ainsi
d’appre´hender des situations ou` les couˆts d’une meˆme ope´ration peuvent e´voluer durant
l’e´dition. Enfin, nous avons vu que l’adaptation des CRF a` l’apprentissage de distance
d’e´dition [MBP05], permet de tenir compte de features des donne´es d’apprentissage et
donc d’une certaine manie`re de connaissance a priori. Cependant, ce mode`le ne´cessite
de disposer d’exemples positifs et ne´gatifs et ne permet pas d’interpre´tation a posteriori
du mode`le.
Un premier constat peut eˆtre fait a` l’issue de ce chapitre. Tre`s peu de travaux ont
porte´ sur les arbres et les graphes, principalement pour des raisons algorithmiques. Si
l’apprentissage de similarite´s d’e´dition entre graphes contraint alors de travailler sur
de petites structures, et en limitant l’ensemble des ope´rations possibles, nous pensons
que l’apprentissage sur des donne´es arborescentes peut eˆtre re´solu de manie`re efficace.
Compte tenu e´galement du fait que les structures arborescentes sont de plus en plus
exploite´es dans de nombreuses applications (notamment lie´es au Web), une premie`re
contribution de cette the`se a e´te´ de proposer des algorithmes d’apprentissage de similarite´
d’e´dition entre arbres. C’est le sujet du chapitre suivant.
D’autre part, afin de contourner les limites des mode`les actuels sur les se´quences,
nous avons travaille´ ensuite sur un nouveau type de machine d’e´dition, appele´es CSMs
(Constrained State Machines). Ce mode`le que nous pre´senterons en tant que deuxie`me
contribution dans le Chapitre 4 a les caracte´ristiques suivantes :
– Utilisation d’un ensemble fini d’e´tats pour la mode´lisation de contextes.
– De´finition d’une matrice de probabilite´ d’ope´rations d’e´dition par e´tat dans le but
de pouvoir exploiter le mode`le a posteriori.
– Ajout de connaissance a priori par l’ajout de contraintes sur les transitions du
mode`le propose´.

3 Un modèle memoryless pour les
arbres
Re´sume´
Dans ce chapitre, nous pre´sentons une me´thode probabiliste pour apprendre des mode`les
joints et conditionnels de similarite´s d’e´dition stochastiques entre arbres. Nous mon-
trons sur plusieurs se´ries d’expe´rimentations qu’il est alors possible d’apprendre les couˆts
des ope´rations d’e´dition permettant d’ame´liorer les distances d’e´dition classiques entre
arbres. Nous pre´sentons e´galement SEDiL, plateforme logicielle, qui est disponible pour
la communaute´ Machine Learning pour effectuer des expe´rimentations avec les distances
d’e´dition entre chaˆınes, et arbres.
Les articles suivants ont e´te´ tire´s du travail pre´sente´ dans ce chapitre :
– Laurent Boyer, Amaury Habrard, et Marc Sebban. Learning metrics between tree
structured data: Application to image recognition. Dans European Conference on
Machine Learning (ECML), volume LNCS 4701, pages 54–66. Springer, 2007.
– Marc Bernard, Laurent Boyer, Amaury Habrard, et Marc Sebban. Learning pro-
babilistic models of tree edit distance. Pattern Recognition, 41(8) : 2611–2629,
2008.
– Laurent Boyer, Yann Esposito, Amaury Habrard, Jose´ Oncina, et Marc Sebban.
SEDiL: Software for edit distance learning. Dans European Conference on Machine
Learning and Knowledge Discovery in Databases (ECML/PKDD), volume LNCS
5212, pages 672–677. Springer, 2008.
3.1 Introduction
Ces dernie`res anne´es ont vu apparaˆıtre un inte´reˆt grandissant pour les donne´es struc-
ture´es sous forme d’arbres dans les domaines de l’apprentissage automatique et de la
reconnaissance de formes. L’utilisation de structures d’arbre dans les mode`les permet, en
effet, d’appre´hender des taˆches complexes telles que l’extraction de donne´es sur le Web, la
pre´diction de structure biologique (ARN), la reconnaissance de la musique, ou encore la
transformation de donne´es semi-structure´es (e.g., les documents XML). Nous pouvons no-
ter que dans ces applications, l’appel a` des similarite´s entre arbres est souvent ne´cessaire.
Dans ce contexte, la distance d’e´dition (DE) entre arbres a e´te´ au cœur de nombreux tra-
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vaux de recherches ces dernie`res anne´es. Comme nous l’avons e´voque´ pre´ce´demment, dans
son utilisation classique, la DE requiert l’utilisation de couˆts d’e´dition souvent arbitraires
et fixe´s a priori. Dans ce chapitre, nous nous concentrons sur l’apprentissage automatique
d’une distance d’e´dition stochastique entre arbres, ou dit autrement, sur l’apprentissage
des probabilite´s de chacune des ope´rations d’e´dition. Nous nous inte´ressons a` deux types
d’approches probabilistes. La premie`re construit un mode`le ge´ne´ratif de la DE a` par-
tir d’une distribution jointe des ope´rations d’e´dition, tandis que la seconde ge´ne`re une
distribution conditionnelle pour de´finir un mode`le discriminatif. L’apprentissage de ces
distributions se fait a` l’aide de l’adaptation de l’algorithme Expectation-Maximisation
de´crit en Section 2.3.1.
La suite de ce chapitre est organise´e comme suit : nous pre´senterons en Section 3.2
quelques de´finitions ge´ne´riques sur les arbres. Dans la Section 3.3, nous de´crirons notre
premie`re contribution visant a` apprendre les parame`tres d’e´dition dans le cadre de
la distance de Selkow [Sel77], qui est une des deux distances d’e´dition standard sur
les arbres. Nous montrerons en Section 3.4 l’inte´reˆt de notre approche a` travers deux
expe´rimentations : la premie`re sur des donne´es artificielles pour comparer les approches
jointe et conditionnelle et ensuite sur une taˆche de reconnaissance de formes pour mon-
trer l’apport de l’apprentissage d’une telle similarite´ dans un processus de reconnaissance
d’e´criture manuscrite. Dans la Section 3.5, nous pre´senterons notre seconde contribution
sur les arbres, portant sur l’apprentissage des parame`tres de la distance d’e´dition de´finie
selon la distance de Zhang & Shasha [ZS89]. La diffe´rence avec la distance pre´ce´dente
vient, comme nous le verrons, du type des ope´rations d’e´dition autorise´es. Enfin nous
pre´senterons, en Section 3.6 une plateforme d’expe´rimentation, baptise´e SEDiL, qui est
propose´e en libre acce`s a` la communaute´ en apprentissage.
3.2 De´finitions ge´ne´riques des arbres
Dans la suite de ce chapitre, nous conside´rons des arbres ordonne´s, d’arite´ arbitraire.
De´finition 3.1 (Arbre) Soient V un ensemble de nœuds. Nous de´finissons un arbre de
manie`re re´cursive comme suit : un nœud est un arbre, e´tant donne´s T arbres a1, . . . , aT
et un nœud r ∈ V, x = r(a1, . . . , aT ) est un arbre. ρ(x) = r est la racine de r(a1, . . . , aT )
et a1, . . . , aT sont des sous-arbres.
De´finition 3.2 (Arbre e´tiquete´) Soit Σ un ensemble de symboles, et soit λ /∈ Σ le
symbole vide. Soit l : V → Σ une fonction d’e´tiquetage. r(a1, . . . , aT ) est un arbre e´tiquete´
si l’ensemble de ses nœuds sont e´tiquete´s suivant l.
Par soucis de simplification, nous de´finissons un arbre e´tiquete´ avec la notation
l(a1, . . . , aT ) avec l l’e´tiquette de v. Notons T (Σ) l’ensemble de tous les arbres e´tiquete´s
construits a` partir de l’alphabet Σ.
Les algorithmes de calcul de distance d’e´dition ne´cessitent de de´finir la notion de
foreˆt.
De´finition 3.3 (Foreˆt) Une foreˆt F = {a1, . . . , aT } est une se´quence d’arbres. F est
une foreˆt ordonne´e s’il existe un ordre gauche-droite entre les arbres et si chaque arbre
est ordonne´.




Fig. 3.1 – Repre´sentation graphique de l’arbre a(b, c(d, e)).
De´finition 3.4 Soit F une foreˆt, et ρ(a) la racine d’un arbre a ∈ F . F − a est la foreˆt
obtenue en supprimant l’arbre a de F . F − ρ(a) est la foreˆt obtenue a` partir de F en
supprimant le nœud ρ(a). Les enfants de ρ(a) deviennent une se´quence d’arbres de la
foreˆt re´sultante F − ρ(a). f(a) est une foreˆt compose´e des enfants du nœud ρ(a).
Exemple. Soit l’arbre x = a(b, c(d, e)) repre´sente´ graphiquement dans la Figure 3.1,
ρ(x) = a est la racine de l’arbre. f(x) = {b, c(d, e)} est la foreˆt constitue´e des fils
de l’arbre enracine´ en ρ(x). Soit x2 = c(d, e) l’arbre le plus a` droite de la foreˆt f(x),
f(x) − x2 = {b} est la foreˆt obtenue en supprimant l’arbre x2. f(x) − ρ(x2) = {b, d, e}
est la foreˆt obtenue par suppression du nœud ρ(x2). ◦
Les techniques d’apprentissage que nous allons proposer ne´cessitent l’utilisation de
paires d’arbres. Dans la suite, nous utilisons les notations l(a1, . . . , aT ) et l
′(b1, . . . , bV )
lorsque la de´finition re´cursive des arbres est ne´cessaire. Sinon, nous utilisons la notation
x et y pour de´signer les arbres de ces paires.
3.3 DE selon Selkow
Dans cette section, nous faisons appel a` la DE de´finie par Selkow [Sel77] qui autorise
la de´le´tion et l’insertion de sous-arbres entiers. L’utilisation d’une telle distance peut eˆtre
inte´ressante dans le cas des documents HTML. Par exemple, conside´rons un ensemble
d’items d’une liste (Fig. 3.2(a)), il semble non pertinent de supprimer le nœud <UL> sans
supprimer les nœuds <LI>.
Dans ce cas pre´cis, nous pre´fe´rerons donc supprimer le sous-arbre entier <UL>(<LI>,<LI>)
(Fig. 3.2(c)) plutoˆt que de faire remonter les enfants de <UL> comme fils de <BODY>
(Fig. 3.2(b)). Un effet direct de ce choix d’ope´ration d’e´dition re´side dans la simplification
du calcul de la DE. Nous verrons en Section 3.5 avec la DE de Zhang & Shasha que cette
strate´gie permet en effet de re´duire fortement la complexite´ algorithmique.
3.3.1 Ope´rations et couˆts d’e´dition
Dans cette section, les ope´rations d’e´dition utilise´es pour transformer un arbre d’en-
tre´e l(a1, . . . , aT ) en un arbre dit de sortie l
′(b1, . . . , bV ) sont la substitution d’un label














Fig. 3.2 – Strate´gies de de´le´tion de nœuds.
l ∈ Σ par un autre l′ ∈ Σ (note´e (l, l′)), la de´le´tion d’un sous-arbre ai (note´e (ai, λ))
et l’insertion d’un sous-arbre bj (note´e (λ, bj)) (Fig. 3.3). Comme nous allons le voir,
ces deux dernie`res ope´rations peuvent re´cursivement se de´river afin d’avoir in fine a`
appliquer des ope´rations d’insertion et de de´le´tion de symboles.
Soit une fonction de couˆt δ de´finie sur l’ensemble de ces ope´rations d’e´dition indivi-
duelles. E´tant donne´ que la de´le´tion et l’insertion d’un sous-arbre sont, respectivement,
de´finies re´cursivement par la suppression et l’ajout d’un ensemble de nœuds, le couˆt δt
de de´le´tion ou d’insertion d’un arbre peut eˆtre directement de´fini a` partir de la fonction
de couˆt individuel δ. Formellement, δ est une fonction de´finie sur (Σ ∪ {λ})2\{(λ, λ)}
vers [0, 1].
Le couˆt de de´le´tion d’un arbre peut eˆtre re´cursivement calcule´ comme suit :




Comme de´ja` mentionne´ pre´ce´demment, la matrice de couˆts δ est habituellement
fixe´e a priori. Par exemple, si nous conside´rons le Tableau 3.4 et l’arbre b(c, d) alors
δt(b(c, d), λ) = δ(b, λ) + δt(c, λ) + δt(d, λ) = δ(b, λ) + δ(c, λ) + δ(d, λ) = 1.5.
Sur le meˆme principe, l’insertion d’un arbre ne´cessite l’ajout successif des diffe´rents
nœuds le constituant :
δt(λ, l





Par exemple, si nous conside´rons la matrice pre´sente´e dans le Tableau 3.4 et l’arbre
b(c, d) alors δt(λ, b(c, d)) = δ(λ, b) + δt(λ, c) + δt(λ, d) = δ(λ, b) + δ(λ, c) + δ(λ, d) = 1.5.
Avec les expressions 3.1 et 3.2, nous sommes de´sormais en mesure de calculer une DE
entre arbres.
3.3.2 Algorithme classique de calcul de la DE selon Selkow
Soient F1 et F2 deux foreˆts et x et y les arbres les plus a` droite de F1 et F2 respective-
ment. Soit δ une fonction de couˆt sur les paires de symboles, repre´sentant les ope´rations







Fig. 3.3 – Ope´rations autorise´es dans l’algorithme de DE de Selkow (a) Substitution de
l par l′ ; (b) De´le´tion de ai ; (c) Insertion de bj .
δ λ a b c d
λ − 0.5 0.5 0.5 0.5
a 0.5 0 1 1 1
b 0.5 1 0 1 1
c 0.5 1 1 0 1
d 0.5 1 1 1 0
Tab. 3.4 – Un exemple de matrice δ.
d’e´dition e´le´mentaires entre symboles. La DE d(F1, F2) dans le cas ge´ne´ral des foreˆts est
donne´e par :
d(λ, λ) = 0
d(F1, λ) = d(F1 − x, λ) + δt(x, λ)
d(λ, F2) = d(λ, F2 − y) + δt(λ, y)
d(F1, F2) = min


d(F1 − x, F2) + δt(x, λ)
d(F1, F2 − y) + δt(λ, y)
d(F1 − x, F2 − y) + d(f(x), f(y)) + δ(l(ρ(x)), l(ρ(y))).
Dans le pseudo-code ci-dessus, nous pouvons noter que les trois ope´rations d’e´dition
sont prises en compte et que la moins couˆteuse est retenue comme dans le cas de la
distance d’e´dition entre chaˆınes. La principale diffe´rence provient du double niveau de
re´cursion ope´re´ dans le cas des arbres, un en largeur et un en profondeur. La Figure 3.5
montre un exemple de script d’e´dition entre les arbres a(b, a(b, c)) et a(c, a(c)).























(a, a) (b, c)
(a, a)
(b, λ)(c, c)
Fig. 3.5 – Exemple de script d’e´dition entre les arbres a(b, a(b, c)) et a(c, a(c)).
Notons que la distance peut eˆtre efficacement calcule´e en utilisant la programmation
dynamique. Dans ce calcul, nous admettons que la matrice δ nous est donne´e en entre´e.
Nous allons montrer que nous pouvons automatiquement apprendre cette fonction de
couˆts a` partir d’un e´chantillon d’apprentissage de paires d’arbres. Notre approche sto-
chastique est base´e sur une adaptation de l’algorithme EM (pre´sente´ en Section 2.3.1), qui
permet l’estimation de parame`tres cache´s (ici la fonction δ) d’un mode`le probabiliste a`
partir d’un e´chantillon d’apprentissage. Dans ce nouveau contexte, la DE que nous allons
de´finir devient une fonction probabiliste. L’objectif est donc d’apprendre un ensemble de
probabilite´s d’e´dition et non plus de couˆts. Dans la suite, δ(l, l′) repre´sentera donc la
probabilite´ de changer un symbole l en un symbole l′. Dans ce contexte stochastique,
nous pourrons ainsi accepter que la probabilite´ d’une ope´ration d’e´dition (l, l) ne soit
donc pas toujours e´gale a` 1 (ce qui peut eˆtre d’ailleurs souhaite´ dans le cas de situations
bruite´es). Comme nous l’avons de´ja` mentionne´, par abus de langage, nous continuerons
dans la suite a` utiliser le terme de distance d’e´dition DE, meˆme s’il s’agira en fait d’une
similarite´ d’e´dition, certaines proprie´te´s d’une me´trique n’e´tant plus respecte´es.
Dans la suite de cette section, nous proposons deux solutions pour apprendre une
DE stochastique entre arbres. La premie`re solution propose l’apprentissage d’un mode`le
ge´ne´ratif tandis que la seconde apprend directement un mode`le discriminatif. La diffe´-
rence entre les deux approches se situe dans l’e´tape de Maximisation de l’algorithme
EM.
3.3.3 Apprentissage d’une DE stochastique jointe
Fonctions forward et backward
Pour apprendre la matrice δ, notre adaptation de l’algorithme EM utilise deux fonc-
tions auxiliaires appele´es forward (α) et backward (β), qui sont respectivement de´finies
dans les Algorithmes 3.6 et 3.7 et qui renvoient la probabilite´ jointe pδ de transformer
un arbre l(a1, . . . , ai) en un autre l
′(b1, . . . , bj) avec les parame`tres d’e´dition courants δ.
Notons que les caracte`res en gras sont utilise´s pour les appels re´cursifs tandis que les
caracte`res de fonte normale de´crivent des valeurs stocke´es temporairement.
Ces deux fonctions prennent en argument une paire d’arbres et calculent la probabilite´
de tous les scripts d’e´dition applicables entre les deux arbres. D’un point de vue algo-
3.3. DE selon Selkow 43
Algorithme 3.6 : Fonction forward α(l(a1, . . . , ai), l
′(b1, . . . , bj))
Donne´es : Deux arbres l(a1, . . . , ai) et l
′(b1, . . . , bj) et δ une matrice de
probabilite´s d’e´dition.
Re´sultat : pδ(l(a1, . . . , ai), l
′(b1, . . . , bj)).
Soit α[0..i, 0..j] une matrice de taille (i+ 1)× (j + 1) ;
α[0, 0]← δ(l, l′) ;
pour t de 0 a` i faire
pour v de 0 a` j faire
si (t > 0) ou (v > 0) alors α[t, v]← 0 ;
si (t > 0) alors α[t, v]← α[t, v] +α(at, λ)× α[t− 1, v] ;
si (v > 0) alors α[t, v]← α[t, v] +α(λ, bv)× α[t, v − 1] ;
si (t > 0) et (v > 0) alors α[t, v]← α[t, v] +α(at, bv)× α[t− 1, v − 1] ;
retourner α[i, j] ;
Algorithme 3.7 : Fonction backward β(l(ai, . . . , aT ), l
′(bj , . . . , bV ))
Donne´es : Deux arbres l(ai, . . . , aT ) et l
′(bj , . . . , bV ), 1 ≤ i ≤ T et 1 ≤ j ≤ V et δ
une matrice de probabilite´s d’e´dition.
Re´sultat : pδ(l(ai, . . . , aT ), l
′(bj , . . . , bV )).
Soit β[0..T, 0..V ] une matrice de taille (T + 1)× (V + 1) ;
β[T, V ]← 1 ;
pour t de T a` i− 1 faire
pour v de V a` j − 1 faire
si (t < T ) ou (v < V ) alors β[t, v]← 0 ;
si (t < T ) alors β[t, v]← β[t, v] + β(at+1, λ)× β[t+ 1, v] ;
si (v < V ) alors β[t, v]← β[t, v] + β(λ, bv+1)× β[t, v + 1] ;
si (t < T ) et (v < V ) alors β[t, v]← β[t, v] +β(at+1, bv+1)×β[t+1, v+1] ;
si (i = 1) et (j = 1) alors retourner β[0, 0]× δ(l, l′) ;
sinon retourner β[i− 1, j − 1] ;
rithmique, cela requiert de calculer re´cursivement les probabilite´s d’e´dition entre paires
de sous-arbres dont les racines sont situe´es a` la meˆme profondeur. Bien que les processus
soient diffe´rents, les fonctions sont syme´triques et donnent la meˆme probabilite´ finale :
pδ(l(a1, . . . , aT ), l
′(b1, . . . , bV ))
= α(l(a1, . . . , aT ), l
′(b1, . . . , bV ))
= β(l(a1, . . . , aT ), l
′(b1, . . . , bV )).
La fonction forward visite la racine puis les fils de la gauche vers la droite alors que la
fonction backward commence par les fils de la droite vers la gauche et ensuite la racine.
La Figure 3.8 illustre ces deux algorithmes de complexite´ quadratique en le nombre de
nœuds des arbres en utilisant la programmation dynamique. Notons que contrairement a`
la distance standard, nous remplac¸ons la fonction minimum par la somme des probabilite´s
sur l’ensemble des chemins permettant de transformer un arbre en un autre. En effet,
l’objectif e´tant d’apprendre in fine une distribution de probabilite´ sur les scripts d’e´dition,
la notion de couˆt minimal devient obsole`te. Par contre, si l’objectif est de conserver un
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a1 at aT b1 bv bV
l l′
(a)
a1 at aT b1 bv bV
l l′
(b)
Fig. 3.8 – (a) E´valuation de α(l(a1, . . . , at), l
′(b1, . . . , bv)) avec l’algorithme forward ;
(b) E´valuation de β(l(at, . . . , aT ), l











Fig. 3.9 – Un arbre x, un contexte C[ ] de profondeur depthc(C[ ]) = 1 et l’arbre re´sultat
C[x].
seul chemin, nous pouvons nous restreindre au chemin le plus probable, appele´ script
de Viterbi (voir Section 2.3.1). Pour l’obtenir, il suffit de remplacer les sommes par un
maximum.
E´tape Expectation
Durant la phase Expectation, le but est d’estimer l’espe´rance des e´ve´nements cache´s,
i.e. les ope´rations d’e´dition utilise´es pour transformer un arbre en un autre. Ces espe´-
rances sont stocke´es dans une matrice auxiliaire γ de dimension (|Σ|+1)× (|Σ|+1). Ce
processus prend une paire d’apprentissage (x, y) en entre´e. Ensuite, pour chaque sous-
arbre (at, bv), ou` at est un sous-arbre de x et bv un sous-arbre de y, et ou` at et bv sont a` la
meˆme profondeur dans x et dans y, l’algorithme accumule l’espe´rance des trois ope´rations
d’e´dition que sont la de´le´tion de at, l’insertion de bv et la substitution de l(at) par l(bv).
Comme at et bv sont des sous-arbres, le calcul de ces espe´rances ne´cessite de prendre
en compte non seulement leurs fre`res mais aussi les restes des deux arbres x et y qui ne
sont pas directement concerne´s par at et bv. Nous appelons ces parties des contextes.
De´finition 3.5 (Contexte) Un contexte C[ ] est un arbre non-vide ou` exactement une
feuille (un nœud sans sous-arbre) est e´tiquete´e par le symbole $ tel que $ /∈ Σ ∪ {λ}. Si
C[ ] est un contexte et x un arbre, C[x] de´note l’arbre obtenu en substituant le nœud
e´tiquete´ $ par x (voir Fig. 3.9). La profondeur d’un contexte C[ ], note´ depthC(C[ ]),
correspond a` la profondeur du nœud e´tiquete´ $.
Cette de´finition permet de comprendre ce qui est fait dans l’Algorithme 3.12. Concen-
trons nous sur le cas de la substitution, qui est l’ope´ration la plus ge´ne´rale, pre´sente´e
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 l  l
a1 at−1 at+1at aT b1 bv−1 bv+1bv
α(l(a1, . . . , at−1), l
′(b1, . . . , bv−1)) β(l(at+1, . . . , aT ), l
′(bv+1, . . . , bV ))
α(at, bv)
C[ ] C ′[ ]
αβ(C[ ], C ′[ ])
bV
Fig. 3.10 – Explication graphique de la substitution (at, bv).
Algorithme 3.11 : αβ(C[ ], C ′[ ])
Donne´es : Deux contextes C[ ] et C ′[ ].
Re´sultat : Probabilite´ de la paire (C[ ], C ′[ ]).
si C[ ] = $ et C ′[ ] = $ alors retourner 1 ;
sinon
Soit l,l′ deux e´tiquettes, Cl[ ] et Cl′ [ ] deux contextes et (T − 1) + (V − 1)
arbres a1, . . . , at−1, at+1, . . . , aT , b1, . . . , bv−1, bv+1, . . . , bV tel que
C[ ] = l(a1, . . . , at−1, Cl[ ], at+1, . . . , aT ) et
C ′[ ] = l′(b1, . . . , bv−1, Cl′ [ ], bv+1, . . . , bV ) ;
A← α(l(a1, . . . , at−1), l
′(b1, . . . , bv−1))× β(l(at+1, . . . , aT ), l
′(bv+1, . . . , bV )) ;
retourner A×αβ(Cl[ ], Cl′ [ ]) ;
dans la Figure 3.10 :
– La fonction αβ, de´crite dans l’Algorithme 3.11, calcule la probabilite´ jointe de deux
contextes C[ ] de at et C
′[ ] de bv. Nous appelons cette fonction αβ car elle utilise
la fonction forward et la fonction backward pour calculer respectivement la partie
droite et la partie gauche des contextes.
– La fonction forward est utilise´e pour calculer la probabilite´ des parties a` gauche,
i.e. α(l(a1, . . . , at−1), l
′(b1, . . . , bv−1)), tandis que la fonction backward calcule celle
des parties a` droite, i.e. β(l(at+1, . . . , aT ), l
′(bv+1, . . . , bV )), de l’ope´ration de sub-
stitution entre at et bv.
– La fonction forward prend en compte l’ope´ration d’e´dition elle-meˆme ainsi que la
transformation des deux sous-arbres lie´s a` l’ope´ration, ce qui implique une simple
re´cursion verticale.
E´tape Maximisation et algorithme EM
L’e´tape Maximisation est cruciale dans l’algorithme EM. Elle repre´sente l’e´tape de
normalisation des espe´rances des valeurs γ(l, l′) obtenues pendant l’e´tape Expectation,
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Algorithme 3.12 : Expectation(x,y)
Donne´es : Deux arbres x et y.
Soit Paires{x,y} = {(at, bv)} avec at sous-arbre de x, bv sous-arbre de y tel qu’il
existe deux contextes C[ ] et C ′[ ] telle que depthC(C[ ]) = depthC(C
′[ ]) et
(T − 1) + (V − 1) arbres a1, . . . , at−1, at+1, . . . , aT et b1, . . . , bv−1, bv+1, . . . , bV tel
que x = C[l(a1, . . . , at−1, at, at+1, . . . , aT )] et
y = C ′[l′(b1, . . . , bv−1, bv, bv+1, . . . , bV )] ;
pour chaque paire (at, bv) ∈ Paires{x,y} faire
si (at 6= λ) alors /* de´le´tion */





si (bv 6= λ) alors /* insertion */





si (at 6= λ) et (bv 6= λ) alors /* substitution */





Algorithme 3.13 : Normalisation jointe(γ)
Donne´es : Une matrice γ d’espe´rance des ope´rations d’e´dition.
Re´sultat : Une matrice δ qui de´finit une distribution jointe des ope´rations
d’e´dition.
TA← 0 ;
pour chaque (a, b) ∈ (Σ ∪ {λ})2 faire
TA← TA+ γ(a, b) ;
pour chaque (a, b) ∈ (Σ ∪ {λ})2 faire
δ(a, b)← γ(a, b)/TA ;
l’objectif e´tant de maximiser la vraisemblance de l’e´chantillon d’apprentissage.
En plus de la maximisation de la vraisemblance, la normalisation va aussi permettre a`
la matrice δ de de´finir une distribution statistique. Dans l’Algorithme 3.13, en normalisant
simplement chaque espe´rance par le nombre total d’ope´rations d’e´dition effectue´es durant
l’ite´ration, nous assurons l’apprentissage d’une distribution jointe.
En combinant les Algorithmes 3.6, 3.7, 3.11, 3.12 et 3.13, nous sommes en mesure de
pre´senter le mode`le d’apprentissage de notre DE stochastique jointe (voir Alg. 3.14).
Notons que le processus est ite´ratif et est donc re´pe´te´ jusqu’a` convergence. Celle-ci
pourra eˆtre atteinte soit lorsqu’un certain nombre d’ite´rations est atteint, soit lorsque les
diffe´rentes probabilite´s ne changent pas de manie`re significative (des tests statistiques
peuvent eˆtre alors utilise´s) entre deux ite´rations.
Exemple. Dans le but d’aider le lecteur aux subtilite´s techniques des algorithmes pre´sen-
te´s dans les pages pre´ce´dentes, nous allons montrer un exemple d’exe´cution. Conside´rons
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Algorithme 3.14 : Expectation-Maximisation
Donne´es : LS : un ensemble d’apprentissage de paire d’arbres.
re´pe´ter
pour chaque (l, l′) ∈ (Σ ∪ {λ})2 faire
γ(l, l′)← 0 ;
γ(λ, λ)← |LS| ;














Fig. 3.15 – Exemple de paire d’apprentissage.
l’alphabet Σ = {a, b, c} et un ensemble d’apprentissage compose´ de l’unique paire d’arbres
(a(b, a(b, c)), a(c, a(c))) de´crite graphiquement dans la Figure 3.15.
La matrice δ est initialise´e de manie`re uniforme avec une valeur de 1/16 (i.e. 1(|Σ|+1)2 )
pour chaque ope´ration d’e´dition.
Le Tableau 3.16 pre´sente l’ensemble des 26 paires d’arbres et leurs contextes associe´s
pour la paire d’arbres e´tudie´e pour l’exe´cution de l’algorithme Expectation 3.12. No-
tons que pour mode´liser des ope´rations d’insertion ou de de´le´tion, c’est-a`-dire lorsque
at ou bv correspondent a` λ, nous ajoutons dans le contexte le $ a` l’endroit ou` se place
l’ope´ration. Par exemple dans la paire 4, pour l’arbre a(b, a(b, c)), nous repre´sentons une
insertion entre b et a(b, c) par le contexte C[] = a(b, $, a(b, c)) ; C[λ] correspondant alors
a` a(b, a(b, c)).
Voici un exemple d’exe´cution de l’algorithme αβ (Alg. 3.11) pour les contextes de la
paire 16.
αβ(a(b, $), a($, a(c)))
C[ ] = a(b, $) = a(b, Cl[ ])
C ′[ ] = a($, a(c)) = a(C ′l [ ], a(c))
A < −α(a(b), a)× β(a, a(a(c))) (1/162 × 1/162)
retour A×αβ($, $) (1/164).
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C[ ] at bv C
′[ ]
1 $ a(b, a(b, c)) a(c, a(c)) $
2 a($, b, a(b, c)) λ c a($, a(c))
3 a(b, $, a(b, c)) λ c a($, a(c))
4 a(b, a(b, c), $) λ c a($, a(c))
5 a($, b, a(b, c)) λ a(c) a(c, $)
6 a(b, $, a(b, c)) λ a(c) a(c, $)
7 a(b, a(b, c), $) λ a(c) a(c, $)
8 a($, a(b, c)) b λ a($, c, a(c))
9 a($, a(b, c)) b λ a(c, $, a(c))
10 a($, a(b, c)) b λ a(c, a(c), $)
11 a(b, $) a(b, c) λ a($, c, a(c))
12 a(b, $) a(b, c) λ a(c, $, a(c))
13 a(b, $) a(b, c) λ a(c, a(c), $)
14 a($, a(b, c)) b c a($, a(c))
15 a($, a(b, c)) b a(c) a(c, $)
16 a(b, $) a(b, c) c a($, a(c))
17 a(b, $) a(b, c) a(c) a(c, $)
18 a(b, a($, b, c)) λ c a(c, a($))
19 a(b, a(b, $, c)) λ c a(c, a($))
20 a(b, a(b, c, $)) λ c a(c, a($))
21 a(b, a($, c)) b λ a(c, a($, c))
22 a(b, a($, c)) b λ a(c, a($, c))
23 a(b, a(b, $)) c λ a(c, a(c, $))
24 a(b, a(b, $)) c λ a(c, a(c, $))
25 a(b, a($, c)) b c a(c, a($))
26 a(b, a(b, $)) c c a(c, a($))
Tab. 3.16 – Ensemble des paires d’arbres et leurs contextes associe´s a` la paire d’arbres
(a(b, a(b, c)), a(c, a(c))) pour l’exe´cution de l’algorithme Expectation 3.12.
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γ λ a b c Total
λ − 0.0053 0.0 0.2045 0.2098
a 0.0053 1.9931 0.0 0.0016 2
b 0.6585 0.0016 0.0 1.339 2
c 0.5460 0.0 0.0 0.4540 1
Tab. 3.17 – Matrice γ obtenue a` la fin de la premie`re ite´ration. La colonne Total de´crit
la distribution des symboles de l’arbre d’entre´e. i.e. le nombre de fois que chaque lettre de
Σ est utilise´e dans l’arbre d’entre´e. La valeur 0.2098 correspond a` l’espe´rance du nombre
d’insertion, e´tant donne´ la distribution courante δ. Nous avons omis la valeur γ(#) qui
est ici e´gale a` 1.0 apre`s la premie`re ite´ration.
De´veloppons maintenant l’exe´cution de α(a(b), a)).
α(a(b), a)
# i = 1, j = 0
t = 0, v = 0
α[0, 0] = 1/16
t = 1, v = 0
# t > 0 || v > 0
α[1, 0] = 0
# t > 0
α[1, 0]+ = α(b, λ)× α[0, 0] (1/16× 1/16)
retour α[1, 0] (1/162).
Enfin, l’exe´cution de β(a, a(a(c))) s’effectue comme suit :
β(a, a(a(c))) (les arbres a` l’origine sont : a(b, $) et a($, a(c)))
# T = 2, V = 2, i = 3, j = 2
t = 2, v = 2
β[2, 2] = 1
t = 2, v = 1
# t < T || v < V
β[2, 1] = 0
# v < V
β[2, 1]+ = β(λ, a(c))× β[2, 2] (1/162 × 1)
retour β[2, 1] (1/162).
La matrice γ obtenue apre`s la premie`re ite´ration est pre´sente´e dans le Tableau 3.17
tandis que la matrice δ correspondante est pre´sente´e dans le Tableau 3.18.
Apre`s 10 ite´rations, l’algorithme converge vers un optimum de´crit par la matrice δ
(Tableau 3.19). Notons que notre algorithme a correctement appris une solution maxi-
misant la vraisemblance de la paire (ou tout au moins une solution possible), consistant
en la de´le´tion du symbole c, la substitution de b par c, le a restant inchange´.
Avec une initialisation diffe´rente, qui donnerait une part plus importante aux sub-
stitutions d’un symbole par lui-meˆme, nous obtiendrions un mode`le pour lequel le a se
changerait en a, le c en c, et le symbole b se transformerait soit en c, soit il serait sup-
prime´. Ceci confirme que EM ne peut atteindre que des optima locaux. ◦
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δ λ a b c
λ − 0.00086 0.0 0.03294
a 0.00086 0.32096 0.0 0.00025
b 0.10604 0.00025 0.0 0.21577
c 0.0879 0.0 0.0 0.0731
Tab. 3.18 – Matrice δ obtenue a` la fin de la premie`re ite´ration. Notons que δ(#) =
.16107.
δ λ a b c
λ − 0.0 0.0 0.0
a 0.0 0.3333 0.0 0.0
b 0.0 0.0 0.0 0.3333
c 0.1667 0.0 0.0 0.0
Tab. 3.19 – Matrice δ obtenue apre`s 10 ite´rations. Notons que δ(#) = .1667, ce qui
signifie que le symbole terminal est pris en compte comme les autres symboles et qu’il
apparaˆıt avec une probabilite´ de 16 . Notons que les valeurs de δ somment a` 1.
Discussion
Notons que le cœur de l’e´tape de Maximisation est la normalisation qui nous permet
d’apprendre une distribution jointe sur les scripts d’e´dition et de de´finir par la meˆme
occasion une probabilite´ jointe pδ(x, y) [RY98]. Cependant, pour l’utilisation d’un tel
mode`le dans une taˆche de classification, nous avons besoin d’avoir a` disposition une
probabilite´ conditionnelle pδ(y|x). Une premie`re solution classique consiste a` calculer
pδ(y|x) a` partir de la valeur jointe telle que : pδ(y|x) = pδ(x, y)/pδ(x). Cependant, ceci
implique une de´pendance a` la distribution des exemples d’entre´es ge´ne´rant ainsi un biais.
Une autre solution consiste a` apprendre directement une distribution conditionnelle
pδ(y|x), i.e. un mode`le discriminatif. L’avantage de cette approche est de supprimer le
biais lie´ aux mode`les ge´ne´ratifs.
3.3.4 Apprentissage d’une DE stochastique conditionnelle
Dans cette section, nous visons donc a` apprendre un mode`le discriminatif. Nous
conside´rons de´sormais les ope´rations d’e´dition de manie`re conditionnelle. Elles seront
donc note´es (l′|l) ou` l′ est une e´tiquette de l’arbre de sortie y et l une e´tiquette de l’arbre
d’entre´e x. Ainsi, un script d’e´dition est repre´sente´ par une se´quence d’ope´rations condi-
tionnelles. Excepte´e cette modification de notation, les fonctions forward, backward et
Expectation de´ja` pre´sente´es dans le cadre joint restent inchange´es dans le contexte condi-
tionnel. La diffe´rence majeure se situe dans l’e´tape de Maximisation qui doit prendre en
compte de nouvelles contraintes statistiques permettant ainsi d’obtenir directement une
probabilite´ conditionnelle pδ(y|x) a` chaque e´tape de l’algorithme EM.
Contraintes conditionnelles
Pour apprendre un mode`le conditionnel, nous utilisons les contraintes d’optimisation
de´ja` vues en Section 2.3.2. En effet, il est possible de mode´liser la distribution d’un








































Fig. 3.20 – Distribution conditionnelle d’un arbre de sortie e´tant donne´ un arbre
d’entre´e. La transition λ|a entre l’e´tat 0 et 2 correspond a` la de´le´tion de la racine de
l’arbre a(b(b),a). Cette de´le´tion implique la de´le´tion de l’ensemble des nœuds de l’arbre.
Par soucis de simplification, nous n’avons pas dessine´ les transitions correspondantes a` la
de´le´tion des trois autres nœuds. Donc, seulement des insertions peuvent apparaˆıtre dans
l’e´tat 2. La meˆme remarque est valable pour la transition entre l’e´tat 1 et 4 correspondant
a` la de´le´tion des deux nœuds b.
script d’e´dition conditionnellement a` l’arbre d’entre´e x par un automate a` e´tats fini non
de´terministe. Prenons un petit exemple pour expliquer ce principe. Soit l’arbre a(b(b), a)
de´fini dans la Figure 3.20(a). Pour calculer la distance d’e´dition probabiliste, nous avons
conside´re´ que nous allions prendre en compte l’ensemble des scripts possibles. Nous pou-
vons donc mode´liser cet ensemble par un transducteur (Fig. 3.20(b)).
Les cycles sur les e´tats correspondent aux insertions possibles avant la “consomma-
tion” des nœuds de l’arbre d’entre´e. Les e´tats finaux sont marque´s par un double cercle
et correspondent a` la fin de la lecture de l’arbre d’entre´e. Notons que l’automate de la
Figure 3.20(b) a trois e´tats finaux. Ceci est du au fait que nous utilisons la distance de
Selkow, pour laquelle la de´le´tion d’un nœud signifie la de´le´tion de l’ensemble de tous ses
fils. Ceci explique le chemin entre l’e´tat 0 et l’e´tat 2 qui illustre la de´le´tion de la racine
de l’arbre (impliquant la de´le´tion de tout l’arbre) et donc les seules ope´rations possibles
sont des insertions. Le chemin commenc¸ant a` l’e´tat 1 et finissant a` l’e´tat 6 suit le meˆme
principe : la de´le´tion du symbole b (premier fils de la racine a) qui implique la de´le´tion
de son unique fils b, puis le traitement de la feuille a avant la fin de la lecture de l’arbre.
Le reste de l’automate (chemin de 0 a` 7) est facilement interpre´table vu qu’il suit la
lecture de l’arbre d’entre´e (les de´le´tions e´tant de´ja` traite´es par les chemins mentionne´s
pre´ce´demment).
La repre´sentation des scripts d’e´dition possibles sous la forme d’un transducteur nous
permet de de´finir facilement de nouvelles contraintes satisfaisant une distribution de pro-
babilite´ conditionnelle. Il est en effet connu que pour mode´liser une distribution statis-
tique, un automate probabiliste doit satisfaire les deux conditions suivantes :
1. Premie`rement, la somme des probabilite´s sortantes d’un e´tat doit eˆtre e´gale a` un.








δ(l′|λ) = 1. (3.3)
2. Deuxie`mement, les probabilite´s sortantes des e´tats finaux doivent aussi repre´senter
une distribution. ∑
l′∈Σ
δ(l′|λ) + δ(#) = 1. (3.4)
En remplissant ces contraintes, nous pouvons prouver (voir [BBHS08], Appendice
A pour plus de de´tails) que nous apprenons bien une distribution sur l’ensemble des
scripts d’e´dition de´finis conditionnellement a` un arbre donne´. Malgre´ le fait que cette
preuve ne soit pas ne´cessaire pour de´finir l’algorithme d’optimisation que nous allons
pre´senter, elle assure que nous de´finissons re´ellement une distribution sur l’ensemble des
transformations possibles d’un arbre d’entre´e en un autre et que nous avons un mode`le
stochastique consistant.
Normalisation optimale
La normalisation optimale qui satisfait les nouvelles contraintes est la solution a` un
proble`me d’optimisation pre´sente´ dans [DLR77]. Dans cette section, nous adaptons aux
arbres le principe de la preuve pre´sente´e dans [OS06] dans le cas des chaˆınes de caracte`res.
Soient O et U deux espaces, respectivement, des donne´es observables et non-observa-
bles pour lesquels nous supposons qu’il existe un vecteur de parame`tres θ qui lie les deux
distributions. L’objectif de notre algorithme consiste a` trouver le θ optimal qui maximise
la fonction de vraisemblance L(O, θ) = ln(p(O|θ)), pour un ensemble O ⊂ O de donne´es
observables. Comme nous l’avons de´ja` e´voque´ dans le Chapitre 2, il est montre´ dans
[DLR77] qu’il est possible de construire, e´tant donne´ θt estime´ a` partir de θ, un meilleur
θt+1 en maximisant la fonction suivante :
Q(θn, θn+1) = E[ln(p(O,U|On+1))|O, θn] (3.5)
ou` E est une espe´rance conditionnelle sur la distribution U .
Dans notre cas, le vecteur θ repre´sente l’ensemble des ope´rations d’e´dition de la ma-
trice δ. A` partir de l’ensemble des paires d’arbres LS ⊂ T (Σ)2, nous pouvons construire
LSin = {x : (x, y) ∈ LS} et LSout = {y : (x, y) ∈ LS}. Nous pouvons maintenant e´crire
la fonction de vraisemblance a` maximiser comme suit :
L(LSout, θ, LSin) = ln(p(LSout|θ, LSin)) = lnΠ(x,y)∈LSp(y|θ, x).
La transformation d’un arbre d’entre´e x en un arbre de sortie y peut eˆtre exprime´e
sous la forme d’un script d’e´dition e = e1 . . . en de n ope´rations d’e´dition. Nous disons
que x est l’arbre d’entre´e correspondant a` e (note´ x = in(e)) si et seulement si x est
compose´ successivement des symboles d’entre´e l1 . . . ln (lk peut eˆtre le symbole vide) du
script e. Syme´triquement, y est l’arbre de sortie correspondant a` e (note´ y = out(e)) si
et seulement si y est compose´ successivement des symboles de sortie du script e.
Comme nous pouvons le voir dans la Figure 3.21, e´tant donne´ un script d’e´dition e,
plusieurs x ou y peuvent correspondre. Cependant, sachant que chaque nœud peut eˆtre















e = (a, a)(b, b)(c, c)(λ, d)
e = (a, a)(b, b)(c, c)(λ, d)
Fig. 3.21 – Exemple d’un script d’e´dition e qui correspond a` deux paires d’arbres. E´tant
donne´ e, in(e) = {a, b, c, λ} et out(e) = {a, b, c, d}.
caracte´rise´ par sa localisation dans l’arbre, nous pouvons conside´rer que in(e) et out(e)
sont uniques.
E´tant donne´ un arbre d’entre´e in(e), la probabilite´ conditionnelle d’un script d’e´dition
e = e1 . . . en, ou` ei = (l
′
i|li) ∈ (Σ ∪ {λ})








Pour chaque paire d’apprentissage (x, y), nous pouvons associer un ensemble E(y|x)
de l’ensemble des scripts d’e´dition entre x et y tel que
E(y|x) = {e ∈ ((Σ ∪ {λ})2\{(λ, λ)})⋆ : x = in(e), y = out(e)}.





De plus, de´finissons par E(LS) l’ensemble des scripts d’e´dition sur toutes les paires





E´tant donne´es les notations pre´ce´dentes, la fonction Q de l’E´quation 3.5 peut eˆtre
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e´crite comme suit :
Q(θn, θn+1) = E[ln(p(LSout, e|θt+1, LSin))|LSout, θt, LSin]
=
∑
e∈((Σ∪{λ})2)⋆ πδ(e|LSout, θt, LSin)
× ln p(LSout, e|θt+1, LSin)
avec πδ(e|y, θt, x) = 0 si x 6= in(e) ou y 6= out(e)
=
∑
e∈E(LS) πδ(e|out(e), θt, in(e))
× lnπδ(out(e), e|θt+1, in(e))
=
∑




e∈E(LS) πδ(e|out(e), θt, in(e))
×(
∑|e|
i=0 ln δ(out(ei)|θt+1, in(ei))



















γ(ej) ln δ(ej |θt+1)
+|LS| ln δ((λ|λ)|θt+1).
Nous avons a` choisir durant l’apprentissage θt+1 qui minimise la fonction Q(θt, θt+1)
tout en respectant les conditions 3.3 et 3.4.
En utilisant les multiplicateurs de Lagrange, de´finissons la fonction suivante
LaMu =
∑














′|λ)|θt+1) + δ((λ|λ)|θt+1)− 1).
















En substituant ces valeurs dans les E´quations 3.3 et 3.4, nous obtenons :∑
l′ γ((l
′|λ))∑


















ou` δ((λ, λ)|θt+1) est e´quivalent a` δ(#).
Nous avons un syste`me a` |Σ|+1 e´quations et |Σ|+1 inconnues. Une solution possible
du syste`me est donne´e par :
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Algorithme 3.22 : Normalisation conditionnelle
Donne´es : Une matrice γ d’espe´rance des ope´rations d’e´dition.


















































Ces parame`tres sont ceux utilise´s dans l’Algorithme 3.22 de normalisation permettant
donc d’apprendre une distribution conditionnelle.
Exemple. Comme nous l’avons fait pour la partie jointe, nous exe´cutons notre algo-
rithme sur l’exemple de la Figure 3.15. Nous utilisons la meˆme matrice d’initialisation
δ. Les Tableaux 3.23 et 3.24 montrent le re´sultat de l’algorithme apre`s respectivement 1
et 10 ite´rations. Comme pre´vu, nous pouvons voir que le concept cible a e´te´ correctement
appris. Les seules ope´rations possibles sont bien la de´le´tion du symbole b, la substitution
d’un b par un c, alors que le symbole a reste inchange´. La diffe´rence avec le mode`le joint
est que le mode`le appris est inde´pendant de la distribution de l’arbre d’entre´e. En d’autres
termes, quelle que soit la distribution d’entre´e utilise´e (ici, par exemple le nombre de fois
ou` le symbole b apparaˆıt dans l’arbre), nous apprenons le meˆme mode`le. Nous reparlerons
de ce comportement dans la section expe´rimentale suivante. ◦
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δ λ a b c
λ − 0.0011 0.0 0.0415
a 0.0028 0.9535 0.0 0.0008
b 0.3198 0.0008 0.0 0.6365
c 0.5255 0.0 0.0 0.4317
Tab. 3.23 – Matrice δ obtenue apre`s 1 ite´ration de EM. Notons que δ(#) = 0.9573.
δ λ a b c
λ − 0.0 0.0 0.0
a 0.0 1.0 0.0 0.0
b 0.0 0.0 0.0 1.0
c 1.0 0.0 0.0 0.0
Tab. 3.24 – Matrice δ obtenue apre`s 10 ite´rations. Notons que δ(#) = 1.0.
3.4 Re´sultats expe´rimentaux
Dans cette section, nous menons deux se´ries d’expe´rimentations. La premie`re est une
comparaison des mode`les joint et conditionnel sur des donne´es artificielles afin de mettre
en e´vidence les proprie´te´s des deux approches. La seconde est une taˆche de reconnaissance
de formes re´elle visant a` montrer l’apport de l’apprentissage d’une distance d’arbres a` la
reconnaissance de chiffres manuscrits.
3.4.1 Donne´es artificielles
Nous menons l’expe´rience suivante pour montrer la pertinence de nos deux mode`les
(joint et conditionnel) dans l’estimation des parame`tres d’un mode`le cible. Si nous
sommes capables de les apprendre, i.e. de converger vers la distribution cible, cela signi-
fiera qu’un mode`le stochastique appris aura quoiqu’il arrive de meilleurs re´sultats qu’une
DE utilisant des couˆts fixe´s a priori. Dans le meilleur des cas, en effet, ces couˆts devraient
eˆtre fixe´s aux probabilite´s apprises par le mode`le.
Le protocole expe´rimental utilise´ est le suivant : premie`rement, nous cre´ons une dis-
tribution cible de´finie par un matrice the´orique δ⋆ (Tab. 3.25(a)). Ensuite, nous ge´ne´rons
un ensemble d’arbres suivant une distribution d’entre´e P. Ceci est fait en donnant une
probabilite´ a` chacun des symboles d’entre´e (ici Σ = {a, b, c}), et en fixant deux pa-
rame`tres limitant la taille et la profondeur de l’arbre ge´ne´re´. Pour construire un ensemble
d’apprentissage LS de paires d’arbres, nous assignons a` chaque arbre d’entre´e un arbre
de sortie. Ce dernier est ge´ne´re´ en utilisant l’arbre d’entre´e et les ope´rations d’e´dition
de´crites dans δ⋆. Notons que la question de la ge´ne´ration d’un arbre de sortie est difficile
et ne´cessiterait de plus amples recherches the´oriques. D’un point de vue pratique, pour
conduire nos expe´riences, nous analysons simplement l’arbre d’entre´e avec un parcours en
profondeur, et pour chaque nœud nous appliquons une ope´ration suivant la distribution
cible δ⋆. La Figure 3.25 montre un exemple de ge´ne´ration d’arbre.
Notons que dans le cas d’expe´riences avec des donne´es re´elles, les paires d’appren-
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δ∗ λ a b c
λ − 0.0 0.0 0.0
a 0.0 0.3333 0.0 0.0
b 0.0 0.0 0.0 0.3333
c 0.1667 0.0 0.0 0.0











(b) arbres d’entre´e et de sortie
Fig. 3.25 – Pour construire un arbre de sortie a` partir d’un arbre d’entre´e et une matrice
jointe δ⋆, nous utilisons un parcours en profondeur. Pour chaque nœud rencontre´, nous
appliquons ale´atoirement une ope´ration d’e´dition. Dans cette exemple, le symbole b est
toujours change´ en c, tandis que le symbole c est toujours supprime´.
tissage peuvent eˆtre obtenues de manie`re plus naturelle. Par exemple, si nous voulons
apprendre un mode`le de de´bruitage, alors les paires seront les couples (donne´e bruite´e,
donne´e non bruite´e). Dans le cadre de la reconnaissance de formes, chaque paire peut
eˆtre construite a` partir d’un e´le´ment et de son plus proche voisin. Dans ce cas, le but est
d’apprendre les diffe´rentes distortions possibles entre e´le´ments de la meˆme classe (par
exemple, apprendre diffe´rentes possibilite´s d’e´crire un chiffre, diffe´rentes interpre´tations
d’un morceau de musique, etc.). Ne´anmoins, notons ici que la constitution de paires
d’exemples optimales est un proble`me ouvert.
Dans cette section, le but est donc d’apprendre δ⋆ a` partir de LS (constitue´ d’un
nombre croissant de paires) en utilisant soit notre mode`le ge´ne´ratif, soit celui discrimina-
tif. Pour ve´rifier l’effet de la distribution d’entre´e P sur les mode`les appris, nous utilisons
diffe´rentes densite´s pour ge´ne´rer les arbres d’entre´e. Le crite`re de performance utilise´
dans cette e´tude comparative est la distance normalise´e dis(δ, δ⋆) entre la distribution








dis(δ, δ⋆) ayant une valeur comprise dans l’intervalle [0, 1].


































Expe´riences avec le mode`le ge´ne´ratif
Nous construisons deux ensembles d’arbres d’entre´e, pour mettre en avant le proble`me
de biais des mode`les ge´ne´ratifs. Le premier ensemble est directement ge´ne´re´ suivant la




Le second ensemble est ge´ne´re´ suivant une distribution P ale´atoire mais diffe´rente de
la distribution marginale. Le graphe de la Figure 3.26 montre, comme attendu, que la
seule possibilite´ pour apprendre la distribution cible est d’utiliser des donne´es ge´ne´re´es
suivant la distribution marginale. L’utilisation d’une autre distribution me`ne au biais
de´ja` e´voque´ pre´ce´demment, cela se caracte´risant sur le graphe par une grande valeur de
dis(δ, δ⋆).
Est-ce que cette remarque remet en question le fait d’apprendre des mode`les ge´ne´ra-
tifs ? Probablement pas, mais elle permet de souligner un aspect important concernant
les hypothe`ses pose´es en apprentissage statistique. Pendant longtemps, et aujourd’hui
encore dans bon nombre de travaux dans la communaute´ d’apprentissage automatique,
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il a e´te´ suppose´ que l’e´chantillon d’apprentissage est ge´ne´re´ selon la meˆme distribution
que celle du concept cible1. Pourtant, de nombreuses applications du monde re´el peuvent
remettre en question cette hypothe`se. C’est pourquoi apprendre directement un mode`le
conditionnel peut eˆtre une approche alternative pour contourner ce proble`me. Cette
proble´matique est au cœur de nombreux travaux re´cents, notamment dans les domaines
du transfer learning [PY10], de l’apprentissage a` partir de donne´es non-iid [AHRU09],
ou encore du domain adaptation [BDBC+10].
Expe´riences avec le mode`le conditionnel
Dans la seconde se´rie d’expe´rimentations, nous utilisons le meˆme protocole expe´rimen-
tal pour apprendre cette fois une distribution conditionnelle. Dans ce cas, nous avons
teste´ trois diffe´rentes distributions d’entre´e (dont la marginale). Le graphe de la Figure
3.27 confirme que quelle que soit la distribution utilise´e, notre mode`le discriminatif est
capable d’apprendre la distribution cible. Cependant, nous devons prendre en compte la
remarque suivante. L’apprentissage d’un tel mode`le peut ne´cessiter un grand nombre de
paires d’apprentissage pour converger. C’est un comportement normal et facilement expli-
cable. Comme nous l’avons de´ja` e´voque´, les mode`les discriminatifs sont connus pour avoir
une variance plus importante que celle des mode`les ge´ne´ratifs. Vu qu’ils mode´lisent une
distribution conditionnelle, chaque probabilite´ est estime´e par une partie de l’e´chantillon
d’apprentissage, conduisant a` une plus grande variance. Mais, comme il est mentionne´
dans [BT04], asymptotiquement, un classifieur discriminatif sera pre´fe´re´.
3.4.2 Reconnaissance de caracte`res manuscrits
Nous avons montre´ dans la section pre´ce´dente que notre mode`le discriminatif est
capable d’apprendre une cible artificielle sans aucune connaissance sur la distribution
d’entre´e. Dans cette section, nous e´tudions le comportement de notre approche sur une
application re´elle et montrons que la DE apprise est meilleure qu’une DE classique. Pour
la re´alisation de cette taˆche, nous utilisons une partie de la base de donne´es NIST Special
Database 3 de´crivant un ensemble de caracte`res manuscrits (lettres et chiffres).
Afin d’appliquer nos mode`les d’arbres, nous allons transformer des fichiers bitmaps de
caracte`res par une structure arborescente. Pour les raisons mentionne´es dans la section
pre´ce´dente, nous allons mener les expe´riences en utilisant seulement le mode`le discrimi-
natif.
Construction des arbres a` partir des images bitmap
Dans cette expe´rimentation, nous traitons des images bitmap 128× 128 repre´sentant
des chiffres. Nous construisons un ensemble d’apprentissage de 8000 chiffres et un e´chan-
tillon test de 2000 exemples. Chaque image est code´e sous la forme d’un arbre a` partir
d’un ensemble de symboles extraits selon l’algorithme pre´sente´ dans [GBMO95]. E´tant
donne´ un chiffre, nous construisons tout d’abord une racine e´tiquete´e avec un symbole
fictif −1. L’algorithme lit ensuite l’image, de la gauche vers la droite, de haut en bas
jusqu’a` trouver le premier pixel. Ensuite, il suit le contour de la forme jusqu’a` revenir
1Notons tout de meˆme que l’apprentissage baye´sien MAP utilise les informations lie´es aux deux
distributions avant de prendre une de´cision. Pour plus de de´tails, nous renvoyons le lecteur au livre
Apprentissage artificiel, concepts et algorithmes d’A. Cornue´jols et L. Miclet [CM10].
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Fig. 3.27 – Re´sultats dans le cas conditionnel.
au point de de´part. Durant ce parcours, l’algorithme construit un arbre en utilisant
la primitive directionnelle permettant d’atteindre le prochain pixel (appele´e code de
Freeman) et ge´ne`re un nouveau fils depuis la racine. Si un meˆme code est trouve´ a`
l’ite´ration suivante, ce symbole devient un fils du nœud courant. La Figure 3.28 de´crit
un exemple sur un chiffre 3. La repre´sentation structure´e de ce dernier est re´ve´le´e en bas
a` droite de la figure.
La construction d’une repre´sentation arborescente a` partir d’une image est un proble`-
me difficile et me´riterait des investigations plus pousse´es. Elle est d’ailleurs au cœur de
nombreux travaux au laboratoire Hubert Curien. Ne´anmoins, celle propose´e ici posse`de
les proprie´te´s inte´ressantes suivantes :
– Premie`rement, elle permet de garder l’information structurelle de l’image.
– Deuxie`mement, elle est robuste a` un changement d’e´chelle. En effet, celui-ci ne re-
quiert que la de´le´tion ou l’insertion de sous-arbres. Cette remarque montre l’inte´reˆt
de l’usage de la distance de Selkow qui autorise de telles ope´rations. Par exemple,
la Figure 3.29 montre deux chiffres 3 de tailles diffe´rentes. Nous pouvons remarquer
que les deux repre´sentations ont la meˆme se´rie de fils au premier niveau, et que
la transformation du premier en second ne ne´cessite que la de´le´tion de quelques
sous-arbres.
Comme nous l’avons pre´ce´demment mentionne´, notre me´thode requiert l’utilisation
d’un ensemble de paires d’exemples pour l’apprentissage de la DE probabiliste. En sui-
vant le principe illustre´ dans [RY98] dans le cas des chaˆınes, une solution consiste a`
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Représentation arborescente d’un "3"
Fig. 3.28 – Exemple d’une repre´sentation arborescente.
construire des paires d’exemples ’similaires’ qui de´crivent les distorsions possibles entre
deux instances de la meˆme classe. De telles paires peuvent eˆtre donne´es par un expert du
domaine. Pour nos expe´rimentations, nous avons de´cide´ de construire automatiquement
ces paires ou` l’arbre d’entre´e est un e´le´ment de l’ensemble d’apprentissage LS et la sortie
est son plus proche voisin dans LS trouve´ a` l’aide de la DE classique entre arbres.
Comparaisons expe´rimentales
Le but ici est de montrer l’inte´reˆt d’apprendre une DE stochastique pour re´aliser
une taˆche de reconnaissance de chiffres avec un algorithme de type plus-proches voisins
[CH67]. Pour ce faire, nous comparons le comportement de notre DE apprise avec des
distances non-apprises. Quatre comparaisons sont re´alise´es :
– La premie`re concerne la comparaison avec la distance de Selkow classique en utili-
sant des poids standard fixe´s a` 1 pour toutes les ope´rations d’e´dition.
– Suivant les re´sultats donne´s dans [MO98], une meilleure strate´gie consisterait a`
donner des poids aux ope´rations d’e´dition suivant l’angle relatif entre les codes de
Freeman utilise´s pour de´crire les chiffres. Dans cette expe´rience, nous utiliserons la
matrice donne´e dans le Tableau 3.30.
– Nous comparons aussi nos re´sultats a` une autre distance d’e´dition d’arbres. Meˆme
si notre approche est base´e sur la distance de Selkow, nous avons de´cide´ de nous
comparer avec la distance entre arbres de´finie par Zhang & Shasha2 [ZS89] qui
admet la de´le´tion et l’insertion de nœuds. Une valeur de 1 est donne´e a` chaque
2Nous reviendrons sur l’apprentissage de cette distance en Section 3.5.
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Représentation arborescente d’un "3" de petite tailleReprésentation arborescente d’un "3"
Fig. 3.29 – Inte´reˆt de la repre´sentation arborescente. Pour transformer l’arbre de gauche
en celui de droite, la DE requiert simplement la de´le´tion de quelques sous-arbres.
ope´ration.
– Pour finir, nous comparons notre approche a` la distance de Zhang & Shasha en
utilisant les poids de´crits dans le Tableau 3.30.
Re´sultats et discussion
Les re´sultats pre´sente´s dans la Figure 3.31 sont obtenus a` partir de diffe´rentes tailles
de l’e´chantillon d’apprentissage (de 50 a` 8000 paires d’arbres). La pre´cision est calcule´e
sur l’e´chantillon test TS de 2000 exemples. Chaque arbre contenu dans TS est e´tiquete´
en utilisant l’algorithme du 1 plus-proche voisin. La me´trique utilise´e est la distance
d’e´dition (apprise ou standard) calcule´e selon les diffe´rents algorithmes que nous avons
mentionne´s pre´ce´demment. La Figure 3.31 nous permet de tirer les conclusions suivantes.
L’apprentissage d’une DE probabiliste permet d’obtenir de meilleurs re´sultats que
dans le cas de l’utilisation d’une DE non apprise. Quelle que soit la taille de l’e´chantillon
d’apprentissage, les re´sultats obtenus avec la DE probabiliste sont meilleurs que tous les
autres.
Deuxie`mement, comme de´ja` observe´ dans [MO98], l’utilisation de la matrice de couˆts
de la Table 3.30 donne de meilleurs re´sultats que la configuration na¨ıve qui consiste
a` utiliser le meˆme poids pour l’ensemble des ope´rations d’e´dition. Cette remarque est
confirme´e pour les deux approches Selkow et Zhang & Shasha.
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Ws 0 1 2 3 4 5 6 7
0 0 1 2 3 4 3 2 1
1 1 0 1 2 3 4 3 2
2 2 1 0 1 2 3 4 3
3 3 2 1 0 1 2 3 4
4 4 3 2 1 0 1 2 3
5 3 4 3 2 1 0 1 2
6 2 3 4 3 2 1 0 1
7 1 2 3 4 3 2 1 0
Tab. 3.30 – Couˆts de substitution Ws entre deux directions e´tant donne´e leur position
relative. Les couˆts des insertions et des de´le´tions sont fixe´s a` 1.
W ′s 0 1 2 3 4 5 6 7
0 0 1.2 2.3 2.9 2.7 2.5 1.8 2.5
1 1 0 2.1 2.8 2.7 2.5 2.2 2.6
2 2.3 2 0 2.5 2.1 2.3 2.3 2.6
3 3.7 2.8 1.7 0 0.2 0.9 2.8 3.9
4 2.6 2.5 2.2 2.5 0 1.2 2 2.9
5 2.7 2.5 2.5 2.7 0.5 0 1.9 2.9
6 2.2 2.3 2.2 2.7 2.2 2.1 0 2.6
7 0.5 0 3.4 5.7 4.7 1.2 0.5 0
Tab. 3.32 – Couˆts de substitution W ′s appris a` partir d’un e´chantillon de 8000 exemples
par notre algorithme discriminatif.
Observons la matrice apprise a` partir de l’ensemble complet de l’e´chantillon d’appren-
tissage (Tab. 3.32). Pour eˆtre compare´es avec les couˆts d’e´dition de la Table 3.30, notons
que les valeurs pre´sente´es dans cette table ont e´te´ de´duites a` partir des probabilite´s ap-
prises par notre algorithme en appliquant l’ope´ration -log sur les valeurs apprises. Nous
pouvons remarquer que les matrices sont assez similaires, i.e. le poids d’une ope´ration
d’e´dition entre deux codes conse´cutifs est faible tandis que celui entre deux codes de
directions oppose´es est plus important. Malgre´ cette forte ressemblance, nous pouvons
noter que notre algorithme a de bien meilleurs re´sultats. Cela signifie qu’avec autant
de degre´s de liberte´, une le´ge`re modification des poids d’e´dition peut avoir une forte
influence sur le re´sultat final de la DE. Cela confirme encore une fois la difficulte´ de
de´finir manuellement les poids des ope´rations d’e´dition et donc l’inte´reˆt de disposer de
techniques d’apprentissage automatique.
Pour finir, nous pouvons remarquer que la pre´cision de l’algorithme de Zhang &
Shasha est meilleure que celle de l’algorithme de Selkow lorsque nous utilisons les couˆts
de la Table 3.30. Cela nous a donc amene´s a` penser qu’il serait inte´ressant d’adapter notre
strate´gie a` l’apprentissage de la DE de Zhang & Shasha. C’est l’objectif de la section
suivante.
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Fig. 3.31 – Re´sultats sur une application de reconnaissance de caracte`res manuscrits.
ED1 utilise les poids standard (1 pour chaque ope´ration), tandis que ED2 utilise les poids
de´finis dans la Table 3.30.
3.5 DE selon Zhang & Shasha
Dans cette partie, apre`s une pre´sentation de l’algorithme de base de Zhang & Shasha
[Tai79, ZS89], nous proposons un algorithme d’apprentissage de cette distance qui auto-
rise des insertions et de´le´tions de nœuds individuels dans l’arbre. Notons qu’une e´tude
de ce type de distance peut eˆtre trouve´e dans [Kle98, Bil05, DT05].
3.5.1 Ope´rations d’e´dition
Les ope´rations d’e´dition autorise´es sont : la substitution d’un nœud de label l ∈ Σ
par un nœud de label l′ ∈ Σ ; la de´le´tion d’un nœud de label l et l’insertion d’un nœud
de label l′ (Fig. 3.33). L’ope´ration de de´le´tion consiste a` supprimer un nœud r et ses
fils deviennent alors ceux du pe`re de r. Sur un sche´ma identique, l’ope´ration d’insertion
consiste a` ajouter un nœud r′ tel que une sous-se´quence des fils du pe`re de r′ devient
l’ensemble des fils de r′. Dans les ope´rations de de´le´tion et d’insertion, il est important
de noter que l’ordre e´tabli entre les fils avant l’ope´ration d’e´dition reste inchange´ apre`s
la transformation.








Fig. 3.33 – (a) Substitution de l par l′ ; (b) De´le´tion du nœud de label l ; (c) Insertion
du nœud de label l′.
3.5.2 Algorithme classique du calcul de la DE de Zhang & Shasha
Soient F1 et F2 deux foreˆts et a et b les arbres les plus a` droite de F1 et F2 respecti-
vement. Soit δ une fonction de couˆt sur les paires de labels, repre´sentant les ope´rations
d’e´dition.
La DE d(F1, F2) dans le cas ge´ne´ral des foreˆts est donne´e par :
d(λ, λ) = 0
d(F1, λ) = d(F1 − ρ(a), λ) + δ(l(ρ(a)), λ)
d(λ, F2) = d(λ, F2 − ρ(b)) + δ(λ, l(ρ(b)))
d(F1, F2) = min


d(F1 − ρ(a), F2) + δ(l(ρ(a)), λ)
d(F1, F2 − ρ(b)) + δ(λ, l(ρ(b)))
d(F1 − a, F2 − b) + d(f(a), f(b))
+δ(l(ρ(a)), l(ρ(b))).
La Figure 3.34 montre un script d’e´dition possible entre les arbres a(b, c(a, b)) et
b(a(b), a, b)) pour la distance de Zhang & Shasha.
Ce pseudo-code sugge`re a` nouveau une approche de programmation dynamique pour
calculer la DE entre arbres. Nous pouvons noter que d(F1, F2) de´pend d’un nombre
constant de sous-proble`mes de taille moindre. Zhang & Shasha de´finissent ces sous-
proble`mes avec la notion de keyroots d’un arbre donne´ a :
keyroots(a) = {ρ(a)} ∪ {r ∈ V(a) tel que r a un fre`re gauche}.
A` partir de cet ensemble de keyroots (voir Fig. 3.35(a)), on peut de´duire un ensemble
de sous-foreˆts de a, appele´es special subforests (Fig. 3.35(b)), de´fini par les foreˆts f(r)
avec r ∈ keyroots(a). Zhang & Shasha de´finissent la notion d’ensemble de sous-proble`mes
pertinents qui autorisent le calcul dynamique de la DE. Ces sous-proble`mes pertinents
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Fig. 3.35 – (a) les keyroots sont repre´sente´s par les nœuds avec un cercle ; (b) les special
subforests qui correspondent aux foreˆts dont la racine est dans l’ensemble des keyroots ;
(b)+(c) les sous-proble`mes pertinents (special subforests et foreˆts pre´fixes des special
subforests).
correspondent aux foreˆts issues des pre´fixes des special subforests (Fig. 3.35(b+c)). En-
suite, pour le calcul de la DE d(F1, F2), il peut eˆtre montre´ qu’il est suffisant de calculer
d(S1, S2) pour tous les couples (S1, S2) de sous-proble`mes pertinents.
3.5.3 Apprentissage d’une DE stochastique
Fonctions forward et backward
Nous proposons ici un algorithme d’apprentissage d’une DE stochastique base´ sur l’al-
gorithme de Zhang & Shasha. Encore une fois, notre approche repose sur une adaptation
de l’algorithme EM, pour lequel nous avons conc¸u deux nouvelles fonctions auxiliaires
forward (α) et backward (β) respectivement de´crites dans les Algorithmes 3.36 et 3.37.
Notons que les caracte`res en gras sont utilise´s pour les appels re´cursifs tandis que les
caracte`res de fonte normale de´crivent des valeurs stocke´es temporairement.
Nous pouvons e´galement noter que les deux fonctions α et β retournent la quantite´∑
e∈E(x,y) pδ(e), c’est-a`-dire la somme des probabilite´s de chacun des chemins permettant
la transformation de l’arbre x en y. Au dela` du fait qu’elles autorisent le calcul de la DE,
elles permettent e´galement d’estimer les espe´rances des ope´rations (voir Fig. 3.38 et la
section suivante) pendant l’e´tape d’Expectation de l’algorithme EM.
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Algorithme 3.36 : α({a1, .., aT }, {b1, .., bV })
Donne´es : Deux foreˆts {a1, .., aT }, {b1, .., bV }.
Soit α une matrice de dimension (T + 1)× (V + 1) ;
α[{}, {}]← 1 ;
pour t de 0 a` T faire
pour v de 0 a` V faire
si (t > 0) ou (v > 0) alors
α[{a1, .., at}, {b1, .., bv}]← 0 ;
si t > 0 alors
α[{a1, .., at}, {b1, .., bv}]←
α[{a1, .., at}, {b1, .., bv}] + δ(l(ρ(at)), λ)× α[{a1, .., f(at)}, {b1, .., bv}] ;
si v > 0 alors
α[{a1, .., at}, {b1, .., bv}]←
α[{a1, .., at}, {b1, .., bv}] + δ(λ, l(ρ(bv)))× α[{a1, .., at}, {b1, .., f(bv)}] ;
si (t > 0) et (v > 0) alors
α[{a1, .., at}, {b1, .., bv}]← α[{a1, .., at}, {b1, .., bv}] +α(f(at), f(bv))×
δ(l(ρ(at)), l(ρ(bv)))× α[{a1, .., at−1}, {b1, .., bv−1}] ;
retourner α[{a1, .., aT }, {b1, .., bV }]
Expectation
Pendant l’e´tape d’Expectation, rappelons que le but est d’estimer les espe´rances des
e´ve´nements cache´s, c’est-a`-dire ici les ope´rations d’e´dition utilise´es pour transformer un
arbre d’entre´e en un arbre de sortie. Ces espe´rances sont toujours stocke´es dans une ma-
trice auxiliaire γ de taille (|Σ|+1)×(|Σ|+1). Ce processus prend une paire d’apprentissage
(x, y) en entre´e. Ensuite, pour chaque paire de sous-arbres (at, bv) ou` at est un sous-arbre
de x et bv un sous-arbre de y, il accumule les espe´rances des trois ope´rations d’e´dition
possibles. Le pseudo-code de l’e´tape d’Expectation est de´crit dans l’Algorithme 3.39 qui
utilise les de´finitions suivantes.
De´finition 3.6 (Parcours postfixe´) Un parcours postfixe´ d’un arbre x = r(a1, .., aT )
est obtenu par la visite re´cursive des sous-arbres at, t = 1..T et finalement de la racine
r. La nume´rotation postfixe´e donne un nume´ro a` chaque nœud de x suivant le parcours
postfixe´.
De´finition 3.7 (φα et φβ) Soit x = r(a1, . . . , aT ) un arbre ordonne´. nous de´finissons
φα : V(x)→ T (Σ) comme e´tant la fonction qui prend en entre´e un nœud r et retourne la
foreˆt ordonne´e compose´e des sous-arbres dont les racines ont leurs nume´ros strictement
infe´rieurs a` celui de r suivant le parcours postfixe´ de l’arbre. Et soit φβ : V(x) → T (Σ)
une fonction qui prend un nœud r et retourne l’arbre ordonne´ dont les nœuds ont un
nume´ro strictement infe´rieur a` celui de r suivant le parcours postfixe´ inverse de l’arbre.
La Figure 3.38 montre un exemple de parcours postfixe´ (en chiffre arabe) et postfixe´
inverse (en chiffre romain). Conside´rons le nœud nume´rote´ 4|III sur l’arbre de gauche, φα
retourne la foreˆt compose´e des 3 sous-arbres qui ont pour racine les nœuds d’e´tiquettes
1|V I, 2|V et 3|IV , φβ retourne le sous-arbre dont la racine est nume´rote´e 6|I avec comme
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Algorithme 3.37 : β({a1, .., aT }, {b1, .., bV })
Donne´es : Deux arbres {a1, .., aT }, {b1, .., bV }.
Soit β une matrice de dimension (T + 1)× (V + 1) ;
β[{}, {}]← 1 ;
pour t de T a` 0 faire
pour v de V a` 0 faire
si (t < T ) ou (v < V ) alors
β[{at, .., aT }, {bv, .., bV }]← 0 ;
si t < T alors
β[{at, .., aT }, {bv, .., bV }]← β[{at, .., aT }, {bv, .., bV }] + δ(l(ρ(at)), λ)×
β({at, .., f(ρ(aT ))}, {bv, .., bV }) ;
si v < V alors
β[{at, .., aT }, {bv, .., bV }]← β[{at, .., aT }, {bv, .., bV }] + δ(λ, l(ρ(bv)))×
β({at, .., aT }, {bv, .., f(ρ(bV ))}) ;
si (t < T ) et (v < V ) alors
β[{at, .., aT }, {bv, .., bV }]← β[{at, .., aT }, {bv, .., bV }] +
δ(l(ρ(at)), l(ρ(bv)))× β(f(aT ), f(bV ))× β({at, .., aT−1}, {bv, .., bV−1}) ;
retourner β[{a1, .., aT }, {b1, .., bV }] ;
fils le nœud nume´rote´ 5|II.
Rappelons que l’algorithme Expectation calcule l’espe´rance du nombre de fois ou`
chaque ope´ration est utilise´e pour changer l’arbre x en y. Pour chaque ope´ration d’e´dition
(dont la probabilite´ est donne´e par δ), nous conside´rons non seulement la probabilite´
des chemins qui me`nent a` cette ope´ration (donne´e par α) mais aussi celle des che-
mins qui finissent la transformation (donne´e par β). Tandis que la de´le´tion et l’inser-
tion sont facilement interpre´tables, l’ope´ration de substitution ne´cessite quelques expli-
cations. La Figure 3.38 de´crit la substitution du nœud 4|III en 4|IV . Cette ope´ration
ne´cessite le calcul de la fonction α(φα(ρ(at)) − f(at), φα(ρ(bv)) − f(bv)), i.e. la proba-
bilite´ de la paire de foreˆts [{1|V I}, {2|V I(1|V II)}]. Cette paire de foreˆts est constitue´e
des sous-arbres dont les nœuds ont un nume´ro infe´rieur a` 4 suivant une nume´rotation
postfixe´e (donne´e par φα), moins les sous-arbres qui sont les enfants de 4|III et 4|IV
(donne´ par la fonction f). Nous estimons la valeur β(φβ(ρ(at)), φβ(ρ(bv))) de la paire
[{6|I(5|II)}, {7|I(6|II(5|III))}], des nœuds infe´rieurs a` III pour la foreˆt d’entre´e et IV
pour celle de sortie, e´tant donne´e une nume´rotation postfixe´e inverse. Le calcul ne´cessite
aussi la valeur de α(f(at), f(bv)) sur la paire [{2|V, 3|IV }, {3|V }] correspondant aux
enfants des nœuds traite´s par l’ope´ration de substitution.
Dans cette partie, nous ne reviendrons pas sur l’e´tape de Maximisation qui est si-
milaire au cas de l’apprentissage de la DE de Selkow. Dans le cas de la DE de Zhang
& Shasha, notons ne´anmoins que la complexite´ algorithmique est fonction du nombre
de nœuds des arbres, de leur profondeur et de leur nombre de feuilles. Elle est donc
supe´rieure a` celle dans le cas de Selkow.
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1 | VI 4 | III
3 | IV2 | V
6 | I 7 | I
4 | IV 6 | II
3 | V
2 | VI
1 | VII 5 | III
5 | II
α(φα(ρ(at))− f(at), φα(ρ(bv))− f(bv)) α(f(at), f(bv))
β(φβ(ρ(at)), φβ(ρ(bv)))
Fig. 3.38 – Illustration de l’espe´rance d’une ope´ration de substitution.
Algorithme 3.39 : Expectation(x, y)
Donne´es : Deux arbres x et y.
Soit λ l’arbre vide ;
pour chaque at t.q. ρ(at) ∈ V(x) ∪ λ, bv t.q. ρ(bv) ∈ V(y) ∪ λ faire
si at 6= λ alors
γ(l(ρ(at)), λ)← γ(l(ρ(at)), λ) +
1
α(x,y)× α(φα(ρ(at)), φα(ρ(bv)) ∪ {bv})×
δ(l(ρ(at)), λ)× β(φβ(ρ(at)), φβ(ρ(bv))) ;
si bv 6= λ alors
γ(λ, l(ρ(bv)))← γ(λ, l(ρ(bv))) +
1
α(x,y)× α(φα(ρ(at)) ∪ {at}, φα(ρ(bv)))×
δ(λ, l(ρ(bv)))× β(φβ(ρ(at)), φβ(ρ(bv))) ;
si (at 6= λ) et (bv 6= λ) alors
γ(l(ρ(at)), l(ρ(bv)))← γ(l(ρ(at)), l(ρ(bv))) +
1
α(x,y)×
α(φα(ρ(at))− f(ρ(at)), φα(ρ(bv))− f(ρ(bv))))×
α(f(ρ(at)), f(ρ(bv)))× δ(l(ρ(at)), l(ρ(bv)))× β(φβ(ρ(at)), φβ(ρ(bv))) ;
Exemple. Pour aider le lecteur a` comprendre notre algorithme, nous pre´sentons ici une
exe´cution de celui-ci sur un exemple jouet. L’alphabet d’entre´e est Σ1 = {a, b, c}, l’al-
phabet de sortie Σ2 = {a, b} et l’ensemble d’apprentissage est compose´ de la seule paire
[a(b, c(a, b)), b(a(b), a, b)] (voir Fig. 3.40(a)). L’algorithme converge apre`s 4 ite´rations de
l’algorithme. La matrice δ apprise (initialise´e avec des valeurs ale´atoires) est de´crite dans
le Tableau 3.40(b). Nous pouvons noter que notre algorithme a converge´ vers une cible
potentielle. En effet, une solution optimale parait consister en : (i) changer la racine a
en b, (ii) inse´rer le symbole a qui devient le pe`re de b et garder inchange´ le symbole b,
(iii) supprimer le symbole c, et (iv) garder inchange´s les symboles a et b. ◦












δ λ a b
λ 0 0.143 0
a 0 0.143 0.143
b 0 0 0.286
c 0.143 0 0
(b) matrice δ apre`s 4 ite´rations
d’EM.
Fig. 3.40 – Exemple d’apprentissage a` partir d’une paire.
Fig. 3.41 – La plateforme SEDiL
3.6 Plateforme SEDiL
Comme nous l’avons vu dans les diffe´rentes sections de ce chapitre, le calcul de la
distance d’e´dition entre arbres est assez technique ne´cessitant l’appel a` de la program-
mation dynamique avec un double niveau de re´cursion. Ce qui est vrai sur la distance
classique entre arbres, l’est encore plus lorsque nous souhaitons apprendre une distance
stochastique. Afin de diffuser notre travail au niveau de la communaute´ en machine lear-
ning et permettre des expe´rimentations pousse´es, nous avons de´veloppe´ une plateforme
logicielle en libre acce`s sur le Web. Elle se nomme SEDiL, pour Software for Edit Dis-
tance Learning. Cette plateforme regroupe les versions non-stochastiques des distances
d’e´dition entre chaˆınes [Lev66] et arbres [Sel77, ZS89], les me´thodes stochastiques sur les
chaˆınes pre´sente´es en Section 2.3.2 et e´galement tous les mode`les stochastiques sur les
arbres que nous venons de pre´senter dans ce chapitre.
D’un point de vue technique, SEDiL est e´crit en Java et est disponible en ligne ac-
cessible a` l’adresse suivante : http://labh-curien.univ-st-etienne.fr/SEDiL. Nous
pouvons utiliser la plateforme en local par l’interme´diaire de la technologie Java Web
Start ou a` distance en utilisant une applet. A` ce jour, la page a de´ja` e´te´ visite´e plus de
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Fig. 3.42 – Capture d’e´cran de SEDiL : phase d’apprentissage
1000 fois.
Le de´veloppement de cette plateforme a de´marre´ durant le post-doctorat de Yann
Esposito dans le cadre de l’ANR Marmota3 : MAchine learning pRobabistic MOdels
Tree lAnguages. SEDiL a ensuite e´te´ comple´te´ durant cette the`se avec l’inte´gration de
tous les nouveaux mode`les d’arbres propose´s.
SEDiL est partage´ en deux parties distinctes : une partie de´die´e a` l’apprentissage et
une autre re´solvant des proble`mes de classification.
Apprentissage (Fig. 3.42) SEDiL autorise l’utilisation de chaˆınes ou d’arbres. Nous
pouvons directement lui donner des paires d’exemples et lancer l’algorithme d’appren-
tissage de distance avec les parame`tres (type de distance, nombre d’ite´rations, etc.)
fixe´s dans le sous-onglet setup. Si nous lui fournissons seulement des singletons, diverses
me´thodes sont propose´es pour construire les paires : ge´ne´ration ale´atoire, utilisation d’une
DE classique (poids tous a` 1), ou` utilisation d’une DE stochastique.
Le re´sultat de l’apprentissage peut eˆtre pre´sente´ de manie`re graphique avec un code
couleur pour indiquer les ope´rations d’e´dition les plus utilise´es ou directement avec les
valeurs calcule´es a` la fin de l’exe´cution de l’algorithme.
Classification (Fig. 3.43) Cette partie de SEDiL permet de tester les diffe´rentes
distances (apprises ou non) dans une taˆche de classification de chaˆınes ou d’arbres, a`
l’aide d’un classifieur par k-plus-proches voisins. L’utilisateur peut charger des fichiers
3ANR-05-MMSA-0016
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Fig. 3.43 – Capture d’e´cran de SEDiL : phase de classification
d’apprentissage et de test, ainsi qu’e´ventuellement une matrice de couˆts d’ope´rations
d’e´dition.
Atouts A` notre connaissance, SEDiL est la seule plateforme regroupant plusieurs
mode`les d’apprentissage de distance d’e´dition.
Les diffe´rents mode`les imple´mente´s sont :
– pour les chaˆınes de caracte`res :
– l’apprentissage d’une similarite´ jointe entre chaˆınes [RY98],
– l’apprentissage d’une similarite´ conditionnelle entre chaˆınes [OS06],
– pour les arbres :
– l’apprentissage d’une similarite´ jointe entre arbres suivant la de´finition de Selkow
[BBHS08],
– l’apprentissage d’une similarite´ conditionnelle entre arbres suivant la de´finition
de Selkow [BBHS08],
– l’apprentissage d’une similarite´ jointe entre arbres suivant la de´finition de Zhang
& Shasha [BHS07],
– l’apprentissage d’une similarite´ conditionnelle entre arbres suivant la de´finition
de Zhang & Shasha [BHS07].
De plus SEDiL :
– donne des statistiques sur les donne´es d’apprentissage,
– permet de comparer les re´sultats avec les calculs classiques des DE,
– autorise des contraintes de re´gularisation sur les de´le´tions et insertions durant l’ap-
prentissage.
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Notons que SEDiL est utilise´ dans le cadre universitaire mais aussi par certaines
entreprises. En effet, d’un point de vue acade´mique, il sert de support de cours a` des
enseignements en apprentissage automatique de la faculte´ des sciences de Saint-E´tienne.
De plus, dans le contexte de l’ANR Bingo2, SEDiL est utilise´ pour la recherche de
similarite´s entre se´quences d’ADN. Enfin, le laboratoire DLSI de l’universite´ d’Alicante
l’utilise dans le cadre d’expe´rimentations concernant des donne´es musicales [HQRS08].
Mais il faut aussi noter que SEDiL a aussi e´te´ utilise´ dans des taˆches de reconnaissance
de caracte`res manuscrits par l’entreprise A2IA4.
3.7 Conclusion
Dans ce chapitre, nous avons pre´sente´ notre premier ensemble de contributions :
une extension aux arbres des mode`les d’apprentissage sur les parame`tres de similarite´
d’e´dition qui avaient jusque la` e´te´ limite´s au traitement de chaˆınes [RY98, OS06]. Les
mode`les propose´s sont base´s sur l’algorithme ite´ratif Expectation-Maximisation qui maxi-
mise la vraisemblance d’un e´chantillon d’apprentissage. Les expe´rimentations sur des
donne´es artificielles nous ont permis de mettre en avant les proble`mes lie´s aux distribu-
tions d’entre´e des exemples d’apprentissage. Si le nombre d’exemples est important, nous
pre´fe´rons apprendre un mode`le discriminatif (distribution conditionnelle) plutoˆt qu’un
mode`le ge´ne´ratif (distribution jointe).
Proble`me de divergence. Lors de diverses expe´rimentations sur des donne´es arti-
ficielles et re´elles, nous avons remarque´ des proble`mes de divergence sur les ope´rations
d’insertion et de de´le´tion. Un syste`me de re´gularisation a alors e´te´ mis au point dans
la plateforme SEDiL. Il permet de controˆler la proportion de de´le´tion et d’insertion que
nous voulons autoriser pendant le processus d’apprentissage.
Pour rappel, pendant le processus d’apprentissage, la fonction objectif est la suivante :
Q(θn, θn+1) = E[ln(p(O,U|On+1))|O, θn],
avec O les donne´es observables et U les donne´es non-observables. L’ide´e est d’ajouter
un terme permettant de minimiser l’impact des de´le´tions et des insertions. Le terme
re´gularisateur est le suivant :
T (θn, θn+1) = α
∑
l∈Σ





avec α, β ∈ [0, 1]. Notons que si un des parame`tres est e´gal a` ze´ro alors il n’y a pas de
re´gularisation, et si il est e´gal a` un alors les ope´rations de de´le´tion ou d’insertion sont
supprime´es.
La nouvelle fonction objectif a` optimiser est donc :
Q⋆(θn, θn+1) = Q(θn, θn+1)− T (θn, θn+1).
4http://www.a2ia.com.
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Fig. 3.44 – Extrait de table des matie`res sous un format HTML.
Limites. Les mode`les pre´sente´s dans ce chapitre ne permettent pas de prendre en
compte le contexte de l’ope´ration d’e´dition. En effet, il pourrait eˆtre utile de donner des
poids diffe´rents a` la meˆme ope´ration d’e´dition suivant que l’on se trouve a` telle ou telle
profondeur de l’arbre. Pour expliquer ce phe´nome`ne, prenons par exemple un extrait de
table des matie`res repre´sente´ sous un format HTML dans la Figure 3.44. Dans le contexte
d’un arbre HTML, il semble que l’importance de la de´le´tion d’un nœud <li> de´pende
de la profondeur a` laquelle celui-ci se trouve. En effet, si nous prenons l’exemple de la
Figure 3.44, les de´le´tions des nœuds 3 et 4 vont de´truire la structure du document alors
que les de´le´tions des nœuds 3.3.x vont avoir comme conse´quence une diminution de la
granularite´ de la table des matie`res.
De plus, supposons que pour un domaine donne´, nous disposions d’un ensemble de
connaissances a priori. Il semble que ces connaissances pourraient eˆtre utilise´es pendant
le processus d’apprentissage ou directement inte´gre´es dans le mode`le appris. Prenons par
exemple, le cas de l’expe´rience cognitive suivante [BHMS08] : nous pre´sentons durant
quelques instants (sur un e´cran par exemple) une suite de mots a` un individu. Celui-ci
doit ensuite re´pe´ter l’ensemble de ces mots (en les saisissant sur un clavier). Un ensemble
d’hypothe`ses cognitives on e´te´ valide´es montrant que le candidat sera en mesure de
re´pe´ter plus facilement les premiers mots entendus, ce qui est appele´ l’effet de primaute´
et les mots de la fin de la liste, l’effet de re´cence. Si nous voulons utiliser ces informations
dans un processus informatique pour mode´liser ces meˆmes effets, nous devons alors eˆtre
capable d’apprendre un mode`le a` trois e´tats (un pour l’effet de primaute´, un pour les
mots du milieu de liste, et un pour l’effet de re´cence). Le constat est qu’aucun des mode`les
propose´s dans la litte´rature ne permet d’inte´grer de telles connaissances.
Le chapitre suivant propose une solution a` cette limite.
4 Un modèle d’édition
non-memoryless contraint
Re´sume´
Dans ce chapitre, nous pre´sentons une me´thode de type EM pour apprendre un mode`le
conditionnel contraint de distance d’e´dition stochastique entre chaˆınes. Nous utilisons une
machine a` e´tats permettant de mode´liser diffe´rents contextes d’e´dition. Pour ajouter de
la connaissance du domaine, les transitions entre e´tats sont contraintes. Ces contraintes
s’expriment sous la forme d’un ensemble de fonctions boole´ennes. Nous montrons que
ce type de mode`le contraint est une ge´ne´ralisation stricte des pair-HMMs, puis nous
e´valuons notre mode`le sur une proble´matique en biologie mole´culaire dont le but est de
de´tecter automatiquement des sites de transcription de ge`nes.
Ce chapitre est base´ sur les contributions suivantes :
– Laurent Boyer, Amaury Habrard, Fabrice Muhlenbach, et Marc Sebban. Learning
string edit similarities using constrained finite state machines. Dans Confe´rence
Francophone sur l’Apprentissage Automatique (CAp), pages 37–52. Ce´padue`s, 2008.
– Laurent Boyer, Olivier Gandrillon, Amaury Habrard, Mathilde Pellerin, et Marc
Sebban. Learning constrained edit state machines. Dans International Conference
on Tools with Artificial Intelligence (ICTAI), pages 734–741. IEEE Computer So-
ciety, 2009.
4.1 Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ un mode`le permettant d’apprendre
les parame`tres d’une distance d’e´dition entre arbres dans le contexte des distances de
Selkow et de Zhang & Shasha. En conclusion, nous avons e´voque´ deux perspectives pour
e´tendre nos mode`les : d’une part, permettre l’apprentissage de couˆts diffe´rents selon
la position (ou plus ge´ne´ralement le contexte) de l’ope´ration, et d’autre part, autoriser
l’inte´gration de connaissances du domaine. Dans ce chapitre, nous abordons ces deux
points en nous limitant pour des raisons algorithmiques au cas de la distance d’e´dition
entre chaˆınes.
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Pour pouvoir appliquer des couˆts diffe´rents a` une meˆme ope´ration d’e´dition (c’est a`
dire mettant en jeu les meˆmes symboles) dans un contexte diffe´rent, nous allons utiliser
un mode`le a` e´tats finis. Des machines telles que les pair-HMMs, ou encore les automates
a` e´tats multiples, sont des solutions d’un point de vue structurel, mais l’inte´gration de
connaissances du domaine y est difficile et ge´ne´ralement limite´e. Nous proposons, dans ce
chapitre, un nouveau mode`le a` e´tats, inspire´ du principe des pair-HMMs mais autorisant
la prise en compte de contraintes, notamment non re´gulie`res (i.e. non repre´sentables de
manie`re e´quivalente par un automate fini, nous de´finirons ces contraintes plus tard dans
le document). Nous proposons d’introduire ces contraintes au niveau des transitions entre
chacun des e´tats. Nous appelons ces mode`les contraints des machines a` e´tats contraintes
ou Constrained State Machines (CSM). Leur apprentissage est effectue´ graˆce a` une adap-
tation de l’algorithme EM prenant en compte, cette fois-ci, les contraintes manipule´es.
Comme nous le verrons, notre mode`le a` e´tats contraint permet de de´finir des classes de
distributions plus ge´ne´rales que celles de´finies par les pair-HMMs.
Le reste du chapitre est organise´ comme suit : la Section 2 pre´sente notre machine et
l’algorithme d’apprentissage des diffe´rents parame`tres. Dans la Section 3, nous comparons
formellement notre mode`le aux pair-HMMs. Enfin, en Section 4, nous e´valuons l’inte´reˆt




Notre machine a` e´tats contrainte (CSM) s’inspire du principe des pair-HMMs (nous
montrerons dans la section suivante qu’elle est, en fait, une stricte ge´ne´ralisation de ces
mode`les). En effet, comme pour les pair-HMMs, un CSM est compose´ d’un ensemble fini
d’e´tats relie´s par des transitions, et pour chaque e´tat, une distribution sur les ope´rations
d’e´dition est de´finie. La principale diffe´rence entre un CSM et un pair-HMM provient
de l’utilisation de contraintes sur la chaˆıne d’entre´e X guidant le passage d’un e´tat a`
un autre. Chaque contrainte peut avoir une expression globale (par exemple “il y a un
nombre pair de lettres dans la chaˆıne”) ou locale autour du caracte`re e´tudie´ pendant le
processus d’e´dition (par exemple “est-ce que le symbole courant est suivi de deux lettres
’a’ ?”).
Dans ce nouveau cadre, nous de´finissons une contrainte sous la forme d’un ensemble
de fonctions boole´ennes. Cependant, dans le but de n’avoir qu’une seule contrainte ac-
tive entre deux e´tats et re´duire ainsi la complexite´ algorithmique de notre processus
d’apprentissage, nous imposons de n’avoir exactement qu’une seule fonction boole´enne
vraie.
Contrairement a` la fouille de donne´es ou` une contrainte aura pour conse´quence de per-
mettre d’e´laguer l’espace de recherche et ainsi de limiter le nombre de motifs re´pondant
a` une requeˆte, nos contraintes nous permettent de guider l’e´dition de la chaˆıne d’entre´e
a` travers l’ensemble des e´tats. Prenons par exemple la contrainte assigne´e a` l’e´tat 0 de





la lettre pre´ce´dente est un ’a’
la lettre pre´ce´dente n’est pas un ’a’
Fig. 4.1 – Exemple de contrainte. Si la lettre de la chaˆıne d’entre´e, traite´e dans l’e´tat 0,
est un ’a’, alors la prochaine e´tape du calcul se fera dans l’e´tat 1, sinon elle se re´alisera
dans l’e´tat 2.
d’e´diter la lettre ’a’ dans l’e´tat 0, nous allons alors continuer l’e´tude de la transformation
de la chaˆıne d’entre´e dans l’e´tat 1. Dans le cas contraire, la transduction continuera dans
l’e´tat 2.
De´finissons maintenant formellement ce que nous appelons contrainte.
De´finition 4.1 (Contrainte) Une contrainte c est un ensemble fini de fonctions boole´-
ennes ck : Σ
⋆ ×N → {true, false}, 1 ≤ k ≤ m. Chacune de ces fonctions est de´finie sur
une chaˆıne d’entre´e X et une position t dans X. De plus, ck(X, t) est la valeur boole´enne
associe´e a` la kie`me fonction de c pour la chaˆıne X a` la position t (0 ≤ t ≤ |X|). Nous
imposons qu’une contrainte doit respecter la proprie´te´ suivante : pour tout X ∈ Σ⋆ et
pour tout t ∈ N, il existe exactement une fonction ck de c telle que ck(X, t) soit vraie.
Dans les pair-HMMs, les probabilite´s sortantes pour un e´tat donne´ sont apprises sans
connaissance pre´alable. Quelle que soit la paire de chaˆınes traite´e dans l’e´tat, chaque
transition sortante n’a a priori aucune raison de ne pas eˆtre utilise´e. Dans notre mode`le,
nous incorporons de la connaissance du domaine pendant le processus d’apprentissage
sous la forme de contraintes, afin de pouvoir controˆler l’utilisation des transitions de
ce mode`le. Plus pre´cise´ment, les transitions sortantes sont utilise´es si et seulement si la
fonction boole´enne ck(X, t) d’une contrainte c donne´e est satisfaite a` l’instant t pour
la chaˆıne X. Notons que nous assignons a` chaque e´tat une contrainte, ce qui signifie
que les diffe´rentes transitions correspondent aux diffe´rentes modalite´s de la contrainte.
Conside´rant que cqi de´note la contrainte assigne´e a` l’e´tat qi, nous pouvons de´sormais
de´finir formellement notre CSM.
De´finition 4.2 (CSM) Une machine a` e´tats contrainte est un 6-uplet 〈Σ,Q, C, T, δ, π〉
avec Σ un alphabet fini, Q un ensemble fini d’e´tats, C un ensemble de contraintes et :
– T : Q × C × Q → [0, 1] est une fonction de transition. T (qj |qi, cqi,k(X, t)) de´note
la probabilite´ d’aller dans l’e´tat qj sachant que nous sommes dans l’e´tat qi et que
la contrainte cqi,k(X, t) est ve´rifie´e. E´tant donne´ un e´tat qi et une contrainte cqi,k,
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les transitions sortantes doivent ve´rifier :∑
qj∈Q
T (qj |qi, cqi,k) = 1. (4.1)
– δ est une famille de |Q| matrices. Pour chaque e´tat qi, δqi doit respecter l’e´quation







δqi(b|λ) = 1. (4.2)
– π : Q → [0, 1] est la fonction de probabilite´ initiale, celle-ci doit satisfaire la
contrainte suivante : ∑
q∈Q
π(q) = 1. (4.3)
Les E´quations 4.1, 4.2 et 4.3, de´ja` utilise´es dans d’autres mode`les, par exemple les
pair-HMMs, permettent de de´finir une distribution conditionnelle sur les scripts d’e´dition.
De´finissons maintenant la se´mantique ope´rationnelle d’un CSM.
Soient C = 〈Σ,Q, C, T, δ, π〉 un CSM et (X,Y ) ∈ (Σ⋆)2 un couple de mots a` analyser.
– Une configuration de C est caracte´rise´e par un 4-uplet (S, u, v, p) tel que S ∈ Q est
l’e´tat courant, u ∈ Σ⋆ correspond a` un suffixe de X, v ∈ Σ⋆ correspond a` un suffixe
de Y et p est la probabilite´ de la paire (s, t) avec X = s.u et Y = t.v.
– La configuration (S′, u′, v′, p′) est de´rivable en une e´tape de la configuration (S, u, v, p)
(note´e (S, u, v, p) → (S′, u′, v′, p′)) s’il existe (a, b) ∈ (Σ ∪ {λ})2\{λ, λ} tels que
u = a.u′ et v = b.v′ avec δS(b|a) 6= 0, u
′, v′ ∈ Σ⋆, et qu’il existe une moda-
lite´ k pour laquelle la contrainte CS est satisfaite et tel que T (S
′|S, cS,k) 6= 0 et
p′ = p× δS(b|a)× T (S
′|S, cS,k).
– La configuration (Sf , λ, λ, p) est de´rivable en plusieurs e´tapes de la configuration
(S,X, Y, πS) (note´e (S,X, Y, πS)
⋆
→ (Sf , λ, λ, p)) si (Sf , λ, λ, p) peut eˆtre obtenu
de (S,X, Y, πS) par une succession de de´rivations en une e´tape et tel que p 6= 0.
Nous appellons cette succession de de´rivations un chemin auquel nous associons la
probabilite´ p.
– Soient C un CSM, (X,Y ) une paire de mots et M l’ensemble fini des chemins de
la paire (X,Y ), la probabilite´ p(Y |X) est la somme des probabilite´s associe´es a`







Nous pre´sentons dans le paragraphe suivant un algorithme en programmation dyna-
mique pour calculer la probabilite´ p(Y |X).
4.2.2 Calcul de p(Y |X)
Le calcul de la probabilite´ p(Y |X), c’est-a`-dire la probabilite´ de transformer par des
ope´rations d’e´dition la chaˆıne X en Y, peut eˆtre a` nouveau re´alise´ avec une fonction
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forward. Soient X = x1 . . . xT et Y = y1 . . . yV (x0 et y0 de´notent la chaˆıne vide), la
fonction forward (α) est de´finie re´cursivement pour calculer la probabilite´ d’un pre´fixe
d’une chaˆıne de sortie e´tant donne´ le pre´fixe d’une chaˆıne d’entre´e. Ce calcul peut eˆtre
fait a` partir de chacun des e´tats q ∈ Q. Pour simplifier les notations, cq,k(X, t) sera note´
















αqj (yv−1|xt) · δqj (yv|λ) · T (qi|qj , cqj (xt)))v≥1.
Dans ce calcul, les diffe´rences par rapport aux mode`les memoryless, vus aux chapitres
pre´ce´dents, viennent de la somme effectue´e sur tous les e´tats et de la fonction de transi-
tion. Par rapport aux pair-HMMs, nous devons prendre en compte les contraintes dans
la fonction de transition.
Selon un principe similaire, nous pouvons aussi utiliser la fonction backward (β) pour














T (qj |qi, cqi(xt)) · βqj (yv+1|xt))v≤V .
Dans le calcul des fonctions forward et backward, nous devons prendre en compte
l’ensemble des e´tats possibles. Cela implique un calcul en programmation dynamique dont
la complexite´ est en O(|Y | × |X| × |Q| × f(X)) ou` f(X) est une borne supe´rieure de la
complexite´ du calcul des fonctions boole´ennes. Cette complexite´ est suppose´e polynomiale
en la taille de X et est ge´ne´ralement line´aire dans notre cas.








4.2.3 Apprentissage des parame`tres
Pour apprendre les parame`tres de notre mode`le, nous devons apprendre une matrice
δqi pour chaque e´tat qi du CSM. En d’autres termes, cela revient a` dire que nous appre-
nons une similarite´ d’e´dition stochastique par contexte. De plus, nous devons estimer les
probabilite´s des transitions et les probabilite´s initiales. Pour cette taˆche, nous utilisons
a` nouveau une adaptation de l’algorithme EM. L’originalite´ de celle-ci provient de la
normalisation qui doit prendre en compte les contraintes.
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E´tape Expectation
Pour rappel, l’e´tape d’Expectation correspond a` l’estimation du nombre de fois que
chaque ope´ration d’e´dition est utilise´e dans l’e´chantillon d’apprentissage LS.







L’espe´rance de chaque ope´ration d’e´dition (b|a) pour un e´tat qi donne´ est conserve´e








αqi(yv−1|xt−1) · δqi(yv|xt) ·
∑
qj










αqi(yv|xt−1) · δqi(λ|xt) ·
∑
qj










αqi(yv−1|xt) · δqi(yv|λ) ·
∑
qj
T (qj |qi, cqi(xt)) · βqj (yv+1|xt+1)
p(Y |X)
.
Enfin, les occurrences des transitions entre e´tats sont stocke´es dans les variables
γT (qj |qi,cqi,k).







αqi(yv−1|xt−1) · δqi(yv|xt) ·
∑
qj
T (qj |qi, cqi,k(xt)) · βqj (yv+1|xt+1)
p(Y |X)
+
αqi(yv−1|xt) · δqi(yv|λ) ·
∑
qj
T (qj |qi, cqi,k(xt)) · βqj (yv+1|xt+1)
p(Y |X)
+








Notons, que pour chaque transition entre les e´tats qi et qj , il y a autant de variables
que de fonctions boole´ennes dans la contrainte assigne´e a` l’e´tat qi.
E´tape Maximisation
L’e´tape de maximisation permet de normaliser les diffe´rentes espe´rances pour de´finir
une distribution de probabilite´. La preuve d’optimalite´ de la normalisation n’est pas
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donne´e ici, mais une adaptation directe de celle donne´e dans [DEKM98] pour les HMMs
peut s’appliquer de manie`re naturelle. Pour de´finir une distribution conditionnelle, notre
normalisation doit satisfaire les contraintes suivantes :






– A` partir de chaque qi, pour chaque modalite´ de la contrainte cqi,k et pour chaque
e´tat d’arrive´e qj , nous avons :





– Pour chaque matrice d’e´dition δqi , la normalisation de´ja` pre´sente´e en Section 2.3.2
pour les memoryless s’applique e´galement ici :































Exemple. Dans le but d’illustrer le processus d’apprentissage de notre CSM, nous al-
lons pre´senter dans ce paragraphe un exemple. Dans plusieurs langues europe´ennes, la
probabilite´ d’avoir deux voyelles identiques conse´cutives dans un mot est tre`s faible. Par
exemple, en franc¸ais, excepte´ les mots de´rive´s de zoo, la probabilite´ est quasiment nulle.
Conside´rons l’ensemble de paires de mots artificiels LS = {(aa, ab), (ba, ba), (aa, ac)}, ou`
la premie`re chaˆıne de la paire est un mot errone´ et la seconde sa correction. Supposons
(ce n’est qu’un exemple illustratif) que cet ensemble soit repre´sentatif d’un langage cible
qui satisfait la contrainte selon laquelle la pre´sence de mots avec des doubles voyelles
identiques conse´cutives est impossible.
Pour apprendre un mode`le de correction, nous pouvons aise´ment supposer ici qu’une
machine probabiliste a` deux e´tats est suffisante (ceci est justifie´ par le fait que les mots de














Fig. 4.2 – Illustration d’un CSM et comparaison avec un pair-HMM. Par souci de
lisibilite´, seulement les probabilite´s non-nulles sont indique´es.
l’e´chantillon ne contiennent que deux symboles). Notre but est d’apprendre un CSM avec
l’algorithme de´crit pre´ce´demment. Conside´rons la connaissance du domaine qui e´nonce
qu’il est impossible d’avoir deux voyelles identiques conse´cutives dans le meˆme mot dans
le langage de´crit par LS. Assignons ensuite au premier e´tat la contrainte cq1 avec les
fonctions boole´ennes suivantes :
DV : le symbole courant est le meˆme que le pre´ce´dent,
DV : le symbole courant est diffe´rent du pre´ce´dent.
Notons que lorsque t = 1, nous conside´rons que DV est a` vrai et que DV est a` faux.
La Figure 4.2(a) montre le CSM obtenu apre`s convergence de notre adaptation de
l’algorithme EM. Pour analyser l’effet de notre contrainte, nous apprenons e´galement un
pair-HMM qui est repre´sente´ graphiquement dans la figure 4.2(b). Notons que l’ensemble
des parame`tres des deux mode`les a e´te´ initialise´ ale´atoirement. L’analyse de ces mode`les
nous permet de faire les remarques suivantes :
1. Dans le pair-HMM, l’analyse des matrices d’e´dition montre que le premier e´tat
repre´sente les ope´rations effectue´es sur le premier caracte`re de la chaˆıne, tandis
que le second correspond aux ope´rations d’e´dition du second caracte`re.
2. Sans la contrainte, le pair-HMM converge vers un optimum local. Le second e´tat
indique que la seconde lettre (qui est toujours un a) de chaque mot d’entre´e peut
eˆtre change´e indistinctement en un a, b ou c. Ce qui est probablement faux, e´tant
donne´e la connaissance a priori.
3. D’un autre coˆte´, l’optimum local atteint par le CSM apprend correctement la cible
e´tant donne´e la contrainte. Les e´tats ne de´crivent plus ici, contrairement au pair-
HMM, une position d’une lettre dans la chaˆıne. Le second e´tat mode´lise la correction
du mot lorsque la contrainte DV est satisfaite, alors que le premier ne fait pas de
correction puisque DV est ve´rifie´e.
Nous avons e´galement e´value´ la vraisemblance de LS pour estimer la qualite´ des
mode`les appris. Comme attendu, notre CSM mode´lise mieux l’e´chantillon d’apprentis-
sage puisqu’il lui attribue une vraisemblance de 0.25 alors qu’elle n’est que de 0.037 pour
le pair-HMM. ◦
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4.3 Relation entre CSM et pair-HMM
Dans cette section, nous analysons l’expressivite´ des CSMs par rapport aux pair-
HMMs. De manie`re assez claire, la diffe´rence d’expressivite´ provient des contraintes uti-
lise´es dans le CSM. Pour estimer cette diffe´rence, nous de´finissons tout d’abord un type
de contraintes dites re´gulie`res.
De´finition 4.3 (Contrainte re´gulie`re) Une contrainte re´gulie`re est une contrainte
telle que le re´sultat de chacune de ses fonctions boole´ennes peut eˆtre de´fini comme un
proble`me d’appartenance a` un langage re´gulier. En d’autres termes, chacune de ces fonc-
tions peut eˆtre repre´sente´e par un automate a` e´tats fini. Dans celui-ci, les e´tats terminaux
correspondent au fait que que la contrainte soit satisfaite.
Dans le the´ore`me suivant, nous montrons que les CSMs ge´ne´ralisent les pair-HMMs
lorsque les CSMs utilisent des contraintes non re´gulie`res.
The´ore`me 4.4 Un CSM avec des matrices conditionnelles (respectivement jointes) est
une stricte ge´ne´ralisation d’un pair-HMM avec des matrices conditionnelles (respective-
ment jointes).
Preuve Premie`rement, nous montrons que tout pair-HMM peut eˆtre converti en un
CSM e´quivalent. Soit A = 〈Σ,Q, T, δ, π〉 un pair-HMM, nous construisons un CSM C =
〈Σ,Q, {c}, Tc, δ, π〉 avec la meˆme structure. L’unique contrainte c = {c1} a exactement
une seule fonction boole´enne c1 : Σ
⋆ × N → true et est assigne´e a` chaque e´tat. Pour
chaque paire d’e´tats qi, qj, nous de´finissons Tc(qj |qi, cqi,1) = T (qj |qi). Par construction,
A et C ont la meˆme structure et les meˆmes parame`tres. Nous pouvons donc facilement
ve´rifier qu’ils de´finissent la meˆme distribution.
Deuxie`mement, conside´rons un CSM utilisant des contraintes non re´gulie`res (i.e.
non repre´sentables par un langage re´gulier). Par exemple ck(X, t) est vrai si le pre´fixe de
taille t de X appartient a` un langage non rationnel tel que les langages hors-contextes :
{anbn|n ≥ 0}. Par de´finition, cette contrainte ne peut eˆtre repre´sente´e par une machine
a` e´tats finie. Il n’est donc pas possible de construire un pair-HMM e´quivalent a` ce CSM. 
Nous venons de voir que l’utilisation de contraintes non re´gulie`res permet un gain
d’expressivite´ du CSM.
Nous nous inte´ressons maintenant au cas des CSMs posse´dant uniquement des con-
traintes re´gulie`res. Une question naturelle qui se pose est de savoir si une telle contrainte
peut eˆtre mode´lise´e de manie`re e´quivalente dans un pair-HMM graˆce a` l’ajout d’e´tats
supple´mentaires. Nous allons montrer que cette transformation n’est pas toujours possible
avec la Proposition 4.5 et nous affirmons que lorsque c’est possible, nous obtenons un pair-
HMM avec une structure plus complexe en terme d’e´tats et de transitions. Cette explosion
structurelle conduit a` un nombre plus important de parame`tres a` estimer pendant le
processus d’apprentissage.
Nous pre´sentons dans l’Algorithme 4.3, le principe ge´ne´ral d’une me´thode de conver-
sion d’un CSM en un pair-HMM. Expliquons les diffe´rentes e´tapes de cet algorithme
a` partir d’un exemple de CSM, pre´sente´ en Figure 4.4(a), dont les parame`tres (choisis
arbitrairement) sont pre´sente´s dans le Tableau 4.6. Ce CSM mode´lise la contrainte ‘‘Les
deux lettres pre´ce´dentes sont deux ’a’ ’’.
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Algorithme 4.3 : Conversion d’un CSM en un pair-HMM
Entre´e : Un CSM avec contraintes re´gulie`res
Sortie : Un pair-HMM
1. Convertir chaque contrainte en un automate et mettre a` jour chaque automate
pour autoriser les insertions.
2. De´duire la structure du pair-HMM.





(a) CSM avec la contrainte aa signi-
fiant ‘‘Les deux lettres pre´ce´dentes






(b) Automate repre´sentant la contrainte
aa du CSM de la Fig. 4.4(a)
Fig. 4.4 – (a) Un CSM avec une contrainte re´gulie`re (la boucle sur l’e´tat q1 est la
contrainte "true" qui force a` rester dans l’e´tat) ; (b) L’automate correspondant a` la
contrainte aa.
Premie`re e´tape. Elle consiste a` repre´senter la contrainte re´gulie`re sous la forme d’un
automate (voir Fig. 4.4(b), l’e´tat final est repre´sente´ par un double cercle). Nous pouvons
noter que seulement les chaˆınes satisfaisant la contrainte pre´ce´dente terminent leurs par-
cours dans l’e´tat final. Rappelons que les mots qui nous inte´ressent ici sont les pre´fixes
de la chaˆıne d’entre X jusqu’a` une position t de X traite´e dans l’e´tat q0 pendant le
processus d’e´dition.
Sachant que la chaˆıne d’entre´e X est implique´e dans le processus d’e´dition, nous
devons prendre en compte la possibilite´ d’avoir des insertions sur la chaˆıne Y sans que des
lettres de X soient traite´es par le processus d’e´dition. Nous repre´sentons ces insertions
par des cycles e´tiquete´s par λ sur chaque e´tat de l’automate (voir Fig. 4.5(a)). Cela
ne modifie pas le fait que les mots terminant avec deux ’a’ conse´cutifs terminent leur
parcours dans l’e´tat final.
Deuxie`me e´tape. Elle consiste a` transformer l’automate en un pair-HMM en utilisant
le principe de´crit dans [DDE05] qui convertit un automate probabiliste en un HMM. Nous
donnons rapidement le principe de ce processus. Chaque e´tat q de l’automate de´duit a`
l’e´tape 1 est divise´ en autant d’e´tats que le nombre d’e´tiquettes diffe´rentes pre´sentes sur
les transitions entrantes de l’e´tat q. Ces e´tats vont donc concerner seulement un symbole
d’entre´e.
Par exemple, l’e´tat 1 de la la Figure 4.5(a) est divise´ en deux e´tats 1λ et 1b dans la
Figure 4.5(b) car ses transitions entrantes sont e´tiquete´es par {λ, b, b, b}.
Troisie`me e´tape. Comme nous l’avons dit pre´ce´demment, le Tableau 4.6 repre´sente les
parame`tres (choisis arbitrairement) de notre CSM. Le Tableau 4.7 de´crit les probabilite´s
associe´es aux diffe´rents e´tats et transitions du pair-HMM de la Figure 4.4(b).












Fig. 4.5 – (a) L’automate mode´lisant la contrainte re´gulie`re aa et autorisant des inser-
tions sur Y ; (b) Le pair-HMM de´duit des Fig. 4.4(a) et 4.5(a).
(a)
δ λ a b
λ .05 .05
a .05 .3 .1
b .05 .1 .3
(b)
δ λ a b
λ .05 .05
a .05 .35 .05











q0 q1 aa 2/3
q0 q0 aa 1/3
q0 q0 aa 1
q1 q1 true 1
Tab. 4.6 – Repre´sentation des probabilite´s du CSM de la Figure 4.4(a) : (a) e´tat q0, (b)
e´tat q1, (c) initiales, (d) transitions.
L’ensemble des probabilite´s des transitions du pair-HMM de´duit est une combinaison
des transitions entre les e´tats du CSM et la distribution marginale de chacune des lettres
dans les e´tats. Par exemple, la probabilite´ de transition entre l’e´tat 3λ et 1b du pair-HMM
est le produit de la probabilite´ de la transition entre l’e´tat q0 et q0 par la contrainte ’aa’
(en effet, nous atteignons l’e´tat 3λ lorsque nous avons lu au moins 2 a conse´cutifs) et la
distribution marginale du nombre de b rencontre´s dans l’e´tat q0 : i.e. T (1b|3λ) = 1/3∗ .45.
Sur le meˆme principe, nous de´duisons toutes les probabilite´s des transitions du pair-
HMM, re´sume´es dans le Tableau 4.7(f). Les probabilite´s des ope´rations d’e´dition dans
chacun des e´tats se de´duisent simplement en normalisant les valeurs pre´sentes dans
l’e´tat q0 du CSM pour prendre en compte le fait qu’une seule lettre de la chaˆıne d’entre´e
peut eˆtre traite´e par une ope´ration d’e´dition dans cet e´tat (voir Tab. 4.7(a)(b)(c)). Notons
que l’e´tat q1 du CSM n’est pas contraint, nous retrouvons donc les meˆmes probabilite´s
dans l’e´tat q1 du pair-HMM (voir Tab. 4.7(d)). Les probabilite´s initiales (voir Tab. 4.7(e))
sont une combinaison de la probabilite´ initiale pre´sente dans le CSM et de la distribution
marginale des symboles dans l’e´tat q0.
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(a)
δ λ a b
λ .5 .5
(b)
δ λ a b
b 1/9 2/3 2/9
(c)
δ λ a b
a 1/9 2/3 2/9
(d)
δ λ a b
λ .05 .05
a .05 .35 .05















de´part arrive´e de´part arrive´e de´part arrive´e
1λ 1λ .1*1 2λ 2λ .1*1 3λ 3λ .1*1/3
1λ 1b .45*1 2λ 1b .45*1 3λ 1b .45*1/3
1λ 2a .45*1 2λ 3a .45*1 3λ 3a .45*1/3
1b 1b .45*1 2a 1b .45*1 3a 3a .45*1/3
1b 1λ .1*1 2a 2λ .1*1 3a 1b .45*1/3
1b 2a .45*1 2a 3a .45*1 3a 3λ .45*1/3
3λ q1 2/3 3a q1 2/3 q1 q1 1
Tab. 4.7 – Repre´sentation des probabilite´s du pair-HMM de la Figure 4.5(b) : (a) e´tats
1λ-2λ-3λ, (b) e´tat 1b, (c) e´tats 2a-3a, (d) e´tat q1, (e) initiales et (f) transitions.
Nous pouvons noter que l’automate final de la Figure 4.5(b) est un pair-HMM, e´quiva-
lent a` notre CSM. Cependant, nous remarquons qu’il a 7 e´tats, 21 transitions et 3 pro-
babilite´s initiales non nulles, ce qui nous fait un total de 47 parame`tres (y compris les
ope´rations d’e´dition de chaque e´tat). En comparaison, le CSM de la Figure 4.4(a) a un
total de 21 parame`tres (ope´rations d’e´dition comprises). Les parame`tres du pair-HMM
devront eˆtre estime´s pendant le processus d’apprentissage, menant a` une augmentation
de la complexite´ et du nombre d’exemples ne´cessaires. Notons ne´anmoins ici que quelques
parame`tres sont lie´s et qu’il serait alors inte´ressant de de´finir une borne du nombre de
parame`tres utiles. Cependant, le lien entre parame`tres n’est pas exploite´ a priori par
l’algorithme EM d’apprentissage des pair-HMMs. Une solution serait donc de proposer
une adaptation de l’algorithme pour prendre en compte les parame`tres lie´s.
Dans le but de montrer l’influence de l’explosion des parame`tres dans la convergence
du processus d’apprentissage, nous menons l’expe´rience suivante. Nous conside´rons tou-
jours le CSM de la Figure 4.4(a) et le pair-HMM correspondant de la Figure 4.5(b).
Nous ge´ne´rons, a` partir d’une distribution cible, un ensemble d’e´chantillons d’apprentis-
sage constitue´s d’un nombre croissant de paires (de 100 a` 8000). Pour chaque e´chantillon,
nous apprenons les parame`tres des mode`les des Figures 4.4(a) et 4.5(b). Ensuite, nous
e´valuons la qualite´ du mode`le sur un e´chantillon test TS de 500 paires de chaˆınes en
comparant la mesure de perplexite´ P (i.e. une mesure base´e sur l’entropie) entre les















Fig. 4.8 – Comportement du CSM et de son pair-HMM e´quivalent.
deux mode`les, telle que
P = 2−
P
(X,Y )∈TS P (Y |X) log2 p(Y |X).
Les re´sultats sont pre´sente´s dans la Figure 4.8. Les deux mode`les convergent vers le meˆme
point, ce qui signifie qu’ils repre´sentent tous les deux la meˆme distribution statistique,
mais le pair-HMM a besoin de plus d’exemples pour produire un mode`le e´quivalent en
termes de qualite´. Ce petit exemple montre clairement l’inte´reˆt des contraintes pour
simplifier les mode`les probabilistes a` e´tats finis, et donc l’inte´reˆt de nos CSMs.
Montrons de´sormais avec la proposition suivante qu’un CSM ne peut pas toujours eˆtre
transforme´ en un pair-HMM e´quivalent meˆme avec la pre´sence de contraintes re´gulie`res.
Proposition 4.5 Les CSMs de´finissent une classe de distribution plus ge´ne´rale que les
pair-HMMs.
Preuve Par le The´ore`me 4.4, nous savons que tout pair-HMM est un cas particulier
de CSM. Conside´rons le CSM de la Figure 4.9 avec une simple contrainte re´gulie`re
sur la lettre pre´ce´dente. Ce mode`le de´finit deux distributions conditionnelles telles que
p(aa|a) = p(bb|b) = 1. Nous allons montrer que nous ne pouvons pas construire un
pair-HMM e´quivalent avec des matrices conditionnelles.
Chaque paire de chaˆınes admet un ensemble de cinq scripts d’e´dition. Nous avons
respectivement pour (aa|a) et (bb|b) :
S(aa|a) = {[(a|a)(a|λ)], [(λ|a)(a|λ)(a|λ)], [(a|λ)(λ|a)(a|λ)],
[(a|λ)(a|λ)(λ|a)], [(a|λ)(a|a)]}





la lettre pre´ce´dente est un a
1.0
la lettre pre´ce´dente est un b
1.0
Fig. 4.9 – Exemple d’un CSM de´finissant deux distributions conditionnelles non
repre´sentables par un pair-HMM. Dans chaque e´tat, nous indiquons seulement les
ope´rations d’e´dition avec une probabilite´ non-nulle.
et
S(bb|b) = {[(b|b)(b|λ)], [(λ|b)(b|λ)(b|λ)], [(b|λ)(λ|b)(b|λ)],
[(b|λ)(b|λ)(λ|b)], [(b|λ)(b|b)]}.
Notons que, selon le CSM, seul le premier script d’e´dition de chacun des deux en-
sembles S(aa|a) et S(bb|b) est possible, de probabilite´ 1. Tous les autres scripts sont de
probabilite´ nulle.
Supposons qu’il existe un pair-HMM A = 〈Σ,Q, T, δ, π〉 qui combine l’ensemble de ces





π(q)βq(bb|b) = 1 (4.4)
Maintenant, supposons qu’il existe un e´tat qi ∈ Q tel que π(qi) > 0 (notons qu’il doit











π(q) (0 ≤ βq(aa|a ≤ 1)
<
∑
q∈Q π(q) = 1. (βqi(aa|a) < 1)
Cela implique que p(aa|a) < 1 ce qui est en contradiction avec la distribution cible.
Donc pour chaque e´tat, avec π(qi) > 0, nous avons βqi(aa|a) = 1. De plus, a` partir de
l’E´quation 4.4, nous avons :
∑
q∈Q
π(q)(βq(aa|a)− βq(bb|b)) = 0.
Donc, puisque 0 ≤ βq(bb|b) ≤ 1, nous avons que pour tout π(qi) > 0, βqi(aa|a) =
βqi(bb|b) = 1.
Ceci implique que les ope´rations d’e´dition utilise´es dans qi, correspondant a` la premi-
e`re ope´ration d’un script d’e´dition, doivent sommer a` 1 : δqi(a|λ)+δqi(a|a)+δqi(λ|a) = 1
pour (aa|a) et δqi(b|λ) + δqi(b|b) + δqi(λ|b) = 1 pour (bb|b). La condition de distribution
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b∈Σ δqi(b|λ) = 1 implique qu’aucune in-
sertion n’est possible dans qi.
Par conse´quent les scripts de probabilite´ non nulle possibles sont ceux commenc¸ant
par (λ|a) ou (a|a) pour (aa|a) et (λ|b) ou (b|b) pour (b|b). Dans tous les cas la prochaine
ope´ration a` faire est une insertion : (a|λ) pour (aa|a) et (b|λ) pour (bb|b).
Ces deux ope´rations d’insertion doivent avoir une probabilite´ de 1 pour maintenir
βqi e´gal a` 1. Elles ne peuvent pas eˆtre dans le meˆme e´tat, sinon, comme mentionne´
pre´ce´demment, la condition de distribution conditionnelle serait transgresse´e. Donc, elles
doivent eˆtre dans deux e´tats diffe´rents, ce qui implique d’ajouter deux transitions a` par-
tir de qi. Chacune de ces deux transitions doit eˆtre de probabilite´ 1 pour assurer que
p(aa|a) = p(bb|b) = 1, ce qui est impossible e´tant donne´e la condition sur les transitions
d’un pair-HMM (∀qi ∈ Q,
∑
qj∈Q
T (qj |qi) = 1). 
4.4 Application : Recherche de TFBS dans des re´-
gions promotrices
4.4.1 Contexte scientifique
Dans cette section, nous proposons de montrer la pertinence de notre mode`le sur une
application en biologie mole´culaire. Nous allons conside´rer une taˆche dont le but final
est de trouver des sites de facteurs de transcription (TFBS) dans des se´quences promo-
trices de ge`nes orthologues. Les travaux pre´sente´s dans cette partie ont e´te´ effectue´s en
collaboration avec Olivier Gandrillon et Mathilde Pellerin, chercheurs au centre CGMC1,
dans le cadre du projet anr bingo22.
Un ge`ne est une se´quence d’acides de´soxyribonucle´iques (ADN) destine´e a` eˆtre trans-
crite en acide ribonucle´ique (ARN). La plupart du temps, un ge`ne commence par une
se´quence de nucle´otides appele´e promoteur, dont le roˆle est de permettre l’initiation mais
surtout la re´gulation (tous les ge`nes ne sont pas exprime´s dans toutes les cellules) de la
transcription de l’ADN en ARN. Ce roˆle est assure´ par certaines zones du promoteur ap-
pele´es TFBS (voir Fig 4.10). Deux ge`nes sont orthologues lorsqu’ils partagent la meˆme
fonction et ont un anceˆtre commun.
Notre objectif est de montrer que l’utilisation de notre CSM peut eˆtre utile pour
mode´liser des zones de TFBS tout en permettant : (i) l’inte´gration de connaissance du
domaine, (ii) de prendre en compte de l’information contextuelle, et (iii) de proposer
un mode`le stochastique a posteriori interpre´table par des experts du domaine. Il a e´te´
de´montre´ [DD07] que les TFBS sont sensibles a` l’e´volution des espe`ces, c’est-a`-dire que les
sites de transcription ont e´volue´ moins rapidement que le reste de la se´quence promotrice.
Cette diffe´rence d’e´volution peut eˆtre observe´e en comparant des se´quences orthologues
de ge`nes d’espe`ces suffisamment e´loigne´es. En termes de DE, cela implique que les zones
de TFBS seront plus proches entre elles que le reste de la se´quence (i.e. les ope´rations
de substitution (b|b), pour tout b ∈ {A,C,G, T}, auront une probabilite´ plus forte que
les autres ope´rations d’e´dition dans les zones de TFBS).
1Centre de Ge´ne´tique Mole´culaire et Cellulaire, Universite´ de Lyon.
2https://bingo2.greyc.fr/.








Fig. 4.10 – (a) Repre´sentation graphique d’un promoteur ; (b) Extrait d’une paire de
se´quences promotrices (la partie en gras de la se´quence repre´sente un TFBS, les lettres
en majuscule repre´sentent le core du TFBS).
4.4.2 Donne´es
Dans les expe´rimentations suivantes, nous conside´rons comme re´gion promotrice (ou
promoteur) les 500 paires de bases (bp) localise´es 5 bases avant le de´part du site de
transcription (TSS) [KD08] (voir Fig. 4.10(a)). Nous nous restreignons a` une liste de ge`nes
orthologues de l’humain et de la souris extraite par l’outil de recherche BioMart3 de la
base de donne´es Ensembl. Les se´quences promotrices de ces ge`nes sont obtenues ensuite
par des requeˆtes a` la base de donne´es SQUAT [LSB+08] en utilisant des informations
additionnelles a` travers DBTSS4. Tout ce processus a conduit a` une liste de 13520 paires
de 500 bp de se´quences promotrices orthologues.
4.4.3 MATCHTM
Une me´thode de recherche de TFBS dans des se´quences d’ADN a e´te´ propose´e par Kel
et al. et baptise´e MATCHTM [KGR+03]. MATCHTM est un outil de recherche de facteurs
de transcription sur des chaˆınes d’ADN base´ sur des matrices poids-position. Les matrices
poids-position sont disponibles dans la base de donne´es TRANSFACR© [WCF+01]. La
Table 4.11 repre´sente une matrice poids-position pour un TFBS donne´. Pour chaque
position du TFBS, elle donne la fre´quence de chacun des nucle´otides. L’ensemble de ces
fre´quences est issu d’expe´rimentations in vitro et in silico. Il existe une matrice poids-
position par TFBS.
De plus, MATCHTM exploite le fait qu’un TFBS est compose´ d’une partie plus im-
portante qui est appele´e le core. Ce core a une taille de cinq nucle´otides et correspond
a` la partie du site de transcription qui est la plus stable d’un site a` l’autre.
Pour une sous-se´quence d’ADN de taille donne´e, MATCHTM calcule des scores pour
le core du TFBS et pour l’ensemble de la matrice, et les compare a` des seuils pour savoir
si la sous-se´quence e´tudie´e est un TFBS ou non. Il est important de noter que la pre´sence
d’un ze´ro dans la matrice poids-position, (par exemple, position 7, nucle´otide A) ne veut
pas dire que MATCHTM ne retrouvera jamais cette base a` cette position.
3http://www.ensembl.org/biomart/martviez/.
4http://dbtss.hgc.jp, mise a` jour hg18 et mm8 pour les se´quences humaines et souris respective-
ment.
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position A C G T
01 3 6 3 5
02 6 1 9 1
03 3 2 8 4
04 5 2 10 0
05 3 4 8 2
06 5 1 10 1
07 0 14 0 3
08 2 0 12 3
09 1 11 1 4
10 2 2 11 2
11 0 14 1 2
12 6 0 1 10
13 5 2 3 7
Tab. 4.11 – Exemple de matrice poids-position pour le TFBS nomme´ ZF5 B. Les posi-
tions du core sont en caracte`res gras.
4.4.4 Protocole expe´rimental et initialisation du CSM
Avant de de´crire les diffe´rentes expe´riences mene´es pour la reconnaissance de sites de
facteurs de transcription, pre´sentons tout d’abord la structure du mode`le utilise´.
Les e´tats. Ayant l’ensemble des connaissances pre´ce´dentes, nous avons de´cide´ de cons-
truire un CSM a` huit e´tats. Ces e´tats se de´composent en deux sous-ensembles : (i) un
e´tat (DI) pour la partie non TFBS de la se´quence d’ADN, (ii) les sept autres e´tats pour
la partie codant le TFBS. Ce deuxie`me groupe est compose´ d’un e´tat pour le pre´-core
(pre), un pour le post-core (post) et les cinq autres (ci tel que 1 ≤ i ≤ 5) pour les
diffe´rentes positions du core. La Figure 4.12 repre´sente graphiquement le CSM utilise´
pour les expe´rimentations.
Les contraintes. Aux e´tats pre´-core et post-core, nous assignons une contrainte sur
le temps d’attente. Plus pre´cise´ment, nous utilisons une contrainte qui a 15 modalite´s
ck (k = 0..14), avec ck qui signifie : ‘‘est-ce que je suis dans l’e´tat courant
depuis (k+1) fois ?’’ (excepte´ k = 14 signifiant : ‘‘est-ce que je suis dans l’e´-
tat courant depuis au moins 15 fois ?’’. Cette contrainte nous permet de mode´li-
ser la longueur du pre´-core et du post-core. En effet, apre`s quelques analyses des ma-
trices poids-position, nous avons observe´ que les tailles des zones pre´-core et post-core ne
de´passaient jamais 15 nucle´otides. Entre les diffe´rents e´tats ci repre´sentant les diffe´rentes
positions du core, nous avons une contrainte ‘‘true’’ avec une seule modalite´ qui est
toujours ve´rifie´e quelle que soit la chaˆıne d’entre´e et la position dans cette chaˆıne. La
contrainte assigne´e a` l’e´tat DI, la partie ne mode´lisant pas un TFBS, est la contrainte
‘‘true’’. En effet, n’ayant pas observe´ de re´gularite´ dans la position d’un TFBS par
rapport a` un autre, nous avons de´cide´ que l’utilisation de contrainte forte sur cet e´tat
n’e´tait pas utile. La dernie`re remarque que nous pouvons faire sur la construction de
cette machine est le fait que lorsqu’un TFBS est trouve´, il passe tout d’abord par l’e´tat
pre´-core, ensuite les diffe´rents e´tats ci par ordre croissant et enfin l’e´tat post-core avant









Fig. 4.12 – Repre´sentation graphique du CSM utilise´ dans le cadre des expe´rimentations
sur les donne´es biologiques. L’e´tat DI est utilise´ pour mode´liser la partie non-codante de
la se´quence d’ADN. Les e´tats pre et post repre´sentent respectivement les e´tats pre´-core
et post-core du TFBS. Enfin, les e´tats ci identifient les diffe´rentes positions du core. Les
transitions en gras permettent de prendre en compte le temps d’attente, tandis que les
autres ne portent pas de contrainte.
de retourner dans l’e´tat DI. De plus, le nombre de TFBS sur une se´quence promotrice
e´tant faible (de 3 a` 5 pour 500 bp), la transition entre l’e´tat DI et pre aura une faible
probabilite´. Nous avons donc de´cide´ de n’autoriser qu’une sous-partie de l’ensemble des
ope´rations d’e´dition dans l’e´tat DI : les insertions et les de´le´tions. Dans le cas ou` des
ope´rations de substitution seront pre´fe´rables, nous conside´rerons que nous sommes en
train de reconnaˆıtre une paire de TFBS.
Initialisation du mode`le. L’objectif de l’expe´rimentation e´tant de mode´liser des
TFBS sur des paires de se´quences promotrices, nous effectuons l’initialisation suivante.
Le nombre de TFBS e´tant peu e´leve´ sur un promoteur, si nous utilisons une initiali-
sation ale´atoire, le processus EM, qui maximise la vraisemblance d’un e´chantillon, ne
tendra probablement pas a` optimiser les parame`tres pour capturer l’information des
TFBS du fait des proble`mes de maxima locaux, mais plutoˆt a` trouver d’autres motifs
dans ces se´quences. Nous avons donc de´cide´ de guider la premie`re ite´ration de l’algo-
rithme EM en utilisant des donne´es e´tiquete´es par MATCHTM. L’e´tiquetage permet de
connaˆıtre les positions probables des TFBS sur les promoteurs. Nous obtenons donc
un ensemble d’initialisation qui permet de guider le premier tour de l’algorithme EM.
Au cours de ce processus, l’e´tiquetage des donne´es permet d’accumuler les ope´rations
d’e´dition s’effectuant entre les TFBS des promoteurs dans les e´tats correspondants. No-
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tons que MATCHTM utilise en entre´e une unique se´quence. Sachant que nous travaillons
avec des paires, un pre´-traitement des donne´es est ne´cessaire. Pour ce faire, nous propo-
sons de conserver les paires de TFBS pour lesquelles l’e´cart entre la position de de´part
d’un TFBS situe´ sur la chaˆıne d’entre´e et la position de de´part d’un TFBS sur la chaˆıne
de sortie est infe´rieur a` une distance maximale fixe´e a priori. Nous justifions ce proce´de´
par le fait que la DE ope`re naturellement des ope´rations de substitution sur des caracte`res
situe´s a` une distance raisonnablement faible.
Pour apprendre le mode`le, nous utilisons un ensemble de paires de promoteurs pour
lesquelles MATCHTM a trouve´ au moins un TFBS sur chaque e´le´ment de la paire. Au
contraire de l’e´tape d’initialisation, les promoteurs ne sont plus marque´s, afin de per-
mettre une ge´ne´ralisation. Le but e´tant de retrouver les TFBS des promoteurs, et en
de´couvrir potentiellement d’autres, nous ne gardons que le chemin de Viterbi (le chemin
avec la probabilite´ maximale). En effet, l’utilisation du script de Viterbi permet l’ex-
traction de la se´quence des ope´rations d’e´dition. Cette se´quence peut alors eˆtre annote´e
par l’e´tat dans lequel l’ope´ration courante est faite et donc nous pouvons marquer sur la
paire de se´quences promotrices les TFBS.
4.4.5 Re´sultats
Dans un premier temps, nous avons de´cide´ de mener des expe´rimentations sur l’ap-
prentissage de CSM spe´cialise´s pour la reconnaissance d’un TFBS donne´. Nous avons
se´lectionne´ les TFBS suivants : ZF5 B, PAX4 03 et PPARG 02 qui ont conduit a` des
ensembles d’apprentissage de tailles respectives : 157, 148, 48 paires avec une moyenne
de 1.08 TFBS par paire de promoteurs. L’un des premiers objectifs est de comparer les
mode`les appris et les matrices poids-positions.
Ade´quation des ope´rations d’e´dition apprises avec les matrices poids-positions
L’objectif de cette premie`re expe´rimentation est de ve´rifier que notre algorithme
d’apprentissage base´ sur EM permet d’attribuer des probabilite´s d’e´dition corre´le´es avec
les fre´quences observe´es dans les matrices poids-positions issues de TRANSFAC R©. Le
but est de ve´rifier que notre algorithme ne diverge pas.
Pour illustrer cette corre´lation, la Figure 4.13 donne les probabilite´s des ope´rations
d’e´dition obtenues apre`s cinq ite´rations de l’algorithme EM sur les donne´es du TFBS
ZF5 B pour les diffe´rentes positions du core. Le lecteur inte´resse´ peut regarder l’ensemble
du mode`le, et ceux pour les autres TFBS traite´s, en annexe de ce document.
Pour la position 1 du core, le Tableau 4.11 indiquait que 80% des bases rencontre´es
sont des C (14/17) et 20% des T (3/17). Rappelons qu’un ze´ro dans les donne´es de
TRANSFAC R© ne signifie pas que MATCHTM ne pourra pas retrouver de site de fac-
teur de transcription commenc¸ant par une autre lettre que C ou T . Le mode`le appris
(Fig. 4.13) montre que 71% des bases concerne´es par les ope´rations d’e´dition sont bien
des C. De plus, il est inte´ressant de noter qu’apre`s optimisation, notre mode`le a fait
disparaˆıtre les T et autorise´ 29% d’ope´rations sur des G, qui semblent donc eˆtre plus
utiles pour maximiser la vraisemblance de l’e´chantillon d’apprentissage.
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c1 c4
C→C 42.40% C→C 16.77%
C→G 37.73% G→G 17.92%
G→C 19.86% G→C 8.74%
c2
G→G 24.51% c5
T→T 23.72% C→C 62.01%
G→A 20.88% G→C 26.20%







Fig. 4.13 – Mode`le appris apre`s cinq ite´rations de l’algorithme d’apprentissage pour le
TFBS ZF5 B. Nous ne mentionnons ici que les ope´rations sur les diffe´rentes positions du
core (seules les ope´rations significatives sont indique´es).
Ainsi, par notre processus d’optimisation, nous pouvons voir d’une part que la ten-
dance observe´e par MATCHTM est bien conserve´e (i.e. la grande majorite´ des ope´rations
portent bien sur un C) et d’autre part que certaines statistiques descriptives observe´es via
MATCHTM sont remises en cause par notre mode`le (i.e. suppression de certaines lettres
et apparition de nouvelles). La question est de´sormais de savoir si cela permet de non
seulement retrouver des TFBS connus (et reconnus par MATCHTM) et de de´couvrir de
nouveaux TFBS par ge´ne´ralisation. C’est le but des deux paragraphes suivants traitant
de deux situations diffe´rentes : (i) celle ou` les promoteurs sont repre´sente´s sous forme de
paires, i.e. ils sont promoteurs de deux ge`nes orthologues, (ii) celle ou` ils sont repre´sente´s
sous la forme de singleton.
De´tections de TFBS dans une paire de promoteurs
Si les promoteurs sont par paire, la strate´gie de recherche est la suivante. E´tant donne´
un CSM appris selon la proce´dure pre´sente´e pre´ce´demment, nous cherchons le script de
Viterbi entre les deux promoteurs. Pendant la construction du script, nous annotons
les ope´rations d’e´dition par l’e´tat dans lequel elles apparaissent pour marquer les zones
de TFBS. Si une annotation passe par l’e´tat pre de notre CSM, un TFBS est donc
de´couvert. Afin de ne retenir du CSM que les TFBS les plus pertinents, nous avons
adopte´ une approche de se´lection, visant a` ne conserver, a` chaque ite´ration de EM, que
les TFBS ayant une grande probabilite´. Plus pre´cisement, nous avons choisi comme seuil





avec E l’ensemble des ope´rations d’e´dition entrant dans la construction de la paire de
TFBS. Ce seuil est e´value´ a` chaque ite´ration de l’algorithme EM a` l’aide d’un e´chantillon
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Fig. 4.14 – Re´sultat sur une paire de promoteurs de ge`nes orthologues.
d’e´valuation contenant des paires de TFBS, construit a` partir des donne´es de MATCHTM.
Une telle strate´gie a ainsi permis de rapidement supprimer les candidats TFBS de faible
probabilite´.
La Figure 4.14 montre un re´sultat d’expe´rimentation pour la paire de promoteurs
du ge`ne TMEM38B, e´videmment non pre´sente dans l’e´chantillon d’apprentissage. Le
graphique est partage´ en trois parties : la partie haute est le promoteur humain, celle
du milieu le promoteur souris et la dernie`re retourne des informations de similarite´s
(les moyennes ge´ome´triques). Chaque promoteur est de´coupe´ en deux parties : en haut
les TFBS trouve´s par MATCHTM (jaune/rouge), en bas les TFBS trouve´s par le CSM
(vert/bleu). Les parties bleu et rouge repre´sentent les cores des TFBS.
Pour le ge`ne TMEM38B, le CSM retrouve deux paires de TFBS :
humain souris moyenne
position motif position motif ge´ome´trique
416 cggcccCGCCCcc 411 ggacccCGCCCcc 0.378/0.199
436 cagggCGCACgc 432 cagggCGCACgc 0.325/0.206
Sur le meˆme promoteur, MATCHTM retrouve le TFBS suivant :
humain souris
position motif position motif
439 ggcgcaCGCGCgg 435 ggcgcaCGCGCag
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Nous pouvons constater d’une part que le TFBS issu de MATCHTM, donc reconnu
comme pertinent par la communaute´, est e´galement retrouve´ par notre CSM (a` un
de´calage de 3 bases pre`s) ; d’autre part, notre algorithme d’apprentissage, par ge´ne´ralisa-
tion, nous a permis de de´tecter un nouveau TFBS (commenc¸ant en position respec-
tives 416 et 411) que MATCHTM n’avait pas identifie´. Il est important de noter ici que
l’e´valuation de la pertinence d’un tel re´sultat est difficile. En effet, a` chaque nouvelle
proposition de TFBS, les colle`gues biologistes doivent effectuer une se´rie d’expe´rimenta-
tions en laboratoire pour valider l’hypothe`se. Ce travail n’a malheureusement pas encore
pu eˆtre re´alise´ par les chercheurs du laboratoire CGMC car les premiers re´sultats issus
du CSM n’ont e´te´ disponibles que re´cemment.
Notons ne´anmoins que la moyenne ge´ome´trique des probabilite´s des ope´rations d’e´di-
tion de ce nouveau TFBS trouve´ par le CSM (et pas par MATCHTM) est de 0.378.
Nous pouvons observer que cette valeur est plus importante que pour le premier TFBS
qui e´tait reconnu par MATCHTM (0.325), ce qui nous laisse a` penser que cette nouvelle
connaissance est probablement pertinente.
De´tection de TFBS sur un unique promoteur
Lorsque nous ne disposons pas de paires de promoteurs, l’exploitation directe de notre
CSM, qui mode´lise en pratique une transduction d’une chaˆıne en une autre, n’est plus
possible. Afin de de´tecter des TFBS a` partir d’un promoteur unique, nous avons adopte´
une technique de marche ale´atoire. Plus pre´cisemment, pour chaque promoteur unique,
nous effectuons 4000 marches ale´atoires dans le CSM (pour chaque lettre de la chaˆıne
d’entre´e, nous choississons ale´atoirement, suivant les parame`tres du mode`le, l’ope´ration
d’e´dition que nous allons appliquer). Notons que, comme lors de la recherche de TFBS
dans des paires, nous utilisons la valeur de la moyenne ge´ome´trique pour savoir si nous
conservons ou non la partie du script d’e´dition passant par les e´tats marquant un TFBS.
Chacune de ces marches ge´ne`re alors un script d’e´dition que nous utilisons pour estimer
pour chaque position du promoteur l’appartenance ou non a` une position du core d’un
TFBS.
A` titre d’illustration, la Figure 4.15 pre´sente les re´sultats obtenus pour le promoteur
Zfp667, issu de l’e´chantillon de test. Le graphique met en relation une position et le
nombre d’occurences pour lesquelles une marche ale´atoire a trouve´ un core a` cette posi-
tion. Les re´sultats de MATCHTM sont repre´sente´s par des barres d’histogramme, la zone
jaune correspondant au core d’un TFBS et les parties vertes au reste du TFBS. Cette
expe´rience permet de proposer une re´gion probable de TFBS pour un promoteur donne´.
Nous pouvons constater a` nouveau que le CSM est capable de retrouver les TFBS de
MATCHTM (ici 4) et d’en de´tecter 6 nouveaux, qui devront eˆtre valide´s par les biologistes
dans un second temps.
Comparaison des cores de TFBS
Nous terminerons ce chapitre d’expe´rimentations en comparant sur le TFBS ZF5 B
(le lecteur inte´resse´ trouvera en annexes les re´sultats des autres TFBS) les cores retrouve´s
par le CSM et ceux issus de MATCHTM. Le Tableau 4.16 montre que parmis les cinq cores
les plus pre´sents dans les TFBS retrouve´s, 3 sont en commun entre les deux me´thodes,
les deux autres n’e´tant se´pare´s que d’une ou deux ope´rations d’e´dition.
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Fig. 4.15 – Re´sultat de l’application du CSM sur un promoteur unique.
MATCHTM CSM
motif proportion motif proportion
CGCGC 49.56% CGGCC 22.22%
CGCCC 10.79% CGCGC 16.66%
CGGGC 8.61% CGCCC 11.11%
CGCTC 8.45% CGGGC 11.11%
CGCAC 7.17% CGTGC 11.11%
Tab. 4.16 – Pre´sentation des cores repre´sentant le TFBS ZF5 B trouve´s par
MATCHTM et le CSM.
4.5 Conclusion et discussion
Dans ce chapitre, nous avons pre´sente´ un mode`le d’e´dition non-memoryless contraint
entre chaˆınes. Nous avons aborde´ le proble`me sur des chaˆınes pour des raisons algo-
rithmiques e´videntes mais une extension aux donne´es arborescentes semble manifeste.
Nous parlons de mode`le non-memoryless car l’utilisation de plusieurs e´tats permet de
mode´liser diffe´rents contextes d’e´dition. L’utilisation de contraintes, au niveau des tran-
sitions du mode`le, sous forme d’ensemble de fonctions boole´ennes permet d’ajouter de
la connaissance a priori dans la machine. Nous avons pre´sente´ une me´thode d’appren-
tissage, base´e sur EM, qui maximise la vraisemblance d’un e´chantillon d’apprentissage
compose´ de paires juge´es similaires. Dans le cadre de ce chapitre, nous avons expe´rimente´
nos mode`les sur une taˆche de biologie mole´culaire.
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Les mode`les que nous avons introduits dans ce chapitre sont une ge´ne´ralisation des
pair-HMMs [DEKM98]. Nous avons montre´ que dans le cas d’utilisation de contraintes
re´gulie`res, il e´tait possible de construire un pair-HMM e´quivalent mais le nombre de
parame`tres en est alors augmente´. Dans les CSMs, nous pouvons utiliser des contraintes
non-re´gulie`res qui permettent donc un pouvoir d’expression plus important. Nous avons
aussi montre´ que les CSMs de´finissent une classe de distribution plus ge´ne´rale que les
pair-HMMs.
Une contrainte se pre´sente comme un ensemble de fonctions boole´ennes de´finies par
l’utilisateur. Suivant les connaissances lie´es au proble`me conside´re´, la de´finition de ces
contraintes peut eˆtre une taˆche complique´e. C’est pourquoi, il serait utile de pouvoir ex-
traire les contraintes de l’e´chantillon d’apprentissage par des outils de recherche d’infor-
mation ou de fouille de donne´es. Remarquons aussi que les proprie´te´s lie´es a` la de´finition
d’une contrainte sont fortes. Il semblerait inte´ressant de regarder si nous ne pourrions pas
modifier la de´finition du CSM et l’algorithme d’apprentissage de telle sorte a` pouvoir eˆtre
plus libres sur la de´finition de nos contraintes. En effet, dans sa description courante, une
seule fonction de la contrainte peut eˆtre ve´rifie´e pour une position donne´e de la chaˆıne a`
l’instant t. Nos premie`res investigations laissent a` penser qu’il serait possible de se passer
de cette limite, au prix d’une complexification de l’algorithme d’apprentissage.
Enfin, les expe´rimentations de ce chapitre nous ont mene´ a` une collaboration avec
des chercheurs du CGMC qui sont spe´cialistes de la biologie mole´culaire. Nous avons
travaille´ sur des donne´es issues de ge`nes orthologues entre humains et souris, l’objectif
e´tant de retrouver des sites connus de facteurs de transcription et d’en de´couvrir de
nouveaux. Deux ge`nes orthologues ayant de grandes ressemblances au niveau des TFBS,
nos travaux sur la distance d’e´dition et plus particulie`rement l’utilisation des CSM dans
ce contexte a donc e´te´ possible. Mais le domaine de la biologie mole´culaire e´tant com-
plexe, et ne´cessitant de nombreuses interactions entre informaticiens et biologistes, les
expe´rimentations n’ont pu progresser que par petites e´tapes successives. C’est pourquoi,
aujourd’hui, il nous est difficile de tirer des conclusions de´finitives. Notons ne´anmoins que
les re´sultats interme´diaires sont encourageants et l’e´tude de ce proble`me me´rite donc, a`
notre avis, d’eˆtre prolonge´e.
Conclusion ge´ne´rale
Dans le cadre de cette the`se, nous nous sommes inte´resse´s a` l’apprentissage de si-
milarite´s d’e´dition probabilistes entre donne´es structure´es sous la forme d’arbres et de
chaˆınes. Nous avons fait le choix de´libe´re´ de proposer une conclusion a` l’issue de chacun
des chapitres du me´moire. Cette de´marche nous a permis d’aborder des points de re´flexion
parfois techniques associe´s aux approches pre´sente´es dans chaque chapitre. Dans cette
conclusion, nous nous proposons plutoˆt de faire un bilan ge´ne´ral des travaux effectue´s
durant ces trois anne´es de the`se.
Le point commun entre toutes les me´thodes que nous avons propose´es re´side dans
l’apprentissage de couˆts d’ope´rations d’e´dition dans un cadre probabiliste. Ce proces-
sus d’apprentissage est effectue´ par le biais d’adaptations de l’algorithme Expectation-
Maximisation utilise´ pour maximiser la vraisemblance d’un e´chantillon de paires d’exem-
ples juge´s similaires. Lors de nos travaux, nous avons essaye´ de fournir plusieurs me´thodes
d’infe´rence de similarite´s d’e´dition adapte´es a` diffe´rentes proble´matiques. Sans avoir la
pre´tention d’eˆtre exhaustif, les contributions pre´sente´es dans cette the`se ont, a` notre
avis, permis d’augmenter les domaines d’applications des similarite´s base´es sur la dis-
tance d’e´dition en les adaptant soit a` des donne´es spe´cifiques comme les arbres, soit a`
des applications ne´cessitant la prise en compte d’informations a priori. S’il reste encore
de nombreuses proble´matiques a` re´soudre, nous pensons que nos travaux ont e´galement
eu l’inte´reˆt d’ouvrir plusieurs perspectives de recherche.
Concernant le cas de donne´es arborescentes, nous avons e´tudie´ deux algorithmes,
chacun d’eux e´tant adapte´ a` une de´finition de distance d’e´dition particulie`re entre deux
arbres. La premie`re - la distance de Selkow - conside`re notamment des ope´rations d’in-
sertion et de de´le´tion de sous-arbres entiers, alors que la seconde - la distance de Zhang et
Shasha - autorise des ope´rations d’insertion et de suppression au niveau des noeuds. Sui-
vant le type de proble`me traite´, chacune de ces distances a son inte´reˆt propre. Notons de
plus que si la distance de Zhang et Shasha est plus ge´ne´rale, elle est e´galement nettement
plus couˆteuse en terme de complexite´ ce qui peut repre´senter un inconve´nient majeur
pour certaines applications. Pour chacune de ces deux distances, nous avons propose´ un
algorithme d’infe´rence base´ sur un mode`le a` un seul e´tat dit memoryless. Ce mode`le a e´te´
de´cline´ selon deux modalite´s : l’une base´e sur un mode`le probabiliste joint et l’autre selon
un mode`le conditionnel. Nous avons vu que chacun de ces deux mode`les avait ses propres
de´fauts : le biais cause´ par la distribution des chaˆınes d’entre´e pour le premier et une plus
grande variance pour le second. Si toutes les me´thodes propose´es posse`dent leur propre
champ d’application, nous avons montre´ qu’elles permettaient toujours d’ame´liorer les
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approches standard sans apprentissage. Nous avons, de plus, de´veloppe´ une plateforme
logicielle SEDiL, disponible pour la communaute´ sur Internet, qui inte`gre l’ensemble de
ces me´thodes.
Nous avons e´galement travaille´ sur un mode`le de machines a` e´tats contraintes permet-
tant d’inte´grer de la connaissance du domaine. Ce type de mode`le, que nous avons appele´
CSM pour Constrained State Machines, permet d’inte´grer de la connaissance a priori sous
la forme de contraintes boole´ennes associe´es aux transitions. De plus, son caracte`re non-
memoryless, nous permet de conside´rer naturellement plusieurs contextes d’e´dition. Nous
avons notamment prouve´ que les CSMs e´taient en fait une ge´ne´ralisation des pair-HMMs.
Notre mode`le a e´te´ en outre exploite´ sur une taˆche de biologie mole´culaire visant a` trou-
ver des sites de facteurs de transcription sur des promoteurs de ge`nes. S’il reste encore
beaucoup de travaux a` mener, les premiers re´sultats obtenus nous permettent de penser
que nos mode`les peuvent offrir des perspectives prometteuses pour ce type de taˆches,
qui sont d’ailleurs connues comme e´tant difficiles. Si cette partie a e´te´ conside´re´e sous
l’angle de distance entre chaˆınes, elle posse`de toutefois des liens naturels avec le chapitre
pre´ce´dent sur les distances entre arbres. L’adaptation de nos mode`les a` e´tats contraints
aux arbres pourrait notamment fournir des perspectives inte´ressantes sur des proble`mes
de traitement de donne´es xml ou de biologie mole´culaire impliquant des donne´es plus
complexes.
Quelles sont les perspectives qui se de´gagent a` l’issue de nos travaux ? Elles sont bien
e´videmment nombreuses et nous en avons de´ja` e´voque´ quelques unes dans les conclusions
des chapitres pre´ce´dents. Toutefois, une proble´matique ge´ne´rale a` toutes les approches
pre´sente´es dans ce manuscrit concerne la constitution d’un e´chantillon d’apprentissage
de paires d’exemples similaires. La de´finition de ces paires est bien e´videmment primor-
diale pour obtenir de bons mode`les de similarite´ d’e´dition. Si pour certaines applications
leur construction semble e´vidente, comme par exemple un mot errone´ et sa correction ou
encore deux promoteurs de ge`nes orthologues, dans d’autres cas l’appariement de deux
exemples est sujet a` discussion. Ce proble`me est entre autre illustre´ dans l’application
de reconnaissance de chiffres manuscrits que nous avons e´voque´e dans le Chapitre 3. En
effet, nous pouvons nous demander quelle est la de´finition d’une bonne paire d’apprentis-
sage. Est-ce deux exemples de la meˆme classe pris ale´atoirement ? Ou plutoˆt un exemple
avec son plus proche voisin selon la distance de Levenshtein ? Nous n’avons a` l’heure ac-
tuelle pas de ve´ritable solution a` proposer pour ce proble`me. Une piste pourrait consister
a` essayer de trouver une notion de paires pertinentes permettant de discriminer une
partie de l’e´chantillon, par exemple a` l’aide de techniques de clustering.
Une autre manie`re de contourner ce proble`me serait de de´finir des me´thodes d’ap-
prentissage ne´cessitant un e´chantillon compose´ de singletons uniquement. L’objectif ne
serait alors plus de maximiser la vraisemblance de l’e´chantillon de paires d’apprentissage
mais, par exemple, de maximiser le taux de bonne classification. Pour cette perspective,
les approches re´centes de Balcan et al. sur l’apprentissage a` partir de bonnes fonctions
de similarite´s ge´ne´ralisant la notion de noyau des SVM [BBS08b, BBS08a] pourraient
fournir des pistes inte´ressantes.
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Pour terminer, nous avons principalement conside´re´ des similarite´s d’e´dition et non
des distances tout au long du me´moire. Autrement dit, les proprie´te´s de se´paration, de
syme´trie, de non-ne´gativite´, et d’ine´galite´ triangulaire, de´finies en Section 1.3.1, ne sont
pas force´ment respecte´es dans nos mode`les. La conse´quence de cet aspect est qu’une ma-
jorite´ des algorithmes utilisant les proprie´te´s de la notion de distance, pour optimiser les
calculs et gagner en complexite´ algorithmique, ne sont plus utilisables avec nos simila-
rite´s. Une perspective de nos travaux est donc d’adapter les matrices de probabilite´s des
ope´rations d’e´dition avec la notion de similarite´ d’e´dition pour construire une distance.
Nous pourrions, par exemple, nous inspirer de l’approche introduite re´cemment dans
les travaux de Bellet et al. [BBMS10], ou` les auteurs proposent de construire un noyau




Dans cette partie, nous pre´sentons un e´chantillon plus complet des re´sultats des
diffe´rentes expe´rimentations mene´es dans le cadre de l’anr Bingo2. Nous rappelons
que les tests ont e´te´ effectue´s sur trois TFBS diffe´rents : ZF5 B, PAX4 03 et PPARG 02.
Tout d’abord, pre´cisons les tailles des e´chantillons d’apprentissage et de test.
TFBS |LS| |TS|
ZF5 B 182 32
PAX4 03 148 30
PPARG 02 48 10
Les re´sultats sont pre´sente´s en quatre parties. Premie`rement, nous montrons pour
chaque TFBS, le mode`le appris et les donne´es de TRANSFAC R©. Deuxie`mement, nous
comparons les motifs des cores de TFBS retrouve´s. Troisie`mement, nous pre´sentons
diffe´rents re´sultats de recherche de TFBS sur des paires de promoteurs. Enfin, nous
montrons des re´sultats de de´tection de TFBS sur des promoteurs uniques.
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A Expe´rimentations sur le TFBS ZF5 B
(a) pre´-core
λ A C T G
λ 0.0 1.12E-4 0.0530 2.02E-4 0.0
A 1.14E-4 0.0416 0.0274 0.0106 0.0334
C 1.07E-4 0.0333 0.2224 0.0224 0.079
T 0.0 0.0153 9.38E-4 0.0311 0.0328
G 0.0175 0.0323 0.0 0.0626 0.2831
(b) core position 1
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0 0.0
C 0.0 0.0 0.4240 0.0 0.3773
T 0.0 0.0 0.0 0.0 0.0
G 0.0 0.0 0.1986 0.0 0.0
(c) core position 2
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0 0.0
C 0.0 0.0 0.0 0.0 0.1433
T 0.0 0.0 0.0 0.2372 0.0752
G 0.0 0.2088 0.0 0.0903 0.2451
(d) core position 3
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0514 0.0487 0.0191 0.0
C 0.0 0.0455 0.1943 0.0713 0.1108
T 0.0 0.0144 0.0672 0.0582 0.0362
G 0.0 0.0482 0.0463 0.0 0.1876
(e) core position 4
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0646 0.0469 0.0279 0.0416
C 0.0 0.0 0.1677 0.0397 0.0653
T 0.0 0.0190 0.0488 0.0641 0.04959
G 0.0 0.0560 0.0874 0.0415 0.17924
(f) core position 5
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.1177 0.0 0.0
C 0.0 0.0 0.6201 0.0 0.0
T 0.0 0.0 0.0 0.0 0.0
G 0.0 0.0 0.2620 0.0 0.0
(g) post-core
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0815 0.0210 0.0385 0.0389
C 0.0 0.0325 0.2012 0.0617 0.0324
T 0.0 0.0394 0.0568 0.1020 0.0299
G 0.0 0.0269 0.0711 0.0268 0.1387
Tab. A.1 – Propabilite´ des ope´rations d’e´dition pour chaque position codant le TFBS
ZF5 B dans le CSM.
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position A C G T
01 3 6 3 5
02 6 1 9 1
03 3 2 8 4
04 5 2 10 0
05 3 4 8 2
06 5 1 10 1
07 0 14 0 3
08 2 0 12 3
09 1 11 1 4
10 2 2 11 2
11 0 14 1 2
12 6 0 1 10
13 5 2 3 7
Tab. A.2 – Matrice poids-position pour le TFBS ZF5 B. Les positions du core sont en
caracte`res gras.
MATCHTM CSM
motif proportion motif proportion
CGCGC 49.56% CGGCC 22.22%
CGCCC 10.79% CGCGC 16.66%
CGGGC 8.61% CGCCC 11.11%
CGCTC 8.45% CGGGC 11.11%
CGCAC 7.17% CGTGC 11.11%
Tab. A.3 – Pre´sentation des principaux cores repre´sentant le TFBS ZF5 B trouve´s par
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(b) PFDN1 h/Pfdn1 s (apprentissage)








































(c) GSTK1 h/Gstk1 s (test)













































(d) PCSK2 h/Pcsk2 s (test)
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Fig. A.5 – Recherche de TFBS sur des promoteurs.
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B Expe´rimentations sur le TFBS PAX4 03
(a) pre´-core
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.071 0.033 0.016 0.018
C 0.0 0.042 0.298 0.076 0.032
T 0.0 0.019 0.069 0.125 0.014
G 0.0 0.029 0.055 0.014 0.082
(b) core position 1
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0 0.0
C 0.0 0.0 1.0 0.0 0.0
T 0.0 0.0 0.0 0.0 0.0
G 0.0 0.0 0.0 0.0 0.0
(c) core position 2
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 1.0 0.0 0.0 0.0
C 0.0 0.0 0.0 0.0 0.0
T 0.0 0.0 0.0 0.0 0.0
G 0.0 0.0 0.0 0.0 0.0
(d) core position 3
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0 0.0
C 0.0 0.0 1.0 0.0 0.0
T 0.0 0.0 0.0 0.0 0.0
G 0.0 0.0 0.0 0.0 0.0
(e) core position 4
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0 0.0
C 0.0 0.0 1.0 0.0 0.0
T 0.0 0.0 0.0 0.0 0.0
G 0.0 0.0 0.0 0.0 0.0
(f) core position 5
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0 0.0
C 0.0 0.0 1.0 0.0 0.0
T 0.0 0.0 0.0 0.0 0.0
G 0.0 0.0 0.0 0.0 0.0
(g) post-core
λ A C T G
λ 0.0 0.0 0.0 0.0 0.012
A 0.0 0.092 0.055 0.049 0.018
C 0.0 0.024 0.245 0.104 0.055
T 0.012 0.018 0.061 0.147 0.0
G 0.0 0.018 0.030 0.030 0.024
Tab. B.6 – Propabilite´ des ope´rations d’e´dition pour chaque position codant le TFBS
PAX4 03 dans le CSM.
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position A C G T
01 6 4 4 3
02 8 2 3 4
03 3 5 3 6
04 4 6 3 4
05 4 7 1 5
06 2 9 0 6
07 1 15 1 0
08 16 0 0 1
09 1 14 2 0
10 3 12 0 2
11 1 12 3 1
12 0 6 6 4
Tab. B.7 – Matrice poids-position pour le TFBS PAX4 03. Les positions du core sont
en caracte`res gras.
MATCHTM CSM
motif proportion motif proportion
CACCC 100.00% CACCC 100%
Tab. B.8 – Pre´sentation du core repre´sentant le TFBS PAX4 03 trouve´ par
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(c) OR1D2 h/Olfr412 s (test)
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(d) CETN2 h (test)
Fig. B.10 – Recherche de TFBS sur des promoteurs.
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C Expe´rimentations sur le TFBS PPARG 02
(a) pre´-core
λ A C T G
λ 0.0 0.0 0.0 0.012 0.0
A 0.008 0.185 0.032 0.049 0.049
C 0.0 0.024 0.098 0.049 0.008
T 0.004 0.049 0.016 0.222 0.020
G 0.0 0.041 0.016 0.008 0.102
(b) core position 1
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0 0.020
C 0.0 0.0 0.041 0.0 0.020
T 0.0 0.0 0.0 0.062 0.0
G 0.0 0.041 0.0 0.0 0.812
(c) core position 2
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.083 0.0 0.0 0.104
C 0.0 0.0 0.020 0.0 0.020
T 0.0 0.0 0.020 0.021 0.020
G 0.0 0.062 0.0 0.0 0.645
(d) core position 3
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.0 0.0 0.0208 0.0208
C 0.0 0.0 0.0417 0.0208 0.0
T 0.0 0.0833 0.0 0.6875 0.0417
G 0.0 0.0208 0.0 0.0208 0.0417
(e) core position 4
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.020 0.062 0.0 0.062
C 0.0 0.083 0.458 0.041 0.041
T 0.0 0.0 0.020 0.020 0.0
G 0.0 0.041 0.020 0.0 0.125
(f) core position 5
λ A C T G
λ 0.0 0.0 0.0 0.0 0.0
A 0.0 0.895 0.0 0.0 0.020
C 0.0 0.0 0.020 0.020 0.0
T 0.0 0.0 0.0 0.041 0.0
G 0.0 0.0 0.0 0.0 0.0
(g) post-core
λ A C T G
λ 0.0 0.0 0.0 0.004 0.0
A 0.004 0.124 0.028 0.028 0.025
C 0.0 0.031 0.242 0.035 0.012
T 0.0 0.030 0.025 0.228 0.022
G 0.0 0.019 0.012 0.017 0.105
Tab. C.11 – Propabilite´ des ope´rations d’e´dition pour chaque position codant le TFBS
PPARG 02 dans le CSM.
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position A C G T
01 18 3 0 2
02 21 0 0 6
03 3 7 15 2
04 1 1 0 26
05 21 0 7 0
06 0 0 28 0
07 0 1 27 0
08 0 0 3 25
09 1 23 4 0
10 28 0 0 0
11 4 17 3 4
12 6 7 9 6
13 3 3 19 3
14 0 0 0 28
15 2 5 20 1
16 24 3 1 0
17 0 28 0 0
18 0 28 0 0
19 0 11 0 17
20 25 1 0 2
21 4 15 6 2
22 7 0 1 19
23 2 0 0 22
Tab. C.12 – Matrice poids-position pour le TFBS PPARG 02. Les positions du core
sont en caracte`res gras.
MATCHTM CSM
motif proportion motif proportion





Tab. C.13 – Pre´sentation des principaux cores repre´sentant le TFBS PPARG 02 trouve´s
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Fig. C.15 – Recherche de TFBS sur des promoteurs.
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Re´sume´.
De nombreuses applications informatiques ne´cessitent l’utilisation de distances. Dans
le cadre de donne´es structure´es, chaˆınes ou arbres, nous utilisons majoritairement la dis-
tance d’e´dition. Celle-ci correspond au nombre minimal d’ope´rations d’e´dition (insertion,
de´le´tion et substitution) ne´cessaire pour transformer la premie`re donne´e en la seconde.
Suivant l’application traite´e, il est possible de parame´trer la distance d’e´dition en asso-
ciant a` chaque ope´ration d’e´dition un poids. Dans le cadre de ce manuscrit, nous propo-
sons une technique d’apprentissage automatique supervise´ pour apprendre les poids de la
distance de´crite pre´ce´demment. L’algorithme utilise´, appele´ Expectation-Maximisation,
maximise la vraisemblance des parame`tres du mode`le a` l’aide d’un e´chantillon d’appren-
tissage compose´ de paires d’exemples conside´re´s comme similaires.
La premie`re contribution de ce manuscrit est une extension de pre´ce´dents travaux sur
les chaˆınes aux arbres sous la forme de transducteur a` un unique e´tat. Nous montrons
sur une taˆche de reconnaissance de caracte`res manuscrits, l’efficacite´ de l’apprentissage
par rapport a` l’utilisation de poids non appris. La seconde est une approche sur les
chaˆınes sous contraintes. Le mode`le est repre´sente´ par un ensemble fini d’e´tats dans
lequel les transitions sont contraintes. Une contrainte est repre´sente´e par un ensemble
fini de fonctions boole´ennes de´finies sur la chaˆıne d’entre´e et une de ses positions. Nous
utilisons notre mode`le pour aborder une application de recherche de sites de facteur de
transcription dans des se´quences ge´nomiques.
Abstract.
In computer science, a lot of applications use distances. In the context of structured
data, strings or trees, we mainly use the edit distance. The edit distance is defined as
the minimum number of edit operation (insertion, deletion and substitution) needed to
transform one data into the other one. Given the application, it is possible to tune the
edit distance by adding a weight to each edit operation. In this work, we use a supervised
machine learning approach to learn the weight of edit operation. The exploited algorithm,
called Expectation-Maximisation, is a method for finding maximum likelihood estimates
of parameters in a model given a learning sample of pairs of similar examples.
The first contribution is an extension of earlier works on string to trees. The model
is represent by a transducer with a single state. We apply successfully our method on
a handwritten character recognition task. In a last part, we introduce a new model on
strings under constraints. The model is made of a finite set of states where the transitions
are constrained. A constraint is a finite set of boolean functions defined over an input
string and one of its position. We show the relevance of our approach on a molecular
biology task. We consider the problem of detecting Transcription Factor Binding Site in
DNA sequences.
