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Abstract
We study the chemical potential effects on the chiral phase transition in a simply improved
soft-wall AdS/QCD model, which can realize consistently the properties of linear confinement and
spontaneous chiral symmetry breaking. The µ−T phase diagrams with both zero and physical quark
masses have been obtained from this model. For the case of physical quark mass, the chiral transition
has a crossover behavior at low chemical potential. With the increase of the chemical potential µ,
the critical temperature Tc descends towards zero, and the crossover transition turns into a first-
order one at some intermediate value of µ, which implies that a critical end point naturally exists
in this improved soft-wall model. All these features agree with our current perspective on the QCD
phase diagram.
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I. INTRODUCTION
The dynamics of quarks and gluons in quantum chromodynmaics (QCD) has significant
influence on the evolution of the universe and the existence of our world, which is intimately
related to the two important features of QCD, i.e., the color confinement as a result of the
nonlinear and nonperturbative dynamics of QCD and the mass generation originating from
the quark condensate. At extreme environments such as high temperature or high baryon
density, the confined hadronic phase will dissociate into quark-gluon plasma (QGP) with
color released and also accompanied with the restoration of chiral symmetry. With the
deepening of research, it has been known that the QCD phase structure is far beyond the
simple picture stated above. Theoretical understanding of the whole QCD phase diagram
and the mechanism for the formation of the rich phase structure is still a challenge in modern
physics.
At zero baryon density, the quark flavors and their masses have a significant impact on
the properties of QCD phase transition, which are clearly summarized in the Columbia plot
[1, 2]. The qualitative features of QCD phase transition can be extracted from the univer-
sality analysis of effective models when quark masses approach to zero or infinity. In the
infinite quark-mass limit, the effective theory for the order parameter, viz. the Polyakov
loop expectation value characterizing the behaviour of the heavy quark free energy at large
distances, is a three dimensional spin model with global Z(3) symmetry, which signifies a
first-order phase transition [3]. In the vanishing quark-mass limit, the flavor dependence
of QCD phase transition has been investigated by a renormalization-group analysis of an
effective model for the chiral condensate, which is the proper order parameter in this case
[4]. Lattice QCD studies in recent years have shown strong evidence on a crossover tran-
sition with the pseudocritical temperature Tc ' 155 MeV at physical quark mass, and a
second-order one in the two-flavor case with zero quark mass [5–7]. A great deal of informa-
tion for the properties of QCD phase transition have been attained from both lattice and
phenomenological studies and also from experimental researches.
At finite baryon density, the QCD phase structure is further enriched significantly [8,
9]. Besides the hadronic phase and the QGP phase, there may also exist other phases of
strongly interacting matters at large chemical potential µ and low temperature T , such as
the quarkyonic phase [10] and the color superconducting phase [11, 12]. With the increasing
of the baryon chemical potential, it is generally believed that the crossover transition will
evolve towards a critical end point (CEP) and then turn into a first-order phase transition.
However, there remain questions regarding the existence and the location of CEP [13–17].
Lattice QCD extrapolation to the finite chemical potential case is rather difficult due to
the notorious sign problem and has so far not reached to a consistent conclusion. Hence,
other approaches such as the Dyson-Schwinger equation and the functional renormalization-
group method [18–22] and effective models like the Polyakov-loop extended Nambu-Jona-
Lasinio model [23, 24] have been used to address the relevant issues on QCD phase diagram.
Experimentally, there are also many ongoing and planning programs aimed to probe the
signals of CEP and other intrinsic properties of QCD phase structure [25–29].
In recent decades, the Anti de-Sitter/conformal field theory (AdS/CFT) correspondence
[30–32] provides another powerful tool to tackle the strongly interacting issues of low-energy
QCD, which is usually called AdS/QCD. There are essentially two approaches for the model
construction in AdS/QCD, i.e., the top-down approach which set off from string theory
and the bottom-up approach which is based on the fundamental properties of low energy
QCD. As a promising way to tackle the nonperturbative low-energy problems of strong
interaction, this field has attracted extensive studies in the past decades, especially on the
issues of hadron spectrum, QCD thermodynamics and many other aspects of low-energy
hadron physics [33–75]. In this work, we focus on the properties of chiral phase transition
and QCD phase diagram at finite chemical potential. The relevant issues have been studied
in the well-known Sakai-Sugimoto model in the probe approximation [40, 76], which leads to
a very different phase structure from the QCD expectations. Other top-down models such
as that using D6-brane or D7-brane probes in some specific dual backgrounds have also been
proposed [38, 39], and so far there are no satisfying descriptions for chiral phase transition
in the top-down approach.
In spite of the clear stringy origins of the top-down approach, it seems that we still need
much more to construct a realistic AdS/QCD model. Thus it deserves for us to switch to the
bottom-up approach temporarily and to find a possible phenomenological way to realize the
expected chiral phase transition and the QCD phase diagram from holography, which indeed
have attracted intense works in the bottom-up AdS/QCD. Most of the studies are focused
on the issues of deconfining phase transition and the associated thermodynamics [77–100].
To address the issue of chiral phase transition with finite chemical potential, we follow the
original line of bottom-up approach, i.e., the hard-wall and soft-wall models [33–35]. We also
note that another researching line with more stringy ingredients included has been given in
a series of works [101–109], where the properties of QCD thermodynamics and chiral phase
transition in the Veneziano limit have been investigated in detail.
The temperature and chemical potential effects on the chiral condensate have been studied
in the original soft-wall model [110] and also in the modified versions [111, 112], which
cannot reproduce the basic structures of the QCD phase diagram. As the original one lacks
spontaneous chiral symmetry breaking [35, 110], we have proposed a simply improved soft-
wall model with a quartic term of bulk scalar field and a running bulk scalar mass, which
can give consistent light meson spectra and the correct chiral transition behaviors in the
two-flavor case [68]. The generalization to the 2 + 1 flavor case has also been considered
in [113], where the standard scenario of the quark-mass phase diagram (i.e., the Columbia
plot) has been realized. Naturally, the further step is to study the chiral phase transition
with finite chemical potential and the QCD phase diagram in the µ−T plane, which is just
the theme of this work.
The paper is organized as follows. In Sec.II, we outline the improved soft-wall model
with finite chemical potential, and the equation of motion (EOM) with proper boundary
condition will be derived. The numerical results for the chiral phase transition at finite
chemical potential will be given in Sec.III, and the calculated chiral phase diagram will
be presented in Sec.IV, where the main results of our work will be given. In Sec.V, we
give a summary of our work and discuss some issues on the chiral phase transition in this
framework.
II. THE IMPROVED SOFT-WALL MODEL WITH FINITE CHEMICAL POTEN-
TIAL
A. Bulk background
To investigate the chemical potential effects on the chiral phase transition, we use the
AdS/Reissner-Nordstrom (AdS/RN) black hole as the bulk background following Refs. [88,
110]. The AdS/RN black hole is the solution of the bulk gravity coupled to a U(1) gauge
field with the prescription Ai = Az = 0, A0 = A0(z) and the metric ansatz
ds2 = e2A(z)
(
f(z)dt2 − dxi 2 − dz
2
f(z)
)
, A(z) = −log z
L
, (1)
which gives
A0(z) = µ− κqz2,
f(z) = 1− (1 +Q2)
(
z
zh
)4
+Q2
(
z
zh
)6
, Q = qz3h, (2)
where q is the charge of the black hole with horizon zh, and κ is a dimensionless constant
which scales as
√
Nc [88]. Below we will take κ = 1 as in Ref. [110]. The chemical potential
µ is determined by the boundary condition A(zh) = 0 as
µ = κ
Q
zh
=
Q
zh
, (3)
and the Hawking temperature is given by
T =
1
4pi
∣∣∣∣dfdz
∣∣∣∣
zh
=
1
pizh
(
1− Q
2
2
)
, 0 < Q <
√
2. (4)
Eliminating Q from Eqs. (3) and (4), we obtain the relation between µ and T
T =
1
pizh
(
1− µ
2z2h
2
)
, 0 < µzh <
√
2. (5)
B. Model action
As shown in our previous work [68], the improved soft-wall model with a z-dependent
bulk scalar mass and a quartic scalar-coupling term can realize consistently the properties
of linear confinement and spontaneous chiral symmetry breaking. In the 2 + 1 flavor case,
several studies have shown that the flavor-mixing effect introduced by a ’t Hooft determinant
term of the bulk scalar field is necessary for the correct realization of chiral phase transition
[112–114]. Our recent work shows that the improved soft-wall model with the determinant
term added can reproduce the expected quark-mass dependence of the order of chiral phase
transition [113]. The action of the improved soft-wall model in the 2 + 1 flavor case can be
written as
S =
∫
d5x
√
g e−Φ(z)
[
Tr{|DX|2 −m25(z)|X|2 − λ|X|4 −
1
4g25
(F 2L + F
2
R)} − γ Re{detX}
]
,
(6)
where the covariant derivative of the bulk scalar field is DMX = ∂MX − iAML X + iXAMR
and the chiral gauge field strength FMNL,R = ∂MANL,R − ∂NAML,R − i[AML,R, ANL,R]. The dilaton
field Φ(z) = µ2g z2 is required for the property of linear confinement [35]. Theoretically, the
running quark-mass anomalous dimension can induce a z-dependent bulk scalar mass m5(z)
which, together with the quartic scalar-coupling term, are intimately related to the chiral
dynamics [67, 68]. The UV limit of m25(z) is determined by the mass-dimension relation in
AdS/CFT [34], while the IR limit of m25(z) can be well constrained by the mass split of the
chiral partners. Below we will choose the simplest form m25(z) = −3− µ2c z2 as in [68].
C. Equation of motion
As we only consider the issue of chiral phase transition, the sectors related to the chiral
gauge fields and the fluctuations of scalar and pseudoscalar modes can be safely neglected.
Thus the bulk action relevant for our discussion is just
Sχ =
∫
d5x
√
g e−Φ(z)
[
Tr{∂z 〈X〉 ∂z 〈X〉 −m25(z) 〈X〉2 − λ 〈X〉4} − γ det 〈X〉
]
, (7)
where the vacuum expectation value (VEV) of the scalar field responsible for the chiral
symmetry breaking takes the form
〈X〉 = 1√
2
χu(z) 0 00 χd(z) 0
0 0 χs(z)
 . (8)
The EOM of the VEV 〈X〉 can be obtained from the variation of the above action:
χ′′u +
(
f ′(z)
f(z)
+ 3A′(z)− Φ′(z)
)
χ′u −
e2A(z)
f(z)
(
m25(z)χu + λχ
3
u +
γ
2
√
2
χuχs
)
= 0 , (9)
χ′′s +
(
f ′(z)
f(z)
+ 3A′(z)− Φ′(z)
)
χ′s −
e2A(z)
f(z)
(
m25(z)χs + λχ
3
s +
γ
2
√
2
χ2u
)
= 0 , (10)
where the flavor-mixing terms come from the ’t Hooft determinate term of the action (7).
Note that we have taken χd = χu for the 2 + 1 flavor case.
D. Boundary condition
According to the AdS/CFT dictionary [34], the UV asymptotic forms of χu and χs can
be obtained from Eqs. (9) and (10) as
χu(z ∼ 0) = mu ζ z − mums γ ζ
2
2
√
2
z2 +
σu
ζ
z3 +
1
16
mu ζ
(−m2s γ2 ζ2 −m2u γ2 ζ2
+8m2u ζ
2 λ+ 16µ2g − 8µ2c
)
z3 lnz + · · · , (11)
χs(z ∼ 0) = ms ζ z − m
2
u γ ζ
2
2
√
2
z2 +
σs
ζ
z3 +
1
8
(−msm2u γ2 ζ3 + 4m3s ζ3 λ
+8ms ζ µ
2
g − 4ms ζ µ2c
)
z3 lnz + · · · , (12)
where mu,s denote the quark mass and σu,s the chiral condensates of u,s quarks, and the
normalization ζ =
√
Nc
2pi
is fixed by the large-Nc scaling analysis of the quark mass and
chiral condensate [43]. The aim of this work is just to study the temperature and chemical
potential effects on the chiral condensates.
The IR boundary condition is determined by the regular condition of the VEV χu,s(z) at
the black-hole horizon z = zh [113], which yields
12χu(zh) + 4 z
2
h µ
2
c χu(zh)−
√
2 γ χs(zh)χu(zh)− 4λχ3u(zh)
8(Q2 − 2)zh + χ
′
u(zh) = 0, (13)
12χs(zh) + 4 z
2
h µ
2
c χs(zh)−
√
2 γ χ2u(zh)− 4λχ3s(zh)
8(Q2 − 2)zh + χ
′
s(zh) = 0. (14)
To obtain the chiral transition behaviors with finite temperature and chemical potential, we
need to solve the boundary-value problem of the coupled nonlinear ordinary differential Eqs.
(9) and (10). One can refer to Ref. [113] for the details of the numerical method we used.
III. CHIRAL PHASE TRANSITION WITH FINITE CHEMICAL POTENTIAL
A. Parameter choice and the µ = 0 case
There are four parameters in the improved soft-wall model, i.e., the scalar-coupling con-
stants λ, γ and the parameters µg, µc in the dilaton and the running bulk scalar mass.
Previous studies have shown that the value of µg is related to the linear Regge behav-
ior of the highly-excited hadron spectrum, while λ, γ and µc are crucial for the property
of spontaneous chiral symmetry breaking and determine the correct behaviors of chiral
phase transition [68, 113]. As in [113], we choose the parameter values to be γ = −22.6,
λ = 16.8, µc = 1180 MeV and µg = 440 MeV, which can yield the standard scenario of the
phase diagram in the quark-mass plane with a crossover transition at the physical point
(mu,d = 3.5 MeV and ms = 96 MeV [115]). The main results of Ref.[113] are presented in
Fig.1, where the second-order critical line separates the first-order phase transition at small
quark-mass region from the crossover transition at large quark-mass region, and a tricritical
point on the mu,d = 0 boundary can be naturally obtained in this model.
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FIG. 1. The calculated phase diagram in the quark-mass plane from the improved soft-wall model
with µ = 0 [113]. The blue curve represents the second-order critical line.
B. The finite µ case with zero quark mass
Before considering the chiral transition behavior at physical quark mass, we first address
the simplest case with mu,d = ms = 0, in which the bulk scalar VEV χu and χs are equal
with each other, and we define χ ≡ χu = χs. The EOM then reduces to a single one in this
case
χ′′ +
(
f ′
f
+ 3A′ − Φ′
)
χ′ − e
2A
f
(
m25χ+ λχ
3 +
γ
2
√
2
χ2
)
= 0, (15)
which has been considered in detail in the µ = 0 case [75]. Generally, Eq. (15) admits two
solutions, i.e., the trivial one χ = 0 with zero chiral condensate and χ 6= 0 with nonzero
condensate.
We present the numerical results for the chiral phase transition at three different chemical
potentials µ = 0, 0.51, 0.9 GeV in Fig.2 (left panel), where the chiral condensate σ is rescaled
by the zero-temperature value σ0. We can see obviously that the chiral phase transition in
the mq = 0 case is a first-order one with a decreasing Tc as µ increases. At each Tc, the value
of σ drops to zero with the chiral symmetry restored. To pin down the value of Tc at each
µ, we can compare the free energy of the χ = 0 solution with that of the χ 6= 0 solution,
which can be derived from the bulk action of 〈X〉 (see Appendix A). The numerical results
of the free energies at µ = 0, 0.51, 0.9 GeV are also shown in Fig.2 (right panel), where the
self intersection of each free-energy curve determines the critical temperature Tc.
C. The finite µ case with physical quark mass
At the physical point, we need to solve the two coupled Eqs. (9) and (10) numerically to
obtain the values of σu and σs, which show different chiral transition behaviors due to the
mass difference of u, s quarks. However, the chiral transitions of σu and σs are always entan-
gled with each other in our model, i.e., they have the same (pseudo-)critical temperature. At
FIG. 2. Left: chiral transition behavior of the rescaled condensate σσ0 with temperature T at
chemical potentials µ = 0, 0.51, 0.9GeV in the mu,d = ms = 0 case; Right: the corresponding free
energies F(T ) of the bulk scalar VEV at µ = 0, 0.51, 0.9GeV.
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FIG. 3. Chiral transition behaviors of the condensates σu,d and σs with temperature T at chemical
potentials µ = 0, 0.35, 0.84, 1.2GeV in the case of physical quark mass (mu,d = 3.5MeV, ms =
96MeV).
µ = 0, we have known that the physical point has a crossover transition with Tc ' 150 MeV
[113]. Here we present the numerical results for the chiral transitions of σu and σs at four
different chemical potentials µ = 0, 0.35, 0.84, 1.2 GeV in Fig.3, from which we find that the
crossover transition at µ = 0 will turn into a first-order one at large enough chemical poten-
tials, and a second-order phase transition appears at some intermediate chemical potential
(µc ' 0.35 GeV in our case), which signifies the existence of a CEP, as expected from the
general considerations of the µ − T phase diagram. The chiral transition temperature Tc
FIG. 4. Chiral condensates σu,d (left) and σs (right) as functions of temperature T and chemical
potential µ in the case of physical quark mass (mu,d = 3.5MeV, ms = 96MeV).
decreases towards zero as µ increases, which is also consistent with expectations.
To give a detailed characterization for the chiral transitions of σu and σs at finite µ, we
show the 3D plot of the chiral condensate σu,s as a function of T and µ in Fig.4, where the
plateau region with larger condensates and the region with smaller ones are divided by a
critical transition line in between. The decease of transition temperature with increasing
µ can be seen obviously. We also see that the chiral condensates σu,s undergo a similar
transition with the chemical potential µ as that with the temperature T .
IV. CHIRAL PHASE DIAGRAM
The main concern for the µ − T phase diagram in our case is about the existence and
location of the CEP. As far as we know, there are few works addressing this issue from the
angle of chiral phase transition in AdS/QCD. The original soft-wall model is too simple to
realize the correct chiral transition behavior [110]. One can refer to [111, 112] for similar
considerations in another modified soft-wall model, where no CEP shows in their calcultion.
From the above study, we see that the chiral phase transition at physical quark mass in
our improved soft-wall model contains naturally a CEP linking the crossover transition at
smaller µ with the first-order phase transition at larger µ.
To obtain the µ− T phase diagram, we need to fix the transition temperature Tc at each
µ. In the mq = 0 case, Tc can be determined by the stability criteria of free energy (see
appendix A), while in the case of physical quark mass, we need to fix Tc for the crossover
and first-order transitions separately. The crossover transition temperature can be defined
as the minimum of the first derivative of chiral condensate ∂σq
∂T
, which is shown in Fig.5 (left
panel) for µ = 0, 0.21, 0.3 GeV. For the first-order phase transition with µ > 0.35 GeV, we
only restrict the critical temperature to the region between the two inflections of the chiral
transition (see the right panel of Fig.5 for the µ = 0.9 GeV case).
The µ− T phase diagram obtained from our improved soft-wall model is shown in Fig.6,
FIG. 5. Determination of the critical temperature Tc for the crossover (left) and first-order (right)
transitions in the case of physical quark mass. Left: the first derivative of chiral condensate
∣∣∂σq
∂T
∣∣
at µ = 0, 0.21, 0.3GeV; Right: the first-order phase transition at µ = 0.9GeV with Tc restricted to
the region between the two dashed vertical lines.
FIG. 6. The µ−T phase diagram in the case of zero quark mass (mu,d = ms = 0MeV) and physical
quark mass (mu,d = 3.5MeV, ms = 96MeV).
where Tc as a function of µ has been given for both zero quark mass (black curve) and
physical quark mass (blue curve), from which one can see that the transition temperature
decreases with increasing chemical potential. There is only first-order phase transition in
the case of zero quark mass, as can be seen from Sec.III B. The interesting point comes from
the case of physical quark mass, in which the crossover transition turns into a first-order one
with the increase of µ and a CEP naturally appears at µc ' 0.35 GeV, which is consistent
with the current perspective on the QCD phase diagram. Note that the specific value of
the CEP is not our concern in this work as the parameter choice in our calculation is more
or less arbitrary without any constraints from other physical quantities. The transition
temperature is only calculated up to µ = 1.1 GeV. We keep cautious on our results at large
chemical potentials and low temperatures, which might beyond the scope of this simple
AdS/QCD model for the description of QCD phase transition [99].
In Ref.[113], we have studied the flavor and quark-mass dependence of the chiral phase
transition in the improved soft-wall model, and reproduce the standard phase diagram in
the quark-mass plane, as shown in Fig.1, where the second-order critical line separates the
FIG. 7. The calculated critical surface (blue) separating first-order phase transition from crossover
transition. The red vertical line intersecting with the critical surface corresponds to the physical
point of quark mass.
crossover region from the region of first-order phase transition. Here we also investigate the
change of the second-order line with different chemical potentials. The numerical results are
shown in Fig.7, where the second-order lines constitute a critical surface, which is crossed
through by a red vertical line locating at the physical point.
V. CONCLUSION AND DISCUSSION
In this work, we studied the chemical potential effects on chiral phase transition in an
improved soft-wall model, and obtained the µ−T phase diagram at both zero quark mass and
physical quark mass. In the case of physical quark mass, the crossover transition turns into a
first-order one with the increase of chemical potential, and a CEP appears at µc ' 0.35 GeV.
These features of the chiral phase transition obtained from our model agree with the current
picture of the QCD phase diagram.
Some cautions on our work should be given here. To introduce the temperature and
chemical potential, we use the AdS/RN black-hole solution as the fixed background without
consideration of the flavor back-reaction, which should be studied further to make sure that
the qualitative behaviors of chiral phase transition presented here would not be changed.
One main suspicion for the relevance of our results as well as many other works to QCD
phase transition is that we only used the black hole solution as the thermal background.
However, it is generally believed that the gravity dual of deconfining phase transition has a
Hawking-Page type with the AdS black hole solution only corresponding to the deconfined
phase, while the confined phase at low temperature is characterized by a thermal AdS
solution [77]. Although the large Nc analyses from (super-)Yang-Mills theories support this
argument, the subtlety is that such a Hawking-Page phase transition relies sensitively on
the bulk geometry and the profile of the dilaton field solved from the coupled gravity-dilaton
system [77]. Further more, there would be a discontinuity in the chiral phase transition if
one admits two different bulk gravity solutions for the low and high temperature phase, and
this is incompatible with the smooth crossover transition at physical quark mass, at least
in the framework of soft-wall models [110]. How to reconcile these theoretical analyses with
the phenomenological studies is a pressing issue for the current research of AdS/QCD.
There have been many holographic studies on QCD phase transition and QCD thermo-
dynamics with the single AdS black-hole solution as the bulk background (for some early
ones, refer to [78–82]). As in [80, 81], we may view the AdS black-hole description as an
approximation which loses its validity gradually as the temperature decreases below Tc. Set-
ting these issues aside, our work shows for the first time that a simply improved soft-wall
model can produce rich phase structure similar as that of QCD from the analysis of chiral
phase transition at finite chemical potential. Thus we hope that it may serve as a useful
guidance for the further development of AdS/QCD in both theoretical and phenomenological
researches.
In the study of the chemical potential effects on chiral phase transition, we only focus
on the qualitative features of the phase diagram with no intention to give a quantitative
description. To extract the value of CEP which can be compared with lattice or other
model results, we need to fix the parameters of the improved soft-wall model by other
physical quantities, such as the hadron spectrum. The dynamics of the bulk background
can be introduced through a Maxwell-Einstein-dilaton system. Then the deconfining and
chiral phase transitions can be considered simultaneously, and the relevant issues such as
the relation between these two phase transitions of QCD can be addressed in this framework
of AdS/QCD.
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Appendix A: Free energy of the scalar VEV
In this work, we use the stability criteria of free energy to determine the critical temper-
ature Tc of the first-order phase transition in the mq = 0 case. We would like to derive the
formula of the free energy in our case and give some discussions. According to the AdS/CFT
correspondence, we have the equivalence of the partition functions Zgauge = Zgravity ' e−SE ,
which leads to the relation between the free energy of the thermodynamic system in the
boundary and the on-shell Euclidean action of the bulk gravity: F = SE. Substituting Eq.
(8) into Eq. (7) and using Eqs. (9) and (10), we can obtain the expression for the free
energy of the bulk scalar VEV:
F ≡ SE
V 3
= −
∫ zh

dz
√
g e−Φ
[
Tr{gzz(∂z 〈X〉)2 −m25 〈X〉2 − λ 〈X〉4} − γ det 〈X〉
]
= −
∑
q=u,d,s
1
2
(
e3A−Φfχqχ′q
) ∣∣

−
∫ zh

dze5A−Φ
[
γ
4
√
2
χuχdχs +
λ
4
(
χ4u + χ
4
d + χ
4
s
)]
, (A1)
where the divergent volume integration of the three-dimensional space V 3 has been removed,
and the ultraviolet cutoff z =  has been used to regularize the possible divergence of the
bulk action.
At zero quark mass, the boundary term in the free-energy formula vanishes and the
integration term is finite as  → 0, thus we can safely use the above formula to calculate
the free energy of the scalar VEV solution. For the case of physical quark mass, both
the boundary term and the integration term are divergent. In principle, one can separate
the finite part from the divergent one which is independent of µ and T , and then add
counter terms to cancel the divergent part. However, the calculated free energy following
this procedure exhibits discontinuity in the region with rapid chiral transition, which seems
to contradict with the general principles of thermodynamics. There may be other ingredients
missed in our consideration of the free-energy calculation at physical quark mass. Hence we
are content in this work to just constrain the critical temperature to a small range, which
has been illustrated in Fig.5.
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