ABSTRACT The effective detection of malicious webpages plays a paramount role in ensuring the Web security on the Internet. However, the detection results of current methods are poor and their efficiency is low, and thus, it is important and challenging to design an efficient detection scheme that can improve the accuracy of classification of malicious webpages. To overcome this challenge, a Markov detection tree scheme is proposed in this paper to automatically identify and classify malicious webpages, where the link relations of unified resource locators, the information gain ratio, and Markov decision process as well as decision tree are used to analyze malicious webpages simultaneously. To increase the detection accuracy for malicious webpages, two methods of filling missing values are presented to process the null attribute values of webpages. We compare the performance of our algorithms when the different methods are applied in terms of the information gain ratio, classification accuracy, and detection efficiency. Our experimental results show that the proposed methods can improve the accuracy and efficiency in the classification of malicious webpage detections.
I. INTRODUCTION
Thanks to the ubiquitous connectivity of Internet, there is an exponential growth of the number of webpages. However, there is also a growth of the cyber-attacks of webpages where adversaries breach users' privacy and system security [1] , [2] by exploiting Internet vulnerabilities to introduce malicious codes into websites. As an example, in the ''ternal blue'' blackmail attack in May 2017, the disk file of the victim machine could not be opened normally. This event led to a panic among Internet users [3] .
Most typical attacks are in the form of malicious webpages, phishing, and spreading of web viruses [4] . In malicious web attacks, attackers use camouflage technologies to push malicious web content to the front of users and lure them to enter malicious spam sites. Phishing refers to an attack in which an attacker sends users to a fake web link or sends them a highly deceptive E-mail to lure them into clicking on a link. Consequently, users' private information such as the password is leaked. In addition, to form a web virus, attackers use scripting languages to write malicious code and insert the virus into a browser bug. When users enter a web site, the virus is immediately woken up. Malicious programs are used to add, delete, and change the files of the local computer and even to close multiple functions of the system or format the disk. The webpage in which the malicious script is embedded is called a Trojan page. The attack's intention is achieved by exploiting security holes in the user's browser [5] . These attack behaviors seriously threaten users' information security.
The prevention of accessing malicious webpages is achieved mainly by identifying them, using static or dynamic methods. Static detection includes two methods: malicious link detection and static analysis based on web content. The former is achieved primarily by detecting phishing and Trojan links. The later attempts to detect webpages'source codes based on the features of malicious codes. In general, static detection methods use an analysis tool to analyze the static features and functional modules of malicious codes. Dynamic detection is based mainly on discriminating interactive behaviors, where the state of the browser's interaction with the web server is monitored during a user's visit. If the state is abnormal, the webpage is identified as malicious. Dynamic detection is frequently applied in sandboxes or honeypots. The main principle of a honeypot is to use a virtual machine to deceive the attacker and lure him/her to invade, and then to monitor the interaction behavior and record the attack method of the attacker while protecting the local computer.
Decision-tree as a non-parametric machine learning technique has been used to study the detection of malicious webpages on Internet. However, to our best knowledge, the detection of malicious webpages based on decision-tree in websites is still one of the dominate methods for a webpage classification. Since the decision-tree approach has much less hyper-parameters to tune and achieves the best performance among non-deep neural network (DNN) methods to detect malicious webpages by using the information entropy. In particular, the source codes in the webpages contain large discrete features, and thus the decision-tree based model is naturally suitable to handle this kind of features. Therefore, in this paper, we establish a machine learning model based on the decision-tree to detect malicious webpages, which uses the information gain of webpages to select optimal features from the feature-attribute library for the detected webpages.
Multi-webpages detection process in the dynamic analysis model can be viewed as a Markov decision process (MDP), and thus machine learning (ML) such as decision-tree can achieve the optimal solutions via train-and-test if the decision-tree is deep enough. As a ML model for the detection of malicious webpages, the both MDP and decision-tree ML technologies can accurately classify webpages without analyzing errors and adjusting weight parameters. Compared with the decision-tree, the combing MDP with decisiontree called as a Markov detection tree is able to represent a series state of webpages based on the relation of URL among webpages and thus provides more automatic decision for each webpage detection by employing the forward and backward searches of MDP. Therefore, we propose a detection approach based on MDP and decision-tree to improve the accuracy and efficiency during the process of classifying webpages.
To ensure that users can surf the web safely and avoid various forms of cyber-attacks, a means of distinguishing malicious webpages from benign one is required. Both malicious pages and benign pages include basic keywords and code segments. In this paper, we explore ML techniques to analyze webpages according to key features. Specifically, we can use a library of special words found in malicious webpages to recognize the key information of each page and ultimately determine whether the page is malicious or benign.
The main contributions of this paper are listed as follows.
(1) We develop an efficient approach to select features from the feature-attribute library of webpages by concurrently considering information gain, information gain ratio, and a hybrid mode to detect malicious webpages based on decision-tree is designed by integrating both the offline classification and online prevention modes. These approach and mode can achieve accurate classification for the detected webpages with few parameters during the process of training and identifying.
(2) We propose an automatic centralized webpages detection scheme based on a joint design of MDP and decision-tree for detected websites to probabilistically arrange multiple webpages detection for responding to websites on the cloud platform. We furthermore optimize the tradeoff between the detection deep and searching overhead by using the URL relation and transmission probability, to minimize the average time of detecting malicious webpages on the websites.
(3) Because the ID3 decision tree algorithm cannot handle missing values, it does not accurately classify webpages. We extend the C4.5 decision-tree algorithm and propose two methods, the attribute minimum distance (AMD) and the missing value proportional distribution (MVPD) to handle missing values for more accurate classification of webpages. In addition, the extended algorithm is verified experimentally. Simulation results show that our approaches achieve the high accuracy and efficiency compared with the C4.5 decision-tree algorithm.
The remainder of this paper is organized as follows. In Section 2, the related work on the malicious webpage detection is comprehensively described. Section 3 describes malicious webpage detection models. In Section 4, we propose a centralized malicious webpage detection framework and a malicious webpage detection algorithm based on Markov detection trees. The experimental process is presented and the results are analyzed in Section 5. Section 6 concludes this paper.
II. RELATED WORK
In recent years, the ML technology has been widely adopted to detect malicious webpages. In [6] , a hybrid analysis method is explored to detect malicious webpages based on ML, which is effective for detecting shell code by means of the first stage of static analysis and the second stage of dynamic analysis. In order to detect malicious webpages and identify specific threat types, the features of webpage contents are extracted in [7] to determine unknown web types by using known web features. In [8] , the predictive models involving machine learning techniques are established to analyze a large number of malicious and benign webpages and to extract web content, URLs, screenshots, and other information for utilization in machine learning models. This method is effective for the generalization of the model. In [9] , the machine learning techniques are used to identify malicious web domains by means of the online reputation and performance data, and the authors proved that machine learning techniques can detect phishing attacks and malware carrying viruses in different manners. In order to effectively detect and distinguish spam accounts, fake accounts, and hacked accounts in webpages, in [10] , a machine learning algorithm is used for monitoring, continuously mined malicious information, and finally completed the detection efficiently.
However, the detection of malicious webpages on the cloud platform is different from each scheme discussed above in the number of webpages scale. The detection algorithm and framework cannot be simply applied to the detection of multi-webpages for the entire websites, especially in the centralized detection case on the cloud platform. Specifically, multi-webpages detection require running the algorithm of the webpage search tree and decision-tree simultaneously in the centralized manner, which make scheme discussed above difficult to apply in the centralized detection scenario. Moreover, although a decision tree is considered to provide classification for the webpages [11] , it does not guarantee to achieve the minimum detection times for multi-webpages on the cloud platform.
Due to the difficult of detecting all webpages for entire websites without being supported by the cloud platform, only a limited number of literatures focus on the detection performance from automatic centralized detection perspective for entire websites. Aiming at detecting malicious web contents, in [12] , a hybrid method is proposed to systematically use the machine learning technology to identify malicious webpages by means of network metadata, which executes automatic and lightweight detection and classification, and uses cross validation and data sets that span different types of attacks, the system can detect malicious webpages very accurately. However, there is no design to enable detection for all webpages on the whole websites, which results in the malicious web that escape the detection, and thus is different from automatic centralized detection. Compared with the runtime detection that is inferred during dynamic webpage execution, automatic centralized detection that provides a fast and comprehensive detection for all webpages can avoid missed detection in uncertain network and system environments. In [13] , an optimal detection scheme is studied based on evolution and learning, in which a genetic algorithm is applied to analyze and detect malicious webpages. By means of static and lightweight dynamic analysis, the learningbased detection model is combined with the evolution of the underlying webpage components for more accurate analysis and detection of malicious webpages. Although this effort is important to improve detection accuracy, it is possible for all webpages on the websites to make the increasing of detection time because the genetic algorithm is used as the selection of model strategy while without considering the relation of among webpages.
There have also been some efforts in applying neural network learning algorithms to classify malicious web crawlers. In [14] , to detect malicious and non-malicious website users, an unsupervised neural network learning algorithm is used to analyze web logs. According to the browsing mode of different visitors, neural networks can effectively distinguish malicious web crawlers from other visitors, however, it does not consider discrete features. Compared with the neural network model, the proposed Markov detection tree model has less hyper-parameters to tune and can handle discrete features of webpages [15] , and thus may provide excellent performance for the centralized detection task.
Many current studies are using URL analysis for malicious webpages classification [16] - [18] . In [16] , a lightweight classification system is proposed based on URL analysis, which can correctly classify the URLs of malicious webpages. In [17] , the context is used to construct redirection maps to determine redirection sources. Finally, the method successfully identifies malicious URL relationships and the precise location of the network content. In [18] , a system called the ''bootstrap tracker'' is proposed to search for suspected malicious webpages. The task is implemented by executing a malicious URL detection system that classifies URLs by using a combination of blacklists and access relationships. However, URL analysis techniques often suffer from high false positive rates [19] . HTML and JavaScript features extracted from a webpage can avoid this drawback and thus achieve good classification results in [20] and [21] . In addition to issues associated with scheme reviews above, most scheme such as, game theory methods [22] , [23] that are used to resist the cloud attack and suppress malware diffusion [24] - [26] , and principal component analysis that is proposed to support quick and accurate anomaly detection in real time [27] . Based on the discrete features and detection performances for webpages, these approaches are hard to apply in a centralized detection case for big webpages on the cloud platform.
We found missing values in the feature-attribute data by using many experiments, which impacts not only on the statistics, but also the experiment analysis results. Therefore, it is necessary to use missing value processing methods to fill in the feature-attribute data. In [28] , a missing value imputation approach is proposed based on a class center, which can generate an effective result. Further, the different distance functions can be used to achieve better results and a shorter computation time from a practice perspective.
By considering the limitation of exist work, in this paper, we identify the attributes from each webpage and select optimal features. We model the detection problem as a Markov detection tree to more accurately and efficiently cope with webpages in the centralized manner on the cloud platform. In addition, the ID3 algorithm, proposed by J. Ross Quinlan in 1975, is a classical algorithm based on decision tree classification. The main core of this algorithm is information entropy, which can judge the different attributes by calculating their information gain. The larger the information gain is, the more information the feature carries. However, the ID3 algorithm has certain limitations. With the use of information gain criterion, it tends to select the feature that has a greater value of information gain. In addition, the information gain influences the generation of the decision trees, VOLUME 6, 2018 which negatively affects the accuracy of data analysis. As a result, we also extend the C4.5 algorithm based on the ID3 algorithm and use it to handle the missing value so as to avoid these drawbacks and perform more simulation to demonstrate the performance of the proposed centralized detection algorithm.
III. MALICIOUS WEBPAGE DETECTION MODEL
In this section, we describe how to leverage the proposed model of Markov detection trees to detect security threats and vulnerabilities for an entire website on the cloud platform, and then, we give two algorithms of the attribute selection and malicious webpage classification based on Markov detection trees.
A. MALICIOUS WEBPAGE ATTACK MODEL
In a malicious webpage attack, by vulnerabilities of webpages, an attacker can inject the malicious codes into webpages, which make users to be compromised when clicking this webpage. Our prevention scheme focuses on the attack detection of malicious codes and optimization of detection processing such as javascript, vbscript, and DHTML etc. The proposed algorithm can be deployed and executed on the cloud platform.
B. MARKOV DETECTION TREE MODEL
We propose a Markov detection tree model to illustrate all possible URL relation and malicious web attack paths among webpages that are crucial to detect threats and classify webpages, and then decide to prevent malicious web code attacks from webpages. In a Markov detection tree, each node represents a webpage and corresponding decision tree, which is helpful in identifying potential malicious webpages on a cloud platform. In addition, Markov detection tree provides a detail of all webpages relation on the website, we can attain a whole picture of current websites, where we can fastly predict the possible malicious webpage attack. If a webpage or node in Markov detection tree is recognized as a malicious attack, the monitor server can take an action to prevent it from compromising users. The decision tree is used to analyze webpages and classify them as malicious or benign webpages. A decision tree classifier is a predictive model where each node represents a mapping of a feature-attribute. Each branch on the tree represents the values of different features and attributes, and each leaf node represents the end result of a different path from the root node. In the decision tree, an information entropy of a webpage is used to measure the certainty and uncertainty of information. The uncertainty is quantified through the concept of Shannon entropy. When the uncertainty of a variable is greater, the entropy value is larger, indicating that the variable is more chaotic. In contrast, a lower entropy value of a variable indicates that the variable is more stable in the entire system.
Definition 1: A decision tree D T for the malicious webpage detection is a tuple as follow
where N f is a set of features for the detected webpages, L a denotes a set of attributes for each webpage, and N r is the result set of the classification for webpages. The meaning of the rest parameters is described in definition 2. Definition 2: The information used for webpage classification l (x i ) is defined as
where x i (i = 0, 1) represents categories, x 0 denotes that the webpage is malicious, x 1 represents the webpage is benign, and p(x i ) is the probability of the webpage by classified as the malicious or benign category. The information entropy of the attribute a for any webpage feature is calculated as
The information entropy of a webpage feature c can be expressed as
where w a represents the total number of attributes, N is the number of webpages, which includes malicious and benign categories. n a is the number of webpage attribute a. The information gain used for webpage classification refers to a change of the information before and after partitioning the given data set of webpages. The information entropy of webpage classification information by obtained without considering the feature is denoted by
where g represents the number of malicious webpages, b is the number of benign webpages, thus, the information gain of the feature c in the webpage can be expressed as
By observing the value of G(c), we can analyze how much information the specific feature can bring to after partitioning the data set. The larger the G(c) is, the more information the feature contains and the more important it is, which indicate that the more suitable it is used for the classification of webpages.
If a webpage has too many attributes, it may lead to inaccurate information gain. We use the classification information gain ratio of a webpage to address this problem. On the basis of information gain, a penalty parameter is obtained. This parameter is smaller when the number of attributes is larger and larger otherwise. Thus, we can avoid the problem that more attribute values are selected when features are selected. The formula for information gain ratio can be written as
The information gain ratio helps to obtain an accurate distribution of features in the webpage, thus making the decision tree distribution more reasonable. Moreover, to efficiently arrange the process of detection and fastly get the results of classification, we extend decision tree as a Markov detection tree (MDT).
Definition 3 (MDT):
A MDT is a tuple MDT = V , E, D T , S, P, Q , where V denotes a set of nodes that represents a webpage, the root node is a homepage. E is the set of undirected edges. An edge represents URL relation among different webpages. D T denotes the decision trees to classify webpages. S denotes a set of node states. A state represents that a webpage is malicious or benign. P is the transition probability from one state s to another state s , based on the URL relation and the result of classification. Transition from s to s is considered as the process of detection from one webpage to another, following a URL between the two webpages.
Because of the different transition orders between webpages, which can be divided into the forward transition probability P f and backward transition probability P b , the former is that the webpage changes its state through the URL sequence; the latter is that it needs to return to its original state when a state completes a sequential URL branch. The transition probability P is set as 1 at the initial state. The forward transition probability is
, where A f (s) represents the forward collection of the web state s, that is, the number of URL links that have not yet been accessed is A f (s), and the backward transition probability is
, where A b (s) represents the backward collection of the page state s, that is, the number of URL links that have been visited is A b (s). We also use the webpage category parameter x i to represent the type of classified webpage. If a webpage is judged to be benign, then x i = 1, and if the webpage is judged to be malicious, then x i = 0. The state of webpages changes over time during the process of sequence detection, and it is necessary to calculate the information gain ratio of the webpage state after the transition to judge whether the webpage is benign or malicious. If the webpage state is benign and x i = 1, then the corresponding probability value is calculated. If the webpage state is malicious and x i = 0, thus the transition probability becomes ∞, which blocks the state transition of the malicious webpage.
Let k be the number of URL edge for each page, and Q be the reward function during the process of webpage transition. The reward value of this state is determined by the information entropy, information gain of the webpage and transition probability, the reward function is expressed as A sample of the Markov detection tree can be found in Fig.1 . In MDT, the Page1 as a root node is the homepage, which includes the URL of the page3. Because the page3 has a link relation with the page9 and it revokes the function to generate a new high risk page9 against. When the page8 runs, it will be attacked by the page9 and its page object such as text or images will be stolen. Using decision tree in MDT, the page3 is classified as a malicious webpage and is prevented to point to both the page8 and page9. The transition probability of webpages is shown in Fig.2 . There is a forward and backward transition relationship between webpages. As the page state transition, P decreases. When the FIGURE 2. Transition probability of Markov detection tree. VOLUME 6, 2018 next level of state s is fully detected and it does not include other URL links, the transition probability of state s is set at zero. Based on Fig. 1 , the transition relationship of the webpages can be calculated and analyzed in Fig. 2 . We found that the attacked risk is high in the page8. Therefore, the page state parameter is set as x i = 0 and the forward transition probability P 38 is set as ∞ between the page3 and page8. Thus, we prevent the continued display of the page8. At the same time, the backward transition probability P 83 is also set as ∞, preventing the webpage from backtracking to the page3 state. This also prevents page3 from retracing the links between webpages and causing the creation of a new highrisk malicious page9 by setting transition probability between the page3 and page9.
IV. CENTRALIZED MALICIOUS WEBPAGE DETECTION FRAMEWORK
Our target is to design a detection technology to identify malicious webpages at the centralized effective manner on the cloud platform, we extract features from webpages to decide whether a webpage is malicious or not, and thus the website enables to provide a security web service for users. This section first presents a centralized malicious webpage detection framework on the cloud platform.
A. THE ARCHITECTURE OF MALICIOUS WEBPAGE DETECTION
Our centralized malicious webpage detection framework is illustrated in Fig.3 . It shows that this framework deployed on cloud platform is light-weighted, which operates in three phases: webpage preprocessing, attribute processing, and machine learning. In the webpage preprocessing phase, webpages are first gathered by monitor servers from web servers on the cloud platform and also are pre-detected as different levels according to the malicious attributes. Then, the Markov detection tree is constructed to orchestrate the pre-detection sequences based on the knowledge base and relation of URL among webpages. In the attribute processing phase, the feature-attribute pairs are extracted from webpage samples and attributes are selected for each webpage. We treat a null attribute as a missing value, thus, for the null attribute, the missing value processing methods are used to improve the detection accuracy. In the machine learning phase, after forming the data table of the feature-attributes, webpages are classified as malicious or benign for each node in the Markov detection tree by using the decision tree algorithm. In the same, missing values are filled and corresponding filled methods are updated to achieve high classification accuracy. Finally, malicious webpages are prevented before they are transmitted to users.
B. THE PRE-DETECTION OF WEBPAGES
The pre-detection process of webpages is illustrated in Fig.4 , which is divided into two parts: pre-detection and offline classification. First, the number of a specific attribute extracted from the webpage is counted and the pre-detection is executed by using Pearson correlation coefficient, it can be expressed as
Where cov (X , Y ) represents the covariance between webpages X and Y . σ X represents the standard deviation of webpage X . σ Y represents the standard deviation of webpage Y . According to Pearson correlation coefficient ρ XY in Eq. (9), when the number of malicious attributes is less than 10%, benign webpages are highly correlated with the webpage with more than 90% of benign attributes, and the probability that the webpage is a benign category increases. When the number of benign attributes is less than 50%, malicious webpages are highly correlated with the webpage with more than 50% of malicious attributes, and the probability that the webpage is a malicious category increases. If malicious attributes detected in the webpage account for less than 10% of the extracted webpage attributes, the webpage is judged as low risk and released. If the malicious attributes account for 30%-50% of the extracted webpage attributes, the webpage is determined as medium risk. If the proportion of malicious attributes is more than 50% of the extracted webpage attributes, the webpage is considered as high risk. It is necessary to pass the medium and high risk webpages to the offline classification stage, and use the historical attribute data to continue to calculate and analyze the webpage. Finally, classification is performed and the results are obtained.
C. THE ATTRIBUTE SELECTION
In this section, based on the attribute extraction rules and missing value filling methods, attributes are selected from each webpage. We need first to calculate the total information entropy of the original data and then calculate the information entropy of the different features. Then each webpage can be classified as malicious or benign.
1) FEATURE-ATTRIBUTE KNOWLEDGE BASE
According to the gathered data that are contained in the keywords library, we divide JavaScript keywords into multiple categories. Every feature contains multiple malicious keywords, and we call these keywords as attributes. Based on JavaScript standard, webpage keywords can be divided into six features in gathered webpage data: numeric (num), function (fun), string (str), acquisition time (gett), set time (sett), and active object (acti). These six features are used to detect and analyze webpages. They are shown in Table 1 .
2) THE PROCESS OF SELECTING ATTRIBUTES
On the basis of the above idea and the correlation between the features and attributes in Table 1 , we use a linear method to select attributes. We remove the redundant attributes according to the frequency of the attributes, and only keep important attributes to improve the classification accuracy. As a result, the feature and attribute need to be analyzed in each webpage. To determine which feature and attribute pair should be retained in a webpage, the number of times that each feature and attribute pair appears on a webpage is recorded. The probability of the appearance of the attribute is calculated and put in the feature column of the attribute and the attribute is filtered according to the probability value. Finally, there is only one attribute to be kept for each feature of a webpage.
For a detected webpage y, the number of times that each attribute appears on the webpage in the knowledge base are counted. The probability of the occurrence of the attribute a on the webpage y can be expressed as
where N y,a represents the number of times that the same attribute a appears on webpage y, and N y,c represents the total number of attributes appearing on the webpage y for the feature c . After finding the probability of each attribute, the probability values of different attributes are compared for the same feature, and only the attribute with the largest proportion is kept. This also allows for null values in Table 2 . Algorithm 1 shows the process of selecting attributes of webpages. Then, in the algorithm 2, we construct the decision tree to classify malicious webpages by calculating the information VOLUME 6, 2018 entropy, information gain, and information gain ratio of the feature c. Finally, the algorithm 3 is used to detect malicious webpages and return benign webpages.
Algorithm 1 The Process of Selecting Webpage Attributes 1:
To detect a webpage y, we will analyze feature-attribute data for each webpage and find the number of times each attribute a appears in feature c, that is, calculate N y,a ; 2: On the webpage y, find the total number of attributes contained in the feature c in the feature-attribute knowledge base, that is, calculate N y,c ; 3: Determine the probability P(y, a) of the occurrence of attribute a in page y; 4: Find the probability of the appearance of the next attribute on the webpage y, compare the attributes in the feature c, and keep the attribute with a large probability; 5: If the six feature is handled completely, terminate the attribute selection algorithm. Otherwise, analyze the next feature and return to Step 1;
The standard features and attributes of Table 1 are used to statistically analyze each page. Then, Eq. (10) is used to calculate the probability of the attribute. Finally, the featureattribute data for each page is illustrated in Table 2 . There is a case of missing attribute values due to the existence of null attributes.
D. MALICIOUS WEB DETECTION ALGORITHM
According to the proposed Markov detection tree model in Section III-B, we design a malicious web detection algorithm, based primarily on the information entropy and information gain ratio of the input data set. The attributes or features are divided according to the maximum information gain ratio.
E. THE OPTIMIZATION OF SELECTING ATTRIBUTES AND PROCESSING MISSING VALUES 1) THE OPTIMIZATION OF SELECTING ATTRIBUTES
Each page in Table 2 contains six categories of webpage features, and each of these features contains several attributes. Given that N webpages contained features and attributes, Algorithm 2 Calculation of the Information Entropy of Webpage Classification Information 1: if the data set is empty or incomplete then 2: Fill the data; 3: else 4: Read the feature and attribute values to the console; 5: end if 6: Get features and calculate the number of features; 7: for each c ∈ [1, 6] do 8: Calculate the information entropy H (d) of the feature c; 9: Calculate the information gain G(c) of the feature c; 10: Calculate the information gain ratio G (c) of the feature c; 11: Construct decision tree; 12: end for Algorithm 3 Malicious Webpage Classification Based on Markov Detection Trees 1: Define the data structure of the decision tree: the feature value of the node, lastFeatureValue, Node featureName, and childrenNodeList; 2: Define dataSetList and featureIndexList; 3: if the number of attribute values is 1 then 4: return the leaf node directly; 5: end if 6: for each id c ∈ featureIndexList do 7: for each id a ∈ dataSetList do 8: Get the attributes corresponding to the feature; 9: Call for the algorithm 2; 10: end for 11: end for 12: Calculate the transmission probability of the webpage P f , P b ; 13: Calculate the reward value of the state of the webpage Q (H (c), G(c), P); 14: The detection tree is generated based on the reward value and transmission probability, and determines and prevents malicious webpage in the detection tree; 15: return Nodes of detection tree; the feature and its attributes have a one-to-many relationship. Therefore, the total number of attributes included in each feature c can be expressed as
where a i is 0 or 1. If the attribute is not empty in the feature c, a i is 1 and 0 otherwise. In order to improve the classification accuracy, we introduce the precision value Ac and consider the Ac maximization. Four constraints are considered as
When calculating the information gain ratio of webpages, because there is a large number of the same attributes in a feature, it leads to inaccurate information gain. Thus, the optimizing parameter k a is introduced to control the number of the same attributes by making k a < 0.5w c . This method can prevent the information gain ratio from becoming excessively high, which helps to reduce the volatility of the data and obtain a more reasonable information gain ratio.
When handling missing attribute values, it is necessary to determine which feature columns in Table 2 need to be filled. Thus, we use w c to represent the total number of attributes for each feature column. When the number of webpages in Table 2 is N , that is, the complete number of attributes is N in each column, and when α = w c n ∈ (0, 1) , n < N , the missing values need to be filled. In the process of selecting webpage attributes, each webpage has only one attribute in each feature. Therefore, P(y, a) = N y,a N y,c ∈ (0, 1) and then, we define the optimization parameter β = P (y, a) max . The attribute corresponding to the value of β is the unique attribute of feature c in the page y.
2) THE OPTIMIZATION OF PROCESSING MISSING VALUES
The processing methods for missing values include: the mean interpolation, equivalent mean interpolation, maximum likelihood estimation, multiple interpolation, etc. These methods can effectively fill missing data if the data set is dominated by random variables. However, the mean interpolation similar to mean interpolation significantly disturbs the original real data of the data set in the process of filling data, which is not conducive to the reflection of the original data. When the data are filled using the maximum likelihood estimation method, the solution of the equation of maximum likelihood may not be an accurate filling estimate. As compared with other missing value processing methods, the multiple interpolation is effective. It can handle a greater variety of circumstances. However, it requires a large amount of effort to handle data sets with a high missing data rate and accuracy is not guaranteed.
The manual filling method relies on the user's own understanding of the data to fill the data. This method is relatively simple and the data deviation may be minimal. In the special value filling method, the ''null'' value is treated as a special attribute, the value of which is different from that of any other attribute. However, this method can lead to significant data deviation, which is not conducive to data analysis. The mean filling method is based on the mode number principle in statistics. The attribute used for filling is the attribute with the most values in the feature column. In the hot deck imputation method, an object that is most similar to the object in the original data is found. Then, the blank is filled with the value of the similar object. This method takes advantage of the relationship between data to consider the most probable value of the data, which has a certain rationality.
In this paper, we analyze the collected data, based on the related missing value filling algorithms. We present two new missing value processing algorithms: the AMD method and the MVPD to fill missing value and improve the classification accuracy.
(1) AMD method. In the data set, a features c has l different attributes, and the number of each attribute is N c,a , The eigenvalue of the feature c is calculated as
Then, the eigenvalue is compared with the number of each different attribute, using DIS c to indicate the difference between the eigenvalue of the feature and the number of different attributes. The distance is calculated as
When the DIS c value is the lowest, the corresponding attribute should be used to fill the space of missing values.
(2) MVPD method. In any feature c in Table 2 , there are null attribute values. Suppose there are N webpages, the number of missing values is m, and the total number of not empty attribute values is (N − m). We can obtain the ratio of attribute a to the non-empty part,
N −m by means of selecting attribute a and counting it as from the N c,a nonnull attribute (attribute a must be less than N in feature c). Therefore, the number of the attribute a needs to be filled in the missing space is 
V. EXPERIMENTS
We evaluate the effectiveness of our proposed malicious webpage detection scheme through experiments. We first introduce our experiment setup and then the evaluation results. We conduct a series of experiments to evaluate the classification performance with a set of metrics, information entropy, information gain, information gain ratio, classification accuracy, and classification efficiency under different feature and the number of webpage samples.
A. EXPERIMENT SETUP AND DATA SET
The experiments were conducted on a laptop computer with 1.8 GHz @Intel core i3 CPU and 4 GB of RAM in Windows 10 (64-bit). We used the Java language to run the program on the MyEclipse Enterprise Workbench. The version of MyEclipse Enterprise Workbench was 10.7 and its Java Development Kit version was 1.8.0_25. Our small sample dataset contained 61 malicious webpages and 80 benign webpages. We divided our dataset into training sets and test sets. We collected these webpage datasets from different websites and labeled them manually. A decision tree deals with 154 attributes of a webpage. The attributes of a webpage were extracted based on JavaScript functions and objects, as in Table 1 . As a result of the attribute selection algorithm, each page has one and only one attribute corresponding to a feature, which is shown in Table 2 .
B. THE EXPERIMENTS TO FILL MISSING VALUES
The impact of the AMD method to fill in missing values is shown in Fig. 5 , the horizontal coordinate represents the features and the vertical coordinate represents the data values. Each feature on the horizontal coordinate contains three data, representing information entropy, information gain, and information gain ratio, respectively. We can see from Fig. 5 that the information entropy of the feature ''gett'' is the largest. Meanwhile, we can find that the feature ''gett'' has the smallest number of attributes in Table 2 . Thus, the impact of these attributes on data filling is minimal. According to Eq.(6), when the total information entropy is constant, the feature ''acti'' has the lowest information entropy and has the greatest information gain and information gain ratio. Thus, the feature ''acti'' is relatively important in the webpages. The information gain ratio is the ratio of the information gain and information entropy of the feature. The information gain ratio of the ''acti'' feature is also the largest. Similarly, the ''gett'' feature can be observed. Although the information entropy of this feature is very large, the corresponding information gain is the smallest, and therefore, its information gain ratio is also the smallest, indicating that it is relatively unimportant. An examination of the results of various features in Fig. 5 reveals that the results of the same missing value filling method are very different for different features, eventually leading to a significant difference in the information gain ratio. The results based on the information gain ratio are more accurate.
As can be seen in Fig. 6 , the MVPD method fills the missing values in each feature and makes the proportion of attributes in each feature more stable. Therefore, to obtain clear results, we analyze the information gain ratio in the graph. The values of both the features ''sett'' and ''acti'' exceeded 1.0. This indicates that these features are closer to the root of the tree and their importance is higher in the process of decision tree classification. 
C. THE COMPARISON OF DIFFERENT FILLING METHODS
The malicious webpage detection model is described in III-B, which includes the data analysis concepts of the information entropy, information gain, and information gain ratio. According to Table 2 , we can observe the follow three conclusions concerning the above six methods of processing missing values.
1) THE COMPARISON OF THE INFORMATION ENTROPY OF WEBPAGES
The effect of the six missing value processing methods on the information entropy is shown in Fig.7 . The ''manual filling'' method relies completely on subjective ideas to fill the missing value. Moreover, it can be observed in the figure that the variation range of the information entropy of each feature of the data set in the ''manual filling'' method is very large, indicating clearly the subjective randomness of the method. The information entropy value of the feature ''sett'' is smaller than that of any other filling method and the information entropy value of the feature ''gett'' is larger than that of any other filling method. As compared with the other five filling methods, the fluctuation range of MVPD is the smallest and the method is stable in all features, indicating that it is accurate. Further observation shows that the information entropy value of AMD in any feature is greater than or equal to that of MVPD, indicating that the MVPD method is more stable.
2) THE COMPARISON OF THE INFORMATION GAIN OF CLASSIFICATION WEBPAGES
When the total information entropy is constant, the information gain is equal to the total information entropy minus the information entropy of the corresponding feature. The information gain is calculated according to different features, and the larger the information gain value is, the more significant effect of this feature is in the classification of webpages. However, using only the information gain to determine the effect of classifying webpages has certain limitations. When the individual attribute values in the feature are higher, the information gain becomes more inaccurate. According to this feature, it is easier to obtain a highly pure data set, and therefore the information entropy is lower. Since the total information entropy of the webpage is constant before classification, the information gain is greater.
The same missing value filling method has different effects on different missing value types, depending on the different attributes in the feature. As shown in Fig. 8 , the information gain of the six filling methods for the feature ''fun'' is the same, which may show that the feature is applicable to all filling methods or that there are no missing values in this feature. In contrast, the information gain of the six methods for the feature ''sett'' is considerably different, which shows that this feature is missing many attributes. For different filling methods, the gain is affected by more attribute values; in particular, the information gain of ''manual filling'' for the feature ''sett'' is the largest. It is found that the most stable of the six methods is MVPD, which indicates that this method can deal with more complex missing values. 
3) THE COMPARISON OF INFORMATION GAIN RATIO OF CLASSIFICATION WEBPAGES
By calculating the information gain ratio of different filling methods in different features, the practicability of these methods can be shown more rationally. As shown in Fig. 9 , after calculating the information gain ratio, we found that most of the data are relatively stable, except those yielded by the ''manual filling'' method. At this point, we need to introduce the optimization parameter k a described in Section IV-E.1. We use k a to control the occurrence of excessive data deviation caused by too many attribute values in certain features. By using the optimized parameter k a , the data fluctuation amplitude can be reduced, and thus, we can obtain a more reasonable information gain ratio. The experiment reveals that the information gain ratio of the filling method MVPD is higher than that of the other methods for different features, indicating that this filling method has a better effect on the treatment of missing values. Thus, the classification of webpages based on information gain ratio is more accurate.
4) THE COMPARISON OF THE ACCURACY OF CLASSIFICATION WEBPAGES
The classification accuracy is used to analyze the six different methods of filling missing value. True positive (TP) indicates a correct affirmation, true negative (TN) a correct negation, false positive (FP) a false affirmation, and false negative (FN) an incorrect negation. For this experiment, TP indicates that benign webpages are detected as benign, TN indicates that malicious webpages are detected as malicious, FP indicates that malicious webpages are detected as benign, and FN indicates that benign webpages are detected as malicious. The accuracy is calculated as
The results in Fig. 10 show that the AMD and MVPD methods are more accurate, which proves that the experimental method is feasible and effective. Although the accuracy of VOLUME 6, 2018 the artificial filling method is higher, the method becomes less feasible as the data volume increases. The ''mean filling'' method has the lowest accuracy, indicating that the method is the least suitable for handling missing data. In summary, the AMD and MVPD are accurate methods for filling missing values. To show the changing trend of the six methods more directly, we provide Fig. 11 . As can be seen in this figure, with the increase in the number of webpage samples, although the accuracy of the ''mean filling'' method increases, its accuracy remains the lowest. The accuracy and stability of the AMD and MVPD methods are always high. This means that they have a good adaptability when more webpages need to be handled at a later stage. Fig.12 shows a comparison of the C4.5 filling method in terms of efficiency. By analyzing the information entropybased Markov detection tree method and the information entropy-based decision tree method, we attain the time taken by each filling method to classify the webpage samples when the number of sample webpages varies. As can be seen in Fig. 12 , with an increase in the number of webpage samples, the analysis efficiency of the various filling methods increases. In particular, the detection efficiency of AMD+MDT and MVPD+MDT is greater than that of the other four C4.5 missing value filling algorithms. When the sample size is increased, the efficiency of the other four original filling methods is gradually stabilized at approximately 0.4, whereas the efficiency of the AMD+MDT and MVPD+MDT methods continues to increase, which shows that the proposed method has a good effect on data processing. The detection efficiency of the AMD+MDT method is the highest when the sample sizes increase; although the growth is slow, the detection efficiency slowly increases. This means that the filling method can handle missing values effectively. Fig. 13 shows the experimental result to compare the random forest(RF) with the Markov detection tree, as can be seen in Fig. 13 , with an increase in the number of webpage samples, the detection efficiency of the AMD+MDT and MVPD+MDT methods increases, which indicate that our AMD+MDT method outperformed the AMD+RF method. The reason that our proposed algorithms can achieve better detection efficiency than the random forest can be explained as follows: (i) Unlike the random forest, where the training samples are randomly selected, the training samples in our algorithm are extracted from the homepage on a website, and thus the duplicate sample selection can be avoided.
5) THE COMPARISON OF CLASSIFICATION EFFICIENCY OF WEBPAGES
(ii) Compared with the conventional random forest to construct a decision tree, our proposed MDT algorithm can achieve better average time of detecting malicious webpages on the websites due to the assistance of the forward and backward search of MDP based on URL link relationships among webpages.
VI. CONCLUSIONS
In this paper, we present a malicious webpage analysis method based on the decision tree classifier. In the method, the attributes of webpages are extracted according to the JavaScript standard. The decision tree model is established to quantize the attributes of webpages as information entropy and information gain to obtain intuitive data results.
A Markov detection tree model based on the information entropy was also proposed by combing the decision tree with Markov decision process. In Markov detection tree, we use URL links to organize webpages into a URL relational tree, each webpage represents a state, and we can quickly categorize benign and malicious webpages. Two methods of processing missing value are designed. The experimental results show that the algorithm of processing missing value in the original C4.5 has certain limitations, while the proposed AMD and MVPD methods can not only adapt to webpage attributes distribution, but also can fill the missing values effectively and achieve high accuracy and efficiency to classify webpages. 
