We study the dynamics of a generalized version of the famous Kuramoto-Sakaguchi coupled oscillator model. In the classic version of this system, all oscillators are governed by the same ODE, which depends on the order parameter of the oscillator configuration. The order parameter is the arithmetic mean of the configuration of complex oscillator phases, multiplied by some constant complex coupling factor. In the generalized model we consider, the order parameter is allowed to be any complex linear combination of the complex oscillator phases, so the oscillators are no longer necessarily weighted identically in the order parameter. This asymmetric version of the K-S model exhibits a much richer variety of steady-state dynamical behavior than the classic symmetric version; in addition to stable synchronized states, the system may possess multiple stable (N-1,1) states, in which all but one of the oscillators are in sync, as well as multiple families of neutrally stable asynchronous states or closed orbits, in which no two oscillators are in sync. We present an exhaustive description of the possible steady state dynamical behaviors; our classification depends on the complex coefficients that determine the order parameter. We use techniques from group theory and hyperbolic geometry to reduce the dynamic analysis to a 2D flow on the unit disc, which has geometric significance relative to the hyperbolic metric. The geometric-analytic techniques we develop can in turn be applied to study even more general versions of Kuramoto oscillator networks.
The Kuramoto-Sakaguchi coupled oscillator model is a famous, well-studied dynamical system that models the dynamics of a network of N identical coupled oscillators. In the classic formulation, all the oscillators are driven by identical coupling to the system's order parameter, which is just the average of the complex oscillator phases, multiplied by some complex coupling constant. We study a generalized version of the Kuramoto-Sakaguchi system, in which the order parameter is now a complex-linear combination of the complex oscillator phases, but not necessarily with identical coefficients. We analyzed the dynamics of this asymmetric K-S system, and found that it supports a much richer variety of dynamical behaviors than the classic K-S model, which typically has steady state dynamics that are completely synchronized or completely asynchronous with all oscillators out of sync with each other. The asymmetric K-S model also can support multiple stable (N −1, 1) states, in which all but one of the oscillators are in sync, as well as multiple families of neutrally stable asynchronous states or closed orbits. We introduce new group-theoretic and geometric techniques to study the asymmetric K-S model, which effectively reduce the N -dimensional dynamics to a 2D flow on the unit disc, and use the natural hyperbolic geometry on the disc to study this flow. The techniques we develop lead to a complete classification of the dynamics of the asymmetric K-S model in terms of the order parameter coefficients, and can be used to study more general oscillator networks via a similar dimensional reduction. This also builds a connection between the somewhat distant fields of oscillator network dynamics and hyperbolic geometry / low-D complex dynamics.
I. INTRODUCTION
Our subject is the study of networks of Kuramoto oscillators, which are dynamical systems governed by equations of the formθ j = A + B cos θ j + C sin θ j , j = 1, . . . , N.
(1)
Here θ j is an angular variable (i.e. an element of R mod 2πZ) and the coefficients A, B, C are smooth functions of (θ 1 , . . . , θ N ). The state space for this system is the N -fold torus T N = (S 1 ) N . Kuramoto oscillator networks often arise as idealized models of physical dynamical systems, like Josephson junction series arrays [1; 2] , and also as the result of averaging more complex dynamical systems [3] . Beginning with the original work of Kuramoto over forty years ago [4] , Kuramoto networks have been a very fertile research subject in applied dynamics [5] . When the functions A, B, C are symmetric in the variables θ j , we say the system is a network of identical Kuramoto oscillators; any permutation of the components of a solution (θ 1 (t), . . . , θ N (t)) results in another solution to the system. This is the case for the famous Kuramoto-Sakaguchi (K-S) model, which has equationṡ
cos(θ k + ψ) sin θ j , j = 1, . . . , N ; ω, K, ψ constants.
(2)
In this paper we will investigate the dynamics of Kuramoto networks where the functions A, B, C are not symmetric in the θ j . As we shall see, dropping the symmetry assumption leads to a richer variety of dynamic behavior. The focus of our work is a variation of the K-S model: the asymmetric K-S network given bẏ
r k cos(θ k + ψ k ) sin θ j , j = 1, . . . , N ; ω, r k , ψ k constants.
(
The dynamics of this network are governed by its order parameter, which we can express in complex form, with c j = a j + ib j = r j e iψj and z j = e iθj , as
It turns out, broadly speaking, that the dynamics depend largely on the sum of the c j , which we denote by
As we discussed in [6] , the system (3) is invariant under the phase shift θ j (t) → θ j (t) + θ 0 for any constant θ 0 . Hence we can identify states which are equal up to a phase shift, and reduce the dynamics to an (N −1, 1)-dimensional state space, which is the torus T N −1 . In this reduced state space, there is a unique state with all θ j equal, which we refer to as the sync state or just sync.
Our goal is to understand the generic long-term behavior of trajectories in the reduced state space, in forward and backward time. Some terminology: an asynchronous state has all θ j distinct; an (N −1, 1) state has all but one θ j equal. The first result, Theorem 1, is that if a > 0 then almost all trajectories in the reduced state space converge in forward time to sync, and in backward time to an asynchronous state or to one of finitely many (N −1, 1) states. The dynamics are similar if a < 0, except reversed in time. In the course of preparing this manuscript we learned that this result was independently discovered by M. A. Lohe in [7] , Lohe presents an argument that is essentially correct, but has some subtle technical gaps which we address in the discussion following the proof of Theorem 1. Our approach, which is different than in [7] , is based on the correspondence between the system dynamics and a flow on the hyperbolic disc with special attention to the behavior at the boundary circle. The geometric techniques we develop in preparation for the proof of Theorem 1 also form the basis of the proofs of our subsequent Theorems 2-5.
The case a = 0 is covered in Theorem 2; then the system has Hamiltonian structure, and almost all trajectories in the reduced state space are periodic or homoclinic connections to and from sync, with one exceptional case, which is if at least one of the coefficients satisfies the condition b j = b/2. Then in addition to the behavior above, there also exists a positive measure set of initial conditions with trajectories that converge in forward time to (N −1, 1) states (and also a positive measure set of initial conditions with trajectories that converge in backward time to (N −1, 1) states). We will also discuss three special cases of this system, where we can describe additional details of the dynamics: the case c = 0, where the dynamics have both gradient and Hamiltonian structure; the case of real c j with c = 0, where the dynamics flow along a 2D electrostatic field, and the case of real c j > 0, which includes the classic Kuramoto model with all c j = K/N . The results are summarized in Table 1 in the Discussion section at the end of this paper.
The organization of this paper is as follows: We begin by summarizing some of our earlier work on Kuramoto networks in [6] , which exploits a connection to hyperbolic geometry to simplify the analysis of the network dynamics. We will then derive some general properties of the system (3), and prove Theorems 1 and 2. After this we proceed with the analysis of the special cases of (3) mentioned above, and conclude with some suggestions for future research.
II. COMPLEX FORMULATION
It is desirable to express the system (1) in complex form, with z j = e iθj . Let A = −C + iB; A is a complex-valued function on T N which we define to be the order parameter for the system. Then usingż j = iz jθj we obtain governing equationsż j = iAz j + iz j Im(Az j ) = iAz j + 1 2
A − Az 2 j , j = 1, . . . , N.
The asymmetric Kuramoto-Sakaguchi system (3) has A = ω and order parameter A given by (4) above. We will assume henceforth that the function A = ω and that the order parameter has this form.
III. REDUCTION TO 3D SYSTEM
In their seminal paper [8] , Watanabe and Strogatz demonstrated that the trajectories for any system of the form (1) are constrained to lie in submanifolds of the state space T N with dimension at most three. Subsequently, it was shown that these submanifolds are the group orbits under a natural action of the Möbius group G on the torus [9] . Here G is the 3D group of Möbius transformations which preserve the unit disc ∆ (and hence its boundary S 1 ). An element M ∈ G can be expressed uniquely in the form
where the parameters w and ζ satisfy |w| < 1 and |ζ| = 1. When ζ = 1, we denote the above Möbius transformation by M w . If M ∈ G and p = (z 1 , . . . , z N ) ∈ T N then M p = (M (z 1 ), . . . , M (z N )) defines the group action of G on T N . The group orbits are the sets Gp = {M p | M ∈ G}. Now fix a point p = (β 1 , . . . , β N ) ∈ T N , and assume that at least three of the β j are distinct. Then any point (z 1 , . . . , z N ) in the group orbit Gp can be expressed in the form ζM w p for a unique choice of w ∈ ∆ and ζ ∈ S 1 . In effect, w and ζ can be thought of as coordinates on the group orbit Gp. As derived in [6] , the system (5) on Gp is equivalent to the system in w and ζ given bẏ 
IV. REDUCTION TO 2D SYSTEM When the order parameter function A has the form (4), we can cancel the ζ and ζ in theẇ equation above, which then simplifies to an equation in w alone:
The w variable determines a point on the group orbit Gp up to rotation by some ζ ∈ S 1 ; in effect, w determines the phase relations among the coordinates z 1 , . . . , z N . More formally, if we identify p and ζp for any ζ ∈ S 1 , then the full state space for this reduced model is the (N −1)-dimensional torus T N −1 ; the group orbits Gp under this identification give us reduced group orbits Gp, which are invariant under the reduced dynamics. In this reduced state space, sync is the unique fully synchronized state represented by any p = (β, . . . , β). For a base point p with at least three distinct coordinates, its reduced G-orbit is parametrized by w ∈ ∆, and equation (8) gives the dynamics on the reduced orbit. Fixed points in the reduced system correspond to either fixed points or uniformly rotating solutions with constant phases in the original N -dimensional system. Since we are primarily interested in how the phases among the coordinates evolve, we will henceforth make this reduction and work with the 2D dynamical system given by (8) .
Observe that changing the signs of all the c j in 8) is equivalent to reversing the direction of time for the system; this time-reversal property will be used frequently in the sequel.
V. BOUNDARY CORRESPONDENCE
Fix a base point p = (β 1 , . . . , β N ) with all β j distinct; then w ∈ ∆ parametrizes all possible phase configurations in the reduced group orbit Gp. We wish to describe what happens to these phase configurations as w approaches the boundary of the disc. Suppose a sequence w n ∈ ∆ converges to some β ∈ S 1 , and β = β j for all j. Then lim n→∞ with z 1 , z 2 ∈ S 1 and A = s 1 z 1 + s 2 z 2 for constants s 1 , s 2 ∈ C. Since we are mainly interested in the phase between z 1 and z 2 , we let ζ = z 1 z 2 and analyze the dynamics of ζ. Note that ifζ = 0, then Im(Az 1 ) and Im(Az 2 ) depend only on the constant ζ, and must be equal; otherwise we can see from the above equations that the phase between z 1 and z 2 would change in time. So solutions toζ = 0 correspond to solutions (z 1 , z 2 ) which are rotating at the same constant angular velocity. The evolution equation for ζ iṡ
We see that ζ = 1, which corresponds to sync, is always a fixed point. If we express ζ = e iψ , thenψ = −iζζ, and we obtain the equivalent equationψ = Im (s 1 + s 2 )(1 − ζ) = − Re(s 1 + s 2 ) sin ψ + Im(s 1 − s 2 )(1 − cos ψ).
This flow always has fixed point ψ = 0, corresponding to sync, with eigenvalue − Re(s 1 + s 2 ). If Re(s 1 + s 2 ) = 0, then there is an additional fixed point ψ * = 0 with opposite eigenvalue Re(s 1 + s 2 ); ψ = 0 is stable if Re(s 1 + s 2 ) > 0, unstable if Re(s 1 + s 2 ) < 0, and ψ * has the opposite stability. If s 1 + s 2 = 0 but is pure imaginary, then ψ = 0 is the only fixed point, and is attracting globally but not locally near ψ = 0 (the flow has the same direction everywhere on the circle). The flow is identically 0 iff s 1 + s 2 = 0. We mention in passing that the uniformly rotating solutions (z 1 , z 2 ) corresponding to fixed states ζ usually do not have angular velocity equal to ω. For example, the sync solution z 1 = z 2 has angular velocity ω + Im(s 1 + s 2 ), which is not equal to ω unless Im(s 1 + s 2 ) = 0.
For any partition ∼ of {1, 2, . . . , N } into two disjoint nonempty sets, the set of states p = (β 1 , . . . , β N ) where β j = β k for j ∼ k is a 1D manifold in the reduced state space T N −1 , invariant under the dynamics for any system (3) , and these 1D manifolds all meet at the sync state. The dynamics on these two-cluster manifolds are given by the polar equation above, where ψ measures the phase difference between the two clusters; the appropriate values of the coefficients s 1 , s 2 are found by summing the c j over each of the two clusters. The tangent directions to these 1D invariant manifolds at ψ = 0 are eigenvectors for the linearization of the system at sync, and they span the full tangent space at sync. Therefore we see from the polar equation above that the unique eigenvalue for the linearized dynamics at sync is − Re(s 1 + s 2 ) = − Re c = −a. Consequently we see that the sync state in T N −1 is linearly stable for a > 0, unstable for a < 0 and linearly neutral for a = 0. This is of course consistent with the much stronger result of Theorem 1, that sync is globally stable when a > 0 and globally unstable when a < 0.
VII. FIXED POINT ANALYSIS
In this section we study the fixed points for the flow (8) . We begin with a lemma which will be crucial to the proofs of all our theorems. Lemma 1. Assume that N ≥ 3 and at least three c j = 0. Then the flow on the disc given by (8) has at most (N − 1)(N − 2) fixed points.
Proof. The details are easier to carry out if we transform theẇ system to an equivalent system on the upper half plane, via the Möbius transformations
which give a correspondence between the upper half plane H = {Im z > 0} and the disc ∆ = {|w| < 1}. (Notice that w = 0, 1, −1 correspond to z = i, 0, ∞ respectively.) Then theẇ flow transforms tȯ
So we must prove that the equation
has at most (N − 1)(N − 2) solutions z ∈ H. Let us assume without loss of generality that all c j = 0, and N ≥ 3.
Observe that both zP (z) and Q(z) are degree N monic polynomials, since lim z→∞ zP (z)/Q(z) = 1. Therefore zP (z) − Q(z) has degree at most N − 1. We also see that zP (z) − Q(z) and P (z) have no common factors, since any common factor would also divide Q(z). Therefore z − F (z) −1 is a rational function with degree N − 1. Let
which is a rational function in z. Our fixed point equation is equivalent to Φ(z) = z for z ∈ H. Any fixed point for the map Φ(z) is also a fixed point for the second iterate Φ 2 (z), which is a rational function in z with degree (N − 1) 2 , and therefore has at most (N − 1) 2 + 1 fixed points (a rational function of degree r ≥ 2 has at most r + 1 fixed points as a map of the extended complex planeĈ). The map Φ(z) has N fixed points at z = α j ∈ R, since F (z) has a pole at z = α j . Therefore the number of fixed points z ∈ H is at most (N − 1) 2 + 1 − N = (N − 1)(N − 2).
We remark that the bound (N − 1)(N − 2) is far from sharp; using the Lefschetz fixed point theorem and some other results from the theory of iterated rational maps [11] , we can improve the bound to 4N − 10 (which coincidentally agrees with the previous bound for N = 3, 4). Since we only need the finiteness of the number of fixed points, we omit the proof, which would take us somewhat far afield.
The condition that at least three c j = 0 is necessary to insure finitely many fixed points; to see this, suppose only c 1 , c 2 = 0 and all other c j = 0. Then the fixed points for (8) in the disc are given by an equation of the form M w (β 2 ) = ξM w (β 1 ) for some nonzero ξ ∈ C. Since |M w (β)| = 1 for any w ∈ ∆ and β ∈ S 1 , we see that we must have |ξ| = 1 to have any solutions. We also must have ξ = 1 to have solutions, since the map M w is one-to-one. For ξ ∈ S 1 , ξ = 1, the equation above is the equation of a circular arc in ∆ joining the points β 1 and β 2 . When ξ = −1, this arc is the unique geodesic joining β 1 and β 2 for the hyperbolic metric on the disc, which we will discuss later. For other ξ, these circular arcs form the family of curves of constant curvature joining β 1 and β 2 , which are called hypercircles in hyperbolic geometry.
Next, we study the linear stability of fixed points for the system (8) . The choice of coordinate w depends on the base point p ∈ T N , which without loss of generality we can choose so that p is a fixed point for the flow in the reduced phase space T N −1 . With this choice the flow (8) has fixed point at w = 0, and so c j β j = 0. To first order in w, the flow is given byẇ
If we write w = u + iv, Z 2 = X 2 + iY 2 and as usual c = a + ib, then the 2D linear system foru,v has matrix
which has tr M = a, det M = 1 4 (|c| 2 − |Z 2 | 2 ), and eigenvalues
Now suppose a > 0; then the fixed point w = 0 must have at least one eigenvalue λ with Re λ > 0, and hence is a repelling node or spiral, a saddle, or a non-hyperbolic fixed point with one positive and one zero eigenvalue. In the first two cases there are respectively 0 or 2 trajectories w(t) that converge to the fixed point w = 0 as t → ∞. In the non-hyperbolic case with one λ = 0, if the fixed point at 0 is isolated (which is the case if at least three c j = 0) then there are at most two trajectories w(t) → 0 as t → ∞ (see [12] Section 2.11, Theorem 1). Therefore assuming at least three c j = 0, we can conclude that in all cases there are at most two trajectories w(t) that converge to the fixed point 0 as t → ∞.
When a = 0 the eigenvalues have the form ±λ with λ either real or pure imaginary, so fixed points can never be attracting in this case, and as we shall prove in the discussion preceding Theorem 2, can only attract finitely many trajectories. The case a < 0 is equivalent to the case a > 0 with time reversed. The eigenvalues at the fixed point w = 0 are completely determined by the quantities c and Z 2 . More generally, if w ∈ ∆ is a fixed point for the flow (8) , the eigenvalues at w are given by (11) with
Now we consider the question of constraints on the number and type of fixed points for (8) . The equations for w to be a fixed point for (8) with prescribed value Z 2 (w) = ξ are N j=1 c j M w (β j ) = 0, N j=1 c j M w (β j ) 2 = ξ.
Suppose we fix distinct w k ∈ ∆ and ξ k ∈ C for k = 1, . . . , r, and also fix c = a + ib. We wish to find coefficients c j such that c j = c and (8) has fixed points at w k with Z 2 (w k ) = ξ k . This is a system of 2r + 1 linear equations in the N coefficients c j :
We claim this system has solutions c j if N ≥ 2r + 1. To prove this, consider the associated homogeneous system with N = 2r + 1. If we transform to the upper half plane, as we did in the proof of Lemma 2, with z k = i 1−w k 1+w k ∈ H, α j = i 1−βj 1+βj ∈ R, then the homogeneous system in the c j is equivalent to
Using the identity
together with c j = 0, we see that the homogeneous system is equivalent to the system N j=1 c j = 0, N j=1 c j z k − α j = 0, N j=1 c j (z k − α j ) 2 = 0, k = 1, . . . , r.
This implies that the rational function F (z) in Lemma 2 has F (z k ) = F (z k ) = 0 for k = 1, . . . , r, which implies that its numerator P (z) has r double roots at the z k . If F (z) is not identically 0, then we must have 2r ≤ deg P (z) ≤ N −2, which is a contradiction. Hence F (z) is identically 0, which means that all c j = 0. Therefore the inhomogeneous system has a unique solution for N = 2r + 1, and infinitely many solutions for N > 2r + 1. In other words, we can find systems of the form (8) with as many fixed points as we desire, and can even prescribe the eigenvalues at the fixed points as we like, within the constraints imposed by the form of the eigenvalue equation (11) .
VIII. BOUNDARY FLOW ANALYSIS
To fully understand the dynamics of (8), we need to analyze the flow near the boundary of the disc ∆. Consider first any point β ∈ S 1 which is distinct from any of the β j . Near β, the trajectories are the same curves as for the modified flow without the factor (1/2)(1 − |w| 2 ), given bẏ
This modified flow extends to a smooth flow on any open subset of C which excludes the β j . If |w| = 1, theṅ
So we see that if a = Re c > 0, then this flow points outwards and crosses the circle at every point β = β j . Hence the originalẇ flow will have a unique trajectory converging in forward time to each β = β j . If w is a point on this trajectory, then the forward limit set Ω + (w) must be the single point {β}. Similarly if a < 0, then there is a unique trajectory converging in backward time to each β = β j . We also see that if a = 0 but b = Im c = 0, then no trajectory can converge in forward or backward time to any β = β j , since the modified flow has trajectories along the arcs of the circle obtained by removing the β j . Next, we analyze the flow near the β j . As in the proof of Lemma 1, it is easier to transform the system to the upper half plane H and study theż equation (10) . Assume WLOG that β 1 = 1, so α 1 = 0 and the remaining α j = 0. We wish to analyze the flow near z = 0, and to do this we will employ the polar representation z = re iθ , where 0 ≤ θ ≤ π. We see thatż
where O(r 2 ) represents sums of terms of the form r k cos mθ, r k sin nθ with k ≥ 2. Using the polar conversions 
When r = 0, the equation forθ can be written in the form 2θ = −a sin 2θ + (2b 1 
which is equivalent to (9) if we let ψ = 2θ and s 1 = c 1 , s 2 = c − c 1 . This makes sense, because the points with r = 0 correspond to the points on the (N − 1, 1) boundary component with all oscillators in sync except the first. This equation has a unique fixed point θ * ∈ (0, π), defined by tan θ * = a 2b 1 − b , provided a = 0. (There are no solutions in (0, π) if a = 0, unless we also have 2b 1 − b = 0; in this case,θ = 0 for all θ ∈ (0, π).) As we saw earlier, when a = 0, the fixed point θ = 0 has eigenvalue −a and the fixed point θ * has eigenvalue a, in the direction along the interval with r = 0. The linearization of theṙ equation at r = 0, θ = θ * iṡ r = r sin θ * b cos θ * + (2a 1 − a) sin θ * = r sin θ * b
which is independent of θ. Now suppose a > 0. Then the fixed point r, θ = 0, θ * has positive eigenvalue a, so must be a repelling node, a saddle, or a non-hyperbolic fixed point with exactly one non-zero eigenvalue. If we assume that at least three c j = 0, then this fixed point is isolated. If it is a repelling node then no trajectory z(t) converges to the fixed point in forward time. A saddle has two attracting trajectories, but they must be on opposite sides of the repelling trajectories (unstable manifolds) along the θ axis, so there is one attracting trajectory with r > 0. If the fixed point has a zero eigenvalue, it must be a repelling node, topological saddle or saddle-node (see [12] Section 2.11, Theorem 1), and in each case has at most one attracting trajectory with r > 0. Therefore in all cases there is at most one trajectory converging to this fixed point in forward time. In backward time, a set of initial conditions with positive measure will converge to this fixed point if it is a repelling node; no trajectories converge to this fixed point if it is a saddle or topological saddle (the unstable manifolds have r = 0), and at most a single trajectory with r > 0 can converge to the fixed point if it is a saddle-node. These results will be crucial for the proof of Theorem 1.
IX. HYPERBOLIC GEOMETRY AND THE GRADIENT AND HAMILTONIAN CONDITIONS
The factor 1 − |w| 2 in theẇ equation (8) suggests that this flow has connections to hyperbolic geometry. The Poincare model for hyperbolic geometry on the unit disc ∆ has metric
This metric is conformal with the Euclidean metric (i.e. angle measures agree), has constant negative curvature −1, and its geodesics are lines or arcs of circles which meet the boundary in 90 o angles. Since the reduced G-orbits are in one-to-one correspondence with ∆ via the coordinate w, we can transfer this metric to the reduced G-orbits. In fact, as shown in [6] , this metric on the reduced G-orbits is independent of the choice of base point.
In 2D Riemannian geometry the simplest flows are given by gradient and Hamiltonian vector fields. A gradient vector field has the form ∇Φ for some smooth real function Φ, where the gradient is defined in terms of the Riemannian metric. A Hamiltonian flow is the 90 o rotation of a gradient field ∇Φ, and therefore has Φ as a conserved quantity. The hyperbolic gradient of a function Φ(w) in complex form is given by
where λ = 2(1 − |w| 2 ) −1 is the hyperbolic metric factor, ∇ euc is the ordinary Euclidean gradient and
In Ref [6] we derived criteria for theẇ flow to be gradient or Hamiltonian: define the differential operator D on the torus T N with coordinates z j ∈ S 1 by
Then theẇ flow is gradient for the hyperbolic metric on all reduced G orbits iff Im DA = 0 everywhere on T N , and similarly is Hamiltonian iff Re DA = 0 everywhere on T N . For the asymmetric Kuramoto-Sakaguchi model with order parameter (4), these conditions reduce to gradient ⇐⇒ b = 0 Hamiltonian ⇐⇒ a = 0
In particular, we see that the symmetric K-S model, which has all c j = Ke iψ /N , is gradient iff ψ = 0 or π, and Hamiltonian iff ψ = ±π/2 (as first pointed out in Ref. [8] ).
We showed in [6] that theẇ flow for the symmetric K-S model with K = 1, ψ = 0 is the hyperbolic gradient flow for the function
It is not hard to modify this function to find the corresponding potential for the asymmetric case, assuming c = a is real. Observe first that
We will need the identity
which follows from
Using this, we see that
Since log(w − β) = log |w − β| + i arg(w − β) is holomorphic, ∇ hyp log(w − β) = 0, and therefore
Using these ingredients, we can easily assemble a potential function Φ for theẇ flow when c is real; using c j = a j +ib j , we see that
as desired. Now suppose c = a + ib is not real; then we can express c = e iψ |c|, and find a potential Φ for theẇ flow with coefficients e −iψ c j . Then the originalẇ flow can be expressed as a "twisted" gradient flow:
The quantity Φ(w) is now strictly increasing or decreasing along all non-trivial trajectories, unless ψ = ±π/2; this is becauseΦ
When ψ = ±π/2, the quantity Φ(w) is conserved, and the flow has Hamiltonian ±Φ.
X. DYNAMICS OF THE ASYMMETRIC K-S MODEL: GENERAL CASE
The gradient / Hamiltonian structure described above makes it possible to give a fairly complete description of the dynamics of the asymmetric K-S model (3) in the general case, which we state and prove in Theorem 1 in this section.
The key ingredient is the potential function Φ constructed in the previous section. We will use the following lemma several times going forward.
is a smooth flow on the disc ∆ which has finitely many fixed points w * ∈ ∆, and there is a smooth function Φ on ∆ such thatΦ > 0 along all trajectories except fixed points. Then for all w ∈ ∆, the forward or backward limit set Ω + (w), Ω − (w) is either a single fixed point w * ∈ ∆ or is completely contained in the boundary circle S 1 .
Proof. Let w ∈ ∆ and assume w is not a fixed point. The forward limit set Ω + (w) in the closed disc ∆ is nonempty, compact, connected and forward and backward invariant. Suppose Ω + (w) is not completely contained in S 1 ; let w ∈ Ω + (w) ∩ ∆. Then Φ(w(t)) < Φ(w ) for all points w(t) on the trajectory of w, and Φ(w ) = lim t→∞ Φ(w(t)).
If w is not a fixed point for the flow, then any forward time evolution w of w must also have
which is impossible since Φ(w ) < Φ(w ). Hence Ω + (w) ∩ ∆ must consist of finitely many fixed points in ∆; since Ω + (w) is connected, this implies Ω + (w) = {w * } for a single fixed point w * . Clearly the same argument applies for the backward limit sets Ω − (w). Now we ready for the first main result in this paper. Note that the dynamics for the case a = Re c < 0 are exactly the time reversal of the case for a > 0. Theorem 1. Consider the system (3) with a = Re c > 0. Then almost all trajectories in the reduced state space T N −1 converge in forward time to sync and in backward time to a fully asynchronous state, or to one of finitely many (N −1, 1) states.
Proof. The result has been established above for N = 2, so assume N ≥ 3. Choose any base point p whose coordinates β j are all distinct. Assume first that at least three of the c j are not 0. By Lemma 1, the associatedẇ flow (8) has finitely many fixed points in ∆. Since a > 0, our fixed point analysis above shows that none of these can be attracting, and each can attract at most two trajectories. Let w ∈ ∆ and consider the forward limit set Ω + (w). If w is on one of the finitely many trajectories converging to a fixed point w * in the disc, then Ω + (w) = {w * }; otherwise by Lemma 2, Ω + (w) must be completely contained in the boundary S 1 . Suppose β ∈ Ω + (w), and β = β j . Our analysis above of the dynamics near the boundary showed that then we must have Ω + (w) = {β}; this implies that the corresponding trajectory in Gp converges to sync.
The only other possibility in light of Lemma 2 is that Ω + (w) = {β j } for some j; in other words, the trajectory w(t) → β j as t → ∞. Let us convert this to a trajectory z(t) in the upper half plane satisfying the equations (12) . We claim that there is at most one trajectory z(t) in the upper half plane that converges to 0; this proves that theẇ flow has at most one trajectory converging to each of the β j . Suppose lim t→∞ z(t) = 0; then the corresponding polar coordinate r(t) → 0 as t → ∞. Since a > 0, theθ flow on the interval (0, π) given by (13) for r = 0 has a unique fixed point θ * j . Let (θ 0 , θ 1 ) ⊂ (0, π) be any interval containing θ * j . Since r(t) → 0, for t sufficiently large theθ flow on the intervals (0, θ 0 ] and [θ 1 , π) converges to 0 and π respectively. This means that θ(t) must converge to 0 or π, or remain in (θ 0 , θ 1 ) as t → ∞. Since (θ 0 , θ 1 ) was arbitrary, in the latter case we have θ(t) → θ * j . Now if θ(t) → 0 or π, which are hyperbolic attracting fixed points for the 1Dθ flow, then sin θ(t) is dominated by some decreasing exponential function Ke −µt for some K, µ > 0 as t → ∞. Then theṙ equation in (13) is dominated by K re −µt for some other constant K > 0. Integrating the inequality −ṙ ≤ K re −µt from 0 to t gives − log r(t) ≤ − log r(0) + K 1 − e −µt µ , but this implies that r(t) does not decay to 0 as t → ∞. Hence we must have θ(t) → θ * j . As we saw from the boundary flow analysis above, the fixed point r, θ = 0, θ * j can attract at most one trajectory (r(t), θ(t)). This establishes the claim.
So we see that for any general base point p, all but finitely many trajectories on the reduced G-orbit Gp converge in forward time to the sync state, which proves the forward time assertion in the theorem. Now let's consider backward limit sets Ω − (w) for theẇ flow. Clearly no trajectory w(t) can converge to a boundary point β = β j as t → −∞, since the modifiedẇ flow, obtained by removing the scaling factor 1 − |w| 2 , points outwards along the circle away from the β j . Therefore we must have Ω − {w} = {w * } for some fixed point w * ∈ ∆, or Ω − {w} = {β j } for some j. In the first case, the corresponding trajectory on Gp is converging to a fully asynchronous state as t → −∞. In the second case, the corresponding polar trajectory r(t), θ(t) has r(t) → 0 as t → −∞. An argument similar to the one above shows that θ(t) → θ * j as t → −∞: we can rule out θ(t) → 0 or π as t → −∞, because then the corresponding trajectory on Gp converges to sync in backward time; this can't happen because sync is attracting. This shows that all trajectories in Gp converge in backward time to a fully asynchronous state or to one of the (N −1, 1) states corresponding to the θ * j . Finally, we consider the case where at most two of the c j , say c 1 and c 2 , are not 0. All the arguments above go through, unless |c 1 | 2 = |c 2 | 2 and the flow (8) has a circular arc of fixed points joining β 1 and β 2 . Assume β 1 = 1, β 2 = −1 and convert the flow to an equivalent flow on the upper half plane, as we did above in the boundary flow analysis. Then α 1 = 0, α 2 = ∞ and the flow for z ∈ H is given byżz = −iy(c 1 z + c 2 ). The equivalent polar system isṙ = r sin θ b cos θ + (a 1 − a 2 ) sin θ θ = sin θ −a cos θ
Theθ equation has no r dependence, and has a unique repelling fixed point θ * ∈ (0, π). The relation |c 1 | 2 = |c 2 | 2 is equivalent to the relation
which implies that aṙ/r = −bθ, and so the flow has fixed points along the ray θ = θ * . Integrating this relation gives
Since a > 0, θ(t) → 0 or π as t → ∞ unless θ(0) = θ * , and θ(t) → θ * as t → −∞. From this we see that r(t) converges to some positive number as t → ±∞. All trajectories z(t) off the ray of fixed points converge in forward time to some nonzero point on the real axis, and in backward time to some point on the ray of fixed points. Hence almost all trajectories in Gp converge to sync in forward time and to some asynchronous state in backward time. This completes the proof.
In [7] , Lohe proves (in our notation) that when a = 0, |w(t)| converges; from this it is deduced that in fact |w(t)| converges. This ignores the possibility that the limit set of the trajectory could be a circle of fixed points in the interior of the disc, or the boundary circle. Our Lemma 1 precludes the first possibility, and our analysis of the flow near the boundary precludes the second. In addition, Lohe asserts that if |w(t)| → 1 the corresponding trajectory in T N−1 goes to sync. This does not hold if w(t) → β j non-tangentially, so one must rule out the possibility that a set positive measure of trajectories converge to some β j , which we did in our analysis of the flow at the boundary. As we saw earlier, the (N−1, 1) states corresponding to the angles θ * j do not depend on the choice of the base point; nor do the eigenvalues governing their stability. If one of these (N −1, 1) fixed points is repelling, which happens if 2 Re(cc j ) > |c| 2 , then this fixed point has a t → −∞ basin with positive measure in the reduced state space T N −1 . The asynchronous fixed points corresponding to fixed points w * ∈ ∆ do depend on the base point p; since these are in the interior of the reduced G-orbits, they will form codimension two families of fixed points, which are neutrally stable in N − 3 directions.
In Figure 2 we contrast theẇ field for the symmetric Kuramoto model with theẇ field for an asymmetric model exhibiting more complicated dynamics consistent with Theorem 1. We choose a = 1 (so sync is stable), N = 4 and base point p = (1, i, −1, −i) for simplicity. The first panel is for the classic model with all c j = 1 4 , which has a repelling fixed point at w = 0. The second panel is for an example with unequal c j chosen to give the maximum number 6 of fixed points in the disc: 3 are saddles (blue dots) and 4 are repellors (cyan dots). In both examples almost all trajectories converge in forward time to some point on the boundary circle distinct from the β j ; the corresponding trajectories in T N−1 converge to sync. In backward time, trajectories with white background converge to a repellor in the disc, which corresponds to an asynchronous state in T N−1 . In the second example, trajectories with cyan background converge to the boundary point β 3 = −1 (cyan dot) at angle π/2; the corresponding trajectories in T N −1 converge to the (N−1, 1) fixed point with θ 3 out of phase by angle π. In the first example the blue lines are exceptional; they converge in forward time to a boundary point β j at angle π/2; the corresponding trajectories in T N −1 converge to the (N −1, 1) fixed point with θ j out of phase by angle π. In the second example the blue lines are the separatrices between the different t → −∞ basins of attraction.
XI. DYNAMICS OF THE ASYMMETRIC K-S MODEL: HAMILTONIAN CASE
Next we consider the dynamics in the case a = 0, when theẇ system (8) has Hamiltonian structure. We begin with a lemma that is analogous to Lemma 2 in the previous section.
is a Hamiltonian flow on the disc ∆ which has finitely many fixed points w * ∈ ∆. Then for all w ∈ ∆, either its trajectory w(t) is a closed orbit, or Ω + (w) is a single fixed point w * ∈ ∆, or Ω + (w) is completely contained in the boundary circle S 1 .
Proof. Let w ∈ ∆, and suppose w ∈ Ω + (w) ∩ ∆. Since Φ is conserved for the flow, Φ(w ) = Φ(w). If w is not a fixed point for the flow, then we can find a neighborhood U ⊂ ∆ of w such that for w ∈ U , Φ(w ) = Φ(w ) if and only if w lies on the trajectory of w . The trajectory w(t) of w must enter U , and therefore we must have w and w on the same trajectory: w = w(t 1 ) for some time t 1 . But w ∈ Ω + (w), which implies that we can find a sequence of times t n → ∞ with w = w(t n ); this implies that w(t) is periodic. The other possibilities are that w is a fixed point, or Ω + (w) ⊂ S 1 . In the first case, since there are finitely many fixed points and the limit set Ω + (w) is connected, we must have Ω + (w) = {w * } for a single fixed point w * ∈ ∆.
Before we proceed with the proof of Theorem 2, we need a preliminary result about fixed points for 2D Hamiltonian flows. Supposeẇ = i∇ hyp Φ(w) is a Hamiltonian flow on the disc ∆ which has finitely many fixed points w * ∈ ∆, and let us also assume that the Hamiltonian function Φ is real analytic. Then we claim for any fixed point w * ∈ ∆ there are at most finitely many trajectories w(t) → w * as t → ∞. The eigenvalues at w * are of the form ±λ, where λ is real or pure imaginary. If λ > 0 then w * is a saddle, which has exactly two attracting trajectories. If λ = ±iν = 0, then w * is a (nonlinear) center; this result needs the real analyticity of Φ (see [12] Section 2.14, Theorem 2). No trajectories can converge to a center fixed point. The following argument covers the degenerate case with λ = 0 a double eigenvalue (as well as the saddle and center cases). Choose r > 0 small enough so that the closed disc ∆ r (w * ) of radius r around w * is contained in the unit disc ∆ and contains no fixed points except w * . Suppose there are infinitely many distinct trajectories w(t) converging to w * as t → ∞. Only finitely many of these trajectories can intersect C r = ∂∆ r (w * ); otherwise the real analytic function Φ would take the same value Φ(w * ) at infinitely many distinct points on C r , which implies Φ is constant on C r . But if Φ is constant on C r , then C r must be a closed orbit, and then none of the trajectories converging to w * can intersect C r . Therefore there must be a trajectory w(t) converging to w * with w(t) ∈ ∆ r (w * ) for all t. Lemma 3 implies that w(t) → w * also as t → −∞; in other words, w(t) is a homoclinic orbit to and from w * . This orbit together with w * forms a simple closed curve Γ contained in ∆ r (w * ). Then Φ is constant on Γ but cannot be constant on its interior; hence Φ has a critical point inside Γ, contradicting the assumption that there are no fixed points in ∆ r (w * ) except w * . Theorem 2. Consider the system (3) with c = ib = 0. If b j = b/2 for all j, then almost all trajectories in the reduced state space T N −1 are periodic or homoclinic connections to and from sync. If some b j = b/2, there is also a positive measure set of initial conditions with trajectories that converge in forward time to (N −1, 1) states, and similarly a positive measure set of initial conditions with trajectories that converge in backward time to (N −1, 1) states.
Proof. The result has been established above for N = 2, so assume N ≥ 3. We begin as in the proof of Theorem 1: choose any base point p whose coordinates β j are all distinct. Assume first that at least three of the c j are not 0. By Lemma 1, the associatedẇ flow (8) has finitely many fixed points in ∆. Theẇ flow (8) has Hamiltonian
and we see that Φ(w) → ±∞ as w → β ∈ S 1 , β = β j . Since Φ is conserved along trajectories, Lemma 3 implies that all trajectories w(t) are either periodic, or converge to fixed points w * ∈ ∆, or converge to one of the β j . From our discussion of fixed points above, we know that only finitely many trajectories can converge to fixed points w * ∈ ∆.
It remains to analyze the behavior of trajectories with w(t) → β j . As in the proof of Theorem 1, we assume β 1 = 1, and convert the system to the upper half plane H, via the Möbius transformation w = − z−i z+i . Then a trajectory w(t) → β 1 = 1 transforms to a trajectory z(t) → 0 for the system (12) . Observe that
with z = x + iy, y > 0 and f (z) real analytic near z = 0. We also have
with g(z) holomorphic near z = 0. The corresponding Hamiltonian function Ψ(z) has the form
where z = re iθ , and h(z) real analytic near z = 0. Now log r → −∞ as r → 0, and log sin θ ≤ 0 for all θ. So if b 1 /b < 1/2, then the coefficient of log r above is positive, and Ψ(z) → ±∞ as z → 0; hence no trajectory z(t) can converge to 0. If b 1 /b > 1/2, then z(t) → 0 implies θ(t) → 0 or π; otherwise the Hamiltonian Ψ(z) will diverge. Therefore the trajectory z(t) converges to 0 tangent to the real axis, and the corresponding trajectory converges to sync in the reduced group orbit Gp. So we see that if b j = b/2 for all j, then all but finitely many trajectories in the disc ∆ are either periodic orbits, or converge in forward and backward time to (perhaps different) β j ; the corresponding trajectories in Gp are periodic orbits or homoclinic connections to and from sync. This proves the theorem in the case b j = b/2. Now suppose, say, b 1 /b = 1/2; then the Hamiltonian has the form
as r = |z| → 0. In polar coordinates r, θ, h(re iθ ) is constant on the interval r = 0, and the function f (θ) = log sin θ + 2a 1 b θ has a unique critical point θ 0 ∈ (0, π), which is the unique root of b cos θ + 2a 1 sin θ = 0 in (0, π). Therefore the gradient of Ψ in polar coordinates is nonzero at any point r = 0, θ = θ 0 , θ ∈ (0, π). This implies that there is a smooth level set of Ψ which meets r = 0 at angle θ. This level set must contain a trajectory converging to θ in forward or backward time. If we examine theṙ equation in (13) , we see that as r → 0,ṙ changes sign at the critical point θ 0 of u(θ). This means that the trajectories converge to angle θ in forward time on one side of θ 0 and in backward time on the other side. Therefore in the w disc ∆, we have a one-parameter family of trajectories converging to β 1 at all possible angles except perhaps θ 0 ; the convergence is in forward time on one side of θ 0 and in backward time on the other side. As we vary the base point p, these trajectories will form sets of positive measure in the reduced state space T N −1 , converging to (N −1, 1) states in either forward or backward time. Finally, we consider the case where at most two of the c j , say c 1 and c 2 , are not 0. As in the proof of Theorem 1, all the arguments above go through unless |c 1 | 2 = |c 2 | 2 . In this case the relations a(a 1 − a 2 ) = −b(b 1 − b 2 ), a = 0 and b = 0 imply b 1 = b 2 = b/2. The equivalent flow on the upper half plane in polar coordinates (15) hasθ = 0 and henceṙ/r is constant. All trajectories are rays converging in forward or backward time to 0 or ∞, except for the ray of fixed points θ = θ * , where θ * is the unique root of theṙ equation in (15) . The corresponding trajectories in Gp converge to (N −1, 1) states. This completes the proof. In this section we consider the special case c = 0, which implies that theẇ flow (8) is simultaneously gradient and Hamiltonian with respect to the hyperbolic metric on ∆. What sort of flows have this dual gradient + Hamiltonian structure? Such a flow has the formẇ
where U and V are smooth real functions on ∆, and λ is the hyperbolic metric factor. The functions U, V satisfy this relation if and only if
which is equivalent to the condition that the complex function F = U + iV is holomorphic on ∆. In this case, with
from the Cauchy-Riemann equations, and we see that the fixed points of the flow correspond to zeroes of F (w). We call F the holomorphic potential for the flow. The holomorphic function F on the disc is uniquely determined up to a constant by its real part U ; in the case of theẇ flow (8) for the K-S model with c = 0, we have
where we take any single-valued branch of log(w −β j ) on the disc. With these preliminaries, it is fairly straightforward to describe the dynamics of theẇ flow. We first consider the case when all b j = 0.
Theorem 3. Consider the K-S system with c = 0 and b j = 0 for all j. Then almost all trajectories in the reduced state space T N −1 are homoclinic connections to and from sync.
Proof. Assume N ≥ 3 (the case N = 2 follows directly from (9) . The fixed points for (8) correspond to the roots of the equation F (w) = 0 in ∆, which we saw earlier has at most N − 2 solutions in the disc. If w * is a fixed point, then we can expand F (w) near w = w * in a power series
where a k = 0 is the leading coefficient. Therefore the leading term in the expansion of the flow for w = w * + η iṡ
which is a (possibly higher order) saddle with index −k. As such there will be 2k + 2 saddle trajectories converging to w * in forward or backward time, in an alternating arrangement around the saddle point. The flow is gradient, so Lemma 1 implies that the limit sets Ω + (w) and Ω − (w) must be either a single fixed point {w * } in ∆, or be completely contained in the boundary S 1 . The quantity V (w) = Im F (w) is conserved for the flow, so all trajectories lie on contours {V (w) = V (w 0 )}. We see that
which diverges as w → β j . Hence no trajectories can converge to any β j if b j = 0. The limit set Ω + (w) cannot be an arc on the circle, because the real-analytic function V cannot be constant along any arc on the circle. So we see that all but finitely many trajectories in the disc ∆ converge in forward and backward time to some point on the circle β = β j ; the corresponding trajectories in Gp are homoclinic connections to and from sync.
There is no limit to the number of saddles for these flows; to see this, let w 1 , . . . , w r be any points in ∆. The homogeneous linear system in c j , j = 1, . . . , N , given by will have nontrivial solutions for N ≥ r + 2, so we can construct a flow of this type with fixed points at all w k . For a fixed set of coefficients c j , the number of saddles can also vary as the coordinates of the base point vary. For example, consider the c j given by 1, 1, −1, −1. For β j = 1, −1, i, −i the holomorphic potential F (w) satisfies
which has a single zero at w = 0 in ∆. But if we switch to β j = 1, i, −1, −i, then
which has no zeros in ∆. If b j = 0 for some j, then the dynamics can be more complicated; we will need to analyze the conserved quantity V (w) more carefully. Observe that F (w) is holomorphic along the boundary circle except at the β j . If β ∈ S 1 , β = β j , then the directional derivative of F at β in the direction iβ tangent to the circle at β is
Observe that
along this arc. This identity holds for infinitely many β ∈ C if and only if all c j = c j ; i.e. all c j ∈ R. So we see that V (β) is constant along all arcs that do not contain any β j if and only if all c j ∈ R.
Relaxing the condition that b j = 0 for all j in Theorem 3 can be split into three mutually exclusive cases: (i) all c j ∈ R; (ii) all c j ∈ Ri, and some c j = 0; (iii) some c j ∈ R − {0}, and not all c j ∈ R. Case (i) is covered in the next section. Case (ii) requires a minor modification of the proof in Theorem 3, but the result still holds; if c j = 0, then there may be finitely many trajectories w(t) converging to β j , which would correspond to finitely many trajectories on Gp converging to (N −1, 1) states with the jth oscillator out of phase.
Case (iii) is more interesting. Since not all c j ∈ R, the function V (β) is not constant on the circle, so most level curves of V will meet the circle transversely. Hence there will be an open set in ∆ of initial conditions w that will have Ω + (w) = {β} with β ∈ S 1 , β = β j . The corresponding trajectories in Gp converge to sync. We also see from the expansion in (16) that if c j = a j is real and nonzero, then we can find an open set of initial conditions w ∈ ∆ whose trajectories w(t) will converge to β j at all possible angles; the corresponding trajectories will converge to all possible (N − 1, 1) states with the jth oscillator out of phase. Therefore in the full reduced state space T N −1 , in forward or reverse time, sync will attract a set of positive measure, but there will also be a positive measure set of initial conditions which converge to a one-parameter family of neutrally stable (N −1, 1) states. Figure 4 shows three examples of gradient + Hamiltonian flows. We set β j = 1, i, −1, −i; the values of the c j are indicated next to the corresponding β j . Trajectories with white background approach some point on the boundary circle distinct from the β j in forward and backward time; the corresponding trajectories in T N−1 are homoclinic connections to/from sync. In the top left panel the conditions of Theorem 3 apply: almost all trajectories are homoclinic connections to and from sync. There is one saddle point and four heteroclinic connections between sync and the saddle indicated in blue. The top right panel shows an example of case (ii) above where all the c i are imaginary but one is zero. In this case there is a heteroclinic connection from sync to an (N −1, 1) state indicted by the blue trajectory. The bottom panel has c j = β j which is an example of case (iii). In addition to homoclinic connections to and from sync (white background), trajectories with yellow (red) background correspond to heteroclinic connections from (to) sync to (from) an (N −1, 1) state The fixed point at w = 0 is non-hyperbolic with 6 saddle connections.
We next turn to the even more special case with all b j = 0 and c = a = 0; we assume that some a j = 0 to avoid the trivial case. The associatedẇ flow on the disc is gradient + Hamiltonian, with holomorphic potential The real part of F (w) can be interpreted as the electrostatic potential for the 2D electric field on the plane given by point charges at β j with charge a j (up to some constant of proportionality depending on units, of course). Thė w trajectories in ∆ lie on the field lines for this electric field. Let us call the oscillators positive, negative or null depending on whether the coefficients a j are positive, negative or zero respectively.
Theorem 4. Consider the K-S system with c j = a j ∈ R and a = 0; assume some a j = 0. Then almost all trajectories in the reduced state space T N −1 are heteroclinic connections from an (N −1, 1) state with a positive oscillator out of phase to an (N −1, 1) state with a negative oscillator out of phase.
Proof. Assume N ≥ 3 (the case N = 2 is trivial; (9 shows that the flow is identically 0). The trajectories for theẇ flow lie along the level sets of the function
Theẇ flow can have fixed points in the disc ∆, which we saw above must be (perhaps higher order) saddles. So we may have finitely many trajectories converging to a saddle point in ∆. In the previous section we showed that V is constant along the arcs of S 1 − {β 1 , . . . , β N }. Since F is holomorphic near β = β j , the level sets of the function V = Im F will have a single, smooth branch at any β ∈ S 1 − {β 1 , . . . , β N }, unless β is a critical point of F . This implies that a trajectory w(t) for theẇ flow cannot converge to a point β ∈ S 1 , with β = β j , unless β is a critical point for F , because the level set at β is the arc of the circle containing β. If β is a critical point of F , the level sets of V will have finitely many smooth branches intersecting in distinct angles at β, so we may have finitely many trajectories converging to β in this case. The same argument shows that there are at most finitely many trajectories converging to a null β j . Therefore all but finitely many trajectories w(t) converge in forward and backward time to some non-null β j . The real potential for this flow is
andU > 0 along non-trivial trajectories. If w(t) converges to a non-null β j in forward time, then we must have a j < 0; otherwise U (w(t)) → −∞. Therefore all but finitely trajectories converge to negative (resp. positive) β j in forward (resp. backward) time (the "test charge" for the flow is positive). The trajectories converging to each non-null β j are in one-to-one correspondence to all asymptotic angles of approach to β j , because V (w(t)) is conserved along trajectories. So we see that there is a one-parameter family of trajectories converging in forward time to the negative β j , and a one-parameter family converging in backward time to the positive β j . This gives a complete picture of the dynamics of theẇ flow. The corresponding trajectories in the reduced group orbit Gp converge in forward (resp. backward) time to all possible (N − 1, 1) states with a negative (resp. positive) oscillator out of phase. The finitely many exceptional trajectories converge to an asynchronous fixed state in Gp, or to an (N −1, 1) state with a null oscillator out of phase, or to sync, in forward or backward time. Figure 5 shows two examples of phase portraits in the electrostatic case for N = 4. In both cases two of the oscillators have "charge" +1 and two have "charge" −1. In the first panel the charges alternate around the circle, and there is a saddle at w = 0. In the second panel the electric field has two saddles at ±e πi/4 on the boundary circle (blue dots) with an exceptional trajectory connecting them, which corresponds to a homoclinic orbit to and from sync in T N −1 . Note that the c j for the 1st panels of Figures 4 and 5 are related by a factor of i, so these twoẇ flows are orthogonal. Both flows are simultaneously gradient and Hamiltonian but with functions U (w) and V (w) exchanged. We conclude this section by mentioning that in the course of our work above, we proved that if finitely many point charges are placed on a circle, and the total charge is 0, then the corresponding 2D electric field is everywhere tangent to the circle. This is clearly false if the total charge is not 0.
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XIV. CASE c j > 0: HYPERBOLIC BARYCENTERS AND THE SYMMETRIC K-S MODEL Our final special case is when all c j = a j > 0, which includes the original symmetric Kuramoto model with identical c j = K/N > 0. Note that the results in Theorem 1 apply in this case. However as we shall see below, under the additional assumption a j > 0 there is at most one fixed point for theẇ flow, this fixed point is always repelling, and the two possible generic asymptotic behaviors in backward time in Theorem 1 are mutually exclusive in this special case.
Theorem 5. Consider the K-S system with c j = a j > 0 for all j. Then almost all trajectories in the reduced state space T N −1 converge in forward time to sync. If all a j < a/2 then almost all trajectories converge in backward time to a fully asynchronous state; if some a j ≥ a/2, then almost all trajectories converge in backward time to the (N −1, 1)-state with the jth coordinate out of phase by π.
Proof. Assume N ≥ 3 (the case N = 2 follows easily from (9) . Choose any base point p whose coordinates β j are all distinct. The forward time dynamics follow from Theorem 1. In the proof of Theorem 1, we saw that in backward time all trajectories w(t) for (8) converge either to a fixed point w * ∈ ∆ or to some β j . The corresponding polar coordinate θ(t) must converge to θ * j , which is π/2 since the c j are real. The linearizedṙ equation in (14) simplifies tȯ r = r(2a j − a); this shows that we cannot have r(t) → 0, θ(t) → π/2 as t → −∞ if a j < a/2. So if all a j < a/2, then all trajectories w(t) must converge in backward time to a fixed point w * , and the corresponding trajectories converge in backward time to a fully asynchronous state in Gp.
On the other hand, if some a j ≥ a/2, then theẇ flow (8) has no fixed points; the expression N k=1
is a positive weighted average of N ≥ 3 distinct points M w (β k ) on the unit circle, with weights summing to a and one weight at least a/2; this can never be 0. Therefore all trajectories must converge in backward time to the unique β j which has a j ≥ a/2, and the corresponding trajectories converge in backward time to the (N −1, 1) state which has the jth oscillator out of phase by π.
We can say a bit more about theẇ dynamics in this case. Suppose N ≥ 3, and all a j < a/2. The eigenvalues at a fixed point w * from (11) are
The sum in the equation above is a weighted average of N ≥ 3 points on the unit circle, which are not all identical, and hence must have absolute value less than 1. Hence λ ± > 0, so all fixed points are repelling. All trajectories w(t) converge in backward time to a fixed point, so we must have at least one fixed point. If there were more than one fixed point, then the backward time dynamics would partition the disc into two or more basins of attraction of the fixed points, which are disjoint open sets, contradicting the connectedness of the disc. (We gave a somewhat different proof of the existence and uniqueness of fixed points in [6] ).
The unique fixed point w * is known as the hyperbolic barycenter of the configuration β j of points on the circle with weights a j ; it is the unique point at which the weighted sum of the unit vectors pointing at all the β j is 0. In backward time, all trajectories w(t) converge to the barycenter w * . In forward time, there is a unique trajectory converging to each point β ∈ S 1 ; if β = β j , the corresponding trajectory in Gp converges to sync; if β = β j , the corresponding trajectory is the saddle trajectory converging to the (N −1, 1) state with the jth oscillator out of phase by π. If some a j ≥ a/2, then theẇ flow has no fixed points, and in backward time all trajectories converge to β j . The forward time dynamics are the same as in the previous case, except that no trajectory converges to β j in forward time. Figure 6 shows two examples of phase portraits in the case c j = a j > 0. In the first panel all a j < a/2; there is a unique, repelling fixed point at the hyperbolic barycenter of the β j . In the second panel a 1 > a/2; there are no fixed points in the disc, and all trajectories converge in backward time to β 1 = 1 at angle π/2, which corresponds to a repelling (N −1, 1) state with θ 1 out of phase by π.
We remark that the condition a j > 0 can be relaxed to a j ≥ 0 as long as not all a j = 0; the arguments in Theorem 5 go through, with one exceptional case: if exactly two of the a j , say a 1 and a 2 , are nonzero and equal, and all other a j = 0. Then (15) shows thatṙ = 0, and θ(t) → π/2 as t → −∞. So all trajectories w(t) converge in backward time to some point on the line of fixed points, which is the geodesic arc joining β 1 and β 2 . The corresponding trajectories in T N −1 converge in backward time to asynchronous states. In forward time almost all trajectories go to sync as before. First example has cj = aj > 0 and aj < a/2; there is a unique fixed point at the hyperbolic barycenter. Second example has cj = aj > 0 but a1 > a/2; there is no fixed point in the disc, and the (N −1, 1) state in T N−1 with θ1 out of phase by π is repelling.
XV. DISCUSSION
Using Möbius group and hyperbolic geometry techniques, we are able to give a fairly complete description of the long-term dynamics of the asymmetric Kuramoto-Sakaguchi network (3) on the reduced state space T N −1 . A summary of our findings is given in the following table. In each case, the description of the dynamics as t → ±∞ is the generic behavior; there may be a set of measure zero of exceptional trajectories with different behavior.
Case
Dynamics as t → ∞ Dynamics as t → −∞ 1. a > 0 sync asynchronous states finitely many (N −1, 1) states 2. c = ib = 0, sync same as t → ∞ all bj = b/2 periodic orbits 3. c = ib = 0, sync same as t → ∞ some bj = b/2 periodic orbits (N −1, 1) states 4. c = 0, all bj = 0 sync same as t → ∞ 5. c = 0, all bj = 0, (N −1, 1) states same as t → ∞ some aj = 0 6. All cj = aj > 0, sync asynchronous states aj < a/2 7. All cj = aj > 0, sync (N −1, 1) state with jth some aj ≥ a/2 oscillator π out of phase The hyperbolic-geometric approach we developed facilitates the analysis of the somewhat subtle dynamics near the (N −1, 1) states. For example, in the case of the symmetric Kuramoto model with a > 0, our boundary flow analysis shows that there is a codimension one set of initial conditions that flow to (N −1, 1) saddles. This point is omitted in the classic paper [8] . This framework also supports the analysis of the system dynamics in the Hamiltonian and other special cases, where the asymmetric model can exhibit more complex dynamics than the symmetric model. For example, this analysis gives the existence of homoclinic and heteroclinic non-periodic orbits to/from sync and (N −1, 1) states in the Hamiltonian case.
We expect that the methods we developed in this paper will have further applications to Kuramoto networks with higher-order order parameters, or Kuramoto networks consisting of two or more populations of oscillators with different natural frequencies. Additionally, the possibility in the c j model of prescribing the location and stability of any number of competing fixed points may prove useful in applications to machine learning or reservoir computing. We hope to take up this study in the future. Another interesting direction in which to extend this framework is to consider networks of "oscillators" where the state space for an individual oscillator is a manifold other than S 1 , such as spheres of dimension 2 or greater; see for example [13; 14; 15] . Finally, we thank our colleagues and friends Martin Bridgman, Kathryn Lindsey, Curtis McMullen and Robert Meyerhoff, all experts on hyperbolic geometry and complex dynamics, for many conversations and comments that were not just helpful, but indispensable in bringing this project to a conclusion. This work was supported by NSF Grant DMS 1413020.
