ABSTRACT. Let in a linear model with large number of parameters some parameters be neglected and remaining parameters be changed in such a way (if it is possible) that the new model still corresponds with data. In the new (reduced) model problems of confidence regions and testing statistical linear hypotheses are investigated.
Introduction
Sometimes linear models with large number of parameters are reduced. It is made because of different reasons. The number of parameters is either too large, or some parameters cannot be interpreted reasonably, or numerical calculation is too laborious, etc. The remaining parameters must be changesd in such a way that the agreement between data and the reduced model must not be essentially worse than the agreement between data and the original model. In order to satisfy this requirement some conditions are necessary (in more detail cf. [1] ).
The aim of the paper is to find some conditions for neglected parameters which enable us to decide whether confidence regions for original parameters can be constructed by the help of estimators of the parameters of the reduced model. Analogous problems in testing statistical hypothesis on original parameters are solved as well. 
M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n: Primary

LUBOMÍR KUBÁČEK
Notation
Let the true (original) model be
where is n-dimensional normally distributed random vector with the mean value E( ) equal to (X, S) β γ . The (n×k)-matrix X and the (n×l)-matrix S are known. The useful vector parameter β ∈ R k (k-dimensional real linear vector space) and the nuisance vector parameter γ ∈ R l are unknown. The covariance matrix Var( ) of the observation vector is Σ. The further notation is as follows. 
I . . . identity matrix, χ
In the following text it is assumed that the true model is regular, i.e. the rank r(X, S) of the matrix (X, S) is r(X, S) = k + l ≤ n and the covariance matrix Σ is positive definite.
The reduced model is
The first problem is to evaluate a precision of the estimator X κ of the vector (X, S) β γ , where κ is the BLUE (best linear unbiased estimator) of the new vector parameter κ in the reduced model. The vector Xκ is an "approximation" of the vector Xβ+Sγ and thus we would like to know whether this approximation is sufficiently good.
CONFIDENCE REGIONS IN REDUCED LINEAR MODELS
Another problem is to test a linear hypothesis on the vector parameter β γ by the help of the estimator κ.
Confidence intervals based on the reduced model
Let {X} i,· be the ith row of the matrix X, {X} i,j be the (i, j)th element of the matrix X and {Xκ} i be the ith element of the vector Xκ. The mean value {E( )} i = {Xβ + Sγ} i is approximated by the value {X κ} i .
Let a determination of the (1−α)-confidence interval for the value {Xβ + Sγ} i be the aim. The problem is under which condition such interval can be constructed on the base of the estimator {X κ} i .
Ä ÑÑ 3.1º In the true model it is valid that
where
P r o o f. The BLUE κ of the vector parameter κ in the reduced model is
and its mean value in the true model is
Ä ÑÑ 3.2º It is valid that
, 
Ì ÓÖ Ñ 3.3º Let δ 1,max be the solution of the equation
where α > 0 and ε > 0 are sufficiently small real numbers. Then the following implication
is valid.
the statement is obvious.
Thus if it is known that γ ∈ G i , the reduced model can be used for a determination of the (1 − α − ε)-confidence interval for {Xβ + Sγ} i in the form
Now it is easy to find the largest radius ρ i of the ball
with the property γ ∈ G(0, ρ i ) =⇒ ( * ) (Theorem 3.3).
Ä ÑÑ 3.4º
The value ρ i is given by the relationship
P r o o f. Let γ i,max be the vector given by the following relationships
The value ρ i is different for different i = 1, . . . , n. Therefore it is reasonable to investigate the vector (ρ 1 , . . . , ρ n ) . If ρ max differs non-significantly from ρ min , then the ball G(0, ρ min ) can be served as a criterion
In the view of the Scheffé theorem [3]
Thus the inequality
Thus different kinds of neighbourhood G i , G (0, ρ min ) , G of the origo of the parametric space R l , where the value γ can be neglected, are given. The true model can be reduced if γ is an element of the corresponding neighbourhood. However only estimator γ is at our disposal and thus a decision whether γ is sufficiently small can be made on the base of confidence ellipsoid only; see the following lemma.
Ä ÑÑ 3.7º In the true model the BLUE of γ is
γ = S (M X ΣM X ) + S −1 S (M X ΣM X ) + S Σ −1 ( − XC −1 XΣ −1 ), γ ∼ N l γ, S (M X ΣM X ) + S −1 .
and (1 − α|)-confidence ellipsoid for γ is
i.e.
the expression for E γ is obvious.
, or E γ ⊂ G, the true model can be reduced for the corresponding statistical inference.
Testing linear hypotheses
Let a linear hypothesis on the vector parameter β γ 
Under the null hypothesis it is valid that
The rest of the proof is obvious.
and thus
, where
Thus the following lemma can be stated. 
Ä ÑÑ 4.2º
