Testing for Heteroskedasticity and Spatial Correlation in a Random Effects Panel Data Model by Baltagi, Badi H. et al.
Syracuse University 
SURFACE 
Center for Policy Research Maxwell School of Citizenship and Public Affairs 
2008 
Testing for Heteroskedasticity and Spatial Correlation in a 
Random Effects Panel Data Model 
Badi H. Baltagi 
Syracuse University. Center for Policy Research, bbaltagi@maxwell.syr.edu 
Seuck Heun Song 
Jae Hyeok Kwon 
Follow this and additional works at: https://surface.syr.edu/cpr 
 Part of the Econometrics Commons 
Recommended Citation 
Baltagi, Badi H.; Song, Seuck Heun; and Kwon, Jae Hyeok, "Testing for Heteroskedasticity and Spatial 
Correlation in a Random Effects Panel Data Model" (2008). Center for Policy Research. 59. 
https://surface.syr.edu/cpr/59 
This Working Paper is brought to you for free and open access by the Maxwell School of Citizenship and Public 
Affairs at SURFACE. It has been accepted for inclusion in Center for Policy Research by an authorized administrator of 
SURFACE. For more information, please contact surface@syr.edu. 
ISSN: 1525-3066 
 
 
 
 
Center for Policy Research 
Working Paper No. 108 
 
Testing for Heteroskedasticity 
and Spatial Correlation in a 
Random Effects Panel Data Model 
 
Badi H. Baltagi, Seuck Heun Song,  
and Jae Hyeok Kwon 
 
 
 
 
 
 
 
Center for Policy Research 
Maxwell School of Citizenship and Public Affairs 
Syracuse University 
426 Eggers Hall 
Syracuse, New York 13244-1020 
(315) 443-3114 | Fax (315) 443-1081 
e-mail: ctrpol@syr.edu 
 
 
 
 
July 2008 
 
 
$5.00 
 
 
 
 
 
 
 
 
 
 
Up-to-date information about CPR’s research projects and other activities is 
available from our World Wide Web site at www-cpr.maxwell.syr.edu. All 
recent working papers and Policy Briefs can be read and/or printed from there as 
well. 
CENTER FOR POLICY RESEARCH – Summer 2008 
 
 
Douglas Wolf, Interim Director 
Gerald B. Cramer Professor of Aging Studies, Professor of Public Administration 
__________ 
 
Associate Directors 
 
Margaret Austin John Yinger 
Associate Director Trustee Professor  Economics and Public Administration 
Budget and Administration Associate Director, Metropolitan Studies Program 
 
 
 
SENIOR RESEARCH ASSOCIATES 
 
Badi Baltagi ............................................ Economics 
Kalena Cortes………………………………Education 
Thomas Dennison  ................. Public Administration 
William Duncombe ................. Public Administration 
Gary Engelhardt  .................................... Economics 
Deborah Freund  .................... Public Administration 
Madonna Harrington Meyer ..................... Sociology 
Christine Himes ........................................ Sociology 
William C. Horrace ................................. Economics 
Duke Kao ............................................... Economics 
Eric Kingson  ........................................ Social Work  
Thomas Kniesner  .................................. Economics  
Jeffrey Kubik .......................................... Economics 
Andrew London ........................................ Sociology 
Len Lopoo .............................. Public Administration 
Amy Lutz…………………………………… Sociology 
Jerry Miner ............................................. Economics 
Jan Ondrich ............................................ Economics 
John Palmer ........................... Public Administration 
Lori Ploutz-Snyder ........................ Exercise Science 
David Popp ............................. Public Administration 
Christopher Rohlfs ................................. Economics 
Stuart Rosenthal .................................... Economics 
Ross Rubenstein .................... Public Administration 
Perry Singleton……………………………Economics 
Margaret Usdansky .................................. Sociology 
Michael Wasylenko ................................ Economics 
Janet Wilmoth .......................................... Sociology 
 
 
 
GRADUATE ASSOCIATES 
 
Sonali Ballal ........................... Public Administration 
Jesse Bricker ......................................... Economics 
Maria Brown ..................................... Social Science 
Il Hwan Chung…………………Public Administration 
Mike Eriksen .......................................... Economics 
Qu Feng ................................................. Economics 
Katie Fitzpatrick...................................... Economics 
Alexandre Genest .................. Public Administration 
Julie Anna Golebiewski...........................Economics 
Nadia Greenhalgh-Stanley  ..................... Economics 
 
Becky Lafrancois ..................................... Economics 
Larry Miller .............................. Public Administration 
Phuong Nguyen ...................... Public Administration 
Wendy Parker ........................................... Sociology 
Kerri Raissian .......................... Public Administration 
Shawn Rohlin .......................................... Economics 
Carrie Roseamelia .................................... Sociology 
Jeff Thompson ........................................ Economics 
Coady Wing ............................ Public Administration 
Ryan Yeung ............................ Public Administration 
 
 
 
STAFF
 
Kelly Bogart..…...….………Administrative Secretary 
Martha Bonney……Publications/Events Coordinator 
Karen Cimilluca...….………Administrative Secretary 
Roseann DiMarzo…Receptionist/Office Coordinator 
 
 
 
 
Kitty Nasto.……...….………Administrative Secretary 
Candi Patterson.......................Computer Consultant 
Mary Santy……...….………Administrative Secretary 
Abstract 
A panel data regression model with heteroskedastic as well as spatially correlated 
disturbancesis considered, and a joint LM test for homoskedasticity and no spatial correlation is 
derived. In addition, a conditional LM test for no spatial correlation given heteroskedasticity, as 
well as a conditional LM test for homoskedasticity given spatial correlation, are also derived. 
These LM tests are compared with marginal LM tests that ignore heteroskedasticity in testing for 
spatial correlation, or spatial correlation in testing for homoskedasticity. Monte Carlo results 
show that these LM tests as well as their LR counterparts perform well even for small N and T. 
However, misleading inference can occur when using marginal rather than joint or conditional 
LM tests when spatial correlation or heteroskedasticity is present. 
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1 Introduction
The standard error component panel data model assumes that the disturbances have homoskedastic
variances and no spatial correlation, see Hsiao (2003) and Baltagi (2005). These may be restrictive
assumptions for a lot of panel data applications. For example, the cross-sectional units may be
varying in size and as a result may exhibit heteroskedasticity. Also, for trade flows across a panel
of countries, there may be spatial effects affecting this trade depending on the distance between
these countries. The standard error components model has been extended to take into account
spatial correlation by Anselin (1988), Baltagi, Song and Koh (2003), and Kapoor, Kelejian and
Prucha (2007), to mention a few. This model has also been generalized to take into account
heteroskedasticity by Mazodier and Trognon (1978), Baltagi and Griffin (1988), Li and Stengos
(1994), Lejeune (1996), Holly and Gardiol (2000), Roy (2002) and Baltagi, Bresson and Pirotte
(2006) to mention a few. For a review of these papers, see Baltagi (2005). However, these strands
of literature are almost separate in the panel data error components literature. When one deals
with heteroskedasticity, spatial correlation is ignored, and when one deals with spatial correlation,
heteroskedasticity is ignored.
LM tests for spatial models are surveyed in Anselin (1988, 2001) and Anselin and Bera (1998), to
mention a few. For a joint test of the absence of spatial correlation and random effects in a panel
data model, see Baltagi, Song and Koh (2003). However, these tests ignore the heteroskedasticity
in the disturbances. On the other hand, Holly and Gardiol (2000) derived an LM statistic which
tests for homoskedasticity of the disturbances in the context of a one-way random effects panel
data model. However, this LM test ignores the spatial correlation in the disturbances. This
paper extends the Holly and Gardiol (2000) model to allow for spatial correlation in the remainder
disturbances. It derives a joint LM test for homoskedasticity and no spatial correlation. The
2
restricted model is the standard random effects error component model. It also derives a conditional
LM test for no spatial correlation given heteroskedasticity, as well as, conditional LM test for
homoskedasticity given spatial correlation. The paper then contrasts these LM tests with marginal
LM tests that ignore heteroskedasticity in testing for spatial correlation, or spatial correlation in
testing for homoskedasticity, again in the context of a random effects panel data model. These
LM tests are computationally simple. Monte Carlo results show that misleading inference can
occur when using marginal rather than joint or conditional LM tests when spatial correlation or
heteroskedasticity is present. It is important to note that this paper does not consider alternative
forms of spatial lag dependence. It also does not allow for endogeneity of the regressors and
requires the normality asssumption to derive the LM tests. The rest of the paper is organized
as follows: Section 2 reviews the general heteroskedastic one-way error component model with
spatially autocorrelated residual disturbances. Section 3 derives the joint and conditional LM tests
described above. Section 4 performs Monte Carlo simulations comparing the size and power of
these LM tests along with their LR counterparts. Section 5 concludes.
2 The Model
Consider the following panel data regression model
yti = X
′
tiβ + uti, i = 1, · · · , N ; t = 1, · · · T, (2.1)
where yti is the observation on the ith region for the tth time period. Xti denotes the k× 1 vector
of observations on the non-stochastic regressors and uti is the regression disturbance. In vector
form, the disturbance vector of (2.1) is assumed to have random region effects as well as spatially
autocorrelated residual disturbances, see Anselin (1988):
ut = µ+ εt, (2.2)
with
εt = λWεt + vt, (2.3)
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where u′ = (ut1, . . . , utN ), ε
′
t = (εt1, . . . , εtN ) and µ
′ = (µ1, . . . , µN ) are assumed independent and
normally distributed according to:
µi ∼ N(0, σ
2
µi), σ
2
µi = σ
2
µh(f
′
i θ), i = 1, . . . , N. (2.4)
h(.) is an arbitrary non-indexed (strictly) positive twice continuously differentiable function satis-
fying h(.) > 0, h(0) = 1, h(1)(0) 6= 0, where h(1)(0) denote the first derivative of h(.) evaluated at
zero. fi is a (p× 1) vector of strictly exogenous regressors which determine the heteroskedasticity
of the individual specific effects. θ is(p × 1) vector of parameters, and λ is the scalar spatial au-
toregressive coefficient with |λ| < 1. W is a known N × N spatial weight matrix whose diagonal
elements are zero. W also satisfies the condition that (IN − λW ) is nonsingular for all |λ| < 1.
v′t = (vt1, . . . , vtN ), where vti is i.i.d. over i and t and is assumed to be N(0, σ
2
v). The vti process is
also independent of the µi process. One can rewrite (2.3) as
εt = (IN − λW )
−1 vt = B
−1vt, (2.5)
where B = IN−λW and IN is an identity matrix of dimension N. The model (2.1) can be rewritten
in matrix notation as
y = Xβ + u, (2.6)
where y is now of dimension NT × 1, X is NT × k, β is k× 1 and u is NT × 1. X is assumed to be
of full column rank and its elements are assumed to be asymptotically bounded in absolute value.
Equation(2.2) can be written in vector form as:
u = (ιT ⊗ IN )µ+ (IT ⊗B
−1)v, (2.7)
where v′ = (ν ′1, . . . , ν
′
T ), ιT is a vector of ones of dimension T , IN is an identity matrix of dimension
T and ⊗ denotes the kronecker product. Under these assumptions, the variance covariance matrix
of u can be written as
Ω = E(uu′) = (ιT ⊗ IN )(diag[σ
2
µh(f
′
iθ)])(ι
′
T ⊗ IN ) + σ
2
v(IT ⊗
(
B′B
)−1
)
= σ2µ (JT ⊗ diag (h (Fθ))) + σ
2
v(IT ⊗
(
B′B
)−1
), (2.8)
where JT is a matrix of ones of dimension T and F is (N×p) matrix of regressors that determine the
heteroskedasticity. diag(h(Fθ)) denotes a diagonal (N ×N) matrix with its ith diagonal element
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being the ith element of the (N × 1) vector h(Fθ). Note that the computational difficulty in
dealing with this Ω is only hampered by the inversion of (B′B) . Smirnov (2005) has designed an
algorithm for computing the information matrix without storing (B′B)−1. He developed a sparse
version of the conjugate gradient method for which he reports good numerical stability and modest
computational requirements.
3 LM Tests
3.1 Joint LM Test
In this subsection, we derive the joint LM test for testing for no heteroskedasticity and no spatial
correlation in a random effects panel data model. The null hypothesis is given by Hao : θ1 = · · · =
θp = 0 and λ = 0| σ
2
µ > 0, σ
2
v > 0. The log-likelihood function under normality of the disturbances
is given by
L(β, ϕ) = constant−
1
2
log |Ω| −
1
2
u′Ω−1u, (3.1)
where ϕ′ =
(
σ2v , σ
2
µ, λ, θ1, . . . , θp
)
. The information matrix is block-diagonal between β and ϕ.
Since Ha0 involves only ϕ, the part of the information due to β is ignored, see Breusch and Pagan
(1980). In order to obtain the joint LM statistic, we need D(ϕ) = (∂L/∂ϕ) and the informa-
tion matrix J(ϕ) = E[−∂2L/∂ϕ∂ϕ′] evaluated at the restricted ML estimator ϕ˜. Under the null
hypothesis Ha0 , the variance-covariance matrix reduces to
Ω0 = σ
2
µ (JT ⊗ IN ) + σ
2
v(IT ⊗ IN ) = σ
2
1
(
J¯T ⊗ IN
)
+ σ2v(ET ⊗ IN ), (3.2)
where ET = IT − J¯T with J¯T = JT /T and σ
2
1 =
(
Tσ2µ + σ
2
v
)
. It is the familiar form of the random
effects error component model with no spatial correlation or heteroskedasticity, see Baltagi (2005).
Its inverse is given by
Ω−10 =
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN ). (3.3)
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The score D˜ϕ, and information matrix J˜a (ϕ) ,under the null hypothesis H
a
0 are derived in Appendix
1. The resulting LM statistic for Ha0 is given by:
LMλθ = D˜
′
ϕJ˜
−1
a (ϕ) D˜ϕ =
D(λ˜)2σ˜41(
σ˜4v + σ˜
4
1(T − 1)
)
b
+
1
2σ˜41
S′F
(
F ′F
)−1
F ′S, (3.4)
where b = tr(W 2 +W ′W ),
D˜(λ) =
∂L
∂λ
∣∣∣
Ha
0
=
1
2σ˜2v
[
u˜′(ET ⊗ (W +W
′))u˜
]
+
σ˜2v
2σ˜41
[
u˜′(J¯T ⊗ (W +W
′))u˜
]
, (3.5)
with u˜ = y−Xβ˜MLE denoting the restricted maximum likelihood residuals under H
a
0 , i.e., under a
random effects panel data model with no spatial correlation or heteroskedasticity. S is an (N × 1)
vector with typical element Si = u˜
′
iJ¯T u˜i and F =
(
IN − J¯N
)
F . Here, u˜′i = (u˜i1, .., u˜iT ), i.e., the
residuals are re-ordered according to time for each individual. F =
(
IN − J¯N
)
F , and σ˜21 and
σ˜2v are the restricted maximum likelihood estimates of σ
2
1 and σ
2
v given by σ˜
2
1 =
u˜′(J¯T⊗IN)u˜
N
and
σ˜2v =
u˜′(ET⊗IN )u˜
N(T−1) , respectively.
Under the null hypothesis Ha0 , LMλθ should be asymptotically distributed as χ
2
p+1. Although we
do not explicitly derive the asymptotic distribution of our test statistics, they are likely to hold
under a similar set of primitive assumptions developed by Kelejian and Prucha (2001). Also, note
that for large N , tricks for computing the trace(W 2) can be approximated as in Barry and Pace
(1999) to any desired accuracy using an O(N) algorithm.
3.2 Conditional LM Tests
The joint LM test derived in the previous section is useful especially when one does not reject
the null hypothesis Ha0 . However, if the null hypotheses is rejected, one can not infer whether the
presence of heteroskedasticity, or the presence of spatial correlation, or both factors caused this
rejection. Alternatively, one can derive two conditional LM tests. The first one tests for the absence
of spatial correlation assuming that heteroskedasticity of the individual effects might be present.
The second one tests for homoskedasticity assuming that spatial correlation might be present. All
in the context of a random effects panel data model.
For the first conditional LM test, the null hypothesis is given by Hb0 : λ = 0 (assuming at least one
element of θ is not zero). Under the null hypothesis Hb0 , the variance-covariance matrix in (2.8)
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reduces to
Ω0 = σ
2
µ(JT ⊗ diag (h (Fθ)) + σ
2
v (IT ⊗ IN ) . (3.6)
Replacing JT by T J¯T and IT by (ET + J¯T ), where ET = IT − J¯T , and J¯T = JT /T , see Wansbeek
and Kapteyn (1982), one gets:
Ω0 =
[(
J¯T ⊗ diag (gi)
)
+ σ2v (ET ⊗ IN )
]
, (3.7)
where gi = Tσ
2
µh(f
′
iθ) + σ
2
v . This also implies that
Ω−10 =
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN ) . (3.8)
Appendix 2 derives the score D˜ϕ and information matrix J˜b (ϕ) underH
b
0. The resulting conditional
LM statistic for Hb0 is given by
LMλ|θ = D˜
′
ϕJ˜b
−1
D˜ϕ =
2D(λ˜)2
σ˜4vd+2 (T − 1)b
, (3.9)
where b = tr(W 2 +W ′W ),
d = tr
[
diag
(
1
gi
) (
W ′ +W
)
diag
(
1
gi
) (
W ′ +W
)]
, (3.10)
D
(
λ˜
)
=
1
2σ˜2v
[
u˜′(ET ⊗ (W
′ +W ))u˜
]
+
σ˜2v
2
[
u˜′(J¯T ⊗ diag
(
1
g˜i
)
(W ′ +W )diag
(
1
g˜i
)
)u˜
]
, (3.11)
with u˜ = y −Xβ˜MLE denoting the restricted maximum likelihood residuals under H
b
0, i.e., under
a random effects panel data model with no spatial correlation but possible heteroskedasticity,
g˜i = (T σ˜
2
µh(f
′
i θ˜) + σ˜
2
v), where θ˜, σ˜
2
µ and σ˜
2
v are the restricted MLE of θ, σ
2
µ andσ
2
v , under H
b
0.
Under the null hypothesis Hb0, LMλ|θ should be asymptotically distributed as χ
2
1.
For the second conditional LM test, the null hypothesis is given by: Hc0 : θ = 0 (assuming λ may
not be zero). Under the null hypothesis Hc0, the variance-covariance matrix in (2.8) reduces to
Ω0 = σ
2
µ (JT ⊗ IN ) + σ
2
v(IT ⊗
(
B′B
)−1
). (3.12)
Replacing JT by T J¯T and IT by (ET + J¯T ), where ET = IT − J¯T , and J¯T = JT /T , see Wansbeek
and Kapteyn (1982), one gets:
Ω0 = σ
2
v
[
J¯T⊗
(
TφIN +
(
B′B
)−1)
+ ET ⊗
(
B′B
)−1]
, (3.13)
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where φ = σ2µ/σ
2
v . This also implies that
Ω−10 =
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
, (3.14)
where Z =
(
TφIN + (B
′B)−1
)−1
. Appendix 3 derives the score D˜ϕ and information matrix J˜c (ϕ)
under Hc0, i.e., under a random effects panel data model with no heteroskedasticity but possible
spatial correlation. The resulting conditional LM statistic for Hc0 is given by
LMθ|λ = D˜
′
ϕJ˜
−1
c (ϕ) D˜ϕ, (3.15)
and did not have a simple expression as LMλ|θ. Under the null hypothesis H
c
0, the LM statistic
should be asymptotically distributed as χ2p.
4 Monte Carlo Results
The experimental design for the Monte Carlo simulations is based on the format extensively used
in earlier studies in the spatial regression model by Anselin and Rey (1991) and Anselin and Florax
(1995), and in the heteroskedastic panel data model by Roy (2002).
The model is set as follows:
yit = α+ x
′
itβ + uit i = 1, · · · , N, t = 1, · · · , T,
where α = 5 and β = 0.5. xit is generated by a similar method to that of Nerlove (1971). In fact,
xit = 0.1t + 0.5xi,t−1 + zit, where zit is uniformly distributed over the interval [0, 2]. The initial
values xi0 are chosen as (5 + 10zi0). For the disturbances, uit = µi + εit, εit = λ
∑N
j=1wijεit + νit
with νit ∼ IIN(0, σ
2
ν) and µi ∼ N(0, σ
2
µi) where,
σ2µi = σ
2
µi
(x¯i.) = σ
2
µ(1 + θx¯i.)
2,
or
σ2µi = σ
2
µi
(x¯i.) = σ
2
µ exp(θx¯i.)
2, (4.1)
and x¯i. denoting the individual mean of xit. Denoting the expected variance of µi by σ¯
2
µi
and
following Roy (2002), we fix σ¯2µi+σ
2
ν = 20. We let σ
2
ν take the values 4 and 16. For each fixed value
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of σ2ν , θ is assigned values 0, 1, 2 and 3 with θ = 0 denoting the homoskedastic individual specific
error. For a fixed value of σ2ν , we obtain the values of σ¯
2
µi
and using (4.2), we get the values for σ2µ
for each θ value considered. Then we obtain the values of σ2µi for each σ
2
µ under the four different
θ values considered. The matrix W is a rook or queen type weight matrix, and the rows of this
matrix are standardized so that they sum to one. The spatial autocorrelation factor λ is varied
over the positive range from 0 to 0.9 by increments of 0.1. Two values for N = 25 and 49, and three
values for T = 5, 7 and 12 are chosen. For each experiment, 1000 replications are performed. We
chose small values of N and T to demonstrate that the size of these tests work well even in small
samples. Of course for larger samples, the computational difficulty increases, but the asymptotics
should even be better behaved.
Table 1 gives the empirical size of the joint LM and LR tests for the null hypothesis Ha0 : θ = λ = 0
at the 5% significance level when N = 25, 49 and T = 5, 7, 12 for both the queen and rook weight
matrices. Additionally, we ran a limited set of experiments for N = 100 and T = 7 with a Rook
design to show that the power improves as N gets large. These results are not shown here to
save space but are available upon request from the authors. Table 2 gives the empirical size of
the conditional LM and LR tests for the null hypothesis Hb0 : λ = 0 (given θ 6= 0) and Tables 3a,
3b give the empirical size of the conditional LM and LR tests for the null hypothesis Hc0 : θ = 0
(given λ 6= 0). As we can see from these Tables, the empirical size is not significantly different
from 5% for a Bernoulli with 1000 replications and probability of success of 0.05. Table 4 gives the
empirical size of the marginal LM and LR tests for the null hypothesis Hd0 : λ = 0 (given θ = 0)
and Tables 5a, 5b, give the empirical size of the marginal LM and LR tests for the null hypothesis
He0 : θ = 0 (given λ = 0) . As we can see from the Tables, the empirical size of the LM and LR tests
are severely undersized for σ2ν = 16, and high values of λ, and this empirical size is significantly
different from 5% for a Bernoulli with 1000 replications and probability of success of 0.05.
The power of these tests for various experiments are not shown here to save space and are available
as Tables A1-A60 upon request from the authors. Figure 1 plots the empirical power for the joint
LM and LR test for the null hypothesis Ha0 : θ = λ = 0, for N = 25 and 49, and T = 12. This
is done for various values of λ, when σ2ν takes the values 4 and 16 and θ = 0, 1, 2, 3. This is done
for a Rook weight matrix and an exponential form of heteroskedasticity. The power of the joint
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Table 1 : Estimated size of joint LM and LR tests for testing Ha0 : λ = θ = 0.
Quadratic heteroskedasticity Exponential heteroskedasticity
N=25 N=49 N=25 N=49
T W σ2
v
θ λ LM LR LM LR LM LR LM LR
5 Rook 4 0 0 0.053 0.059 0.051 0.053 0.039 0.071 0.051 0.058
16 0 0 0.047 0.050 0.050 0.041 0.042 0.054 0.051 0.045
Queen 4 0 0 0.060 0.064 0.047 0.052 0.036 0.056 0.046 0.054
16 0 0 0.041 0.043 0.049 0.055 0.041 0.051 0.047 0.047
7 Rook 4 0 0 0.042 0.061 0.056 0.064 0.049 0.059 0.042 0.051
16 0 0 0.050 0.051 0.061 0.055 0.047 0.049 0.041 0.047
Queen 4 0 0 0.053 0.065 0.048 0.055 0.051 0.060 0.048 0.060
16 0 0 0.047 0.043 0.044 0.035 0.037 0.046 0.037 0.047
12 Rook 4 0 0 0.048 0.066 0.042 0.043 0.050 0.057 0.049 0.055
16 0 0 0.048 0.040 0.051 0.043 0.042 0.048 0.050 0.055
Queen 4 0 0 0.041 0.046 0.048 0.052 0.037 0.057 0.033 0.043
16 0 0 0.052 0.059 0.059 0.052 0.036 0.052 0.041 0.042
LM and LR tests climbs to one quickly as soon as λ exceeds 0.3 for various values of θ. Also, this
power increases with θ for 0 < λ < 0.3. The power also increases with N. Figure 2 repeats these
power plots for the case of quadratic heteroskedasticity. Again, the same phenomenon is observed
for this alternative form of heteroskedascity. Figure 3 plots the empirical power for the marginal
and conditional LM and LR tests for the null hypothesis Hb0 : λ = 0 (given θ 6= 0), for N = 25
and 49, and T = 12. This is done for various values of λ, when σ2ν take the value 16 and θ = 3.
This is done for a Rook weight matrix and a quadratic form of heteroskedasticity. As clear from
Figure 3, the conditional LM and LR tests perform better than their marginal counterparts for
θ 6= 0. However, the power of all these tests is close to one for λ > 0.3. Figure 4 plots the empirical
power for the marginal and conditional LM and LR tests for the null hypothesis Hc0 : θ = 0 (given
λ 6= 0), for N = 25 and 49, and T = 12. This is done for various values of θ, when σ2ν take
the value 16 and λ = 0.9. This is done for a Rook weight matrix and an exponential form of
heteroskedasticity. As clear from Figure 4, the conditional LM and LR tests perform better than
their marginal counterparts for λ 6= 0, and this power is increasing with θ. These figures give a
flavour of the power performance of these tests for a subset of the experiments. Of course, more
plots can be given, but we refrain from doing so because of space limitation.
10
Table 2 : Estimated size of conditional LM and LR tests for testing Hb0 : λ = 0 (given θ 6= 0).
Quadratic heteroskedasticity Exponential heteroskedasticity
N=25 N=49 N=25 N=49
T W σ2v θ λ LM LR LM LR LM LR LM LR
5 Rook 4 0 0 0.059 0.052 0.044 0.047 0.045 0.067 0.045 0.051
1 0 0.049 0.051 0.041 0.045 0.049 0.044 0.047 0.045
2 0 0.050 0.058 0.048 0.051 0.053 0.052 0.047 0.051
3 0 0.052 0.053 0.043 0.043 0.044 0.052 0.048 0.054
16 0 0 0.047 0.050 0.050 0.047 0.040 0.066 0.049 0.049
1 0 0.050 0.070 0.049 0.045 0.040 0.061 0.055 0.053
2 0 0.047 0.047 0.058 0.051 0.052 0.064 0.047 0.055
3 0 0.040 0.060 0.050 0.043 0.054 0.068 0.048 0.066
5 Queen 4 0 0 0.060 0.034 0.047 0.059 0.048 0.043 0.061 0.059
1 0 0.037 0.050 0.054 0.032 0.049 0.059 0.054 0.043
2 0 0.058 0.050 0.053 0.061 0.047 0.043 0.044 0.044
3 0 0.046 0.045 0.051 0.052 0.048 0.044 0.052 0.057
16 0 0 0.048 0.062 0.049 0.066 0.047 0.054 0.043 0.046
1 0 0.041 0.053 0.031 0.048 0.050 0.055 0.044 0.056
2 0 0.048 0.049 0.057 0.050 0.056 0.067 0.044 0.055
3 0 0.045 0.059 0.046 0.050 0.048 0.069 0.058 0.062
7 Rook 4 0 0 0.053 0.054 0.052 0.053 0.056 0.056 0.041 0.044
1 0 0.048 0.050 0.042 0.044 0.055 0.053 0.044 0.047
2 0 0.060 0.059 0.048 0.049 0.050 0.051 0.044 0.047
3 0 0.046 0.046 0.042 0.046 0.049 0.053 0.053 0.054
16 0 0 0.049 0.050 0.055 0.059 0.047 0.051 0.054 0.053
1 0 0.061 0.065 0.059 0.058 0.046 0.048 0.057 0.058
2 0 0.047 0.048 0.057 0.055 0.046 0.054 0.052 0.052
3 0 0.055 0.058 0.050 0.049 0.053 0.054 0.038 0.042
7 Queen 4 0 0 0.060 0.064 0.044 0.054 0.049 0.045 0.046 0.048
1 0 0.051 0.054 0.057 0.053 0.053 0.051 0.049 0.054
2 0 0.039 0.047 0.050 0.050 0.055 0.062 0.052 0.051
3 0 0.041 0.051 0.054 0.055 0.050 0.046 0.053 0.058
16 0 0 0.053 0.055 0.036 0.039 0.044 0.050 0.048 0.056
1 0 0.049 0.055 0.048 0.051 0.053 0.061 0.056 0.060
2 0 0.063 0.067 0.050 0.051 0.041 0.051 0.043 0.040
3 0 0.060 0.064 0.046 0.049 0.052 0.056 0.047 0.053
12 Rook 4 0 0 0.052 0.050 0.042 0.040 0.048 0.049 0.046 0.049
1 0 0.040 0.042 0.051 0.051 0.065 0.067 0.058 0.059
2 0 0.056 0.056 0.054 0.054 0.058 0.056 0.050 0.049
3 0 0.057 0.056 0.047 0.048 0.040 0.038 0.055 0.053
16 0 0 0.055 0.057 0.051 0.051 0.054 0.059 0.048 0.052
1 0 0.045 0.053 0.048 0.050 0.046 0.044 0.054 0.054
2 0 0.054 0.058 0.039 0.041 0.053 0.057 0.046 0.048
3 0 0.051 0.052 0.053 0.055 0.056 0.057 0.054 0.053
12 Queen 4 0 0 0.051 0.052 0.043 0.047 0.041 0.044 0.039 0.036
1 0 0.047 0.046 0.041 0.044 0.048 0.050 0.056 0.058
2 0 0.050 0.049 0.047 0.052 0.058 0.056 0.055 0.056
3 0 0.062 0.065 0.057 0.053 0.041 0.041 0.053 0.054
16 0 0 0.062 0.061 0.057 0.055 0.053 0.056 0.048 0.048
1 0 0.045 0.053 0.052 0.051 0.047 0.054 0.049 0.052
2 0 0.063 0.073 0.056 0.055 0.049 0.052 0.056 0.051
3 0 0.047 0.047 0.047 0.051 0.034 0.035 0.053 0.053
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Table 3a : Estimated size of conditional LM and LR tests for testing Hc0 : θ = 0 (given λ 6= 0)
when weight matrix is ROOK.
Quadratic heteroskedasticity Exponential heteroskedasticity
N=25 N=49 N=25 N=49
T W σ
2
v
θ λ LM LR LM LR LM LR LM LR
5 Rook 4 0 0.0 0.038 0.067 0.049 0.058 0.033 0.067 0.046 0.060
0 0.1 0.050 0.063 0.049 0.064 0.043 0.063 0.042 0.054
0 0.2 0.045 0.064 0.047 0.068 0.047 0.059 0.050 0.055
0 0.3 0.041 0.060 0.038 0.057 0.045 0.058 0.042 0.052
0 0.4 0.042 0.054 0.037 0.057 0.042 0.053 0.040 0.060
0 0.5 0.036 0.067 0.050 0.065 0.039 0.056 0.042 0.047
0 0.6 0.041 0.069 0.044 0.059 0.038 0.075 0.053 0.057
0 0.7 0.043 0.066 0.054 0.064 0.045 0.055 0.050 0.057
0 0.8 0.048 0.052 0.041 0.068 0.049 0.044 0.050 0.054
0 0.9 0.043 0.055 0.044 0.057 0.038 0.046 0.047 0.048
5 Rook 16 0 0.0 0.053 0.038 0.040 0.046 0.041 0.048 0.035 0.053
0 0.1 0.042 0.038 0.052 0.055 0.037 0.055 0.045 0.055
0 0.2 0.051 0.028 0.048 0.038 0.033 0.045 0.053 0.047
0 0.3 0.046 0.039 0.046 0.052 0.040 0.043 0.040 0.054
0 0.4 0.051 0.036 0.047 0.046 0.033 0.036 0.039 0.055
0 0.5 0.035 0.025 0.036 0.037 0.042 0.054 0.044 0.052
0 0.6 0.043 0.038 0.044 0.041 0.036 0.043 0.048 0.054
0 0.7 0.041 0.033 0.047 0.050 0.039 0.042 0.040 0.051
0 0.8 0.043 0.035 0.040 0.031 0.039 0.053 0.044 0.046
0 0.9 0.048 0.033 0.044 0.028 0.038 0.063 0.050 0.039
7 Rook 4 0 0.0 0.042 0.065 0.046 0.059 0.047 0.054 0.047 0.055
0 0.1 0.041 0.060 0.050 0.059 0.048 0.067 0.043 0.058
0 0.2 0.052 0.064 0.043 0.061 0.049 0.069 0.036 0.058
0 0.3 0.050 0.062 0.055 0.064 0.042 0.068 0.049 0.060
0 0.4 0.046 0.055 0.043 0.058 0.046 0.065 0.059 0.065
0 0.5 0.039 0.066 0.054 0.068 0.042 0.059 0.039 0.043
0 0.6 0.032 0.048 0.050 0.054 0.053 0.074 0.048 0.047
0 0.7 0.037 0.057 0.043 0.047 0.042 0.060 0.042 0.047
0 0.8 0.036 0.047 0.042 0.046 0.048 0.062 0.040 0.048
0 0.9 0.046 0.048 0.046 0.060 0.039 0.046 0.046 0.049
7 Rook 16 0 0.0 0.051 0.037 0.051 0.045 0.044 0.056 0.050 0.055
0 0.1 0.047 0.038 0.035 0.033 0.042 0.046 0.045 0.046
0 0.2 0.049 0.035 0.054 0.050 0.040 0.054 0.045 0.048
0 0.3 0.043 0.035 0.048 0.043 0.040 0.047 0.046 0.053
0 0.4 0.040 0.043 0.049 0.043 0.035 0.044 0.050 0.054
0 0.5 0.036 0.035 0.045 0.047 0.030 0.032 0.044 0.041
0 0.6 0.036 0.028 0.047 0.040 0.029 0.038 0.047 0.049
0 0.7 0.047 0.039 0.042 0.037 0.034 0.039 0.042 0.047
0 0.8 0.042 0.025 0.042 0.035 0.037 0.046 0.045 0.051
0 0.9 0.037 0.033 0.039 0.037 0.048 0.054 0.042 0.043
12 Rook 4 0 0.0 0.040 0.061 0.039 0.054 0.041 0.064 0.048 0.056
0 0.1 0.038 0.055 0.049 0.057 0.050 0.062 0.049 0.062
0 0.2 0.032 0.044 0.048 0.049 0.054 0.062 0.054 0.068
0 0.3 0.057 0.058 0.048 0.054 0.027 0.050 0.046 0.051
0 0.4 0.035 0.044 0.044 0.060 0.040 0.058 0.062 0.079
0 0.5 0.043 0.060 0.039 0.045 0.048 0.057 0.047 0.059
0 0.6 0.047 0.049 0.055 0.060 0.040 0.071 0.049 0.063
0 0.7 0.044 0.044 0.040 0.046 0.037 0.050 0.045 0.060
0 0.8 0.047 0.039 0.047 0.047 0.048 0.060 0.051 0.062
0 0.9 0.046 0.032 0.045 0.048 0.033 0.043 0.045 0.054
12 Rook 16 0 0.0 0.048 0.033 0.050 0.044 0.040 0.045 0.050 0.057
0 0.1 0.043 0.034 0.044 0.040 0.043 0.053 0.053 0.060
0 0.2 0.043 0.030 0.046 0.034 0.054 0.071 0.045 0.053
0 0.3 0.043 0.031 0.049 0.042 0.037 0.051 0.047 0.055
0 0.4 0.051 0.030 0.050 0.041 0.033 0.051 0.049 0.051
0 0.5 0.039 0.037 0.041 0.033 0.035 0.032 0.050 0.054
0 0.6 0.038 0.025 0.046 0.039 0.040 0.053 0.050 0.055
0 0.7 0.046 0.029 0.050 0.035 0.047 0.053 0.050 0.049
0 0.8 0.036 0.028 0.058 0.038 0.059 0.061 0.047 0.056
0 0.9 0.038 0.027 0.043 0.032 0.047 0.058 0.040 0.040
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Table 3b : Estimated size of conditional LM and LR tests for testing Hc0 : θ = 0 (given λ 6= 0)
when weight matrix is QUEEN.
Quadratic heteroskedasticity Exponential heteroskedasticity
N=25 N=49 N=25 N=49
T W σ
2
v
θ λ LM LR LM LR LM LR LM LR
5 Queen 4 0 0.0 0.040 0.068 0.042 0.054 0.045 0.076 0.041 0.056
0 0.1 0.046 0.061 0.044 0.052 0.045 0.059 0.043 0.058
0 0.2 0.038 0.063 0.054 0.060 0.046 0.068 0.048 0.042
0 0.3 0.040 0.069 0.040 0.067 0.041 0.052 0.048 0.062
0 0.4 0.040 0.064 0.045 0.053 0.043 0.044 0.047 0.063
0 0.5 0.046 0.066 0.039 0.056 0.039 0.062 0.045 0.052
0 0.6 0.042 0.063 0.049 0.074 0.037 0.056 0.047 0.057
0 0.7 0.044 0.066 0.045 0.063 0.048 0.056 0.046 0.054
0 0.8 0.048 0.060 0.049 0.060 0.051 0.057 0.041 0.046
0 0.9 0.050 0.061 0.047 0.049 0.042 0.055 0.046 0.053
5 Queen 16 0 0.0 0.044 0.037 0.040 0.046 0.038 0.048 0.047 0.053
0 0.1 0.055 0.031 0.052 0.055 0.040 0.055 0.045 0.055
0 0.2 0.049 0.034 0.048 0.038 0.041 0.045 0.050 0.047
0 0.3 0.045 0.040 0.046 0.052 0.038 0.043 0.050 0.054
0 0.4 0.040 0.025 0.047 0.046 0.045 0.036 0.044 0.055
0 0.5 0.041 0.043 0.036 0.037 0.039 0.054 0.049 0.052
0 0.6 0.044 0.033 0.044 0.041 0.041 0.043 0.044 0.054
0 0.7 0.042 0.032 0.047 0.050 0.036 0.042 0.049 0.051
0 0.8 0.041 0.031 0.040 0.031 0.046 0.053 0.044 0.046
0 0.9 0.039 0.027 0.044 0.028 0.036 0.063 0.043 0.039
7 Queen 4 0 0.0 0.049 0.076 0.046 0.072 0.048 0.062 0.047 0.058
0 0.1 0.040 0.052 0.049 0.060 0.030 0.049 0.048 0.048
0 0.2 0.042 0.079 0.044 0.059 0.046 0.066 0.052 0.066
0 0.3 0.033 0.053 0.037 0.056 0.045 0.066 0.044 0.055
0 0.4 0.035 0.053 0.040 0.048 0.040 0.065 0.035 0.048
0 0.5 0.051 0.068 0.045 0.054 0.046 0.063 0.054 0.069
0 0.6 0.039 0.062 0.048 0.060 0.041 0.072 0.056 0.063
0 0.7 0.048 0.043 0.050 0.054 0.048 0.070 0.046 0.059
0 0.8 0.051 0.070 0.045 0.044 0.034 0.039 0.044 0.045
0 0.9 0.050 0.053 0.055 0.069 0.044 0.063 0.046 0.049
7 Queen 16 0 0.0 0.048 0.038 0.043 0.041 0.044 0.052 0.039 0.044
0 0.1 0.029 0.029 0.048 0.041 0.046 0.057 0.035 0.037
0 0.2 0.039 0.034 0.050 0.043 0.042 0.046 0.047 0.046
0 0.3 0.039 0.039 0.049 0.043 0.034 0.045 0.048 0.052
0 0.4 0.043 0.024 0.043 0.045 0.031 0.040 0.057 0.060
0 0.5 0.032 0.025 0.050 0.059 0.040 0.048 0.038 0.038
0 0.6 0.029 0.034 0.045 0.044 0.031 0.049 0.055 0.052
0 0.7 0.052 0.040 0.044 0.040 0.030 0.042 0.045 0.046
0 0.8 0.040 0.031 0.042 0.038 0.045 0.044 0.045 0.045
0 0.9 0.040 0.028 0.044 0.042 0.050 0.050 0.045 0.044
12 Queen 4 0 0.0 0.035 0.048 0.049 0.056 0.040 0.061 0.039 0.044
0 0.1 0.040 0.049 0.042 0.055 0.043 0.064 0.033 0.035
0 0.2 0.035 0.044 0.042 0.058 0.051 0.063 0.052 0.062
0 0.3 0.034 0.051 0.047 0.073 0.038 0.051 0.055 0.068
0 0.4 0.034 0.055 0.039 0.053 0.046 0.059 0.047 0.053
0 0.5 0.034 0.057 0.039 0.056 0.038 0.059 0.057 0.062
0 0.6 0.048 0.060 0.040 0.048 0.048 0.069 0.042 0.050
0 0.7 0.051 0.052 0.037 0.048 0.049 0.059 0.054 0.055
0 0.8 0.036 0.052 0.033 0.036 0.044 0.066 0.043 0.054
0 0.9 0.040 0.027 0.038 0.039 0.043 0.054 0.047 0.045
12 Queen 16 0 0.0 0.050 0.043 0.046 0.043 0.038 0.050 0.045 0.051
0 0.1 0.043 0.040 0.044 0.039 0.038 0.048 0.037 0.043
0 0.2 0.043 0.034 0.049 0.043 0.031 0.043 0.045 0.043
0 0.3 0.032 0.025 0.039 0.040 0.037 0.042 0.031 0.038
0 0.4 0.044 0.042 0.055 0.043 0.043 0.047 0.039 0.050
0 0.5 0.047 0.036 0.051 0.041 0.036 0.048 0.051 0.063
0 0.6 0.056 0.030 0.049 0.040 0.035 0.049 0.041 0.044
0 0.7 0.033 0.024 0.051 0.041 0.046 0.053 0.044 0.045
0 0.8 0.039 0.027 0.055 0.046 0.040 0.050 0.038 0.042
0 0.9 0.048 0.033 0.037 0.035 0.045 0.051 0.036 0.040
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Table 4 : Estimated size of marginal LM and LR tests for testing Hd0 : λ = 0 (assuming θ = 0).
Quadratic heteroskedasticity Exponential heteroskedasticity
N=25 N=49 N=25 N=49
T W σ2v θ λ LM LR LM LR LM LR LM LR
5 Rook 4 0 0 0.043 0.045 0.052 0.058 0.049 0.054 0.040 0.040
1 0 0.051 0.060 0.043 0.047 0.050 0.054 0.052 0.058
2 0 0.045 0.058 0.037 0.039 0.049 0.052 0.058 0.058
3 0 0.056 0.061 0.052 0.053 0.058 0.061 0.055 0.058
16 0 0 0.050 0.068 0.048 0.052 0.039 0.043 0.051 0.051
1 0 0.041 0.040 0.058 0.061 0.044 0.045 0.045 0.050
2 0 0.042 0.052 0.051 0.051 0.054 0.055 0.055 0.057
3 0 0.050 0.057 0.049 0.051 0.049 0.055 0.041 0.044
5 Queen 4 0 0 0.047 0.053 0.056 0.052 0.037 0.043 0.044 0.045
1 0 0.036 0.039 0.055 0.056 0.047 0.046 0.060 0.060
2 0 0.041 0.048 0.044 0.045 0.038 0.045 0.053 0.058
3 0 0.044 0.051 0.057 0.054 0.053 0.057 0.044 0.051
16 0 0 0.046 0.059 0.052 0.056 0.040 0.052 0.041 0.043
1 0 0.046 0.053 0.047 0.048 0.037 0.049 0.044 0.045
2 0 0.051 0.049 0.035 0.043 0.052 0.060 0.049 0.053
3 0 0.038 0.058 0.048 0.053 0.046 0.060 0.046 0.044
7 Rook 4 0 0 0.052 0.053 0.044 0.046 0.054 0.055 0.049 0.048
1 0 0.040 0.050 0.050 0.048 0.052 0.057 0.039 0.038
2 0 0.050 0.049 0.048 0.053 0.057 0.061 0.056 0.058
3 0 0.051 0.055 0.051 0.052 0.054 0.050 0.038 0.039
16 0 0 0.050 0.054 0.043 0.045 0.057 0.060 0.059 0.058
1 0 0.042 0.044 0.056 0.056 0.041 0.047 0.057 0.062
2 0 0.058 0.059 0.058 0.060 0.047 0.053 0.045 0.042
3 0 0.048 0.051 0.049 0.050 0.039 0.048 0.052 0.053
7 Queen 4 0 0 0.046 0.045 0.047 0.045 0.045 0.048 0.044 0.044
1 0 0.048 0.050 0.054 0.054 0.041 0.043 0.031 0.032
2 0 0.053 0.060 0.053 0.059 0.052 0.058 0.042 0.052
3 0 0.051 0.054 0.040 0.040 0.049 0.047 0.045 0.047
16 0 0 0.043 0.051 0.040 0.045 0.037 0.045 0.045 0.053
1 0 0.053 0.056 0.060 0.061 0.040 0.056 0.047 0.050
2 0 0.047 0.049 0.043 0.045 0.039 0.046 0.049 0.050
3 0 0.046 0.057 0.052 0.053 0.047 0.051 0.046 0.050
12 Rook 4 0 0 0.049 0.051 0.044 0.046 0.055 0.056 0.038 0.039
1 0 0.061 0.062 0.052 0.051 0.041 0.041 0.058 0.059
2 0 0.053 0.056 0.052 0.052 0.044 0.049 0.048 0.049
3 0 0.058 0.059 0.043 0.043 0.042 0.042 0.051 0.056
16 0 0 0.047 0.056 0.040 0.042 0.049 0.047 0.048 0.048
1 0 0.057 0.057 0.053 0.057 0.053 0.052 0.045 0.045
2 0 0.059 0.062 0.058 0.058 0.057 0.059 0.045 0.044
3 0 0.037 0.039 0.045 0.047 0.054 0.054 0.040 0.042
12 Queen 4 0 0 0.049 0.051 0.044 0.046 0.055 0.056 0.038 0.039
1 0 0.061 0.062 0.052 0.051 0.041 0.041 0.058 0.059
2 0 0.053 0.056 0.052 0.052 0.044 0.049 0.048 0.049
3 0 0.058 0.059 0.043 0.043 0.042 0.042 0.051 0.056
16 0 0 0.047 0.056 0.040 0.042 0.049 0.047 0.048 0.048
1 0 0.057 0.057 0.053 0.057 0.053 0.052 0.045 0.045
2 0 0.059 0.062 0.058 0.058 0.057 0.059 0.045 0.044
3 0 0.037 0.039 0.045 0.047 0.054 0.054 0.040 0.042
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Table 5a : Estimated size of marginal LM and LR tests for testing He0 : θ = 0 (assuming λ = 0)
when weight matrix is ROOK.
Quadratic heteroskedasticity Exponential heteroskedasticity
N=25 N=49 N=25 N=49
T W σ
2
v
θ λ LM LR LM LR LM LR LM LR
5 Rook 4 0 0.0 0.045 0.066 0.041 0.060 0.042 0.058 0.044 0.066
0 0.1 0.035 0.064 0.061 0.082 0.041 0.058 0.049 0.051
0 0.2 0.053 0.079 0.046 0.059 0.047 0.072 0.041 0.050
0 0.3 0.038 0.061 0.043 0.049 0.037 0.056 0.040 0.046
0 0.4 0.034 0.067 0.051 0.069 0.053 0.074 0.056 0.065
0 0.5 0.040 0.059 0.050 0.079 0.041 0.055 0.040 0.047
0 0.6 0.040 0.057 0.050 0.062 0.039 0.070 0.042 0.057
0 0.7 0.043 0.059 0.050 0.057 0.046 0.062 0.033 0.048
0 0.8 0.034 0.060 0.045 0.061 0.031 0.041 0.039 0.050
0 0.9 0.027 0.041 0.045 0.047 0.044 0.047 0.050 0.061
5 Rook 16 0 0.0 0.043 0.039 0.046 0.047 0.039 0.049 0.039 0.044
0 0.1 0.053 0.031 0.052 0.050 0.040 0.037 0.036 0.041
0 0.2 0.037 0.026 0.040 0.037 0.037 0.046 0.041 0.043
0 0.3 0.041 0.034 0.030 0.032 0.040 0.045 0.049 0.054
0 0.4 0.047 0.040 0.050 0.047 0.037 0.037 0.040 0.041
0 0.5 0.030 0.022 0.050 0.043 0.035 0.041 0.039 0.039
0 0.6 0.035 0.018 0.039 0.028 0.034 0.037 0.035 0.039
0 0.7 0.027 0.018 0.049 0.032 0.030 0.021 0.044 0.043
0 0.8 0.027 0.009 0.039 0.016 0.032 0.022 0.026 0.022
0 0.9 0.009 0.005 0.017 0.006 0.006 0.002 0.015 0.010
7 Rook 4 0 0.0 0.054 0.061 0.050 0.068 0.040 0.055 0.058 0.068
0 0.1 0.042 0.059 0.043 0.056 0.042 0.068 0.044 0.055
0 0.2 0.042 0.068 0.050 0.056 0.043 0.055 0.047 0.052
0 0.3 0.043 0.061 0.042 0.055 0.031 0.055 0.045 0.048
0 0.4 0.051 0.067 0.042 0.053 0.039 0.056 0.047 0.055
0 0.5 0.029 0.054 0.042 0.049 0.036 0.058 0.048 0.055
0 0.6 0.046 0.066 0.039 0.065 0.046 0.068 0.041 0.052
0 0.7 0.054 0.056 0.043 0.059 0.035 0.052 0.052 0.061
0 0.8 0.037 0.054 0.049 0.059 0.035 0.053 0.046 0.054
0 0.9 0.038 0.053 0.044 0.050 0.042 0.055 0.046 0.054
7 Rook 16 0 0.0 0.036 0.030 0.068 0.061 0.046 0.054 0.041 0.045
0 0.1 0.046 0.031 0.048 0.050 0.040 0.045 0.043 0.045
0 0.2 0.041 0.029 0.037 0.045 0.044 0.060 0.054 0.058
0 0.3 0.049 0.043 0.046 0.042 0.040 0.039 0.046 0.045
0 0.4 0.047 0.041 0.033 0.027 0.037 0.042 0.047 0.054
0 0.5 0.043 0.032 0.041 0.042 0.050 0.045 0.039 0.038
0 0.6 0.046 0.036 0.047 0.037 0.034 0.030 0.043 0.039
0 0.7 0.030 0.017 0.046 0.036 0.028 0.029 0.032 0.039
0 0.8 0.037 0.011 0.036 0.024 0.022 0.021 0.049 0.037
0 0.9 0.004 0.001 0.024 0.008 0.007 0.004 0.023 0.011
12 Rook 4 0 0.0 0.045 0.064 0.045 0.051 0.043 0.065 0.043 0.058
0 0.1 0.044 0.060 0.071 0.074 0.046 0.056 0.054 0.057
0 0.2 0.037 0.052 0.041 0.042 0.036 0.055 0.055 0.061
0 0.3 0.041 0.050 0.037 0.046 0.037 0.061 0.042 0.056
0 0.4 0.038 0.051 0.038 0.050 0.037 0.060 0.044 0.050
0 0.5 0.045 0.044 0.040 0.045 0.048 0.077 0.046 0.048
0 0.6 0.050 0.060 0.042 0.057 0.052 0.065 0.043 0.055
0 0.7 0.033 0.038 0.038 0.051 0.057 0.076 0.047 0.055
0 0.8 0.040 0.042 0.033 0.045 0.048 0.062 0.041 0.046
0 0.9 0.059 0.058 0.049 0.054 0.042 0.052 0.051 0.063
12 Rook 16 0 0.0 0.042 0.039 0.053 0.047 0.042 0.058 0.036 0.042
0 0.1 0.038 0.043 0.050 0.046 0.038 0.058 0.043 0.047
0 0.2 0.035 0.035 0.041 0.041 0.037 0.045 0.043 0.048
0 0.3 0.042 0.048 0.051 0.038 0.038 0.052 0.052 0.057
0 0.4 0.033 0.029 0.052 0.035 0.050 0.059 0.051 0.053
0 0.5 0.047 0.040 0.047 0.039 0.054 0.055 0.053 0.050
0 0.6 0.034 0.024 0.038 0.037 0.042 0.053 0.039 0.043
0 0.7 0.036 0.032 0.050 0.031 0.032 0.039 0.043 0.047
0 0.8 0.037 0.029 0.040 0.033 0.032 0.034 0.033 0.041
0 0.9 0.018 0.001 0.031 0.011 0.018 0.004 0.033 0.020
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Table 5b : Estimated size of marginal LM and LR tests for testing He0 : θ = 0 (assuming λ = 0)
when weight matrix is QUEEN.
Quadratic heteroskedasticity Exponential heteroskedasticity
N=25 N=49 N=25 N=49
T W σ
2
v
θ λ LM LR LM LR LM LR LM LR
5 Queen 4 0 0.0 0.039 0.062 0.048 0.071 0.036 0.056 0.050 0.054
0 0.1 0.048 0.069 0.049 0.062 0.047 0.055 0.053 0.069
0 0.2 0.039 0.057 0.052 0.064 0.060 0.074 0.047 0.046
0 0.3 0.045 0.066 0.055 0.060 0.031 0.058 0.041 0.052
0 0.4 0.047 0.074 0.045 0.068 0.043 0.063 0.055 0.070
0 0.5 0.042 0.055 0.037 0.054 0.034 0.043 0.034 0.043
0 0.6 0.027 0.055 0.039 0.062 0.047 0.067 0.045 0.059
0 0.7 0.053 0.065 0.044 0.055 0.044 0.061 0.033 0.051
0 0.8 0.039 0.063 0.052 0.059 0.052 0.065 0.050 0.056
0 0.9 0.043 0.046 0.038 0.047 0.031 0.040 0.041 0.041
5 Queen 16 0 0.0 0.038 0.032 0.046 0.045 0.038 0.032 0.039 0.044
0 0.1 0.045 0.041 0.039 0.036 0.045 0.041 0.048 0.050
0 0.2 0.049 0.038 0.049 0.046 0.049 0.038 0.047 0.054
0 0.3 0.045 0.032 0.036 0.044 0.045 0.032 0.056 0.054
0 0.4 0.042 0.024 0.035 0.036 0.042 0.024 0.043 0.037
0 0.5 0.040 0.038 0.048 0.047 0.040 0.038 0.049 0.050
0 0.6 0.036 0.017 0.040 0.033 0.036 0.017 0.049 0.047
0 0.7 0.030 0.016 0.031 0.028 0.030 0.016 0.036 0.032
0 0.8 0.028 0.009 0.040 0.020 0.028 0.009 0.034 0.029
0 0.9 0.001 0.001 0.022 0.010 0.001 0.001 0.025 0.012
7 Queen 4 0 0.0 0.043 0.057 0.040 0.046 0.043 0.063 0.038 0.046
0 0.1 0.043 0.059 0.042 0.064 0.047 0.065 0.045 0.059
0 0.2 0.046 0.061 0.066 0.076 0.046 0.063 0.048 0.056
0 0.3 0.043 0.055 0.059 0.076 0.049 0.072 0.045 0.053
0 0.4 0.046 0.058 0.040 0.057 0.047 0.061 0.047 0.056
0 0.5 0.041 0.063 0.035 0.054 0.049 0.066 0.031 0.037
0 0.6 0.041 0.056 0.044 0.061 0.029 0.043 0.056 0.070
0 0.7 0.050 0.064 0.052 0.077 0.046 0.056 0.048 0.052
0 0.8 0.045 0.067 0.049 0.054 0.029 0.045 0.034 0.049
0 0.9 0.048 0.052 0.039 0.060 0.049 0.065 0.053 0.060
7 Queen 16 0 0.0 0.037 0.032 0.049 0.055 0.046 0.050 0.046 0.056
0 0.1 0.051 0.037 0.053 0.047 0.044 0.056 0.031 0.036
0 0.2 0.036 0.033 0.058 0.050 0.042 0.047 0.052 0.058
0 0.3 0.042 0.031 0.045 0.045 0.046 0.048 0.052 0.050
0 0.4 0.038 0.034 0.054 0.056 0.046 0.053 0.045 0.056
0 0.5 0.038 0.031 0.053 0.041 0.038 0.039 0.039 0.041
0 0.6 0.041 0.024 0.046 0.039 0.039 0.041 0.053 0.049
0 0.7 0.036 0.022 0.048 0.033 0.038 0.038 0.041 0.040
0 0.8 0.032 0.009 0.047 0.021 0.023 0.012 0.038 0.039
0 0.9 0.012 0.002 0.028 0.012 0.007 0.005 0.020 0.015
12 Queen 4 0 0.0 0.032 0.048 0.026 0.042 0.054 0.077 0.045 0.064
0 0.1 0.041 0.046 0.053 0.061 0.041 0.064 0.054 0.057
0 0.2 0.037 0.059 0.059 0.060 0.036 0.061 0.045 0.058
0 0.3 0.053 0.062 0.051 0.057 0.048 0.074 0.042 0.051
0 0.4 0.038 0.067 0.045 0.057 0.045 0.066 0.045 0.056
0 0.5 0.049 0.055 0.056 0.060 0.042 0.057 0.054 0.057
0 0.6 0.038 0.048 0.044 0.046 0.043 0.064 0.038 0.048
0 0.7 0.048 0.057 0.056 0.074 0.034 0.052 0.044 0.056
0 0.8 0.041 0.045 0.050 0.062 0.048 0.066 0.052 0.056
0 0.9 0.042 0.035 0.035 0.044 0.038 0.050 0.048 0.048
12 Queen 16 0 0.0 0.053 0.046 0.047 0.043 0.049 0.059 0.051 0.056
0 0.1 0.039 0.034 0.045 0.044 0.043 0.057 0.034 0.042
0 0.2 0.042 0.029 0.044 0.037 0.032 0.043 0.045 0.054
0 0.3 0.045 0.040 0.052 0.039 0.046 0.051 0.038 0.047
0 0.4 0.039 0.027 0.044 0.033 0.044 0.058 0.043 0.055
0 0.5 0.032 0.031 0.041 0.040 0.040 0.053 0.052 0.061
0 0.6 0.040 0.029 0.046 0.031 0.043 0.045 0.049 0.054
0 0.7 0.033 0.021 0.058 0.049 0.037 0.042 0.038 0.044
0 0.8 0.041 0.023 0.041 0.025 0.038 0.027 0.061 0.059
0 0.9 0.021 0.002 0.032 0.014 0.017 0.007 0.033 0.016
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Figure 1. Frequency of rejections for Ha0 : λ = 0 and θ = 0 N=25, 49 T=12,
Exponential heteroskedasticity, weight matrix is ROOK.
σ2v = 4, θ = 0 σ
2
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Figure 2. Frequency of rejections for Ha0 : λ = 0 and θ = 0 N=25, 49 T=12,
Quadratic heteroskedasticity, weight matrix is ROOK.
σ2v = 4, θ = 0 σ
2
v = 4, θ = 1
σ2v = 4, θ = 2 σ
2
v = 4, θ = 3
σ2v = 16, θ = 0 σ
2
v = 16, θ = 1
σ2v = 16, θ = 2 σ
2
v = 16, θ = 3
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Figure 3. Frequency of rejections for Hb0 : λ = 0 (assuming θ 6= 0) and for H
d
0 : λ = 0 (assuming
θ = 0) T=12, σ2v = 16, Quadratic heteroskedasticity, weight matrix is ROOK.
N=25, θ = 3 N=49, θ = 3
Figure 4. Frequency of rejections for Hc0 : θ = 0 (assuming λ 6= 0) and for H
e
0 : θ = 0 (assuming
λ = 0) T=12, σ2v = 16, Exponential heteroskedasticity, weight matrix is ROOK.
N=25, λ = 0.9 N=49, λ = 0.9
5 Conclusion
This paper considered a panel data regression model with heteroskedasticity in the individual effects
and spatial correlation in the remainder error. Testing for heteroskedasticity ignoring the spatial
correlation as well as testing for spatial correlation ignoring heteroskedasticity is shown to lead
to misleading results. The paper derived joint and conditional LM tests for heteroskedasticity
and spatial correlation and studied their performance using Monte Carlo experiments. This paper
generalized the Holly and Gardiol (2000) paper by allowing for spatial correlation in the remainder
disturbances. The paper does not consider alternative forms of spatial lag dependence and this
should be the subject of future research. In addition, it is important to point out that the asymptotic
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distribution of our test statistics were not explicitly derived in the paper but that they are likely to
hold under a similar set of primitive assumptions developed by Kelejian and Prucha (2001). The
results in the paper should be tempered by the fact that the N = 25, 49 used in our Monte Carlo
experiments may be small for a typical micro panel. Larger N = 100 did improve the performance
of these tests whose critical values were based on their large sample distributions. Although the
computational difficulty increases with N, one can use computational tricks given by Barry and
Pace (1999) and Smirnov (2005).
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Appendices
Appendix 1
This appendix derives the joint LM test for testing for no heteroskedasticity and no spatial
correlation in a random effects panel data model, i.e., Hao : θ1 = · · · = θp = 0 and λ = 0| σ
2
µ >
0, σ2v > 0. The variance-covariance matrix of the disturbances in the unrestricted model is given
by (2.8) and can be written as
Ω = σ2µ (JT ⊗ diag (h (Fθ))) + σ
2
v(IT ⊗
(
B′B
)−1
), (A.1)
where JT is a matrix of ones of dimension T and F is (N×p) matrix of regressors that determine the
heteroskedasticity. diag(h(Fθ)) denotes a diagonal (N ×N) matrix with its ith diagonal element
being the ith element of the (N × 1) vector h(Fθ). The log-likelihood function under normality of
the disturbances is given by
L(β, ϕ) = constant−
1
2
log |Ω| −
1
2
u′Ω−1u, (A.2)
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where ϕ′ =
(
σ2v , σ
2
µ, λ, θ1, . . . , θp
)
. The information matrix is block-diagonal between β and ϕ.
Since Ha0 involves only ϕ, the part of the information due to β is ignored, see Breusch and Pagan
(1980). In order to obtain the joint LM statistic, we need D(θ) = (∂L/∂θ) and the information ma-
trix J(θ) = E[−∂2L/∂θ∂θ′] evaluated at the restricted ML estimator ϕ˜. Under the null hypothesis
Ha0 , the variance-covariance matrix reduces to Ω0 = σ
2
µ(IN ⊗ JT ) + σ
2
ǫ (IN ⊗ IT ). It is the familiar
form of the random effects error component model with no spatial correlation or heteroskedasticity,
see Baltagi (2005). Its inverse is given by
Ω−10 =
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN ), (A.3)
where σ21 =
(
Tσ2µ + σ
2
v
)
, ET = IT − J¯T and J¯ = JT /T . Hartley and Rao (1967) or Hemmerle
and Hartley (1973) give a general useful formula to derive the scores:
∂L
∂ϕr
= −
1
2
tr
[
Ω−1
∂Ω
∂ϕr
]
+
1
2
[
u′Ω−1
∂Ω
∂ϕr
Ω−1 u
]
. (A.4)
Under the null hypothesis Ha0 , we get
∂Ω
∂θk
∣∣∣
Ha
0
= Tσ2µh
(1) (0) (J¯T ⊗ diag(Fk)),
∂Ω
∂λ
∣∣∣
Ha
0
= σ2v
(
IT ⊗
(
W ′ +W
))
,
∂Ω
∂σ2v
∣∣∣
Ha
0
= (IT ⊗ IN )
∂Ω
∂σ2µ
∣∣∣
Ha
0
= (JT ⊗ IN ) , (A.5)
where h(1) (0) denote the first derivative of h evaluated at zero, and Fk is the kth column of F . This
makes use of the fact that ∂ (B′B)−1 /∂λ = (B′B)−1 (W ′B + B′W ) (B′B)−1 , see Anselin (1988,
p.164). Substituting (A.5) into (A.4), we get
∂L
∂σ2v
∣∣∣
Ha
0
= −
1
2
tr
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)
(IT ⊗ IN ))
]
+
1
2
u′
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)
(IT ⊗ IN )
(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)]
u
= −
1
2
tr
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)]
+
1
2
u′
[(
1
σ41
(
J¯T ⊗ IN
)
+
1
σ4v
(ET ⊗ IN )
)]
u
21
= −
1
2
(
N
σ21
+
N(T − 1)
σ2v
)
+
1
2σ41
u′
(
J¯T ⊗ IN
)
u+
1
2σ4v
u′(ET ⊗ IN )u = 0,
∂L
∂σ2µ
∣∣∣
Ha
0
= −
1
2
tr
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)
(JT ⊗ IN )
]
+
1
2
u′
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)
(JT ⊗ IN )
(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)]
u
= −
T
2σ21
tr
(
J¯T ⊗ IN
)
+
T
2σ41
u′
(
J¯T ⊗ IN
)
u
= −
TN
2σ21
+
T
2σ41
u′
(
J¯T ⊗ IN
)
u = 0,
∂L
∂λ
∣∣∣
Ha
0
= D (λ) = −
1
2
tr
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)
σ2v(IT ⊗
(
W ′ +W
)
)
]
+
1
2
u′
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)
σ2v(IT ⊗
(
W ′ +W
)
)
(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)]
u
= −
1
2
tr
[
σ2v
σ21
(
J¯T ⊗
(
W ′ +W
))
+ (ET ⊗
(
W ′ +W
)
)
]
+
1
2σ2v
[
u′(ET ⊗ (W
′ +W ))u
]
+
σ2v
2σ41
[
u′(J¯T ⊗ (W
′ +W ))u
]
=
1
2σ2v
[
u′(ET ⊗ (W
′ +W ))u
]
+
σ2v
2σ41
[
u′(J¯T ⊗ (W
′ +W ))u
]
,
∂L
∂θk
∣∣∣
Ha
0
= −
1
2
tr
[(
1
σ21
(
J¯T ⊗ IN
)
+
1
σ2v
(ET ⊗ IN )
)
Tσ2µh
(1) (0) (J¯T ⊗ diag(Fk))
]
+
1
2
u′

(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
Tσ2µh
(1) (0) (J¯T ⊗ diag(Fk))(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
 u
= −
Tσ2µh
(1) (0)
2σ21
tr
[
J¯T ⊗ diag(Fk)
]
+
Tσ2µh
(1) (0)
2σ41
u′
[
J¯T ⊗ diag(Fk)
]
u
= −
Tσ2µh
(1) (0)
2σ21
ι′NFk +
Tσ2µh
(1) (0)
2σ41
S′Fk for k = 1, .., p,
∂L
∂θ′
∣∣∣
Ha
0
= D
(
θ˜
)
=
T σ˜2µh
(1) (0)
2σ˜41
S′F −
T σ˜2µh
(1) (0)
2σ˜21
ι′NF
22
=
T σ˜2µh
(1) (0)
2σ˜41
S′F −
T σ˜2µh
(1) (0)
2σ˜21σ˜
2
1N
S′ιN ι
′
NF
=
T σ˜2µh
(1) (0)
2σ˜41
S′F −
T σ˜2µh
(1) (0)
2σ˜41
S′J¯NF
=
T σ˜2µh
(1) (0)
2σ˜41
S′(IN − J¯N )F =
T σ˜2µh
(1) (0)
2σ˜41
S′F , (A.6)
This uses the fact that tr(W ) = tr(W ′) = 0. From the second score equation, one gets that
σ˜21 =
u˜′(J¯T⊗IN)u˜
N
,where u˜ = y −Xβ˜MLE denote the restricted maximum likelihood residuals under
Ha0 , i.e., under a random effects panel data model with no spatial correlation or heteroskedasticity.
Substituting this in the first score equation, one gets σ˜2v =
u˜′(ET⊗IN )u˜
N(T−1) . Note that σ˜
2
1 is used to
simplify the last score equation. S is an (N × 1) vector with typical element Si = u˜
′
iJ¯T u˜i and
F =
(
IN − J¯N
)
F . Here, u˜′i = (u˜i1, .., u˜iT ), i.e., the residuals are re-ordered according to time for
each individual. Therefore, the score with respect to each element of ϕ, evaluated at the resticted
MLE is given by
D˜ϕ =

0
0
D
(
λ˜
)
D
(
θ˜
)

=

0
0
1
2σ2v
[u˜′(ET ⊗ (W
′ +W ))u˜] + σ
2
v
2σ4
1
[
u˜′(J¯T ⊗ (W
′ +W ))u˜
]
T σ˜2µh
(1)(0)
2σ˜4
1
S′F

.
For the information matrix, it is useful to use the formula given by Harville(1977):
Jrs = E
[
−∂2L/∂ϕr∂ϕs
]
=
1
2
tr
[
Ω−1
∂Ω
∂ϕr
Ω−1
∂Ω
∂ϕs
]
,
for r,s=1,2,..,p+3. Under the null hypothesis Ha0 ,we get:
E
[
−
∂2L
∂2σ2v
] ∣∣∣
Ha
0
=
1
2
tr

(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
(IT ⊗ IN )(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
(IT ⊗ IN )

=
1
2
tr
[
1
σ41
(
J¯T ⊗ IN
)
+
1
σ4v
(ET ⊗ IN )
]
=
N
2
(
1
σ41
+
(T − 1)
σ4v
)
,
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E[
−
∂2L
∂2σ2µ
] ∣∣∣
Ha
0
=
1
2
tr

(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
(JT ⊗ IN )(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
(JT ⊗ IN )

=
T 2
2σ41
tr
[(
J¯T ⊗ IN
)]
=
NT 2
2σ41
,
E
[
−
∂2L
∂2λ
] ∣∣∣
Ha
0
=
1
2
tr

(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
σ2v(IT ⊗ (W
′ +W ))(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
σ2v(IT ⊗ (W
′ +W ))

=
1
2
tr
[
σ4v
σ41
(
J¯T ⊗
(
W ′ +W
)2)
+ (ET ⊗
(
W ′ +W
)2
)
]
=
(
σ4v
σ41
+ (T − 1)
)
tr
(
W 2 +W ′W
)
,
E
[
−
∂2L
∂θk∂θl
] ∣∣∣
Ha
0
=
1
2
tr

(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
Tσ2µh
(1) (0)
(
J¯T ⊗ diag(Fk)
)
(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
Tσ2µh
(1) (0)
(
J¯T ⊗ diag(Fl)
)

=
(
Tσ2µh
(1) (0)
)2
2σ41
tr
(
J¯T ⊗ diag(Fk)diag(Fl)
)
=
(
Tσ2µh
(1) (0)
)2
2σ41
tr [diag(Fk)diag(Fl)] =
(
Tσ2µh
(1) (0)
)2
2σ41
F ′kFl,
E
[
−
∂2L
∂θ∂θ′
] ∣∣∣
Ha
0
=
(
Tσ2µh
(1) (0)
)2
2σ41
F ′F,
E
[
−
∂2L
∂σ2v∂σ
2
µ
] ∣∣∣
Ha
0
=
1
2
tr

(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
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1
σ2
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(
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)
+ 1
σ2v
(ET ⊗ IN )
)
(JT ⊗ IN )
 = NT2σ41 ,
E
[
−
∂2L
∂σ2µ∂λ
] ∣∣∣
Ha
0
=
1
2
tr

(
1
σ2
1
(
J¯T ⊗ IN
)
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σ2v
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1
σ2
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(
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)
+ 1
σ2v
(ET ⊗ IN )
)
σ2v(IT ⊗ (W
′ +W ))
 = 0,
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
=
Tσ2µh
(1) (0)
2σ41
i′NFk,
E
[
−
∂2L
∂σ2v∂θ
′
] ∣∣∣
Ha
0
=
Tσ2µh
(1) (0)
2σ41
i′NF,
E
[
−
∂2L
∂λ∂θk
] ∣∣∣
Ha
0
=
1
2
tr

(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
σ2v(IT ⊗ (W
′ +W ))(
1
σ2
1
(
J¯T ⊗ IN
)
+ 1
σ2v
(ET ⊗ IN )
)
Tσ2µh
(1) (0)
(
J¯T ⊗ diag(Fk)
)

= 0. (A.7)
Therefore, the information matrix under the null hypothesis Ha0 is given by
J˜a (ϕ) =

N
2
(
1
σ4
1
+ (T−1)
σ4v
)
NT
2σ4
1
0
Tσ2µh
(1)(0)
2σ4
1
i′NF
NT
2σ4
1
NT 2
2σ4
1
0
T 2σ2µh
(1)(0)
2σ4
1
i′NF
0 0
(
σ4v
σ4
1
+ (T − 1)
)
b 0
Tσ2µh
(1)(0)
2σ4
1
F ′iN
T 2σ2µh
(1)(0)
2σ4
1
F ′iN 0
(Tσ2µh(1)(0))
2
2σ4
1
F ′F

,
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where b = tr(W 2+W ′W ). Since D˜′ϕ = (0, 0, D(λ˜), D(θ˜)) , and J˜a (ϕ) is a block diagonal matrix
with respect to ϕ1 =
(
σ2v , σ
2
µ, θ
)
and λ, we only need the lower (p + 1)× (p + 1) block of the
inverse of J˜a (ϕ). Let
J˜a (ϕ) =
 B11 B12
B21 B22
 ,
where
B22 =

(
σ4v
σ4
1
+ (T − 1)
)
b 0
0
(Tσ2µh(1)(0))
2
2σ4
1
F ′F
 .
And using the partitioned inverse formula, we get[
J˜a (ϕ)
]−1
(λ,θ)
=
(
B22 −B21B
−1
11 B12
)−1
, with
B12 =
 0 Tσ
2
µh
(1)(0)
2σ4
1
i′NF
0
T 2σ2µh
(1)(0)
2σ4
1
i′NF
 ,
B21 =
 0 0
Tσ2µh
(1)(0)
2σ4
1
F ′iN
T 2σ2µh
(1)(0)
2σ4
1
F ′iN
 ,
B−111 =
1
N2T 2
4σ4
1
(
T−1
σ4v
)
 NT 22σ41 −NT2σ41
−NT
2σ4
1
N
2
(
1
σ4
1
+ (T−1)
σ4v
)
 ,
B21B
−1
11 =
1
N
 0 0
0 σ2µh
(1) (0)F ′iN
 ,
B21B
−1
11 B12 =
 0 0
0
(Tσ2µh
(1)(0))
2
2σ4
1
F ′J¯NF
 , and
B22 −B21B
−1
11 B12 =

(
σ4v
σ4
1
+ (T − 1)
)
b 0
0
(Tσ2µh(1)(0))
2
2σ4
1
F ′F
 ,
where F = (IN − J¯N )F. The resulting LM statistic for H
a
0 is given by
LMλθ = D˜
′
ϕJ˜
−1
a (ϕ) D˜ϕ
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=(
D
(
λ˜
)
,
T σ˜2µh
(1) (0)
2σ˜41
S′F
)
(
σ4v
σ4
1
+ (T − 1)
)
b 0
0
(Tσ2µh(1)(0))
2
2σ4
1
F ′F

−1  D
(
λ˜
)
T σ˜2µh
(1)(0)
2σ˜4
1
F ′S

=
D(λ˜)21σ˜
4
1(
σ˜4v + σ˜
4
1(T − 1)
)
b
+
1
2σ˜41
S′F
(
F ′F
)−1
F ′S. (A.8)
Under the null hypothesis, LMλθ should be asymptotically distributed as χ
2
p+1.
Appendix 2
This appendix derives the conditional LM test for testing no spatial correlation assuming there
might be heteroskedasticity, i.e., Hb0 : λ = 0 (assuming some elements of θ may not be zero). Under
the null hypothesis Hb0 , the variance-covariance matrix in (A.1) reduces to
Ω0 = σ
2
µ(JT ⊗ diag (h (Fθ)) + σ
2
v (IT ⊗ IN ) . (A.9)
Replacing JT by T J¯T and IT by (ET + J¯T ), where ET = IT − J¯T , and J¯T = JT /T , see Wansbeek
and Kapteyn (1982), one gets:
Ω0 =
[(
J¯T ⊗ diag (gi)
)
+ σ2v (ET ⊗ IN )
]
, (A.10)
where gi = Tσ
2
µh(f
′
iθ) + σ
2
v . This also implies that
Ω−10 =
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN ) . (A.11)
In this case:
∂Ω
∂σ2µ
∣∣∣
Hb
0
= (JT ⊗ diag (h (Fθ))) ,
∂Ω
∂σ2v
∣∣∣
Hb
0
= (IT ⊗ IN ) ,
∂Ω
∂θk
∣∣∣
Hb
0
= Tσ2µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fk)
)
, and
∂Ω
∂λ
∣∣∣
Hb
0
= σ2v
[
IT ⊗
(
W ′ +W
)]
. (A.12)
Using (A.4), we get
∂L
∂σ2v
∣∣∣
Hb
0
= −
1
2
tr
[
[
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN )](IT ⊗ IN )
]
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+
1
2
u′
[
[
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN )](IT ⊗ IN )[
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN )]
]
u
= −
1
2
[
N∑
i=1
(
1
gi
)
+
N(T − 1)
σ2v
]
+
1
2
u′
[
[
(
J¯T ⊗ diag
(
1
g2i
))
+
1
σ4v
(ET ⊗ IN )]
]
u = 0,
∂L
∂σ2µ
∣∣∣
Hb
0
= −
1
2
tr
[
[
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN )] (JT ⊗ diag (h (Fθ)))
]
+
1
2
u′
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )] (JT ⊗ diag (h (Fθ)))
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]
u
= −
T
2
N∑
i=1
(
h(f ′iθ)
gi
)
+
T
2
u′
(
J¯T ⊗ diag
(
h(f ′iθ)
g2i
))
u = 0,
∂L
∂λ
∣∣∣
Hb
0
= D (λ) = −
1
2
tr
[
[
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN )]σ
2
v(IT ⊗
(
W ′ +W
)
)
]
+
1
2
u′
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]
σ2v(IT ⊗ (W
′ +W ))[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]
 u
= −
1
2
tr
[
σ2v
(
J¯T ⊗ diag
(
1
gi
) (
W ′ +W
))
+ (ET ⊗
(
W ′ +W
)
)
]
+
1
2σ2v
[
u′(ET ⊗ (W
′ +W ))u
]
+
σ2v
2
[
u′(J¯T ⊗ diag
(
1
gi
)
(W ′ +W )diag
(
1
gi
)
)u
]
=
1
2σ2v
[
u′(ET ⊗ (W
′ +W ))u
]
+
σ2v
2
[
u′(J¯T ⊗ diag
(
1
gi
)
(W ′ +W )diag
(
1
gi
)
)u
]
,
∂L
∂θk
∣∣∣
Hb
0
= −
1
2
tr
[
[
(
J¯T ⊗ diag
(
1
gi
))
+
1
σ2v
(ET ⊗ IN )]Tσ
2
µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fk)
)]
+
1
2
u′
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]Tσ
2
µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fk)
)
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]
 u
= −
Tσ2µ
2
tr
[
(J¯T ⊗ diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag(Fk)
]
+
Tσ2µ
2
u′
[
J¯T ⊗ diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag(Fk)diag
(
1
gi
)]
u
= 0 for k = 1, .., p. (A.13)
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Therefore, the score with respect to each element of ϕ, evaluated at the resticted MLE under Hb0
is given by
D˜ϕ =

0
0
D
(
λ˜
)
0

=

0
0
1
2σ˜2v
[u˜′(ET ⊗ (W
′ +W ))u˜] + σ˜
2
v
2
[
u˜′(J¯T ⊗ diag
(
1
g˜i
)
(W ′ +W )diag
(
1
g˜i
)
)u˜
]
0

,
where u˜ = y −Xβ˜MLE denote the restricted maximum likelihood residuals under H
b
0, i.e., under
a random effects panel data model with no spatial correlation but possible heteroskedasticity,
g˜i = (T σ˜
2
µh(f
′
i θ˜) + σ˜
2
v), where θ˜ and σ˜
2
v are the restricted MLE of θ andσ
2
v , under H
b
0.
Also, the elements of the information matrix for this model are given by
E
[
−
∂2L
∂2σ2v
] ∣∣∣
Hb
0
=
1
2
tr
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )](IT ⊗ IN )
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )](IT ⊗ IN )

=
1
2
tr
[(
J¯T ⊗ diag
(
1
g2i
))
+
1
σ4v
(ET ⊗ IN )
]
=
1
2
N∑
i=1
(
1
g2i
)
+
N(T − 1)
2σ4v
,
E
[
−
∂2L
∂2σ2µ
] ∣∣∣
Hb
0
=
1
2
tr
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )] (JT ⊗ diag (h (Fθ)))
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )] (JT ⊗ diag (h (Fθ)))

=
1
2
T 2tr
[
J¯T ⊗ diag
(
1
gi
)
diag (h (Fθ)) diag
(
1
gi
)
diag (h (Fθ))
]
=
T 2
2
N∑
i=1
(
h(f ′iθ)
gi
)2
,
E
[
−
∂2L
∂2λ
] ∣∣∣
Hb
0
=
1
2
tr
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]σ
2
v [IT ⊗ (W
′ +W )]
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]σ
2
v [IT ⊗ (W
′ +W )]

=
1
2
tr
 σ
4
v
(
J¯T ⊗ diag
(
1
gi
)
(W ′ +W ) diag
(
1
gi
)
(W ′ +W )
)
+
(
ET ⊗ [(W
′ +W )]2
)

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=
σ4v
2
tr
[
diag
(
1
gi
) (
W ′ +W
)
diag
(
1
gi
) (
W ′ +W
)]
+ (T − 1)b,
E
[
−
∂2L
∂θk∂θl
] ∣∣∣
Hb
0
=
1
2
tr
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]Tσ
2
µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fk)
)
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]Tσ
2
µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fl)
)

=
(
Tσ2µ
)2
2
tr

 J¯T ⊗ diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag (Fk)
diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag (Fl)


=
(
Tσ2µ
)2
2
N∑
i=1
(
h(1) (f ′iθ)
gi
)2
fkifli
=
(
Tσ2µ
)2
2
f ′kdiag
(
r2i
)
fl,
E
[
−
∂2L
∂θ′∂θ
] ∣∣∣
Hb
0
=
(
Tσ2µ
)2
2
F ′diag
(
r2i
)
F,
E
[
−
∂2L
∂σ2µ∂σ
2
v
] ∣∣∣
Hb
0
=
1
2
tr
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]T (J¯T ⊗ diag (h (Fθ)))
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )] (IT ⊗ IN )

=
T
2
tr
[(
J¯T ⊗ diag
(
1
gi
)
diag (h (Fθ)) diag
(
1
gi
))]
=
T
2
tr
[(
diag
(
1
gi
)
diag (h (Fθ)) diag
(
1
gi
))]
=
T
2
N∑
i=1
(
h(f ′iθ)
g2i
)
,
E
[
−
∂2L
∂σ2v∂λ
] ∣∣∣
Hb
0
=
1
2
tr
 [
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )] (IT ⊗ IN )
[
(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )]σ
2
v [IT ⊗ (W
′ +W )]

=
σ2v
2
tr
[(
J¯T ⊗ diag
(
1
gi
)2(
W ′ +W
))
+
1
σ4v
(
ET ⊗
(
W ′ +W
))]
= 0,
E
[
−
∂2L
∂σ2v∂θi
] ∣∣∣
Hb
0
=
1
2
tr

[(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )
]
(IT ⊗ IN )[(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )
]
Tσ2µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fi)
)

30
=
Tσ2µ
2
tr
[
J¯T ⊗ diag
(
1
g2i
)
diag
(
h(1) (Fθ)
)
diag (Fi)
]
=
Tσ2µ
2
tr
[
diag
(
1
g2i
)
diag
(
h(1) (Fθ)
)
diag (Fi)
]
=
Tσ2µ
2
N∑
i=1
(
h(1)(f ′iθ)
g2i
)
fik
=
Tσ2µ
2
z′Fk,
E
[
−
∂2L
∂σ2v∂θ
] ∣∣∣
Hb
0
=
Tσ2µ
2
z′F,
E
[
−
∂2L
∂σ2µ∂λ
] ∣∣∣
Hb
0
=
1
2
tr

[(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )
]
T (J¯T ⊗ diag (h (Fθ))[(
J¯T ⊗ diag
(
1
gi
))
+ 1
σ2v
(ET ⊗ IN )
]
σ2v [IT ⊗ (W
′ +W )]

=
Tσ2v
2
tr
[(
J¯T ⊗ diag
(
1
gi
)
diag (h (Fθ)) diag
(
1
gi
) (
W ′ +W
))]
= 0,
E
[
−
∂2L
∂σ2µ∂θi
] ∣∣∣
Hb
0
=
1
2
tr

[(
J¯T ⊗ diag
(
1
gi
))
+ σ2v (ET ⊗ IN )
]
T (J¯T ⊗ diag (h (Fθ))[(
J¯T ⊗ diag
(
1
gi
))
+ σ2v (ET ⊗ IN )
]
Tσ2µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fk)
)

=
T 2σ2µ
2
tr
[(
J¯T ⊗ diag
(
1
gi
)
diag (h (Fθ)) diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag (Fk)
)]
=
T 2σ2µ
2
tr
[(
diag
(
1
gi
)
diag (h (Fθ)) diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag (Fk)
)]
=
T 2σ2µ
2
N∑
i=1
(
h(f ′iθ)h
(1) (f ′iθ)
g2i
)
fki
=
T 2σ2µ
2
s′Fk,
E
[
−
∂2L
∂σ2µ∂θ
] ∣∣∣
Hb
0
=
T 2σ2µ
2
s′F,
E
[
−
∂2L
∂λ∂θi
] ∣∣∣
Hb
0
=
1
2
tr

[(
J¯T ⊗ diag
(
1
gi
))
+ σ2v (ET ⊗ IN )
]
σ2v [IT ⊗ (W
′ +W )][(
J¯T ⊗ diag
(
1
gi
))
+ σ2v (ET ⊗ IN )
]
Tσ2µ
(
J¯T ⊗ diag
(
h(1) (Fθ)
)
diag (Fi)
)

=
Tσ2vσ
2
µ
2
tr
[
J¯T ⊗ diag
(
1
gi
) (
W ′ +W
)
diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag (Fi)
]
=
Tσ2vσ
2
µ
2
tr
[
diag
(
1
gi
) (
W ′ +W
)
diag
(
1
gi
)
diag
(
h(1) (Fθ)
)
diag (Fi)
]
= 0, (A.14)
where r,z and s are (N × 1) vectors with typical elements: ri = h
(1)(f ′iθ)/gi , zi = h
(1)(f ′iθ)/g
2
i and
si = h(f
′
iθ)h
(1) (f ′iθ) /g
2
i , respectively. Therefore, the information matrix under the null hypothesis
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Hb0 is given by:
J˜b (ϕ) =

1
2
N∑
i=1
(
1
g2
i
)
+ NT−1)2σ4v
T
2
N∑
i=1
(
h(f ′
i
θ)
g2
i
)
0
Tσ2µ
2 z
′F
T
2
N∑
i=1
(
h(f ′
i
θ)
g2
i
)
T 2
2
N∑
i=1
(
h(f ′
i
θ)
gi
)2
0
T 2σ2µ
2 s
′F
0 0 σ
4
v
2 d+(T − 1)b 0
Tσ2µ
2 F
′z
T 2σ2µ
2 s
′F 0
(Tσ2µ)
2
2 F
′diag
(
r2i
)
F

,
where d = tr
[
diag
(
1
gi
)
(W ′ +W ) diag
(
1
gi
)
(W ′ +W )
]
. Since D˜′ϕ = (0, 0, D(λ˜), 0) , and J˜b (ϕ)
is a block diagonal matrix with respect to ϕ1 =
(
σ2v , σ
2
µ, θ
)
and λ, the resulting conditional LM
statistic for Hb0 is given by
LMλ|θ = D˜
′
ϕJ˜b
−1
D˜ϕ =
2D(λ˜)2
σ4vd+2 (T − 1)b
.
Under the null hypothesis Hb0, LMλ|θ should be asymptotically distributed as χ
2
1.
Appendix 3
This appendix derives the conditional LM test for testing for homoskedasticity assuming there might
be spatial correlation, i.e Hc0 : θ = 0 (assuming λ may not be zero). Under the null hypothesis H
c
0
, the variance-covariance matrix in (A.1) reduces to
Ω0 = σ
2
µ (JT ⊗ IN ) + σ
2
v(IT ⊗
(
B′B
)−1
). (A.15)
Replacing JT by T J¯T and IT by (ET + J¯T ), where ET = IT − J¯T , and J¯T = JT /T , see Wansbeek
and Kapteyn (1982), one gets:
Ω0 = σ
2
v
[
J¯T⊗
(
TφIN +
(
B′B
)−1)
+ ET ⊗
(
B′B
)−1]
, (A.16)
where φ = σ2µ/σ
2
v . This also implies that
Ω−10 =
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
, (A.17)
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where Z =
(
TφIN + (B
′B)−1
)−1
. In this case:
∂Ω
∂σ2µ
∣∣∣
Hc
0
= T
(
J¯T ⊗ IN
)
,
∂Ω
∂σ2v
∣∣∣
Hc
0
= (IT ⊗
(
B′B
)−1
),
∂Ω
∂θk
∣∣∣
Hc
0
= Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fk)
)
, and
∂Ω
∂λ
∣∣∣
Hc
0
= σ2v [IT ⊗ (B
′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]. (A.18)
Using (A.4), we get
∂L
∂σ2µ
∣∣∣
Hc
0
= −
1
2
tr
[
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
T
(
J¯T ⊗ IN
)]
,
+
1
2
u′
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)]T (J¯T ⊗ IN)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
u
= −
T
2σ2v
tr [Z] +
T
2σ4v
u′
[
J¯T ⊗ Z
2
]
u = 0,
∂L
∂σ2v
∣∣∣
Hc
0
= −
1
2
tr
[
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
(IT ⊗
(
B′B
)−1
)
]
+
1
2
u′
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)] (IT ⊗ (B′B)−1)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
 u
= −
1
2σ2v
tr
[
J¯T⊗Z
(
B′B
)−1
+ET ⊗ IN
]
+
1
2σ4v
u′
[
J¯T⊗Z
(
B′B
)−1
Z + ET ⊗ (B
′B)
]
u = 0,
∂L
∂λ
∣∣∣
Hc
0
= −
1
2
tr
[
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
σ2v(IT ⊗ (B
′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]
+
1
2
u′
 1σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
σ2v(IT ⊗ (B
′B)−1 (W ′B +B′W ) (B′B)−1
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
u
= −
1
2
tr
[
J¯T ⊗ Z(B
′B)
−1 (
W ′B +B′W
)
(B′B)
−1
+ ET ⊗
(
W ′B +B′W
)
(B′B)
−1
]
+
1
2σ2v
u′
[
J¯T ⊗ Z(B
′B)
−1 (
W ′B +B′W
)
(B′B)
−1
Z + ET ⊗
(
W ′B +B′W
)]
u = 0,
∂L
∂θk
∣∣∣
Hc
0
= D (θk) = −
1
2
tr
[
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fk)
)]
+
1
2
u′
 1σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fk)
)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
u
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= −
Tσ2µh
(1) (0)
2σ2v
tr
[
J¯T⊗Zdiag (Fk)
]
+
Tσ2µh
(1) (0)
2σ4v
u′
[
J¯T⊗Zdiag (Fk)Z
]
u
= −
Tσ2µh
(1) (0)
2σ2v
d′1Fk +
Tσ2µh
(1) (0)
2σ4v
u′Dku for k = 1, .., p,
where d1 is an (N × 1) vector with its typical element being the diagonal element of the matrix Z.
Dk =
[
J¯T⊗Zdiag (Fk)Z
]
.
Therefore, the score with respect to each element of ϕ, evaluated at the resticted MLE under Hc0
is given by
D˜ϕ =

0
0
0
D
(
θ˜1
)
:
D
(
θ˜p
)

=

0
0
0
−
Tσ2µh
(1)(0)
2σ2v
d′1F1 +
Tσ2µh
(1)(0)
2σ4v
u′D1u
:
−
Tσ2µh
(1)(0)
2σ2v
d′1Fp +
Tσ2µh
(1)(0)
2σ4v
u′Dpu

,
where u˜ = y−Xβ˜MLE denote the restricted maximum likelihood residuals under H
c
0, i.e., under a
random effects panel data model with no heteroskedasticity but possible spatial correlation.
Also, the elements of the information matrix for this model using (A.3) are given by
E
[
−
∂2L
∂2σ2v
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)] (IT ⊗ (B′B)−1)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
(IT ⊗ (B
′B)−1)

=
1
2σ4v
tr
[
J¯T⊗Z
(
B′B
)−1
Z
(
B′B
)−1
+ ET ⊗ IN
]
=
1
2σ4v
tr
[
Z
(
B′B
)−1
Z
(
B′B
)−1]
+
N(T − 1)
2σ4v
,
E
[
−
∂2L
∂2σ2µ
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)]T (J¯T ⊗ IN)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
T
(
J¯T ⊗ IN
)

=
T 2
2σ4v
tr
[
J¯T⊗Z
2
]
=
T 2
2σ4v
tr
[
Z2
]
,
E
[
−
∂2L
∂2λ
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)]σ2v(IT ⊗ (B′B)−1 (W ′B +B′W ) (B′B)−1)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
σ2v(IT ⊗ (B
′B)−1 (W ′B +B′W ) (B′B)−1)

=
1
2
tr
[
Z(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]2
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+
(T − 1)
2
tr
[(
W ′B +B′W
)
(B′B)
−1
]2
,
E
[
−
∂2L
∂θk∂θl
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fk)
)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fl)
)

=
(
Tσ2µh
(1) (0)
)2
2σ4v
tr
[
J¯T⊗Zdiag (Fk)Zdiag (Fl)
]
=
(
Tσ2µh
(1) (0)
)2
2σ4v
tr [Zdiag (Fk)Zdiag (Fl)]
=
(
Tσ2µh
(1) (0)
)2
2σ4v
Fk
(
Z ⊙ Z ′
)
Fl,
E
[
−
∂2L
∂θ∂θ′
] ∣∣∣
Hc
0
=
(
Tσ2µh
(1) (0)
)2
2σ4v
F ′
(
Z ⊙ Z ′
)
F,
E
[
−
∂2L
∂σ2µ∂σ
2
v
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)]T (J¯T ⊗ IN)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
(IT ⊗ (B
′B)−1)

=
T
2σ4v
tr
[
J¯T⊗Z
2 (B′B)−1] = T
2σ4v
tr
[
Z2
(
B′B
)−1]
,
E
[
−
∂2L
∂σ2v∂λ
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)] (IT ⊗ (B′B)−1)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
σ2v(IT ⊗ (B
′B)−1 (W ′B +B′W ) (B′B)−1

=
1
2σ2v
tr
[
Z
(
B′B
)−1
Z(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]
+
(T − 1)
2σ2v
tr
[(
W ′B +B′W
)
(B′B)
−1
]
,
E
[
−
∂2L
∂σ2v∂θk
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
(IT ⊗ (B
′B)−1)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fk)
)

=
Tσ2µh
(1) (0)
2σ4v
tr
[
J¯T⊗Z
(
B′B
)−1
Z (diag (Fk))
]
=
Tσ2µh
(1) (0)
2σ4v
tr
[
Z
(
B′B
)−1
Z (diag (Fk))
]
=
Tσ2µh
(1) (0)
2σ4v
d′2Fk,
E
[
−
∂2L
∂σ2v∂θ
′
] ∣∣∣
Hc
0
=
Tσ2µh
(1) (0)
2σ4v
d′2F,
35
E[
−
∂2L
∂σ2µ∂λ
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)]T (J¯T ⊗ IN)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
σ2v(IT ⊗ (B
′B)−1 (W ′B +B′W ) (B′B)−1)

=
T
2σ2v
tr
[
J¯T ⊗ Z
2(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]
=
T
2σ2v
tr
[
Z2(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]
,
E
[
−
∂2L
∂σ2µ∂θk
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)]T (J¯T ⊗ IN)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fk)
)

=
T 2σ2µh
(1) (0)
2σ4v
tr
[
J¯T⊗Z
2diag (Fk)
]
=
T 2σ2µh
(1) (0)
2σ4v
tr
[
Z2diag (Fk)
]
=
T 2σ2µh
(1) (0)
2σ4v
d′3Fk,
E
[
−
∂2L
∂σ2µ∂θ
′
] ∣∣∣
Hc
0
=
T 2σ2µh
(1) (0)
2σ4v
d′3F,
E
[
−
∂2L
∂λ∂θk
] ∣∣∣
Hc
0
=
1
2
tr
 1σ2v [J¯T⊗Z + ET ⊗ (B′B)]σ2v(IT ⊗ (B′B)−1 (W ′B +B′W ) (B′B)−1)
1
σ2v
[
J¯T⊗Z + ET ⊗ (B
′B)
]
Tσ2µh
(1) (0)
(
J¯T ⊗ diag (Fk)
)

=
Tσ2µh
(1) (0)
2σ2v
tr
[
Z(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
Zdiag (Fk)
]
=
Tσ2µh
(1) (0)
2σ2v
d′4Fk,
E
[
−
∂2L
∂λ∂θ′
] ∣∣∣
Hc
0
=
Tσ2µh
(1) (0)
2σ2v
d′4F, (A.19)
where ⊙ stands for the Hadamard product, i.e., an element-by-element multiplication and d2, d3, d4
are (N × 1) vectors corresponding to the diagonal elements of matrices: Z(B′B)−1Z, Z2 and
Z(B′B)−1 (W ′B +B′W ) (B′B)−1Z respectively. Therefore, the information matrix under the null
hypothesis Hc0 is given by:
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J˜c (ϕ) =

b1
2σ4v
+ N(T−1)2σ4v
Tb2
2σ4v
1
2σ2v
(b3 + (T − 1)b4)
Tσ2µh
(1)(0)
2σ4v
d′2F
Tb2
2σ4v
T 2b5
2σ4v
Tb6
2σ2v
T 2σ2µh
(1)(0)
2σ4v
d′3F
1
2σ2v
(b3 + (T − 1)b4)
Tb6
2σ2v
1
2(b7 + (T − 1)b8)
Tσ2µh
(1)(0)
2σ2v
d′4F
Tσ2µh
(1)(0)
2σ4v
F ′d2
T 2σ2µh
(1)(0)
2σ4v
F ′d3
Tσ2µh
(1)(0)
2σ2v
F ′d4
(Tσ2µh(1)(0))
2
2σ4v
F ′ (Z ⊙ Z ′)F

with
b1 = tr
[
Z
(
B′B
)−1]2
,
b2 = tr
[
Z2
(
B′B
)−1]
,
b3 = tr
[
Z
(
B′B
)−1
Z(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]
,
b4 = tr
[(
W ′B +B′W
)
(B′B)
−1
]
,
b5 = tr
[
Z2
]
,
b6 = tr
[
Z2(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]
,
b7 = tr
[
Z(B′B)
−1 (
W ′B +B′W
)
(B′B)
−1
]2
, and
b8 = tr
[(
W ′B +B′W
)
(B′B)
−1
]2
. (A.20)
The resulting conditional LM statistic for Hc0 is given by
LMθ|λ = D˜
′
ϕJ˜
−1
c (ϕ) D˜ϕ.
Under the null hypothesis, the LM statistic should be asymptotically distributed as χ2p.
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