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ABSTRACT 
  
Advancing age is associated with a decline in physical and cognitive abilities. 
Multiple theories have been proposed to account for the psychological impairments seen 
in older age. These include changes in sensory acuity, general slowing of the nervous 
system, declines in working memory capacity, and a loss of inhibitory control. Although 
not inherently incompatible, each of the theories provides a unique interpretation of the 
observed pattern of psychological and neuronal data. 
To test the veracity of the inhibitory theory a series of experiments was 
performed. The first experiment used functional magnetic resonance imaging (fMRI) to 
assess a classical Sternberg paradigm with five increasing levels of cognitive demand 
ranging from a set size of two letters up to six letters. Comparisons of mean levels of 
recruitment and inhibition were done between younger and older adults revealing that 
older adults greatly over recruit but under inhibit areas of the brain compared to their 
younger counterparts. A region of interest analysis revealed that older adults recruit tissue 
in a linear fashion from almost all areas in the task evoked visual and attentional 
networks while younger adults modulate the activity in only a subset of regions. 
Conversely the younger adults showed a graded level of deactivation across numerous 
areas of the default network while the older adults did not modulate any regions.  
A follow-up analysis of this data was performed to assess questions of anatomical 
variability and homogeneity. Comparisons of peak location revealed that older adults 
peak location of activation and deactivation were significantly more spread out than those 
of younger adults. A multiple sphere analysis was done to assess the homogeneity or 
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spread of activation and inhibition. Spheres ranging from 3mm to 13 mm were placed 
around peak locations of activation and inhibition. The values were normalized by the 
values of the initial 3mm sphere to account for baseline amplitude differences. The 
remaining values represent the relative spread of activation and inhibition as indexed by 
the decline in normalized value with increasing sphere size. Older and younger adults had 
similar levels of recruitment but the older adults had an impaired extend of inhibition. 
This indicates that the older adults have a lower peak level of inhibition coupled with a 
reduced spread of this deactivation.  
A second study was completed that required subjects to make a male or female 
judgment to frequently presented names while ignoring rare nouns. Electrophysiological 
measures of subsequent memory as well as inhibitory control were examined. Both age 
groups possessed a late positive going event-related potential (ERP) component that was 
larger for subsequently remembered names. Young adults demonstrated suppressed 
amplitude of both the N2 and N4 complexes to the more frequent names. The older adults 
did not show this effect. This was interpreted as an inability of older adults to recognize 
and utilize the global probability of names in a predictive manner. Coupled with work 
from the literature, this was thought to reflect an inability to successfully segregate the 
stimuli into two categorical streams due to a breakdown in inhibitory control.  
The combination of these analyses depicts older adults as having problems with 
inhibitory control. The fMRI analyses indicate a reduction in the amplitude and extent of 
functional deactivation in the brain. The electrophysiological experiment suggests this 
failed inhibition results from an inability in older adults to segregate incoming stimuli 
and maintain separate processing streams. 
iv 
 
 
 
 
 
 
 
 
 
 
 
Dedicated to my grandparents: 
 Vincent and Ann Riggio  
Carl and Louis Gordon 
 
 
 
v 
 
ACKNOWLEDGMENTS 
 
 I would not have completed my doctorate without the support of many people. 
The foremost of these are my family members. My parents, sister, cousins, aunts and 
uncles have provided unconditional support and encouragement. From a young age both 
sides of my family instilled in me a sense of wonderment about science, education, and 
the world around me. No words can fully express the influence these individuals have 
had on my life. I would have never succeeded in academia without this foundation.  
 I am grateful my advisors, Monica Fabiani and Gabriele Gratton, for picking up 
where my family left off. Under their tutelage I have become a member of a scientific 
family. What I have learned from them will continue to guide my research and career 
more than I will probably ever realize. I would also like to extend my thanks to all of the 
members of my dissertation committee: Lynn Hasher, Art Kramer, and Greg Miller. Each 
has provided me with advice and understanding that has improved the quality of my 
thesis as well as my own personal ability as a researcher.  
 My graduate experience would not have been the same without those that I shared 
my time with. Lab alumni Jeff Sable, Emily Wee, Eunsam Shin, Elena Rykhlevskaia, 
Chris Whalen, and especially Carrie Brumback-Peltz and Echo Leaver helped turn the lab 
into my home when I arrived. Likewise former staffers Tom Rowley, Lupe Arroyo, 
Yukie Lee, Jayme Jones, Megan Barre-Romine, Brian Martinez, and Jonathan Kimnach 
can never be thanked enough for the thousand and one tasks they helped with. I would 
have never survived the start of graduate school without these invaluable individuals. 
Current lab members Kathy Low, Ed Maclin, Nils Schneider-Garces, Nate Parks, Kyle 
vi 
 
Mathewson, and Tanya Stanley have continued to share the day-to-day frustrations and 
excitements of research.  
 My friends at the university make graduation a bittersweet event. The roster of 
people in my life over the last several years has been varied but fun. Playing midweek 
basketball and evening flag football added a level of camaraderie and companionship that 
came with an easy that will not be easy to replicate. Friday night volleyball games were 
always a highlight of my week that brought together an eclectic and amazing group of 
people. I hope to maintain the friendships that arose from these activities for the years to 
come. There are too many of you to name, but each of you helped me in your own way. 
Finally I can't thank Chun-Yu Tse, Michelle Voss, and Alisha Janssen. Michelle and 
Chun-Yu both provided invaluable resources when researching and analyzing my data. 
They were great sounding boards and guides that have helped me to come into my own as 
a researcher. As my lab and office mate, Chun-Yu improved my work with every 
conversation we had. Alisha was the best honors student I could have asked for. My 
thesis would not have been completed without her tireless work. Her enthusiasm and 
spirit helped to make the long hours go by. 
vii 
 
TABLE OF CONTENTS 
 
 
CHAPTER 1: GENERAL INTRODUCTION....................................................................1 
CHAPTER 2: MODULATION OF NETWORKS BY AGE AND LOAD……………..19 
CHAPTER 3: INHIBITION AND INCIDENTAL MEMORY.......................................56 
CHAPTER 4: GENERAL DISCUSSION.........................................................................90 
TABLES............................................................................................................................95 
FIGURES.........................................................................................................................108 
REFERENCES................................................................................................................127 
APPENDIX A: SUPPLEMENTAL FIGURES ..............................................................147 
APPENDIX B: NAME AND NOUN STIMULI.............................................................151 
APPENDIX C: STEM PRESENTATION ORDER………............................................153
1 
 
CHAPTER 1 
GENERAL INTRODUCTION 
 
 From the coverage on the news, our country stands on the border of an economic 
crisis. Members from both sides of the aisle decry the rising health care costs. The 
financial burdens of medical care strike all age ranges. However, this distribution is 
heavily skewed towards those in the later years of their life.  
 Older adults face the potential perfect storm of physiological and psychological 
deterioration that can heavily impact ability to perform everyday tasks. Within the public 
debate, much focus has been on severe physiological impairments such as cardiovascular 
disease, cancer, and diabetes. Less attention has been paid to less dramatic chronic 
ailments like osteoporosis, arthritis, and dementia. While there is a large amount of work 
on dementia, it is often conceptualized from the genetic and biochemical perspective and 
less from the cognitive side. This one-sided depiction of aging limits how society views 
the aging process.  
 On average, with increasing age comes a decline in mental faculties. In a seminal 
study in 1996, Park and colleagues took a cross-sectional sample of individuals with ages 
ranging from their early 20’s into their 90’s. Subjects were given extensive 
neuropsychological testing across multiple intellectual domains. This work and its 
expansions (Park and Gutchess, 2000) found ubiquitous declines in processing speed, 
working memory, reading span, mental fluidity, and other areas of thought. This 
relatively bleak picture was offset by two factors. The first is that crystallized knowledge 
and verbal ability were two areas that actually increased with age. The second is that the 
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variability within the population also increased with age. This means, that although many 
of the subjects had pronounced cognitive impairment, this was not true for all individuals.   
 The differences between older and younger adults are most evident when tasks 
require an increased level of cognitive control, such as switching between two tasks (e.g., 
Fabiani & Friedman, 1995; Kramer et al., 1999), ignoring distractors (e.g., Connelly, 
Hasher, & Zacks, 1991), and dealing with stimulus conflict (e.g., West and Alain, 2000; 
Gratton et al., 2009).  Behavioral and neuroimaging research has found numerous age 
differences in domains of working memory and cognitive control (for review see Cabeza, 
2000). These differences included decreased accuracy and increased latency in the older 
adults as well as more bilateral (Grady et al., 1995; Reuter-Lorenz et at 2000) or 
sometimes unilateral activity associated with better performance (Colcombe et al., 2003). 
The link between aging and executive processing helps to expose a somewhat 
false dichotomy between examining biological vs. psychological constructs. Although 
details and mechanisms are still heavily debated, it is clear that the prefrontal cortex is 
associated with working memory processes and executive control. Individuals with 
lesions to this area exhibit problems similar to older adults in cognitive decline (Chao & 
Knight, 1996; 1997). In fact numerous studies have linked reductions in grey matter and 
white matter volumes to cognitive aging (Raz et al., 1993; 1998; 2000), preferentially in 
areas of the prefrontal cortex (Colcombe et al., 2003; 2006; Gordon et al., 2008; 
Gunning-Dixon & Raz, 2003; O’Sullivan et al., 2001; West, 1996).  
The importance of prefrontal tissue is further expanded by looking within the 
older adult population. Head and colleagues (2002) used manual tracing to estimate tissue 
volumes in frontal regions. Across the population there was a negative correlation of age 
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and volume of the prefrontal cortex. Within the older population, those that had larger 
amounts of preserved tissue had the best performance on working memory tasks. This 
work suggests that tissue decline is an ongoing process that occurs throughout the 
lifespan. 
Numerous studies have explored associations between structural and behavioral 
changes in older adults. Thus, it is well supported that there is a linkage between the 
phenomenon of cognitive and structural aging.  Initially the term “cognitive aging” seems 
to serve as a useful catchall descriptor for psychological changes throughout the lifespan. 
A review of the literature reveals that this is not truly the case. The phenomenological 
descriptor “cognitive aging” represents a cluster of impairments typically seen with 
aging. The underlying mechanistic alterations that represent these behavioral changes are 
a point that bears further consideration.  
 
The Four Horsemen of Aging 
 Within the greater fields of psychology, gerontology, medicine, and neuroscience 
are four interrelated theories of age-related decline. Though often conceptualized as four 
distinct models, in practice there is a great deal of potential overlap between the ideas. 
The four are generally presented as theories focusing on decreased working memory 
capacity (Craik & Byrd, 1982), reduced speed of processing (Salthouse, 1996; 2000), 
decreased sensory and cognitive functioning (Baltes & Lindenberger, 1994; 1997), and 
impaired inhibitory processing (Hasher & Zacks, 1988).  
 Anecdotal and self-report evidence from older adults suggests that individuals 
lose some level of functioning as they age. Craik and Byrd (1982) formulized this 
4 
 
widespread societal idea into a psychological framework. They suggested that as one 
ages, the available resources to perform a given task decrease. The reduction of this 
attentional pool underlies many of the age-related declines seen on behavioral tests. They 
postulate that age differences are most extreme depending on environmental support on 
the given task. Within this theory lies the notion that impairment is mediated by 
contextual demands as well as individual variability in potential resources (Craik, Byrd & 
Swanson, 1987).  
 Concurrent with Craik and colleagues' work was the formulization of the concept 
of working memory (Baddeley, 1992; Baddeley & Hitch, 1974; Baddeley & Hitch, 
1994). Working memory was proposed as finite resources used to store and manipulate 
information. It was divided into a central executive system and two passive slave 
systems; one for the visual and one for the auditory system. Here working memory is 
viewed as an operational definition of Craik’s attentional component. It is this attentional 
component that is being reduced by aging and leads to performance impairment (Cowan, 
2001; Cowan et al., 2005; Unsworth & Engle, 2008; Gilchrist et al. 2008). 
 The notion of reduced working memory or attentional resources is pervasive 
throughout psychology. Much of today’s work deals not with this general notion, but 
rather with what may cause the decline. One of the most influential theories deals with 
the speed of information processing (Salthouse, 1991; 1992; 1996; 2000). This theory 
accounts for declines in aging through changes in perceptual processing. It postulates that 
one part of the problem stems from a “limited time mechanism.” In this case cognitive 
performance is degraded when relevant operations cannot be successfully executed in the 
required time frame. The second problem deals with the “simultaneity mechanism” where 
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processing is slowed by the inability to access products of earlier processing when later 
stages are completed.  
 The notion of general slowing is a striking and powerful one. Declines across 
various measures of speed and attentional processing share considerable amounts of age-
related variance. This suggests a common factor affecting all measures. Additionally, 
many age differences are reduced or eliminated once perceptual slowing is accounted for. 
For example, Salthouse (1992) had his participants run through two perceptual-speed 
tasks (digit-symbol and digit-digit) and two working memory tasks (reading span and 
computation span). The slowing in the perceptual task attenuated the differences in the 
working memory task. In this model it is not some abstract notion of working memory 
per se that declines. Instead the assembly line of information processing is disrupted by 
changes in perception. This jumbling inefficiency permeates all aspects of cognition and 
reduces Craik and Byrd's attentional pool.  
 Salthouse’s model of perceptual processing capitalized on the fact that there is a 
large degree of shared variance across numerous mental tasks. Others have examined this 
overlap not in terms of speeded processing, but rather a degradation of sensory 
processing (Baltes & Lindenberger, 1994; 1997). Baltes and Lindenberger looked at the 
link between sensory function and intelligence. They measured intelligence through a 
battery of tests covering five domains: speed, reasoning, memory, knowledge, and 
fluency. They found that variation in sensory acuity accounted for almost half of the total 
variability in the sample and almost all of the age related variance.  
 A reduction in sensory ability would lead to a host of problems for older adults. 
Degraded input from the world would require a larger effort or amount of the attention 
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pool to be processed to the same degree as unimpaired information. Further this impaired 
sensory information would lead to slower or inaccurate access to information in the 
model proposed by Salthouse. Additionally a loss of sensitivity in the sensory domains 
may lead to loss of specialization of neuronal processing. This has found support in 
neuroimaging work showing more widespread distribution of sensory activations in older 
adults which remains localized in younger adults.  
 The final prominent theory focuses on working memory impairment as a function 
of failed inhibition. Hasher and Zacks (1988; see also Hasher, Lustig, & Zacks, 2007) 
required their older and younger participants to read ambiguous stories. The participants 
were then required to infer potential conclusions of the stories at the middle or end of the 
story. Rather than have a reduced attentional capacity, they found that older adults 
maintained several competing story outcomes longer than their younger counterparts. The 
authors inferred that older adults had problems inhibiting information that became 
irrelevant in the context of the story. This suggests that it is not the overall amount of 
resources that declines, but rather the utilization of these resources.  
 In an expansion of this work (Hasher et al., 1991), measures of negative priming 
were used to measure inhibitory control. Negative priming refers to the phenomenon that, 
when individuals respond to previously ignored trials, they are slower to respond than to 
control trials. This is thought to be due to still ongoing inhibitory processes. Older adults 
showed less of an effect of negative priming, suggesting reduced inhibitory mechanisms 
(Hasher et al., 1991; Carlson et al., 1995; Vergehen & Meersman, 1998). Similar effects 
of distraction and inhibitory failure have been demonstrated to be robust across multiple 
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domains (Alain & Woods, 1999; Alain, Ogawa & Woods, 1996; Rabbitt, 1965; Vergehen 
& Meersman, 1998).  
Inhibitory failures have been observed across sensory modalities and different 
experimental designs. Nonetheless, these impairments are not completely ubiquitous 
across all task conditions. Lustig and colleagues (2006) compared old and younger adults 
on high and low distraction versions of classic speeded tasks (letter comparison, pattern 
comparison, and digit symbol tasks). They found that the reduction in interference 
improved performance within the older group but not within the younger group. This 
result suggested that the old, but not the young, have problems limiting their attention to 
task-relevant stimuli. In a similar vein, an encoding load (single or multiple letters) and 
delay load (uninterrupted or interrupted with distractors) were manipulated for older and 
younger adults (Gazzaley et al., 2007). An age-related impairment was only seen with the 
combination of higher loads and distraction.  
Recently, Van Gerven and colleagues (2007) explicitly argued this position. They 
found that processing speed predicted performance in both a passive verbal learning test 
and a self-paced Auditory Serial Addition Task. Measures of inhibitory control only 
predicted performance in the more active task, but were just as predicted as measures of 
speeded-processing. Taken together, these results suggest that the failure of inhibitory 
mechanisms should only manifest behavioral problems after crossing a threshold of 
difficulty for an individual.  
 The inhibitory hypothesis interprets “inhibition” in three ways: access, which 
keeps recent material activated but keeps irrelevant out, deletion, which removes 
information that becomes irrelevant, and restraint, which prevents things from moving 
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further into cognition (Hasher, Zacks & May, 1999). This broader use of the measure 
allows for a partial reconciliation with both the speed of processing and sensory 
degradation theories of aging. 
As discussed, these bodies of literature share core ideas; in essence a reduction in 
functional specificity. As inhibitory control breaks down, this is exactly what would 
occur. Perceptual filters would break down, leading to similar processing across different 
sensory stimuli. Older adults do show more spread out activity across electrode sites in 
electrophysiological studies and fail to habituate to stimuli as they continually orient to 
them (Fabiani, & Friedman, 1995; Fabiani, Friedman, & Cheng,1998; McDowd & Filion, 
1992).This flood of unfiltered stimuli, coupled with failure to remove irrelevant 
information, would then overwhelm the various stages of the speed of processing model.  
 Conversely, problems with inhibition could stem from failures at lower levels. 
Decline of unique sensory processing would overly tax attentional filters, leading to 
inhibitory failure. In a similar manner, slowly or partially processed information from 
lower levels could hinder or block efficient processing at higher levels. Irrelevant or 
partial information would reduce the ability of an individual to regulate what should be 
admitted into working memory or be removed. All of these scenarios result in a reduced 
working memory capacity and a lowered ability for older adults to handle a changing and 
difficult world (Rush, Barch & Braver, 2006).  
 Impairments in inhibitory processing do not necessarily mean that this is the sole 
cause of mental declines in behavioral performance. In a series of experiments using 
delayed recall of scenes and faces, Gazzaley and colleagues (2008) examined both 
inhibition and enhancement in younger and older participants. The experimental design 
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was constructed so that participants viewed similar face and scene stimuli under three 
conditions: remember faces and ignore scenes, remember sciences and ignore faces, and 
passive view. Each condition had the same basic design, with each trial consisting of two 
faces and two scenes presented in a random order. A nine second delay interval would 
occur which was then followed by either a recognition trial (for remember faces or 
scenes) or a button press corresponding to a directional arrow (for passive view). The 
formation of these three conditions with identical visual stimuli but differential internal 
motivations allows for a facilitation comparison (pay attention vs. passive view) as well 
as an inhibitory one (ignore vs. passive view).  
  Electrophysiological measures, amplitudes of event related potentials as well as 
power measures, indicated that both groups were able to facilitate processing of "to be 
remembered" items (scenes or faces). Only the young were able to inhibit processing of 
to-be-forgotten stimuli. This effect was predominantly localized to early stages of visual 
memory performance, providing a link between the speed of processing and inhibitory 
control theories (see also Lindsay & Jacoby, 1994; Jacoby et al 2003; for other examples 
comparing facilitation and interference). 
 The idea of simultaneous facilitatory as well as inhibitory mechanisms creates a 
useful framework with which to approach the cognitive aging literature. Impairment in 
only one of these processes may be overcome by an up-regulation of the other. This 
would explain the ability for older adults to perform successfully at low cognitive 
demands, with impairments only emerging when demands overwhelms both systems. 
Impaired inhibitory control may contribute to mental decline, but only in combination 
with other factors such as poor environmental support or high cognitive loads.   
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Aging and Electrophysiological Measures 
 Behavioral measures provide a metric with which to examine age-related 
differences in cognitive performance. Well thought out behavioral paradigms are at the 
base of any well done psychological experiment. The use of imaging techniques such as 
event related potentials (ERPs) provides additional metrics with which it is possible to 
approach psychological constructs. In particular it allows for the examination of 
differential properties between groups or conditions when no overt response is even 
needed.  This allows for the investigation of potential mechanisms.  
 An excellent example of electrophysiological measures imparting information 
otherwise hidden in purely behavioral measures comes from work done by Fabiani and 
Friedman (1995). The researchers had participants perform a novelty oddball task while 
measuring ERPs. In the standard auditory oddball subjects were responsible for 
responding to a rare tone (either a 350 or 500 Hz) by making a button press. Subjects 
were given one practice block of 25 trials (22 frequent and 3 rare) and then four blocks of 
50 trials (44 frequent and 6 rare). An additional eight blocks of a novelty oddball were 
performed where the task remained the same but additional rare novel sounds were also 
included in the block. (38 frequents, 6 targets, and 6 novels). After a filler visual oddball, 
subjects were given an incidental sound recognition test.  
 Behavioral measures indicated that older adults were actually significantly faster 
at detecting targets than younger adults. In terms of accuracy, the old performed worse on 
the surprise recognition test than the young. Although the reaction time difference is in 
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the opposite direction usually seen, these behavioral results are only a small portion of 
the data gleaned from this experiment. 
 The analysis of the ERP data provides a rather striking difference between the two 
populations that is only hinted at from behavioral measures. An examination of the P300 
or P3, a positive going component peaking between 300-600 ms post stimulus, was most 
crucial for this experiment. The P3 is often thought to index context updating and 
resource mobilization (Donchin, 1981; Fabiani, Karis, & Donchin, 1985). The P3 to 
novel items is located frontally maximum, even in younger adults. During the practice 
session of the auditory oddball, the young showed a frontal maximum distribution of the 
P3 to the target tones. This distribution shifted more central and posterior to the target 
tones during the auditory oddball and the novelty oddball tasks. This shift did not occur 
in the older adults; rather they maintained a frontal maximum distribution through the 
experimental phases.   
 The authors interpret this sustained frontal distribution as a sign that older adults 
are unable to maintain templates needed for target matching. A related but somewhat 
alternate interpretation is that the old are unable to suppress the processing associated 
with novel stimuli, which in turn affect the creation of any sort of stable template. Such 
impairment would be expected if in fact inhibitory control declines with age. In fact the 
authors go on in a later experiment to link the distribution of the P3 to performance on 
neuropsychological tests (Fabiani, Friedman & Cheng, 1998). In this work, those with 
more frontal P3's, and reduced inhibitory control, perform worse on a host of behavioral 
tests linked to executive control.  
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 Neuronal measures provide additional insight into the behavioral paradigm. They 
provide information that is unavailable to pure behavioral testing and begin to illustrate 
potential mechanism of age-related changes. In the second study a greater understanding 
of aging was obtained without the subjects making any overt response. No technique can 
overcome a poorly designed experiment. That said, brain imaging techniques can often 
provide knowledge to enhance behavioral studies or open up previously unavailable 
questions for testing. 
 
Bilateral Recruitment 
 The rise of more spatially sensitive structural brain imaging methods allowed for 
a greater integration of data from brain-lesioned patients to shape our understanding of 
the mind. The similar behavioral performance seen in populations of older adults and 
patients with prefrontal cortex lesions (Chao & Knight, 1996; 1997) places an increased 
emphasis on the location of biological changes seen in the brain in old age.  
 Electrophysiological measures provide highly accurately temporal information 
about neuronal processes but are often limited in their ability to resolve spatial location, 
although this is not always the case.  The advent of positron emission tomography (PET) 
and functional magnetic resonance imaging (fMRI) over the last two decades has added 
powerful tools to the cognitive aging literature. These methods take the structural 
importance suggested by patient work and carry it over to normal populations. For 
example, older adults often demonstrate abnormal prefrontal activity compared to their 
younger counterparts (Rypma & D’Esposito, 2000; Rypma et al., 2001).  
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 Comparing the functional activation maps of older and younger adults provides a 
distinctive pattern that extends beyond the prefrontal cortex. Grady and colleagues (1995) 
compared old and young adults on a face and place matching task using PET. They found 
increased frontal activity but reduced occipital activity in the older adults. Grady and 
colleagues suggested that this pattern represented compensation for the failure to properly 
recruit visual areas during encoding.  The recruitment of these additional brain areas 
allows the older adults to perform at the same level of accuracy but with slower reaction 
times than young. 
 In another study involving face processing (Grady et al., 1998), task difficulty 
was manipulated by increasing the delay between encoding and retrieval. With more 
delay, younger adults had an increase in right prefrontal activity that was absent in older 
subjects. However, the old showed increased activity in left prefrontal regions that was 
interpreted as a mechanism to compensate for reduced right prefrontal performance. 
Similar patterns of age-related decreases in local activity were similarly interpreted as a 
marker of less efficient processing by the old, with the increases being potential 
functional compensation (Cabeza et al., 1997).  
 The interpretations of different patterns of functional activations are a large 
conundrum facing scientists throughout the field. Initially the differences were 
conceptualized based upon the general patterns seen across numerous studies where there 
was a reduction in posterior occipital activity and a rise in frontal activity. This view was 
later modified to focus less on an anterior-posterior shift, and more on loss of 
hemispheric specialization.  
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 Reuter-Lorenz and colleagues (2000) used PET to look at verbal (letters) and 
spatial (dot position) encoding. Younger subjects demonstrated left lateralization for the 
verbal task and right lateralized activity for the spatial one. Elderly participants had a 
bilateral pattern for both conditions. This pattern of activity forms the basis of the 
hemispheric asymmetry reduction in old age model (HAROLD, Cabeza, 2001). This 
phenomenon is driven by the rise in bilateral activity in older participants in the 
homologous region of unilateral activity in young. This rise could be due either to 
compensatory mechanisms (Cabeza et al., 2002; Grady et al., 2002; Reuter-Lorenz et al., 
2000) or to reduced inhibition of inappropriate tissue and nonselective recruitment 
(Logan et al., 2002; Colcombe et al., 2005).  
Determining the link between additional areas of brain activation and 
performance is a heavily debated topic.  In an effort to explore this question Cabeza and 
colleagues (2002) looked at activation maps in young, low-performing older adults and 
high-performing older adults during recall and source memory of recently studied words. 
Compared to recall, both the young and the low performing old had similar right 
prefrontal cortex activations. The high-performing old recruited this area as well as its 
homologous left area. This suggests that the additional tissue was used to counteract age-
related neuronal decline. The view that bilateral activation represents recruitment and 
leads to better performance has been supported by other studies (Reuter-Lorenz et al., 
2000; Rosen et al., 2002; Grady et al., 2002; Gratton et al., 2009).  
Other researchers have found completely opposite results where bilateral 
activation in older adults is actually associated with decreased task performance (Logan 
et al., 2002; Nielson et al., 2002; Colcombe et al., 2003).  Using an Eriksen flanker task, 
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Colcombe et al. (2005) compared individuals with higher and lower cardiopulmonary 
fitness. The high-fit older adults outperformed low-fit older adults and showed a 
unilateral activity pattern most similar to the young. The low-fit older adults, who 
actually had the lowest performance, had a bilateral pattern of activation. These results 
would argue against the compensation idea and in favor of bilateralism reflecting a loss 
of functional specialization or impaired inhibitory control.  
The correct interpretation of the data draws upon both ideas. The recruitment of 
bilateral tissue may be beneficial for task performance. However, this recruitment may be 
needed because of a compromise occurring in an otherwise normally functioning system. 
Thus, in some cases the individuals who are exhibiting bilateral activity are more 
impaired than their peers and need this additional recruitment. The recruitment may be 
beneficial to these individuals but does not overcome the general impairment. In this case 
the bilateral activity would be linked to poorer performance.  
In cases where all individuals are in need of additional resources, the extent to 
which bilateral areas are recruited may be positively predictive of task performance. It is 
theorized that older individuals, especially low-performing old, would need to engage 
these additional resources at a lower level of task demand. Although this extra 
recruitment may be initially compensatory, at higher loads no additional resources would 
be available for recruitment and performance would suffer. This model has been referred 
to as the compensation-related utilization of neural circuits hypothesis (CRUNCH, 
Reuter-Lorenz & Cappell, 2008). In fact it has been shown that once subjective levels of 
task demand are accounted for, older and younger adults show similar patterns of brain 
activation (Schneider-Garces et al., 2009). 
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In this way it is possible to view recruitment along a continuum. Low performing 
individuals may need to recruit additional brain areas at low levels of cognitive demand. 
As tasks become harder the higher performing individuals need to recruit additional 
tissue a well. At even higher loads it becomes possible to induce bilateral activation even 
in younger adults. At these higher loads the low performers’ systems may be 
overwhelmed and fall back into lateralized brain activity, or at least reduced bilateral 
activation compared to the higher performing individuals. In other words, depending 
upon where you observe along this trajectory, the bilateral recruitment could be related to 
worse or better performance, and therefore it is not possible to draw conclusions unless 
multiple points on this curve are obtained for each individual.  
 
Problems with Uni-directional Thinking 
 The argument for some variation of a compensation model has become dominant 
in recent literature. This model is not perfect and has several flaws. Just describing 
patterns of brain activity does not necessarily provide any more information as to what 
the underlying problem driving age related decline is. The initial theories proposed 
without the benefit of PET and fMRI still provide multiple frameworks from which to 
interpret the data.  
 The interpretation of age-related changes in brain activity is further complicated 
by the fact that the vast majority of studies are looking only at areas that are more active 
in older or younger participants.  Failure of inhibitory mechanisms could be reflected in a 
need for further top-down control and thus the addition of these prefrontal areas. 
Alternatively, failed inhibition may manifest as reduced deactivation of whole-brain 
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networks. Looking for only one direction of change limits the interpretability of what is 
going on from a system-wide perspective. It is not just the selection of relevant 
information that is important, but also the inhibition of irrelevant items and mental 
processes. It is this combination that creates the focus of attention (Cowan, 1988).  
 The study of task-related deactivations has been sorely neglected for much of the 
last two decades.  At the very beginning of the rise of PET and fMRI, experimenters 
compared their experimental manipulations to a baseline period that consisted of a visual 
fixation or a period with closed eyes. Researchers would then look at what areas of the 
brain showed increased brain activity associated with performance of a given task. Areas 
that showed decreases were ignored or treated as uninterpretable artifacts. In what is now 
a classic study within the field, Shulman et al. (1997) did a meta-analysis of a series of 
PET studies. They found a consistent pattern of task-related deactivation across studies 
regardless of type of task. This distinctive pattern became known as the default network 
(Gusnard & Raichle, 2001; Raichle et al., 2001), as it was initially considered to represent 
the pattern of brain activity in the resting brain.  
 In many ways the down-regulation of these areas is as potentially important as the 
up-regulation of task-related areas. To limit analyses by only looking at increases 
removes the ability to interpret systematic changes in brain activity in a holistic manner. 
A goal of the fire experiment described here is to address this problem by examining the 
effects of age and task difficulty on task-related deactivations in the default network as 
well as modulation of task-related activations.  
 A second broad question asked by these studies is how to interpret age-related 
changes. Usually differences between young and old are viewed in a negative light. 
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However, the changes occurring throughout the lifespan may actually represent adaptive 
changes that have beneficial as well as negative consequences. In particular, older adults’ 
ability to retain more of the “big picture” rather than have a narrow attentional focus may 
be beneficial under certain circumstances (Healey, Campbell & Hasher, 2008), although 
clearly problematic in others. The second experiment presented here draws its motivation 
and framework from this question.  
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CHAPTER 2 
MODULATION OF NETWORKS BY AGE AND LOAD 
 
Introduction 
 Chapter 1 focused on theories of cognitive aging, with particular emphasis on 
inhibitory control. Work with aging populations reveals spatial differences that are 
suggested to reflect loss of inhibitory performance in older adults; whether that is due to 
diminished sensory gating, attentional focus, or problems with resource allocation is not 
always clear. When interpreting neuroimaging work, it is possible to think in terms of 
functional networks. The majority of the literature looks at increases in the task-positive 
networks.  Changes in these networks are often interpreted as the expression of 
compensatory mechanisms to offset declines in neural functioning. However, age-related 
increases in blood flow only depict half of the ongoing fluctuations in the brain. 
Examining brains areas that traditionally decrease during tasks may help to better explain 
cognitive aging. 
 This chapter will review work that focuses on brain areas whose activity 
decreases during engagement of a task. It is proposed here that some of the inhibitory 
failures seen with advancing age are directly related to the regulation and management of 
these areas. A careful examination of the rather ambiguous notion of a “default network” 
is needed to provide support for this theory.  
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History of the Default Network 
 Initial PET and fMRI studies were designed in a very simple fashion. Temporal 
periods of passive rest, maybe with a fixation present, were alternated with blocks where 
a task would be performed. A simple subtraction would be done removing any baseline 
processes in the rest interval from the blood flow during task. Researchers would then 
look at what areas of the brain had increased blood flow, called activations, in task 
compared to baseline. This approach was an assumption that had been discarded from 
pure cognitive research but reemerged with the rise of neuroimaging. 
 As the analysis of data became more advanced, the bias remained to view the 
resting state as almost a “null” condition. This idea was founded on the premise of pure 
insertion, which assumes that in the transition from rest to task something has been added 
and nothing removed. Under this premise, there should be additional areas of activation 
but no reductions in activation. In actuality, research found both areas that became 
activated during a task and those that became deactivated. These deactivations were 
largely ignored across the field.  This changed with the publication of two papers 
systematically looking at areas that showed deactivations with the onset of a task 
(Mazoyer et al., 2001; Shulman et al. 1997b).  
 In what has become a landmark study, Shulman and colleagues (1997a; 1997b) 
reanalyzed nine PET studies. They found consistent areas of blood flow increase only in 
the visual system. This is unsurprising, as all the studies focus on some aspects of visual 
processing. Motor-related responses were found in those studies that required some sort 
of overt motor response. Thus, the results from this half of the reanalysis seemed to 
strongly support the theory behind pure insertion and therefore the subtraction logic. The 
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surprising results were the analysis of the common deactivations. Across all of the studies 
a similar pattern of deactivation was seen in the medial prefrontal cortex, posterior 
cingulate, bilateral medial temporal cortex, and bilateral parietal cortex. These results 
were subsequently confirmed by meta-analyses (Binder et al., 1999; Mazoyer et al, 
2001).  
 These results challenged the theory that the baseline was a virtual blank slate of 
mental inactivity. The consistent pattern of deactivations suggested the potential for an 
underlying brain network. This hitherto unknown functional collection was explored in a 
series of reviews by Raichle and colleagues (Raichle et al., 2001; Gusnard and Raichle, 
2001). They proposed the name of “default mode” of brain function because these 
regions represented the presence of a continuously activated network in the resting state 
that is attenuated when resources are temporarily reallocated during task performance 
(Raichle et al., 2001).  
 From its very beginning the idea of a default mode was met with uncertainty and 
doubt. It has been argued that the decreases seen during a task are due to activation of a 
network during rest that is suspended during task performance (Martin, 1999; Stark & 
Squire, 2001). This is contrary to work showing that the default network is no more 
metabolically active during rest than other networks; rather there is an active inhibition of 
the default mode regions during task (Gusnard, & Raichle, 2001).   Others have proposed 
that the signal is a different sort of artifact and that it is not neuronal at all but a 
manifestation of unrelated blood flow (Birn et al., 2006).  Still other researchers take 
issue not with the data, but rather with the conceptualization of there being any real 
baseline (Morcom & Fletcher, 2007).  The interpretation of the default mode is 
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contentious and ever-changing but also highly relevant within the context of 
neuroimaging (for reviews see Raichle & Snyder, 2007, Buckner & Vincent, 2007; 
Buckner et al., 2008).  
 
Defining the Default Network 
The definition of what constitutes the default network has expanded over the last 
decade. Many early studies defined the default network as any areas that showed task-
related deactivations in a simple blocked design subtraction (Shulman et al., 1997; Binder 
et al., 1999; Mazoyer et al, 2001; Lustig et al., 2003; Greicius and Menon, 2004). Work 
expanded to show that the distinctive default mode pattern was present in both blocked 
and event-related designs (McKiernan et al., 2003). Additionally the nomenclature has 
even changed with deactivations being referred to as task-negative areas, and with those 
increasing with onset of task being called task-positive (Greicius & Menon, 2004).  
Biaswal and colleagues (1995) demonstrated that it was possible to use low-
frequency oscillations in fMRI data to isolate brain networks during a resting state. This 
technique involved selecting a seed voxel from the functional volume. The fluctuations of 
intensity over time at this voxel were then correlated with all others in the brain. In this 
way it was possible to find which other voxels covaried in a similar fashion. Such 
techniques were used with great success to define the default network using seeds in the 
hippocampus (Vincent et al., 2006), precuneus (Greicius et al., 2003; Fox et al., 2005; 
Fransson, 2005), and ventral anterior cingulate (Greicius et al., 2003; for a review on 
spontaneous fluctuations see Fox & Raichle, 2007).  
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The examination of these low-frequency oscillations increased support for the 
view that the default mode really represented a coherent network and not simply an 
artifact of subtraction. These studies use a more data-driven approach to the topic than 
subtraction methods, but they introduce the subjectivity of seed selection. Independent 
component analysis (ICA; Bell & Sejnowski, 1995; Comon, 1994) is another data-driven 
approach that removes this level of top-down influence upon the results. With ICA it is 
possible to identify a host of networks present in the resting state data that include not 
only the default network but also visual pathways, executive control circuits, motor 
networks and others (Beckmann et al., 2005; Damoiseaux et al., 2006; Smith et al., 
2009).  This method is robust enough that it has demonstrated the ability to isolate similar 
functional networks in both resting state data and during task performance (Smith et al., 
2009).  
The pattern that emerges across all of this work, including anticorrelations with 
task, seed correlations, and ICA, is robust and striking. Resting state networks, including 
the default, are seen during sleep (Fukunaga et al., 2006) and even under anesthesia 
(Vincent et al., 2007). These functional links have been further strengthened by research 
highlighting the structural connections between regions that are hallmarks of the default 
mode (Greicius et al., 2009; Teipel et al., 2000).  
 
Interpretations of the Default Network 
 The strong base of literature defining the spatial pattern of the default network 
does not necessarily bring the field closer to understanding what it represents. At its 
initial inception, the network was cursorily suggested to be related to monitoring the 
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external environment (Raichle et al., 2001). This view of the default mode is still 
supported by some researches in the field. Others do not think the default mode network 
itself is tuned to external events, but instead that the default mode areas monitor internal 
attention, while the anti-correlated network focuses on external events (Fransson, 2005).  
 Gilbert and colleagues (2006) correlated the signal in "default" areas with ongoing 
variations in task performance. They argued that, if the default network activity reflected 
mind wandering, then the signal should be highest when performance is lowest. 
However, if these regions contribute towards watchfulness, then they should be highest 
when performance is at its best. They found that higher signal levels in the medial 
prefrontal cortex were associated with faster reaction times on a trial-by-trial basis. 
Similar findings have been seen in other work (Burgess et al., 2003; Small et al., 2003). 
The interpretation of these studies is complicated, as they often only focus on the 
prefrontal component of the default network, whereas other work suggests that it is 
actually the more parietal elements that would be linked to task performance (Otten & 
Rugg, 2001; Daselaar et al., 2004). It is possible that in some circumstances the prefrontal 
areas of the default network are actually recruited while the rest of the network is 
inhibited.  
 To grasp potential interpretations of the default mode, research must be 
incorporated from work not explicitly examining the default mode. A parallel literature 
arose investigating daydreaming or what are sometimes called stimulus-independent 
thoughts (McGuire et al., 1996; Mason et al., 2007; Christoff et al., 2009).  In these 
studies, researchers gather information about how often participants were mind 
wandering. This is done through behavioral probing or manipulating the novelty of a 
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task, with the idea that an overly practiced task leads to more daydreaming. These 
experiments have shown a positive correlation between activity in default areas and 
amount of mind wandering.  
An ancillary body of literature to bolster accounts of mind wandering arises from 
the working memory literature. In the event-related potential literature it is common to 
compare the encoding periods of trials that are later successfully recalled to those that are 
forgotten (Karis et al., 1984; Fabiani et al., 1986).  Otten and Rugg (2001) did a similar 
analysis on fMRI data in an incidental memory task. Subsequently forgotten items 
demonstrated greater activity in regions of the posterior cingulate, inferior and medial 
parietal and dorsolateral prefrontal cortex than subsequently remembered trials. In a 
similar manner Dasellar, Prince, and Cabeza (2004) scanned subjects while they encoded 
semantic associations between words or perceptual associations between fonts and words. 
Again they found increased activity in dorsolateral prefrontal, temporoparietal, and 
posterior midline regions on trials later incorrectly recalled. These two studies suggest 
that when the default network is more active (i.e., more engaged in mind wandering) the 
material at hand receives less attentional focus and is more likely to be forgotten.  
 An alternate, but still somewhat related, interpretation of the default network is 
that it represents areas used for self-referential thinking (Gusnard et al., 2001; Gusnard & 
Raichle, 2001; Svoboda et al., 2006; Bar, 2009; Sheline et al., 2009) or emotional 
processing (Simpson et al., 2000). In one of the earliest studies suggesting this 
interpretation, subjects made self-referential (pleasant vs. unpleasant) and objective 
(indoors vs. outdoors) judgments (Gusnard et al., 2001). The decisions based upon 
internal metrics resulted in greater activity in a pattern of areas similar to typical default 
26 
 
regions. Additionally, investigations into autobiographical memories demonstrate a 
strikingly similar pattern of activity to that of the default mode network (Svoboda et al., 
2006).  
 A final take on the default mode network is that it represents a form of mental 
projection. Buckner and Carroll (2007) had participants remember an event from the past, 
prospect a future event, postulate theory of mind of another perspective of an event, and 
do mental navigation. They found that these manipulations produced activation in very 
similar networks and that these networks had a high degree of overlap with that of early 
default mode work (Shulman et al., 1997; Vincent et al., 2005). They interpreted the 
default network in this case as a form of “mental time travel.” This idea has evolved to 
now represent the notion of mental predictions (Buckner et al., 2008; Bar, 2009). A quote 
summarizing this view simply states “the fundamental function of the [default network] is 
to facilitate flexible self-relevant mental explorations – simulations that provide a means 
to anticipate and evaluate upcoming events before they happen” (Buckner et al., 2008).  
 There is common ground across the various theories. When an individual's mind 
wanders, the topical nature of these mental lapses is not arbitrary. These daydreams are 
exactly the sort of mental time travel proposed by Buckner and colleagues. Additionally, 
these proposed avenues of mental time travel, recall, prospection, and theory-of-mind all 
are self-referential to some degree. This would suggest that at a basic level the different 
interpretations are more semantic variations than fundamental theoretical differences.  
This commonality does erode when each theory is taken at its strictest interpretation. The 
network as a continual prediction machine used to interact with the environment is a 
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fundamentally different view than a collection of areas responsible for internal mental 
imagery. Whether a unified theory can reconcile these differences remains to be seen. 
 
The Default Network and Development 
 The developmental trajectory from birth until old age is a heavily studied field. It 
is natural then that this would expand to include the default mode. Research has 
suggested that at very early ages (<10 years) an individual's default network is 
fragmented, and large-scale connections are not fully formed (Fair et al., 2007). These 
connections gradually form, and more typical patterns of default-mode behavior appear 
by early adolescence (Thomason et al., 2008). Coherence in the network seems to be 
maintained throughout middle age, as no age differences are seen up to what is often 
considered the lower bound of old age (60+ years, Bluhm et al., 2008). Once transitioning 
into old age, individual subjects’ patterns of default network coherence have been shown 
to be relatively stable across an eight year period (Beason Held, Kraut, & Resnick, 2009). 
 Although apparently steady within an individual, older adults do seem to function 
differently from their young counterparts. In one of the first studies of its kind, Lustig and 
colleagues (2003) compared task-related deactivations in young, old without dementia, 
and old in early stages of dementia of the Alzheimer type. Subjects alternated performing 
blocks of an active semantic classification task and of passive fixation. The amount of 
task-related deactivation was significantly reduced with age, but was not further reduced 
by dementia.  
 Changed functional performance in the default mode has been further 
demonstrated in other ways.  Older adults have shown less task induced deactivation 
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(Grady et al., 2006; Persson et al., 2007) as well as reduced inter-regional correlations 
(Andrews-Hanna et al., 2007; Esposito et al.2008; Grady et al., 2009). These changes are 
often negatively associated with task performance (Andrews-Hanna et al., 2007). 
 Within the cognitive aging literature special attention has been paid to dementia 
of the Alzheimer type. Although initial studies did not indicate gross differences between 
healthy and diseased individuals (Lustig et al., 2003), a host of studies since then have 
successfully discriminated these groups based upon their default mode networks 
(Greicius et al., 2004; He et al., 2007; Wang et al., 2007; Castellanos et al., 2008; Uddin 
et al., 2008). It has even been possible to differentiate otherwise healthy carriers 
(heterozygous) of the APOE4 gene from non-carriers (Filippini et al., 2009).  The 
disruption of the default network due to aging and dementia makes it an intriguing 
network to study within the domain of cognitive aging.  
 
Effects of Task Difficulty 
 The default network was initially defined as a collection of areas whose activation 
decreased during performance of a task, when an opposite network, often referred to as 
the task-positive network, was engaged. This dual framework of a task-positive and a 
task-negative network is an example of an idea of resource allocation. In some 
experimental designs, a network is actively recruited; in others it is inhibited. The extent 
to which this modification occurs should be regulated by the engagement of the task. The 
more a subject does self-referencing, emotional engagement, or mental projection, the 
more the default network is active, and its anti-correlated network should be inhibited. 
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The converse is true with the default network becoming deactivated as resources are 
diverted towards increasing demands dealt with by the task-positive network.  
 A way to manipulate resource allocation or increased need of default-network 
inhibition is to vary the task demand. McKiernan and colleagues had participants perform 
an auditory target detection task. They varied the task difficulty across different blocks. 
They found that task-induced deactivation magnitude increased with task difficulty in the 
superior frontal gyrus, precuneus, posterior and anterior cingulate cortex, middle frontal 
gyrus, and posterior parietal occipital areas. These areas fell within previously defined 
maps of the default network (Shulman et al., 1997, Binder et al., 1999, Mazoyer et al., 
2001). An increase in the difficulty level of a task has repeatedly been shown to increase 
the deactivation in the default network (Fransson, 2006; Singh et al., 2008, Esposito et 
al., 2009). There does appear to be a threshold effect, as very low (i.e., basic sensory) 
manipulations do not always reveal this effect (Greicius & Menon, 2004). 
 
 
Age and Working Memory 
 The brain imaging literatures examining the effects of increased load and age are 
relatively discrete bodies of work. Persson and colleagues (2007) had younger and older 
adults perform two versions of a verb generation task that varied in demand for selection 
among competing alternatives. They also had a simple word read condition. These three 
levels of difficulty were contrasted against a baseline of visual fixation. In the read 
condition, the younger and older participants deactivated areas in the default network 
similarly. Both old and young had increased deactivation in the verb generation tasks. 
The young deactivated more for the harder of the two, while the old showed similar 
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levels of deactivation for both levels of the task. Overall the young deactivated more than 
the old. 
 This paper suggests that older adults are impaired to a certain extent at inhibiting 
the default network at higher attentional task demands. If indeed the default network does 
represent some internalized visual processing or daydreaming, failure to properly shut off 
this mechanism would lead to impaired behavioral performance. This would be true 
especially as the cognitive demand increases. This inhibitory failure would conceptually 
fit into the framework proposed by Hasher and Zacks (1988). A failure to shut down the 
default network would lead to simultaneously processing competing streams of 
information. These multiple streams would fill up working memory and reduce its 
capacity. Additionally these multiple data flows could lead to additional inhibitory failure 
at other levels in the system (sensory, executive, etc) due to the increased volume of 
information that needs processing. 
 The current experiment seeks to explicitly test this hypothesis in a systematic 
way. We varied the cognitive load for older and younger adults using a Sternberg 
memory paradigm (Sternberg, 1966, 1969) across five levels of increasing load. With 
increasing cognitive demand we expect a rise in reaction time as well as a decrease in 
task accuracy. This effect should be especially true for the older adults with the potential 
for a disproportionate decrease in accuracy and increase in response time at the higher set 
sizes.  
 Several competing hypotheses arise for predictions as to how the default network 
will be inhibited in each group. Older adults show increased recruitment of task-positive 
areas at lower task demands relative to younger adults (Schneider-Garces et al., 2009). It 
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is postulated that the older adults perceive a greater internal level of difficulty at these 
low loads compared to the young. Due to this higher level of demand they recruit 
additional tissue at these lower levels. This increased difficulty is thought to be due to a 
reduction in working memory ability (see Schneider-Garces et al.). Similarly, the old may 
increase their inhibition of default areas more than younger adults at low levels, as at 
those levels the young may have sufficient resources left to engage in mind wandering or 
mental projection. 
  Alternatively, the perceived increase in task difficulty may be due to a failure to 
inhibit the default network. This failure would allow for mind wandering and other task-
unrelated thoughts to intrude into high task demand situations in the older adults. This 
would lead to a need to apply more top-down effort to perform comparably.  In this case 
the old would show less deactivation and modulation than their younger counterparts 
coupled with an increased recruitment of task-related areas to compensate for this failure.  
 Finally, there may be mixture of the two previous theories. As a group the old 
may show less efficient inhibition of the default network. This can be seen as decreased 
overall magnitude of inhibition or loss of deactivation in areas of the default network 
typically seen in young populations. Although reduced in extent and amplitude, these 
regions may show more of a modulatory effect of task load, as the effective difficulty 
between set size two and six is higher for the older adults than for the younger adults.  
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Methods 
Subjects 
This study was part of a more extended project aimed at examining changes in 
neurovascular coupling as a function of aging and physical fitness. For this reason, the 
older group was larger than the younger group. The original sample included 17 younger 
adults recruited from the University of Illinois student population and 33 older adults 
recruited through ads in local newspapers, campus-wide e-mailings, and postings at area 
gyms, retirement homes, and community centers. Due to problems in data collection 
(either gross distortion of the T1, lack of behavioral data, or significant movement 
artifacts) the current data set contains 14 young subjects (age range=18-27; mean age= 
23.3; female = 6) and 28 old (age range = 65-80; mean age= 70.6; female= 12). A 
malfunction in the recording instruments further compromised the behavioral data of 
three of the younger adults. This reduced the number of younger adults for the behavioral 
analysis to 11 individuals.  
 
Neuropsychological Testing 
 Younger and older adults did not differ in years of education or scores in the 
Vocabulary subtest of the Wechsler Adult Intelligence Scale-Revised (Wechsler, 1981). 
They were significantly different on the modified Mini-Mental Status examination 
(Mayeux, Stern, Rosen, & Leventhal, 1981) and on the O-SPAN (La Pointe & Engle, 
1990). The demographic characteristics of the participants are summarized in TABLE 1.  
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Screening Procedures 
  Subjects from whom data were collected had no previous history of 
psychological problems or head trauma, were not on medications known to affect the 
central nervous system, and had normal or corrected to normal vision. All subjects scored 
within the normal ranges of the Beck Depression Inventory (Beck, Steer, & Brown, 1996) 
and the modified Mini-Mental Status exam (mMMS, Mayeux, Stern, Rosen, & 
Leventhal, 1981). 
 
Memory Paradigm and Procedures 
Experimental Design  
 We used a modified version of Sternberg’s memory search task (Sternberg, 1966), 
with memory set sizes two through six objects (see FIGURE 1). The stimuli were 
uppercase letters (B, D, F, G, H, J, M, R, and T). Corresponding lower case probes were 
used to require a semantic and not a direct visual match (see Bunge et al., 2001). The 
letters were selected due to their differential shapes when presented in upper and lower 
case. Each letter subtended approximately 1.4° of visual angle in the diagonal and was 
presented using a Resonance Technologies goggles system (Resonance Technologies, 
Northridge, CA). Each trial was begun with the presentation of a memory set containing 
from two to six uppercase letters presented simultaneously for 3 seconds. This 
presentation was followed by a maintenance interval of 1 second where only a fixation 
cross was presented on screen. The probe letter was presented for 500 msec and was then 
followed by another fixation period for 1.5 seconds. Subjects were required to indicate 
during the 2 second interval of probe and fixation whether the probe was either new or 
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part of the preceding memory set by pressing a left or right button on a response box 
placed in the corresponding hand.  The response-hand assignments were counterbalanced 
across subjects.  
Each memory set was composed of letters randomly chosen from the specified list 
with the constraint that no identical letters were allowed within the same memory set. 
The probe was present in the memory set on 50% of the trials. Five memory set size 
conditions (2, 3, 4, 5, and 6) were used in a blocked fashion and were presented in either 
ascending (2–6) or descending (6–2) order, counterbalanced across subjects. Each run 
consisted of four blocks with a 20-second fixation period before and after each block. 
There were five total runs, with each run containing only one set size, yielding a total of 
32 trials per memory load.   
 
Data Acquisition and Preprocessing 
  The MRI data were recorded with a Siemens Allegra 3T head-only scanner. The 
fMRI data were recorded with a fast echo-planar protocol (repetition time = 2 sec, echo 
time = 25 msec, flip angle = 80). Thirty-eight slices (3-mm thickness, 3-mm in-plane 
resolution, 0.3-mm gap) were collected interleaved and parallel to the anterior and 
posterior commissures. A high-resolution T1-weighted MPRAGE (192 slices, 1 × 1 × 1 
mm) was also recorded to enable accurate anatomical coregistration. Finally, a fast T2-
weighted image was also collected for coregistering the T2* image used for fMRI with 
the T1 image used for anatomical analysis. The neuroimaging data were preprocessed 
and analyzed using FSL (fMRI Expert Analysis Toll) version 4.1.4 (for an overview see 
Woolrich et al., 2009). Structural images were processed with SUSAN (part of FSL) to 
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improve the signal-to-noise ratio, and BET (part of FSL) was used to perform removal of 
the skull and non-brain tissue. Skull stripping was also applied to the functional volumes. 
In addition, the functional volumes were motion corrected using MCFLIRT, temporally 
filtered with a Gaussian high-pass cutoff of 70 sec, and spatially smoothed with a 6-mm 
FWHM three-dimensional Gaussian kernel. Functional and structural images were 
coregistered and transformed into the Montreal Neurological Institute coordinates before 
group analyses were carried out using FLIRT (Fast Linear Image Registration Tool).  
 
Data Analysis 
 Behavior 
  The reaction time (RT) and accuracy were analyzed with mixed-design ANOVAs 
with one between-subjects factor (Age) and one within-subjects factor (Set Size). For the 
ANOVA, the accuracy data were first transformed using the Fisher logit approximation 
to avoid ceiling effects. Due to the use of a blocked fMRI design, we collapsed across 
probe items requiring yes or no responses for all these analyses. Further, no significant 
differences were found between descending and ascending set size presentation orders, so 
the data were combined for all behavioral and neuroimaging analyses. 
 
fMRI 
 The statistical analysis of fMRI data was carried out using FEAT (fMRI Expert 
Analysis Tool) version 5.98, part of FSL. Each run of blocked data was modeled as a 
boxcar design convolved with a gamma hemodynamic response function. As we are 
interested in the default network, the negative correlations with task were examined as 
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well as the positive correlations. Runs within a subject were combined using a fixed-
effects model. The overall mean across set sizes was calculated along with a linear trend 
(for the active network most activity for set size 6; for the default network the most 
deactivation for set size 6). 
Group level analyses were carried out using FLAME (FMRIB’s Local Analysis of 
Mixed Effects) Stage 1 only (Woolrich, Behrens, Beckmann, Jenkinson, & Smith, 2004; 
Beckmann, Jenkinson, & Smith, 2003). The overall mean and linear effects were 
calculated for the younger and older groups. Contrasts were thresholded using clusters 
determined by Z > 2.3 and a (corrected) cluster significance threshold of p = .05 
(Worsley, Evans, Marrett, & Neelin, 1992).  
A region of interest (ROI) approach was utilized to further determine the effects 
of age and mental load. The published spatial locations of activity across several default 
papers (Shulman et al., 1997; Raichle et al., 2001; Grecius et al., 2003; Buckner and 
Carrol, 2007) were used to select regions of interest from the Harvard-Oxford cortical 
and sub-cortical atlases provided with the FSL software. Eleven regions were selected: 
temporal poles, superior temporal gyrus, medial temporal gyrus (a merger of the anterior 
and posterior ROIs), frontal medial cortex, subcallosal cortex, posterior cingulate cortex, 
precuneus, lingual gyrus, temporal occipital fusiform cortex, planum polare and the 
hippocampus.  These eleven regions were divided into left and right ROIs to yield a total 
of twenty-two masks that were used in the analysis (FIGURE 2). 
A re-analysis of the task-positive network was performed. This network was 
initially analyzed in a previous study (Schneider-Garces et al., 2009). In this case the 
ROIs were replaced with ten regions from the Harvard-Oxford cortical atlas to make it 
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more comparable to the task-negative ROI analysis. The ROIs selected were: the frontal 
pole, insular cortex, superior frontal gyrus, middle frontal gyrus, inferior frontal gyrus, 
superior parietal lobule, lateral occipital complex, paracingulate gyrus, the frontal 
operculum and the occipital pole.  These ten regions were divided into left and right ROIs 
to yield a total of twenty masks (FIGURE 2). 
A utility within the FSL package (FEATQUERY) was used to extract the peak 
statistical voxel within each mask for every subject for each set size. Allowing the point 
to vary among the different loads avoided any potential bias towards a maximal effect in 
any one set size as well as allowing for increased anatomical variability in the older adult 
subjects. Once found, a 3mm, 5mm and 10mm spheres were placed around the peak 
location and an average percent signal change was found for this volume.   
The resulting percentage change data from the 5mm spheres were entered into a 
repeated measures ANOVA testing for significance effects of age, set size, region, and 
hemisphere. Data from sphere sizes of 3mm and 10 mm were also briefly assessed to 
only verify if the values extracted significantly differed from zero.  For the data extracted 
from the 5mm spheres, a significant linear slope was tested separately for older and 
younger adults using a series of t-tests corrected for multiple comparisons.  
A collection of analyses was completed to assess for variability within the data. 
Within each ROI the average distance between individual's peak location in voxel space 
and every other subject in their group (young or old) was calculated. The log of these 
distances was taken and then averaged to provide a value for each person in each region 
for each set size. The value was then averaged across set size to provide a single value 
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per individual per region. This data was entered into an ANOVA with group as a main 
effect and region as repeated measure within group effect.  
To complement the analysis of peak location variability, standard deviation 
measures were taken for each large anatomical region of interest. This value was obtained 
from the whole ROI and not from one of the sphere analyses. These values were 
collapsed across hemisphere and set size to produce one value per person per ROI. As 
with the spread analysis, an ANOVA was conducted with one between-subjects factor, 
Age, and one within-subjects factor, memory load.  
Standard deviations measures from an entire anatomical ROI for each set size 
were computed. These values were averaged across hemisphere and set size. These 
values were then entered into a repeated measure ANOVA examining the effects of age 
and region. 
A final analysis was designed to investigate the extent or spread of functional 
activation or deactivation in the two groups. The mean percent signal change values were 
obtained from spheres varying from 3mm to 13mm placed around the peak locations 
obtained from the whole brain analysis. These values were extracted on unsmoothed data 
rather than spatially smoothed data to avoid any interaction of sphere size and smoothing 
kernel. Dividing subsequent values by the value obtained from 3mm sphere normalized 
the values by the initial amplitudes. This transforms the values of subsequent spheres into 
ratios of activity seen in the first sphere. Any remaining differences between the groups 
should then purely be a function of the sphere size and not be influenced by differences in 
starting point.  
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Results 
Behavioral Results 
 The mean RT and Fisher-corrected accuracy data are presented in FIGURE 3. 
Results from a repeated measures analysis of variance (ANOVA) for RT revealed a main 
effect of set size (F=53.9, degrees of freedom (df)= 4, 144, p <.01) and a main effect of 
age (F=4.3, df= 1, 36, p <.05). This indicates that both older and younger adults were 
slower with increasing memory load and that the old were significantly slower than 
young.  The set size by age interaction was not significant (p <.7), indicating the increase 
in RT due to memory load was not different for younger and older subjects.    
 The accuracy analysis also showed a main effect of set size (F=6.8, df=4,148, 
p<.01),  and age (F=7.6, df=1,37, p<.01) indicating that performance was increasingly 
impaired at higher set sizes for old and younger adults and the older adults were less 
accurate in relation to the young. The interaction approached significant (F=2.21, 
df=4,148, p= .1), with the old showing a disproportionate decline in performance at 
higher loads.   
 
fMRI Results: Whole Brain Analysis 
The mean and linear contrasts for the task-positive network have been presented 
elsewhere (Schneider-Garces et al., 2009) but are reproduced here as well (Figures 4.1, 
4.2, 5.1, and 5.2).  Both groups produced robust activation, with the focus of recruitment 
in prefrontal, parietal and occipital areas. Figures 4.3 and 5.3 illustrates the spatial 
overlap in task-related activation for the two groups 
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For the default mode network overall mean and linear contrasts for each age group are 
presented in FIGURE 6 and 7. The younger adults showed a number of areas that were 
negatively associated with task. Foci of deactivation were located in areas of medial 
prefrontal cortex, subcallosal cortex, precuneus, posterior cingulate cortex, lingual gyrus, 
parahippocampal gyrus, and bilateral parietal cortex. These brain regions are 
representative of areas previously defined as belonging to the default network (Shulman 
et al., 1997, Raichle et al., 2001, Beckman et al., 2005, Smith et al., 2009). Older adults 
showed a more limited pattern of deactivation localized to medial prefrontal cortex, 
posterior cingulated cortex, and precuneus.   
To examine load effects, a linear trend was modeled with an expected increase in 
deactivation going from set size 2 to set size 6. Significant linear effects were found for 
the younger adults in the medial temporal lobe, parasylvian fissure, and parietal cortex. 
Older adults showed no areas of significant linear effects in a whole brain analysis with 
cluster correction applied.  
Maps are provided showing mean patterns of deactivation with a reduced 
threshold, minimum level of significance, z=1. This was done to assess if the differences 
between younger and older adults were best described as a quantitative or qualitative 
change (FIGURE 6.3). This comparison reveals sub-threshold areas of deactivation in the 
middle frontal and bilateral parietal areas for older adults which were previously unseen, 
but found in the younger adults. This suggests that the old are inhibiting the same areas, 
but to a reduced degree. An inspection of the linear maps reveals a similar pattern. For 
the young the linear modulation is significant in the areas shown in FIGURE 7, but the 
reduced threshold maps suggest that most of the areas that are significantly deactivated 
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possess some level of linear modulation. The older adults also demonstrate areas of linear 
change using this very liberal criterion.   
 
fMRI Results: ROI Analysis 
Percent Change 
The differences between the high and low thresholded maps led to the ROI 
analysis described above. Results from both networks are presented here; the ROIs used 
are taken from the Harvard-Oxford atlas set rather than from Brodmann areas (as done in 
the Schneider-Garces, et al., 2009). The extracted percent signal change data from the 
task-positive network were entered into a mixed effect ANOVA with age group as a 
between-group effect and region, hemisphere, and working memory load as within 
subject variables. There was a significant main effect of age group (F=8.4, df=1,40, p < 
.001) with the older adults having a higher value than the younger adults, hemisphere 
(F=24.1, df=1,40, p <.001), with the left hemisphere being more positive than the right,  
load (F=10.5, df=2.9, 116.2, p < .001) and region (F=40.6, df=4.2,169.5, p < .001).  
There were significant interactions of age group by region (F=2.6, df=4.2,169.5, p <, 
.05), hemisphere by region (F=5.4, df=5.3,212.5, p <.001),  region by load (F=1.9, 
df=11,438.8, p <.005) and one three way interaction of group by hemisphere by load 
(F=2.5, df=3.3,133.8, p , .05) (TABLE 2.1). Figures depicting the patterns of these 
effects are included in Appendix A.  
Comparisons were done to understand the interaction effects. T-tests (df=40) 
between older and younger adults collapsed across set size yielded significant age 
differences (p < .05) in lateral occipital complex and paracingulate cortex and  (p<.01) in 
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frontal pole, insular cortex, inferior frontal cortex, operculum and occipital pole (TABLE 
2.2) . As predicted by the whole brain maps, the older adults had larger percent signal 
change values than the younger adults. Because hemispheric differences are not a current 
objective of this work, comparisons were not done to investigate the hemisphere by 
region or group by load by hemisphere interactions to their fullest level although the 
graphical representations of this effects are presented in Appendix A.  
An identical analysis was run for data extracted from the ROIs associated with the 
task-negative network. There was a significant main effect of region (F=19.4, df=3.9, 
154.5, p < .001) and a region by group interaction region (F=6.7, df=3.9,154.5, p <.001) 
(Table 2.3). Tests examining the interaction indicated significant group effects in 
subcallosal cortex (p <.05), posterior cingulate cortex (p <.01), precuneus (p <.05), and 
planum polare (p <.05). The directions of these significant differences were region 
dependent. In the subcallosal cortex the older adults actually demonstrated larger 
deactivation than the young (-1.60 to -.83) while for the posterior cingulate, precuneus, 
and planum polare the young had a larger deactivation than the old (-.75 to - .48, -1.23 to 
-.81, and -.61 to -.33 respectively) (TABLE 2.4).  
These results substantiate the fact that the older adults are inhibiting less overall 
than the younger adults. They do reveal that this effect is much more region-dependent 
than the task-positive network, which had more widespread activity in the older adults. 
The reversal in direction for the subcallosal cortex suggests that this region is unique with 
respect to the rest of the default network in being more inhibited in the older than in the 
younger adults. This change may be due to degradation in the structural connections 
between anterior and posterior parts of the network that occur in old age.  
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Linear Slope Analysis  
For each region of interest the linear slope was calculated from set size 2 to set 
size 6 for each region and hemisphere. A series of one-sample t-tests were then ran to test 
for significant effects (TABLE 3.1, younger adults df=13, older adults df=27). For the 
task-positive regions the older adults showed significant linear modulations of percent 
signal for all regions except the left middle frontal gyrus. Younger adults had significant 
linear trends in seven of the twenty potential regions: left and right middle frontal gyrus, 
left inferior frontal gyrus, left lateral occipital complex, left and right paracingulate, and 
left occipital pole. Two additional areas, right frontal pole and right occipital pole, 
approached significance (p <.1).  
The data from the task-negative network did not demonstrate many significant 
linear trends (TABLE 3.2). The older adults had no significant linear trends. They did 
have two regions, left medial temporal gyrus and planum polare, that approached 
significance (p <.08). The younger adults had several areas that reached significance: left 
and right superior temporal gyrus, right subcallosal cortex, and left and right planum 
polare, and a cluster of areas that demonstrated statistical trends: left and right medial 
temporal gyrus as well as left and right precuneus.  The young appear to be modulating 
both of the networks while the old are unable to modulate the default network but do 
increase blood flow throughout the task-positive network.  
 
Variability Measurements 
Two different analyses were conducted to assess different aspects of 
heterogeneity within the data. The first set of calculations examined the distances 
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between the peak activity locations across subjects. This distance indicates how tightly 
peak clusters are spaced within an age group after normalization to standard space. This 
is an important measure as whole brain group maps depend upon the alignment of similar 
regions across a population. If variability is too high, a lack of significance may be 
present in the data simply because of anatomical variability, not due to an actual absence 
of an effect.  
The second analysis focused on the standard deviation within a region. 
Differential patterns of activity between older and younger adults is often conceptualized 
in terms of a gain function within a region being turned up or turned down. Although this 
scaling may occur, it may also be paired with a change in the homogeneity of blood flow 
within a region. At the level of group maps, older adults could show decreased inhibition 
due to an overall scalar change in inhibition, a maintained level of inhibition but reduced 
extent, or a combination of both. The standard deviation of a ROI reflects it homogeneity. 
An increase in this metric could arise through a reduction of the extent of tissue 
recruitment/inhibition or a change in the blood flow profile causing it to be more variable 
within the same spatial extent.  
The average values for the variability in peak location are presented in TABLE 
4.1 and 4.2. For the task-positive network there was a main effect of ROI (F=206.18, df= 
7.80, 311, 82, p < .001) and interaction of ROI and age group (F=8.2, df=7.80, 311, 82, 
p < .001). Post-hoc comparisons were done to decompose the ROI by age group 
interaction with the younger adults being significantly more spread out than the older 
adults in the paracingulate cortex (df=40, p <.05) while the older were significantly more 
spread out in the superior frontal gyrus, inferior frontal gyrus, frontal operculum, and 
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occipital pole ( p <.05). Group differences in the parietal lobule and middle frontal gyrus 
trended towards significance (p <.09) (Table 4.1).  
For the task-negative network the older adults were significantly more spread out 
than the younger adults with a main effect of group (F= 9.23, df =1,40, p <.01), the 
distance varied by ROI (F = 84.44, df =6.89,279.22, p <.001),  and there was an 
interaction of ROI and group (F=5.55, df= df =6.89,279.22, p < .001). This interaction 
was tested with series of comparisons (Table 4.2). In the superior temporal gyrus, frontal 
medial cortex, precuneus, and hippocampus the older adults’ peak locations were 
significantly further apart than those of younger adults (df= 40, p<.05).  The temporal 
occipital fusiform cortex approached statistical significance (p<.1). 
For the standard deviation measures of the task-positive network there was a main 
effect of region (F =65.83, df= 2.96, 118.60, p <.001). The mean effect of group trended 
towards significance (p=.1) with older adults having higher variability. The interaction of 
age group and region did not remain significant after correcting for multiple comparisons 
(p<.12).   Post-hoc comparisons showed significant differences in the frontal pole, insular 
cortex, middle frontal gyrus, lateral occipital complex, and paracingulate (df=40, p <.05). 
For all of these regions the direction of the effects indicated that older adults were more 
variable than the younger adults. Mean values for the standard deviations are presented in 
TABLE 5.1.  
For the task-negative network there was a main effect of group (F=4.44, df=1, 40, 
p <.001), with older adults being more variable than younger adults, and region 
(F=30.42, df=2.78, 111, p <.001) and a group by region interaction (F=5.72, df=2.78, 
111, p <.001). Post-hoc comparisons indicated significant effects in superior temporal 
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gyrus, middle temporal gyrus, subcallosal cortex, and hippocampus (df= 40, p <.05). 
Temporal pole and frontal medial cortex comparisons approached significance (p < .07). 
For all of these regions the old had greater variability than the young (Table 5.2). 
The distance and standard deviation measures for the two networks both indicate 
an increase in variability in the old. The peak locations in the older adults are more 
spread out in both networks, although this is especially pronounced in the task-negative 
areas. The standard deviations in the ROIS are also higher for the old for task-negative 
network and on a limited scope for the task-positive regions. Taken together these 
findings suggest that the some of the differences seen between groups at a whole brain 
level are due to this unequal variability. 
 
Sphere Analysis 
An initial comparison for both networks was done between younger and older 
groups for the values extracted from a sphere of 3mm averaged across set size. Values 
from every ROI were entered into a repeated measure ANOVA. For the task-active 
network the old had significantly high levels of activation than the young (F=10.72, 
df=1, 40) and there was a main effect of region (F=27.42, df=4.93, 197.38, p <.001). For 
the default network there was no significant main effect of group but there was a region 
(F=22.80, df=5.15, 205.02, p<.001) and  region by group interaction (F=6.23, df=5.15, 
205.92, p <.001). Post-hoc comparisons indicate that the old significantly inhibiting the 
medial temporal gyrus and subcallosal cortex more than the young (df=40, p <.05).    
Subsequent spheres were normalized by dividing subsequent spheres by the value 
obtained in the 3mm sphere for that person and region collapsed across set size. The 
47 
 
adjusted values were entered into an ANOVA with group as a between subjects factor 
and region and sphere as repeated measures. For the task-positive network there was a 
main effect of, region (F=7.37, df= 6.19, 247.75, p <.001) and sphere (F=2256.87, df= 
1.17, 46.69, p<.001). There was a region by sphere (F=4.07, df = 3.78, 151.29, p < .001) 
and a sphere by group (F=6.87, df=1.17, 46.69, p <.001) interaction.  A three way region 
by sphere by group interaction did not survive a Greenhouse-Geisser correction for 
multiple comparisons. The old show slightly shallower declines with rising sphere size at 
large radiuses (9mm+). This suggests that the extent of the functional activations is 
relatively similar between the groups for small to moderate sphere sizes (Figure 9).  
For the task-negative network there was a main effect of group (F=8.36, df=1, 40, 
p <.001), region (F=4.0, df=6.04, 241.75, p <.001), and sphere (F=2527.81, df= 1.43, 
57.40, p <.001). There was a significant two way sphere by group (F= 7.11, df=1.43, 
57.40, p <.001) and region by sphere interaction (F=3.42, df=3.47, 138.62, p <.001).   
Figure 8 depicts the effect of sphere size for each age group. The older adults show a 
greater decrease in signal strength with rising sphere sizes. This indicates that older 
adults' areas of inhibition are more localized and do not spread as much as those of the 
younger adults.  
 
Discussion 
Previous work demonstrated increasing deactivation of the default network with 
task demand (McKiernan et al., 2003; Fransson et al., 2006; Persson et al., 2007; Singh et 
al. 2008; Esposito et al., 2009), but these have either focused purely on younger adults or 
had a very limited manipulation of load. By examining both age and a parametrically 
48 
 
manipulated load, it is possible to gather a fuller picture of how the default network is 
modulated in conjunction with upregulation of task-related areas.  
The behavioral results indicated general slowing in response times by older adults 
but not an interaction with increasing load. The accuracy of both groups decreased with 
rising load, but the older adults did not have a disproportionate decrease at higher set 
sizes. The fMRI data provides insight into the underlying mechanisms that are driving 
these performance differences in the younger and older adults.  
The whole brain analysis of the two networks presents a striking contrast between 
younger and older individuals. For the task active areas the older adults show massive 
activation compared to their younger counterparts. These differences are not only 
quantitative, but the older adults are also bringing many more bilateral areas than the 
young as well as the addition of several prefrontal areas. The comparison maps of the 
task-positive network at higher and lower thresholds demonstrate this pattern (FIGURE 
4). 
The areas that are correlated with task demand are modulated differently in the 
young and old. The whole brain maps reveal significant linear trends in occipital cortex, 
several areas of parietal cortex, as well as superior prefrontal areas. The whole brain 
maps suggest that this linear modulation is much stronger in the older adults than in the 
younger adults. Modeling linear trends with the values extracted from the anatomical 
ROIs proved this. The old show near ubiquitous linear modulation across the brain while 
the young only show this pattern in a select subset of areas,  
The reason for this massive group difference could be two-fold. The first is 
simply that the task is not as hard for the younger adults. If the task increased up to a set 
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size of seven or eight the young may show a rise in this modulation (see Schneider-
Garces et al., 2009 for more on this idea). A related alternative is that the additionally 
activated tissue is being recruited due to a change in the integrity of the attentional 
system in older adults.   
As discussed in the introduction, the notion that increased activity reflects a 
compensatory mechanism is pervasive in the imaging literature. This pattern is associated 
with age-related declines, but the change in of itself may be useful in mitigating 
detrimental failures in the brain and an individual would otherwise be worse off without 
them. Although much of the differences seen in imaging studies may be attributed to 
different levels of difficulty (see Schneider Garces, 2009), the younger adults may never 
show the same level of bilateral activation or tissue recruitment as the old no matter the 
level of difficulty. The decreased asymmetry seen in populations of older adults could 
rather be due to a systematic change present in the brain that occurs with increasing age.  
The compensatory hypothesis is an alluring explanation of the data. It provides a 
well-structured framework with which to interpret age related differences. A glaring 
problem with the model is that it represents the reaction to age-related changes in the 
brain without providing any insight into the cause. The interpretation of aging changes is 
more complete with information from the so called default network is integrated into the 
model. 
The analysis of the task-negative network presented in this paper provides a 
mirror to that of the task-positive one. For this network the young show robust 
deactivations across several areas of the brain. The old are inhibiting similar regions, as 
indexed by the reduced threshold maps, but they do so to a much lesser degree. The only 
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clusters of activity showing significant deactivation are located in the subcallosal region 
and the conjunction of the posterior cingulate and precuneus regions (FIGURE 6.2). 
The old show no linear modulation of the default network while the young show 
modulations in seven regions. This suggests that the young are able to increase the 
deactivation of the default network as working memory demand increase but that the old 
cannot. The variability between the age groups in this network is not purely quantitative; 
the patterns of inhibition in the two groups are quite different.  
The differences are not limited to an inability to modulate brain activity in the old. 
The older adults are fine at recruiting tissue in response to task demand. Additionally the 
profile of locations that are strongly inhibited changes between the two groups. The old 
show their largest deactivation in subcallosal cortex. This region has been linked to self-
referential and emotional processing (Simpson et al., 2000). In contrast, the young 
demonstrate the greatest inhibition in the precuneus. Failure to deactivate the precuneus 
and the posterior cingulate cortex has been linked to failed memory performance (Otten 
& Rugg, 2001; Dasellar, Prince & Cabeza, 2004). The data suggest a shift between these 
two areas between with increasing age (see Appendix A Figure A.10). This could 
represent strategic differences in how the two populations are approaching the task or a 
real physiological inability that is biasing the selective inhibition.  
Partially the difference in the whole brain group maps is due to increased 
anatomical variability. The analysis of peak location revealed a significant group 
difference, with the older adults being more spread out for both the task-positive and 
task-negative regions. This variability compounds the already low level of inhibition seen 
in older adults by diminishing the functional overlap needed to reach statistical 
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significance. This is not as much of a problem for the tissue being recruited as the 
amplitude is actually higher for the older. If anything the rise in peak location variability 
would falsely increase the extent of activation seen in the older adults. The whole brain 
maps may provide a skewed picture of brain activity due to this phenomenon. That stated, 
the peak analysis generally indicates a similar pattern as the whole brain analysis. 
Coupled to the anatomical changes are differences in homogeneity within an ROI. 
The older adults had significantly higher standard deviations for both networks. This rise 
in heterogeneity suggests either a decrease in the extent of activations and deactivations 
or an increase in the peaky nature of blood flow within a region. Our examination of the 
effect of sphere size suggests that the extent of tissue activation is similar for both groups.  
For the task-positive network the difference between the two age groups is 
relatively stable and does not begin to diverge until a sphere size of 8mm. Even after this 
divergence starts, the difference is quite small with the old declining slightly slower than 
the young. The increased standard deviation for this network is therefore more likely to 
be due to a decreased uniformity within the activated tissue. This is potentially related to 
the fact that on average the old have a larger percent signal change. The increased 
variability could simply be a manifestation of a larger potential range of values within an 
ROI in the older adults.   
The differences in the task-negative regions cannot be explained in the same 
manner. The old show a reduced level of inhibition than the young and thus a smaller 
range of potential values. Therefore it seems more likely that the increased standard 
deviation is reflecting a reduction in the extent of their inhibition.  As sphere size 
increases there is a general decrease in the adjusted value. For the default network this 
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decrease was faster for the older adults (FIGURE 8). These differences suggest that the 
older adults have a reduction in the amplitude of inhibition as well as a smaller extent of 
inhibition.  
The immediate cause behind the reduced extent of inhibition is not entirely clear. 
The default network has been portrayed as a separate attentional network competing for 
resources with the task-positive network. A failure to fully inhibit this network may be a 
manifestation of failures of top-down attentional control, rather than a failure to inhibit 
the default network leading to attentional problems. 
 It is also possible that there are physiological impairments leading to failed 
inhibitory control of the default network. The brain is fed by different subdivisions of the 
vascular system. All regions of the brain may not be equally sensitive to changes in 
arterial stiffness and blood vessel loss. A selective reduction in nutrients and blood flow 
could degrade a subset of networks in the brain. Alternatively the problem could stem not 
at the vascular level but instead have a cellular cause. Damage or loss of sensory input 
leads to a reduction in gamma-aminobutyric acid (GABA) levels. This is potentially in an 
effort to maintain some level of homeostasis in the body. In animals a retinal lesion leads 
to a reduction of GABA levels in visual cortex that receives input from the impaired area 
(Rosier et al., 1995). Similarly, trimming the whiskers of rats induces a temporary 
reduction in an enzyme crucial for GABA synthesis (Hendry & Jones, 1986; see Caspary 
et al., 2008 for a review). Loss of excitatory input due to a degradation of visual and 
auditory systems could induce such a down-regulation of GABA in humans. If this 
occurred, it would negatively impact all inhibitory functioning in the brain. 
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The task-negative, or default, network has been linked to mind wandering, visual 
imagery, self-referential processing, theory of mind and temporal mental prediction 
(Gusnard et al., 2001; Gusnard & Raichle, 2001; Svoboda et al., 2006; Bar, 2009; Sheline 
et al, 2009, Buckner & Carroll, 2007; Buckner et al., 2008). Failure to inhibit these areas 
has been linked to worse performance on memory tasks (Otten & Rugg, 2001; Dasellar, 
Prince & Cabeza, 2004). With this in mind the data on the current working memory task 
should be seen as an interaction between the task-positive and task-negative networks.  
Sonuga-Barke and Castellanos (2007) argue that the two networks operate in 
parallel. As the networks imperfectly oscillate in strength, it is possible for them to 
interfere with each other if not properly modulated. In this way it would be possible for 
the default network to interfere with the task-active network if it is not fully inhibited. 
The researchers go on to conceptualize not two, but one network with shared resources 
that is divided but irrevocably linked. Other work has used this idea as a model for 
dysfunction in schizophrenia (Broyd et al., 2009) and attention-deficit hyperactivity 
disorder (Castellanos et al., 2008).  
This framework could be applied to aging. The inability to successfully suppress 
processing in the default network would lead to impairments it attentional control. 
Resources otherwise needed for task performance would be unable to be fully diverted 
from the task-negative network (e.g., mental imagery or self-referencing) and redirected 
to the task at hand. To compensate for this problem additional, tissue may be recruited to 
bolster task performance at the cost of functional specificity. 
The ability to disengage the default network does not seem to be unitary across all 
of the regions. The old are successfully inhibiting subcallosal, precuneus and posterior 
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cingulate areas. However even within these areas the old show an anterior bias in 
inhibition while the young have a posterior one. It is unknown if this is reflecting a 
difference in inhibitory control between the areas, or rather differential recruitment of 
these areas when the network is active (i.e. differential levels of emotional or self-
referential processes during mental imagery between the groups).  
The fMRI data demonstrates that both groups significantly increase activation in 
response to task onset and decrease activation in other regions. The old have a strong bias 
to over-recruit areas while showing a deficiency in inhibiting tissue. The young show 
both inhibitions of the default network as well as increased activity in areas that are 
normally activated during the task. Within these networks the old show consistent 
increases in blood flow with rising difficulty but no modulation of inhibition. The young 
show an increase and decrease in a selected subset of areas. The changes are occurring 
alongside increases in overall anatomical variability and reduced extent of inhibition in 
the old. 
This chapter presented work that examined differences in network activation with 
increasing load. The notion of inhibition is crucial for understanding this work. For the 
fMRI data this concept possesses dual meanings. The first deals with the relative 
activation and recruitment of various brain regions. Inhibition of a region or network 
means the suppression of neural resources from one activity and shifting it to another. 
This does not necessitate an interpretation as to what the region per se is actually doing, 
but rather is presented in terms of blood flow. An expansion of this conceptualization to 
include the roles of interneurons and GABA in inhibiting tissue is still examining the data 
from a physiological perspective rather than a psychological one.  
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 It is possible to interpret the data from Experiment 1 using a physical approach. 
The old are not able to readily inhibit any network in the brain; it just happens that in the 
presented experiment they struggled inhibiting the default network. The failure to 
suppress this network would then lead to the subsequent decrements seen in behavioral 
testing as it the task-positive and negative networks competed with one another.   
 For this experiment the psychological view of inhibition is also appropriate. The 
task-positive network is conceptualized as an attentional focus on an external demand 
while the task-negative network is linked to internal representation. The older subjects 
may be physically able to inhibit the default network on a cellular level, but a breakdown 
in attentional regulation occurs and is responsible for the reduced deactivation. Without 
proper regulation the default network would interfere and compete with task 
performance. The pattern of observed data is the same in both models, but the 
explanations are different.  
 Either interpretation of the data is possible. It is more probably that the real cause 
is not nearly as simple as these two axioms would suggest. In fact the two theories are not 
mutually exclusive, it is quite feasible that a general down regulation of physiological 
inhibitory control would adversely affect mechanisms of attentional control. The 
impaired attentional mechanisms would then be less able to direct a top-down inhibitory 
signal to other areas of the brain that would likewise be less sensitive to cellular signals 
of inhibition. In this way the two problems would be highly interrelated.  
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CHAPTER 3 
 INHIBITION AND INCIDENTAL MEMORY 
  
 Electrophysiological measures provided an avenue of investigation with which to 
approach questions of inhibitory control and age differences. The electroencephalogram 
(EEG) and the ERPs derived from it are direct measures of neuronal activity whereas 
PET and fMRI are indirect measures. An additional advantage of these neuronal 
measures is that their temporal resolution is on the order of milliseconds rather than 
seconds. This means that age-related changes can be viewed in terms when something 
happens and not only in how much of a signal is present.  
 Attentional impairments in task performance in older adults have long been an 
area of study in behavioral and electrophysiological work. In a seminal study in the field 
of cognitive aging, Rabbitt (1965) compared older and younger adults’ ability to ignore 
irrelevant information. In this study, individuals had to search for a relevant target 
embedded within different numbers of irrelevant targets. He found that the increase in 
sorting time due to the number of targets was similar for older and younger adults. In 
addition, a significant effect of irrelevant items was found, indicating that reaction time 
increased more sharply for the older adults with increasing distraction than in younger 
adults. 
 This attentional failure is at the crux of the inhibitory theory of aging (Hasher and 
Zachs, 1988; Hasher et al., 1991). It is not that the overall attentional capacity of the older 
adults is reduced; rather, older adults process irrelevant information to a greater degree. 
This nonessential information has the effect of taking up resources that could be used for 
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relevant information processing or it interferes with access to properly stored 
information. The failure to suppress the processing of this information has been 
demonstrated to be robust across multiple tasks and domains (Alain & Woods, 1999; 
Alain, Ogawa & Woods, 1996; Rabbitt, 1965; Vergehen & Meersman, 1998; Lustig et 
al., 2006, Fabiani et al., 2006).  
 As discussed in the introduction, Hasher and Zacks (1988) proposed that age 
differences arise from older adults' inhibitory failures. The inhibitory hypothesis 
interprets “inhibition” in three ways: access, deletion, and restraint (Hasher, Zacks & 
May, 1999). In the context of working memory models, older adults allow in both task-
related and irrelevant information. They then have a harder time organizing and removing 
the incorrectly filtered items once they have entered working memory.  
 Connelly and colleagues tested this idea by showing younger and older adults 
paragraphs printed in italics; half of these paragraphs contained distractor words printed 
in standard fonts. The distractors were either meaningless, letter strings, or words related 
or unrelated to the text. The addition of distractors increased the reading time of the 
paragraphs for both younger and older adults. The manipulation of distractor content 
yielded a significant result only in the older adults; where older adults showed a larger 
increase in reaction time for related compared to unrelated distractor words (Connelly et 
al., 1991; Carlson et al., 1995). This work, and other like it, suggests that the older adults' 
problem is not simply with orienting attention, but with the fact that they erroneously 
allocate processing resources to stimuli the young suppress (Carlson et al., 1995; 
Darowski et al., 2008). 
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 Distraction during paragraph reading suggests an increased volume of irrelevant 
information being allowed into working memory. This in and of itself does not shed any 
light on the ability of older adults to delete this information once it is in working 
memory. Manipulating proactive interference is a potential way to look at deletion of 
information from working memory. With proactive interference, older information 
impacts the acquisition and retention of new information. May and colleagues (1999) 
manipulated proactive interference to examine its influence on working memory 
capacity. A reduction in proactive interference within the task led to an increase in 
estimated working memory span for older adults but not for younger adults, suggesting 
that the older adults were disproportionately impaired by previous information. In fact, 
reducing proactive interference has been shown to reduce or even eliminate age 
differences in working memory tasks (Lustig et al., 2001).  
 The behavioral differences seen between younger and older adults are often 
interpreted as a form of cognitive decline. In fact there may be a strategic element to this 
perceptual shift. Kim and colleagues (2007) explored the potential benefits of this 
change. They had older and younger adults read passages while instructed to ignore 
distracting words. These distractor words later served as solutions to verbal problems in 
the Remote Associates Test where three weakly related words are linked to a fourth 
word. Older adults showed significant priming by the distractor words for this task, but 
the younger participants did not. This suggests that under certain circumstances the older 
adults’ ability to see the "big picture" may actually serve a beneficial purpose (Healey et 
al., 2008). The interpretation of these results as reflecting an adaptive or positive change 
is a position not often found in the literature.  
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 A longstanding complement to behavioral testing has been electrophysiological 
brain measures such as ERPs and EEG. The spatial resolution provided by these 
measures is somewhat limited, but in some cases it is possible to make spatial inferences 
based upon the combination of ERP measures and other work (implanted electrodes, 
fMRI, and highly constrained paradigms). These measures provide an extremely high 
temporal resolution in the analysis of ongoing brain activity underlying cognitive 
processing. It is this temporal information that can shed light on inhibition that is 
unavailable to blood flow analyses.  
 As suggested by behavioral work, electrophysiological measures also reveal 
substantial age-related differences across a range of modalities and experimental 
paradigms. Depending on the research questions, experimenters measure skin 
conductance, early sensory components such as the P1 and N1, as well as a host of later 
components more related to cognition such as the N4 and P3.  Other researchers utilize 
changes in power distributed across frequency bands or patterns of oscillations between 
different areas of the brain. The electrophysiological techniques that can be brought to 
bear are rich and varied.  
 The electrophysiological findings in the field of cognitive aging are wide ranging 
and quite diverse (for reviews see Dustman et al., 1993; Friedman, 2003). Common 
findings include increased amplitude of sensory components such as the N1 and P2 
(Alain & Woods, 1999; Chao & Knight, 1997; Fabiani & Friedman, 1995; see also 
Fabiani et al., 2006), although these are somewhat task dependent, increased latency of 
more cognitively driven components such as the N2 and P3 (Alain et al., 1996; Dustman 
et al., 1993; Chao and Knight, 1997), decreased mismatch negativity (Alain and Woods, 
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1996), and an increased or decreased P3 amplitude depending on the experimental 
manipulations (Alain et al., 1996; Chao and Knight, 1997). The latter differences are not 
simply quantitative as the actual distribution across the scalp can change. Older adults 
tend to show a more frontally distributed P3 component compared to younger adults 
(Pfefferbaum et al., 1984; Fabiani & Friedman, 1995).  
 McDowd and Fillian (1992) examined inhibitory control in old and young 
subjects by measuring skin conductance while participants were told to attend to or 
ignore a series of tones. When told to ignore the stimuli, younger adults habituated to 
repeated stimulation faster than when told to attend to the tones. Older adults did not 
show this advantage and showed little overall suppression. The authors interpreted these 
findings as evidence that older adults could not inhibit attending to irrelevant stimuli.  
 As described in the introduction, Fabiani and Friedman (1995) presented older 
and younger adults with a novelty oddball while measuring ERPs. Both age groups 
initially produced a novelty P3 to stimuli at the start of the experiment. As that task went 
on, the younger adults habituated and their P3 distribution became more posterior. The 
older adults maintained their frontal distribution throughout the experiment. They authors 
view this finding as evidence that the older subjects are unable to successfully generate a 
template of the expected stimuli and instead reacted to every presentation as though it 
was novel.  
 Another example of applying electrophysiological measures to aging comes from 
the same lab. Fabiani and colleagues (2006) examined the question as to whether 
differences in sensory habituation were due to failed inhibitory processing or changes in 
the decay rate of sensory memory. In this study subjects heard short trains of five 
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repeating tones. The delay between tones was either short (1 second) or long (5 seconds). 
They examined the habituation of the N1 response at the Cz electrode to each successive 
presentation of a tone in a train. The younger adults demonstrated a greater attenuation of 
the N1 to repeated stimulus repetitions than the old. Both groups showed a similar 
duration effect with the 5-second inter-trial interval allowing for a greater recovery of the 
N1 response.  
 An additional manipulation within the experiment involved some of the trains 
starting with a tone of deviant duration. The presentation of this train elicited a 
differential neuronal response when deviant tones are compared to standard tones. This 
difference is known as the mismatch negative (MMN). In this experiment, both groups of 
participants possessed similar MMNs.  
 The combination of these results, preserved duration and MMN effects, was taken 
as evidence that sensory memory in older adults is as robust as that in younger adults. 
Since the experiment indicated sensory decay was similar, the change in N1 modulation 
was attributed to a failure of inhibitory processing in the older adults. Older subjects were 
unable to habituate to the repeated presentation of the auditory stimuli. These are but a 
few of the studies using electrophysiological measures to investigate inhibitory and 
attentional changes in old age (for reviews see Dustman et al., 1993; Friedman, 2003). 
 It is within this framework that the current experiment is formulated. We seek to 
create a paradigm where previously unattended information later becomes task-relevant. 
This will be done for two elements within the same experimental design. Subjects will 
see male and female names presented one by one above a central fixation cross. They are 
asked to indicate whether the name is male or female with a button press. Interspersed 
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among these names are nouns that are to be ignored and not to be responded to. The 
interspersed irrelevant nouns should be ignored and suppressed after an initial cursory 
processing to determine their identity. 
 After the encoding stage, the subjects are presented with what they are told is 
simply a test of their vocabulary that does not have any correct or incorrect answers. In 
this task subjects see three letter stems, half of which they have been primed to complete 
with nouns from the first stage of the experiment. This test is designed to assess implicit 
memory in subjects as previous work has shown this as a way to assess the influence of 
irrelevant stimuli.  
 Finally, all of the noun and name stimuli will be presented along with comparable 
new stimuli in a forced-choice recognition task, separately for each of the stimulus types. 
A force choice design was selected to avoid any systematic response bias that might 
occur in a pure recognition test. Previous behavioral work suggests that the older adults 
will show greater effects of priming and potentially better stem completion and judgment 
than their younger counterparts for the irrelevant nouns at least relative to explicit 
memory judgments (Friedman et al., 1996).  
 The contribution of this proposed experiment is to incorporate 
electrophysiological measures into the experiment at the time of first exposure as well as 
at subsequent retrieval. Within the context of this thesis will be focusing on two aspects 
of incidental encoding state. The first question we seek to answer is whether there are 
ERP correlates of related to the identification of name compared to noun trials and if they 
differ between younger and older adults. The second concern is whether we can detect 
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predictors of later subsequent name recognition performance in both older and younger 
participants.  
 In a seminal study Sanquist and colleagues (1980) had younger adults judge if 
words were the same or different along several dimensions: orthographic, phonemic, or 
semantic match. This manipulation was intended to vary the depth of processing of the 
stimuli. Although the experimenters examined several effects, the most notable was 
examination of encoding data based upon later memory. By visual inspection they 
identified a late positive component and slow wave with remembered items being more 
positive than later forgotten items. The interpretation of this study was severely hampered 
by its low number of subjects (3 and 4 in two of the conditions) and low trial numbers 
(below 10 in one condition and below 30 in the other).  
 The veracity of this research would not be confirmed until work performed by 
Fabiani and colleagues (1986). In this study participants heard a series of names and were 
told to count either the male or female names while ERPs were recorded. After this 
"oddball" task, subjects were unexpectedly asked to recall as many names as they could. 
Trials were then sorted by this later memory. Correctly recalled names elicited a larger 
positive going wave after around 500 ms. Although the authors interpreted this within the 
context of the P3, the timeframe and properties of the wave are most similar to what is 
currently identified as a slow wave.  
 In a similar paradigm published shortly afterwards, Paller and colleagues (1987) 
recorded ERPs during an incidental learning paradigm. In this task, subjects were 
required to make a semantic (living/nonliving or edible/inedible) or nonsemantic 
judgment (vowel count or alphabetical judgment). A late going positivity within the 
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similar timeframe of the previously described work predicted subsequent memory. They 
authors called this the Dm effect as it was a difference due to memory.   
 Within subsequent memory studies, the P3, N4, and a late slow wave have all 
been shown to predict later memory. The P3 (Karis et al., 1984; Fabiani et al., 1986) and 
N4 (Neville et al., 1986) results are not always present and are driven by the experimental 
design and individual strategy. This is in contrast to the sustained slow wave which 
robustly predicts later memory in a host of different studies (Fabiani et al., 1986; Paller et 
al., 1987; Paller et al., 1988; Sommer et al., 1991; Friedman et al., 1996; Friedman & 
Trott, 2000; Duarte et al., 2004; for a review see Friedman & Johnson, 2000; Rugg, 1995; 
and Rugg & Allan, 2000). There have been studies showing subsequent memory effects 
in young but not in older adults (Friedman et al., 1996; Friedman & Trott, 2000). 
Therefore it is not a given that it will be possible to find ERP correlates of later memory 
in both groups.  
 Three components of interest will be used to compare the processing of name and 
noun trials. The N2 component is thought to reflect stimulus categorization (Naatanen & 
Picton, 1986). A large N2 is elicited by repetitive non-target stimulus. It is from this 
component that the mismatch negative is derived, for task irrelevant tones, or the N2b for 
task-relevant deviants. The N2 is sensitive to probability and enhanced N2s in older 
adults has been linked to deficits of filtering irrelevant information (Alain & Woods, 
1999) although smaller N2 components in older adults have also been reported (Iragui et 
al., 1993; Ceponine et al., 2002). In a similar manner the latency of the N2 has been 
reported to increase (Iragui et al., 1993) or decrease (Ceponine et al., 2002) as a function 
of age.  
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 The N400, or N4, is a second component that should differentiate between names 
and nouns. The N400 is a negative going deflection whose amplitude is negatively 
correlated with expectancy (Kutas& Hillyard, 1984; Kutas, Lindamood, & Hillyard, 
1984). The amplitude of a N400 declines with progressive word presentation throughout 
a sentence but not in presentations of random word strings (Van Petten and Kutas, 1991). 
This result suggests that the N4 is being modulated by expectancy constraints imposed by 
sentence context rather than global probability of a word alone (Van Petten and Kutas, 
1991).   
 The N400 seems related to conceptual expectancy as unexpected but semantically 
related items produce graded N4 effects (Federmeier et al., 2002).  This prediction is 
heavily influenced by context, although older adults seem less able to utilize this context 
in a predictive fashion (Federmeier et al., 2002; Federmeier & Kutas, 2005). The N400 is 
modulated by naturally spoken speech, visually presented words, and even non-linguistic 
stimuli (For a thorough overview of the N400 see Federmeier, 2007). As the N400 
component is related to prediction and seems to vary with age, it makes an ideal 
component to complement the N2.  
 The final component of interest in the name and noun comparison is the P3. As 
discussed in the introduction, the P3 is thought to index context updating and resource 
mobilization. The presentation of a noun should serve as an infrequent stimulus and elicit 
a differential P300 than the more common names. The latency and amplitude of the P3 
serve as a relatively well-studied and robust check that there is some level of 
discrimination occurring between the two categories of stimuli.  
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Methods 
Subjects 
Twenty younger (ages 19-29; mean age=22.3; 13 females) and twenty older adults (55-
83; mean age=65.6; 13 female) were run in this study. All participants signed informed 
consent and were compensated for their time. Due to heavy noise in their data, one older 
subject was excluded from all electrophysiological analyses.  
 
Screening Procedures 
Subjects were screened for a history of psychological problems, chronic disease, 
head trauma, and medications that could affect the central nervous system. All subjects 
were right-handed native speakers with one younger subject being bilingual. They were 
required to score within the normal ranges of the Beck Depression Inventory (Beck, 
Steer, & Brown, 1996) and modified Mini-Mental Status exam (mMMS, Mayeux, Stern, 
Rosen & Leventhal, 1981) and have normal or corrected to normal vision. Summary 
statistics are presented in TABLE 7.  
 
Procedures 
Stimulus Selection 
 Two separate categories of stimuli were created; names and nouns. For the names 
both male and female names were needed. To create the list of names the social security 
administration database was used. The list of baby names from 1979, 1989, and 1999 
were added together. Multiple spellings of the same name (e.g., Rachel and Rachael) 
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were collapsed, with the higher frequency name becoming the canonical entry for that 
name. A similar procedure was used for shortened forms of names (Chris and 
Christopher). Gender-ambiguous names were removed from the list (e.g., Jamie). Highly 
unusual names were marked by a series of raters and eliminated. The 150 most frequent 
male and female names were selected from the remaining list to create a pool of 300 
names. These names were then distributed into two lists, 75 male and 75 female names 
per list. The lists were balanced for frequency of occurrence from the aggregated social 
security lists.  
 Lists of nouns were created from the Kucera and Francis (1982) word corpus. 
Nouns were selected based upon their starting three-letter stem. This was done so nouns 
could be used in an implicit completion task along with an explicit memory test. For a 
given stem, words were approximately matched for frequency and length. Ninety-six 
stems were selected from the corpus.  Stems were then sorted into two lists. Each list 
contained ninety-six words with unique three letter beginnings. The opposite list 
contained a word with the same three-letter beginning and similar frequency as indexed 
in the corpus. One list was paired with one of the name lists. Each noun list was further 
divided in half to create two lists of forty -eight words. These lists were linked to the left 
and right-handed response, which was counterbalanced within a given name list. The 
segregation of the lists conducted in this fashion provided a set of stimuli that are 
matched for stems but unseen (e.g. List A part 1 vs. List B part 1) or a comparison of 
seen stems vs. novel (e.g. List A part 1 vs. List A and List B part 2). See Appendix B for 
a full list of the stimuli.  
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Paradigm 
Part 1: Name Judgment 
 Subjects were required to make a judgment with a button press to indicate 
whether a displayed name was male or female (response hands are counterbalanced 
across subjects). In addition, occasional nouns appeared within the list, for which the 
subject was required to withhold any response. During the initial experimental phase the 
subjects saw a total of 150 name and 48 noun trials split over three blocks.  A block 
contained 50 names and 16 nouns.  
 Each block began with a 1500 ms black screen with a fixation cross. Each trial 
started with the presentation above the fixation cross of a name or noun (randomly 
sampled from the larger list) for 500 milliseconds. There then followed a period of 
fixation varying between 1400 and 1600 ms in duration with an average of 1500 
milliseconds. This created an average trial length of 2 seconds, with 68 trials per block 
(50 names and 16 nouns). This resulted in a total block length of just over two minutes. 
The number of name and noun trials was fixed for each block. The elements in each 
block were randomly pulled from the larger list without replacement. The order of trials 
within a block was also determined at random. This created a unique order for every 
subject preventing any sort of systematic bias from entering the experiment (SEE 
FIGURE 9.1). 
 
Part 2: Implicit Noun Judgment 
 Subjects were presented with a three-letter stem presented above central fixation 
on the screen. They were been instructed to produce the first noun that comes to mind. A 
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pair of examples was given with what would be acceptable answers and what would not 
be (verbs, proper names, adjectives etc.). After these two examples the subject was 
allowed to proceed at their own pace. At each presentation of a three-letter stem they give 
their answer out loud. An experimenter recorded the subject’s response in writing. If a 
participant provided an invalid response, they were corrected by the experimenter in the 
room and given another chance. If the participant was unable to provide a noun within a 
30 second interval they were allowed to advance to the next stem. 
  The order of stem presentation was fixed across all subjects. Within the list there 
was an initial randomization to provide a mixture of primed and unseen three letter stems. 
Any randomly occurring imbalance in word type created with this initial randomization 
would be equivalent for both of the age groups. (SEE FIGURE 9.2, and Appendix C) 
 
Part 3: Explicit Noun Judgment 
 Noun recognition was tested through a forced choice design. Individuals were 
presented with a noun to the left and to the right of a central fixation. They were required 
to indicate with a button press which of the two nouns they had seen during the initial 
encoding stage. They were instructed to always respond and to make their best guess 
even if they were unsure they had seen either of the nouns. The word pairings were 
randomly created from the two halves of the list (e.g. A part 1 and 2) assigned to their 
respective condition. One noun had always been seen during encoding, and the other was 
novel but its stem had been presented in the implicit memory test.  
 The start of the block had a 1.5 second fixation cross and then the presentation of 
the first word pairs. The pairs were presented for 2.5 second with a 1.5 second inter-trial 
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interval. The 48 trials were divided into two blocks of 24 trials. The presentation of the 
old word was balanced between left and right visual fields and the left/right presentation 
order was randomly selected. (SEE FIGURE 9.3) 
 
Part 4: Explicit Name Judgment 
 The name recognition was tested in an identical manner to the noun trials. The 
difference is that instead of 48 total trials there were 150. In this case the trials were 
broken up into three blocks of 50 pairs rather than two blocks of 24 as done in the test of 
nouns. All other parameters besides number of trials and block link are the same as 
above. (SEE FIGURE 9.4) 
 
 
Electrophysiological Recordings 
 During Parts 1(gender judgment task), 3(noun recognition) and 4 (name 
recognition) electrical recordings were obtained from the scalps of participants. Activity 
was recorded using Ag/AgCl electrodes placed in an electrode cap (Electro-cap 
International, Inc. Eaton, OH) using the 10-20 standardized placement system (Jasper, 
1958). Recordings were taken from the following positions on the cap: FP1, FP2, F7, F3, 
Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, Oz, and O2 (SEE FIGURE 10). 
Online electrodes were referenced to the left mastoid, but offline were rereferenced to an 
arithmetically calculated average mastoid reference. Electrodes were placed above and 
below the left eye and just outside of the outer canthi of each eye to measure vertical and 
horizontal EOG activity. Impedances were kept to below 10 kΩ. 
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 The EEG data was online filtered with a 0.01-100 Hz bandpass and sampled at 
200 Hz. Data were further low-pass filtered at 15 Hz for peak amplitude and peak latency 
measures. For mean amplitude the data from the original online filter were used. Data 
were time-locked to the onset of stimuli presentation, single word for encoding or word 
pair for recognition data. Trials with A/D board saturation were discarded. Ocular 
artifacts were then detected and corrected (Gratton et al., 1983) and trials with remaining 
artifacts (determined as activity exceeding >200 µV after eye-movement correction) were 
discarded.  
  
Data Analyses 
Behavioral 
 Reaction time data were analyzed using a two-tailed t-test while accuracy was 
entered into a two-by-two ANOVA as group as a between-subject factor and stimulus 
type (noun or name) as a within-subject factor. Three additional mixed-design ANOVAs, 
were conducted with age as a between group variable and memory (remembered or 
forgotten) as a within subject factor. For these, and all subsequent analyses, accuracy data 
were transformed with a Fisher logit approximation.  
 A stem completion match was defined as an exact match of a word provided by a 
subject during the stem completion task and a primed word from the encoding session. A 
partial match was deemed to have occurred when the first five letters matched but not the 
whole word. A foil match was defined as a production of a word from any of the unseen 
three lists during the stem completion test. Again partial foil-match occurred when the 
first five letters matched between the unseen words and the produced word. The values 
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for the foil matches were divided by three as there were three times as many potential 
items to match with. Four planned comparisons were done on the stem completion data 
comparing the rates of completion for each of these four outcomes between age groups. 
An additional pair of comparisons was done combining match and partial match into one 
category and foil match and partial foil match into one category.  
 Data from the recognition tests were analyzed similarly. Planned comparisons for 
accuracy rates were done between old and young. Reaction time data were entered into a 
mixed-effect ANOVA with age as a between subjects factor and judgment (correct vs. 
incorrect) as a within subject factor.  
 
Electrophysiological: ERP  
 EEG data were time locked and averaged to stimulus presentation and grand 
average waveforms from the encoding session were computed. Averages were derived 
for all name and noun trials. Additionally separate averages were created for name trials 
based upon later successful or unsuccessful memory retrieval.  Trials were baseline 
corrected using the 200 ms before stimulus onset. 
 Time windows were selected for the P1, 100-150 ms, N1, 150-200 ms, P2, 200-
250, N2, 250-325, and N4, 300-500ms based upon visually identified component peaks in 
the grand average waveforms as well as references from the literature. To account for 
variability caused by general slowing and stimulus type, the P3 windows always had a 
fixed duration of 175 ms but the window varied slightly between age groups and 
condition. The young subjects had windows from 425-600 and 500-675 for the name and 
noun condition respectively. The corresponding windows for the old subjects were placed 
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at 450-625 and 525-700. Inspection of the grand average waveforms suggested that these 
windows should capture the same relative properties of the P3 despite their different 
temporal properties.  
 As discussed above, subsequent memory is often predicted by a slow positivity. 
The long duration of the slow wave presents a challenge for analysis. To assess this long 
component an initial window from 650 ms until the end of the trial was used. Four 
windows were then selected from this longer interval to determine if the memory effect 
differed in latency between younger and older adults.  
 These windows were selected using a running t-test with a significance of p <.05 
comparing the amplitude of later remembered and forgotten trials. This comparison was 
computed from the offset of the P3 window until the end of the trial separately for each 
age group. Initial windows were selected if four or more contiguous points reached 
significance (20ms min). A window was expanded if neighboring time points were also 
significant but no more than two points (10ms) away. Time intervals identified by this 
method separately for older and younger adults would be combined to created the overall 
time window subdivisions of the slow wave (for example three regions in the old, and 
two in the young would create a total of five time windows). The data from these 
windows were then entered into a mixed measures design with age as a between group 
factor and electrode and window as within-group factors. This procedure yielded four 
windows of interest within the slow wave: from the younger adults, 575-630 ms, and 
650-885 ms and from the older adults 910-925ms and 1275-1355 ms. Again, this 
approach was only used to assess differences in latency between groups and electrodes 
and not the memory effect itself. 
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 A second analysis compared the differences in activity evoked by name and noun 
trials irrespective of their later memory. For this analysis the N2 and N4 windows of 
interest are of particular importance as both can be considered to respond to violation of 
expectations. The latency and amplitude of the P3 component serve as traditional markers 
of resource mobilization and should differentiate between these categories. The N2 and 
P3 measurements will be taken from Fz, Cz, and Pz. Traditionally the N4 component is 
only examined at midline parietal electrodes. Visual inspection of the waveforms 
suggested that there was an effect of stimulus type across all midline electrodes. 
Therefore Fz, Cz, Pz, and Oz were all considered in a mixed design analysis of the N4.  
 
Results 
Behavioral Results: Encoding 
  For the accuracy  data presented in Table 7.1 there was no main effect of group, 
but there was a significant main effect of trial type (F=14.18, df=1,38, p <.001) with the 
noun trials being more accurate overall than name trials. The interaction term did not 
approach significance.  For the reaction time data there was no main effect of age group. 
These data were further split by subsequent memory (Table 7.2). The reaction time had 
no significant main effect of group but there was a main effect of memory with the 
reaction time to later remember names being significantly longer (F=5.70, df=1,38, p 
<.05). This effect is almost entirely driven by the older adults although the interaction 
term was just above significance (F=4.0, df=1, 38, p=. 053). For the accuracy data there 
was a significant main effect of trial type with the nouns being more accurate at encoding 
than names (F=36.75, df=1,38, p <.001), and a main effect of later memory with later 
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forgotten being more accurate at test than later remembered (F=5.0, df =1,40, p <.05). 
There were no significant two way or three way interactions. At first glance it seems 
unusual that the later forgotten trials are more accurate. This may be due to the fact that 
errors were extremely rare and more likely to lead to further processing or add an element 
of distinctiveness that may benefit subsequent memory. The fact that later remembered 
trials had longer reaction times may be related to elaboration processing. 
 
Stem Completion 
 Planned comparisons testing the rates of completions, partial completions, foil 
matches, and partial foil matches between the two groups produced only one significant 
effect, that of foils (t=2.24, df=38, p <.05) with older adults completing more foils than 
the younger subjects. Test based on merged full and partial matches yield similar results 
with a significant effect of foils (t=3.58, df=38, p <.05) with older adults having more 
foil completions of any sort (Table 7.3).  
 
Recognition 
  Analyses were computed separately for the two different explicit recognition 
tests. For the name test there was no significant main effect of group on accuracy. For the 
reaction time data there was a main effect of group, with the older adults being slower 
than the younger adults (F=4.22, df=1, p <.05), a main effect of memory type, with the 
incorrect (forgotten) trials being slower than the correctly recognized trials (F=56.23, 
df=1, p <.001), and a group by memory type interaction (F=4.34, df = 1, p <.05). The 
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interaction was driven by a greater reduction in RT between forgotten and remembered in 
the young.  
 For the nouns there was no main effect, with performance between the age groups 
not being significantly different although there was a trend for the young adults to be 
more accurate (p <.09). For the RT data the young adults were significantly faster (F= 
4.25, df=1, p <.05) and the remembered trials were significantly faster than forgotten 
trials (F=13.46, df=1, p <.001). There were no significant interaction of memory and 
group. The average values along with standard deviations for all of these measures are 
presented in Table s 7.4 and 7.5.  
 
Electrophysiological: ERP Results 
Subsequent Memory 
 Waveforms and scalp maps are presented in Figure 12. The mixed effects 
examination of the long slow wave interval indicated a significant effect of memory 
(F=8.78, df=1, 37, p <.05) with later remember trials being more positive. There was 
also a main effect of electrode (F=4.48, df=1.75, 64.84, p <.05) and an electrode by 
group interaction (F=4.85, df=1.75, 65.84, p <.01) (Table 8.1).The effect of memory 
replicates previous work in the literature. The lack of a memory by group interaction (p 
>.7) suggests that both groups have a substantial differentiation indicated by the slow 
wave. The effect of electrode is also not unexpected. The younger adults were most 
positive over Pz while the older adults had a u-shaped function with both Fz and Pz being 
more positive than Cz.  
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 A second analysis was performed with the four windows selected from the slow 
wave as described above (Table 8.2). Age was entered as a between group factor and 
electrode and slow wave interval as repeated measures. The analysis of the four time 
windows within the larger slow wave yielded a significant main effect of memory 
(F=5.97, df=1, 37, p <. 05), wave interval (F=18.83, df=1.92, 71.12, p <. 001), and 
electrode (F=3.44, df=1.75, 64.95, p <.05). Subsequently remember names elicited more 
positive waveforms than later forgotten names, the slow waves declined in positivity over 
time, and the Pz electrode was more positive than Fz or Cz. There were significant 
interactions:  a two way electrode by group (F=5.45, df=1.75, 64.95, p < .005), and two 
three way interactions, memory by wave by group (F=22.83, df=2.49, 92.01, p < .0001) 
and wave by electrode by group (F=7.71, df=2.54, 93.87, p <. 0001). All of these results 
are presented in Table 8.2.  
  The memory by wave by group interaction suggests that the two groups have 
different memory effects across the four time frames. The scalp maps also support this 
conclusion over these intervals (FIGURE 12.3 and 12.4). To test this theory, t-tests were 
run for each group comparing later remembered and later forgotten values averaged 
across electrode separately for the two groups. There was a subsequent-memory effect at 
the earliest intervals (slow waves 1 and 2) in the younger adults and in the later intervals 
(slow waves 3 and 4) for the older adults (Table 8.3). This result is fully in line with the 
large number of studies that show delayed latencies of ERP activity for older adults.  
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Name vs. Noun  
 Waveforms and scalp maps are presented in Figure 13. We performed a two by 
two by four repeated measures ANOVA for the N2 amplitude with trial type (name or 
noun) and electrode (Fz, Cz, Pz, and Oz) as repeated measures and group as a between 
subjects factor (Table 8.4). There was a main effect of electrode (F=6.33, df=2.06, 76.05, 
p <. 001) with Oz and Pz being substantially more positive than Fz and Cz. There was 
also main effect of word type (F=19.66, df=1,37, p <. 001) with nouns being more 
negative. There was a two-way electrode by group interaction (F=12.01, df=2.06,76.05, 
p <.001) with the young being most positive at Pz and the old being most positive at Oz. 
Figure 14 illustrates the significant type by group interaction (F=17.35, df=1,37, p 
<.001). This figure clearly shows that the younger adults purely drive the word type 
difference while the older adults show no differences between the two conditions. Post-
hoc comparisons confirmed this effect at each electrode (p <.01) 
 For the N4 amplitude a repeated measures ANOVA was run. This analysis 
revealed a main effects of stimulus type (F=36.13, df=1, 37, p <. 001) and electrode 
(F=5.63, df=1.97, 72.86, p <.05). Noun trials were significantly more negative in 
amplitude than name trials and Pz was more positive than Fz, Cz, and Oz. A trio of two 
way interactions were significant including word type by group (F=32.37, df=1, 37, p 
<.001), electrode by group (F=6.07, df=1.97,72.86, p <.001), and word type by electrode 
(F=12.28, df=2.03,75.12, p <.001). The three-way word type by electrode by group 
comparisons was also significant (F=12.27, df=2.03, 75.12, p <. 001). 
 To fully understand the three way interaction a series of two way group by type 
ANOVAs were run for each of the four electrodes (Table 9.1). For Fz, Cz, and Pz there 
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were significant main effects of word stimulus type and a significant group by word type 
interaction. For the analysis at Oz there was a significant main effect of group type, and a 
type by group interaction (df= 1, 37, p <. 05 for all contrasts).  
 Since the two way interactions were significant at every electrode, a series of 
comparisons were done to test for significant effects of word type for each group at each 
electrode (Table 9.3). The t-tests indicated that the younger adults’ ERP data significantly 
discriminated between names and nouns at all four electrodes (df=19, p <.001) with 
nouns being significantly more negative. The older adults only showed a discrimination 
of stimulus type at Oz (df=18, p <.05) with nouns being more negative than names. The 
data from Fz, Cz, and Pz indicate that the young adults are robustly discriminating the 
two types of trials while the old adults are not differentiating the two. The Oz results are 
more perplexing. Oz is not a typical electrode to see a N4 effect. Instead this may be an 
effect driven by slightly different topographies of the P3, with a more anterior 
distribution for the rarer nouns. As the N4 interval overlaps with the onset of the P3, a 
difference in the P3 could manifest in this time window.  
 Analysis for the P3 amplitude was set up identically as that as the N4 amplitude. 
(Table 9.2) There was no main effect of word type or group but there was a main of 
effect of electrode (F= 22.02, df=1.87, 69.32, p <.001). There were significant two way 
electrode by group (F=7.79, df=1.87, 69.32, p <.001) and word type by electrode 
(F=19.19, df=2.13, 78.94, p <.001) interactions. Finally there was a significant three way 
group by word type by electrode interaction (F=3.08, df=2.13, 78.94, p <.05). 
 As with the N4, a series of four two by two ANOVAs were run to decompose the 
three-way interaction. In these analyses Fz and Pz had no significant effects. Cz had a 
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main effect of word type with nouns having a larger P3 amplitude (F=8.94, df=1, 37, p 
<.05). Oz had significant main effects of group (F=5.08, df=1, 37, p <.05) and word type 
(F=10.50, df=1,37, p <.05). Older adults were significantly more positive in amplitude 
than younger adults and name trials were significantly more positive than noun trials. The 
differential directions of the effect at Cz and Oz suggest that this is an effect of the P3 
distribution over the head and not a pure P3 amplitude difference.  
  The P3 latency analysis was identical to that of the P3 amplitude (Table 8.7). 
There were main effects of group (F=17.50, df=1, 37, p <.001) and stimulus type 
(F=110.72, df=1, 37, p = <.001). A statistical effect of electrode was not robust enough 
to survive correction (p <.07). Peak P3 latencies were delayed for older adults and noun 
trials. The delayed P3 is a common finding in the aging literature. The delayed P3 is often 
seen for unexpected stimuli and is a marker of the duration of stimulus evaluation. There 
was a non-significant graded effect of electrode with latency increasing from Fz to Pz and 
then falling off a bit to Oz. The word type by electrode interaction was significant 
(F=3.11, df=3, p <.05). The difference in peak time was largest at Fz and Cz and reduced 
at Pz and Oz. This effect was driven by a later latency for names at Pz and Oz while the 
latencies for nouns were similar for all of the electrodes. All statistics for the analysis of 
the P3 are presented in Table 9.  
 
Discussion 
 Older adults often show behavioral impairments on tasks when compared to 
younger adults. This difference is exacerbated as tasks become more difficult. Prominent 
theories of aging have explained this decline through concepts of general slowing, 
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reduced resources, sensory decay, inhibitory failures, or an interaction of some or all of 
these. This experiment was conceived based upon the hypothesis that inhibitory failure 
increases in older adults.  
 Previous research (Rabbit et al. 1965; Connelly et al. 1991) has demonstrated 
older adults' susceptibility to distraction. Others have shown that in some cases these 
inhibitory failures may serve a beneficial purpose (Healey, Campbell & Hasher, 2008). 
The current experiment was formulated with this interpretation of inhibitory control in 
mind. It was postulated that older adults would show equal or better performance on the 
unexpected memory tests compared to the younger adults. We expected that this 
paradoxical performance benefit would be most evident in the stem completion as much 
of the previous work showing these effects had used implicit memory measures. 
 The behavioral results fit the expected hypothesis. The older adults did not 
outperform the younger adults, but they performed on par with the young adults on 
virtually every metric besides reaction time. The old adults did not show a priming 
advantage for the stem completion as expected. This measure is complicated by the fact 
that some subjects were explicitly aware that the stems matched words seen in the 
encoding task. The lack of a distractor task between the two stages may have eliminated 
the purely implicit nature sought in this test. With this knowledge it is hard to know if the 
failure to find the expected results represents a true finding or a contamination of the 
data.  
 Older adults did complete un-primed stems with unseen foils at a higher rate than 
the young adults. This suggests several possible interpretations. One is that the corpus 
used to generate the stems better reflects the common words usage during the older 
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adults’ language formation than it does the younger adults’, creating a cohort effect. An 
alternative theory is that the older adults have a reduced semantic network, leading to the 
generation of fewer alternative completions. At first this seems contradictory to research 
showing that vocabulary is seemingly spared in old age (Park et al., 2002). Many of the 
tests used in this work tap into static language knowledge. When a time constraint or 
working memory demand is imposed, the older adults begin to show deleterious effects, 
as demonstrated by deficits in the word generation tasks. It is not that the extent of verbal 
ability is reduced; rather the older adults may simply default to a reduced semantic 
network of more common words when pressed whereas the young maintain an ability to 
access a more dispersed network.  
 The behavioral results depict the two groups as performing similarly on all of the 
tests. The electrophysiological recordings present a different picture of these two 
populations. The ERP data are best viewed with two separate questions in mind: do the 
older and younger adults show similar subsequent memory effects and do the older adults 
process the different stimulus categories similarly.  
 Several previous studies have investigated the ERP predictors of subsequent 
memory (Fabiani et al., 1985; Paller et al., 1986; see Friedman, 2003). A common finding 
to all of these studies is that some level of a slow positivity (with latency exceeding 
500ms) is predictive of subsequent memory. Both of our groups did show such this 
effect. This greater positivity for later remembered items was evident shortly after the P3 
peak in the young adults and was significant for first two slow wave time windows, 575-
630ms and 650-885ms. The old adults showed significant differentiation as a function of 
subsequent memory only in the last two time windows, 910-925 ms and 1275-1355 ms. 
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The interaction of time window and age group is most likely a reflection of a processing 
delay commonly seen in older adults. The analysis of later remembered and forgotten 
names suggests that similar processes render a word more likely to be later recognized in 
old and young. This would concur with the behavioral data that shows equivalent 
accuracy levels, albeit with longer reaction times in the older age group. 
 The comparison of ERP data of the nouns and names, however, indicates clear 
processing differences between the two age groups. The younger adults show a robust 
differentiation between noun and name trials. They have more negative N2 and N4 
components to the nouns relative to the names. The N2 shows no differentiation as a 
function of word type in the older adults.  During the N4 window only very posterior 
activity visible at the Oz electrode differentiates processing of the two word types. In 
some regards both the N2 and the N4 are sensitive to deviations of expectancy. The N2 
component is evoked by both attended and unattended deviant stimuli. It is thought to 
represent stimulus classification. The N4 is modulated by the expectancy of a word. The 
higher probability that a word will occur, as generated through lexical frequency or cloze 
probability in a sentence, the more suppressed the component becomes.  
 In the current experiment names make up roughly 75% of the presented stimuli. 
This bias in probability leads to a representation of names as the frequent, and thus 
expected, stimuli, while the nouns are the deviant or unexpected. With this in mind, there 
should be suppression of both the N2 and N4 to names, as long as the individual trials are 
viewed as two discrete categories with different probabilities. These two components are 
difficult to distinguish; they overlap both temporally and spatially. The N4 is distributed 
maximally over central parietal electrode sites. At the Pz electrode in the current study 
84 
 
the young have a significant suppression of the N4 for names that appears distinct from 
the N2 suppression; although even at Pz the two components are smeared together. At the 
more anterior and lateral sites the blurring is even more pronounced into a solitary 
negative going peak.  
 As suggested above, the Oz differentiation may reflect changes in the P3 
distribution and not necessarily be indexing a true N4 effect. It is also possible that the 
Oz electrode is picking up an N4 generator that is being masked at the other electrodes. 
Traditional N4 paradigms do not include a true classification task and as such do not 
normally suffer from P3 contamination.  
 In fact the three components of interest are not overly distinct; there is a larger 
overlap of the N2, N4 and P3. It is difficult to extract the real contribution of each 
individual component. Although it is possible to theorize the role that the N2 and N4 
should play in the overall wave forms, for the purpose of this discussion it is easier to 
consider them as an amalgamation rather than unique components. The key difference 
between the two age groups is that over the N2/N4 interval the younger adults show 
robust between stimulus categories while the older adults do not.  
 The fMRI experiment revealed a deficit of inhibitory control over a network in 
older adults. The reductions in interneurons and local neuronal regulation discussed in 
relationship to the blood flow data in Chapter 2 would apply to the electrophysiological 
data from this last experiment as well. Although the two experiments are not direct 
parallels, it is possible to extend some assertions from the first study to the second. At 
least in regards to the N4, it is possible to demonstrate that older adults are able to 
decrease the N4 response when high levels of contextual support are present (Federmeier 
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et al., 2003; Federmeier, 2007). This suggests that the inhibitory mechanisms are not 
completely absent but rather that they have started to deteriorate. The experiments that 
have seen N4 differences in old do not interpret this as a physiological sign of decay but 
rather changes in the psychological processes.  
 It appears that the old adults are unable to use the relative frequency of names and 
nouns in a predictive fashion to establish an expected and deviant condition as well as the 
young do. An initial rationalization may be that the older and younger adults interpret the 
names slightly differently. The pool of names used in the experiment were taken from 
baby names across a thirty year interval that begins just a few years before many of the 
younger participants were born. These names are frequent in the younger adults peer 
groups. It is possible that exposure during formative periods would have an exaggerated 
effect for the young. The fact that the groups are both performing the task at ceiling 
suggests they have knowledge of the name and its appropriate gender. This would argue 
against a deep set inherent bias in the stimuli.  
 A second alternative is that the older participants are unable to use category 
probability in a predictive fashion to facilitate word processing. Federmeier and 
colleagues (2003) examined N4 modulation to sentences ending in expected endings, 
unexpected but related, and unrelated words. Both the younger and older adults had N4 
reductions to expected endings. The older adults did not demonstrate significant N4 
reduction to related but unexpected words, while the young did. The authors interpreted 
this finding as evidence that older adults are unable to use context to generate predictions 
about upcoming words to the same extent as younger adults. In this experiment and 
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subsequent work with similar results (Federmeier et al., 2005), the authors viewed the 
failed N4 modulation as an inability in the old to use context in a predictive fashion.  
 If the N2/N4 modulation seen in the young is driven mainly by the N4 then this 
interpretation drawn from the study of language would be appropriate. The young 
participants are able to use category frequency as a heuristic to facilitate lexical access. 
As long as the names are seen as a unitary category, the presentation of a name would 
result in a reduced N4 and a noun, as an unexpected stimulus, would evoke a robust N4. 
This theory would argue that the waveform differences between old and young adults are 
due to inability to utilize weakly constraining context. A different view would be that the 
old are unable to establish appropriate context with which to make predictive judgments. 
 The inhibitory control theory interprets inhibition in three ways encompassing a 
filtering mechanism, successful regulation the access of items in working memory and 
deletion of irrelevant information from memory. Phillips and Lesperance (2003) applied 
Hasher and Zacks (1988) inhibitory control theory to an electrophysiological study of 
reading with distractors. Older adults are slowed in their reading times compared to 
young adults when presented with text with distractors. This is thought to be due to their 
inability to suppress irrelevant items. The experimenters sought to capitalize on this trait 
by presenting older and younger adults with sentences interspersed with distractors. A 
final probe word was presented that was either related to the core sentence, to the 
distractors, or unrelated. In their estimation old should overly process the distractor words 
and their meaning should make it into memory. If this is true, the N4 to the final word 
should be reduced in the older adults when it is related to the sentence or to the distractor 
and remain large to the unexpected ending. What they found is that young participants 
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showed graded N4 responses while the old participants showed equivalent N4's evoked to 
all three ending types. 
 In this experiment the inhibitory failure was not on the filtering side as younger 
individuals who presumably have intact inhibitory control did show a graded N4, 
indicating they processed the meaning of the distractors. When the experimenters ran a 
similar paradigm without distractors, the old adult did show a reduction in N4 to 
constrained endings. This result indicates that the older adults do indeed modulate the N4 
component amplitude. Instead it appears that the older adults were unable to sort the 
information from the sentences and distractors into two separate contextual streams. 
Without this segregation no proper context can be established with which to form future 
predictions. 
In the current study a similar process could be occurring. The old are unable to 
demonstrate a predictive effect of probability because they are unable to discretely view 
the stimuli on a trial by trial basis as separate categories even though they are able to 
discriminate a noun from a name at a behavioral level. Without this segregation a global 
expectancy of name or nouns is not generated. The inhibitory failure is not in focusing 
attention onto an item in the traditional sense, but in the ability to processing items 
differently from trial to trial.  
 Still it is ambiguous whether this merging of contextual information is to a 
predictive mechanism or rather due to an inability to infer constraints and create a 
template. As discussed in the introduction, Fabiani and colleagues (2006) presented old 
and young adults with trains of stimuli. The older and younger participants both produced 
MMNs when a train started with a deviant duration. This indicated that their sensory 
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memory was intact from trial to trial as was not decaying differentially between the 
groups. The repetition of tones within a train did not elicit N1 suppression in the older 
adults. Although older adults were able to detect change, they did not habituate to 
repeated stimuli. The authors interpret these two results as indication that older adults are 
unable to recognize overall similarity and coherence of the repeated stimuli. This would 
argue that there is impairment in the formation of a template from which to judge 
expectation. 
Older adults experience a general decrement in cognitive abilities with advancing 
age. The severity of this decline is highly variable within this population. The experiment 
presented here would argue that this decline, and perhaps even the intra-individual 
variability, is being driven by inhibitory mechanisms as proposed by Hasher and Zacks. 
This deficit has been described as a failure in three categories: access to working 
memory, deletion of irrelevant information, and restraint of information in working 
memory (Hasher, Zacks & May, 1999). 
This triune compartmentalization of inhibitory control roughly fits the experiment 
and supporting literature presented above. This fit is not exact and requires further 
thought and interpretation. The work by Phillips and Lesperance (2003) demonstrated 
that these differences are not just a matter of access. The younger adults are processing 
the distractors; they are just processing them differently than the older subjects. The 
deletion and access mechanisms don’t quite fit the pattern of results either. Instead it 
seems that the inhibitory system plays more of a segregation role in maintaining clear 
representation of the data.  
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The problem lies less with what data gets access to memory and is subsequently 
deleted, but rather with the correct classification when initially processed that matters. 
Without this correct identification it would be problematic for an individual to know what 
was safe for deletion and what is needed for further processing. This fourth element fits 
within the framework of inhibitory control and serves to complement the three 
subdivisions that have already been proposed in the literature.  
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CHAPTER 4 
GENERAL DISCUSSION 
 
Causes of age related decline are far from clear. Changes in sensory acuity, 
processing speed, inhibitory control, working memory, and anatomy all provide clues to 
the larger picture. Perhaps it is a somewhat artificial and counterproductive endeavor to 
consider only one piece of the puzzle while excluding others. For these two experiments 
these changes have been collectively interpreted as being heavily related to the construct 
of inhibitory control.  
Each of the experiments presented here examines behavioral and functional 
correlates of aging. In each case the experiment was conceptualized in terms of 
inhibition. For the fMRI study, inhibition was proposed as an attentional filter regulating 
cognitive processing between two networks.  This filter was both psychological as well as 
physiological. Inhibition as indexed by task performance was attributed at least partially 
to the physical inhibition of a competing network, although regulation or dysregulation of 
the two networks may be done by a common third network.  
 The motivation for the second study also originated from paradigms manipulating 
concurrent attentional focus. However the design of the experiment ended up 
incorporating inhibition more as a mechanism of access and regulation within working 
memory. This psychological interpretation of inhibition was inferred using neuronal 
signals of suppression. As with the fMRI study, interpretation of the meaning of 
inhibition must be tempered, as due to the correlational nature of the measures it is 
impossible to establish a causal link between psychological and physiological changes. 
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Even with their limitations the two studies have provided a valuable understanding to 
cognitive aging.  
 Despite exhibiting altered electrophysiological signals the older adults are 
performing on par with their younger counterparts in the second experiment.  In the first 
study a behavioral impairment was seen and attributed to reduced inhibitory control. Why 
is there a discrepancy in behavior between these two tasks? It is possible to reconcile this 
inconsistency by considering multiple factors. The best way to do that is to examine the 
role that top-down control and load play in the two tasks.  
 In the name and noun recognition task a single word is presented on the screen at 
a time. This task is quite easy as subjects have near perfect performance. The ease of the 
task removes any demand for stringent attentional control. The ERP results indicated that 
even in these low-level demand situations the older adults are still processing stimuli in a 
different way. Even so, if the task does not present a pressing demand in the form of 
competing stimuli or rapid response, the altered functionality would not manifest as a 
large behavioral difference. It is this very fact, the ability to see differences that would be 
hidden by behavioral testing alone, which makes neuroimaging techniques valuable.  
 In the fMRI study a similar pattern is found at low set sizes, the young and old 
subjects perform equally well. In fact at low loads older adults may show cursory benefits 
of their expanded attentional focus. As long as it is not impairing task performance, 
additional information present in memory could potential be advantageous if that 
information were ever to become relevant at a subsequent time. It is only as the working 
memory demand increases that the older adults begin to show a behavioral impairment in 
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the task. In fact Kramer and colleagues (1994) theorized that inhibitory deficits only 
disproportionately affect older adults when working memory is needed for a task.   
 In the modified Sternberg task it is at these high attentional loads where the real 
brunt of inhibitory deficits is felt. At high set sizes there is competition for attention for 
each letter presented in the memory set. This competition could negatively bias attention 
to overly focus on a subset of the letters at the expense of other letters and effectively 
reduce the working memory capacity. This is the more traditional view with which 
inhibitory control is approached, that is as a filtering or spotlight mechanism.  
 An alternative conceptualization would attribute the performance decline to a 
blurring of current trial identity with previous ones. As suggested by the ERP work 
presented above, older adults do not maintain discrete separations between types of 
stimuli. The inability to focus attention and segregate attentional streams would be 
compounded in a task with repeated presentation of trials with multiple overlapping 
stimuli. Older adults would have problems focusing their attention across all of the trials. 
It once an item is in memory, they would then have problems segregating information 
obtained in one trial from those of previous trials.  
 The interaction of the default network and the task-positive network is another 
manifestation of these issues. At low cognitive demands it is not crucial for an individual 
to be able to regulate both networks as long as there are enough available resources to 
deal with the task at hand. As the difficulty increases more focused attentional control is 
needed. An inability to suppress these thoughts would lead to an intrusion and mixing of 
task-related and unrelated items. The inability to maintain separate trains of though and 
suppress the irrelevant stream leads to severe impairment at high demand. In fact 
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cognitive failures similar to those linked to the default network, e.g. mind wandering and 
absent-mindedness, are associated with impaired inhibitory control (Tipper & Baylis, 
1987).  
 If this interpretation were correct it would be expected that older adults have more 
problems than younger adults in accurately making source judgments. In fact this is 
exactly what has been found. Duarte and colleagues investigated this variability by 
dividing older adults based upon individual differences. They used a task involving a 
remember/know judgments to assess familiarity and recall. They sorted older adults into 
groups based on overall accuracy, collapsed across remember/know conditions, 
generating high and low functioning groups. The high functioning group had preserved 
familiarity but impaired recall. The low functioning group was impaired at both. The 
successful ability to recall source judgments and make familiarity decisions would be 
highly influenced by a break down in inhibitory stream segregation. This work suggests a 
quite bleak picture where even the best performing older adults have source memory 
impairments.  
As formulated in the preceding chapters, aging is heavily influenced by a deficit 
in inhibitory control. It is this particular change that is leading to the massive behavioral 
and physiological changes seen with aging and not changes in sensory acuity, speed of 
processing, and working memory ability in and of themselves that is the issue. Instead 
these changes are amplifying inhibitory failure to drastic level. 
When the data presented here is considered in the context of the field at large they 
support a model of age related changes driven by inhibitory failure, albeit a somewhat 
expanded view of inhibition. Inhibitory control has been viewed as a process that selects 
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items, guides access to these items once in memory, and deletes irrelevant information 
from memory. The data presented here challenge this view. Instead they argue for a 
modified view of inhibition that includes the identification and classification of incoming 
information into distinct processing streams.  
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TABLES 
 
Table 1 Summary participant statistics Experiment 1 
 
  Young n=14 Old n=28 Significance 
Age 23.3 (2.3) 70.6 (4.3) p <.05 
Education 16.0 (1.7) 16.2 (3.4) - 
Modified MMSE 56.7 (.7) 55.5 (1.6) p <.05 
Vocabulary sub score of WAIS-R 12.9 (3.1) 13.3 (2.1) - 
O-span 23.7 (312.6) 13.9 (7.5) p <.05 
MMSE, modified mini-mental stats exam, WAIS-R, Wechsler Adult Intelligence Scale-Revised, 
O-span, object span.  
 
Table 2.1 Analysis of Task-Positive ROI values 
 
Effect SS 
Degr. Of 
 
(Freedom) 
MS F p 
G-G  
Epsilon 
 G-G 
 Adj. 
df1 
G-G 
Adj. 
df2 
G-G  
Adj. 
p 
Intercept 5918 1 5917.7 254.4 0         
group 196 1 196.0 8.4 0.01         
Region 860.3 9 95.6 40.6 0 0.5 4.2 169.5 0 
Region * Group 55.4 9 6.2 2.6 0.01 0.5 4.2 169.5 0.034 
Hemisphere 47.8 1 47.8 24.1 0 1.0 1.0 40.0 0 
Hemisphere * Group 1.3 1 1.3 0.7 0.42 1.0 1.0 40.0 0.418 
Load 108.8 4 27.2 10.5 0 0.7 2.9 116.2 0 
Load*Group 12.5 4 3.1 1.2 0.31 0.7 2.9 116.2 0.311 
Region* Hemisphere 34 9 3.8 5.4 0 0.6 5.3 212.5 0 
Region* Hemisphere* Group 3.1 9 0.3 0.5 0.87 0.6 5.3 212.5 0.786 
Region* Load 33 36 0.9 1.9 0 0.3 11.0 438.8 0.041 
Region* Load * Group 16.1 36 0.4 0.9 0.62 0.3 11.0 438.8 0.529 
Hemisphere* Load 2.1 4 0.5 1.2 0.3 0.8 3.3 133.8 0.299 
Hemisphere* Load * Group 4.1 4 1.0 2.5 0.05 0.8 3.3 133.8 0.059 
Region* Hemisphere* Load 7.745 36 0.2 1.0 0.49 0.4 12.8 513.3 0.461 
Region* Hemisphere* Load* 
Group 9.021 36 0.3 1.2 0.25 0.4 12.8 513.3 0.313 
Group, younger or older adults, region, ten different anatomical ROIS, hemisphere, left or right, G-G, 
Geisser-Greenhouse 
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Table 2.2. Comparison of % signal change by ROI 
  Mean % change (SD)   Significance 
Region Young Old P value 
Frontal Pole 1.10 (.49) 1.91 (1.01) 0.007 
Insular cortex .32 (.14) .58 (.27) 0.002 
Superior Frontal Gyrus 1.36 (.30) 1.56 (1.01) 0.492 
Middle Frontal Gyrus 1.21 (.38) 1.59 (.82) 0.101 
Inferior Frontal Gyrus .78 (.31) 1.29 (.61) 0.006 
Superior Parietal Lobule 1.07 (.49) 1.21 (.74) 0.526 
Lateral Occipital Complex 1.68 (.48) 2.45 (1.05) 0.013 
Paracingulate Gyrus .72 (.22) 1.01 (.38) 0.011 
Frontal Operculum .56 (.20) .97 (.41) 0.001 
Occipital Pole 1.50 (.40) 2.31 (.90) 0.003 
 
 
Table 2.3. Task-Negative Network with and Greenhouse- Geisser adjusted values 
 
Effect SS 
Degr. of 
(Freedom) MS F p 
G-G 
Epsilon 
G-G           
Adj. 
df1 
G-G     
Adj. 
df2 
G-G    
Adj. p 
Intercept 2596.3 1 2596.3 171.5 0.000         
group 0.8 1 0.8 0.1 0.815         
Region 295.5 10 29.5 19.4 0.000 0.4 3.9 154.5 0.000 
Region * Group 102.2 10 10.2 6.7 0.000 0.4 3.9 154.5 0.000 
Hemisphere 0.2 1 0.2 0.2 0.626 1.0 1.0 40.0 0.626 
Hemisphere * 
Group 1.7 1 1.7 2.3 0.137 1.0 1.0 40.0 0.137 
Load 17.3 4 4.3 1.9 0.109 0.8 3.1 123.3 0.128 
Load*Group 5.1 4 1.3 0.6 0.689 0.8 3.1 123.3 0.644 
Region* 
Hemisphere 4.1 10 0.4 0.9 0.516 0.5 4.7 186.1 0.465 
Region* 
Hemisphere* 
Group 4.4 10 0.4 1.0 0.463 0.5 4.7 186.1 0.429 
Region* Load 12.6 40 0.3 0.6 0.977 0.2 9.1 363.4 0.796 
Region* Load * 
Group 14.1 40 0.4 0.7 0.939 0.2 9.1 363.4 0.731 
Hemisphere* 
Load 0.4 4 0.1 0.4 0.787 0.8 3.4 135.5 0.755 
Hemisphere* 
Load * Group 1.8 4 0.5 2.1 0.088 0.8 3.4 135.5 0.100 
Region* 
Hemisphere* 
Load 6.0 40 0.2 0.8 0.751 0.3 11.1 445.2 0.601 
Region* 
Hemisphere* 
Load* Group 4.8 40 0.1 0.7 0.942 0.3 11.1 445.2 0.767 
 Group, younger or older adults, region, ten different anatomical ROIS, hemisphere, left or right, G-G, Greenhouse -
Geisser 
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Table 2.4. Comparison of % Signal Change by ROI  
 
  Mean % change (SD)   Significance 
Region Young Old p-value 
Temporal Pole -1.14 (.58) -1.21 (.54) 0.683 
Superior Temporal Gyrus -.89 (.43) -.80 (.53) 0.560 
Medial Temporal Gyrus -.80 (.38) -.92 (.43) 0.382 
Frontal Medial Cortex -.89 (.41) -1.02 (.84) 0.580 
Subcallosal Cortex -.83 (.34) -.1.60 (1.07) 0.012 
Posterior Cingulate Cortex -.75 (.38) -.48 (.23) 0.006 
Precuneus -1.29 (.60)  -.81(.59)  0.018 
Lingual Gyrus -.72 (.55) -.51 (.310 0.123 
Temporal Occipital Fusiform Cortex -.57 (.37) -.40 (.36) 0.157 
Planum Polare -.61 (.34) -.33 (.30) 0.011 
Hippocampus -.42 (.24) -.50 (.43) 0.513 
Note: p values are for two-tailed tests 
 
 
Table 3.1. Test of linear slopes for task-positive network.  
 
Region Young Left Young Right Old Left Old Right 
Frontal Pole 0.861 0.095 0.010 0.04 
Insular Cortex 0.131 0.200 0.002 0 
SFG 0.272 0.503 0.006 0.020 
MFG 0.014 0.009 0.266 0 
IFG 0.039 0.384 0.005 0 
Superior Parietal Lobule 0.132 0.231 0.027 0.024 
Lateral Occipital Complex 0.044 0.337 0.002 0 
Paracingulate 0.002 0.007 0 0 
Operculum 0.084 0.619 0.041 0 
Occipital Pole 0.020 0.051 0 0 
SFG, superior frontal gyrus; MFG, middle frontal gyrus; IFG, inferior frontal gyrus; Numbers 
represent p-values from two-tailed tests; red = p<.05; green = p<.1. 
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Table 3.2. Test of linear slopes for task-negative network.  
 
Region Young Left Young Right Old Left Old Right 
Temporal Pole 0.259 0.309 - - 
STG 0.002 0.004 - - 
MTG 0.095 0.053 0.079 - 
FM cortex 0.328 0.268 - - 
Subcallosal cortex 0.794 0.039 - - 
PCC 0.071 0.104 - - 
Precuneus 0.752 0.648 - - 
Lingual 0.172 0.614 - - 
Temporal Occipital Fusiform 0.845 0.686 - - 
Planum Polare 0.003 0.049 0.074  
STG, superior temporal gyrus; MTG, medial temporal gyrus; FM, frontal medial cortex; PCC, 
posterior cingulate cortex; Numbers represent p-values from two-tailed tests;  red = p<.05; green 
= p<.1. 
 
 
Table 4.1. Distance between peak locations for task-positive regions.  
 
  Average Log Distance (SD)   Significance 
Region Young Old p value 
Frontal Pole 2.29 (.09) 2.26 (.10) 0.290 
Insular cortex 1.72 (.11) 1.65 (.16) 0.162 
Superior Frontal Gyrus 1.78 (.13) 1.96 (.15) 0.000 
Middle Frontal Gyrus 1.84 (.12) 1.94 (.19) 0.087 
Inferior Frontal Gyrus 1.68 (.11) 1.77 (.14) 0.048 
Superior Parietal Lobule 1.74 (.14) 1.84 (.17) 0.067 
Lateral Occipital Complex 2.44 (.09) 2.44 (.08) 0.811 
Paracingulate Gyrus 1.78 (.17) 1.63 (.22) 0.036 
Frontal Operculum 1.95 (.12) 2.03 (.11) 0.033 
Occipital Pole 2.04 (.11) 2.18 (.13) 0.002 
Note: p values are for two-tailed tests and units are a logarithmic conversion of the distance in 
voxels  
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Table 4.2. Distance between peak locations for task-positive regions.  
 
  Average Log Distance (SD)   Significance 
Region Young Old p-value 
Temporal Pole 1.96 (.07) 1.97 (.14) 0.952 
Superior Temporal Gyrus 1.76 (.10) 1.84 (.09) 0.008 
Medial Temporal Gyrus 1.89 (.08) 1.86 (.09) 0.349 
Frontal Medial Cortex 1.53 (.09) 1.77 (.17) 0.000 
Subcallosal Cortex 1.52 (.10) 1.58 (.15) 0.216 
Posterior Cingulate Cortex 1.80 (.12) 1.83 (.15) 0.516 
Precuneus 1.93 (.14) 2.11 (.12) 0.000 
Lingual Gyrus 2.04 (.11) 2.04 (.12) 0.852 
Temporal Occipital Fusiform 1.70 (.15) 1.76 (.08) 0.091 
Planum Polare 1.70 (.10) 1.76 (.10) 0.123 
Hippocampus 1.63 (.14) 1.73 (.14) 0.033 
Note: p values are for two-tailed tests and units are a logarithmic conversion of the distance in 
voxels  
 
Table 5.1. Standard Deviation in percent change within task-positive ROIs 
 
  Avg Std  (SD)   Significance 
Region Young Old p value 
Frontal Pole .58 (.20) .85 (.42) 0.036 
Insular cortex .19 (.04) .24 (.09) 0.049 
Superior Frontal Gyrus .64 (.29) .72 (.35) 0.456 
Middle Frontal Gyrus .60 (.20) .78 (.33) 0.076 
Inferior Frontal Gyrus .39 (.13) .51 (.25) 0.112 
Superior Parietal Lobule .60 (.24) .75 (.41) 0.207 
Lateral Occipital Complex .68 (.16) .89 (.41) 0.071 
Paracingulate Gyrus .28 (.05) .34 (.08) 0.011 
Frontal Operculum .27 (.07) .31 (.11) 0.237 
Occipital Pole .76 (.18) .82 (.34) 0.508 
Note: p values are for two tailed tests
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Table 5.2. Standard Deviation in percent change within task-negative ROIs 
 
  Avg Std  (SD)   Significance 
Region Young Old p-value 
Temporal Pole .58 (.27) .83 (.43) 0.058 
Superior Temporal Gyrus .46 (.18) .61 (.24) 0.044 
Medial Temporal Gyrus .39 (.14) .55 (.24) 0.032 
Frontal Medial Cortex .45 (.18) .68 (.42) 0.062 
Subcallosal Cortex .51 (.22) .96 (.53) 0.005 
Posterior Cingulate Cortex .29 (.07) .29 (.09) 0.871 
Precuneus .45 (.13) .49 (.19) 0.481 
Lingual Gyrus .35 (.10) .39 (.14) 0.295 
Temporal Occipital Fusiform  .40 (.16) .40 (.17) 0.900 
Planum Polare .27 (.09) .28 (.09) 0.738 
Hippocampus .23 (.09) .34 (.20) 0.049 
Note: p values are for two tailed tests 
 
 
Table 6.  Summary participant statistics for experiment 2 
 
  Young 
n=20 
Old 
 n=20 
significance 
Age 22.2 (3.0) 65.6 (8.0) p <.05 
Education 16.2 (2.4) 17.8 (4.1) - 
Modified Mini-Mental 
States Exam 
56.2 (1.2) 55.8 (1.5) - 
Beck's Depression 
Inventory 
3.7 (3.1) 2.9 (2.6) - 
 
 
Table 7.1. Encoding data for Experiment 2 
 
 Young n=20 Old n=20 significance 
Name Accuracy .98 (.02) .96 (.01) p > .05 
Name RT 668.8 (120.1) 692.7 (72.3) p > .05 
Noun Accuracy 97.6 (.03) 97.8 (.03) p > .05 
Note: p values are for two tailed tests 
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Table 7.2. Encoding data for Experiment 2 split by later memory 
 
 
  Young Old significance 
Name Acc Forget .98 (.02) .96 (.04) significance 
Name Acc Remember .98 (.02) .96 (.03) p > .05 
Name RT Forget 665.8 (125.4) 675.1 (63.9) p > .05 
Name RT Remember 667.9 (116.9) 698.9 (76.9) p > .05 
Noun Acc Forget .98 (.06) .98 (.04) p > .05 
Noun Acc Remember .98 (.04) .98 (.03) p > .05 
Acc, accuracy; RT, reaction time; p values are for two tailed tests 
 
 
 
Table 7.3. Stem completion data 
 
  Young Old Significance 
Stem Completed 10.7 (2.9) 11.3 (4.1) - 
Partially Completed 1.5 (1.4) 1.7(1.3) - 
Foil Match 3.7 (1.3) 5.0 (1.4) p <.05 
Partial Foil Match 1.7 (1.0) 2.3(.9) - 
p values are for two tailed tests 
 
 
Table 7.4 Name Recognition Data 
 
  Young Old Significance 
Name Acc .73 (.11) .72(.08) - 
RT Forgotten 1211.6 (149.0) 1262.5 (105.1) - 
RT Remembered 1112.6 (105.4) 1206.6 (98.1) p <.05 
p values are for two tailed tests 
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Table 7.5 Noun recognition data 
 
  Young Old Significance 
Noun Acc .75 (.12) .69 (.10) - 
RT Forgotten 1262.1 (217.1) 1326.1 (130.8) - 
RT Remembered 1161.5 (116.1) 1267.5 (95.1) p <.05 
Stem Completed Acc .81 (.15) .77 (.15) - 
Acc, accuracy; RT, reaction time. 
 
 
 
Table 8.1 Entire slow wave ERP subsequent memory statistics with Greenhouse- Geisser 
adjusted values 
 
 
  SS 
Degr.  
of 
Freedom 
MS F p 
G-G  
(Epsilon) 
G-G G-G G-G 
(Adj. 
df1) 
 (Adj. 
df2) 
 (Adj. 
p) 
Intercept 675.2 1 675.2 27.9 0         
Group 71.8 1 71.8 3.0 0.09         
Memory 34.2 1 34.2 8.8 0.01 1.0 1.0 37.0 0.005 
Memory * 
Group 0.5 1 0.5 0.1 0.71 1.0 1.0 37.0 0.712 
Electrode 25.6 2 12.8 4.5 0.02 0.9 1.8 64.8 0.019 
Electrode * 
Group 27.8 2 13.9 4.9 0.01 0.9 1.8 64.8 0.014 
Memory * 
Electrode 0.2 2 0.1 0.3 0.76 0.9 1.7 64.5 0.729 
Memory * 
Electrode * 
Group 1.1 2 0.5 1.5 0.23 0.9 1.7 64.5 0.235 
group, younger or older adults; memory, later remembered or forgotten; electrode, Fz, Cz, or Pz; G-G, 
Greenhouse-Geisser 
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Table 8.2 Four slow wave window ERP subsequent memory statistics with Greenhouse- 
Geisser adjusted values 
 
 
  SS 
Degr. of  
(Freedom) MS F p 
G-G  
(Epsilon) 
G-G G-G G-G 
(Adj. 
df1) 
(Adj. 
df2) 
 (Adj. 
p) 
Intercept 4428.27 1 4428.27 34.12 0.000         
Group 281.549 1 281.549 2.169 0.149         
Memory 95.299 1 95.299 5.972 0.019 1.0 1.0 37.0 0.019 
Memory * 
Group 18.095 1 18.095 1.134 0.294 1.0 1.0 37.0 0.294 
Wave 1451.84 3 483.945 18.83 0.000 0.6 1.9 71.1 0 
Wave * 
Group 68.737 3 22.912 0.892 0.448 0.6 1.9 71.1 0.411 
Electrode 130.526 2 65.263 3.438 0.037 0.9 1.8 65.0 0.044 
Electrode 
* Group 206.74 2 103.37 5.446 0.006 0.9 1.8 65.0 0.009 
Memory * 
Wave 12.613 3 4.204 1.115 0.346 0.8 2.5 92.1 0.341 
Memory * 
Wave * 
Group 96 3 32 8.488 0.000 0.8 2.5 92.1 0 
Memory * 
Electrode 1.942 2 0.971 0.319 0.728 0.7 1.4 53.3 0.656 
Memory * 
Electrode 
* Group 10.604 2 5.302 1.744 0.182 0.7 1.4 53.3 0.191 
Wave * 
Electrode 388.868 6 64.811 22.83 0.000 0.4 2.5 93.9 0 
Wave * 
Electrode 
* Group 131.371 6 21.895 7.712 0.000 0.4 2.5 93.9 0 
Memory * 
Wave * 
Electrode 1.239 6 0.207 0.588 0.740 0.6 3.5 130.3 0.65 
Memory * 
Wave * 
Electrode 
* Group 3.055 6 0.509 1.45 0.197 0.6 3.5 130.3 0.226 
group, younger or older adults; memory, later remembered or forgotten; electrode, Fz, Cz, or Pz; wave, the 
four different time windows;  G-G, Greenhouse-Geisser 
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Table 8.3 Subsequent Memory Collapsed Across Electrode 
 
  Later 
Remembered 
Later 
Forgotten 
Significance 
Young SW1 4.4 (3.2) 3.2 (2.9) p = .0104 
Young SW2 2.2  (3.0) .55 (2.5) p =.0052 
Young SW3 .76 (2.6) .13 (2.7) - 
Young SW4 .94 (2.4) .77 (2.8) - 
Old SW1 4.3 (4.4) 5.0(4.9) - 
Old SW2 2.7 (3.3) 2.8 (3.5) - 
Old SW3 2.8 (2.9) 1.7 (3.3) p =.0229 
Old SW4 1.7 (2.3) .68 (2.1) p =.0156 
p values are for two tailed tests 
 
 
Table 8.4 Name vs. Noun Trials: N2 Amplitude 
 
  SS 
Degr. of 
(Freedom) MS F p 
G-G 
(Epsilon) 
G-G G-G G-G 
(Adj. 
df1) 
(Adj. 
df2) 
(Adj. 
p) 
Intercept 793.6 1 793.6 9.4 0.004         
Group 0.1 1 0.1 0.0 0.973         
Type 65.0 1 65.0 19.7 0.000 1.0 1.0 37.0 0.000 
Type * Group 57.4 1 57.4 17.4 0.000 1.0 1.0 37.0 0.000 
Electrode 196.5 3 65.5 6.3 0.001 0.7 2.1 76.1 0.003 
Electrode* 
Group 372.8 3 124.3 12.0 0.000 0.7 2.1 76.1 0.000 
Type* 
Electrode 1.9 3 0.6 1.1 0.362 0.5 1.5 54.2 0.330 
Type* 
Electrode * 
Group 4.2 3 1.4 2.3 0.078 0.5 1.5 54.2 0.121 
group, younger or older adults; type, name or noun trials; electrode, Fz, Cz, Pz and Oz; G-G, Greenhouse-
Geisser 
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Table 8.5 Name vs. Noun Trials: N4 Amplitude 
 
  SS 
Degr. of 
(Freedom) MS F p 
G-G 
(Epsilon) 
G-G G-G G-G 
 (Adj. 
df1) 
(Adj. 
df2) 
(Adj. 
p) 
Intercept 1765.7 1 1765.7 18.7 0.000         
Group 54.3 1 54.3 0.6 0.454         
Type 200.5 1 200.5 36.1 0.000 1.0 1.0 37.0 0.000 
Type * 
Group 179.7 1 179.7 32.4 0.000 1.0 1.0 37.0 0.000 
Electrode 208.6 3 69.5 5.6 0.001 0.7 2.0 72.9 0.006 
Electrode* 
Group 225.2 3 75.1 6.1 0.001 0.7 2.0 72.9 0.004 
Type* 
Electrode 18.1 3 6.0 9.7 0.000 0.7 2.0 75.1 0.000 
Type* 
Electrode * 
Group 22.8 3 7.6 12.3 0.000 0.7 2.0 75.1 0.000 
group, younger or older adults; type, name or noun trials; electrode, Fz, Cz, Pz and Oz; G-G, Greenhouse-
Geisser 
 
 
 
Table 8.6 Name vs. Noun Trials: P3Amplitude 
  SS 
Degr. of 
(Freedom) MS F p 
G-G 
(Epsilon) 
G-G G-G G-G 
 (Adj. 
df1) 
(Adj. 
df2) 
 (Adj. 
p) 
Intercept 6729.8 1 6729.8 83.4 0.000         
Group 0.5 1 0.5 0.0 0.936         
Type 7.7 1 7.7 0.5 0.495 1.0 1.0 37.0 0.495 
Type * 
Group 11.0 1 11.0 0.7 0.414 1.0 1.0 37.0 0.414 
Electrode 719.2 3 239.7 22.0 0.000 0.6 1.9 69.3 0.000 
Electrode* 
Group 319.8 3 106.6 9.8 0.000 0.6 1.9 69.3 0.000 
Type* 
Electrode 118.0 3 39.3 19.2 0.000 0.7 2.1 78.9 0.000 
Type* 
Electrode * 
Group 18.9 3 6.3 3.1 0.030 0.7 2.1 78.9 0.048 
group, younger or older adults; type, name or noun trials; electrode, Fz, Cz, Pz and Oz; G-G, Greenhouse-
Geisser 
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Table 8.7 Name vs. Noun Trials: P3Latency 
 
  SS 
Degr. of 
(Freedom) MS F p 
G-G 
(Epsilon) 
G-G G-G G-G 
(Adj. 
df1) 
(Adj. 
df2) 
(Adj. 
p) 
Intercept 98475369.0 1 98475369.3 11397.4 0.000         
Group 151213.0 1 151213.5 17.5 0.000         
Type 414996.0 1 414995.7 110.7 0.000 1.0 1.0 37.0 0.000 
Type * 
Group 28.0 1 27.8 0.0 0.932 1.0 1.0 37.0 0.932 
Electrode 15942.0 3 5314.0 2.8 0.045 0.7 2.1 75.8 0.067 
Electrode* 
Group 11376.0 3 3792.0 2.0 0.121 0.7 2.1 75.8 0.144 
Type* 
Electrode 13876.0 3 4625.4 3.1 0.029 0.9 2.7 99.6 0.034 
Type* 
Electrode 
* Group 7299.0 3 2433.1 1.6 0.185 0.9 2.7 99.6 0.190 
group, younger or older adults; type, name or noun trials; electrode, Fz, Cz, Pz and Oz; G-G, Greenhouse-
Geisser 
 
 
Table 9.1 Name vs. Noun 2x2 comparisons: N4 Amplitude 
 
  Fz Cz Pz Oz 
Group 0.090 0.427 0.769 0.009 
Type 0.001 0.004 0.000 0.000 
Type * Group 0.023 0.000 0.000 0.000 
numbers are two-tailed p-value 
 
Table 9.2 Name vs. Noun 2x2 comparisons: P3Amplitude 
 
  Fz Cz Pz Oz 
Group 0.095 0.114 0.214 0.030 
Type 0.081 0.005 0.560 0.003 
Type * Group 0.981 0.100 0.437 0.779 
numbers are two-tailed p-value 
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Table 9.3 T-Tests for N4 Interval Between Names and Noun 
 
  Fz Cz Pz Oz 
Young name 2.4 (3.9) 4.2 (4.8) 5.9 (4.0) 1.6 (3.0) 
Young Noun .45 (4.8) 1.1 (4.9) 1.8 (4.5) -1.7 (3.6) 
Significance p <.05 p <.05 p <.05 p <.05 
     
Old Name 3.8 (3.2) .88 (5.2) 3.5 (4.5) 3.2 (3.1) 
Old Noun 3.4 (3.7) 1.9 (4.9) 3.4 (4.3) 2.4 (3.4) 
Significance - - - p <.05 
numbers are mean and standard deviation values. P-values are based on two-tailed test 
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 FIGURES 
 
Figure 1  
 
 
Design of Experiment 1. Each session consisted of five runs. Each run only had one 
memory load level (2-6). Each run had four blocks of eight trials. A trial consisted of a 3 
second memory set, 1-second fixation 500ms probe, and 1.5-second response interval. A 
20 second fixation interval preceded and followed every block. Presentation order was 
counterbalanced from load 2 to 6 or 6 to 2. 
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Figure 2.1  
 
Regions included in ROI analyses for the task-positive network. Task-Positive: frontal 
pole, insular cortex, superior frontal gyrus, middle frontal gyrus, inferior frontal gyrus, 
superior parietal lobule, lateral occipital complex, paracingulate cortex operculum and 
occipital pole. 
 
Figure 2.2 
 
Regions included in ROI analyses for the task-negative network. Task-Negative: 
temporal pole, superior temporal gyrus, middle temporal gyrus, frontal medial cortex, 
subcallosal, posterior cingulate cortex, precuneus, lingual gyrus, temporal occipital 
fusiform cortex, planum polare, and hippocampus.  
 
 
 
Figure 3  
   
 
Behavioral data for Experiment 1. Graphical representation of behavioral data from 
Experiment 1. Left panel shows reaction time data and the right accuracy. 
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Figure 4.1  
 
Task-positive network: mean effects in younger adults 
 
Figure 4.2  
 
Task-positive network: mean effects in older adults 
 
L=R 
L=R 
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Figure 4.3  
 
Comparisons of younger and older adults 
 
 
Figure 5.1  
 
Task-positive network: linear effects in younger adults 
L=R 
112 
 
 
 
Figure 5.2  
 
Task-positive network: linear effects in older adults 
 
 
Figure 5.3  
 
Comparisons of younger and older adults 
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Figure 6.1  
 
Task-negative network: mean effects in younger adults 
 
Figure 6.2  
 
Task-negative network: mean effects in older adults 
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Figure 6.3  
 
Comparisons of younger and older adults 
 
Figure 7.1  
 
Task-negative: linear effects: in younger adults 
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Figure 7.2 No linear effects: in older adults 
 
 
 
Figure 7.3  
 
Comparisons of younger and older adults at a low threshold 
 
 
 
Figure 8  
 
 
Effects of sphere size on older and younger adults. The left figure depicts the effect on 
the task-positive network while the right panel is for the task-negative network.  
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Figure 9.1  
 
 
 
Experimental design for experiment 2: encoding block. Subjects are shown names and 
nouns from one of two possible lists. Each list contains 150 names and 48 nouns. The list 
is presented in three blocks. Each block contains 50 names and 12 nouns randomly 
sampled without replacement. The subjects are required to make a male/female judgment 
on the names while ignoring the distractors. An initial 1500 ms fixation starts off each 
block. Each stimulus is presented for 500 ms and followed by a fixation period varying 
from 1400 to 1600 with an average total duration of each trial of 2 seconds.  
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Figure 9.2  
 
 
Experimental design for experiment 2: stem completion. Subject were presented with a 
list of 96 stems and required to produce a noun verbally. The presentation rate was self-
paced. If a subject produced an inappropriate item (e.g. proper noun, adverb, verb, etc) 
they were corrected and asked to try again. If a subject struggled and could not come up 
with an answer they were allowed to skip to the next stem after around 30 seconds. 
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Figure 9.3  
 
 
Experimental design for experiment 2: noun recognition. In this part of the study 
participants are shown pairs of nouns and required to press a left or right button to select 
the noun presented as a distractor during the encoding stage. Word pairings were selected 
randomly and side of the old world was balanced between left and right. Subjects see 48 
total pairings over two blocks. An initial fixation and the ITE were 1500 ms. The paired 
words were present for 2.5 seconds.  
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 Figure 9.4  
 
 
 
Experimental design for experiment 2:name recognition. Participants are shown pairs of 
names and required to press a left or right button to select the name presented during the 
encoding stage. Name pairings were selected randomly and side of the old world was 
balanced between left and right. Subjects see 150 total pairings over three blocks. An 
initial fixation and the ITE were 1500 ms. The paired words were present for 2.5 seconds.  
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Figure 10  
 
This is the representation of the electrode placements in the electrode cap. Colored in and 
numbered spots had electrodes for this study.  Grayed out spots had openings but were 
not filled.  
 
 
 
 
Figure 11 
 
 
 Graphical representation of the encoding behavioral data with noun accuracy, name 
accuracy, and name reaction time for older and younger adults. 
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Figure 12.1  
 
  
 
  
A comparison of later remembered and later forgotten name trials at Fz (top left), Cz (top 
right), Pz (bottom left) and Oz (bottom right) electrodes for younger adults 
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Figure 12.2   
 
  
 
  
A comparison of later remembered and later forgotten name trials at Fz (top left), Cz (top 
right), Pz (bottom left) and Oz (bottom right) electrodes for older adults 
 
 
Figure 12.3  
 
Topographic maps of remembered - forgotten are depicted for the slow wave interval for 
younger adults  
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Figure 12.4  
 
Topographic maps of remembered - forgotten are depicted for the slow wave interval for 
older adults  
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Figure 13.1  
 
  
 
  
A comparison of name and noun trials at Fz (top left), Cz (top right), Pz (bottom left) and 
Oz (bottom right) electrodes for younger adults. 
 
  
 
Figure 13.2  
  
  
 
  
A comparison of name and noun trials at Fz (top left), Cz (top right), Pz (bottom left) and 
Oz (bottom right) electrodes for older adults. 
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Figure 13.3  
 
 
Scalp maps of noun - name trials for younger adults 
 
Figure 13.4  
 
 
Scalp maps of noun - name trials for older adults 
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Figure 14  
 
TYPE*group; LS Means
Current effect: F(1, 37)=13.283, p=.00082
Effective hypothesis decomposition
Vertical bars denote +/- standard errors
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Graphical representation of the two-way type by group interaction for the N2 interval 
indicating that young modulate but old do not.  
 
 
Figure 15  
 
TYPE*ELECTROD*group; LS Means
Current effect: F(3, 111)=3.0819, p=.03037
Effective hypothesis decomposition
Vertical bars denote +/- standard errors
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Graphical depiction of P3 type by electrode by group three way interaction.
NAME NOUN 
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APPENDIX A: SUPPLEMENTAL FIGURES 
 
Figure A.1: Main effect of group for task-positive network 
  
 
Figure A.2 Main effect of region for task-positive network.  
 
* regions in order are: frontal pole, insular cortex, superior frontal gyrus, middle frontal gyrus, inferior frontal gyrus, superior parietal 
lobule, lateral occipital complex, paracingulate gyrus, frontal operculum, and occipital pole 
 
 
 
Figure A.3 Main effect of hemisphere for the task-positive network 
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Figure A.4 Main effect of load for the task-positive network 
 
 
 
Figure A.5 Region by Group interaction for the task-positive network 
 
* regions in order are: frontal pole, insular cortex, superior frontal gyrus, middle frontal gyrus, inferior frontal gyrus, superior parietal 
lobule, lateral occipital complex, paracingulate gyrus, frontal operculum, and occipital pole 
 
 
Figure A.6 Region by Hemisphere Interaction for the task-positive network 
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Figure A.7 Region by Load Interaction for the task-positive network 
 
 
* regions in order are: frontal pole, insular cortex, superior frontal gyrus, middle frontal gyrus, inferior frontal gyrus, superior parietal 
lobule, lateral occipital complex, paracingulate gyrus, frontal operculum, and occipital pole 
 
 
Figure A.8 Hemisphere by load by group interaction for the task-positive network 
 
 
 
Figure A.9 Main effect of region for the task-negative network 
 
* regions in order are: temporal pole, superior temporal gyrus, medial temporal gyrus, frontal medial cortex, subcallosal 
cortex, posterior cingulate cortex, precuneus, lingual gyrus, temporal occpital fusiform cortex, planum polare, and the 
hippocampus.  
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Figure A.10 Region by group interaction for the task-negative network 
 
 
* regions in order are: temporal pole, superior temporal gyrus, medial temporal gyrus, frontal medial cortex, subcallosal 
cortex, posterior cingulate cortex, precuneus, lingual gyrus, temporal occpital fusiform cortex, planum polare, and the 
hippocampus 
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APPENDIX B: NAME AND NOUN STIMULI 
Names A     Names B    
Male List 
A 
Female List 
A continued    
Male List 
B 
Female List 
B continued   
Michael Jenna Victor Bethany  Matthew Sara Colin Carly 
David Amanda Vincent Mindy  James Hanna Garrett Brenda 
Daniel Katharine Andre Olivia  Robert Christina Isaiah Traci 
Andrew Brittany Lucas Miriam  Jason Melinda Gary Jill 
Brian Elizabeth Miguel Sonya  Eric Stephanie Jeremiah Sophie 
Nicholas Emily Brendan Sheila  Anthony Sally Wesley Priscilla 
William Nichole Elijah Nadia  Steven Lindsey Frank Lynn 
Ryan Laura Mitchell Gina  Kevin Hayley Spencer Bianca 
Jacob Michele Chase Denise  Benjamin Rachael Dennis Tiffany 
Brandon Amy Maxwell Heather  Timothy Amber Craig Chloe 
Thomas Danielle Albert Claire  Kyle Angela Mario Natasha 
Zachary Natalia Larry Desiree  Jeremy Caitlin Ricardo Lily 
Adam Alyssa Todd Dawn  Aaron Krista Alejandro Regina 
Tyler Martha Brent Kayla  Richard Crystal Curtis Kylee 
Jeffrey Allison Francisco Paige  Charles Erin Troy Tessa 
Mark Alexis Dominic Audrey  Nathan Courtney Henry Tabitha 
Samuel Veronica Arthur Melanie  Patrick Andrea Bryce Isabel 
Derek Erica Jerry Deborah  Travis Abigail Manuel Alexa 
Paul Madelyn Martin Cindy  Scott Margaret Russell Jillian 
Edward Brianna Oscar Maggie  Sean Meghan Damien Jennifer 
Alexander Alicia Tanner Bridget  Bradley Monique Jackson Colleen 
Kenneth Julianna Darrell Maria  Carlos Valerie Hector Elena 
Gregory Chelsea Javier Barbara  Dylan Gabrielle Clint Shannon 
Jared Emma Edgar Claudia  Phillip Norma Frederick Cierra 
Dustin Brooke Rodney Julie  Noah Judith Lawrence Maribel 
Chad Kelly Fernando Meredith  Ethan Johanna Calvin Carmen 
Peter Tanya Lance Cheryl  Luis Molly Louis Nancy 
Alan Cassandra Walter Cassidy  Caleb Grace Ruben Victoria 
Gabriel Diana Gavin Kassandra  Antonio Hailey Pedro Marlene 
Randy Cynthia Roger Amelia  Evan Linda Darren Yvonne 
Ian Vanessa Leonard Jane  Donald Suzanne Cesar Josephine 
George Jacqueline Alfred Donna  Logan Kara Maurice Karen 
Seth Mandy Darius Whitney  Shane Caroline Dillon Tina 
Keith Stacie Riley Shelly  Trevor Casey Bruce Gloria 
Ronald Wendy Armando Ellen  Luke Carrie Theodore Melissa 
Brett Candice Wayne Maureen  Connor Jessica Abraham Charlotte 
Raymond Kirsten Terrance Esmeralda  Isaac Adriana Brady Camille 
Jack Samantha    Douglas Rebecca   
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APPENDIX B (continued): NAME AND NOUN STIMULI 
 
Nouns A1   Nouns A2   Nouns B1   Nouns B2   
accident beach approach brain accuracy beauty appeal branch 
action belief blood bride activity belly block brick 
balance bread campus captain ballet break camera capital 
bullet cabin category chicken bulletin cabinet cattle chief 
burden candle center class bureau canvas century claim 
carbon check chair content career chest chain concert 
cloth commerce colonel corner cloud composer college corps 
county cross creature desire couple crowd creation desert 
display flame faculty fortune dispute flash factory formula 
garage ground grass instant garden growth grade insight 
general income harbor medicine genius increase harmony medium 
leader meaning marine minority league measure marble minister 
missile morality month motive mission mortgage money motion 
muscle patent passion person museum patrol passage period 
outcome premier policy prison output present police prince 
particle quantity portion religion partner quarter portrait relation 
plane regiment realtor respect plant register realism response 
problem search review share program season revenue shape 
reporter slave score sponsor republic slavery scope sport 
screen specimen shore stand screw spectrum shock stair 
sheep surprise struggle trail shell survival stranger track 
stock theater stuff troop story theme studio trouble 
teacher verse tendency winter teaching version tension window 
tribute warfare truth worship triumph warning truck worry 
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APPENDIX C: STEM PRESENTATION ORDER 
 
Stem Order     
bre 1 war 33 acc 65 
chi 2 tra 34 har 66 
des 3 rev 35 pro 67 
bel 4 spo 36 cro 68 
fac 5 pre 37 gen 69 
che 6 cab 38 bra 70 
sho 7 sco 39 tru 71 
sta 8 par 40 inc 72 
mot 9 tea 41 bri 73 
mis 10 app 42 gra 74 
cou 11 cat 43 pla 75 
por 12 tri 44 tro 76 
bur 13 mea 45 lea 77 
rep 14 rea 46 fla 78 
act 15 sha 47 mus 79 
the 16 sur 48 win 80 
out 17 con 49 bul 81 
ins 18 for 50 cha 82 
med 19 sla 51 col 83 
per 20 cam 52 mar 84 
pol 21 stu 53 can 85 
bea 22 gar 54 mor 86 
cen 23 cap 55 str 87 
min 24 rel 56 ten 88 
sto 25 res 57 com 89 
bal 26 blo 58 clo 90 
pat 27 cre 59 pas 91 
car 28 mon 60 gro 92 
cor 29 pri 61 qua 93 
ver 30 reg 62 sea 94 
dis 31 scr 63 she 95 
spe 32 cla 64 wor 96 
 
