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1. INTRODUCTION 
Let CL., be the vector space of all m by II matrices over an algebraically 
closed field 5. For any m by m matrix rl and n by n matrix B with elements in 
jj we define linear transformations A+ and B- of s,,,,, by d+S = BX and 
B-X = XB, respectively. The linear transformation df + B- of a,,, 
may be represented by the matrix B 01, + I, @ B’ acting on the mn- 
dimensional vector space s,, (see MacDuffee [l] or Givens [2]), where @ 
denotes tensor product (also known as Kronecker product and direct pro- 
duct), BT is the transpose of B, and I, is the identity p by p matrix, p = n 
and m. Special cases of the matrix A @ I,, + I, (8 BT arise in connection 
with (1) stability theory (see Givens [2] for a discussion and extensive biblio- 
graphy), (2) commutativity (see Section 6 below and Roth [3]), and (3) the 
numerical solution of certain partial differential equations by finite-difference 
methods (see Lynch, Rice, and Thomas [4]). 
The present note establishes in Theorem 1 a canonical basis of s,,, with 
respect to which the matrix representing =2+ + BP is in Jordan canonical 
form, where the canonical bases belonging to A and Br are presumed known. 
An immediate consequence of this result is the determination in Corollary 1 
of the elementary divisors of A+ + B-, a result originally obtained by 
Roth [5] employing special matrix methods which are not appropriate for 
obtaining a canonical basis. The canonical basis constitutes a complete set of 
eigenvectors and generalized eigenvectors of A+ + B- and in the case that 
B = - A this set includes maximal subsets 9Il~,o of linearly independent 
matrices with respect to which A is K commutative, k = 1, 2, *** . This last 
remark summarizes Corollaries 2 and 3. Finally, it is noted that some of the 
preliminary results may be extended to linear operators on infinite-dimen- 
sional spaces. 
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The explicit determination of a canonical basis appears to be a new result. 
The significance of this result is that we have obtained the eigenvectors and 
generalized eigenvectors of a matrix of order mn from the eigenvectors and 
generalized eigenvectors of matrices of lower order, m and n. The previously 
determined elementary divisors merely indicate “how many” eigenvectors of 
various grades that belong to the transformation. Unlike previous writers we 
have not made use of any special matrix representations of 4f + B- such 
as A 18 l,L + I,,, @ BT. This suggests that if one wants to treat more general 
matrices of the form C yijB” QI Bj that he deal instead with the linear trans- 
formation of form C ~(~(il+)~ (B-)j. 
2. A CANONICAL BASIS OF A SUBSPACE OF s,,, 
Let (Y be an eigenvalue of rZ and let (X - CX)” be an elementary divisor of d. 
Then 1 < e < m and there exists a vector s, E Srn,i such that 
(A - al,)e x, = 0, (A - al,)“-1 x, f 0. (1) 
In [6] a vector .ve satisfying (1) is called an eigenvector of A of grade (termed 
rank in [6]) e corresponding to the eigenvalue 01, and it is shown that the vectors 
Xl 9 X2 9 me*, x, defined by 
xi = (A - (YI,,$-~ x, , i = 1, 2, .*a, e, (2) 
are linearly independent in grn,i . Note that xi is an eigenvector of A of 
grade i corresponding to (Y. Similarly, let ,8 be an eigenvalue of B and let 
(h - j?)f be an elementary divisor of B. Now 1 <f < n and there exists a 
vector yr E zn,i such that 
(B= - /%YY, = 0, (B= - /XJf-ly, # 0, (3) 
where BT is the transpose of B. We define 
yi = (B= - jlB,Jf-jyf , j = 1, 2, .**,f. (4) 
The vectors y1 , y2 , *a., yf are linearly independent in sn,i . 
Let x: be an arbitrary vector in sm,l and let y be an arbitrary vector in 
5 n.l . Then 
XYT E %n.n , A+(xy=) = (Ax) y= and B-(xy=) = x(yTB) = x(B~~)~. 
According to a fundamental property of product spaces, the set of ef matrices 
{.riyjT> are linearly independent. We denote by 9X the linear manifold spanned 
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by these matrices 
a = [X1ylT, “r y,T, . ..) S1yfT, X,J’lT, xeynT, ..-x2yrT, . . . .
%4’lT, %y~T, . ..> X,YfT] c &,,,, . (5) 
LEMMA 1. The matrices .xiyjT are eigenaectors of A+ + B- of grade 
i + j - 1 corresponding to the eigenaalue 01 + /3, i = 1, 2, **o, e, j = 1, 2, ..., f. 
PROOF. The lemma follows on applying the binomial expansion theorem: 
[A+ + B- - (a + fl) Z,+lt (XiyiT) = 2 (f) (-4 - aZm)s (XiyjT) (B - PZn)t-s 
a=0 
= $ (3 [(A - d,,JSxi][(BT - ~4Jt-s~~lT 
S=O 
= ,i+j-2 
( i-l 1 %YIT f 0, 
if t=i+j-2 
zz 0, if t>i+j-1, V-3 
since in the latter case s 2 i or t - s > j in each term of the sum with the 
result that each term is zero. This completes the proof. 
Let 
A-,, = [A+ + B- - (LX + 8) Zm+]e+f-l-k (xeyfT), k = 1, 2, .a*, e + f - 1. 
(7) 
Then, parallel to the discussion of (2) and as a consequence of Lemma 1, 
the set of matrices {X,,) are linearly independent and X,, is an eigenvector 
of A+ + B- of grade k corresponding to the eigenvalue OL + /?, K = 1,2, *a*, 
e + f -- 1. From the formula in the proof of Lemma 1 we see that 
Xkl=ss (e+fJ1-h)(Ssa~~+l-c+s), k=l,Z***,e+f--l, 
LCI (8) 
where 
,ylc+1 = {s\I <e--s<e,l <k+l -e+s<f}. 
Hence, X,, is a linear combination of matrices each of which is an eigen- 
vector of A+ + B- of grade K corresponding to 01 + /3. 
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The action of A+ + B- on the linear manifold W is described by 
(A+ f B-) ~iyjr = (a + 6) Xiyj’ + Xi-IYjT f xiJ$r 9 with ~0 = 0, J’a = 0, 
i = 1, 2, -11, e, j = 1, 2, ***, f. If either e or f is 1, then (Xiyjr} = {X& is a 
canonical basis of %lt belonging to A+ + B-. The following lemma establishes 
a canonical basis of $m in the general case. 
It is convenient to introduce the factorial polynomial 
S(t) = s(s - 1) (S - 2) .*. (S - t + l), s(O) = 1 , 
which occurs frequently in what follows. 
LEMMA 2. Let 
where 
&, = [A+ + B- - (a + 8) Im+]ku-k xku, (9) 
xkuu =x(-- l>i (" y ') (e - 1 - i)cu-l-i'(f- 11 + i)(i)X6-iy~4+l+i, 
k = 1,2, **., k,=e+f-22zrf1, 24=1,2;**, p=mh(e,f). (10) 
Then 
is a canonical basis of 9.R with respect o which the matrix representing A+ + B- 
is in Jordan canonical fwm. 
PROOF; Clearly, the lemma follows if we show that (a) X,..U is an eigen- 
vector of A+ + B- of grade K, , u = 1,2, a**, p and (b) X, , an eigenvector 
of grade k according to (a) and (9), is a linear combination of eigenvectors 
Xiyjrof grade i+j-l=k+u--1, k=l,2;**,k,, u=l,2;.*, p; 
part (b) implies the linear independence of the set of ef matrices {X,}. The 
case u = 1 has been proved in the discussion concerning (7) and (8). Assume 
u > 1. Then, on performing the indicated operations and substitutions, 
using the convention that (I) = 0 if s < 0 and applying special care to 
the cases u = 2,3, we have 
[A+ + B- - (a + p) Im+ln* X,, = 
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= (e +f - 224 + I)! U4U-1 2 2 (- l)i (” i ‘) (e - 1 _ ;)(U-2-j) 
(e - U)! (f - U)! j-0 i=. 
X (f - U + i) (j) X,-,-jy,T,j 
= (e + f - 211 + l)! (- 1),-l +-l 
(e - u)! (f - u)! z P-1P,.u-2(o)l xu-TY T 
j=l 
= 0, u = 2, 3, .‘., p, 
since the (u - 1)th difference of polynomials 
j3j,u-2(i) = (e - 1 - i)(u-1-e) (f - u + i)(e-I), 
each of degree u - 2, are zero where dp,(i) = pj(e’ + 1) - p,(i), j = 1, 2, o.m, 
u ~ 1, i = 0, 1, 2, . ..) u - 1. Similarly, it can be shown that 
Xl, + [A’ + B- - (a + ,8) Im+]+l XkU, 
= (e+f -2u)!(u- l)! U 
(e - u)! (f - u)! 
2 (- l)i-1 x,+l--iyiT # 0, u = 2, 3, ..-, p. (11) 
i=l 
This proves part (a). Part (b) follows on observing that XkUu is a linear com- 
bination of matrices of grade k, + u - 1 and that the action of (9) is to 
transform each of these matrices into a linear combination of matrices of 
grade reduced by k, ~ K to K + u - 1. Finally, from (9) and part (a) we 
see that 
[A+ + B- - (a + 8) L+l X,, = -L-l,u , with x0,, = 0, 
or 
(-A+ + B-) %a! = (a + B) x,, + &:-1.u , with x0, = 0, 
k = 1, 2, . . . . k, ( u = 1, 2, ‘..) /A. (12) 
This completes the proof of Lemma 2. 
We can see that the diagonal blocks of the Jordan matrix for A+ + B- 
in~areoforderK,=e+f-22u+l,u=1,2;~~,~=min(e,f).The 
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corresponding factors 
(A _ a: _ 8)+-i, (A _ oL - fl)e+f-3, . . . , (A - OL - /3)s+f-2p+1, p = min (e,f) 
(13) 
are elementary divisors of A+ + B- in 1132. 
Along with (8) covering the case u = 1, it can be shown that 
x,, = (e +f - 224 + 1 - k)! (- 1),-l 
(e - u)! (f - u)! z [du-4~.u+~-2(011 Xe+k-iYjT j@u+, 
(14) 
where 
Y ,+,=(jIl~u+k---j~e,lbj~f), 
~~,~+~-~(i) = (e - 1 - i)(u+J+-1-j) (f - u + i)+l) 
k = 1, 2, *a., e + f - 2u + 1, u = 2, 3, *a*, /A. The polynomials pj,%+k-z(i) 
are each of degree u + k - 2 in i (1 <j < u + k - 1). Note that (14) is 
consistent with (11) where k = 1 and even with the formula above (11) where 
k =O. 
Now consider the following partitioning of the set {Xk} into subsets 
%+r-1 = Pi+,-1.d 
%+f-2 = K?,f-2,1~ 
%+I-, = {xe+f-3J 9 xe+f-3,2} 
%+f-4 = K?,f-4,lY K?+f-4,2I 
‘%+f-2p+l = ~Xe+f-2p+l.l 9 xe+f-2P+l.2, ...) Xe+f-2~+l.u~ 
%+f--ta = GL+,-,,,I 3 x?+f-2P.2 3 *..* Xe+f-2r.rl 
% = w1.1 9 Xl.2 9 .*-t Xl.,>, (15) 
where p = min (e, f ). It follows from Lemma 2 and the theory of linear 
transformations (see, for instance, [7]) that within SR: (a) Sk is a maximal set 
of linearly independent eigenvectors of A+ + B- of grade k corresponding 
to (Y + ,t?, k = 1, 2, ..a, e + f - 1, (b) there are exactly p matrices in 
Xi (i = 1, 2, ~-0, e + f - 2~ + 1) and u matrices in %e+f--$u+l and in 
%e+f-2u (u = 1,2, “‘,/L - 1). 
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3. X CANONICAL BASE OF Z,., 
Now let (A -- ri)el, i :=: 1, 2, .a., p, CL1 ei - nz, including possible repeti- 
tions, be the elementary divisors of ;i. \Ve choose a basis {qi} of g,.I with 
respect to which d is in Jordan canonical form: 
*4.q”i = c&j + xI;-l*i ) witti X&j = 0, 
so that 
Xkf = (A - aizm)e’-k.Y,,~) R = 1, 2, .a., ei, i = I, 2, **‘) p. 
Let (A - /I#‘, j = 1, 2, *a., q, c;=, fj = n, including possible repetitions, 
be the elementary divisors of B. Choose a basis {yrj) of s,,l with respect to 
which B* is in Jordan canonical form: 
so that 
BTYrj = PjYri + Yr-1.j 9 with Yoj = 02 
r = 1, 2, ‘*‘,fj f j = 1,2, .**, q. 
Evidently, the set {xkiyrTj) constitutes a basis of s,,, and 
%n.* =w,,O’Jn,,O...rm,Qrm,,O’Jn,,O...O~,’.. 
o’q1 amp, 8 -** @rnJz,, , 
where 9Xij are the linear manifoIds analogous to (5) spanned by 
{xkiyz 1 k = 1, 2, *a*, ei, r = 1, 2, b..,fj), 
is a direct sum decomposition of Fj,,,, into subspaces invariant under A+ + B- 
These remarks, together with Lemma 2, establish the following general 
result. 
THEOREM 1. Let Xkuij denote the dependence of X,, , defined by (9) 
and (RI), on ol=o~~, e-ei, B==pj, f=fj, k==l,2;*-, 
KUij = e, +fi - 2u + I, u = 1, 2, **a, pij = min (ei ,fj), i = 1, 2, . . ..p. 
j = 1, 2, . ..) q. Then the set {Xk,ij> is a canonicel basis of s,,, with respect to 
which A+ -j- B- is in Jordan canonical form. 
PROOF. The Jordan matrix for A+ + i3 in g,,, is a direct sum of Jordan 
matrices for A+ -j- B- in ‘Iltij . Since {X& is a union of canonical bases of 
the invariant subspaces *%?lij , it is a canonical basis of the direct sum &,n . 
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4. ELEMENTARY DIVISORS OF A+ + B- 
The following result originally obtained by Roth [5] is an immediate 
consequence of Theorem 1 in view of (13) and the direct sum decomposition 
of i&n., * 
COROLLARY 1. If A and B have elementary divisors (h - oli)$i, i = 1, 2, *.., 
p, ET=1 e, = m and (h - /3i)f~, j = 1, 2, -a*, q, Cj”=lfj = n, respectively, then 
A+ + B- has elementary divisors, 
(A - $ - &)ei+frzu+l, II = 1, 2, “‘9 /-Lij 9 
i = 1, 2, ..*,p, j = 1, 2, *e*, q. (16) 
PROOF. The diagonal blocks of the Jordan matrix for A+ + E are of 
order KUii = ei + fi - 2u + 1 according to Theorem 1 and the extension 
of (12) to include the indices i, j. Hence, the elementary divisors of A+ + B- 
are given by (16). It is readily shown that CEI& X:21 Kuii = mn. 
5. MAXIMAL SET OF EIGENVECTORS OF GRADE h 
Denote by ‘Jzki, the dependence of !Itk (k = 1,2, e-e, e + f - l), defined 
by (15), on indices i and j in a manner consistent with the statement of 
Theorem 1. The following corollary is a rephrasing of a part of Theorem 1 
in the light of linear transformation theory. 
COROLLARY 2. A necessary and su$kient condition that 
(A+ + B- - uI,+)~ X = 0, (A+ + B- - ~l,+)~--l X # 0, (17) 
have a solution X E &,,n is that A have an elementary divisor (h - a)” and B 
have an elementary divisor (h - /3)f such that (T = a? + /3 and integer 
h < e + f - 1. A maximal set of linearly independent solutions of (17) is 
In particular, Corollary 2 yields a maximal set of linearly independent 
eigenvectors of A+ + B- on taking h = 1 and cumulatively, (T = 01~ + pj , 
for i = 1,2, *.*,p, j = 1, 2, e-e, q. A check of (8), (II), and X1 of (15) indi- 
cates that this maximal set consists of the matrices 
$ (- 1)Sf’ T -%+1-8.iYS.j I 
a=1 
u = 1,2, “‘,/b$, i = 1, 2, ..*,p, j = 1, 2, **s, q, (18) 
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where some of the scalar factors have been dropped. There are exactly 
matrices in this set. 
6. CORIRIUTATIVITY 
Another special case of interest arises from the following observation. 
The matrix d is commutative with X if =IS = X.-l or, in our terminology, 
if X is an eigenvector of Age - dp (of grade 1) corresponding to the eigen- 
value 0. Further, d is said to be h commutative with respect to X (see, for 
instance, Roth [3] or Robinson [S]) if and only if 
(A+ - A-)” x = 0, (A+ - A-y-1 x # 0, 
that is, if and only if X is an eigenvector of d + - d- of grade h corresponding 
to the eigenvalue 0. If we denote the dependence of XkUij in Theorem 1 on 4 
and B by XkUij(il, B) we have 
COROLLARY 3. A maximal set of linearly independent matrices X such that 
A is h commutative with respect to X is 
!Jl h,O = (X j X = Xh,,,(A, - A), CS~ - 01~ = 0, h < e, + ej - 2u + 1, 
ldu~cLij,l~i~P,l~jgP). 
Since the elementary divisors of - A are (h + aj)ej, we can use (18) to 
write down a maximal set of linearly independent matrices commutative 
with A: 
sl,, = {X 1 X = 3 (- l)S+l Xu+r-s,iy: 1 OLi - aj = 0, 
S=l 
u = 1, 2, .*a, /Lij = min(c,ej), 1 <i<p, 1 Si<P>, (19) 
where {ySj} is a basis of gm,r with respect to which - AT is in Jordan cano- 
nical form, ygj = (- AT + arjlm)ef--sy,,j . There are 
z pij = -!j- C (ei + ej - I ei - ej I> 
matrices in the set (19), the summations being over all i, j such that 
01~ - 01~ = 0. We readily show that this number agrees with the number 
given by Frobenius (see [7], p. 140, Eq. (23.04.2)). For this purpose let 
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011 , a2 1 .-a, OL,. be the complete set of distinct eigenvalues of A; let (h - OL;)~~,, 
j = 1, 2, a.*, Si , i = 1, 2, a*., r, & & eij = m, be the elementary divisors 
of A with e,, > ei2 > .*a > ei,, , i = 1, 2, ..., Y. In this notation the number 
* of matrices in the set (19) is 
+ $ $5 (ecj + ei, - 1 eij - t?i, I) 
t=13==1 k=l 
= f $ [2eil + 6ei2 + *** + 2(2si - 1) ei,i] 
= jj f+j (2j - 1) ei, . 
i=l j=l 
The last expression on the right-hand side is in the form given by Frobenius. 
Marcus and Khan [7,8] have determined the dimension of the null space of 
(A+ - A-)2 as well as the dimension of the null space of A+ - A-; we have 
shown that (19) . is a b asis for the latter subspace and it is clear from Corollary 3 
that !I&,, u %z,O is a basis for the former. We leave to the reader the verifica- 
tion of the dimension numbers as given in [9, lo]. 
7. EXTENSION OF LEMMA 1 AND 2 
It may be observed that the methods employed in this paper make no 
explicit use of matrix elements or vector components. As a matter of fact 
Lemmas 1 and 2 may be extended to infinite dimensions. For example, 
replace zm,l and sn,r by complex Banach spaces X and 2) (see [II] for all 
terms introduced in this paragraph); let A be a bounded linear transforma- 
tion of X and B a bounded linear transformation of YJ; replace BT by B*, 
the adjoint of B, and yT by y*, an element of the dual space 2J* of ‘I); B,,, 
is to be replaced by B(2j, X), the linear space of all bounded linear transfor- 
mations of ‘2, into X; for x E X, y* E 2J* we have xy* E B(Zj, 3) where 
xy*(z) = (y*(z)) x for any z E 1) and 
B-(xy*) = (xy*) B = x(y*B) = x(B*y*); 
finally, let OL be an eigenvalue of A of index e and /3 an eigenvalue of B* of 
index f. Then, with these replacements and the application of (2) and (4), 
infinite-dimensional analogs of Lemma 1 and 2 hold with parallel proofs. 
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