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Resumen
FUNCIONES DE LYAPUNOV Y SEMIGRUPOS TIPO-GRADIENTE
Maruja Yolanda Gavilán Gonzales
2019
Asesor: Victor Rafael Cabanillas Zannini
Grado obtenido: Magister en Matemática Pura
Estudiamos los semigrupos definidos en un espacio métrico. Sin
asumir la compacidad del espacio, presentamos la equivalencia entre:
ser dinámicamente gradiente (tipo-gradiente), respecto a una familia
invariante aislada y la existencia de una función de Lyapunov,
generalizada. También estudiamos la regularidad de la función de
Lyapunov. Vea [1].
Palabras Claves:
Funciones de Lyapunov y estabilidad; atractores, repulsores.
Atractores globales.
Teoría general, semigrupos no lineales, ecuaciones de evolución.
Abstract
We study the semigroups defined on a metric space. Without assuming
the compactness on the space, we present the equivalence between:
being dynamically gradient (gradient-type), with respect to an isolated
invariant family and the existence of a generalized Lyapunov function.
The regularity of Lyapunov function is also studied. See [1].
Key words and phrases. Lyapunov functions and stability;
attractors, repellers. Global attractors. General theory, nonlinear
semigroups, evolution equations
2010 Mathematics Subject Classification. Primary 37B25;
Secondary 35B41, 37L05.
Introducción
En la teoría de los sistemas dinámicos continuos (flujos, semiflujos,
semigrupos, procesos de evolución, etc.) o discretos (difeomorfismos,
endomorfismos, ecuaciones en diferencias, etc.), es útil estudiar la
estructura geométrica de sus invariantes asociados, tales como: sus
conjuntos límite, conjuntos recurrentes, las recurrencias por cadenas,
atractores globales, entre otros. Al respecto, la lectura de [33] es una
grata y amena introducción al tema, sin embargo en el presente trabajo
se considera la investigación de los sistemas generados por ecuaciones
diferenciales, cuyo análisis necesita de un espacio de dimensión
infinita, como en los libros [17, 20, 38, 10]. El estudio se restringe a
los sistemas que en algún sentido son disipativos; como, por ejemplo,
aquellos que admiten un atractor global: “un compacto invariante, que
atrae a todos los acotados” [32, 18]; pues en éste contexto, es viable dar
una rigurosa descripción de los procesos de evolución en cuestiones
relacionadas al comportamiento asintótico [1, 23], la estabilidad [7],
las aplicaciones [3, 12] y más [5, 39, 19].
Una estrategia para describir estos sistemas, consiste en asociarles
una función auxiliar con alguna propiedad geométrica que permita
describir no sólo el comportamiento dinámico del sistema, sino
también la estructura del atractor global. Por ejemplo, una función
de Lyapunov permite estudiar los sistemas gradientes y la estructura
interna de su atractor global por su relación con el concepto de
conjunto inestable. Así, uno de los objetivos de la tesis es construir una
función de Lyapunov con un comportamiento útil en las soluciones.
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Específicamente, los autores de [1] recuerdan que “en [8] aparecen
los semigrupos tipo–gradiente (no requieren la existencia de una función
de Lyapunov, sólo algunas propiedades en la descomposición de Morse
del atractor) como un concepto intermedio entre semigrupo gradiente
(aquellos que admiten una función de Lyapunov) y los semigrupos
que admiten un atractor tipo gradiente (un atractor que se caracteriza
como la unión de los conjuntos inestables de sus conjuntos invariantes
asociados)”. En este contexto, la presente tesis concluye con una
descripción completa y precisa de las relaciones que existen entre estas
tres clases de semigrupos, con la cual se establece la equivalencia de
los semigrupos gradiente y tipo-gradiente, cumpliendo así con el otro
objetivo de la tesis. Cabe mencionar que la demostración, sugerida
por los autores de [1], utiliza las técnicas de [36] y se describen en
el Capítulo 1. De este modo, no sólo se completan los detalles (Cap 2
y Cap. 3), sino también se divulga y difunde este importante resultado
sobre la equivalencia de los sistemas, pues hasta donde se sabe, este
enfoque no está escrito [16, 30, 24].
Este trabajo posee tres capítulos, cada uno de los cuales se
describen a continuación. En el Capítulo 1 se introducen los conjuntos
límite para un semigrupo y se presentan los conceptos de atracción
y absorción. Inicialmente, se presentan dos teoremas que garantizan
la existencia de un atractor global, el cual se caracteriza también
como el conjunto de los elementos del espacio métrico para los cuales
cada solución global es acotada. A continuación, se define no solo el
concepto de atractor local débil, sino también su respectivo repulsor
asociado, lo cual permite analizar el comportamiento de las soluciones
globales que aparecen en un compacto invariante. Se introduce el
concepto de descomposición de Morse de un conjunto invariante SA, en
el sentido de [14], y se presenta una adecuada caracterización, con la
cual se demostrará (proposición 2.2.14) que la definición1.4.7, tomada
de [14, 36], es equivalente a la definición 2.10 de [1], cuando SA = A.
2
La caracterización del teorema1.4.14 se enriquece en el segundo
capítulo, donde sólo se trabaja en el atractor global, al comparar la
dinámica del semigrupo con la dinámica restringida al atractor global,
tal como se hace en [1] (teorema 2.2.11). Para hacer la diferencia y
evitar cualquier equivocación, se habla de una pareja atractor–repulsor
dentro de un compacto invariante como un concepto complementario
al llamado par atractor–repulsor de un atractor global.
En el Capítulo 2 se demuestra la equivalencia entre los conceptos:
atractor local débil y atractor local (proposición 2.2.9), la cual será de
gran utilidad para analizar la existencia de los semigrupos gradientes,
de los cuales existe una vasta literatura que describe sus propiedades
geométrica, dinámica y topológica. Los semigrupos gradientes son
aquellos que admiten una función de Lyapunov, la cual, entre otras
propiedades, es útil para describir la dinámica. Por ejemplo, la función
de Lyapunov de un semigrupo es constante en las órbitas de los
elementos de cada conjunto límite. Con esto, en el teorema 2.1.14
se determina al atractor global cuando el semigrupo gradiente tiene
un número finito de equilibrios, tal como se hace en [17]. Esta
estrategia de estudio se extiende, en el importante teorema 2.3.8, al
caso de los sistemas tipo–gradiente [1]: “su atractor global tiene una
descomposición de Morse, sin conexiones homoclínicas”.
En el Capítulo 3 aparece el teorema 3.2.2 que demuestra la
equivalencia entre dos familias de semigrupos. Este teorema se puede
interpretar afirmando: un semigrupo es gradiente si y sólo si
es dinámicamente gradiente. Para probar la suficiencia se utiliza
la teoría expuesta en los primeros capítulos y para demostrar la
necesidad se usan los resultados expuestos en la parte inicial del
Capítulo 3. Así, como se afirma en [1]: “la familia de semigrupos que
son gradientes en el sentido de [17] se incrementa considerablemente,
tal como muestra la ecuación de reacción–difusión con condiciones de
frontera tipo Neumann” que aparece en el ejemplo 2.1.3.
3
Finalmente, se construye una función de Lyapunov generalizada
que a lo largo de las soluciones del semigrupo no sólo es estrictamente
decreciente, sino también es diferenciable.
Maruja Yolanda Gavilán Gonzales
Lima, Perú.
2019
Capítulo 1
Resultados Preliminares
“No dejes nunca de empezar
y no empieces nunca a dejar”.
Hipócrates
Se introducen los conceptos básicos que serán utilizados a lo
largo del trabajo; inicialmente se establecen las notaciones,
y luego se presentan algunos resultados técnicos necesarios.
Se concluye caracterizando la descomposición de Morse de
un atractor global. Esto será útil para probar la equivalencia
de las definiciones dadas por distintos autores como [36] y
[10]. Otras referencias usadas son [32, 29, 39, 17].
1.1 El concepto de semigrupo
Para contextualizar este concepto, que aparece en la definición 1.1.4,
se recuerdan algunas propiedades topológicas de los espacios métricos,
como la definición de clausura y su natural caracterización con la
distancia que, entre otras cualidades, define una función continua. Por
otro lado, para estudiar la propiedades dinámicas de los semigrupos
además de analizar la evolución de los conjuntos por la acción del
mismo, es necesario comparar los conjuntos que la evolución induce;
por tal motivo en ésta sección se introduce la semidistancia de
Hausdorff y algunas de sus propiedades.
5
1.1. EL CONCEPTO DE SEMIGRUPO 6
1.1.1. En la presente tesis, el par (X, d) (o simplemente X) denota un
espacio métrico cuya distancia
d : X ×X → [0,+∞)
está definida por medio de las propiedades usuales, tal como se
describe en [25] o en [15]. En otras palabras, se admite:
d(x, y) ≥ 0,
x = y ⇔ d(x, y) = 0,
d(x, y) ≤ d(x, z) + d(z, y).
Además, la semi-distancia entre subconjuntos de X, escrita como
d(B,A), se define de manera natural con la siguiente fórmula.
d(B,A) = ı´nf
{
d(b, A) : b ∈ B}; ∀A,B ⊂ X,
donde
d(x,A) = ı´nf
{
d(x, a) : a ∈ A}; ∀x ∈ X, ∀A ⊂ X.
A partir de esto, cada constante positiva ε > 0 genera Oε(A) que es
la ε−vecindad abierta de A ⊂ X. Este conjunto Oε(A) se define de la
siguiente manera:
Oε(A) =
{
x ∈ X : d(x,A) < ε}.
Es más, Oε(A) también es igual a la unión de conjuntos centrados
en elementos de A; específicamente se cumple que tal conjunto Oε(A)
es igual a
{
x ∈ X : d(x, a) < ε, para algún a ∈ A}. Análogamente, la
respectiva ε−vecindad cerrada Oε(A) no solo esta dada por el conjunto{
x ∈ X : d(x,A) ≤ ε} sino también es igual a la clausura de Oε(A)
(los puntos adherentes de Oε(A), en X). Para mayor información sobre
la topología de los espacios métricos referimos al lector a [25], donde
también se presentan propiedades suficientes para que la topología de
un espacio topológico esté generada por una distancia.
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1.1.2. La clausura de A en X, denotada por A = A
X
, también es
el menor conjunto cerrado de X que contiene al propio conjunto
A ⊂ X. Por tal motivo, la continuidad de la métrica garantiza que A
esté incluido en el conjunto cerrado dado por {x ∈ X : d(x,A) = 0}.
Recíprocamente, cuando se fija un elemento x ∈ X en el cual se verifica
la igualdad d(x,A) = ı´nf
y∈A
d(x, y) = 0, la definición de ínfimo permite
mostrar la siguiente implicación.
ǫ > 0 =⇒ (0 ≤ d(x, y) < ǫ, para algún y = yǫ ∈ A).
En este contexto, para tal x ∈ X, la afirmación d(x, y) > 0, para
todo y ∈ A genera la existencia de γ > 0 con d(x, y) ≥ 2γ, ∀y ∈ A;
consecuentemente, la afirmación anterior con ǫ = γ implica 2ǫ ≤
d(x, yǫ) < ǫ. Esta contradicción demuestra que d(x,A) = 0 es suficiente
para decir que d(x, y) = 0 para algún y ∈ A, es decir x ∈ A. En otras
palabras, cada subconjunto A ⊂ X satisface A = {x ∈ X : d(x,A) = 0}.
En particular, (
A = A y d(x,A) = 0
)
=⇒ x ∈ A.
Por otro lado, la propiedad triangular de la métrica permite ver que si
A 6= ∅, para cada x, y ∈ X, se cumple
d(x,A) ≤ d(x, a) ≤ d(x, y) + d(y, a), ∀a ∈ A;
en otras palabras d(x,A) − d(x, y) es una cota inferior para el conjunto
{d(y, a) : a ∈ A} y consecuentemente d(x,A) − d(x, y) ≤ d(y, A). Lo cual
es equivalente a decir que d(x,A) − d(y, A) ≤ d(x, y). Por lo tanto, la
simetría de la métrica no sólo muestra d(y, A)−d(x,A) ≤ d(y, x) = d(x, y),
sino también permite concluir que1
|d(x,A)− d(y, A)| ≤ d(x, y), ∀x, y ∈ X siempre que A 6= ∅. (1.1)
Análogamente, es viable obtener que
d(A,B) ≤ d(z, A) + d(z, B), ∀z ∈ X cuando A 6= ∅, B 6= ∅. (1.2)
1Note que por cada subconjunto no vacío A ⊂ X, la función X ∋ z 7→ d(z, A) ∈
[0,+∞) resulta ser uniformemente continua.
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1.1.3. Lo que hoy se conoce como la semidistancia de Hausdorff
entre dos subconjuntos del espacio métrico, se define por medio de
la siguiente igualdad.
dH(A,B) = sup
{
d(a, B) : a ∈ A}; A ⊂ X, B ⊂ X.
Cuando la semidistancia dH(A,B) = 0, cada elemento a ∈ A satisface
d(a, B) = 0, por consiguiente las propiedades de la métrica, descritas en
los parágrafos 1.1.1 y 1.1.2 , permiten afirmar que
dH(A,B) = 0 =⇒ A ⊂ B.
En particular, A será un subconjunto de B cuando la igualdad
dH(A,B) = 0 sea verdadera y el conjunto B sea cerrado. Además,
las definiciones y las propiedades ya descritas permiten enunciar las
siguientes sentencias.
⋄ Si A = {a}, entonces dH(A,B) = d(a, B);
⋄ B1 ⊂ B2 ⇒ dH(A,B1) ≥ dH(A,B2);
⋄ A1 ⊂ A2 ⇒ dH(A1, B) ≤ dH(A2, B);
⋄ dH(A,B) = dH(A,B).
Cabe mencionar, sin embargo, la importancia del orden en dH. Por
ejemplo, el conjunto compacto D1 = {(x, y) ∈ R2 : x2 + y2 ≤ 1} cumple
dH
({(0, 0)}, D1) = 0 6= 1 = dH(D1, {(0, 0)}).
Finalmente, es preciso señalar que la distancia simétrica de
Hausdorff entre A ⊂ X y B ⊂ X está definida por
DH(A,B) = ma´x
{
dH(A,B), dH(B,A)
}
.
Esta función DH , entre otras propiedades, transforma a la familia
de todos los conjuntos compactos de (X, d) en un espacio métrico
completo.
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Definición 1.1.4. Una familia T (·) = {T (t) : t ≥ 0} de funciones
continuas de X en X es un semigrupo en X si satisface las tres
condiciones siguientes:
⋄ T (0) = IX , donde IX es la aplicación identidad en X.
⋄ T (s+ t) = T (t)T (s) (composición), para todo t, s ∈ [0,+∞).
⋄ [0,+∞)×X ∋ (t, x) 7→ T (t)x ∈ X es continua.
En particular,
l´ım
t→0+
T (t)x = x, por cada x ∈ X. (1.3)
Además, se cumple la propiedad conmutativa para la composición:
T (t)T (s) = T (t+ s) = T (s+ t) = T (s)T (t), ∀s, t ∈ [0,+∞).
1.1.5. Un semigrupo, con propiedades útiles e ilustrativas, se obtiene
a partir de un sistema lineal de ecuaciones diferenciales en un
espacio euclidiano de dimensión finita. Los libros [31, 22] hacen
una presentación amena de esta teoría. Específicamente, cuando se
considera que L =
(
ai,j
)n
i,j=1
es una matriz de orden n × n con cada
elemento ai,j ∈ R, se obtiene que las soluciones del siguiente sistema
du
dt
= ut = Lu, con u ∈ Rn
son inducidas naturalmente por la matriz exponencial, que viene
dada por
etL = I + tL+
(tL)2
2!
+
(tL)3
3!
+ · · · =:
∞∑
k=0
(tL)k
k!
.
La demostración detallada de esta afirmación sobre las soluciones,
se desarrolla por medio de las propiedades usuales de convergencia
de series de matrices, en la norma de la matriz. El tramo con mayor
importancia de esta prueba – que bien explicada, aparece en el segundo
capítulo de [31] – consiste en verificar que se lleva a cabo la siguiente
igualdad.
d
dt
etL = L
( ∞∑
j=0
(tL)j
j!
)
= LetL.
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Además, la dependencia continua de las soluciones del sistema junto
a las propiedades usuales del álgebra de matrices implican que la
igualdad T (t) = etL define un semigrupo en el espacio euclidiano Rn (en
realidad, T (t) = etL será un flujo2). De modo similar, las propiedades
vectoriales y topológicas de un espacio de Banach Y generalizan el
ejemplo anterior al caso de un operador lineal limitado L ∈ L(Y ). En
este nuevo contexto, T (t) = etL ∈ L(Y ) definirá un semigrupo lineal3 en
Y , en concordancia con la definición 1.1.4. En algunas publicaciones,
este operador L ∈ L(Y ) es llamado el generador infinitesimal del
semigrupo T (t) = etL.
Observación 1.1.6. Por la ecuación (1.3), cada semigrupo lineal T (·) ⊂
L(X) (formado por operadores lineales en un espacio de Banach, X)
induce naturalmente un generador infinitesimal A que actúa en
D(A) =
{
x ∈ X : existe el l´ım
t→0+
T (t)x− x
t
}
,
por medio de la regla
Ax = l´ım
t→0+
{
T (t)x− x
t
}
, ∀ x ∈ D(A).
Este generador A es cerrado y D(A) es denso. Por el [29, Teorema 1.2],
A es limitado ⇔ l´ım
t→0+
||T (t)− I||L(X) = 0
y en caso afirmativo T (t) = etA =
∞∑
k=0
(tA)k
k!
.
2Un flujo Cr en X es una función φ : R×X → X, de clase Cr que satisface φ(0, x) = x
y
φ(t, φ(s, x)) = φ(t+ s, x) ∀t, s ∈ R, x ∈ X.
3El semigrupo se dice lineal pues etL ∈ L(X) para todo t. Esto se obtiene de la
desigualdad
||etL||L(X) ≤ e||tL||L(X) .
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El siguiente teorema – que presenta una caracterización de los
operadores que generan semigrupos de contracción4, que además
satisfacen la condición de convergencia (1.3) – es uno de los más
importantes dentro la teoría de semigrupos de operadores, claramente
presentada en [29]. Para una prueba completa no solo es necesaria
una nueva teoría complementaria de los operadores, sino también se
aleja de los objetivos centrales del presente trabajo.
Teorema 1.1.7 (Hille–Yosida). Si A : D(A) ⊂ X → X es un operador
lineal, conX un espacio de Banach entonces las siguientes afirmaciones
son equivalentes:
(a) A es el generador infinitesimal de un semigrupo T (·) ⊂ L(X) que
satisface (1.3) tal que para alguna constante w ∈ R,
||T (t)||L(X) ≤ ewt para todo t ≥ 0.
(b) A es cerrado, D(A) es denso en X, para alguna constante w ∈ R el
intervalo (w,+∞) ⊂ ρ(A) = {λ ∈ C : A− λI es biyectivo} y
||(A− λI)−1||L(X) ≤ 1
λ− w para todo λ > w.
Demostración. Referimos al lector al Teorema 3.1 de [29].
1.2 Conjuntos límite para un semigrupo
La definición que se presenta en esta sección ha sido seleccionada de
los libros [17] y [39]. Hasta donde se sabe, ésta es la más aceptada en
la literatura actual sobre los sistemas dinámicos de dimensión infinita
[10, 34]. Sus principales propiedades aparecen en la proposición 1.2.9,
y todas ellas permiten dar una descripción inicial de las órbitas
asociadas a un semigrupo.
4El semigrupo T (·) ⊂ L(X) es de contracción si el respectivo espacio de Banach
(X, | · |) admite una norma equivalente con la cual los operadores cumplen
|T (t)|L ≤ 1, ∀t ≥ 0.
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1.2.1. Sea T (·) un semigrupo en X. Para cada elemento x ∈ X se
presenta al conjunto γ+(x) que se conoce como la órbita positiva de
x ∈ X. Esta órbita se define como el siguiente subconjunto de X
γ+(x) =
{
T (t)x : t ∈ [0,+∞)}.
En general, cuando E forma parte del espacio X, la respectiva órbita
positiva5 del conjunto E viene dada por la siguiente unión
γ+(E) =
⋃
t≥0
T (t)E.
Además, lo que se conoce como el conjunto ω−límite, asociado a E
(conjunto límite positivo) se define como la siguiente intersección
ω(E) =
⋂
s≥0
γ+(T (s)E) =
⋂
s≥0
(⋃
t≥s
T (t)E
)
.
Naturalmente, ω(E) es un cerrado y siempre verifica la igualdad
ω(E) = ω
(
T (t)E
)
,
para cualquier elección del parámetro t ≥ 0. Cabe mencionar, que
cuando el espacio métrico es compacto cada conjunto ω−límite siempre
tiene elementos, pero en general existen semigrupos para los cuales
algún E verifica que su conjunto ω(E) es vacío.
1.2.2. De acuerdo a la definición presentada, cuando E es un conjunto
no vacío del espacio X, puede ocurrir que
ω(E) 6=
⋃
z∈E
ω(z).
Es decir, ω(E) describe el comportamiento dinámico de E, cuyas
características pueden ser diferentes a las propiedades dinámicas
de las órbitas inducidas individualmente por los elementos de E.
5La órbita de E, después de un tiempo τ ∈ [0,+∞) está definida por
γ+
τ
(E) = γ+
(
T (τ)E
)
.
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Se considera, por ejemplo, la siguiente ecuación diferencial ordinaria
y˙ = y(1− y)(2 + y) ∈ R.
Sus soluciones siempre existen y hay unicidad con respecto a
la condición inicial; además, las únicas soluciones constantes
(equilibrios) son tres: 0 ; 1 y −2. Las propiedades básicas de la
derivada de una función de variable real, permiten afirmar que
cualquier solución no constante y(t) = T (t)y0, donde t ≥ 0, siempre
es creciente (respectivamente, decreciente) cuando la condición inicial
está en (−∞,−2) ∪ (0, 1) (respectivamente en (−2, 0) ∪ (1,+∞)). En estas
circunstancias, si se considera el intervalo cerrado E = [−2, 1], las
condiciones iniciales poseen la siguiente propiedad.
y0 ∈ [−2, 1] =⇒ l´ım
t→+∞
T (t)y0 =

1, 0 < y0 ≤ 1;
0, y0 = 0;
−2, − 2 ≤ y0 < 0.
De este modo, el conjunto E = [−2, 1] no se modifica cuando se aplica
el semigrupo, es decir T (t)[−2, 1] = [−2, 1], ∀t ≥ 0. Por lo tanto:
⋃
z∈E
ω(z) =
{− 2, 0, 1} 6= E = ω(E).
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
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Figura 1.1: Retrato de fase del sistema (1.4)
1.2. CONJUNTOS LÍMITE PARA UN SEMIGRUPO 14
Ejemplo 1.2.3. Para ilustrar mejor la propiedad anterior de los
conjuntos límite, se considera el siguiente sistema no lineal, formado
por dos ecuaciones diferenciales ordinarias. x˙ = −y + (x2 + y2 − 1)x,y˙ = x+ (x2 + y2 − 1)y. (1.4)
Las soluciones estarán en el plano R2, el cual admite una representación
natural en las coordenadas polares (r, θ) que se obtiene de las
igualdades x = r cos θ y y = r sin θ. En estas nuevas coordenadas, el
sistema (1.4) toma la siguiente forma r˙ = r(r2 − 1);θ˙ = 1.
Este sistema está estrechamente relacionado con la siguiente ecuación
diferencial
dr
dθ
= r(r2 − 1),
útil para describir el sistema. Todas esta propiedades permiten verificar
que el origen de coordenadas (0, 0) es un punto de equilibrio para (1.4).
Además, cada solución de (1.4) toma la forma
(
x(t), y(t)
)
= T (t)(x(0), y(0)) = T (t)(x0, y0)
y genera la circunferencia x2 + y2 = 1 (periódica) si y sólo si la condición
inicial (x0, y0) satisface la ecuación (x0)
2+(y0)
2 = 1. De este modo, cuando
se considera el conjunto compacto D1 = {(x, y) ∈ R2 : x2 + y2 ≤ 1}, se
observa que:
• Si (x0, y0) ∈ ∂D1, entonces l´ım
t→+∞
T (t)(x0, y0) ∈ ∂D1.
• Si (x0, y0) ∈ D1, entonces l´ım
t→+∞
T (t)(x0, y0) = (0, 0).
De aquí se desprende directamente que T (t)D1 = D1 para todo t ≥ 0, En
consecuencia,
D1 = ω(D1) 6= {0} ∪ ∂D1 =
⋃
z∈D1
ω(z).
Además, ω(z) = ∅ para todo z ∈ R2 \D1.
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A continuación se presenta una útil caracterización natural de cada
conjunto límite, por medio de sucesiones. Se considera una sucesión
en el dominio del semigrupo y otra en el conjunto del cual se quiere
estudiar su conjunto límite.
Lema 1.2.4. Sea E un subconjunto de X. En estas condiciones, un
elemento y ∈ X pertenece a ω(E) si y sólo si existen las sucesiones
xk ∈ E y tk ≥ 0, tal que l´ım
k→+∞
tk = +∞ y l´ım
k→+∞
T (tk)xk = y. (1.5)
En otras palabras, el conjunto límite verifica la siguiente igualdad
ω(E) =
{
y ∈ X : ∃ xk ∈ E, ∃tk ≥ 0, de modo que T (tk)xk tk→∞−−−→ y
}
.
Demostración. Se considera un elemento cualquiera y ∈ ω(E). Para la
sucesión creciente sk ≥ k, cada una de las siguientes uniones
⋃
t≥sk
T (t)E
contiene todo el conjunto límite. Así, la intersección de todos estos
conjuntos
⋂
k≥1
( ⋃
t≥sk
T (t)E
)
⊃ ω(E), por este motivo cuando k ≥ 1 siempre
existe algún elemento yk ∈ X para el cual se verifica
yk ∈
⋃
t≥sk
T (t)E ∧ d(y, yk) < 1
k
.
Luego, existe tk tal que
yk = T (tk)xk con tk ≥ sk y xk ∈ E.
Esto demuestra (1.5), pues sk → +∞.
Recíprocamente, cuando se admite las suposiciones de (1.5), por
cada constante positiva s ≥ 0, existe una subsucesión ilimitada tkn > s
con la cual se verifican las siguientes condiciones
y = l´ım
n→+∞
T (tkn)xkn ∈
⋃
t≥s
T (t)E.
En consecuencia, el elemento y ∈ X de (1.5) pertenece al conjunto
límite, y ∈ ω(E). Por lo tanto, se concluye la demostración y el presente
lema es verdadero.
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1.2.5. La caracterización anterior garantiza que la condición de ser
un conjunto límite, preserva la relación de inclusión de la siguiente
manera.
A ⊂ B ⇒ ω(A) ⊂ ω(B).
Además, en cada conjunto ω−límite (asociado a E ⊂ X) sus elementos
y ∈ ω(E) y las sucesiones dadas en (1.5) permiten obtener que para
cada parámetro positivo t ≥ 0,
t+ tk → +∞ y T (t)T (tk)xk = T (t+ tk)xk → T (t)y con xk ∈ E.
En consecuencia, el conjunto ω(E) satisface la propiedad importante
de ser positivamente invariante en el siguiente sentido
T (t)ω(E) ⊂ ω(E), ∀t ≥ 0. (1.6)
Por tal motivo, para cualquier elemento y ∈ ω(E), su respectiva órbita
positiva γ+(y) es parte de ω(E), pues γ+(y) ⊂ ω(E).
Los siguientes corolarios (del lema 1.2.4) describen algunas
propiedades básicas de los conjuntos límites que permitirán estudiar
y analizar algunas propiedades dinámicas, como por ejemplo la
existencia del atractor global de un semigrupo.
Corolario 1.2.6. Si el conjunto
⋃
t≥0
T (t)E ⊂ X es compacto entonces
T (t)ω(E) ⊃ ω(E), ∀t ≥ 0.
Demostración. Se elige un elemento y ∈ ω(E) como en el lema 1.2.4.
Para cada constante positiva t > 0, se usa una subsucesión ilimitada
tkn > t y por la compacidad se obtiene la existencia de
x = l´ım
n→+∞
T (tkn − t)xkn.
Como tkn − t→∞ y xkn ∈ E se cumple que x ∈ ω(E), y así
T (t)x = l´ım
n→+∞
T (t)T (tkn − t)xkn = l´ım
n→+∞
T (tkn)xkn = y.
Es decir, el corolario es verdadero.
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Corolario 1.2.7. Si existe algún conjunto F ⊂ X, no vacío que verifica
la siguiente igualdad l´ım
t→+∞
dH
(
T (t)B,F
)
= 0, para algún B ⊂ X entonces
su clausura F incluye el conjunto ω−límite de B, es decir F ⊃ ω(B).
Demostración. Sea y ∈ ω(B). Por el lema 1.2.4, existe un sucesión de
números tk → +∞ y otra sucesión de elementos bk ∈ B para las cuales
se satisface la siguiente igualdad y = l´ım
tk→+∞
T (tk)bk. Con todos estos
datos, inducidos por y ∈ ω(B), la definición de la semidistancia dH
implica que, para cualquier parámetro tk ≥ 0 se verifica la siguiente
cadena de desigualdades
0 ≤ d(T (tk)bk, F ) ≤ sup
b∈B
d
(
T (tk)b, F
)
= dH
(
T (tk)B,F
)
.
En este contexto, al hacer que la sucesión tk → +∞, se obtiene
directamente que la distancia d(y, F ) es cero. Con esto, los resultados
del parágrafo 1.1.2 muestran que el límite y ∈ F . Por lo tanto, se
verifica ω(B) ⊂ F y se concluye con la demostración del presente
corolario.
El siguiente corolario se ha tomado del trabajo [32] y describe una
de las propiedades ilustrativas de los conjuntos límite. Un elemento
importante en la demostración es la relación de la conexidad con la
continuidad.
Corolario 1.2.8. Si el conjunto ω(E) 6= ∅ es compacto y
l´ım
t→+∞
dH
(
T (t)B, ω(E)
)
= 0 para algún conexo B ⊃ E,
entonces ω(E) es conexo.
Demostración. Se procede por contradicción.
(a) Existen dos conjuntos compactos w1 6= ∅ y w2 6= ∅ de modo que
ω(E) = w1 ∪ w2 y w1 ∩ w2 = ∅.
En particular, su distancia d(w1, w2) > 2δ > 0.
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A partir de la suposición en (a), se usa la hipótesis en la
δ−vecindad Oδ(ω(E)). De este modo la definición de dH en la condición
l´ım
t→+∞
dH
(
T (t)B, ω(E)
)
= 0 garantiza la existencia de algún parámetro
positivo tδ > 0 para el cual la desigualdad t ≥ tδ genera que la constante
δ > supb∈B d
(
T (t)b, ω(E)
)
. Es decir,
t ≥ tδ ⇒ T (t)b ∈ Oδ(ω(E)), ∀b ∈ B.
Así, la continuidad de T (t), junto a la conexidad de [tδ,+∞) × B y la
suposición en (a) muestran la siguiente implicación.
t ≥ tδ ⇒ T (t)B es un subconjunto conexo de Oδ(w1) ∪ Oδ(w2),
donde Oδ(w1) ∩Oδ(w2) = ∅. Con esto se obtiene que:
(b) Existe tδ > 0 de modo que
o
⋃
t≥tδ
T (t)B ⊂ Oδ(w1) o
⋃
t≥tδ
T (t)B ⊂ Oδ(w2),
donde δ > 0, w1 y w2 satisfacen (a).
Para concluir, se observa que (b), ω(B) = ω
(
T (tδ)B
)
y 1.2.5 implican
que se debe cumplir:
o ω(E) ⊂ ω(B) ⊂ Oδ(w1) o ω(E) ⊂ ω(B) ⊂ Oδ(w2).
Esta contradicción con (a) demuestra la conexidad de ω(E)
Con todos los resultados presentados hasta ahora, ya es posible
introducir la siguiente proposición que describe las propiedades
básicas de los conjuntos límite y serán útiles para el desarrollo del
presente trabajo. Por ejemplo, las caracterizaciones que se presentan
se usarán no solo en la descripción de las condiciones que garanticen
la existencia del atractor global de un semigrupo, sino también al dar
las propiedades que distinguen y determinan a la descomposición de
Morse, una herramienta importante para entender la dinámica de un
atractor global.
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Proposición 1.2.9. Sea E un subconjunto de X, en el cual está definido
un semigrupo T (·).
(a) Si el conjunto
⋃
t≥0
T (t)E es compacto entonces ω(E) es compacto y
T (t)ω(E) = ω(E), ∀t ≥ 0. (invariante).
(b) Sea ω(E) un compacto no vacío que satisface
l´ım
t→+∞
dH
(
T (t)B, ω(E)
)
= 0 (ω(E) atrae a B).
Si B ⊃ E es un conjunto conexo entonces ω(E) es un conjunto
conexo que además es igual a ω(B).
(c) Suponga que ω(E) es un compacto no vacío que atrae a E. Si E es
conexo entonces ω(E) es conexamente invariante6.
Demostración. En el ítem (a) se observa que el conjunto compacto⋃
t≥0
T (t)E
contiene al conjunto cerrado ω(E) (vea 1.2.1); de aquí sigue la
compacidad del conjunto límite presentado en (a). Por otro lado, del
corolario 1.2.6 y (1.6) se obtiene la invarianza: T (t)ω(E) = ω(E), ∀t ≥ 0.
Por lo tanto, la afirmación (a) es verdadera.
En el ítem (b), la conexidad e igualdad de los conjuntos límites, se
obtiene de las siguientes afirmaciones (1.7) y (1.8). La primera:
ω(E) atrae a B ⊃ E =⇒ ω(E) = ω(B) (1.7)
sigue de 1.2.5 y del Corolario 1.2.7 con F = ω(E).
La segunda:
El compacto ω(E) 6= ∅ es conexo (1.8)
viene dada por el Corolario 1.2.8. Por lo tanto, ω(E) = ω(B) es conexo y
se obtiene que (b) se cumple.
6Un subconjunto A ⊂ X cerrado e invariante es conexamente invariante si no se
puede representar como la unión de dos subconjuntos F1 y F2 no vacíos, disjuntos y
cerrados tal que T (t)Fi ⊂ Fi, ∀t ≥ 0 para i = 1, 2. [32].
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Para demostrar (c) se procede por el absurdo.
(c.1) El compacto invariante ω(E) no es conexamente invariante. Es
decir, existen dos compactos F1 6= ∅ y F2 6= ∅ que no solo satisfacen
ω(E) = F1 ∪ F2 con F1 ∩ F2 = ∅, (1.9)
sino también, son positivamente invariantes:
T (t)F1 ⊂ F1 y T (t)F2 ⊂ F2. (1.10)
Por las condiciones dadas en (1.9), la distancia entre los conjuntos
compactos es positiva, d(F1, F2) > 0. De este modo, para la igualdad 0 <
6ε = d(F1, F2), la intersección entre las siguientes vecindades O2ε(F1) ∩
O2ε(F2) = ∅. De lo contrario, si existe algún elemento z ∈ O2ε(F1)∩O2ε(F2)
se obtiene la siguiente desigualdad d(F1, F2) ≤ d(z, F1)+d(z, F2) < 4ε. Esta
contradicción con la elección de la constante ε > 0 muestra la siguiente
afirmación,
(c.2) Existe ε > 0 de modo que O2ε(F1) ∩O2ε(F2) = ∅.
Por otro lado, cuando se considera una constante ǫ > 0 siempre
existe una bola abierta B(a, γa) con ǫ > γa > 0 para la cual, su
imagen T (t)
(
B(a, γa)
)
está incluida en B(T (t)a, ǫ). Como la compacidad
de cada Fi garantiza la existencia de la siguiente constante positiva
0 < γ = mı´n{γa : Fi ⊂ unión finita de B(a, γa)}, se obtiene que;
T (t)
[ ⋃
finita
B(a, γ)
]
⊂
⋃
finita
T (t)B(a, γa) ⊂
⋃
finita
B(T (t)a, ǫ).
La elección de esta constante positiva γ > 0 junto a (1.10) muestran la
siguientes inclusiones
T (t)
(Oγ(Fi)) ⊂ Oǫ(T (t)Fi) ⊂ Oǫ(Fi).
Por lo tanto, se cumple:
(c.3) Para ǫ > 0, existe γ > 0 tal que T (t)(Oγ(Fi)) ⊂ Oǫ(Fi) para todo t ≥ 0.
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Para continuar, se elige la constante positiva ε > 0 dada en el
ítem (c.2). En estas circunstancias, la última afirmación (c.3) induce
y garantiza la existencia de una constante 0 < δ < ε para la cual se
verifican las siguientes inclusiones.
T (t)
(O2δ(Fi)) ⊂ Oε(Fi) para i = 1; 2 y t ≥ 0 (1.11)
Para concluir, basta utilizar la prueba del Corolario 1.2.8. Es decir,
la condición (1.11), la elección que se hizo de la constante positiva
0 < δ < ε y el dato, sin utilizar, que el compacto ω(E) atrae al conexo E
generan el contexto adecuado para poder utilizar la demostración del
Corolario 1.2.8. Con esto es posible afirmar que
(c.4) Existe un parámetro tδ > 0 de modo que
o
⋃
t≥tδ
T (t)E ⊂ Oε(F1) o
⋃
t≥tδ
T (t)E ⊂ Oε(F2),
donde F1 y F2 son los conjuntos compactos que satisfacen (1.9) y
ε > 0 es la constante que viene dada por (c.2).
De (c.4) se obtiene que
o ω(E) ⊂ O2ε(F1) o ω(E) ⊂ O2ε(F2).
Por (c.2), se cumple
o ω(E) ∩ F2 = ∅ o ω(E) ∩ F1 = ∅
Esta contradicción con (c.1) demuestra (c) y se concluye,
1.3 Atractor global: definición y existencia
Para presentar adecuadamente la definición 1.3.9, que determina a un
atractor global, se describen las características que identifican a los
conjuntos invariantes, pues cada atractor global será un compacto
invariante que atrae a todos los conjuntos limitados. También se
introducen formalmente los conceptos de atracción y absorción.
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1.3.1. Como siempre, se considera que el semigrupo T (·) está definido
en el espacio X. Inicialmente se recuerda que cada subconjunto A ⊂ X
que cumple
T (t)A = A, para todo t ≥ 0 (1.12)
es llamado (estrictamente) invariante. Por ejemplo, se toma en cuenta
al conjunto E ⊂ X que está definido por todos los equilibrios del
semigrupo, en otras palabras
E = {u ∈ X : T (t)u = u, ∀t ≥ 0} = {u ∈ X : u es un equilibrio}.
Este conjunto E no solo es invariante, sino también, de un modo
peculiar, todos sus subconjuntos son invariantes bajo la acción
del semigrupo. Otros ejemplos importantes de conjuntos invariantes
aparecen en la proposición 1.2.9, de la sección anterior donde aparecen
los conjuntos límite. Del mismo modo, si se analiza y observa al
semigrupo dado en el apartado 1.1.5, aparecen otros conjuntos
ilustrativos que satisfacen (1.12) como por ejemplo cada una de las
órbitas {etLu : t ∈ R}, cuando se fija la llamada condición inicial u ∈ Rn.
En especial, cada conjunto compacto y conexo del plano cuya frontera
está formada por un número finito de órbitas periódicas de un flujo
(órbitas homeomorfas a una circunferencia) también es invariante. Vea
por ejemplo el semigrupo definido por el sistema (1.4) junto al conjunto
compacto
D1 = {(x, y) ∈ R2 : x2 + y2 ≤ 1},
que está limitado por la circunferencia
∂D1 = {(x, y) ∈ R2 : x2 + y2 = 1}.
Como se describe en el ejemplo 1.2.3, la circunferencia ∂D1 es una
órbita periódica y por lo tanto, no solo ella es invariante por (1.4),
sino también el conjunto D1. Cabe mencionar, que existen conjuntos
invariantes (compactos y conexos) que incluyen a otros conjuntos
invariantes, con las mismas restricciones topológicas.
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A continuación se describen algunas propiedades de un conjunto
invariante y su conjunto límite asociado.
Proposición 1.3.2. Sea B ⊂ X un conjunto invariante de T (·).
(a) Si adicionalmente B ⊂ X es secuencialmente compacto7 entonces
su clausura B también es invariante.
(b) Si el conjunto invariante B ⊂ X es cerrado entonces su conjunto
límite satisface ω(B) = B.
Demostración. En (a), cada elemento z ∈ B admite una sucesión zn ∈ B
que converge zn → z. Como la sucesión T (t)zn → T (t)z (continuidad) y
cada imagen T (t)zn ∈ B (invarianza), se obtiene que la imagen del límite
T (t)z ∈ B. En otras palabras,
T (t)B ⊂ B para todo t ≥ 0.
Por otro lado, cuando zn ∈ B y zn → z ∈ B, para cada parámetro
t ≥ 0 existe un elemento wn ∈ B para el cual se cumple T (t)wn = zn (B
satisface (1.12)). Eligiendo una subsucesión convergente wnk → w ∈ B
se obtiene que z = T (t)w ∈ T (t)B. Esto significa que
B ⊂ T (t)B para todo t ≥ 0.
Por lo tanto se cumple (a)
En (b), cuando z ∈ B, cada k ∈ N induce algún xk ∈ B tal que
T (k)xk = z. Como l´ım
k→+∞
T (k)xk = z, el lema 1.2.4 muestra que z ∈ ω(B).
Es decir
B ⊂ ω(B).
Por otro lado, si y ∈ ω(B) la caracterización de (1.5) genera las
sucesiones xk ∈ B y tk ≥ 0 con tk → +∞ y T (tk)xk → y. Por la invarianza,
T (tk)xk ∈ B y así y ∈ B. Se concluye que ω(B) ⊂ B. Por lo tanto, se
cumple (b).
7Un conjunto B ⊂ X se dice secuencialmente compacto en X cuando cada
sucesión zn ∈ B admite una subsucesión que converge a un límite en B.
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Los siguientes conceptos permitirán presentar la importante
definición de un atractor global y algunas propiedades que garanticen
su existencia.
Definición 1.3.3. Se dice que A ⊂ X absorbe al conjunto B ⊂ X, bajo
la acción de T (·), si existe una constante tB > 0 de modo que
T (t)B ⊂ A para todo t ≥ tB.
Análogamente, el conjunto A ⊂ X atrae a B ⊂ X, bajo la acción de T (·),
cuando se cumple la siguiente exigencia.
dH
(
T (t)B,A
) t→+∞−−−−→ 0. (1.13)
A continuación se presenta la natural relación que existe entre estos
dos conceptos.
Observación 1.3.4. El requisito en el límite de (1.13) es equivalente a
decir que la vecindad inducida Oε(A) por cada constante ε > 0 absorbe
al conjunto B.
A atrae B ⇔ {∀ε > 0, ∃t(B,ε) > 0 tal que T (t)B ⊂ Oε(A) si t ≥ t(B,ε)}. (1.14)
Esta afirmación se obtiene de 1.1.3, que permite mostrar la siguiente
equivalencia
T (t)B ⊂ Oε(A)⇔ dH
(
T (t)B,A
) ≤ ε.
Ejemplo 1.3.5. El conjunto A = {0} atrae a cualquier compacto B ⊂ Rn
cuando en el semigrupo etL de 1.1.5 se considera una matriz L cuyo
espectro
σ(L) = {Autovalores de L} ⊂ {z ∈ C : ℜ(z) < 0},
donde ℜ(z) denota la parte real de z ∈ C. Esto sucede por ejemplo cuando
la matriz L =
(
ai,j
)n
i,j=1
satisface ai,j = 0, si j > i,ai,i < 0, si 1 ≤ i ≤ n.
En consecuencia, el sistema lineal du
dt
= Lu ∈ Rn admite a {0} como un
conjunto invariante que atrae a cada compacto de Rn.
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Observación 1.3.6. Si L es una matriz real de orden n× n, su norma
||L|| = sup
u 6=0
||Lu||
||u|| ≥ ma´x{|µ| : µ ∈ σ(L)}.
Además, por cada λ > 0, el espectro
σ(L− λI) = σ(L)− λ.
En particular, si σ(L) ⊂ {z ∈ C : ℜ(z) < 0} (ejemplo 1.3.5) entonces
||L− λI|| ≥ λ por cada λ ∈ (0,+∞). (1.15)
Teorema 1.3.7 (Lumer–Phillips). Sea A : D(A) ⊂ X → X un operador
lineal, con X un espacio de Banach tal que
||(A− λI)x|| ≥ λ||x|| para todo x ∈ D(A) y λ ∈ (0,+∞). (1.16)
Si existe λ0 > 0 tal que (λ0I − A) es sobreyectivo entonces A es el
generador infinitesimal de un semigrupo de contracciones T (·) ⊂ L(X)
que satisface (1.3).
Demostración. La prueba sigue del teorema 1.1.7. Las hipótesis del
teorema implican que A es cerrado, ρ(A) ⊃ (0,+∞) y ||λ(A− λI)−1|| ≤ 1,
para todo λ > 0. Los detalles aparecen en [29, Teorema 4.3].
Observación 1.3.8. Los autores de [13] publicaron el sistema no lineal
x˙ = −x+ z(x+ zy)2,
y˙ = −y − (x+ zy)2,
z˙ = −z.
En este sistema, la solución γ(t) = (18et,−12e2t, e−t) va hacia infinito
cuando el parámetro crece indefinidamente. Por lo tanto, el origen no
atrae al conjunto {γ(0)} aun cuando el campo vectorial asociado
F (x, y, z) =
(− x+ z(x+ zy)2,−y − (x+ zy)2,−z),
satisface F (0, 0, 0) = (0, 0, 0) y su derivada DFu cumple
{Autovalores de DFu : u ∈ R3} = {−1} ⊂
{
z ∈ C2 : ℜ(z) < 0}.
(vea el ejemplo 1.3.5). En [35] aparece un estudio de esta estrategia en
espacios de Banach.
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Definición 1.3.9. Se dice que el conjunto A ⊂ X es un atractor global
para el semigrupo T (·) cuando:
⋄ A es compacto en X.
⋄ A es invariante, respecto al semigrupo T (·) (vea 1.3.1).
⋄ A atrae a cada conjunto acotado de X, bajo la acción de T (·).
El atractor global atrae a los conjuntos acotados con la distancia dH,
de alguna manera la atracción podría pensarse como uniforme.
Observación 1.3.10. Antes de presentar el ejemplo 1.3.19, cabe citar
a Geneviève Raugel, quien en [32] observa que la definición anterior
“considera la topología, lo cuál es útil en espacios que admiten topologías
no equivalentes, como un espacio de Hilbert con la topología débil y la
topología de la norma. Antes de 1983 (año en que los autores [5, 4] la
introdujeran, con el nombre ‘atractor maximal’) en la literatura sobre
los atractores, la atracción como tal no fue del todo discutida. Después
de 1983, el término atractor global se estandariza, pero en algunos
casos es llamado ‘atractor universal’ [39] o con mayor precisión ‘mínimo
atractor cerrado B−global’ [23].” Respecto a un tipo especial de flujos,
es necesario indicar que una reciente descripción interna del atractor
global aparece en [37].
A continuación se describen algunas propiedades necesarias del
atractor global, como por ejemplo su unicidad.
Proposición 1.3.11. Sea A ⊂ X un atractor global para T (·).
(a) A es minimal entre los compactos, atrayentes: Si B es un compacto
de X que atrae cada conjunto acotado de X entonces B ⊃ A.
(b) A es maximal entre los invariantes, cerrados y acotados: Si B es
cerrado y acotado en X y además es invariante respecto a T (·)
entonces B ⊂ A.
(c) A es único.
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Demostración. Para demostrar (a), considere un conjunto compacto
B ⊂ X, que atrae a cada conjunto acotado de X. En particular, B atrae
al propio atractor global A, en otras palabras se cumple:
l´ım
t→+∞
dH
(
T (t)A, B) = 0.
A partir de la invarianza: A = T (t)A, ∀t ≥ 0, se obtiene directamente que
la semidistancia dH(A, B) es cero, y por tal motivo se dan las siguientes
inclusiones A ⊂ A ⊂ B = B (vea 1.1.3). Por lo tanto, A es un compacto
atrayente minimal. Se cumple (a).
Para probar (b), se elige a B ⊂ X como un conjunto invariante,
cerrado y acotado. Por su definición, el atractor global A atrae a B, que
es acotado. En otras palabras,
l´ım
t→+∞
dH
(
T (t)B,A) = 0.
En este contexto, se cumple T (t)B = B, ∀t ≥ 0 y la igualdad dH(B,A) = 0:
a partir de esto, se obtiene que B = B ⊂ A y se concluye. Por lo tanto,
se cumple (b).
El ítem (c) se obtiene directamente de (a) y (b).
Corolario 1.3.12. Sea T (·) un semigrupo que admite un atractor global
A. Si se considera el conjunto
E = {u ∈ X : T (t)u = u, ∀t ≥ 0},
entonces E ⊂ A.
Demostración. Cuando p ∈ E, el conjunto {p} es invariante, cerrado y
acotado. Por la proposición 1.3.11, {p} ⊂ A y se concluye E ⊂ A.
1.3.13. Un conjunto acotado B0 ⊂ X es absorbente si por cada
acotado B de X existe tB ≥ 0 tal que T (t)B ⊂ B0 para todo t ≥
tB. En otras palabras, el conjunto acotado B0 absorbe cualquier
acotado. Análogamente, un conjunto es atrayente cuando atrae a cada
subconjunto acotado de X (definición 1.3.3).
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Lema 1.3.14. Si para T (·) existen B0 ⊂ X y C ⊂ X tales que:
⋄ B0 es absorbente con B0, compacto y
⋃
t≥0
T (t)B0, acotado e
invariante.
⋄ C es compacto y atrayente.
Entonces, para el conjunto límite
ω(B0) = ω(B0) = ω(C) (1.17)
se cumple que
ω(B0) es compacto e invariante. (1.18)
Demostración. El conjunto M =
⋃
t≥0 T (t)B0 es acotado e invariante.
Por eso, el compacto atrayente C lo atrae, y en consecuencia la
semidistancia dH(M,C) = dH(T (t)M,C)
t→+∞−−−−→ 0. De este modo, no solo
se cumple la igualdad dH(M,C) = 0, sino también las inclusiones
C = C ⊃M ⊃ B0 ⊃ B0 y por tal motivo
ω(C) ⊃ ω(B0) ⊃ ω(B0)
(vea 1.1.3). Por otro lado, B0 absorbe al acotado C: existe un tiempo t0
a partir del cual T (t)C ⊂ B0 para todo t ≥ t0. Consecuentemente,
ω(C) = ω
(
T (t)C
) ⊂ ω(B0).
Por lo tanto, se obtiene (1.17).
Para concluir basta observar que
⋃
t≥0
T (t)B0 está incluido en el
conjunto C. En este contexto, la proposición 1.2.9 implica (1.18) y
concluye la demostración.
Teorema 1.3.15 (Primer teorema de existencia). Si T (·) satisface las
condiciones del lema 1.3.14, entonces el semigrupo tiene un atractor
global A ⊂ X. El atractor A queda definido por el conjunto ω−límite de
B0, dado por la fórmula
A =
⋂
s≥0
B(s) donde B(s) =
(⋃
t≥s
T (t)B0
)
.
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Demostración. Para probar que el compacto invariante A = ω(B0)
es atrayente, se procederá por el absurdo, como en [10]. En otras
palabras,
A no atrae algún acotado K ⊂ X.
Luego, existen δ > 0, una sucesión xn ∈ K y tn → +∞ de modo que
dH(T (tn)K,A) ≥ d(T (tn)xn,A) ≥ δ.
Como B0 es absorbente, existe tK ≤ tn a partir del cual T (tn)xn ⊂ B0 y
por la compacidad de B0 existe una subsucesión T (tnj)xnj que converge
a β ∈ B0. Luego δ ≤ l´ım
j→+∞
d(T (tnj)xnj ,A) ≤ l´ım
j→+∞
{d(T (tnj)xnj , β) + d(β,A)},
y por eso se cumple
δ ≤ d(β,A). (1.19)
Por otro lado, β = l´ım
j→+∞
T (tnj)xnj = l´ım
j→+∞
T (tnj − tK)(T (tK)xnj ). Como
tnj − tK j→+∞−−−−→ ∞ y T (tK)xnj ∈ B0, (1.17) implica que β ∈ ω(B0) = A.
Esta contradicción con (1.19) demuestra que el compacto invariante A
atrae cualquier conjunto acotado de X. Por lo tanto, A es un atractor
global para T (·).
La siguiente es el primer resultado, en dimensión finita.
Corolario 1.3.16. SiX = Rn y T (·) admite un conjunto compactoB ⊂ Rn,
absorbente y no–vacío. Entonces ω(B) 6= ∅ es un atractor global.
Demostración. Como B absorbe a cada acotado, existe tB para el cual
la condición t ≥ tB es suficiente para obtener la inclusión T (t)B ⊂ B.
Es decir, ⋃
t≥0
T (t+ tB)B ⊂ B.
En estas circunstancias, la compacidad de B y la proposición 1.2.9
muestran que ω(B) es un compacto invariante, no vacío. Para concluir
basta observar que el compacto invariante ω(B) es atrayente. Esto se
obtiene a partir de la prueba del teorema 1.3.15. Por lo tanto, ω(B) 6= ∅
es un atractor global.
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Corolario 1.3.17. Si X = Rn y T (·) admite un subconjunto acotado
B ⊂ Rn que atrae a cada conjunto unitario de Rn. Entonces B atrae a
cada subconjunto compacto K ⊂ Rn. En particular,
l´ım
t→+∞
dH
(
T (t)C,B
)
= 0, ∀C ⊂ Rn, acotado.
Demostración. Por cada conjunto compacto K ⊂ Rn se cumple:
ε > 0⇒ Oε(B) absorbe al conjunto K.
Si ε > 0, l´ım
t→+∞
dH
(
T (t)x,B
)
= 0, ∀x ∈ Rn implica que alguna vecindad
abierta de x ∈ K es absorbida por Oε(B). Usando una cobertura finita
del compacto K (con estas vecindades) se infiere que Oε(B) absorbe K.
Por (1.14), se obtiene que B atrae a cada compacto K ⊂ Rn.
El conjunto B es atrayente, pues la clausura C de cada acotado
es un compacto que satisface no solo la inclusión T (t)C ⊂ T (t)C sino
también (vea 1.1.3)
dH
(
T (t)C,B
)
= dH
(
T (t)C,B
)
≤ dH
(
T (t)C,B
)→ 0.
Esto concluye la demostración.
En el corolario1.3.17 se observa que si B es un conjunto compacto
e invariante bajo T (·), este es el atractor global del sistema. Además, se
presentan ejemplos que exhiben un atractor global.
-2 -1 0 1 2
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Figura 1.2: Retrato de fase del ejemplo 1.3.18
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Ejemplo 1.3.18. El siguiente sistema de ecuaciones diferenciales x˙ = −y + (x2 + y2 − 1)(2− x2 − y2)x,y˙ = x+ (x2 + y2 − 1)(2− x2 − y2)y.
esta definido en R2. Las ecuaciones de este sistema están dadas por
funciones que son continuamente diferenciables (y así el campo vectorial
es localmente lipschitz), por tal razón el semigrupo T (·) está bien definido
a partir del flujo inducido del sistema, que será completo cuando el
dominio es un compacto, como [−2, 2]× [−2, 2]. En este caso, el disco
D√2 = {(x, y) ∈ R2 :‖ (x, y) ‖≤
√
2}
de la figura 1.2, es un conjunto compacto e invariante bajo T (·) que atrae
a cada conjunto unitario de R2, por lo tanto el disco D√2, será el atractor
global del sistema.
El siguiente ejemplo permite utilizar la teoría presentada para
analizar un sistema de ecuaciones, ampliamente estudiado. La
presentación ha sido tomada de [34] y también aparece en [16]. Cabe
mencionar que el libro [2] tiene una presentación útil y amena de un
estudio íntimamente ligado al llamado atractor de Lorenz.
Ejemplo 1.3.19 (Atractor de Lorenz). Las ecuaciones de Lorenz son:
x˙ = −σx+ σy,
y˙ = rx− y − xz,
z˙ = xy − bz;
(1.20)
donde σ, r y b constantes positivas. El sistema (1.20) genera un
semigrupo que posee un atractor global. Para obtener la existencia
del atractor global se sigue la caracterización dada en [16, 34]. Basta
mostrar que una esfera suficientemente grande y centrada en el punto
(0, 0, r + σ) limita un compacto absorbente que satisface las condiciones
del corolario 1.3.16. La derivada de la función (distancia) V (x, y, z) =
x2 + y2 + (z − r − σ)2 a lo largo de las soluciones de (1.20) satisface
dV
dt
= 2xx˙+ 2yy˙ + 2(z − r − σ)z˙
= −2σx2 − 2y2 − 2bz2 + 2b(r + σ)z.
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Como −2bz(r + σ) = b(z − (r + σ))2 − bz2 − b(r + σ)2 se cumple
dV
dt
= −2σx2 − 2y2 − 2bz2 + 2b(r + σ)z ≤ −mV + b(r + σ)2,
donde m = mı´n{2σ, b, 2}. Por un cálculo directo se obtiene
V (t) ≤
(
V0 +
b(r + σ)2(emt − 1)
m
)
e−mt ≤ V0e−mt + 2b(r + σ)
2
m
.
Del corolario 1.3.16 y del corolario 1.3.17 se infiere la existencia del
atractor global.
1.3.1 Disipatividad y existencia
Para describir mejor la existencia del atractor global, se presenta la
disipatividad por medio de la definición de atrayente. Los semigrupos
que poseen un conjunto absorbente acotado con frecuencia son
llamados disipativos; pero existen algunas variantes8. Esto se
uniformiza en las siguientes definiciones, necesarias para describir
algunos resultados útiles que garantizan la existencia del atractor
global de un determinado semigrupo. Las principales referencias que
se han utilizado son [10, 5].
1.3.20. Sea S, una colección de subconjuntos del espacio X. El
semigrupo T (·) es disipativo por S si existe un conjunto acotado B ⊂ X
que atrae a todos los elementos de S. Es decir
l´ım
t→+∞
dH
(
T (t)A,B
)
= 0, ∀A ∈ S.
Por ejemplo, de acuerdo a [17, sección 3.4] se obtiene:
• S = {{x} : x ∈ X} =⇒ T (·) es disipativo por puntos.
• S = {K : K es compacto } =⇒ T (·) es disipativo por compactos.
• S = {K : K es acotado} =⇒ T (·) es disipativo por acotados.
8Por ejemplo, (1.16) es una caracterización de los operadores lineales disipativos.
Una adecuada discusión en la terminología y algunos conceptos generales aparece
en [32].
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En el corolario 1.3.17 se describe una relación entre estos tipos
de disipatividad para semigrupos en espacios euclidianos, donde
las sucesiones de un compacto siempre son acotadas y admiten
subsucesiones que convergen hacia algún elemento del compacto. En
este contexto, la siguiente condición técnica es de gran utilidad para
comparar de manera razonable tales tipos de disipatividad.
Definición 1.3.21. El semigrupo T (·) se dice que es asintóticamente
compacto si cada sucesión acotada xk ∈ X satisface lo siguiente: por
cada sucesión tk ≥ 0 con l´ım
k→+∞
tk = +∞, se obtiene que la sucesión
inducida T (tk)xk admite una subsucesión convergente.
Con el objeto de aclarar y explicar mejor este concepto, se presenta
el siguiente ejemplo sencillo.
Ejemplo 1.3.22. El semigrupo T (·) en X = Rn para el cual la órbita de
cada conjunto acotado es acotada (semigrupo acotado) es un ejemplo
natural de un semigrupo asintóticamente compacto.
Se describen algunas propiedades básicas de los conjuntos límite
de un semigrupo asintóticamente compacto (vea proposición 1.2.9).
Proposición 1.3.23. Sea T (·) un semigrupo asintóticamente compacto.
Si B ⊂ X es no vacío, su conjunto ω−límite satisface lo siguiente:
(a) ω(B) es no vacío, atrae a B, y es compacto e invariante.
(b) ω(B) es el menor compacto de X que atrae a B.
Demostración. Para las sucesiones acotadas xn ∈ B, se cumple que
T (tn)xn admite una subsucesión convergente cuando 0 ≤ tn → +∞. Es
decir
d
(
T (tnk)xnk , ω(B)
)→ 0, cuando k → +∞. (1.21)
En otras palabras, el límite de T (tnk)xnk pertenece a ω(B) y así ω(B) 6= ∅.
Para ver que ω(B) atrae a B, se procede por contradicción; la existencia
de ε > 0 y las sucesiones 0 ≤ tn → +∞ y xn ∈ B tal que
d(T (tn)xn, ω(B)) = dH(T (tn)xn, ω(B)) > ε, para todo n ∈ N
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genera una contradicción con (1.21) y demuestra que ω(B) atrae al
conjunto B. Para obtener la compacidad de ω(B), se considera yk ∈ ω(B)
y se seleccionan xk ∈ B y tk ≥ 0 tal que d(T (tk)xk, yk) ≤ 1k . Como
T (·) es asintóticamente compacto, {T (tk)xk} tiene una subsucesión que
converge a un elemento y ∈ ω(B) que satisface
d(ykr , y) ≤ d(T (tkr)xkr , ykr) + d(T (tkr)xkr , y) <
1
kr
+ ǫ.
Es decir, yk ∈ ω(B) tiene una subsucesión que converge a y ∈ ω(B) y
se obtiene la compacidad de ω(B). La invarianza de ω(B) se obtiene de
(1.6) y del corolario 1.2.6. Por lo tanto (a) es verdadero.
Para obtener (b), se considera un conjunto compacto F ⊂ X que
atrae a B y y ∈ ω(B) (i.e., y = l´ım
k→∞
T (tk)xk con xk ∈ B y 0 < tk → ∞,
Lema 1.2.4). Para f ∈ F con d(y, F ) = d(y, f) se cumple
d(y, F ) ≤ d(y, T (tk)xk) + d(T (tk)xk, f)
≤ d(y, T (tk)xk) + d(T (tk)xk, F )
≤ d(y, T (tk)xk) + dH(T (tk)xk, F )→ 0.
En otras palabras y ∈ F . Por lo tanto, ω(B) ⊂ F y se obtiene (b).
Se tienen las condiciones para enunciar un resultado sencillo pero
ilustrativo sobre los atractores globales. En este teorema se sigue la
presentación de [10], donde además se pueden encontrar condiciones
más generales y completas sobre la existencia del atractor global de
un semigrupo. Este libro es una de las principales referencias de
la presente tesis y de la moderna teoría de los sistemas dinámicos
inducidos por semigrupos9.
Teorema 1.3.24 (Segundo teorema de existencia). Cada semigrupo T (·)
disipativo por acotados y asintóticamente compacto admite al conjunto
cerrado
A =
⋃
B
{
ω(B) : B ⊂ X,B es acotado
}
como un atractor global.
9En [10] también se consideran los procesos, una generalización natural de los
semigrupos.
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Demostración. El conjunto cerrado A satisface
T (t)A ⊂ A, por cada t ≥ 0. (1.22)
En efecto, dado x0 ∈ A, existe xn ∈ ω(Bn) con Bn acotado y x0 = l´ım
n→+∞
xn.
Luego T (t)xn = yn → T (t)x0 cuando n → +∞. Como ω(Bn) ⊂ A = A,
la relación (1.6) muestra que T (t)x0 ∈ A y así (1.22) es verdadero.
Análogamente:
T (t)A ⊃ A, para cada t ≥ 0. (1.23)
En efecto, cuando y0 ∈ A, existe yn ∈ ω(B) con B acotado y y0 = l´ım
n→+∞
yn.
Por la invarianza de ω(B) cada yn = T (t)xn con xn ∈ ω(B). Por la
compacidad de ω(B), existe una subsucesión xnj que converge a algún
x0 ∈ ω(B) ⊂ A. Luego
T (t)x0 = l´ım
j→∞
T (t)xnj = l´ım
j→∞
ynj = y0 ∈ T (t)A.
A partir de esto se obtiene (1.23). Por lo tanto, A es invariante.
Para obtener que el conjunto A es acotado, se considera un acotado
B0 que atrae a cada acotado (T (·) es disipativo por acotados):
dH
(
T (t)D,B0
)→ 0 cuando t→∞, para todo acotado D ⊂ X.
Es decir, cada D satisface ω(D) ⊂ B0 y por la construción se concluye
que A ⊂ B es acotado.
Para probar la compacidad del conjunto invariante A se considera
xn ∈ A; como A es invariante, xn = T (n)yn con yn en el acotado A.
Por la compacidad asintótica del semigrupo, T (n)yn = xn tiene una
subsucesión que converge a un límite que está en el cerrado A. Luego A
es compacto. Finalmente se prueba que A atrae a cada acotado B ⊂ X.
Por la proposición 1.3.23
dH(T (t)B, ω(B))→ 0, cuando t→ +∞.
Como ω(B) ⊂ A implica dH(T (t)B,A) ≤ dH(T (t)B, ω(B)) se concluye que
A atrae a cada subconjunto acotado de X. Por lo tanto, el conjunto A
es un atractor global.
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Hay casos de semigrupos no lineales con un atractor global que
son sencillos de entender. Por ejemplo, a partir de las definiciones
presentadas se puede ver que la existencia del atractor global es
suficiente para que el semigrupo sea disipativo por acotados y
asintóticamente compacto. Una descripción útil de estos conceptos
también aparece dentro del primer capítulo de la tesis [30]. Cabe
mencionar que en esta tesis doctoral no solo se presentan una útil
descripción de la teoría, sino también se introduce una generalización
de la descomposición de Morse del atractor global. En el próximo
capítulo se presenta la clásica descomposición de Morse y se analiza
su utilidad para describir a los sistemas gradientes.
Proposición 1.3.25. Si T (·) es disipativo por compactos y, también, es
asintóticamente compacto, entonces T (·) es disipativo por acotados.
Demostración. Se observa inicialmente que existe un conjunto acotado
B para el cual el siguiente límite l´ım
t→+∞
dH
(
T (t)M,B
)
= 0, para todo
compacto M ⊂ X. Para este B se cumple
ω(D) ⊂ B, para todo acotado D ⊂ X. (1.24)
En efecto, considere un elemento y ∈ ω(D) (i.e., y = l´ım
r→∞
T (tr)xr con
xr ∈ D y 0 < tr → ∞). Como el semigrupo T (·) es asintóticamente
compacto, existe sr > 0 con sr → +∞ y tr − sr → +∞ de modo que
la sucesión T (sr)xr tiene una subsucesión convergente. Es decir, existe
el conjunto compacto
K =
{
T (srj)xrj : j ∈ N
} ∪ { l´ım
j→∞
T (srj )xrj
}
,
y por cada ε > 0 existe nK ∈ N tal que dH(T (t)K,B) < ε si t ≥ nK. Usando
subsucesiones con tri − sri ≥ nK se cumple dH(T (tri − sri)K,B) < ε y por
consiguiente
d(T (tri − sri)(T (sri)xri), B) = d(T (tri)xri , B) < ε.
Por lo tanto d(y, B) < ε, ∀ε > 0, es decir y ∈ B y se cumple (1.24).
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Para concluir basta observar que dH(T (t)D,B) ≤ dH(T (t)D,ω(D)) y
l´ım
t→+∞
dH
(
T (t)D,ω(D)
)
= 0 (vea (1.24) y proposición 1.3.23). Por lo tanto,
B atrae a cada acotado D y T (·) es disipativo por acotados.
Corolario 1.3.26. Si T (·) es disipativo por puntos y asintóticamente
compacto, entonces tiene un atractor global.
Demostración. Por el estudio de la topología del espacio métrico es
posible ver que el semigrupo disipativo por puntos satisface lo siguiente
T (·) es disipativo por compactos.
Por la proposición 1.3.25, el semigrupo es disipativo por acotados. Por
lo tanto, el corolario se obtiene a partir del teorema 1.3.24.
1.3.2 Órbitas en un compacto invariante
Se describen las órbitas de algún conjunto compacto que es invariante
por la acción del semigrupo. Se presenta la proposición 1.3.31 y de
ese modo se caracterizan a los atractores globales por medio de las
soluciones globales (vea 1.3.28). Para ser más precisos, se muestra
que cada atractor global del semigrupo es igual al conjunto de todas
la soluciones globales y acotadas, tal como también se demuestra
en el primer capítulo de [30]. Para lograr este objetivo se introduce
el concepto de solución global y con eso se presentará el conjunto
α−límite inducido por una solución global. Antes de formalizar estos
conceptos y dar la descripción precisa, se introduce la siguiente
construcción que busca motivar la definición de solución global y del
conjunto α−límite.
Observación 1.3.27. Sea x un elemento de X, que es el espacio donde
está definido T (·). En este contexto, la función ξ+x : [0,∞) → X definida
por medio de la regla ξ+x (t) = T (t)x es continua. Además, las propiedades
básicas del semigrupo garantizan que esta función ξ+x no solo satisface
ξ+x (0) = x sino también
T (t)ξ+x (s) = ξ
+
x (t+ s), ∀s, t ∈ [0,+∞).
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Por otro lado, la caracterización del lema 1.2.4, para el conjunto unitario
E = {x} asegura que el conjunto límite ω(E) = ω(x) se puede expresar
usando las sucesiones, de la siguiente manera.
ω(x) =
{
y ∈ X : ∃ 0 < tk k→∞−−−→ +∞ con l´ım
k→∞
ξ+x (tk) = y
}
.
Por lo tanto,
t ≥ 0⇒ ω(x) = ω(T (t)x).
Se definirá un nuevo concepto asintótico cuando se admite
la existencia de la llamada solución global que se presenta a
continuación.
1.3.28. Una solución global (trayectoria invariante) para un
semigrupo T (·) en X es una función continua ξ : R −→ X para la cual
se exige la siguiente condición.
T (t)ξ(s) = ξ(t+ s), ∀s ∈ R y ∀t ∈ [0,+∞).
En este contexto, — de modo coherente con la clásica teoría cualitativa
de las ecuaciones diferenciales, que describe un problema de Cauchy
— se dice que la solución global pasa por x ∈ X cuando ξx : R → X
es una solución global que además satisface la igualdad ξx(0) = x. En
consecuencia, cuando el elemento x ∈ X admite una solución ξx, que
pasa por x, su correspondiente conjunto α−límite se define como la
colección.
α(ξx) =
{
y ∈ X : ∃ 0 < tk k→∞−−−→ +∞ con l´ım
k→∞
ξx(−tk) = y
}
. (1.25)
De modo semejante, la órbita completa de x (o simplemente órbita de
x) viene dada por la imagen de la respectiva solución global⋃
t∈R
ξx(t)
(vea 1.2.1, 1.3.28 y la observación 1.3.27). Después de todas estas
precisiones vale la pena aclarar que a partir de cada definición, no solo
se obtiene la siguiente propiedad
ξx(t) = T (t)x, ∀t ≥ 0,
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sino también se garantiza la unicidad de la órbita positiva. Por otro
lado, la continuidad del semigrupo garantiza que el conjunto α(ξx) sea
positivamente invariante.
T (t)α(ξx) ⊂ α(ξx), para todo t ≥ 0. (1.26)
Es más, para cada parámetro t ≥ 0, la regla R ∋ s 7→ ξx(t+ s) ∈ X genera
una solución global que pasa por T (t)x. Es decir
ξx(·+ t) = ξT (t)x(·), cuando t ≥ 0. (1.27)
Proposición 1.3.29. Sea SA un compacto e invariante bajo T (·).
(a) Si x ∈ SA entonces existe una solución global que pasa por x.
(b) Si y ∈ SA, el conjunto α(ξy) es compacto, invariante y no vacío.
(c) Si ξx = ξ es una solución global que pasa por x ∈ X entonces ξx(R)
es igual a ξ(R) ∪ α(ξx) ∪ ω(x).
Demostración. En (a), se elige un elemento x ∈ SA.
(a.1) Existe una función continua ξx : R → SA ⊂ X con x = ξx(0) de
modo que T (t)ξ(s) = ξ(t+ s) para todo s, t ∈ [0,+∞).
En efecto, esta función ξx : R → X se construye de la siguiente
manera10. Si t ≥ 0, se hace ξx(t) = T (t)x (por la invarianza de SA ∋ x,
ξx(t) ∈ SA). Si t < 0, se procede inductivamente, para lo cual se
observa que T (1)SA = SA garantiza la existencia de ξx(−1) ∈ SA tal
que T (1)ξx(−1) = ξx(0) y así se define ξx(t) = T (t + 1)ξx(−1) ∈ SA para
−1 ≤ t < 0. Análogamente, existe ξx(−2) ∈ SA, tal que T (1)ξx(−2) = ξx(−1)
con lo cual se define ξx(t) = T (t + 2)ξx(−2) ∈ SA para −2 ≤ t < −1. Con
este procedimiento, se obtiene una función continua ξx : R → SA ⊂ X
10Esta construcción aparece en la prueba de la proposición 1.3 de [5, capítulo 3].
Se usa la invarianza del conjunto, sin necesidad de la compacidad.
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que se escribe:
ξx(t) =

T (t)x, t ≥ 0
T (t+ 1)ξx(−1), −1 ≤ t < 0
T (t+ 2)ξx(−2), −2 ≤ t < −1
...
T (t+ n)ξx(−n), −n ≤ t < −(n− 1)
...
(1.28)
Por tanto, se cumple (a.1) (su última afirmación sigue de la
observación 1.3.27).
(a.2) La función continua de (a.1), satisface
T (t)ξx(s) = ξx(t+ s), ∀s ∈ R y ∀t ∈ [0,+∞).
Por lo tanto, ξx es una solución global que pasa por x.
Si s ≥ 0 entonces ξx(s) = T (s)x y T (t)ξx(s) = T (t)T (s)x = T (t+s)x = ξx(t+s)
para cada t ≥ 0. Por otro lado, cuando no existe restricciones de signo
en el parámetro, es decir cuando s ∈ R ∩ [−n,−(n − 1)) con n ∈ N, se
tiene ξx(s) = T (s+ n)ξx(−n). Además, si t ≥ 0 se cumple
T (t)ξx(s) = T (t)T (s+ n)ξx(−n) = T (t+ s+ n)ξx(−n) = ξx(t+ s).
Por tanto, ξx es la solución global que pasa por x.
El ítem (b) se obtiene como en la proposición 1.2.9.
La prueba de (c) se hace por doble inclusión. Para obtener
ξ(R) ⊂ ξ(R) ∪ α(ξx) ∪ ω(x)
basta observar que cada elemento y ∈ ξ(R) induce una sucesión
tn ∈ R con l´ım
n→+∞
ξ(tn) = y. Usando una subsucesión si es necesario,
se obtienen los tres casos siguientes: (c.1) Si l´ım
n→+∞
tn = +∞ entonces
y ∈ ω(x). (c.2) Si l´ım
n→+∞
tn = −∞ entonces y ∈ α(ξx). (c.3) Si l´ım
n→+∞
tn = t ∈ R
entonces la continuidad de ξ implica ξ(t) = y ∈ ξ(R). Esto demuestra la
inclusión anterior. La otra inclusión
ξ(R) ⊃ ξ(R) ∪ α(ξx) ∪ ω(x),
sigue directamente de las definiciones. El ítem (c) es verdadero.
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1.3.30. Para el útil y peculiar caso de los semigrupos que son
asintóticamente compactos, las soluciones globales ξ generan un
conjunto límite α(ξ) 6= ∅. Además, α(ξ) no solo es compacto e invariante,
como en la proposición anterior, sino también será un conjunto conexo
para el cual se cumple la siguiente convergencia:
l´ım
t→+∞
d
(
ξ(−t), α(ξ)) = 0.
Esto se relaciona con las propiedades topológicas del lema 2.1.12.
La siguiente proposición caracteriza cada atractor global por medio
de todas las soluciones globales y acotadas del sistema.
Proposición 1.3.31. Si T (·) tiene un atractor global A, entonces A está
formado por todos los elementos y ∈ X para los cuales existe una
solución global ξ : R→ X, acotada con ξ(0) = y.
Demostración. Si y ∈ A, la proposición 1.3.29 induce una solución
global que pasa por y = ξ(0), consecuentemente ξ(R) ⊂ A = A. Por
lo tanto, el atractor global está incluido en el siguiente conjunto
{y ∈ X : ∃ ξ : R→ X,una solución global acotada con ξ(0) = y} = B.
Para probar que el conjunto B ⊂ A, basta observar que A atrae a la
órbita acotada Y =
⋃
t∈R
ξ(t), con y = ξ(0) ∈ B. Es decir l´ım
t→∞
dH(T (t)Y,A) =
0, donde dH(T (t)Y,A) es igual a sup
ξ(s)∈Y
d(T (t)ξ(s),A), para todo s ∈ R y t ≥
0. Para s = t = 0 se tiene T (0)ξ(0) = y, y se cumple d(y,A) ≤ dH(T (t)Y,A)
luego
d(y,A) = l´ım
t→∞
d(y,A) ≤ l´ım
t→∞
dH(T (t)Y,A) = 0.
Es decir d(y,A) = 0 y así y ∈ A. Por lo tanto B ⊂ A y se concluye.
Observación 1.3.32. Para el ejemplo 1.3.18, el disco
D√2 = {(x, y) ∈ R2 :‖ (x, y) ‖≤
√
2}
es un atractor global. Por lo tanto, de la proposición 1.3.31 se infiere que
este disco está formado por todas las soluciones globales acotadas del
sistema (vea figura 1.2).
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1.4 El Atractor local débil, su repulsor y la
descomposición de Morse
Se describe la estructura interna de un conjunto invariante que
admite alguna propiedad adicional, por medio de la cual es posible
dar un detallado análisis de la dinámica interna de este compacto
invariante [23]. Inicialmente se presentan los atractores locales, su
respectivo repulsor y sus propiedades (teorema 1.4.4). Con la ayuda
de las parejas de atractores locales y sus repulsores, se introduce la
llamada descomposición de Morse de un invariante (definición 1.4.7),
caracterizado en el teorema 1.4.14. Se concluye con una descripción
del comportamiento dinámico de un compacto invariante que admite
tal descomposición (proposición 1.4.11), como los atractores globales.
1.4.1 Atractor local débil y su repulsor asociado
1.4.1. Los conceptos de atractor débil y repulsor son útiles para
estudiar un atractor global [36]. Inicialmente se define el atractor local
débil. Para tal fin se considera SA ⊂ X un subconjunto (no-vacío)
compacto e invariante respecto al semigrupo T (·) de X. Se dice que
el conjunto A ⊂ SA es un atractor local débil (en SA) cuando existe
una constante positiva ε > 0 para la cual se verifica
ω
(Oε(A) ∩ SA) = A. (1.29)
El repulsor (relativo a SA) asociado al atractor local A ⊂ SA es el
conjunto dado por los elementos x ∈ SA para los cuales su respectivo
conjunto ω− límite es disjunto de A. Es decir,
A∗ =
{
x ∈ SA : ω(x) ∩ A = ∅
}
. (1.30)
En ese contexto, al par ordenado (A,A∗) se le denomina: pareja
atractor-repulsor, respecto a SA. Note que el conjunto vacío y el propio
SA satisfacen trivialmente (1.29).
La siguiente es la primera observación básica de A y A∗.
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Observación 1.4.2. La proposición 1.2.9 muestra que
ω(E) =
⋂
s≥0
(⋃
t≥s
T (t)E
)
es compacto cuando E es parte de algún conjunto compacto invariante.
De este modo, cada atractor local débil A ⊂ SA es un compacto invariante
y disjunto11 de su repulsor asociado A∗ ⊂ SA (basta usar A = ω(A) en el
apartado 1.2.5 y que ω(x) 6= ∅, ∀x ∈ SA).
Proposición 1.4.3. Sea (A,A∗), una pareja atractor-repulsor para T (·),
respecto a SA.
(a) Si ω
(Oε(A) ∩ SA) = A y 0 < δ < ε, existe t0 = t0(δ) ≥ 0 tal que(
t ≥ t0 y x ∈ Oε(A) ∩ SA
)
⇒ T (t)x ∈ Oδ(A).
(b) Si B = B y B ∩A = ∅ entonces por cada ǫ > 0 existe t0 = t0(ǫ) tal que(
x ∈ SA, t ≥ t0 y T (t)x ∈ B
)
⇒ d(x,A∗) < ǫ.
Demostración. Para probar el ítem (a) se asume, por contradicción, que
existe una constante positiva 0 < δ < ε para la cual no se cumple la
primera parte de la proposición, es decir
∀t0 > 0⇒ ∃
(
t˜0 ≥ t0 ∧ x˜ ∈ Oε(A) ∩ SA
)
tal que T (t˜0)x˜ 6∈ Oδ(A). (1.31)
En (1.31), la definición (1.29) hace posible construir las sucesiones
tn ≥ 0 y xn ∈ Oε(A) ∩ SA, ambas con los siguientes requerimientos:
tn → +∞, T (tn)xn 6∈ Oδ(A) y d(T (tn)xn, A) = δ > 0.
En este contexto, la invarianza y la compacidad del conjunto SA
garantizan la existencia del siguiente límite.
x = l´ım
k→+∞
T (tnk)xnk ∈ SA \ Oδ(A),
con nk → +∞ cuando k → +∞.
11En el teorema 1.4.4 se verá que cada pareja atractor-repulsor está formada por
compactos que son invariantes y disjuntos.
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Por otro lado, como la sucesión tnk
k→∞−−−→ +∞ y cada xnk ∈ Oε(A) ∩
SA, el Lema 1.2.4, que caracteriza el conjunto límite por sucesiones,
muestra que
x ∈ ω(Oε(A) ∩ SA) = A.
Esta es una contradicción. Por lo tanto, las afirmaciones del ítem (a)
son verdaderas.
En la prueba de (b) también se procede por contradicción. Existe un
cerrado B, disjunto de A y algún ǫ > 0 para el cual no se satisface la
segunda parte de la proposición:
∀t0 > 0⇒ ∃
(
t˜0 > t0 ∧ x˜ ∈ SA
)
tal que T (t˜0)x˜ ∈ B pero d(x˜, A∗) ≥ ǫ.
Estas condiciones inducen dos sucesiones tn → +∞ y xn ∈ SA que
satisfacen
T (tn)xn ∈ B y d(xn, A∗) ≥ ǫ, ∀n. (1.32)
Sin pérdida de generalidad, se asume que xn es convergente, en
consecuencia
∃ x = l´ım
n→∞
xn ∈ SA y d(x,A∗) ≥ ǫ.
Por la definición dada en (1.30), la intersección ω(x)∩A 6= ∅; luego para
la constante ε > 0 de (1.29) existe t1 > 0 para el cual T (t1)x ∈ Oε(A)∩SA,
(x ∈ SA implica {T (t)x : t ≥ 0} ⊂ SA). Además, por la continuidad de
T (t1) genera un número m ∈ N tal que
T (t1)xm+n ∈ Oε(A) ∩ SA, ∀n.
Con esto se puede aplicar la primera parte de la proposición para algún
0 < δ < ε con Oδ(A) ⊂ X \B y encontrar t0 = t0(δ) tal que
t > t0 + t1 ⇒ T (t)xm+n ∈ Oδ(A), ∀n.
En particular, para algún n0 > 0 con t = tm+n0 > t0 + t1 (pues tn →∞):
T (tm+n0)xm+n0 ∈ X \B.
Esta contradicción con (1.32) concluye la demostración de (b). Por
tanto la proposición es verdadera.
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El siguiente resultado aparece en el último capítulo de [36].
Es necesario señalar que la proposición 1.3.29 garantiza que cada
elemento x ∈ SA admite una solución global que pasa por x, en la cual
su conjunto α−límite es compacto, invariante y no vacío (vea (1.25)).
Teorema 1.4.4. Sea (A,A∗) una pareja atractor-repulsor para T (·),
respecto a SA, entonces
(a) Los conjuntos A y A∗ son disjuntos, compactos e invariantes.
(b) Sea ξx = ξ : R → SA la solución global que pasa por x ∈ SA, las
siguientes implicaciones son válidas:
(i) Si x ∈ A∗ o la intersección ω(x) ∩ A∗ 6= ∅ entonces ξ(R) ⊂ A∗.
(ii) Si α(ξ) ∩ A 6= ∅ entonces ξ(R) ⊂ A.
(iii) Si x 6∈ A ∪ A∗ entonces A∗ ⊃ α(ξ) y ω(x) ⊂ A.
Demostración. En (a), la observación inicial es que el conjunto límite
ω(x) = ω
(
T (t)x
)
, ∀t ≥ 0 y ∀x ∈ SA. A partir de aquí, la definición del
repulsor, muestra que se cumple la siguiente inclusión T (t)A∗ ⊂ A∗, sin
restricción en el parámetro t ≥ 0. Recíprocamente, si se admite que el
elemento x ∈ A∗ y el parámetro t ≥ 0, la solución global ξx : R → SA
que pasa por x satisface ξx(−t) ∈ SA y ω(x) = ω(ξx(−t)), y por eso la
imagen ξx(−t) ∈ A∗. En esta imagen, al aplicar T (t) la exigencia para
ser solución garantiza que T (t)
(
ξx(−t)
)
= ξx(0) = x, de aquí se obtiene
la otra inclusión A∗ ⊂ T (t)A∗. Se concluye, así, que
A∗ es invariante. (1.33)
Para ver la compacidad del repulsor, bastará mostrar que es un
conjunto cerrado, por eso se considera una sucesión convergente,
es decir A∗ ∋ xn → x ∈ SA. En estas condiciones, se concluye que
ω(x) ∩ A = ∅ pues de lo contrario algún xm estará en Oε(A) ∩ SA lo cual
implicará que ω(xm) ∩ A 6= ∅, contradiciendo que cada xn ∈ A∗. Es decir,
A∗ es un subconjunto cerrado del compacto invariante SA y así
A∗ es compacto. (1.34)
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Por lo tanto, la observación 1.4.2 junto a las afirmaciones (1.33) y
(1.34) demuestran el ítem (a).
Para probar (i), se observa inicialmente que en la hipótesis bastará
considerar la intersección pues de lo contrario se tiene x ∈ A∗. En estas
condiciones, la inclusión ξ(R) ⊂ A∗ sigue de la invarianza del conjunto
compacto A∗. Se elige un elemento z ∈ ω(x) ∩ A∗. Por las propiedades
usuales del conjunto límite, existe una sucesión 0 < rk → +∞ para
la cual se cumple T (rk)x = T (rk)ξ(0) = ξ(rk) → z ∈ A∗ cuando
k → ∞. Consecuentemente, la siguiente afirmación, necesaria para la
demostración, es verdadera.
(b.1) Si la constante β > 0, satisface la igualdad d(A,A∗) = 2β > 0
entonces existe k0 tal que
k ≥ k0 =⇒ ξ(rk) ∈ Oβ(A∗) = B.
En estas circunstancias, para cada parámetro t ∈ R, no solo la imagen
ξ(t) pertenece a SA, sino también existe rj, de la sucesión anterior,
que supera al parámetro rj > t, luego T (rj − t)ξ(t) = ξ(rj) ∈ B para
j suficientemente grande. De este modo, la proposición 1.4.3 implica
la siguiente desigualdad d(ξ(t), A∗) < β˜, ∀0 < β˜ < β. En consecuencia,
ξ(t) ∈ A∗, ∀t ∈ R. Esto concluye la demostración del ítem (i).
Para establecer (ii), en el atractor local se elige un elemento z ∈ α(ξ)
que también verifica z ∈ ω(Oε(A) ∩ SA), donde ε > 0 cumple (1.29).
Existe una sucesión divergente 0 < tk → ∞ para la cual ocurre la
convergencia del siguiente límite l´ım
k→∞
ξ(−tk) = z ∈ A. De aquí se infiere
que la imagen ξ(−tk) ∈ Oε(A) ∩ SA, para k suficientemente grande. Así,
cuando el parámetro t ∈ R, para k suficientemente grande se tiene
tk + t > 0 y así está bien definida la función contínua T (tk + t). Esta
función, al ser usada con la solución global resulta T (tk+t)ξ(−tk) = ξ(t),
y en consecuencia l´ım
k→∞
T (tk + t)ξ(−tk) = ξ(t) ∈ ω
(Oε(A) ∩ SA) = A. Como
t es arbitrario, se obtiene que toda la órbita ξ(R) esta incluida en el
atractor local A. Esto demuestra el ítem (ii).
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Para probar (iii) se observa primeramente que la condición dada
x 6∈ (A∪A∗) implica que el conjunto cerrado B = {x} satisface A∩B = ∅.
Se elige, así, un elemento z ∈ α(ξ). Las propiedades del conjunto
α−límite muestra que existe
0 < tk →∞ con ξ(−tk) ∈ SA tal que l´ım
k→∞
ξ(−tk) = z. (1.35)
Como T (tk)ξ(−tk) = ξ(0) = x ∈ B para todo tk > 0, cuando se considera
una constante ε > 0 existe t0 = t0(ε) tal que d(ξ(−tk), A∗) < ε, ∀tk ≥ t0
(proposición 1.4.3). A partir de esto se obtiene ξ(−tk) ∈ A∗, si k es
suficientemente grande. Por (1.35) y la compacidad de A∗, se obtiene
z ∈ A∗. Por tanto,
x 6∈ (A ∪A∗) ⇒ α(ξ) ⊂ A∗.
Para continuar la prueba de (iii), se considera z ∈ ω(x). Existe 0 <
tn → +∞ de modo que ξ+x (tn) → z. De aquí se desprende la siguiente
afirmación
∃ δ > 0 de modo que ξ+x (tn0) ∈ Oδ(A) para algún tn0 .
Si se supone lo contrario, cuando δ > 0 cada ξ+x (tn) ∈ SA \ Oδ(A).
Así, el cerrado B˜ = SA \ Oδ(A) satisface A ∩ B˜ = ∅. Para cada
ε > 0, se tiene d(x,A∗) < ε (proposición 1.4.3) y se concluye que
x ∈ A∗. Esta contradicción con la condición (iii) prueba la afirmación.
Consecuentemente, ξ+x (tn0) ∈ Oδ(A) ∩ SA y l´ım
n→∞
T (tn)ξ
+
x (tn0) = z ∈ A (A es
un atractor débil). Por lo tanto,
x 6∈ (A ∪A∗) ⇒ ω(x) ⊂ A.
Esto demuestra (iii) y concluye la prueba del teorema.
El siguiente corolario describe una caracterización del repulsor
asociado a un atractor local débil. Será de utilidad para presentar
la equivalencia de las definiciones de par atractor-repulsor y pareja
atractor-repulsor cuando en el segundo capítulo se trabaje con
atractores globales.
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Corolario 1.4.5. Si (A,A∗) es una pareja atractor-repulsor para T (·),
respecto a SA. Entonces, el repulsor A∗ está formado por todos los
elementos x ∈ SA para los cuales d
(
T (t)x,A
)
no tiende a cero cuando
t→ +∞.
Demostración. Si se elige x ∈ SA de modo d
(
T (t)x,A
)
tiende a cero
cuando t → +∞, aparecen dos casos complementarios y excluyentes:
(i) x ∈ A; (ii) x 6∈ A. En el caso (i), el teorema 1.4.4 muestra directamente
que x 6∈ A∗. En el caso (ii), x ∈ SA \ A y l´ım
t→+∞
d
(
T (t)x,A
)
= 0, en otras
palabras ∅ 6= ω(x) ⊂ A y así x 6∈ A∗. Es decir
A∗ ⊂ {x ∈ SA : d
(
T (t)x,A
)
9 0 cuando t→ +∞} = F.
Para obtener F ⊂ A∗, se considera un elemento y ∈ SA \A∗ y se analizan
los casos (I) y ∈ A; (II) y 6∈ A. En (I), el compacto invariante A ⊃ ω(y) y se
concluye que y 6∈ F . En (II), la parte (iii) del teorema 1.4.4 implica que
ω(y) ⊂ A, en otras palabras y 6∈ F . En conclusión, A∗ ⊃ F y se obtiene
el corolario.
1.4.6. Si la intersección ω(x) ∩ A∗ es un conjunto no vacío y x ∈ SA,
el teorema 1.4.4 garantiza que la órbita ξx(R) está incluida en A∗.
Consecuentemente, el conjunto ω(x) ⊂ A∗ y su intersección ω(x) ∩ A ⊂
A ∩ A∗ = ∅. En otras palabras, ω(x) ∩ A 6= ∅ implica que ω(x) ∩ A∗ = ∅.
Análogamente, cuando x ∈ SA, el atractor local (débil) en SA satisface
ω(x) ∩A 6= ∅ =⇒ ω(x) ⊂ A
pues ω(x)∩A 6= ∅ garantiza ω(x)∩A∗ = ∅. De este modo, cada z ∈ ω(x)\A
satisface z /∈ (A ∪ A∗) y en consecuencia ω(z) ⊂ A (teorema 1.4.4). Es
decir, ω(ω(x) \A) ⊂ A. También desde que A es invariante, ω(ω(x)∩A) ⊂
A. Por tanto, ω(ω(x)) ⊂ A. Y de la invarianza de ω(x) se tiene ω(x) ⊂ A
cuando ω(x) ∩ A 6= ∅. Así, se concluye que el conjunto límite ω(x) es
parte del atractor local débil A cuando lo intersecta.
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1.4.2 Caracterización de la descomposición de Morse
Se estudia la llamada descomposición de Morse [14, 36] para usarla
adecuadamente en la construcción de una función de Lyapunov,
cuando el semigrupo induce algunas condiciones técnicas adicionales
en el atractor global [1]. Para tal fin, se recuerda que en un compacto
invariante SA ⊂ X, cada conjunto A ⊂ SA que satisface ω(Oε(A)∩SA) = A
para algún ε > 0 induce al repulsor asociado
A∗ = {x ∈ SA : d
(
T (t)x,A
)
9 0 cuando t→ +∞}.
Definición 1.4.7. Sea SA ⊂ X, un conjunto compacto que también es
invariante con respecto a T (·). Una determinada colección ordenada
{E1, . . . , En} de subconjuntos Ej ⊂ SA es una descomposición de Morse
(débil) de SA si existe un sucesión creciente
A0 = ∅ ⊂ A1 ⊂ · · · ⊂ An−1 ⊂ SA = An (1.36)
de atractores locales (débiles y en SA) para los cuales se cumple
Ej = Aj ∩ A∗j−1, ∀1 ≤ j ≤ n.
E1 E2 E3 E4A0 = ∅
A1
A2
A3
A4
A4 = SA
A∗0
A∗1
A∗2
A∗3
Figura 1.3: Descomposición de Morse (ilustración)
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1.4.8. Como SA es un compacto invariante, se cumple que α(z) 6= ∅ y
ω(z) 6= ∅ para todo z ∈ SA. Por otro lado, de la definición de repulsor
asociado se obtienen las igualdades A∗0 = An = SA y A
∗
n = A0 = ∅. Es
más, por cada 1 ≤ i ≤ n la condición ω(z)∩Ai = ∅ implica ω(z)∩Ai−1 = ∅
y por eso, se cumple la siguiente cadena de inclusiones
SA = A∗0 ⊃ A∗1 ⊃ · · · ⊃ A∗n−1 ⊃ A∗n = ∅. (1.37)
Además si i < j la intersección Ei∩Ej = (Ai∩Aj)∩(A∗i−1∩A∗j−1) = Ai∩A∗j−1
satisface Ei ∩Ej ⊂ Aj−1 ∩A∗j−1, pero por el teorema 1.4.4 la intersección
Aj−1 ∩A∗j−1 = ∅. Por tanto, los compactos Ej son disjuntos, dos a dos.
Ejemplo 1.4.9. Si A es un atractor local débil en SA el conjunto de dos
elementos {E1 = A,E2 = A∗} es una descomposición de Morse (débil)
de SA. Los atractores locales A0 = ∅, A1 = A y A2 = SA satisfacen
E1 = A1 ∩ A∗0 = A y E2 = A2 ∩ A∗1 = A∗.
El siguiente lema técnico permitirá demostrar las propiedades de la
descomposición de Morse.
Lema 1.4.10. Sea x ∈ SA, con las condiciones de la definición 1.4.7.
(a) Cuando i > 0 es el menor entero con ω(x) ⊂ Ai entonces x ∈ A∗i−1.
Además
A∗i−1 ⊃ α(x) ∪ ξx(R) ∪ ω(x) y ω(x) ⊂ Ei.
(b) Si j < n es el mayor entero con A∗j ⊃ α(x) (‘menor conjunto’) entonces
ξx(R) ⊂ Aj+1 y α(x) ⊂ Ej+1 = Aj+1 ∩ A∗j .
(c) Si 0 < i, j < n satisfacen (a) y (b) entonces j ≥ i− 1.
Demostración. Las inclusiones en (1.36) garantizan la existencia del
entero i > 0 con ω(x) ⊂ Ai y ω(x) 6⊂ Ai−1. Como Ai−1 es un atractor local
en SA, de 1.4.6 se obtiene que la intersección ω(x) ∩ Ai−1 = ∅; es decir
x ∈ A∗i−1 y el compacto A∗i−1 ⊃ α(x)∪ ξx(R)∪ ω(x). Por tanto, (a) es verdad
(Ei = Ai ∩A∗i−1 es intersección de compactos invariantes).
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En la suposición del ítem (b), la existencia del entero j < n que
satisface las condiciones A∗j ⊃ α(x) y A∗j+1 6⊃ α(x) viene dada por las
inclusiones de los repulsores que aparece en (1.37). De este modo, se
obtiene que toda la imagen de la solución global ξx(R) es parte del
atractor Aj+1. Si se asume, por el contrario, que la órbita
ξx(R) 6⊂ Aj+1,
se infiere que existirá algún parámetro t˜ ∈ R para el cual se verifica
ξ
(
t˜
) 6∈ Aj+1. En este contexto, ocurren dos situaciones complementarias
o ξ(t˜) ∈ A∗j+1 o bien ξ(t˜) /∈ A∗j+1.
En el primer caso, es decir cuando ξ(t˜) pertenece al compacto
invariante A∗j+1, se obtiene que el conjunto α(x) este incluido en el
repulsor A∗j+1, lo cual es una contradicción. Si por el contrario se
verifica el segundo caso que significa ξ(t˜) /∈ A∗j+1 se puede aplicar el
ítem (iii) del teorema 1.4.4. Con esto se garantiza que, también en este
caso, el conjunto α(x) es parte de A∗j+1. Consecuentemente, ambos
casos conducen a una contradicción. Por lo tanto, toda la trayectoria
ξx(R) ⊂ Aj+1 y se cumple el ítem (b).
En las condiciones de (c), se observa inicialmente que la órbita
ξx(R) ⊂ Aj+1 ∩ A∗i−1. Luego, para probar que j ≥ i − 1 se procede por
el absurdo. Si j < i− 1 o lo que es equivalente a decir que j + 1 ≤ i− 1,
entonces Aj+1 ⊂ Ai−1, luego Aj+1 ∩ A∗i−1 ⊂ Ai−1 ∩ A∗i−1 = ∅, lo cual es una
contradicción. Por lo tanto, la afirmación (c) es válida.
La siguiente proposición, tomada del último capítulo de [36],
describe las propiedades más importantes y útiles de una
descomposición de Morse. Estas están íntimamente relacionadas con
las propiedades dinámicas presentadas en [10] donde aparece el
concepto de conjunto invariante aislado.
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Proposición 1.4.11. Sea SA ⊂ X un compacto, invariante con respecto
a T (·) y E = {E1, . . . , En} una descomposición de Morse de SA asociada
a los atractores locales (débiles) ∅ = A0 ⊂ A1 ⊂ · · · ⊂ An−1 ⊂ An = SA. Se
satisfacen los siguientes enunciados.
(a) Existe ǫ > 0 tal que Oǫ(Ei) ∩Oǫ(Ej) = ∅ si 1 ≤ i < j ≤ n.
(b) Si ξx = ξ : R → SA es la solución global que pasa por x ∈ SA,
entonces:
• o ξ(R) ⊂ Ej para algún j = 1, . . . , n.
• o existen subíndices k < r tal que Ek ⊃ ω(x) y α(x) ⊂ Er.
(c) Cada Ak está únicamente determinado por {E1, . . . , En}:
Ak =
{
x ∈ SA : α(ξx) ⊂ E1 ∪ · · · ∪ Ek
}
, 1 ≤ k ≤ n.
(d) Si 1 ≤ i ≤ n, (Ai−1, Ei) es una pareja atractor-repulsor respecto a Ai.
Demostración. En el acápite 1.4.8 se verifica que la familia {E1, . . . , En}
está formada por conjuntos compactos y disjuntos. De aquí se concluye
que el ítem (a) es verdadero.
Para probar (b), se considera x ∈ SA, y se eligen los siguientes
subíndices.
0 < i = mı´n{k ∈ Z : ω(x) ⊂ Ak} y j = ma´x{k ∈ Z : Ak∗ ⊃ α(ξx)} < n.
Por el lema 1.4.10, la órbita ξ(R) está incluida en la intersección
Aj+1 ∩ A∗i−1 y el subíndice j ≥ i− 1. Con esto se obtiene el primer punto
de (b), es decir:
si j = i− 1 =⇒ ξ(R) ⊂ Ai ∩A∗i−1 = Ei.
Si, por el contrario, j > i − 1 se usa que ω(x) ⊂ Ei y α(ξx) ⊂ Ej+1. Por
tanto, existen k = i < j+1 = r tal que α(ξx) ⊂ Er y ω(x) ⊂ Ek. Se concluye
que el ítem (b) es verdadero.
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En (c), cuando el elemento x ∈ Ak con k ≥ 1 entonces el conjunto
α(ξx) es no-vacío y está incluido en Ak. En ese sentido, existe el menor
entero 0 < i ≤ k para el cual se verifica α(ξx) ⊂ Ai. En consecuencia
α(ξx) ∩ Ai−1 = ∅. Luego ω(z) ∩ Ai−1 = ∅, ∀z ∈ α(ξx) (pues z ∈ α(ξx) implica
ω(z) ⊂ α(ξx)) y se obtiene:
i = mı´n{j ∈ Z : α(ξx) ⊂ Aj} =⇒ α(ξx) ⊂ A∗i−1.
En otras palabras, existe algún 1 ≤ i ≤ k de manera que el conjunto
α(ξx) ⊂ Ai ∩ A∗i−1 = Ei. De esto se concluye que
Ak ⊂
{
y ∈ SA : ∃ ξy : R→ SA y α(ξy) ⊂ E1 ∪ · · · ∪ Ek
}
= Mk.
Recíprocamente, cuando y ∈ Mk entonces α(ξy) ⊂ Ej para algún
1 ≤ j ≤ k. Desde que Ej = Aj ∩ A∗j−1 ⊂ Aj ⊂ Ak, se tiene que el conjunto
límite α(ξy) ⊂ Ak, luego ξy(R) ⊂ Ak (teorema 1.4.4). En otras palabras
Mk ⊂ Ak. Por lo tanto, se cumple el ítem (c).
Para probar (d) se define, el repulsor de Ai−1 respecto de Ai por
A∗i−1|Ai =
{
x ∈ Ai : ω(x) ∩ Ai−1 = ∅
}
y se demostrará que Ei = A∗i−1|Ai, por doble inclusión. Si z ∈ Ei =
Ai ∩ A∗i−1, el conjunto límite ω(z) ∩ Ai−1 = ∅ y así z ∈ A∗i−1|Ai; en otras
palabras Ei ⊂ A∗i−1|Ai. Para la otra inclusión, se da y ∈ A∗i−1|Ai, es decir
y ∈ Ai satisface ω(y) ∩ Ai−1 = ∅, luego y ∈ Ai ∩ A∗i−1 = Ei; por lo tanto
A∗i−1|Ai ⊂ Ei y se demuestra (d). La proposición es verdadera.
Para analizar el recíproco de la proposición anterior, se presentan
condiciones suficientes para obtener la definición 1.4.7. Las tres
propiedades útiles se enuncian en el siguiente lema y se probará
que produce el efecto esperado en el principal teorema de esta
sección (teorema 1.4.14). En este contexto, es necesario señalar que la
proposición 1.3.29 garantiza la existencia de las soluciones globales, y
así la suposición en (3) del lema 1.4.12 no genera ninguna restricción
adicional.
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Lema 1.4.12. Sea SA ⊂ X un compacto, invariante con respecto a
T (·). Si se asume que la familia ordenada {E1, . . . , En} satisface las tres
condiciones:
1. Cada Ek ⊂ SA es compacto e invariante.
2. Existe ǫ > 0 tal que Oǫ(Ei) ∩Oǫ(Ej) = ∅ cuando 1 ≤ i < j ≤ n.
3. Si ξ = ξx : R → SA es la solución global que pasa por x ∈ SA,
entonces
• o ξx(R) ⊂ Ei para algún i = 1, . . . , n.
• o existen subíndices j < i tal que Ej ⊃ ω(x) y α(ξx) ⊂ Ei.
Entonces los conjuntos Ak =
{
x ∈ SA : α(ξx) ⊂ E1 ∪ · · · ∪ Ek
}
con 1 ≤ k ≤ n
y A0 = ∅ son compactos invariantes que satisfacen (1.36).
Demostración. En el compacto SA se tiene que
Ak =
{
y ∈ SA : ∃ ξy : R→ SA y α(ξy) ⊂ E1 ∪ · · · ∪ Ek
}
(1.38)
cuando 1 ≤ k ≤ n. Se cumple que Ai ⊂ Aj para i < j pues E1 ∪ · · · ∪ Ei
está incluido en E1 ∪ · · · ∪ Ei ∪ · · · ∪ Ej. Además, por cada x ∈ SA, la
respectiva solución global ξx satisface (3) y por eso existe j = 1, . . . , n
para el cual o bien ξx(R) ⊂ Ej o en su defecto α(ξx) ⊂ Ej ⊂ E1 ∪ · · · ∪ En.
En ambos casos, (1.38) muestra que x ∈ An (proposición 1.3.29). Por
tanto, SA ⊂ An y así SA = An. De aquí se desprende que
∅ = A0 ⊂ A1 ⊂ · · · ⊂ An = SA.
Por otro lado, cuando t ≥ 0 se cumple α(ξa) = α(ξT (t)a) y por eso se
verifica que T (t)Ak ⊂ Ak. Además, si a ∈ Ak y t ≥ 0 el elemento b = ξa(−t)
está bien definido y satisface no solo que α(ξb) = α(ξa) ⊂ E1 ∪ · · · ∪ Ek
sino también que T (t)b = a; es decir, Ak ⊂ T (t)Ak. Se concluye que cada
Ak es invariante:
T (t)Ak = Ak, ∀t ≥ 0.
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Afirmación Los conjuntos Ak ⊂ SA son cerrados.
Como An = SA es cerrado, se procede inductivamente y se asume que
Ak+1 es cerrado para algún 1 ≤ k ≤ n− 1. Para ver que Ak es cerrado, se
elige una sucesión convergente
ym ∈ Ak tal que l´ım
m→∞
ym = y ∈ Ak+1 (1.39)
(Ak ⊂ Ak+1 y este último es cerrado). Por (1.38), existen soluciones
globales ξym : R → SA con ξym(0) = ym y α(ξym) ⊂ E1 ∪ · · · ∪ Ek. Como
ξym(R) es parte del compacto SA, existe una subsucesión (denotada por
ella misma) la cual converge puntualmente. Así, la función límite no
solo satisface
ξ(t+ s) = l´ım
m→∞
ξym(t+ s) = l´ım
m→∞
T (t)ξym(s) = T (t)ξ(s), ∀s ∈ R, ∀t ≥ 0.
sino también (1.28). Luego, ξ : R→ SA dada por ξ(t) = l´ım
m→∞
ξym(t) es una
solución global que pasa por y = ξ(0). Es decir,
l´ım
m→∞
ξym(t) = ξy(t), ∀t ∈ R.
Por otro lado, de (1.39) y (1.38) se observa que cada a = ξym(t0) ∈ SA
satisface α(ξa) = α(ξym) ⊂ E1 ∪ · · · ∪ Ek; es decir, cada órbita ξym(R) no
solo está incluida en Ak sino también es parte del cerrado Ak+1. Por eso
ξ(R) ⊂ Ak+1 y así
α(ξy) ⊂ Ak+1.
La invarianza de cada compacto Ej implica que α(ξz) ⊂ Ej , ∀z ∈ Ej. Así,
por la definición de Ak+1 y la condición (1) se verifica que Ej ∩ Ak+1 = ∅
para j > k+1. Luego, se tiene que α(ξy) ⊂ E1∪· · ·∪Ek+1, en consecuencia
o α(ξy) ⊂ E1 ∪ · · · ∪ Ek, o bien α(ξy) ⊂ Ek+1.
Con el propósito de probar que y ∈ Ak y obtener que Ak es cerrado, se
demostrará:
α(ξy) * Ek+1. (1.40)
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Para establecer (1.40) se procede por el absurdo y se asume que el
compacto invariante Ek+1 ⊃ α(ξy), es decir existe z ∈ α(ξy) ⊂ Ek+1. Con
esto, la constante ǫ > 0 de (2) genera una sucesión tν → +∞ tal que
ξy(−tν) ∈ Oǫ(Ek+1) y d
(
ξ(−tν), z
) ≤ 1
ν
, ∀ν ≥ 1. Como l´ım
m→∞
ξym(−tν) = ξy(−tν),
existe mν ≥ ν con ξymν (−tν) ∈ Oǫ(Ek+1) y d
(
ξymν (−tν), ξ(−tν)
) ≤ 1
ν
. Es decir,
se elige mν ≥ ν con
d
(
ξymν (−tν), z
) ≤ 2
ν
, con ξymν (−tν) ∈ Oǫ(Ek+1). (1.41)
Por otro lado, se vio que cada ξym(R) ⊂ Ak; por eso α(ξym) ⊂ Er para
algún 1 ≤ r ≤ k, (1.38). Si r > 1, el segundo punto de (3) muestra
ω(ym) ⊂ Ej para 1 ≤ j < r; si por el contrario α(ξym) ⊂ E1, el primer punto
de la misma hipótesis implica ξym(R) ⊂ E1 y así α(ξym) ∪ ω(ym) ⊂ E1. En
todos los casos, se obtiene:
α(ξym) ∪ ω(ym) ⊂ E1 ∪ · · · ∪ Ek. (1.42)
Por (1.41) y (1.42), existen τν < tν < sν para los cuales ξymν (−t) ∈
Oǫ(Ek+1) cuando τν ≤ t ≤ sν, pero con d
(
ξymν (−sν), Ek+1
)
=
d
(
ξymν (−τν), Ek+1
)
= ǫ > 0. La invarianza de Ek+1 no solo implica que
ξymν
(
[−sν ,−τν ]
)∩Ek+1 = ∅ sino también que para ν ∈ N suficiente grande,
la sucesión sν − τν → +∞ (vea (1.41)). Para continuar, se considera
la sucesión xν := ξymν (−sν) ∈ Ak+1 que satisface d
(
xν , Ek+1
)
= ǫ; en el
cerrado Ak+1 existe una subsucesión de xν (que se denotará por ella
misma) de modo que x = l´ım
ν→+∞
xν ∈ Ak+1 satisface
d(x, Ek+1) = ǫ > 0.
Además, T (t)xν = T (t)ξymν (−sν) = ξymν (t − sν) → T (t)x cuando ν → +∞.
Pero, ξymν (t−sν) ∈ ξymν
(
[−sν ,−τν ]
) ⊂ Oǫ(Ek+1) para 0 ≤ t < sν−τν; luego se
cumple T (t)x ∈ Oǫ(Ek+1), ∀t ≥ 0 lo cual implica ω(x) ⊂ Oǫ(Ek+1). Es más,
por la primera y tercera condición, ω(x) ⊂ Ek+1. Desde que x ∈ Ak+1 se
tiene que α(ξx) ⊂ E1 ∪ · · · ∪ Ek+1. Por la condición (3),
ξx(R) ⊂ Ek+1 y x ∈ Ek+1.
Esta contradicción muestra (1.40) y así la afirmación (página 54).
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El siguiente lema simplifica la presentación de la prueba del
principal teorema de ésta sección. Se usan distintas vecindades de
conjuntos que se construyen a partir algunos conjuntos invariantes
por medio de conjuntos límites, tal como se hace en el lema 1.4.12.
Lema 1.4.13. Sea SA ⊂ X y {E1, . . . , En} como en el lema 1.4.12. Los
conjuntos A0 = ∅ y Ak =
{
x ∈ SA : α(ξx) ⊂ E1 ∪ · · · ∪ Ek
}
con 1 ≤ k ≤ n
satisfacen:
(a) Si existe {1, . . . , n} ∋ k 7→ ε(k) > 0 de modo que para k ≤ n− 1
ω
(Oε(k+1)(Ak+1) ∩ SA) = Ak+1 y ω(Oε(k)(Ak) ∩ SA) \ Ak 6= ∅
con 0 < ε(k) < ε(k + 1) entonces existe xν ∈ Oε(k)(Ak) ∩ SA y sν > 0
con12
T (sν)xν ∈ Oε(k)(Ek+1) y d
(
T (sν)xν , Ek+1
) ≤ 2
ν
.
(b) Cada compacto invariante Ak admite alguna constante ε = ε(k) > 0
para la cual ω
(Oε(Ak) ∩ SA) = Ak.
Demostración. En el ítem (a), cada conjunto Ak ⊂ Oε(k)(Ak) ∩ SA es
compacto e invariante (lema 1.4.12); y por tal motivo se verifica que
Ak = ω(Ak) ⊂ ω
(Oε(k)(Ak) ∩ SA). Se considera
y ∈ ω(Oε(k)(Ak) ∩ SA) \ Ak 6= ∅.
Este conjunto límite genera las sucesiones xn ∈ Oε(k)(Ak) ∩ SA y
tn → +∞ con yn = T (tn)xn → y. Como en la prueba de la afirmación
de la página 54, las soluciones globales ξyn : R → SA generan una
subsucesión (denotada por ξyn) que converge a una solución global,
es decir
l´ım
n→+∞
ξyn(t) = ξy(t), ∀t ∈ R.
12En (a) se cumple Ek+1 ⊂ Ak+1, por tal motivo la elección de 0 < ε(k) < ε(k + 1)
permite ver que la vecindad Oε(k)(Ek+1) satisface Oε(k)(Ek+1) = Oε(k+1)(Ak+1) ∩
Oε(k)(Ek+1).
1.4. DESCOMPOSICIÓN DE MORSE 58
Las condiciones Ak ⊂ Ak+1, 0 < ε(k) < ε(k + 1) y ω
(Oε(k+1)(Ak+1) ∩ SA) =
Ak+1 muestran que ω
(Oε(k)(Ak)∩SA) ⊂ ω(Oε(k+1)(Ak+1)∩SA) = Ak+1 y por
eso y ∈ Ak+1. Con esto se obtiene, no solo la inclusión ξy(R) ∪ α(ξy) ∪
ω(y) ⊂ Ak+1 sino también α(ξy) ⊂ E1 ∪ · · · ∪ Ek+1. Además, y /∈ Ak implica
α(ξy) ⊂ Ek+1. Pero, el compacto invariante Ek+1 satisface Ek+1 ⊂ Ak+1,
por eso existen ρν → +∞ y z ∈ Ek+1 de modo que ξy(−ρν) ∈ Oε(k+1)(Ak+1) y
d
(
ξy(−ρν), z
) ≤ 1
ν
. Como l´ım
n→∞
ξyn(−ρν) = ξy(−ρν), existe nν ≥ ν con tnν > ρν
tal que
Oε(k+1)(Ak+1) ∩Oε(k)(Ek+1) ∋ ξynν (−ρν) = T (tnν − ρν)xnν
y d
(
T (tnν − ρν)xnν , ξy(−ρν)
) ≤ 1
ν
. En otras palabras,
d
(
T (tnν − ρν)xnν , z
) ≤ 2
ν
con z ∈ Ek+1.
Esto muestra (a) para xv = xnν ∈ Oε(k)(Ak) ∩ SA y sv = tnν − ρν > 0.
Para demostrar (b), se observa que la afirmación es verdadera para
An = SA. Se asume por inducción que para algún k ≤ n − 1, se cumple
ω
(
Uk+1 ∩ SA
)
= Ak+1, con Uk+1 = Oε(k+1)(Ak+1) y ε(k + 1) > 0. En este
contexto, se considera las vecindades
Uk = Oε(k)(Ak) con 0 < ε(k) < mı´n
{
ε(k + 1), d(Ak, Ek+1), ǫ
}
,
donde ǫ > 0 es la constante dada en (2), del lema 1.4.12 (note: Ek+1 ∪
Ak ⊂ Ak+1 y Ek+1 ∩ Ak = ∅). Cada Uk satisface Ak = ω(Ak) ⊂ ω(Uk ∩ SA).
Para concluir, bastará mostrar que para algún ε(k) > 0 suficientemente
pequeño la diferencia ω(Uk ∩ SA) \ Ak es igual al conjunto vacío. Así, se
supone por contradicción la existencia de una sucesión 0 < δν = ε(kν)
que satisface δν → 0 de modo que su respectivo Uk = Oδν (Ak) satisface
ω
(
Uk ∩ SA
) \ Ak 6= ∅. Por la parte (a),
∃ xν ∈Oδν (Ak) ∩ SA y ∃sν > 0 tal que (1.43a)
T (sν)xν ∈Oε(k)(Ek+1) con d
(
T (sν)xν , Ek+1
) ≤ 2
ν
. (1.43b)
1.4. DESCOMPOSICIÓN DE MORSE 59
Con lo cual es posible encontrar las sucesiones τν < sν < τ˜ν ≤ +∞ para
las cuales se cumplen d
(
T (τν)xν , Ek+1
)
= ε(k) y T
(
]τν , τ˜ν [
)
xν ⊂ Oε(k)(Ek+1),
junto a una de las dos condiciones, siguientes: o d
(
T (τ˜ν)xν , Ek+1
)
= ε(k)
o bien τ˜ν = +∞. Por la compacidad de la frontera, T (τν)xν admite una
subsucesión (denotada por ella misma) cuyo límite xˆ = l´ım
ν→∞
T (τν)xν
también satisface
d
(
xˆ, Ek+1
)
= ε(k). (1.44)
Además, para x = l´ım
ν→∞
xν no solo se cumple x ∈ Ak sino también
que la órbita
⋃
t≥0
T (t)x ⊂ Ak (δν → 0 y (1.43a)). En este contexto, el
conjunto
⋃
r∈[0,τν ]
T (r)xν se acerca al invariante Ak a medida que τν crece,
y así sin pérdida de generalidad, en la construcción que ya cumple
d
(
T (τν)xν , Ek+1
)
= ε(k) y xν ∈ Oδν (Ak) ∩ SA, se puede suponer que
τ1 < τ2 < · · · < τν < τν+1. Luego si ν → +∞ se obtiene
xˆ ∈ ω(Oδν (Ak) ∩ SA) ⊂ ω(Uk+1 ∩ SA) = Ak+1.
Por otro lado, (1.43b) implica T (sν)xν → Ek+1 y, por la construcción,
cada T (t)xν ∈ Oε(k)(Ek+1) cuando sν ≤ t < τ˜ν. De este modo, la
invarianza de Ek+1 implica que T ([sν , τ˜ν ])xν ∩ Ek+1 = ∅ cuando ν es
suficientemente grande, luego τ˜ν − sν → +∞. Además, por cada t ≥ 0 se
tiene T (t)xˆ = l´ım
ν→∞
T (t+τν)xν (continuidad), donde T (t+τν)xν ∈ Oε(k)(Ek+1)
para 0 ≤ t ≤ τ˜ν−τν; desde que τ˜ν−sν < τ˜ν−τν, se tiene que τ˜ν−τν → +∞;
en otras palabras, T (t)xˆ ∈ Oε(k)(Ek+1), ∀t ≥ 0 y por el lema 1.4.12,
ω(xˆ) ⊂ Ek+1.
Por otro lado, xˆ ∈ Ak+1 implica α(xˆ) ⊂ Ek+1, luego por la tercera
condición del lema 1.4.12 toda la solución global que pasa por xˆ está
incluida en Ek+1. En particular, xˆ ∈ Ek+1. Esta contradicción con (1.44)
muestra que existe algún Uk de modo que la diferencia ω
(
Uk∩SA
)\Ak = ∅
y así ω
(
Uk ∩ SA
)
= Ak.
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El siguiente teorema (el más importante de esta sección) aparece en
el último capítulo de [36]. Se presentan las condiciones suficientes para
que una determinada familia ordenada de compactos invariantes sea
la descomposición de Morse de algún SA ⊂ X (definición 1.4.7). Cabe
mencionar que estas propiedades son coherentes con la descripción
dada en [1] y [6]. En estos trabajos se relaciona la descomposición de
Morse con el concepto de familia invariante aislada y se describirá en
la proposición 2.2.14.
Teorema 1.4.14. Sea SA ⊂ X un compacto, invariante con respecto
a T (·). Si se asume que la familia ordenada {E1, . . . , En} satisface
las tres condiciones del lema 1.4.12, entonces {E1, . . . , En} es una
descomposición de Morse de SA.
Demostración. Se cumplen las condiciones del lema 1.4.12. Así, los
compactos invariantes A0 = ∅ y Ak =
{
x ∈ SA : α(ξx) ⊂ E1 ∪ · · · ∪ Ek
}
con
1 ≤ k ≤ n no solo satisfacen (1.36) sino también, admiten vecindades
Oε(Ak) (con cada constante ε = ε(k) > 0) donde ω
(Oε(Ak) ∩ SA) = Ak
(lema 1.4.13). Por tanto, se obtiene una familia creciente de atractores
locales (débiles y en SA). Para concluir bastará demostrar que se
verifica la siguiente afirmación.
Afirmación Para estos atractores locales, su intersección satisface
Ej = Aj ∩A∗j−1,
para todo 1 ≤ j ≤ n.
Sea 1 ≤ j ≤ n, por la invarianza de cada Ek, se cumple α(ξz) ⊂ Ek, ∀z ∈
Ek. A partir de esto y la definición de Aj se obtiene que Ek ⊂ Aj
cuando 1 ≤ k ≤ j. En particular, Ej ⊂ Aj. Por otro lado, si Ej 6⊂ A∗j−1,
existe que z ∈ Ej pero z /∈ A∗j−1. En este contexto aparecen dos casos
complementarios
(I): z ∈ Aj−1 y (II): z 6∈ Aj−1.
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• En (I), la invarianza del compacto Aj−1 muestra que ∅ 6= ω(z) ⊂
Aj−1. Además, desde que E1 ∪ · · · ∪ Ej−1 ⊂ Aj−1, el tercer ítem de
lema 1.4.12 muestra que ω(z) ⊂ Ek para algún k ≤ j − 1. Pero
ω(z) ⊂ Ej (pues z ∈ Ej). Luego ω(z) ⊂ Ek ∩ Ej = ∅. Lo cual es una
contradicción.
• En (II), se cumple z 6∈ (Aj−1 ∪ A∗j−1). Por la parte (iii) del
teorema 1.4.4, se tiene que ω(z) ⊂ Aj−1 y α(ξz) ⊂ A∗j−1. De la
primera inclusión se obtiene ω(z) ⊂ Ek, para algún k ≤ j − 1, y
en consecuencia ω(z) ⊂ Ek ∩ Ej lo que contradice la condición (2)
del lema 1.4.12.
En ambos casos se obtiene un absurdo al suponer que Ej 6⊂ A∗j−1. Por
tanto,
Ej ⊂ Aj ∩ A∗j−1.
Para demostrar la otra inclusión se considera z ∈ Aj ∩A∗j−1. Si z ∈ Aj , se
obtiene α(ξz) ⊂ E1∪· · ·∪Ej . Además, como E1∪· · ·∪Ej ⊂ Aj, la condición
(3) del lema 1.4.12 implica que ω(z) ⊂ Ek para algún k = 1, . . . , j. Si
z ∈ A∗j−1, es decir ω(z) ∩ Aj−1 = ∅, la propiedad E1 ∪ · · · ∪ Ej−1 ⊂ Aj−1
muestra que ω(z)∩ (E1∪ ...∪Ej−1) = ∅; la hipótesis usada anteriormente
implica ω(z) ⊂ Ek para algún k ≥ j. Se concluye que k = j y ω(z) ⊂ Ej,
de aquí y la definición de Aj ∋ z se desprende que α(z) ⊂ Ej , es decir
ξ(R) ⊂ Ej. En particular, z ∈ Ej y se concluye que
Aj ∩A∗j−1 ⊂ Ej .
Esto demuestra la afirmación de la página 60 y concluye la prueba del
teorema.
.
Capítulo 2
Sistemas Gradientes
“Nada te turbe, nada te espante.
Todo se pasa. Dios no se muda.
La paciencia todo lo alcanza.
Quien a Dios tiene, nada le falta.
Sólo Dios basta.”
Santa Teresa de Jesús.
Se presentan los semigrupos gradientes, pues la función
de Lyapunov permite describir la dinámica del atractor
global cuando el semigrupo gradiente tiene un número
finito de equilibrios [17]. Esta estrategia se extiende a los
sistemas tipo–gradiente [1]: su atractor global tiene una
descomposición de Morse, sin conexiones homoclínicas.
2.1 Semigrupos con alguna función de
Lyapunov
Como en el primer capítulo, para el espacio métrico X, se escribe T (·)
para referir a un semigrupo, tal como se presenta en la definición 1.1.4.
En este contexto, se recuerda que, un equilibrio para T (·) es un
elemento u ∈ X que satisface T (t)u = u, ∀t ≥ 0, en otras palabras u ∈ X
es un punto fijo para cada T (t) con t ≥ 0. Se denota por E al conjunto
de todos los equilibrios de T (·).
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Definición 2.1.1. Un semigrupo T (·) se dice que es gradiente en X
si T (·) admite una función de Lyapunov en X (global): una función
continua V : X → R, con las siguientes propiedades:
⋄ [0,∞) ∋ t 7→ V (T (t)x) ∈ R es decreciente1, para cada x ∈ X y
⋄ Si x ∈ X satisface V (T (t)x) = V (x) para todo t ≥ 0, entonces x ∈ E ,
es decir x será un equilibrio para el semigrupo.
2.1.2. El siguiente ejemplo, permite entender adecuadamente las
propiedades geométricas de un semigrupo gradiente. Específicamente
T (·) se construye a partir del flujo inducido (vea 1.1.5) del siguiente
sistema de ecuaciones diferenciales ordinarias
x˙ = −∇V (x), x = (x1, . . . , xn) ∈ Rn, (2.1)
donde V : Rn → R es una función, no-constante, de clase C1 y el símbolo
∇V (x) = (∂V (x)
∂x1
, . . . , ∂V (x)
∂xn
)
denota el gradiente de V , en el sentido usual.
Cada solución maximal x(t) con x(0) = x0 cumple
d
dt
V (x(t)) = −||∇V (x(t))||2,
y claramente t 7→ V (x(t)) es decreciente, pues la solución está definida
en un intervalo. Por otro lado, V
(
x(t)
)
= V (x), ∀t ≥ 0 implica que
∇V (x(t)) es el vector nulo y así x(t) debe ser constante. En estas
circunstancias, la clausura de cada órbita (positiva) limitada es un
conjunto compacto. Además, son interesantes e ilustrativos los casos
para los cuales V es propia; es decir, cuando se cumple:
V (x)→∞ si ||x|| → +∞;
pues en estas condiciones los niveles de V son conjuntos compactos
que siempre son transversales a las trayectorias de (2.1).
1Si I, J son subconjuntos de R, una función f : I → J, es llamada decreciente
(creciente) si f(s) ≤ f(t) (f(s) ≥ f(t)) cuando s ≥ t. Además si, f(s) < f(t) (f(s) > f(t))
para s > t entonces f es estrictamente decreciente (estrictamente creciente).
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Explícitamente, los siguientes sistemas en el plano
x˙ = −x, y˙ = −ay,
inducidos por Va(x, y) =
x2 + ay2
2
admiten a sus conjuntos de nivel
como circunferencias o elipses centradas en el origen, siempre que se
considere a > 0. En especial, el origen de R2 es un atractor global del
sistema.
Ejemplo 2.1.3 (reacción - difusión, [10]). Otro ejemplo (menos trivial)
de un semigrupo gradiente es la ecuación escalar de reacción - difusión
sobre un dominio acotado Ω ⊂ Rn,
ut −∆u = f(u), u|∂Ω = 0. (2.2)
Si se impone condiciones apropiadas de crecimiento sobre f entonces la
ecuación genera un semigrupo sobre H10 (Ω) y la funcional
V (u) =
1
2
‖∇u‖2L2(Ω) −
∫
Ω
F (u(x))dx, F (s) =
∫ s
0
f(r)dr,
es continua de H10 (Ω) en R. Los detalles aparecen en el capítulo 12 del
libro [10] (Vea también una de las secciones de [34]).
Para ver que es decreciente a lo largo de las trayectorias,
multiplicamos (2.2) por ut e integramos sobre Ω, con esto se obtiene
‖ut‖2L2(Ω) +
1
2
d
dt
‖∇u‖2L2(Ω) =
∫
Ω
f(u)ut =
d
dt
∫
Ω
F (u(x, t))dx
es decir,
d
dt
V (u(t)) = −‖ut‖2L2(Ω).
De esta igualdad se desprende que si V (u(t)) es constante, entonces
ut = 0, por lo tanto u(t) = T (t)u es constante, así u ∈ E . Luego, se concluye
que V es una función de Lyapunov.
Por 1.3.28 el conjunto α−límite satisface: como
α(ξx) =
{
y ∈ X : ∃ 0 < tk k→∞−−−→ +∞ con l´ım
k→∞
ξx(−tk) = y
}
,
donde ξx es una solución global, de T (·), que pasa por x (ξx(0) = x).
Vale recordar que α(ξx) es positivamente invariante, tal como aparece
en (1.26).
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Lema 2.1.4. Sea T (·), un semigrupo gradiente y sea E , el conjunto de
sus equilibrios.
(a) Si x ∈ X, entonces su ω−límite es un subconjunto de E .
(b) Si ξx : R → X es la solución global que pasa por x ∈ X, entonces
también su conjunto α−límite está incluido en E .
Demostración. La parte (a) es trivialmente verdadera cuando ω(x) = ∅.
Si, por otro lado, z ∈ ω(x), entonces existe tk ≥ 0 tal que l´ım
k→+∞
tk = +∞
y l´ım
k→+∞
T (tk)x = z. Además, T (·) admite una función de Lyapunov
V : X → R (definición 2.1.1). Por la continuidad de T (·) y V ,
l´ım
k→∞
V
(
T (t+ tk)x
)
= l´ım
k→∞
V
(
T (t)[T (tk)x]
)
= V
(
T (t)z
)
, ∀t ≥ 0.
Como V es decreciente a lo largo de la soluciones, por cada t ≥ 0 se
cumple2:
V (T (tk)x) ≥ V (T (t+ tk)x), ∀k ∈ N.
Si aquí, k →∞, se obtiene
V (z) = l´ım
k→∞
V (T (tk)x) ≥ l´ım
k→∞
V (T (t+ tk)x) = V (T (t)z) ≥ V (z).
Luego V (T (t)z) = V (z), ∀t ≥ 0. A partir de la definición 2.1.1, se obtiene
z ∈ E. Por tanto, se obtiene (a).
Si α(ξx) = ∅, (b) es verdad. Cuando y ∈ α(ξx) 6= ∅, existe tk ≥ 0
tal que l´ım
k→+∞
tk = +∞ y l´ım
k→+∞
ξx(−tk)x = y. La siguiente composición
de la respectiva función de Lyapunov [0,+∞) ∋ t 7→ V (ξx(−t)) es
continua, creciente y acotada superiormente por V (y), es decir V (y) ≥
V
(
ξx(−s)
)
, ∀s ≥ 0. Consecuentemente,
Vξ = l´ım
k→∞
V (ξx(−tk)) ∈ R y l´ım
k→∞
V (ξx(t− tk)) = V
(
T (t)y
)
, ∀t ≥ 0.
2La desigualdad V
(
T (s)x
) ≥ V (z), ∀s ≥ 0 se obtiene de las definiciones, pues cada
s ≥ 0 admite una subsucesión con s ≤ tn y así V
(
T (s)x
) ≥ V (T (tn)x) → V (z),
decreciendo.
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Por otro lado, si t ≥ 0 se elige una subsucesión tkn creciente de modo
que tkn+1 − tkn > t, es decir −tkn > t − tkn+1 > −tkn+1. La solución global
y la función de Lyapunov satisfacen V
(
ξx(−tkn)
) ≤ V (ξx(t − tkn+1)) ≤
V
(
ξx(−tkn+1)
)
. Así V
(
T (t)y
)
= Vξ para todo t ≥ 0 y por eso y ∈ E
(definición 2.1.1, nuevamente). Se concluye la demostración de (b).
En la demostración anterior, se observa que para un semigrupo
gradiente, la respectiva función de Lyapunov es constante en la órbita
de cada elemento del conjunto límite.
Proposición 2.1.5. Sea SA ⊂ X un conjunto compacto, invariante
con respecto a un semigrupo gradiente cuya función de Lyapunov es
V : X → R. Si E = {e1, . . . , en}, el conjunto de equilibrios está ordenado
de tal modo que se cumple V (ej) ≤ V (ej+1) para j ≤ n − 1, entonces la
colección Ej = {ej}, de los conjuntos unitarios, es una descomposición
de Morse de SA.
Demostración. La colección Ej = {ej} verifica las condiciones del
teorema 1.4.14.
(1) Cada Ej = {ej} ⊂ SA es compacto e invariante.
(2) Los conjuntos Ej son disjuntos dos a dos, y así existe ǫ > 0 tal que
Oǫ(Ei) ∩ Oǫ(Ej) = ∅ cuando 1 ≤ i < j ≤ n.
(3) Por cada solución global ξx que pasa por x ∈ SA se tiene
• Si x = ei, entonces ξx(R) = {ei} = Ei.
• Si x ∈ SA \ E, por el lema 2.1.4, ω(x) ⊂ E y α(ξx) ⊂ E.
Además, si el conjunto límite ω(x) = {ei}, la condición V (ei) ≤ V (ei+1)
y la continuidad de V ◦ ξx permite probar sin dificultad que la
imagen V (ξx(R)) es igual al intervalo abierto
]
V (ei), V (ei+1)
[
. De aquí
se desprende que α(ξx) = {ei+1}. Por lo tanto, la colección Ej = {ej} es
una descomposición de Morse de SA (definición 1.4.7).
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El siguiente teorema (presentado en el libro [10]) describe
algunas propiedades dinámicas del semigrupo gradiente bajo algunas
condiciones técnicas que no solo permiten entender los conjuntos
límite, sino también garantizan la existencia del atractor global, de
acuerdo con las propiedades introducidas en el capítulo anterior.
Teorema 2.1.6. Sea T (·) un semigrupo gradiente, acotado3 y
asintóticamente compacto. Si E , su conjunto de equilibrios, es acotado,
entonces ω(x) atrae a x cuando x ∈ X y existe un atractor global A para
T (·). Si adicionalmente el conjunto de equilibrios E sólo admite puntos
aislados, entonces para cada x ∈ X, existe un equilibrio e ∈ E tal que
l´ım
t→+∞
T (t)x = e. (2.3)
Demostración. Cada órbita positiva γ+(x) es acotada. Como T (·) es
asintóticamente compacto, de la proposición 1.3.23 se sigue que ω(x)
atrae a x. Además, por el lema 2.1.4, se tiene ω(x) ⊂ E para cada x ∈ X,
con E un conjunto acotado. Así, T (·) es disipativo por puntos:
∃ E ⊂ X (acotado): l´ım
t→+∞
dH
(
T (t)x, E), ∀x ∈ X.
En ese contexto, el semigrupo satisface todas las hipótesis del
corolario 1.3.26, de donde se desprende que T (·) admite un atractor
global, que viene dado por
A =
⋃
B
{
ω(B) : B ⊂ X,B es acotado
}
.
Por otro lado, como ω(x) es compacto (proposición 1.3.23) y atrae al
conexo {x}, se concluye que el propio conjunto límite ω(x) es conexo
(corolario 1.2.8). Por tanto, cuando E es un conjunto de puntos aislados
se sigue que ω(x) es un conjunto unitario, y se obtiene (2.3). Por lo tanto
se cumple el teorema.
3Un semigrupo T (·) es acotado si por cada conjunto acotado B ⊂ X su respectiva
órbita positiva γ+(B) = {T (t)B : t ≥ 0} es acotada.
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El siguiente corolario toma en cuenta los resultados del teorema 2.2
dado en el libro [5], donde aparece la definición de atractor global,
universalmente aceptada.
Corolario 2.1.7. Si T (·) es un semigrupo gradiente y asintóticamente
compacto entonces el conjunto de equilibrios E satisface
l´ım
t→+∞
dH
(
T (t)x, E) = 0, para todo x ∈ X.
Demostración. Como antes, la proposición 1.3.23 revela que por cada
x ∈ X, su respectivo conjunto ω(x) atrae a x. Además en el lema 2.1.4
se vio que la función de Lyapunov permite expresar que ω(x) ⊂ E. Pero,
el acápite 1.1.3 muestra que
dH
(
T (t)x, E) ≤ dH(T (t)x, ω(x)).
Por lo tanto, se cumple el corolario.
En lo que sigue, se demostrará que la estructura del atractor global,
para algunos sistemas gradientes depende fuertemente del conjunto de
equilibrios y su conjunto inestable, que se define a continuación (note
que se admite la existencia de la solución global).
Definición 2.1.8. Sea E ⊂ X un conjunto invariante para el semigrupo
T (·). El conjunto inestable de E se denota por W u(E) y está formado
por todos los elementos z ∈ X para los cuales existe una solución global
ξz : R → X que pasa por z y satisface dH
(
ξz(s), E
) → 0 cuando s→ −∞.
Es decir
W u(E) =
{
z ∈ X : ∃ ξz : R→ X y l´ım
s→−∞
dH
(
ξz(s), E
)
= 0
}
. (2.4)
2.1.9. La útil condición de aproximación dada por el límite:
l´ım
s→−∞
dH
(
ξz(s), E
)
= 0,
es equivalente a decir que por cada ε > 0 existe una constante t(z,ε) > 0
tal que
ξz(s) ∈ Oε(E) cuando s ≤ −t(z,ε).
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En estas circunstancias, cuando se fijan z ∈ W u(E) y t ≥ 0, cada ǫ > 0
genera una constante positiva t(z,ǫ) + t > 0 de manera que la imagen
ξz(s + t) pertenece a la vecindad Oǫ(E) cuando s ≤ −(t(z,ǫ) + t). Por
consiguiente, la ecuación (1.27) posibilita conseguir que(
z ∈ W u(E) y t ≥ 0
)
=⇒ l´ım
s→−∞
dH
(
ξT (t)z(s), E
)
= 0.
En otras palabras, W u(E) es positivamente invariante. Análogamente,
cuando z ∈ W u(E) y t ≥ 0, el punto w = ξx(−t) satisface la igualdad
T (t)w = z y la regla R ∋ s 7→ ξx(s− t) ∈ X genera una solución que pasa
por w, para la cual se cumple l´ım
s→−∞
dH
(
ξw(s), E
)
= l´ım
s→−∞
dH
(
ξz(s), E
)
= 0;
en tal sentido el conjunto W u(E) está incluido en T (t)W u(E). Por eso,
W u(E) es invariante.
Por otro lado, de las propiedades expuestas en 1.1.3 se infiere la
validez de la igualdad dH
(
ξz(s), E
)
= d
(
ξz(s), E
)
, para cualquier elemento
s ∈ R. Por tal motivo, cuando E = {e} está formado por un equilibrio,
la condición de convergencia dada en (2.4) es
l´ım
s→−∞
d(ξz(s), e) = 0 o l´ım
s→−∞
ξz(s) = e.
En este caso, el conjunto límite α(ξz) es conexo, por ser la intersección
de los compactos conexos ξz
(
(−∞,−n]) con n ∈ N. Así:
W u
({e1, . . . , en}) = n⋃
i=1
W u(ei)
cuando {e1, . . . , en} son equilibrios [5, página 158].
Ejemplo 2.1.10. Se considera los conjuntos invariantes
E1 = {(0, 0)}, E2 = ∂D√2 y E3 = ∂D1
para el semigrupo generado por el sistema dado en el ejemplo 1.3.18.
Los conjuntos inestables de cada Ej son:
W u(E1) = E1, W
u(E2) = E2 y W
u(E3) = int(D√2)\E1.
Además se observa que cuando los conjuntos invariantes son atractores
locales, estos coinciden con sus conjuntos inestables.
2.1. SEMIGRUPOS CON ALGUNA FUNCIÓN DE LYAPUNOV 71
Observación 2.1.11. Para los conjuntos hiperbólicos inducidos por
flujos, su conjunto inestable se convierte en una subvariedad inmersa
[21, 17]. En este ámbito, los sistemas lineales de 1.1.5 inducidos
por matrices, cuyos autovalores no son imaginarios puros admiten al
origen como un “equilibrio hiperbólico” y su conjunto inestable es una
subvariedad, inmersa en el espacio euclidiano [22]. Algunos resultados
interesantes, que están relacionados, aparecen en los trabajos [7, 9].
El siguiente lema, que también aparece en [10], permitirá
formalizar algunas propiedades básicas que se presentan durante el
desenvolvimiento y exposición del presente trabajo.
Lema 2.1.12. Sea Xt ⊂ X un compacto conexo en el espacio métrico
X con el parámetro t ≥ 0. Si la familia de compactos conexos satisface
Xt ⊆ Xs cuando t ≥ s, entonces la intersección total
X =
⋂
t≥0
Xt
también es un conjunto conexo.
Demostración. Se usa la teoría clásica de los espacios compactos y
conexos descrita en [25, página 171]. El paso inicial es:
dH(Xt,X)→ 0 cuando t→ +∞. (2.5)
Se procede por el absurdo: existe ε > 0, tn → +∞ y xn ∈ Xtn con
d(xn,X) > 2ε. La compacidad de X0 justifica escribir x = l´ım
n→+∞
xn ∈ X0.
Por otro lado, cada parámetro positivo t > 0, admite un elemento de
la sucesión para el cual t < tk, es decir Xtk ⊂ Xt. Por la compacidad
de Xtk y las inclusiones Xtk ⊃ Xtk+1 ⊃ · · · ⊃ Xtk+m ⊃ · · · , el límite
anterior x = l´ım
m→+∞
xk+m ∈ Xtk ⊂ Xt. En otras palabras, x = l´ım
n→+∞
xn ∈ X.
Al hacer n → +∞ en los extremos de las siguientes desigualdades
2ε ≤ d(xn,X) ≤ d(xn, x) + d(x,X) se concluye ε < d(x,X) = 0, lo cual
es una contradicción. Por tanto, (2.5) es verdadero.
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Para la conexidad de X se procede por el absurdo. Existen dos
conjuntos disjuntos X1 6= ∅ y X2 6= ∅ junto a sus respectivas vecindades
abiertas O1 y O2 de modo que X = X1 ∪ X2 y O1 ∩ O2 = ∅. En particular,
existe δ > 0 de modo que d(x1, x2) ≥ δ si x1 ∈ O1, x2 ∈ O2. Por
(2.5), cuando t es suficientemente grande se cumple dH(Xt,X) < δ3 .
Aquí aparecen dos situaciones complementarias: (i): Xt es disconexo.
(ii): Xt ∩ Oi = ∅ para algún i = 1 o i = 2. El caso (i) es una
contradicción con la hipótesis. El caso (ii) implica que Xt ⊃ X1 o
Xt ⊃ X2, luego dH(Xt,X) 6< δ3 , lo cual es una contradicción. Por lo tanto,
X es conexo.
2.1.13. De la solución global ξz : R → X de un semigrupo gradiente,
cuyo conjunto de equilibrios E 6= ∅ satisface d(ξz(t), E) → 0 si t →
−∞ se obtiene, la compacidad de cada
⋃
s≤t
ξz(s) cuando t ≤ 0, y
así la intersección
⋂
t≤0
⋃
s≤t
ξz(s) también es compacta. Por otro lado, la
conexidad de ] − ∞, t] y la continuidad de ξz implica que la familia
Xt =
⋃
s≤t
ξz(s) con el parámetro t ∈ (−∞, 0] está formada por compactos
conexos, todos ellos encajados. El lema 2.1.12 garantiza que
⋂
t≤0
Xt es
conexo. Como la intersección anterior es α(ξz) se concluye
α(ξz) es conexo. (2.6)
Teorema 2.1.14. Sea T (·) un semigrupo que admite un atractor global
A. Si el semigrupo es gradiente y E es el conjunto de sus equilibrios,
entonces A = W u(E). En particular, cuando E = {e1, . . . , en} (finito), se
cumple la siguiente igualdad
A =
n⋃
i=1
W u(ei). (2.7)
Demostración. Por el corolario 1.3.12, E ⊂ A. Además por cada x ∈ A, la
respectiva solución global ξx no solo α(ξx)∪ ξx(R)∪ω(x) = ξx(R) ⊂ A sino
también α(ξx) 6= ∅. Además, desde que T (·) es un semigrupo gradiente,
el lema 2.1.4 refiere que α(ξx) ⊂ E y se obtiene l´ım
t→+∞
d(ξx(−t), E) = 0, es
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decir x ∈ W u(E) y se concluye
A ⊂W u(E).
Por otro lado, cuando y ∈ W u(E) la solución global ξy : R → X satisface
d(ξy(t), E) → 0 cuando t → ±∞, pues α(ξy) ∪ ω(y) ⊂ E (lema 2.1.4). En
consecuencia, la órbita ξy(R) y su clausura ξy(R) = α(ξy)∪ξy(R)∪ω(y) son
conjuntos acotados. Como ξy(R) también es invariante, se obtiene que
el atractor global A ⊃ ξy(R) (proposición 1.3.11). Es decir, y = ξy(0) ∈ A
y se concluye A ⊃W u(E). Por lo tanto
A = W u(E).
Para demostrar (2.7) se procede por doble inclusión. Si x ∈ A, la
inclusión A ⊂ W u(E) y (2.6) (vea lema 2.1.4) muestran que α(ξx) es
un subconjunto unitario del conjunto finito4 E = {e1, . . . , en}. En otras
palabras, x ∈
n⋃
i=1
W u(ei) y se tiene: A ⊂
n⋃
i=1
W u(ei). Por otro lado, si
x ∈
n⋃
i=1
W u(ei) y E = {e1, . . . , en} se sigue que x ∈ W u(E), dondeW u(E) = A,
es decir x ∈ A y se concluye que ⋃ni=1W u(ei) ⊂ A. Esto prueba (2.7) y se
concluye la demostración.
2.2 Comportamiento del atractor local
En la sección 1.4 se examinaron las propiedades dinámicas de un
atractor local (débil), el cual siempre está incluido en un compacto
invariante, previamente fijado. En otras palabras, se estudió el
comportamiento dinámico de la restricción del semigrupo a tal
compacto, que no se modificó en toda la descripción (1.29). En la
presente sección, se revisa éste concepto en el caso especial del atractor
global que siempre es un compacto invariante y se estudiará su
relación con los conceptos del capítulo anterior.
4El resultado de obtener un conjunto límite unitario se preserva cuando E es
totalmente disconexo, en el sentido de admitir a los conjuntos unitarios como
únicos subconjuntos conexos.
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Definición 2.2.1. Sea T (·) un semigrupo que admite un atractor global
A ⊂ X. Un subconjunto A ⊂ A es llamado un atractor local del
semigrupo si
ω(Oǫ(A)) = A, para algún ǫ > 0.
En este contexto, el repulsor A∗ asociado con atractor local A es el
conjunto definido por
A∗ =
{
x ∈ A : ω(x) ∩ A = φ}.
El par (A,A∗) es llamado el par atractor-repulsor para T (·).
Ejemplo 2.2.2. A manera de ilustración de este concepto se presentan
algunos atractores locales que se construyen dentro del atractor global
A = D√2 encontrado en el ejemplo 1.3.18. Específicamente, ellos son:
A0 = ∅, A1 = {(0, 0)}, A2 = {(0, 0)} ∪ ∂D√2 y A3 = D√2 = A.
En este contexto, cada uno de estos conjuntos cumplen ω(Oǫ(Aj)) = Aj
para algún ǫ > 0 cuando 0 ≤ j ≤ 3, siendo sus respectivos repulsores
asociados
A∗0 = A, A∗1 = D√2 \ int(D1), A∗2 = ∂D1 y A∗3 = ∅
donde int(D1) significa el interior de D1. Además se observa que
∅ = A0 ⊂ A1 ⊂ A2 ⊂ A3 = A
y
∅ = A∗3 ⊂ A∗2 ⊂ A∗1 ⊂ A∗0 = A.
A continuación se presenta no solo una relación ilustrativa del
concepto ‘atractor local del semigrupo’ con la condición que aparece
en (1.29), sino también una útil caracterización.
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Proposición 2.2.3. Sea SA ⊂ X un compacto, invariante para T (·).
(a) Si el compacto A está en el interior5 de SA, son equivalentes:
(a1) Existe ǫ > 0 tal que ω
(Oǫ(A) ∩ SA) = A.
(a2) Existe ε > 0 tal que ω
(Oε(A)) = A.
(b) Si A = SA es un atractor global, son equivalentes:
(b1) A ⊂ A es un atractor local.
(b2) A es compacto, invariante y atrae Oε(A), para algún ε > 0.
Demostración. (a2 ⇒ a1): La inclusión Oδ(A) ∩ SA ⊂ Oδ(A) implica
fácilmente que ω
(Oδ(A) ∩ SA) ⊂ ω(Oδ(A)); por (a2) se obtiene
ω
(Oδ(A) ∩ SA) ⊂ A. (2.8)
Por otro lado, si A ⊂ Oδ(A) ⊂ SA con δ > 0 entonces A = A ∩ SA ⊂
Oδ(A) ∩ SA. Desde que A = ω
(Oδ(A)) es invariante se obtiene
A = ω(A) ⊂ ω(Oδ(A) ∩ SA). (2.9)
De (2.8) y (2.9) se tiene (a1), para algún 0 < ǫ < mı´n{δ, ε}.
(a1⇒ a2): Por la proposición 1.4.3, para 0 < δ < ǫ, existe t0 = t0(δ) ≥ 0
tal que T (t)
(Oǫ(A) ∩ SA) ⊂ Oδ(A), ∀t ≥ t0; luego se verifica la inclusión
ω
(
T (t)(Oǫ(A) ∩ SA)
) ⊂ ω(Oδ(A)). Desde que A = ω(Oǫ(A) ∩ SA) =
ω
(
T (t)(Oǫ(A) ∩ SA)
)
se tiene
A ⊂ ω(Oδ(A)) (2.10)
En particular, para algún 0 < δ < ǫ con Oδ(A) ⊂ Oǫ(A) ∩ SA se cumple
ω
(Oδ(A)) ⊂ ω(Oǫ(A) ∩ SA) = A (2.11)
De (2.10) y (2.11) se concluye (a2). Por lo tanto, (a) es verdadero.
5La condición sobre A, de estar formado por puntos interiores de SA, se mejorará
notablemente. Es más, la proposición 2.2.9 garantiza la equivalencia de todos los
puntos de esta proposición 2.2.3 cuando SA es un atractor global.
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(b1⇒ b2): Por el teorema 1.4.4, A ⊂ A es invariante y compacto. Para
demostrar que A atrae algún Oε(A), se procederá por el absurdo y se
asume que dH
(
T (t)(Oǫ(A)), A
)
9 0 cuando t → ∞ o equivalentemente:
para t suficientemente grande,
sup
x∈Oǫ(A)
d(T (t)x,A) = dH
(
T (t)(Oǫ(A)), A
)
> 0.
Por la definición de supremo, se elige γt > 0, con l´ım
t→+∞
γt = 0
+ de modo
que existe a ∈ Oǫ(A) tal que
0 ≤ dH(T (t)Oǫ(A), A)− γt < d(T (t)a, A).
Por (b1), A = ω
(Oǫ(A)) : l´ım
t→+∞
d
(
T (t)a, A
)
= 0, luego dH
(
T (t)Oǫ(A), A
) → 0
cuando t→∞. Esta contradicción, muestra que el segundo ítem (b2) se
cumple.
(b2⇒ b1): Se considera que A atrae a Oε(A) para algún ε > 0, es decir
dH
(
T (t)Oε(A), A
)→ 0, cuando t→∞. (2.12)
De esta última relación y el corolario 1.2.7 se obtiene que ω
(Oε(A)) es
un subconjunto de A. Con esto se obtiene el ítem (b1) pues A = ω(A) ⊂
ω
(Oε(A)). Por lo tanto, se cumple (b).
Observación 2.2.4. Del sistema de ecuaciones diferenciales dado en el
ejemplo 1.3.18 se infiere que el semigrupo T (·) admite al conjunto
SA = {(x, y) ∈ R2 : x2 + y2 ≤ 1}
como un compacto invariante. El conjunto unitario {(0, 0)} ⊂ SA satisface
el ítem (a) de la proposición 2.2.3, sin embargo se puede encontrar
conjuntos compactos A ⊂ SA para los cuales (a1) y (a2) ya no son
equivalentes.
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Figura 2.1: Ejemplo 1.3.18
2.2.1 Relación entre el atractor débil y el conjunto
inestable.
Se estudian los puntos de la proposición 2.2.3 cuando los atractores
locales (débiles) se consideran dentro del atractor global del semigrupo.
El resultado más utilizado aparece en el teorema 2.2.11 y se darán
algunos corolarios vinculados al concepto de conjunto inestable. Para
tal fin, el siguiente lema es adecuado.
Lema 2.2.5. Sea A un atractor global para T (·). Si A satisface las
condiciones:
1. El conjunto A ⊂ A es un compacto, invariante respecto a T (·).
2. Existe una constante ε > 0 tal que A atrae a la intersección
Oε(A) ∩ A.
Entonces, por cada δ ∈ (0, ε) existe un δ′ ∈ (0, δ) de modo que
⋃
t≥0
T (t)x ⊂ Oδ(A), para todo x ∈ Oδ′(A).
Es decir, la órbita positiva γ+
(Oδ′(A)) = ⋃
x∈Oδ′(A)
⋃
t≥0
T (t)x ⊂ Oδ(A).
2.2. COMPORTAMIENTO DEL ATRACTOR LOCAL 78
Demostración. Si la conclusión es falsa, existiría un 0 < δ < ε tal que
γ+
(Oδ′(A)) 6⊂ Oδ(A), para todo δ′ ∈ (0, δ).
Para δ′ =
δ
2n
con n ∈ N, existe xn ∈ Oδ′(A) \ A y tn ≥ 0 de modo que
T (t)xn ∈ Oδ(A), ∀t ∈ [0, tn); d
(
T (tn)xn, A
)
= δ y tn < tn+1. (2.13)
A
T (tn)xn
T (t2)x2
T (t3)x3
T (t1)x1
x1
x2
x3
xn
Figura 2.2: Construcción en el lema 2.2.5
La continuidad de las funciones R ∋ t 7→ xn ∈ X, t 7→ (tn + t, xn) ∈
[0,+∞)×X y [0,+∞)× X ∋ (t, x) 7→ T (t)x ∈ X (definición 1.1.4) implica
que la función ξn : R→ X, n ∈ N definida por
ξn(t) :=
 xn, t ∈ (−∞,−tn);T (t+ tn)xn, t ∈ [−tn,+∞).
es continua. Además, para n ∈ N se tiene ξn(t) = T (t)T (tn)xn, ∀t ≥ 0.
Por otro lado, como Oδ(A) es acotado y secuencialmente compacto,
es posible conseguir la convergencia. Esta se hace explícita en la
siguiente afirmación, motivada por el proceso descrito en la prueba
del lema 2.5.2 de [30] (vea [11, lema 3.1]).
Afirmación. Existe una subsucesión ξk tal que R ∋ t ξ−→ l´ım
k→∞
ξk(t) es
continua.
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(a.0) La compacidad de {x : d(x,A) = δ} induce un conjunto infinito
de números naturales N0 ⊂ N que genera una subsucesión
convergente, es decir
∃ y0 = l´ım
m
m∈N0−−−→+∞
T (tm)xm, con d(y0, A) = δ.
Con esto, se define ξ(t) = T (t)y0 cuando 0 ≤ t.
(a.1) Por la compacidad de Oδ(A) (que satisface T (t)xn ∈ Oδ(A), ∀t ∈
[0, tn)) la sucesión creciente tn induce un conjunto N1 ⊂ N0
(infinito) tal que
tm > 1 ∀m ∈ N1, y ∃ y1 = l´ım
m
m∈N1−−−→+∞
T (tm − 1)xm ∈ Oδ(A).
Se define ξ(t) = T (t + 1)y1 para −1 ≤ t < 0 y se obtiene la
continuidad de ξ en [−1,+∞) pues6
l´ım
t→0−
ξ(t) = T (1)y1 = l´ım
m
m∈N1−−−→+∞
T (1)T (tm − 1)xm = ξ(0).
(a.2) Análogamente, existe un conjunto infinito N2 ⊂ N1 tal que
tm > 2 ∀m ∈ N2, y ∃ y2 = l´ım
m
m∈N2−−−→+∞
T (tm − 2)xm ∈ Oδ(A).
La regla ξ(t) = T (t + 2)y2 para −2 ≤ t < −1 induce la continuidad
de ξ en [−2,+∞) ya que
l´ım
t→−1−
ξ(t) = T (1)y2 = l´ım
m
m∈N2−−−→+∞
T (1)T (tm − 2)xm = ξ(−1).
(a.3) Se construyen infinitos conjuntos N ⊃ N0 ⊃ N1 ⊃ · · · ⊃ Nj ⊃ · · · , de
modo que por cada j = 0, 1, . . .
tm > j ∀m ∈ Nj , y ∃ yj = l´ım
m
m∈Nj−−−→+∞
T (tm − j)xm ∈ Oδ(A).
6Recordar que en un espacio métrico, por cada sucesión convergente, todas sus
respectivas subsucesiones son convergentes y tienden al límite de la sucesión.
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Con este procedimiento, se obtiene una función continua ξ : R →
X que se escribe:
ξ(t) =

T (t)y0, t ≥ 0
T (t+ 1)y1, −1 ≤ t < 0
T (t+ 2)y2, −2 ≤ t < −1
...
T (t+ j)yj, −j ≤ t < −(j − 1)
...
(b) Por el proceso de la diagonal de Cantor [25, página 50], se define
el conjunto infinito N∗ ⊂ N en el cual su k−ésimo elemento es
el respectivo k−ésimo término de Nk en el orden usual de los
números reales.
Se considera la subsucesión ξk con k ∈ N∗.
(c) Si t ≥ 0, se cumple
l´ım
k
k∈N∗−−−→+∞
ξk(t) = l´ım
k
k∈N∗−−−→+∞
T (t)T (tk)xk = T (t)y0 = ξ(t).
Si t < 0, se elige j ∈ N de manera que −j ≤ t < −(j − 1), por eso
cuando k ≥ j con k ∈ N∗ se cumple tk ≥ j. De la propiedad del
semigrupo, se tiene que T (t + tk)xk = T (t + j)T (tk − j)xk y al hacer
crecer k ∈ N∗ se obtiene
l´ım
k
k∈N∗−−−→+∞
ξk(t) = T (t+ j) l´ım
k
k∈N∗−−−→+∞
T (tk − j)xk = T (t+ j)yj = ξ(t).
Por lo tanto, la subsucesión satisface
l´ım
k→+∞
ξk(t) = ξ(t), ∀t ∈ R,
y se concluye la prueba de la afirmación escrita en la página 78.
A partir de la afirmación se obtiene que la función límite ξ : R → X
es continua y satisface ξ(s + r) = T (r)ξ(s) para cualquier par (r, s) en
[0,+∞)× R, es decir:
ξ : R→ X es una solución global de T (·). (2.14)
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Para obtener (2.14), se considera r ≥ 0 y s ∈ R entonces existe m tal
que s + tm+n > 0 cuando n ≥ 0, en consecuencia, la definición de ξm+n
implica que para todo n ≥ 0 :
ξm+n(r + s) = T (r + s+ tm+n)xm+n
= T (r)T (s+ tm+n)xm+n, T (·) es un semigrupo
= T (r)ξm+n(s).
Como ξm+n(r + s)
m+n→+∞−−−−−−→ ξ(r + s), por la continuidad de T (r) y la
unicidad de límite se obtiene que
ξ(r + s) = l´ım
n→∞
T (r)ξm+n(s) = T (r)ξ(s).
Por lo tanto ξ satisface (2.14).
Por otro lado, las condiciones de la ecuación (2.13) y la definición
de ξn implican (vea figura 2.2.1)
ξn(t) = xn, ∀t ≤ −tn
ξn(t) = T (t+ tn)xn ∈ Oδ(A), ∀t ∈ (−tn, 0)
ξn(0) = T (tn)xn ∈ Oδ(A);
y por eso su límite satisface
ξ(t) ∈ Oδ(A), ∀t ≤ 0.
En otras palabras, para la constante 0 < δ < ε, la proposición 1.3.31 y
(2.13) muestran que la solución global satisface
ξ(t) ∈ A ∩Oδ(A) ⊂ A ∩Oε(A), ∀t ≤ 0 y d(ξ(0), A) = δ > 0.
En este contexto, el compacto invariante α(ξ) no es vacío y está incluido
en la intersección A ∩ Oε(A) (proposición 1.3.29). Desde que A atrae
A ∩ Oε(A), se tiene que 0 = l´ım
t→+∞
dH
(
T (t)α(ξ), A
)
= l´ım
t→+∞
dH
(
α(ξ), A
)
=
dH
(
α(ξ), A
)
, y en consecuencia el conjunto límite α(ξ) ⊂ A. Por el
teorema 1.4.4, la órbita ξ(R) también es parte de A, en especial ξ(0) ∈ A.
Ésta contradicción con la propiedad d(ξ(0), A) = δ > 0 concluye la
demostración del lema.
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El siguiente corolario describe el comportamiento de los compactos
del atractor global, disjuntos del repulsor.
Corolario 2.2.6. Sea A un atractor global para T (·). Si el compacto A ⊂
A admite una constante ε > 0 para la cual se cumple A = ω(Oε(A) ∩ A).
Entonces por cada compacto K ⊂ A se cumple
l´ım
t→+∞
dH
(
T (t)K,A
)
= 0,
cuando K es disjunto del repulsor A∗ = {x ∈ A : ω(x) ∩ A = ∅}.
Demostración. A partir de los argumentos y métodos presentados en
la proposición 2.2.3, es posible concluir que el conjunto A es un
compacto e invariante que atrae a cada vecindad de la forma Oǫ(A)∩A
cuando la constante 0 < ǫ ≤ ε. En ese sentido, el conjunto A satisface
las hipótesis del lema 2.2.5.
Para concluir con la demostración del presente corolario se procede
por el absurdo. Por tal motivo, se asume que el conjunto A no atrae
al compacto K. Esto significa que existe una constante positiva δ > 0,
junto a las sucesiones tn < tn+1 y xn ∈ K de modo que
δ ≤ d(T (tn)xn, A) y x = l´ım
n→+∞
xn ∈ K.
En este contexto, para cada 0 < δ˜ < mı´n{ε, δ}, existe una constante
δ′ ∈ (0, δ˜) para la cual la órbita positiva γ+(Oδ′(A)) está íntegramente
contenida en Oδ˜(A), la vecindad generada por la constante inicial δ˜ > 0
(lema 2.2.5). De aquí se infiere, fácilmente que para tal constante
0 < δ′ < ε se cumple
d(T (t)x,A) ≥ δ′, ∀t ∈ [0, tn].
Luego, cuando se hace tn → +∞ se obtiene que por cada t ≥ 0 la
distancia d(T (t)xn, A) ≥ δ′ y así ω(x) ∩ A = ∅. Es decir, x ∈ A∗ ∩K. Esta
contradicción muestra que A atrae al compacto K.
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Corolario 2.2.7. Sea (A,A∗) un par atractor-repulsor para T (·) con A un
atractor global y sea ξx : R→ X una solución global que pasa por x ∈ X.
Si existe δ > 0 de modo que
ξx(−t) ∈ Oδ(A∗), ∀t ≥ 0 y Oδ(A∗) ∩ A = ∅,
entonces l´ım
s→−∞
dH
(
ξx(s), A
∗) = 0.
Demostración. El atractor global es un acotado que también atrae a
x ∈ X; además por la condición en el conjunto {ξx(s) : s ≤ 0} se
obtiene que ξx(R) es una órbita acotada. En tal sentido, ξx(R) ⊂ A
(proposición 1.3.31).
Si la conclusión del corolario fuese falsa, existiría una constante
positiva δ
′
> 0 y una sucesión creciente tn < tn+1 para la cual se
cumple d(ξx(−tn), A∗) ≥ δ′. Además, tal constante satisface δ′ < δ, pues
ξx(−t) ∈ Oδ(A∗), ∀t ≥ 0. Con esto, se define el siguiente subconjunto del
atractor global
K = {z ∈ A : d(z, A∗) ≥ δ′},
que resulta ser un compacto, disjunto del repulsor que contiene
{ξx(−tn) : n ∈ N}. Por otro lado, la hipótesis del corolario Oδ (A∗) ∩ A = ∅
garantiza que la distancia d(A,A∗) = r positiva satisface r ≥ δ. Cuando
r = δ, la clausura Oδ (A∗) intersecta al atractor local A,entonces podrían
suceder dos casos (i): α(ξx)∩A 6= ∅. (ii): α(ξx)∩A = ∅ (pues α(ξx) ⊂ Oδ (A∗)).
En (i), el teorema 1.4.4 muestra que ξx(R) ⊂ A, lo cual contradice la
hipótesis. En (ii), se usa el compacto invariante α(ξx) y se tiene que
cada elemento y ∈ α(ξx) satisface ω(y) ∩ A = ∅, es decir α(ξx) ⊂ A∗.
Así, para alguna subsucesión se obtiene l´ım
k→+∞
ξx(−tn) ∈ K ∩ A∗, lo cual
también es un absurdo. Para concluir, se estudia el caso r > δ, es decir
Oδ (A∗)∩A = ∅. A partir de la definición del atractor local existe ǫ > 0 tal
que ω(Oǫ(A)) = A y O2ǫ(A) ∩ Oδ (A∗) = ∅. En estas circunstancias, existe
una subsucesión tk → +∞ para el cual se cumple ξx(−tk) ∈ K \ Oǫ(A),
para todo k. Por lo tanto, dH
(
T (t)K,A
) 6→ 0 cuando t → +∞ y así A no
atrae a K. Esto contradice el corolario 2.2.6.
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A continuación se presentan las propiedades dinámicas más útiles
que son inducidas por un par atractor-repulsor para T (·).
Proposición 2.2.8. Sea (A,A∗) un par atractor-repulsor para T (·).
(a) Si ξx : R→ X es una solución global acotada que pasa por x /∈ A∪A∗,
entonces ξx (t)
t→+∞−−−−→ A y ξx (t) t→−∞−−−−→ A∗.
(b) Si x ∈ X \ A con A el atractor global, entonces T (t) x t→+∞−−−−→ A ∪ A∗.
Demostración. En (a), la proposición 1.3.31 garantiza que ξx(R) ⊂ A,
luego por el teorema 1.4.4 se obtiene α(ξx) ⊂ A∗ y ω(x) ⊂ A y se concluye
la prueba de (a).
En (b), el elemento x ∈ X \ A induce la órbita positiva γ+(x), cuya
clausura γ+(x) podría intersecar el atractor local A y en este caso el
conjunto límite ω(x) ⊂ A. Si por el contrario γ+(x) ∩ A = ∅, aparece una
constante δ > 0 de modo que la vecindad Oδ(A) no interseca la órbita
positiva, es decir Oδ(A) ∩ γ+(x) = ∅. Esto permite inferir que
ω(x) ⊂ A∗.
Si, por el contrario, no se verifica esta inclusión entonces existiría
una constante positiva ε > 0 y una sucesión tn → +∞ (creciente) de
modo que d
(
T (tn)x,A
∗) ≥ ε. En este contexto, se dan las condiciones
para usar la demostración del lema 2.2.5. Específicamente, un
procedimiento similar al presentado en tal prueba demuestra que las
funciones continuas ξn : R→ X, n ∈ N, definidas por
ξn(t) :=
 x, t ∈ (−∞,−tn);T (t+ tn)x, t ∈ [−tn,+∞).
generan una solución global ξ : R → A para la cual se cumple
d
(
ξ(0), A∗
) ≥ ε. Por otro lado, la suposición Oδ(A) ∩ γ+(x) = ∅ muestra
que d
(
ξ(t), A) ≥ δ, es decir ω(ξ(0))∩A = ∅ y ξ(0) ∈ A∗. Esta contradicción
con d
(
ξ(0), A∗
) ≥ ε, muestra ω(x) ⊂ A∗ y se obtiene (b).
2.2. COMPORTAMIENTO DEL ATRACTOR LOCAL 85
El siguiente resultado, que aparece en [1], muestra la equivalencia
de las definiciones presentadas en los libros [14] y [36]. Para el
caso extremo A = ∅, la equivalencia es verdadera. El ítem (1) de la
proposición, aparece en (1.29): A es un atractor local débil (en A).
Proposición 2.2.9. Sea A un atractor global para T (·). Si A ⊂ A es
invariante, las siguientes afirmaciones son equivalentes:
(1) Existe ǫ > 0 tal que ω
(Oǫ(A) ∩A) = A.
(2) Existe ε > 0 tal que ω
(Oε(A)) = A.
Demostración. Si se acepta (1), los compactos A y A∗ son disjuntos.
Sin pérdida de generalidad se puede asumir que d(A;A∗) > 2ε. Para
0 < δ < mı´n{ε, ǫ}, existe δ′ > 0 tal que γ+(Oδ′ (A)) ⊂ Oδ(A) (lema 2.2.5)
Además, cuando s ≥ 0⋃
t≥s
T (t)
(Oδ′ (A)) ⊂⋃
t≥0
T (t)
(Oδ′ (A)) ⊂ Oδ(A),
entonces
ω(Oδ′ (A)) ⊂ Oδ(A) ⊂ Oǫ(A) ∩ Oε(A).
Por otro lado, el atractor global A atrae al conjunto acotado Oδ′ (A).
Es decir ω(Oδ′ (A)) ⊂ A (corolario 1.2.7 con F = A), luego ω(Oδ′ (A)) ⊂
Oε(A)∩A. Con esto, se observa que ω(Oδ′ (A)) es compacto y ω(Oδ′ (A))∩
A∗ = ∅. Por el corolario 2.2.6, el conjunto A atrae al compacto ω(Oδ′ (A)),
es decir
ω(Oδ′ (A)) ⊂ A.
De la invarianza de A se obtiene que A = ω(A) ⊂ ω(Oδ′ (A)). Por tanto,
ω(Oδ′ (A)) = A y se cumple (2).
Recíprocamente, si se acepta (2) basta observar que
A ⊂ Oε(A) ∩A ⊂ Oε(A).
A partir de las propiedades del conjunto límite se obtiene que
ω(A) ⊂ ω(Oε(A) ∩ A) ⊂ ω(Oε(A)) = A
Por lo tanto, se cumple (1), pues A es invariante.
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El siguiente concepto se usará para presentar la relación natural de
un atractor local con su conjunto inestable (teorema 2.2.11).
2.2.10. Un cerrado invariante E ⊂ X se dirá que es un invariante
aislado, cuando es posible dar una constante positiva ǫ > 0 de modo
que el conjunto inicial E es el invariante maximal en Oǫ(E). En otras
palabras, para cualquier conjunto invariante B que está contenido en
la vecindad Oǫ(E), se obtiene que E incluye al conjunto B. Por ejemplo,
cada atractor local A ⊂ A es un invariante aislado. Para ver esto, es
útil notar que el atractor local además de ser invariante, admite una
constante ε > 0 con la cual se cumple ω(Oε(A)) = A. En consecuencia,
cada conjunto invariante B ⊂ Oε(A) satisface B = ω(B) ⊂ ω
(Oε(A)), es
decir B ⊂ A. En otras palabras, A es el invariante maximal en Oε(A) y
se concluye:
cada atractor local A ⊂ A es un invariante aislado. (2.15)
Es más, si se elige y ∈ W u(A) (aquí A es el atractor local) existe
la solución global ξy : R → X que satisface α(ξy) ⊂ A. En estas
condiciones, la parte (b) del teorema 1.4.4 garantiza que la órbita ξ(R)
es parte de A, especialmente y = ξy(0) ∈ A. En conclusión, W u(A) ⊂ A.
Recíprocamente, si z ∈ A (A es el atractor local, que resulta ser
compacto e invariante) por la proposición 1.3.29 existe solución global
ξz : R → A ⊂ X, con z = ξz(0) tal que α(ξz) ⊂ A entonces z ∈ W u(A) y se
obtiene A ⊂W u(A). Por lo tanto,
cada atractor local A ⊂ A satisface A = W u(A) (2.16)
Por otro lado, es necesario señalar, que los atractores locales son
objetos importantes en el estudio de la dinámica de los semigrupos
que admiten un atractor global. En este contexto, la propiedad (2.15)
permite entender, la utilidad de la caracterización de los conjuntos
invariantes aislados que resultan ser atractores locales (parte (b) del
siguiente teorema). Note que tales conjuntos tienen una estrecha
relación con la propiedad dada en (2.16).
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Teorema 2.2.11. Sea A un atractor global para T (·).
(a) Si A ⊂ A es invariante entonces son equivalentes:(
∃ ǫ > 0 : ω(Oǫ(A) ∩A) = A)⇔ (∃ ε > 0 : ω(Oε(A)) = A).
(b) Si A ⊂ A es invariante aislado entonces son equivalentes:(
∃ ε > 0 : ω(Oε(A)) = A)⇔ W u(A) = A.
Demostración. El ítem (a) está demostrado en la proposición 2.2.9. Se
incluye para facilitar las comparaciones.
En (b), sea A ⊂ A un invariante aislado, es decir
∃ δ0 > 0 : A es el invariante maximal en Oδ0(A). (2.17)
Si ∃ ε > 0 : ω(Oε(A)) = A, la propiedad dada en (2.16) muestra que el
conjunto inestable W u(A) es el propio A. Recíprocamente, se considera
un invariante aislado A ⊂ A que satisface W u(A) = A. Para ver que A
es un atractor local se usa (2.17) y se hace la siguiente afirmación.
Afirmación Para todo δ ∈ (0, δ0) existe δ′ ∈ (0, δ) tal que
γ+(Oδ′ (A)) ⊂ Oδ(A).
Se procede por contradicción: existe un 0 < δ < δ0 tal que para todo
δ′ ∈ (0, δ) se tiene γ+(Oδ′ (A)) 6⊂ Oδ(A). Para δ′ =
δ
2n
con n ∈ N, existe
xn ∈ Oδ′(A) \ A y tn ≥ 0 de modo que (figura 2.2.1)
T (t)xn ∈ Oδ(A), ∀t ∈ [0, tn); d
(
T (tn)xn, A
)
= δ y tn < tn+1. (2.18)
La continuidad en la definición 1.1.4, implica que la función ξn : R →
X, n ∈ N definida por
ξn(t) :=
 xn, t ∈ (−∞,−tn);T (t+ tn)xn, t ∈ [−tn,+∞).
es continua.
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Es más, la prueba del lema 2.2.5 garantiza que existe una
subsucesión ξk de modo que la función límite ξ : R→ X, dada por ξ(t) =
l´ım
k→+∞
ξk(t) es una solución global de T (·) que cumple ξ(t) ∈ Oδ(A), ∀t ≤ 0.
Es decir, la unión α(ξ) ∪ A ⊂ Oδ0(A) es un conjunto invariante con
α(ξ) 6= ∅. Por (2.17), α(ξ) ⊂ A. En otras palabras, ξ(0) ∈ W u(A).
Como W u(A) = A se obtiene que ξ(0) ∈ A. Por otro lado, (2.18) y la
construcción implica que ξ(0) = l´ım
k→+∞
T (tk)xk satisface d(ξ(0), A) = δ > 0.
Esta contradicción demuestra la afirmación.
Por la afirmación, ω(Oδ′(A)) es un conjunto invariante en Oδ0(A). Por
(2.17) se obtiene que ω(Oδ′(A)) ⊂ A. Pero A es un conjunto invariante
contenido en Oδ′(A), por eso A = ω(A) ⊂ ω(Oδ′(A)). Por lo tanto
A = ω(Oδ′(A)) y se concluye que A es un atractor local.
2.2.12. Considere (A,A∗) como un par atractor-repulsor para el
semigrupo T (·), en concordancia con la definición 2.2.1. Por (2.15),
el atractor local A es un invariante aislado. Además, el teorema 1.4.4
garantiza que ambos conjuntos A y A∗ son compactos, invariantes y
disjuntos. En este contexto, la proposición 2.2.8 permite mostrar que
A∗ también es un invariante aislado. Es decir, existe una constante
δ > 0 para la cual las vecindades son disjuntas y aíslan los invariantes;
simbólicamente se escribe diciendo
Oδ(A) ∩ Oδ(A∗) = ∅,
A es invariante maximal en Oδ(A),
A∗ es invariante maximal en Oδ(A∗).
Como consecuencia de lo dicho, cada solución global ξx : R → X que
pasa por un elemento x 6∈ (A ∪ A∗) no solo satisface
l´ım
t→−∞
d(ξx(t), A
∗) = 0 y l´ım
t→+∞
d(ξx(t), A) = 0
(proposición 2.2.8), sino también
ω(x) ∩ A∗ = α(ξx) ∩A = ∅
(teorema 1.4.4).
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Es más, con las definiciones y propiedades adecuadas es fácil ver
que no existe una solución global ξ : R → X para la cual se cumplen
las siguientes propiedades
l´ım
t→+∞
d(ξ(t), A∗) = 0 y l´ım
t→−∞
d(ξ(t), A) = 0.
A∗ A
ξx
Figura 2.3: No existe otra ‘conexión’: solo ξx, de A∗ en A (con x 6∈ A∪A∗).
Definición 2.2.13. Se dice que la familia {E1, . . . , En} es invariante
aislada si existe una constante positiva δ > 0 tal que Oδ(Ei) ∩ Oδ(Ej) = ∅
cuando 1 ≤ i < j ≤ n, y cada cerrado Ei ⊂ A es el invariante maximal
(respecto al semigrupo) en Oδ(Ej).
Para concluir, se caracteriza la descomposición de Morse de
un atractor global, empleando conjuntos invariantes aislados. Se
demuestra la equivalencia entre la definición presentada en [36] con
la definición que se usa en [1]. Tal equivalencia es indispensable
para relacionar coherentemente los resultados el primer capítulo con
los siguientes. Cabe mencionar que este tema está vinculado con los
resultados de [14] y [10], como el teorema fundamental de los sistemas
dinámicos (vea también [26]).
Proposición 2.2.14. Sea T (·) un semigrupo que admite un atractor
global A. Las siguientes afirmaciones son equivalentes.
(1) El atractor global admite una descomposición de Morse. Es decir,
existe una colección ordenada {E˜1, . . . , E˜n} asociada a una familia
de atractores locales (débiles en A) ∅ = A0 ⊂ A1 ⊂ · · · ⊂ An−1 ⊂ An =
A por medio de la relación E˜j = Aj ∩ A∗j−1, para todo 1 ≤ j ≤ n.
(2) El atractor global admite {E1, . . . , En}, una familia ordenada de
cerrados que es invariante aislada, para la cual cada solución
global ξ : R→ A induce i, j con i ≥ j tal que
Ei
t→−∞←−−−− ξ(t) t→+∞−−−−→ Ej.
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Demostración. (1⇒ 2): Se observa inicialmente que cada E˜j = Aj ∩ A∗j−1
es cerrado, es más se cumple la definición 2.2.13:
(a1) La familia ordenada {E˜1, . . . , E˜n} es invariante aislada.
La proposición 1.4.11 no solo induce una constante positiva ǫ > 0 que
satisface Oǫ(E˜i)∩Oǫ(E˜j) = ∅ cuando 1 ≤ i < j ≤ n, sino también permite
afirmar que cada E˜i es el repulsor de Ai−1 en Ai; por 2.2.12 se tiene
que cada E˜i es invariante aislado, es decir admite una constante δi > 0
de modo que E˜i es invariante maximal en Oδi(E˜i). Si se considera la
constante δ = mı´n{ǫ, δ1, . . . , δn} > 0, se cumple que E˜i es invariante
maximal en Oδ(E˜i) y Oδ(E˜i) ∩ Oδ(E˜j) = ∅ cuando 1 ≤ i < j ≤ n. En
otras palabras, se cumple (a1). Por otro lado, se afirma que:
(a2) Cada solución global ξ : R → A induce subíndices i, j con i ≥ j de
modo que α(ξ) ⊂ E˜i y ω(ξ(0)) ⊂ E˜j.
Para x = ξ(0) ∈ A, se elige el subíndice i como el menor elemento
del conjunto {1, . . . , n} para el cual se tiene x ∈ Ai pero x /∈ Ai−1.
Así, si x ∈ A∗i−1, la invarianza del conjunto cerrado E˜i garantiza que
α(ξ) ∪ ω(x) ⊂ E˜i y se concluye. Si por el contrario x /∈ A∗i−1 es decir
x 6∈ (Ai−1 ∪ A∗i−1), la proposición 2.2.8 muestra que α(ξ) ⊂ A∗i−1 y
ω(x) ⊂ Ai−1. La elección de i implica que α(ξ) ⊂ E˜i = Ai ∩ A∗i−1. De
ω(x) ⊂ Ai−1, pueden ocurrir dos situaciones complementarias:
o ω(x) ∩ A∗i−2 6= ∅, o bien ω(x) ∩ A∗i−2 = ∅.
Si ω(x)∩A∗i−2 6= ∅, el teorema 1.4.4 muestra que ω(x) ⊂ A∗i−2 y se concluye
que el conjunto límite ω(x) ⊂ Ai−1 ∩ A∗i−2 = E˜i−1. Si por el contrario
ω(x) es disjunto de A∗i−2 se desprende sin dificultad que ω(x) ∩ E˜i−1 = ∅
(pues E˜i−1 ⊂ A∗i−2). Es más, la suposición ω(x) ∩ A∗i−2 = ∅ implica7 que
ω(x) ∩Ai−2 6= ∅ y por 1.4.6 se obtiene ω(x) ⊂ Ai−2. En resumen
ω(x) ⊂ Ai−1 ⇒
 ω(x) ⊂ E˜i−1, oω(x) ⊂ Ai−2.
7Note que ω(x)∩Ai−2 = ∅ no solo es equivalente a decir que x ∈ A∗i−2, sino también
muestra que el conjunto no vacío ω(x) ⊂ A∗
i−2, una contradicción,
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Cuando ω(x) ⊂ Ai−2, el razonamiento anterior muestra que o ω(x) ⊂ E˜i−2
o bien ω(x) ⊂ Ai−3. Finalmente, cuando ω(x) ⊂ A2 se obtiene ω(x) ⊂ E˜2 ó
ω(x) ⊂ A1 = E˜1. Es decir, ω(x) ⊂ E˜j , para algún 1 ≤ j < i. Esto demuestra
(a2) y por lo tanto se cumple (2) en la proposición.
(2 ⇒ 1): La familia ordenada de cerrados {E1, . . . , En} es invariante
aislada, existe δ > 0 tal que Oδ(Ei) ∩ Oδ(Ej) = ∅ cuando 1 ≤ i < j ≤ n,
y además cada cerrado Ei ⊂ A es invariante maximal en Oδ(Ei). La
compacidad de A garantiza que cada Ei es compacto. Con todo esto,
(2) induce las condiciones del lema 1.4.12. Por lo tanto, la familia
{E1, . . . , En} es una descomposición de Morse (teorema 1.4.14) y se
obtiene (1). Esto concluye la demostración.
Ejemplo 2.2.15. La descomposición de Morse S = {E1, E2, E3} del
atractor globalA = D√2 del ejemplo 2.2.2 se obtiene utilizando la relación
Ej = Aj ∩A∗j−1 para todo 1 ≤ j ≤ 3. Es decir,
E1 = A1 ∩A∗0 = {(0, 0)} ∩D√2 = {(0, 0)}
E2 = A2 ∩ A∗1 = ({(0, 0)} ∪ ∂D√2) ∩ (D√2\int(D1)) = ∂D√2
E3 = A3 ∩ A∗2 = D√2 ∩ ∂D1 = ∂D1
Además, se observa que la familia ordenada S = {E1, E2, E3} de cerrados
es invariante aislada. Del retrato de fase dado en la figura 1.2 se
desprende que para cada solución global ξ : R→ A se cumple
E3
t→−∞←−−−− ξ(t) t→+∞−−−−→ Ei cuando 1 ≤ i ≤ 2.
E1 E2
E3
Figura 2.4: Ejemplo 2.2.15
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2.3 Conjunto inestable asociado a un
semigrupo dinámicamente gradiente.
La siguiente definición toma en cuenta la caracterización de la
descomposición de Morse de un atractor global, por medio de una
familia invariante aislada. Por ejemplo, para los semigrupos gradientes
de la proposición 2.1.5, su conjunto de equilibrios E = {e1, . . . , en}
define una descomposición de Morse que resulta ser una familia
invariante aislada. Además, cuando se admite su existencia, el atractor
global se caracteriza como W u(E) (teorema 2.1.14).
Definición 2.3.1. Sea T (·), un semigrupo y sea S = {E1, . . . , En},
una familia invariante aislada. Una estructura homoclínica en S es
un subconjunto {Ek1, . . . , Ekp} de S (p ≤ n), asociado al conjunto de
soluciones globales {ξ1, . . . , ξp} para las cuales se cumple
Ekj
t→−∞←−−−− ξj(t) t→+∞−−−−→ Ekj+1 , 1 ≤ j ≤ p
donde Ekp+1 = Ek1 y cada ξj admite un tj con ξj(tj) 6∈ (Ekj ∪ Ekj+1).
Ek1
Ek2
Ek3
Figura 2.5: Estructura homoclínica (p=3).
Observación 2.3.2. Del ejemplo 2.2.15 se infiere que el sistema de
ecuaciones diferenciales no tiene estructura homoclínica en la familia
invariante aislada S (figura 2.4).
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Se presenta el concepto de semigrupo dinámicamente gradiente,
de acuerdo con la presentación del libro dado en [10]. Este concepto
aparece inicialmente en [1] con el nombre de tipo-gradiente y en [11] se
extiende al caso de los proceso de evolución. Estos semigrupos son los
principales objetos de estudio de la sección, con los que se presentarán
los principales resultados de la tesis.
Definición 2.3.3 (Semigrupo tipo–gradiente). Sea T (·), un semigrupo
que admite un atractor global A y sea S = {E1, . . . , En}, una familia
invariante aislada. Se dice que T (·) es dinámicamente gradiente
respecto a S (o S−dinámicamente gradiente, o tipo-gradiente respecto
a S, o S−gradiente) si
⋄ Para cualquier solución global ξ : R→ A existe 1 ≤ i, j ≤ n tal que
Ei
t→−∞←−−−− ξ(t) t→+∞−−−−→ Ej,
⋄ No existe una estructura homoclínica asociada a S.
Para ilustrar el concepto se presentan dos ejemplos, el primero algo
más sencillo.
Ejemplo 2.3.4. Sea (A,A∗) un par atractor-repulsor para T (·). En
el parágrafo 2.2.12 se presentan algunas propiedades de T (·)
relacionadas con la familia S = {A,A∗} (formada por dos conjuntos
invariantes aislados) con las cuales se observa que el semigrupo es
S−dinámicamente gradiente.
Ejemplo 2.3.5. Se considera el semigrupo T (·) generado por las
ecuaciones diferenciales dado en el ejemplo 1.3.18 el cual admite un
atractor global A = D√2. De los resultados obtenidos en el ejemplo 2.2.15
y la observación 2.3.2, se infiere que el semigrupo T (·) es dinámicamente
gradiente con respecto a la familia invariante S = {E1, E2, E3}.
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Se describe la construcción de la descomposición de Morse para
el atractor global de un semigrupo dinámicamente gradiente. La
estrategia consiste en obtener inductivamente un conjunto cada vez
más grande de atractores locales; para tal fin el teorema 2.2.11,
la proposición 2.2.14 y el siguiente lema desempeñan un rol
fundamental.
Lema 2.3.6. Sea T (·), un semigrupo que admite un atractor global
A y sea S = {E1, . . . , En}, una familia invariante aislada. Si T (·) es
dinámicamente gradiente respecto a S, entonces existe k ∈ {1, . . . , n} de
modo que W u(Ek) = Ek es un atractor local para T (·).
Demostración. Se procede por el absurdo, es decir se acepta que:
W u(Ei) 6= Ei, para todo 1 ≤ i ≤ n.
Cada cerrado Ei admite una solución global ξi : R → A de modo que
ξi(t)
t→−∞−−−−→ Ei y ξi(0) 6∈ Ei.
Por otro lado, de la primera condición en la definición 2.3.3, la
solución global ξi(t) converge (cuando t→ +∞) para algún elemento de
S, en otras palabras con las soluciones globales {ξ1, ξ2, . . . , ξn} se genera
una estructura homoclínica. Esta contradicción con la definición
de semigrupo dinámicamente gradiente demuestra que existe k ∈
{1, 2, . . . , n} tal que Ek = W u(Ek). Se concluye que tal Ek es un atractor
local, a partir del teorema 2.2.11.
En la siguiente proposición aparece, en detalle, toda la construcción
de una descomposición de Morse para el atractor global de un
semigrupo dinámicamente gradiente. La no existencia de estructuras
homoclínicas permite encontrar los atractores locales y reordenarlos
(lema 2.3.6).
Proposición 2.3.7. Si T (·) es dinámicamente gradiente respecto a S
(definición 2.3.3) entonces se puede reordenar S para que sus elementos
formen una descomposición de Morse de A.
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Demostración. Como T (·) es dinámicamente gradiente respecto a la
familia (invariante) aislada S = {E1, . . . , En}, para cualquier solución
global ξ : R→ A existen 1 ≤ l, k ≤ n
El
t→−∞←−−−− ξ(t) t→+∞−−−−→ Ek. (2.19)
Por la proposición 2.2.14, bastará demostrar que es posible reordenar
S de tal manera que (2.19) ocurre para l ≥ k.
Sea E1 ∈ S el atractor local dado por el lema 2.3.6. Por la invarianza
de los elementos de la familia aislada, se infiere que en cada Ej 6= E1
los conjuntos límites ω(x) son disjuntos de E1 cuando x ∈ Ej. En
otras palabras, cada Ej 6= E1 es parte del repulsor E∗1 en A. En este
contexto, por el ejemplo 2.3.4 cualquier solución global φ : R → A con
φ(0) ∈ A \ {E1 ∪ E∗1} satisface
l´ım
t→−∞
d
(
φ(t),E∗1
)
= 0 y l´ım
t→+∞
d
(
φ(t),E1
)
= 0,
y se obtiene (2.19) con 1 = k < l, pues E∗1 ⊃ Ej , ∀Ej 6= E1.
Sea T1(·) la restricción de T (·) en E∗1. Tal T1(·) es dinámicamente
gradiente respecto a la familia invariante aislada {Ej : Ej 6= E1},
formada por subconjuntos cerrados del compacto invariante E∗1 ⊂ A.
Existe Ej = W u(Ej) 6= E1, un atractor local para T1(·) en E∗1, con el
que se define E2 = Ej (lema 2.3.6). Como antes, cada elemento de
la familia {Ei : Ei 6= E1} con Ei 6= E2 es parte del repulsor, es decir
Ei ⊂ E∗2. Consecuentemente, cualquier solución global ψ : R → E∗1 ⊂ A
con ψ(0) ∈ E∗1 \ {E2 ∪ E∗2} se tiene
l´ım
t→−∞
d(ψ(t),E∗2) = 0 y l´ım
t→+∞
d(ψ(t),E2) = 0,
y se obtiene (2.19) con 2 = k < l, pues E∗2 ⊃ Ej , ∀Ej ∈ {Ei : Ei 6=
E1}, Ej 6= E2. Análogamente, la restricción de T1(·) en E∗2 (denotada por
T2(·)) es dinámicamente gradiente en E∗2, respecto a la familia aislada
{E1, . . . , En} \ {E1,E2} y su atractor local será E3.
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Se procede hasta agotar todos los conjuntos invariantes aislados
y se obtiene un reordenamiento {E1, . . . ,En} tal que Ej es un atractor
local para la restricción de T (·) en E∗j−1 (repulsor asociado a Ej−1 en
E
∗
j−2), donde E
∗
0 = A. Así, cada solución global ξ : R→ A con
El
t→−∞←−−−− ξ(t) t→+∞−−−−→ Ek,
satisface ξ(0) ∈ E∗k−1. Pero E∗k−1 es invariante y solo contiene
a los conjuntos {Ek, . . . ,En} y en consecuencia l > k. Por la
proposición 2.2.14 se concluye que la reordenación {E1, . . . ,En} es una
descomposición de Morse de A.
Por la proposición anterior, la suposición en el semigrupo
dinámicamente gradiente no crea restricciones adicionales. Cabe
mencionar que se utilizan los conjuntos Ak, presentados en el
lema 1.4.12.
Teorema 2.3.8. Sea T (·) un semigrupo dinámicamente gradiente
respecto a la familia invariante aislada S = {E1, . . . , En}. Si S es una
descomposición de Morse de A. Entonces los conjuntos Ak =
k⋃
i=1
W u(Ei),
con 1 ≤ k ≤ n son atractores locales de T (·) que satisfacen las inclusiones
A0 = ∅ ⊂ A1 ⊂ · · · ⊂ An−1 ⊂ An = A y Ej = Aj ∩ A∗j−1. Además,
n⋂
j=0
(Aj ∪ A∗j) =
n⋃
j=1
Ej . (2.20)
Demostración. La existencia de los atractores locales y sus propiedades
se siguen directamente de los lemas 1.4.12 y 1.4.13. En otras palabras,
cada uno de los conjuntos Ak = W u
(
E1 ∪ · · · ∪ Ek
)
=
k⋃
j=1
W u(Ej) es un
atractor local de T (·).
Para concluir, bastará obtener (2.20) por doble inclusión. Si z ∈ Ek =
Ak ∩A∗k−1 para algún 1 ≤ k ≤ n. Por el lema 1.4.12 y (1.37), se tiene
z ∈ Ak ⊂ Ak+1 ⊂ · · · ⊂ An y z ∈ A∗k−1 ⊂ A∗k−2 ⊂ · · · ⊂ A∗0,
luego
z ∈ ( n⋂
j=k
Aj
) ∩ ( k−1⋂
j=0
A∗j
) ⊂ [ n⋂
j=k
(
Aj ∪A∗j
)] ∩ [ k−1⋂
j=0
(
Aj ∪A∗j
)]
=
n⋂
j=0
(
Aj ∪A∗j
)
,
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y se obtiene
n⋃
j=1
Ej ⊂
n⋂
j=0
(Aj∪A∗j ). Recíprocamente, cuando z ∈
n⋂
j=0
(Aj∪A∗j ),
se elige 1 ≤ i ≤ n como el menor número para el cual z ∈ Ai ⊂ Ai+1 ⊂
· · · ⊂ An; en otras palabras, z /∈ Ak para k = 0, . . . , i−1. Por consiguiente,
z ∈ A∗i−1 ⊂ · · · ⊂ A∗0, luego z ∈ Ai∩A∗i−1 = Ei ⊂
⋃n
j=1Ej. Con esto se obtiene
que
n⋂
j=0
(Aj ∪ A∗j) ⊂
n⋃
j=1
Ej . Por lo tanto, se cumple (2.20) y concluye la
demostración.
Del teorema 2.3.8 se desprende otra caracterización del atractor
global, esto es
A = An =
n⋃
i=1
W u(Ei).
Ejemplo 2.3.9. Si se considera los resultados del ejemplo 2.1.10 se
tiene que
A = A3 =
3⋃
i=1
W u(Ei).
donde Ei fueron obtenidos utilizando la relación Ei = Ai ∩ A∗i−1 (vea el
ejemplo 2.2.15), siendo los atractores locales
A0 = ∅, A1 = {(0, 0)}, A2 = {(0, 0)} ∪ ∂D√2 y A3 = D√2 = A.
(vea el ejemplo 2.2.2)
Capítulo 3
Función de Lyapunov para una
descomposición de Morse
“El modo de dar una vez en el clavo
es dar cien veces en la herradura.”
Miguel De Unamuno.
Para los semigrupos, se presenta la equivalencia
entre: ser dinámicamente gradiente, respecto a una
familia invariante aislada, y la existencia de una
función de Lyapunov, generalizada. Este resultado
aparece en [1] y se inspira en [14].
3.1 Resultados preparatorios para los teoremas
principales
A continuación se incluye la definición de un semigrupo gradiente
con respecto a una familia invariante aislada que satisface la
definición 2.2.13.
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Definición 3.1.1. Sea T (·), un semigrupo que admite un atractor global
A y sea S = {E1, . . . , En}, una familia invariante aislada. Se dice que T (·)
es un semigrupo gradiente con respecto a S si existe una función
continua V : X → R con las siguientes propiedades.
⋄ La función [0,∞) ∋ t 7→ V (T (t)x) ∈ R es decreciente, cuando x ∈ X ;
⋄ V es constante en Ei, para cada 1 ≤ i ≤ n y
⋄ V (T (t)x) = V (x), ∀t ≥ 0 si y sólo si x ∈
n⋃
i=1
Ei.
La función V con estas propiedades es llamada función de Lyapunov
generalizada de T (·), con respecto a S.
La siguiente proposición muestra que la existencia de la función de
Lyapunov generalizada de la definición anterior convierte al semigrupo
en dinámicamente gradiente. De este modo se extiende los resultados
de [14, 17] (proposición 2.1.5) a familias invariantes aisladas. El
recíproco de esta proposición — y por tanto, la equivalencia de los
conceptos — es uno de los resultados principales de la tesis.
Proposición 3.1.2. Sea T (·) un semigrupo gradiente con respecto a
la familia invariante aislada S = {E1, . . . , En}. Si la función continua
V : X → R satisface las condiciones de la definición 3.1.1. Entonces
se cumple lo siguiente.
(a) Para cualquier solución global ξ : R→ X existe 1 ≤ i, j ≤ n tal que
Ei
t→−∞←−−−− ξ(t) t→+∞−−−−→ Ej.
(b) No existe una estructura homoclínica asociada a S.
En otras palabras, T (·) es S−dinámicamente gradiente.
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Demostración. En (a), se considera una solución global ξx (que pasa
por x). La prueba del lema 2.1.4 permite mostrar que en los conjuntos
límite, cada uno de sus elementos z ∈ ω(x) (o bien z ∈ α(ξx)) satisface
V
(
T (t)z
)
= V (z), ∀t ≥ 0, es decir z ∈
n⋃
k=1
Ek, luego ω(x) ⊂
n⋃
k=1
Ek (o bien
α(ξx) ⊂
n⋃
k=1
Ek). Como la familia S es invariante aislada, los conjuntos
cerrados invariantes ω(x) y α(ξx) inducen subíndices para los cuales se
cumple 1 ≤ i, j ≤ n tal que Ei t→−∞←−−−− ξx(t) t→+∞−−−−→ Ej. Con todo esto que el
ítem (a) es verdadero.
En (b), se procede por el absurdo y por tal motivo se admite un
subconjunto {Ek1, . . . , Ekp} de S (p ≤ n), asociado a un conjunto de
soluciones globales {ξ1, . . . , ξp} para las cuales se cumple Ekj t→−∞←−−−−
ξj(t)
t→+∞−−−−→ Ekj+1 , cuando 1 ≤ j ≤ p con Ekp+1 = Ek1. Como la función
V es continua y decreciente en las soluciones, para todo 1 ≤ j ≤ p
se tiene V (Ekj ) = V (α(ξj)) ≥ V (ξj(0)) ≥ V (ω(ξj(0))) = V (Ekj+1), luego
V (Ek1) ≥ V (Ek2) ≥ · · · ≥ V (Ekp+1). Desde que Ekp+1 = Ek1 se obtiene que
los valores son iguales V (Ek1) = V (Ek2) = · · · = V (Ekp+1) = C, además
V (ω(ξj(0))) = V (α(ξj)) = V (ξj(0)) = V (ξj(R)) = C, por la definición 3.1.1
ξj(0) ∈
p⋃
j=1
Ekj . Como ω(ξj(0)) ⊂ Ekj+1 y α(ξj) ⊂ Ekj , por la invarianza
de cada Ej se tiene que ξj(0) ∈ Ekj ∩ Ekj+1 6= ∅. Esta contradicción
con la definición 2.2.13 demuestra (b). Por lo tanto, el semigrupo T (·)
satisface la definición 2.3.3 y se concluye.
3.1.3. Para el caso especial en que la familia S es igual al
conjunto E = {e1, . . . , en}, formado por los equilibrios del semigrupo el
corolario 1.3.12 nos garantiza que cada {ei} ⊂ A y en consecuencia, la
definición anterior coincide con la teoría presentada en el capítulo 2,
conforme a la definición 2.1.1. En este contexto, cabe señalar que
el siguiente lema presenta un ejemplo ilustrativo y útil de la
definición 3.1.1, siempre que se considere la familia aislada dada por
el atractor global: S = {A}.
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Lema 3.1.4. Sea T (·), un semigrupo que admite un atractor global A. Si
la función h : X → [0,+∞) viene dada por la regla
h(z) = sup
t≥0
d
(
T (t)z,A), z ∈ X (3.1)
entonces
(a) h es constante en A, es decir h−1(0) = A.
(b) h es continua en X.
(c) h es decreciente en las soluciones del semigrupo: t 7→ h(T (t)z) es
decreciente, para cada z ∈ X.
Además, (
h(T (t)x) = h(x), ∀t ≥ 0
)
⇔ x ∈ A. (3.2)
Demostración. En (a), se observa inicialmente que la inclusión A ⊂
h−1(0) se satisface trivialmente de (3.1). Recíprocamente, si z ∈ h−1(0),
se cumple que 0 = h(z) = sup
t≥0
d
(
T (t)z,A), luego T (t)z ∈ A, ∀t ≥ 0, en
particular para t = 0 se obtiene que z ∈ A y se concluye que h−1(0) es
parte de A. Por lo tanto, se cumple (a).
En (b), se prueba inicialmente la continuidad de h en cada elemento
del atractor global. Para tal fin, se considera ε > 0. Desde que A
satisface las condiciones del lema 2.2.5, por cada δ ∈ (0, ε) existe un
δ
′
> 0 con el cuál la órbita positiva γ+(Oδ′(A)) es parte de Oδ(A), en
otras palabras
z ∈ Oδ′(A) =⇒
(
d
(
T (t)z,A) < δ, ∀t ≥ 0).
Con esto y (3.1) se obtiene que cada elemento z ∈ Oδ′(A) satisface
h(z) ≤ δ < ε (i.e z ∈ h−1([0, ε)) = h−1((−ε, ε) ∩ [0,+∞))). Por tanto, para
todo ε > 0, existe δ
′
> 0 de modo que Oδ′(A) ⊂ h−1
(
[0, ε)
)
. Es decir,
h es continua en cada elemento de A.
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Para obtener la continuidad de h en cada z0 ∈ X\A, se usa (a) y se
elige algún 0 < µ < h(z0). Por la continuidad de X ∋ x 7→ d(x,A) ∈ [0,∞),
para ǫ = 1
2
d(z0,A) existe 0 < δ < 12d(z0,A) de modo que |d(z,A)−d(z0,A)| <
ǫ siempre que d(z, z0) < δ; consecuentemente, cuando se considera
0 < µ < mı´n{h(z0), δ}, la condición d(z, z0) < δ implica µ < d(z,A) ≤ h(z).
Por otro lado, el atractor global atrae al acotado Oδ(z0) y por (1.14)
existe una constante τ > 0 (independiente de z ∈ Oδ(z0)) tal que la
órbita positiva satisface
γ+
(
T (t)Oδ(z0)
) ⊂ Oµ(A) siempre que t ≥ τ.
En este contexto, existe sz ∈ [0, τ ] tal que d(T (sz)z,A) = h(z). Por
compacidad, se puede suponer que existe s0 = l´ım
z→z0
sz ∈ [0, τ ]. De este
último y de la continuidad del semigrupo se tiene que
l´ım
z→z0
h(z) = l´ım
z→z0
d(T (sz)z,A) = d(T (s0)z0,A) ≤ h(z0). (3.3)
Por otro lado, existe t
′ ∈ [0, τ ] tal que h(z0) = d(T (t′)z0,A). Desde que
d(T (t
′
)z,A) ≤ h(z), ∀z ∈ Oδ(z0), la continuidad de T (t′) implica que
h(z0) = l´ım
z→z0
d(T (t
′
)z,A) ≤ l´ım
z→z0
h(z). (3.4)
De ( 3.3) y ( 3.4) se obtiene la continuidad de h en cada z0 ∈ X \ A. Por
lo tanto, h es continua en X y se cumple (b).
En (c), se considera z ∈ X y t1 > 0. Por (3.1),
h(T (t1)z) = sup
t≥0
d(T (t)T (t1)z,A) = sup
t≥0
d(T (t+ t1)z,A)
= sup
t≥t1
d(T (t)z,A) ≤ sup
t≥0
d(T (t)z,A) = h(z).
Por lo tanto, se cumple (c).
Para demostrar (3.2), se considera z ∈ A. Por la invarianza de
A = h−1(0) se obtiene que h(T (t)z) = h(z) = 0 para todo t ≥ 0.
Recíprocamente, si h(T (t)x) = h(x), ∀t ≥ 0, basta observar que el
atractor global satisface
l´ım
t→∞
d(T (t)x,A) = 0. (3.5)
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En otras palabras, por cada ε > 0, existe τ(x,ε) > 0 de modo que T (t)x ∈
Oε(A), para todo t > τ(x,ε). Así, h(x) = h
(
T (t)x
)
= sup
0≤r≤τ(x,ε)
d(T (r)T (t)x,A) y
existe r0 ∈ [0, τ(x,ε)] de modo que h(x) = h
(
T (t)x
)
= d(T (r0+ t)x,A). Luego,
por (3.5) se obtiene
h(x) = l´ım
t→+∞
h(T (t)x) = l´ım
t→+∞
d(T (t+ r0)x,A) = 0.
Por (a), x ∈ A. Y esto concluye que se cumple (3.2).
El siguiente es uno de los primeros lemas que permitirán construir
una función de Lyapunov, cuando un determinado semigrupo satisface
algunas propiedades dinámicas que lo convierte en un semigrupo tipo-
gradiente. De este modo se cumple uno de los objetivos de la tesis.
Lema 3.1.5. Sea T (·), un semigrupo que admite un atractor global A.
Si (A,A∗) es un par atractor-repulsor para T (·), con A 6= ∅ entonces la
función L : X → [0, 1],
L(z) =
d(z, A)
d(z, A) + d(z, A∗)
esta bien definida y es uniformemente continua en X. Además
L−1(0) = A y L−1(1) = A∗
(L es la función canónica de Urysohn, respecto a A y A∗).
Demostración. A partir de (1.2) se obtiene que cuando se consideran
los compactos disjuntos A y A∗, y se elige un elemento z ∈ X, siempre
se cumple las siguientes desigualdades 0 < d(A,A∗) ≤ d(z, A) + d(z, A∗)
y también 0 ≤ d(z, A)
d(z, A) + d(z, A∗)
≤ 1. De este modo, la función L queda
bien definida y la imagen L(X) es parte del intervalo [0, 1].
Para probar la continuidad uniforme de L en X, se usan las
propiedades presentadas en 1.1.2 con lo que se obtiene no solo la
continuidad uniforme de las funciones d(·, A) y d(·, A∗) sino también la
desigualdad (1.1).
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En este contexto, si el número ε > 0, se define la constante positiva
δ = εd(A,A∗) > 0 de modo que cuando d(z, w) < δ entonces
L(z)− L(w) = d(z, A)d(w,A
∗)− d(w,A)d(z, A∗)
[d(z, A) + d(z, A∗)][d(w,A) + d(w,A∗)]
=
[d(z, A)− d(w,A)]d(w,A∗) + d(w,A)[d(w,A∗)− d(z, A∗)]
[d(z, A) + d(z, A∗)][d(w,A) + d(w,A∗)]
≤ d(z, w)
[
d(w,A∗) + d(w,A)
]
[d(z, A) + d(z, A∗)][d(w,A) + d(w,A∗)]
=
d(z, w)
d(z, A) + d(z, A∗)
≤ d(z, w)
d(A,A∗)
< ε.
Por simetría, se obtiene L(w) − L(z) ≤ d(w, z)
d(A,A∗)
< ε. Por lo tanto, L es
uniformemente continua en X.
Para concluir, basta observar las siguientes equivalencias.
z ∈ L−1(0)⇔ L(z) = 0⇔ d(z, A)
d(z, A) + d(z, A∗)
= 0⇔ d(z, A) = 0⇔ z ∈ A, y
z ∈ L−1(1)⇔ L(z) = 1⇔ d(z, A)
d(z, A) + d(z, A∗)
= 1⇔ d(z, A∗) = 0⇔ z ∈ A∗.
Es decir, L−1(0) = A y L−1(1) = A∗.
Se siguen construyendo funciones continuas que se relacionen
adecuadamente con las propiedades del semigrupo. El objetivo final es
construir una función de Lyapunov (generalizada) para el semigrupo
dinámicamente gradiente para lo cual se usarán las propiedades
presentadas en el segundo capítulo.
Lema 3.1.6. Sea T (·), un semigrupo que admite un atractor global A.
Si (A,A∗) es un par atractor-repulsor para T (·), con A 6= ∅, entonces la
función del lema 3.1.5 induce la siguiente regla
K(z) = sup
t≥0
L
(
T (t)z
)
.
Con esta igualdad se obtiene una función K : X → [0, 1] que está bien
definida y es continua en X
3.1. RESULTADOS PREPARATORIOS 105
Demostración. La propiedad inicial: K(z) ∈ [0, 1], ∀z ∈ X se obtiene
directamente, pues el conjunto L(X) admite al número uno como
cota superior. Por otro lado, como no solo se verifican todas las
desigualdades L(z) ≤ K(z) ≤ 1, ∀z ∈ X, sino también que L(z0) = 1, ∀z0 ∈
A∗ entonces se obtiene
|K(z)−K(z0)| = |K(z)− 1| = 1−K(z) ≤ 1− L(z)
< |1− L(z)| = |L(z)− L(z0)|.
Por lo tanto, la continuidad de L implica que l´ım
z→z0
K(z) = K(z0), ∀z0 ∈ A∗
y se concluye que
K es continua en A∗. (3.6)
Por otro lado, el atractor local A admite una constante positiva 0 < ε <
d(A,A∗) con ω
(Oε(A)) = A, y así L(Oε(A)) es parte del intevalo [0, 1) y la
constante r = sup
x∈Oε(A)
L(x) ≤ 1. En este contexto, el abierto (− r
2
, r
2
) ∩ [0, 1]
de [0, 1] induce una constante positiva 0 < δ < ε para la cual se verifica
L
(Oδ(A)) ⊂ [0, r2). Además, el lema 2.2.5 garantiza la existencia de
una constante 0 < δ
′
< δ de modo que la δ′−vecindad Oδ′(A) satisface
γ+(Oδ′(A)) ⊂ Oδ(A). En otras palabras, la condición z ∈ Oδ′(A) no solo
implica T (t)z ∈ Oδ(A), ∀t ≥ 0, sino también 0 ≤ L(T (t)z) < r2 , ∀t ≥ 0 y
0 ≤ sup
t≥0
L(T (t)z) ≤ r
2
< r. Es decir, K(Oδ′(A)) ⊂ [0, r) = (−r, r) ∩ [0, 1]. Por
lo tanto,
K es continua en A. (3.7)
Para continuar se presenta la siguiente afirmación, a partir de la cual
se obtiene la demostración.
Afirmación. La función K es continua en cada z0 ∈ X\(A ∪ A∗).
z0 6∈ A : Por la parte (b) en la proposición 2.2.8, se presentan dos casos
complementarios:
ξz0 (t)
t→+∞−−−−→ A∗ o bien ξz0 (t) t→+∞−−−−→ A.
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En el primer caso, 1 = l´ım
t→+∞
L(T (t)z0) ≤ K(z0) ≤ 1 y así K(z0) = 1. Por
otro lado, si 0 < ε < 1, la continuidad de L genera V , una vecindad
abierta de A∗ en X con L(V ) ⊂ (1 − ε, 1] = (1 − ε, 1 + ε) ∩ [0, 1]. En este
contexto, si t0 > 0 satisface T (t0)z0 ∈ V , la continuidad de T (t0) induce
una vecindad abierta U de z0 tal que T (t0)U ⊂ V . En esta vecindad, sus
elementos z ∈ U satisfacen T (t0)z ∈ V y así 1 − ε < L
(
T (t0)z
)
. Por otro
lado, las desigualdades L
(
T (t0)z
) ≤ sup
t≥0
L
(
T (t)z
)
= K(z) muestran que
K(z) > 1 − ε para todo z ∈ U . Consecuentemente, la vecindad U de z0
cumple K(U) ⊂ (1 − ε, 1] (con K(z0) = 1). Por lo tanto, la afirmación se
cumple cuando l´ım
t→+∞
d(T (t)z0, A
∗) = 0.
En el segundo caso, 0 = l´ım
t→+∞
L
(
T (t)z0
)
y 0 < L(z0) < 1. La continuidad
de L genera una constante δ > 0 para la cual
L(Oδ(A)) ⊂
(−L(z0)
2
,
L(z0)
2
)
∩ [0, 1] =
[
0,
L(z0)
2
)
(3.8)
El lema 2.2.5 induce una constante δ′ ∈ (0, δ) de modo que
γ+
(Oδ′(A)) ⊂ Oδ(A). (3.9)
Así, existe t0 > 0 para lo cual T (t0)z0 ∈ Oδ′(A) y T (t)z0 ∈ Oδ(A), ∀t ≥ t0.
Por la continuidad de T (t0), existe una vecindad abierta U1 de z0 en X
tal que la imagen T (t0)U1 ⊂ Oδ′(A). Por (3.9), se cumple
z ∈ U1 ⇒ T (t)z ∈ Oδ(A), ∀t ≥ t0
y se entiende el comportamiento de la órbita positiva de T (t)U1 siempre
que t ≥ t0. Además, (3.8) implica sup
t≥t0
L
(
T (t)z
) ≤ L(z0)
2
, ∀z ∈ U1.
Finalmente, la continuidad de L genera una vecindad abierta U2 de z0
en X donde L(z) > L(z0)
2
, ∀z ∈ U2. En este contexto, para la intersección
U := U1 ∩ U2 cada elemento z ∈ U satisface sup
t≥t0
L
(
T (t)z
) ≤ L(z0)
2
y L(z) >
L(z0)
2
. Es decir, L
(
T (t)z
) ≤ L(z0)
2
< 1
2
para todo t ≥ t0 y L(T (t)z) > L(z0)2
cuando 0 ≤ t ≤ t0 pues la imagen del complemento L(X\(A ∪ A∗)) es
parte del intervalo abierto (0, 1). De aquí resulta que
K(z) = sup
0≤t≤t0
L(T (t)z), ∀z ∈ U.
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Por la compacidad de [0, t0] existe sz ∈ [0, t0] tal que K(z) = L(T (sz)z) y
existe s0 ∈ [0, t0] tal que s0 = l´ım
z→z0
sz, en este contexto
l´ım
z→z0
K(z) = l´ım
z→z0
L(T (sz)z) = L(T (s0)z0) ≤ sup
0≤t≤t0
L(T (t)z0) = K(z0).
Por otro lado, existe t′ ∈ [0, t0] tal que K(z0) = L(T (t′)z0); desde que
L(T (t′)z) ≤ K(z), ∀z ∈ U , la continuidad de T (t′) implica que
K(z0) = L(T (t
′)z0) = l´ım
z→z0
L(T (t′)z) ≤ l´ım
z→z0
K(z).
Esto genera la continuidad de K en z0 si l´ım
t→+∞
d(T (t)z0, A) = 0. Por lo
tanto, la afirmación se cumple cuando z0 6∈ A.
z0 ∈ A : La solución global ξz0 es acotada y ξz0(R) es parte del atractor
global y por la parte (a) en la proposición 2.2.8, se obtiene
ξz0(t)
t→+∞−−−−→ A. La prueba del segundo caso en la página 106,
demuestra la afirmación cuando z0 ∈ A.
La afirmación de la página 105, (3.6) y (3.7) demuestran el lema.
El siguiente lema es útil para simplificar la construcción de la
función de Lyapunov.
Lema 3.1.7. Sea T (·), un semigrupo que admite un atractor global A. Si
(A,A∗) es un par atractor-repulsor para T (·), con A 6= ∅, entonces
(a) K : X → [0, 1] es decreciente a lo largo de las soluciones.
(b) K−1(0) = A y K−1(1) ∩ A = A∗.
(c) Si z ∈ A y K(T (t)z) = K(z), ∀ t ≥ 0 entonces z ∈ A ∪A∗.
donde K es la función definida en el lema 3.1.6
Demostración. En (a), se observa que por cada elemento z ∈ X, la
función t 7→ K(T (t)z) es decreciente, pues para 0 ≤ t1 ≤ t2:
K(T (t1)z) = sup
t≥0
L(T (t)T (t1)z) = sup
t≥0
L(T (t+ t1)z) = sup
t≥t1
L(T (t)z)
≥ sup
t≥t2
L(T (t)z) = sup
t≥0
L(T (t+ t2)z) = K(T (t2)z).
Por lo tanto, el ítem (a) es verdadero.
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En (b), cada elemento z ∈ A satisface T (t)z ∈ A, ∀t ≥ 0 y así K(z) = 0;
en otras palabras, A ⊂ K−1(0). Recíprocamente, cuando z ∈ K−1(0),
la definición de K implica que L
(
T (t)z
)
= 0, ∀t ≥ 0, en particular
L
(
T (0)z
)
= L(z) = 0 muestra que z ∈ A, y se obtiene K−1(0) ⊂ A. Por lo
tanto,
K−1(0) = A. (3.10)
Para probar que K−1(1) ∩ A ⊂ A∗, se procede por el absurdo y se
admite algún z ∈ A con K(z) = 1 y z /∈ A∗. Por (2.15), el invariante
aislado A ⊃ ω(z) y por (3.10), tal z /∈ A. Por la proposición 2.2.8,
d(T (t)z, A)
t→+∞−−−−→ 0; luego, l´ım
t→+∞
L(T (t)z) = 0. La prueba del segundo
caso en la página 106 existe una vecindad U de z0 ∈ A \ (A ∪ A∗) y
una constante t0 > 0 de modo que K(z) = sup
0≤t≤t0
L
(
T (t)z
)
, ∀z ∈ U . Por la
compacidad de [0, t0], existe t
′ ∈ [0, t0] tal que K(z) = L
(
T (t
′
)z
)
= 1. Luego
T (t′)z ∈ A∗, y ω(z) = ω(T (t′)z) ⊂ A∗. Esta contradicción con ω(z) ⊂ A
implica K−1(1) ∩A ⊂ A∗. Recíprocamente, A∗ ⊂ K−1(1) pues cada z ∈ A∗
satisface L(T (t)z) = 1, ∀t ≥ 0, luego z ∈ K−1(1) y A∗ ⊂ K−1(1) ∩ A. Por
tanto,
K−1(1) ∩ A = A∗ y se demuestra (b).
En (c), se procede por el absurdo. Sea z ∈ A con K(T (t)z) =
K(z), ∀t ≥ 0 y z /∈ A ∪ A∗. Existe una solución global acotada ξz y la
proposición 2.2.8 implica d(T (t)z, A)
t→+∞−−−−→ 0, luego ω(z) ⊂ A. Por otro
lado, K(T (t)z) = K(z) implica
K(z) = l´ım
t→+∞
K(T (t)z)
= l´ım
t→+∞
sup
r≥0
[
d(T (r)T (t)z, A)
d(T (r)T (t)z, A) + d(T (r)T (t)z, A∗)
]
= 0,
y así z ∈ K−1(0) = A. Esta contradicción demuestra (c).
La siguiente proposición es una de las más importantes para
construir la función de Lyapunov. Se utilizan las propiedades de las
funciones K y h, ya definidas.
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Proposición 3.1.8. Sea T (·), un semigrupo que admite un atractor
global A. Si (A,A∗) es un par atractor-repulsor para T (·), con A 6= ∅
entonces existe una función continua f : X → R que satisface lo
siguiente:
(a) f : X → R es decreciente a lo largo de las soluciones.
(b) f−1(0) = A y f−1(1) ∩ A = A∗.
(c) Si z ∈ X y f(T (t)z) = f(z), ∀ t ≥ 0 entonces z ∈ A ∪ A∗.
Demostración. Sea h : X → R, la función del lema 3.1.4 y seaK : X → R,
como en el lema 3.1.6. Se define f : X → R por la igualdad
f(z) = K(z) + h(z)
y se obtiene una función continua que es decreciente a lo largo de las
soluciones, pues son propiedades que se heredan de K y h. Se cumple
el ítem (a).
En (b), cada z ∈ A satisface f(z) = K(z) + h(z) = 0 y así A ⊂ f−1(0).
Para la otra inclusión, se nota que cada z ∈ f−1(0) satisface h(z) =
K(z) = 0 y por eso z ∈ A. En otras palabras, f−1(0) ⊂ A y se concluye
que se verifica la igualdad.
f−1(0) = A.
Para la segunda parte, basta observar que f(z) = K(z) para todo z ∈ A
(el atractor global) es decir f |A = K|A y f−1(1)∩A = K−1(1)∩A = A∗. Por
lo tanto, se cumple (b).
En (c), si z ∈ A, el lema 3.1.4 y la invarianza del atractor global
muestran que f
(
T (t)z
)
= K
(
T (t)z
)
= K(z), ∀t ≥ 0 y por el lema 3.1.6,
z ∈ A ∪ A∗. Por tanto, se obtiene (c) si z ∈ A. Para concluir, se procede
por contradicción y se asume:
Existe z0 6∈ A tal que f(z0) = f
(
T (t)z0
)
, ∀t ≥ 0. (3.11)
La proposición 2.2.8 implica ξ+z0 (t)
t→+∞−−−−→ A∗∪A. Se presentan dos casos,
cada uno de los cuales genera una contradicción.
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En el primer caso, l´ım
t→+∞
d(T (t)z0, A) = 0. La continuidad h y K
implican fácilmente que l´ım
t→+∞
K(T (t)z0) = 0 y l´ım
t→+∞
h(T (t)z0) = 0. De
(3.11), se obtiene que
f(z0) = l´ım
t→+∞
f(T (t)z0) = l´ım
t→+∞
K(T (t)z0) + l´ım
t→+∞
h(T (t)z0) = 0.
En consecuencia, z0 ∈ f−1(0) = A ⊂ A. Una contradicción con z0 ∈ X\A.
Segundo caso, l´ım
t→+∞
d(T (t)z0, A
∗) = 0. En este caso, también se
obtiene l´ım
t→+∞
K(T (t)z0) = 1 y l´ım
t→+∞
h(T (t)z0) = 0 y se concluye que
f(z0) = l´ım
t→+∞
f(T (t)z0) = l´ım
t→+∞
K(T (t)z0) + l´ım
t→+∞
h(T (t)z0) = 1
Es decir, 1 = l´ım
t→+∞
K(T (t)z0) ≤ K(z0) ≤ 1 y por eso se tiene que h(z0) = 0
es decir z0 ∈ A. Una contradicción con z0 ∈ X\A. Se cumple (c). Por lo
tanto, se cumple la proposición.
3.2 Resultados Principales
En esta sección se presenta los dos resultados principales de la tesis.
El primero es la equivalencia entre los semigrupos gradiente y tipo-
gradiente. El segundo es la construcción de la función de Lyapunov.
3.2.1 Equivalencia entre los semigrupos gradiente y
tipo–gradiente
Para el caso de espacios compactos los autores de [28, 27] extienden las
técnicas presentadas por Conley y demuestran que la descomposición
de Morse implica la existencia de una función de Lyapunov. En
la proposición 3.2.1 se presenta un resultado similar pero sin
restricciones en el espacio; las técnicas depende intrínsecamente de
la dinámica y no se usa la demostración de Conley [14]. Se concluye
presentando el primer teorema principal que es la equivalencia en los
sistemas gradientes1 (teorema 3.2.2).
1Un interesante generalización aparece en [6]
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Proposición 3.2.1. Si T (·) es dinámicamente gradiente con respecto a
S = {E1, . . . , En}, entonces existe una función de Lyapunov V : X → R
como en la definición 3.1.1 de tal forma que V (Ek) = k−1 para 1 ≤ k ≤ n.
Demostración. Por la proposición 2.3.7 se asume que S es una
descomposición de Morse de A. Por el teorema 2.3.8, los conjuntos
Ak =
k⋃
i=1
W u(Ei) con 1 ≤ k ≤ n son atractores locales que satisfacen
A0 = ∅ ⊂ A1 ⊂ · · · ⊂ An−1 ⊂ An = A y los respectivos repulsores no solo
cumplen Ej = Aj ∩A∗j−1, sino también
n⋂
j=0
(Aj ∪ A∗j) =
n⋃
j=1
Ej .
A partir de esto, se consideran Kj : X → R las funciones continuas
asociadas a cada par atractor-repulsor (Aj , A∗j) del lema 3.1.6, esto es
Kj(z) = sup
t≥0
[
d
(
T (t)z, Aj
)
d
(
T (t)z, Aj
)
+ d
(
T (t)z, A∗j
)], ∀1 ≤ j ≤ n,
y se define
V (z) = h(z) +
n∑
j=0
Kj(z),
donde h es la función continua del lema 3.1.4 y convenientemente se
escribe K0(z) = sup
t≥0
[
d
(
T (t)z, ∅)
d
(
T (t)z, ∅)+ d(T (t)z,A)
]
= 0.
Afirmación. V : X → R es una función de Lyapunov generalizada con
respecto a S = {E1, . . . , En} y V (Ek) = k − 1 para todo 1 ≤ k ≤ n.
La continuidad de V se hereda de las funciones que la definen.
Análogamente, desde de que h y Kj son decrecientes a lo largo de las
soluciones se obtiene que
[0,∞) ∋ t 7→ V (T (t)x) ∈ R es decreciente, ∀x ∈ X.
Por otro lado, si z ∈ Ek = Ak ∩ A∗k−1 entonces z ∈ Ak ⊂ Ak+1 ⊂ · · · ⊂
An = A y z ∈ A∗k−1 ⊂ A∗k−2 ⊂ · · · ⊂ A∗1 ⊂ A∗0 = A. En consecuencia
h(z) = 0, Kj(z) = 1, si 1 ≤ j ≤ k − 1 y Kj(z) = 0, si k ≤ j ≤ n. Es decir,
V (z) =
n∑
j=0
Kj(z) =
k−1∑
j=0
kj(z) +
n∑
j=k
Kj(z) =
k−1∑
j=0
1 +
n∑
j=k
0 = k − 1.
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Por lo tanto,
V (Ek) = k − 1, para todo 1 ≤ k ≤ n.
Para concluir con la afirmación se probará la última condición de la
definición 3.1.1 esto es, para cada z ∈ X,(
V (T (t)z) = V (z), ∀t ≥ 0
)
⇔ z ∈
n⋃
j=1
Ej . (3.12)
Para la prueba de la suficiencia se consideran las funciones h y
Kj las cuales son decrecientes a lo largo de las soluciones de T (·) es
decir se cumplen las desigualdades h(T (t)z) ≤ h(z) ∀t ≥ 0 y Kj(T (t)z) ≤
Kj(z), ∀t ≥ 0 cuando 0 ≤ j ≤ n. Si se asume que existe t > 0 con
h(T (t)z) < h(z) (respectivamente Kj(T (t)z) < Kj(z) para algún 0 < j ≤ n)
al sumar a cada lado de
n∑
j=0
Kj(T (t)z) ≤
n∑
j=0
Kj(z) (respectivamente
h(T (t)z)+
n∑
i=0, i 6=j
Ki(T (t)z) ≤ h(z)+
n∑
i=0, i 6=j
Ki(z)) se obtiene V (T (t)z) < V (z),
lo cual genera una contradicción con la hipótesis de (3.12). Por lo tanto,
h(T (t)z) = h(z), ∀t ≥ 0 (respectivamente Kj(T (t)z) = Kj(z), ∀t ≥ 0 cuando
0 ≤ j ≤ n). En otras palabras, cada fj = Kj + h satisface
fj(T (t)z) = fj(z), ∀t ≥ 0.
Consecuentemente, la parte (c) de la proposición 3.1.8 implica que
z ∈ (Aj ∪ A∗j) cuando 0 ≤ j ≤ n. Es decir, se concluye:
z ∈
n⋂
j=0
(Aj ∪A∗j ) =
n⋃
j=1
Ej .
Para la prueba de la necesidad se acepta que z ∈
n⋃
j=1
Ej =
n⋂
j=0
(Aj ∪ A∗j).
Luego para cada 0 ≤ j ≤ n se obtiene que z ∈ Aj ∪A∗j .
En el primer caso: z ∈ Aj se cumple que T (t)z ∈ Aj ⊂ A, ∀t ≥ 0 y así
d(T (t)z, Aj) = 0, d(T (t)z, A∗j) > 0 y h(T (t)z) = 0 cuando t ≥ 0. En otras
palabras, no solo cada Kj(T (t)z) = 0, ∀t ≥ 0 sino también la función
V (T (t)z) = h(T (t)z) +
∑n
j=0Kj(T (t)z) = 0, ∀t ≥ 0. En particular,
V (T (t)z) = V (z) = 0, ∀t ≥ 0.
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Análogamente, en el segundo caso: z ∈ A∗j , cada Kj(T (t)z) = 1, ∀t ≥ 0 y
también h(T (t)z) = 0, ∀t ≥ 0. Es decir,
V (T (t)z) = V (z) = n, ∀t ≥ 0.
Y esto concluye la validez de (3.12). Por lo tanto, se cumple la
proposición.
Para los semigrupos que admiten un atractor global, ser
dinámicamente gradiente con respecto a una familia aislada es
equivalente a poseer una función de Lyapunov generalizada.
Teorema 3.2.2. Sea T (·), un semigrupo que admite un atractor global A
y sea S = {E1, . . . , En}, una familia invariante aislada. Son equivalentes:
(1) T (·) es un semigrupo gradiente con respecto a S.
(2) T (·) es S−dinámicamente gradiente.
Demostración. Se obtiene directamente de las proposiciones 3.1.2 y
3.2.1.
Ejemplo 3.2.3. Del resultado del ejemplo 2.3.5, se concluye que T (·)
es un semigrupo gradiente respecto a la familia invariante aislada
S = {E1, E2, E3}, dada en el ejemplo 2.2.15.
Ejemplo 3.2.4 (de [1]). Si f ∈ C2(R,R) satisface l´ım
‖u‖→∞
f(u)
u
< 0 y Ω ⊂ Rn
es un dominio limitado con frontera suave, para p > n se cumple que la
siguiente ecuación de reacción-difusión con condiciones de frontera tipo
Neumann 
ut = ∆u+ f(u) x ∈ Ω t ≥ 0;
∂nu(x, t) = 0 x ∈ Ω t ≥ 0;
u(·, 0) = u0 ∈ W 1,p(Ω)
(3.13)
induce un semigrupo dinámicamente gradiente en W 1,p(Ω) si cada
equilibrio es hiperbólico. El teorema 3.2.2 implica que (3.13) admite
una función de Lyapunov V : W 1,p(Ω) → R, continua, decreciente a lo
largo de las soluciones y constante en cada conjunto invariante de la
descomposición de Morse (vea [3]).
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3.2.2 Construcción de una función de Lyapunov, con
regularidad
Finalmente, se presenta el segundo teorema principal de la tesis en la
cual se construye una función de Lyapunov que además de poseer
la propiedad mencionada en la proposición 3.2.1 es diferenciable
y estrictamente decreciente a lo largo de las soluciones que no se
originan en los conjuntos invariantes aislados (teorema 3.2.6).
Lema 3.2.5. Sea T (·), un semigrupo que admite un atractor global A y
sea S = {E1, . . . , En}, una familia invariante aislada. Si V es una función
de Lyapunov generalizada de T (·), con respecto a S entonces la función
W : X → R
W (z) =
∫ ∞
0
e−tV (T (t)z)dt
está bien definida y también satisface la definición 3.1.1.
Demostración. Por cada z ∈ X se cumple V (T (t)z) ≤ V (z), ∀t ≥ 0 y por
ello
W (z) =
∫ ∞
0
e−tV (T (t)z)dt ≤
∫ ∞
0
e−tV (z)dt = V (z) ∈ R, ∀z ∈ X. (3.14)
Si {z1, z2} ⊂ X, la diferencia W (z1) − W (z2) =
∫ ∞
0
e−t
[
V (T (t)z1) −
V (T (t)z2)
]
dt está formada por integrales convergentes. En particular,
cuando z1 = z2 se cumple W (z1) = W (z2) y se concluye que W está bien
definida.
Afirmación 1. W es continua en cada z0 ∈ X.
Por la continuidad de V en z0, cada ε > 0 induce una constante
positiva δ0 = δ(z0, ε) > 0 de modo que la imagen V
(Oδ0(z0)) es parte
del intervalo (V (z0) − ε, V (z0) + ε). En este contexto, no solo existe el
supremo Mδ0 := sup{V (T (t)z) : z ∈ Oδ0(z0), t ≥ 0}, sino también una
constante t0 = t(z0, δ0) > ln(4ε (Mδ0 + 1)) para la cual se cumple∫ ∞
t0
e−tdt =
1
et0
<
ε
4(Mδ0 + 1)
. (3.15)
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Por otro lado, la continuidad de [0,∞)×X ∋ (t, x) 7→ V (T (t)x) ∈ [0,∞) y la
compacidad de [0, t0] garantizan la existencia de una constante positiva
0 < δ < δ0 de modo que d(z, z0) < δ implica |V (T (t)z)−V (T (t)z0)| < ε2 y así∫ t0
0
e−t
∣∣V (T (t)z)− V (T (t)z0)∣∣dt < ε
2
∫ t0
0
e−tdt =
ε
2
(1− e−t0) < ε
2
. (3.16)
Además cuando d(z, z0) < δ se tiene
|V (T (t)z)− V (T (t)z0)| ≤ |V (T (t)z)| + |V (T (t)z0)| ≤ 2Mδ0 . (3.17)
Por lo tanto, de (3.16), (3.17) y (3.15) sigue:
|W (z)−W (z0)| =
∣∣∣ ∫ ∞
0
e−t[V (T (t)z)− V (T (t)z0)]ds
∣∣∣
≤
∣∣∣ ∫ t0
0
e−t[V (T (t)z)− V (T (t)z0)]ds
∣∣∣
+
∫ ∞
t0
e−t
∣∣∣V (T (t)z)− V (T (t)z0)∣∣∣ds
<
ε
2
+ 2Mδ0
∣∣∣ ∫ ∞
t0
e−tdt
∣∣∣ < ε.
Esto muestra la afirmación 1.
Afirmación 2. Por cada z ∈ X, la función [0,∞) ∋ t 7→ W (T (t)z) ∈ R es
decreciente.
Como V es decreciente a lo largo de las soluciones de T (·), se
obtiene:
W (T (t)z) =
∫ ∞
0
e−sV (T (s+ t)z)ds
≤
∫ ∞
0
e−sV (T (s)z)ds = W (z), ∀t ≥ 0.
Entonces W (T (t)z) ≤W (z), ∀t ≥ 0. Esto muestra la afirmación 2.
Afirmación 3. W es constante en Ei para cada 1 ≤ i ≤ n
Si z ∈ Ei, la invarianza del conjunto muestra que T (t)z ∈ Ei, ∀t ≥ 0.
Como V es una función de Lyapunov entonces V (T (t)z) = C para t ≥ 0
(C es constante) luego
W (z) =
∫ ∞
0
e−tV (T (t)z)dt = C.
Esto muestra la afirmación 3.
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Afirmación 4. W (T (t)z) = W (z), para todo t ≥ 0 si y sólo si z ∈ ⋃ni=1Ei.
Cuando z ∈ ⋃ni=1Ei, existe algún 1 ≤ j ≤ n donde T (t)z ∈ Ej ⊂ ⋃ni=1Ei
para todo t ≥ 0. Luego, la función de Lyapunov V satisface V (T (t)z) =
C, ∀t ≥ 0 y así
W (T (t)z) =
∫ ∞
0
e−sV (T (s)T (t)z)ds =
∫ ∞
0
e−sV (T (s+ t)z)ds = C, ∀t ≥ 0.
Por lo tanto, W (T (t)z) = W (z) para todo t ≥ 0. Recíprocamente, si z ∈ X
satisface W (T (t)z) = W (z) entonces se obtiene
0 = W (T (t)z)−W (z) =
∫ ∞
0
e−s[V (T (s+ t)z)− V (T (s)z)]ds. (3.18)
Como V es decreciente a lo largo de las soluciones, se tiene V (T (s+t)z)−
V (T (s)z) ≤ 0. (Si se supone que V (T (s + t)z) − V (T (s)z) < 0 entonces
W (T (t)z) − W (z) < 0, lo cual es una contradicción con (3.18)). Por lo
tanto V (T (s + t)z) = V (T (s)z) para todo s ≥ 0. En particular, para s = 0
se obtiene V (T (t)z) = V (z), ∀t ≥ 0 con V una función de Lyapunov,
consecuentemente z ∈ ⋃ni=1Ei. Esto muestra la afirmación 4.
Por lo tanto se cumple el lema.
El siguiente es uno de los más importantes de la tesis.
Teorema 3.2.6. Si T (·) es dinámicamente gradiente con respecto a S =
{E1, . . . , En} entonces no solo existe una función de Lyapunov V : X → R
con V (Ek) = k − 1 para 1 ≤ k ≤ n sino también W : X → R:
W (z) =
∫ ∞
0
e−tV (T (t)z)dt,
satisface la definición 3.1.1. Además,
(a) [0,∞) ∋ t 7→W (T (t)z) es estrictamente decreciente para z /∈
n⋃
j=1
Ej.
(b) [0,∞) ∋ t 7→W (T (t)z) es diferenciable para todo z ∈ X.
Demostración. Por el lema 3.2.5, W satisface la definición 3.1.1. Para
probar (a) se considera z /∈ ⋃nj=1Ej y t > 0. Como V es decreciente a lo
largo de las soluciones:
W (T (t)z)−W (z) =
∫ ∞
0
e−s[V (T (s+ t)z)− V (T (s)z)]ds ≤ 0.
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Si W (T (t˜)z) − W (z) = 0 para algún t˜ > 0, V (T (s + t˜)z) − V (T (s)z) =
0, ∀s ≥ 0. En particular cuando s = 0, se tiene V (T (t˜)z) = V (z).
Por otro lado, desde que V es una función de Lyapunov se cumple
V (T (t˜)z) ≤ V (T (s)z) ≤ V (z), cuando 0 ≤ s ≤ t˜, en consecuencia
V (T (s)z) = V (z) cuando s ∈ [0, t˜]. Si W (T (τ)z) − W (z) = 0 para algún
τ > t˜, V (T (s + τ)z) = V (T (s)z), ∀s ≥ 0. Para t˜ ≤ s ≤ τ, se tiene
V (T (τ)z) ≤ V (T (s)z) ≤ V (T (t˜)z), de aquí se desprende V (T (s)z) = V (z),
para todo s ∈ [t˜, τ ]. Repitiendo este razonamiento con t˜ > 0 se concluye
que V (T (s)z) = V (z), ∀s ≥ 0. Esto contradice la elección de z. Por lo
tanto, W (T (t)z) < W (z) para todo t > 0. Se cumple (a).
Para probar (b) se considera z ∈ X, t ≥ 0 y h ∈ R. Luego,
W (T (t+ h)z)−W (T (t)z)
h
es igual a
1
h
[ ∫ ∞
0
e−sV (T (s+ t+ h)z)ds−
∫ ∞
0
e−sV (T (s+ t)z)ds
]
=
1
h
[ ∫ ∞
t+h
e−s+t+hV (T (s)z)ds−
∫ ∞
t
e−s+tV (T (s)z)ds
]
=
1
h
[
et+h
∫ ∞
t+h
e−sV (T (s)z)ds− et
∫ ∞
t
e−sV (T (s)z)ds
]
=
1
h
{
et+h
∫ ∞
t+h
e−sV (T (s)z)ds− et[ ∫ t+h
t
e−sV (T (s)z)ds+
∫ ∞
t+h
e−sV (T (s)z)ds
]}
=
et
h
{
(eh − 1)
∫ ∞
t+h
e−sV (T (s)z)ds−
∫ t+h
t
e−sV (T (s)z)ds}.
Cuando h→ 0, el siguiente límite
l´ım
h→0
W (T (t+ h)z)−W (T (t)z)
h
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es igual a
et l´ım
h→0
(eh − 1)
h
∫ ∞
t+h
e−sV (T (s)z)ds− et l´ım
h→0
1
h
∫ t+h
t
e−sV (T (s)z)ds
= et
∫ ∞
t
e−sV (T (s)z)ds− et l´ım
h→0
e−(t+h)V (T (t+ h)z)
= et
∫ ∞
t
e−sV (T (s)z)ds− V (T (t)z)
= et
∫ ∞
0
e−(s+t)V (T (s+ t)z)ds− V (T (t)z)
=
∫ ∞
0
e−sV (T (s)T (t)z)ds− V (T (t)z)
= W (T (t)z)− V (T (t)z) ≤ 0.
(Vea (3.14)). Por lo tanto, se cumple el teorema.
Conclusiones
En este trabajo de tesis se estableció las equivalencias entre:
1. La descomposición de Morse que se presenta en la definición 1.4.7
y la que se presenta en [1, definición 2.10].
2. Los conceptos de atractor local débil el cuál se encuentra dentro
de un conjunto compacto invariante y el de atractor local que se
encuentra dentro del atractor global (vea proposición 2.2.9).
3. Los semigrupos gradientes y los de tipo-gradiente para lo cuál se
utilizó la teoría de Morse cumpliendo así con uno de los objetivos
de la tesis (vea teorema 3.2.2 ).
Además de estas equivalencias, se presentó la construcción de una
función de Lyapunov generalizada con dos propiedades adicionales las
cuales son: decreciente y diferenciable a lo largo de las soluciones,
cumpliendo así con el otro objetivo de la tesis (vea teorema 3.2.6).
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