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ABSTRACT
Kelkar, Aniruddha V. Ph.D., Purdue University, December 2014. On the Theory of
Brownian Aggregation in Colloidal Dispersions. Major Professors: Elias I. Franses
and David S. Corti.
Brownian aggregation kinetics is a topic of interest for colloidal dispersions, macro-
molecular fluids, nanoparticle self-assembly, and biochemical reactions. The manip-
ulation of colloidal dispersion stability by containing or promoting aggregation rates
is manifest in several natural phenomena and engineering applications. The destabi-
lization of silt dispersions as river water mixes with the high-ionic-strength seawater
near river system deltas leads to the deposition of fertile soil on the river banks. Pig-
ments used in the stone age paintings found in the Lascaux caves of France and in
the written records of Egyptian pharaohs are early examples of stabilized colloidal
dispersions. Present day applications include the manufacturing of paints and coat-
ings, inkjet printing, formulation of food and pharmaceutical dispersions, waste-water
treatment, and in the transport of solids during oil production. Aspects of this prob-
lem are also important in biological systems and affect cellular organization, enzyme
catalysis, protein aggregation, and macromolecular binding. The primary focus of
the thesis is on the fundamental study of this problem.
Brownian aggregation in concentrated dispersions of hard spheres, interacting
spheres — van der Waals or DLVO potential, and binary mixtures of hard spheres
is examined. Much of the current understanding of Brownian aggregation kinetics
stems from the models of Smoluchowski and Fuchs. These classical approaches are
evaluated using a more rigorous coarse-grained technique — Brownian dynamics sim-
ulation. The predictions of these two models agree with simulation results only for
very dilute dispersions, φ < 0.005, with errors of up to three orders of magnitude in
xxii
more concentrated systems. For most applications, these classical models are thus
inadequate. Using approaches from within the “liquid-state” dynamic density func-
tional theory, new models for Brownian aggregation are developed. The predictions of
the new models are in excellent agreement with the simulation results. On the basis
of these models, a new mechanistic understanding for Brownian aggregation in con-
centrated dispersions is gained: the higher aggregation rates result from short-range
ordering, non-idealities in particle diffusion, and unsteady-state effects. Moreover,
explanations for rate constant asymmetry and time lag in aggregation kinetics are
provided for the first time.
Furthermore, some more applied but related problems are also studied. A simple
model is developed to account for the effect of aggregation on the sedimentation
dynamics of colloidal dispersions. Aspects of the phase behavior and stability in
certain model water in oil emulsions are also investigated. Finally, a population
balance framework is developed to account for the effects for aggregation on the
transport of solids in oil production.
11. THESIS OVERVIEW AND CHAPTER SYNOPSIS
1.1 Motivation and Summary
Considerations of colloidal dispersion stability are manifest in several natural phe-
nomena and engineering applications. Pigments used in the written records of Egyp-
tian pharaohs and in Stone Age paintings found in the Lascaux caves of France are
some of the earliest examples of the use of stabilized colloidal systems [Evans and
Wennerstrom 1999]. Moreover, the destabilization of silt dispersions as river water
mixes with high-ionic-strength seawater near river-system deltas results in the depo-
sition of fertile soil. Manipulating the stability of dispersions is a challenge for the
manufacturing of paints and coatings, enhanced oil recovery, waste-water treatment,
corrosion science [Russel, Saville and Schowalter 1992], membrane fouling [Bacchin,
Aimar and Sanchez 1995, Yiantsios and Karabelas 1998], pharmaceutical dispersions
[Illum, Jacobsen, Mu¨ller, Mak and Davis 1987, Riley, Govender, Stolnik, Xiong, Gar-
nett, Illum and Davis 1999, Wissing, Kayser and Mu¨ller 2004], biotechnology [Tartaj,
del Puerto Morales, Veintemillas-Verdaguer, Gonza´lez-Carren˜o and Serna 2003, Park,
Huang, Corti and Franses 2010], formulation of food products [Dickinson 1998], inkjet
printing [Dong, Corti, Franses, Zhao, Ng and Hanson 2010, Dong, Corti, Franses,
Zhao, Ng and Hanson 2011, Dong, Chen, Corti, Franses, Zhao, Ng and Hanson 2011],
and in solids transportation during oil production [Sloan, Koh, Sum, Ballard, Creek,
Eaton, Lachance, Mcmullen, Palermo, Shoup and Talley 2010, Zerpa, Salager, Koh,
Sloan and Sum 2011, Maqbool, Raha, Hoepfner and Fogler 2011]. Colloidal dispersion
stability is often closely linked to particle aggregation. The thesis focuses principally
on some fundamental issues related to colloidal aggregation kinetics. Applications to
solids transport during oil production are also discussed.
2Aggregation may proceed by any one or a combination of perikinetic and or-
thokinetic (shear-induced, gravity-induced, and turbulent shear-induced) mechanisms
[Elimelech, Gregory, Jia and Williams 1995]. Perikinetic (or Brownian) aggregation,
where particle transport occurs by diffusion only, can destabilize colloidal dispersions,
ultimately leading to settling or creaming. Understanding Brownian aggregation ki-
netics is a topic of interest for macromolecular fluids, nanoparticle self-assembly, and
bio-chemical reactions. Aspects of this problem are also important in biological sys-
tems and affect cellular organization, enzyme catalysis, protein aggregation or bind-
ing between different macromolecules, for instance antigens and antibodies in cells
[Rice 1985, Marenduzzo, Finan and Cook 2006].
Much of the present understanding of Brownian aggregation has stemmed from
the work of Smoluchowski [1917] and Fuchs [1934]. Smoluchowski first described the
Brownian aggregation kinetics of hard spheres (no interparticle interactions), with
Fuchs extending his model to the case of interacting spheres. While widely used,
the Smoluchowski and Fuchs-Smoluchowski models provide accurate predictions for
only highly dilute systems. Empirical and simulation-based semi-empirical models
have since been proposed as improvements over the classical models for more con-
centrated systems [Hu¨tter 2000, Trzeciak, Podgo´rski and Marijnissen 2006, Heine
and Pratsinis 2007]. Despite their ease of use, these models fail to provide a mech-
anistic understanding of Brownian aggregation. On the basis of approaches within
the “liquid-state” dynamic density functional theory (DDFT), new rigorous theoret-
ical models are developed here. Models describing Brownian aggregation kinetics in
hard-sphere dispersions, interacting-sphere dispersions, and binary mixtures of hard
spheres are presented. The predictions of the new models are compared to several
earlier approaches, including the classical models, and to the results of Brownian
Dynamics simulations, which serve as the benchmarks.
The validity of the new models for highly concentrated systems is supported by
the near perfect agreement between their predictions and the simulation results. On
the other hand, the classical model predictions differ from simulation results by up to
3three orders of magnitude. Furthermore, the present treatment elucidates that short-
range ordering in dispersions, non-idealities in particle diffusion, and unsteady-state
effects lead to the enhancement of the aggregation rates in concentrated dispersions
of hard spheres, interacting spheres, and hard sphere mixtures. The short-range
ordering effects also result in asymmetric aggregation rate constants. In addition to
these effects, the new models predict and provide an explanation for the time lag in
the aggregation kinetics of spheres interacting via the DLVO potential. This time lag
was previously identified from the results of molecular simulations by Hu¨tter [2000].
Overall, a mechanistic understanding of Brownian aggregation kinetics is developed.
In addition to the detailed examination of Brownian aggregation kinetics, several
related topics were also studied. These are described in the appendices. A colloidal
dispersion is considered stable, most generally, only if there is minimal particle ag-
gregation and sedimentation. Aggregation results in increased particle sizes, thereby
increasing sedimentation rates. Meanwhile, the rates of aggregation are enhanced by
the effects of gravity-induced convective transport. Due to the coupled nature of the
two phenomena, an exact description of the destabilization process is complex and
computationally intensive. A simple model is developed here where the aggregation
and sedimentation phenomena are considered to be de-coupled and sequential. Using
sample calculations, the effect of aggregation on sedimentation times is delineated.
The model is being used to provide estimates of sedimentation times for various ink
dispersions.
Economic and environmental constraints in deepwater oil production necessitate
a deep understanding of colloidal dispersion stability [Camargo and Palermo 2002,
Colombel, Palermo, Barre´ and Gateau 2008, Maqbool et al. 2011]. Transportation of
solids present in crude oil (such as asphaltenes) or formed during production (such
as methane hydrates) requires that the solids remain dispersed in the production
fluid (oil and water mixture). Flow assurance is the umbrella discipline which deals
with these issues [Sloan et al. 2010]. Aggregation, sedimentation, and deposition
of solids on pipeline walls leading to flow blockage (or plugging) have tremendous
4economic and safety consequences. Current flow assurance mitigation strategies rely
on risk avoidance during the design stages of the transport system. Such strate-
gies are becoming increasingly unattractive due to the high associated costs. The
energy industry is transitioning toward a risk management approach [Camargo and
Palermo 2002, Colombel et al. 2008, Sloan et al. 2010], wherein a model predictive
control paradigm is being adapted. Toward that goal, a population-balance model is
presented here to study the effects of aggregation on the transportability of hydrate
suspensions.
Insights into methane hydrate formation can be obtained from experimental stud-
ies on model cyclopentane hydrate systems. Water-in-oil emulsions, typically used
to prepare hydrates for study, are examined. First, the phase behavior of water, cy-
clopentane, and surfactant (either Aerosol OT or SPAN 80) systems is characterized.
Emulsions with octane as the oil phase are also studied to provide benchmarks since
octane does not form hydrates. Substantial solubilization is observed in all systems
and is quantified. The effects of the dispersed phase and surfactant concentrations,
and temperature on emulsion stability are investigated. The stabilization mechanisms
for the two surfactants are thus explored. Studies using differential scanning calorime-
try are proposed to identify the mechanism of hydrate formation. Two cases are to be
considered: formation of hydrates from free water droplets or from solubilized water
present in micelles.
Overall, rigorous models are reported for Brownian aggregation kinetics for con-
centrated dispersions of hard spheres, interacting spheres, and binary mixtures of
hard spheres. The models are evaluated using results of Brownian dynamics sim-
ulations. Mechanistic insights into Brownian aggregation are obtained — short-
range ordering, non-ideal particle diffusion and unsteady-state effects play important
roles in the aggregation process. Rate constants are shown to be time dependent
and asymmetric for the first time. Furthermore, the time lag in the aggregation
kinetics of particles interacting via the DLVO potential is explained. Moreover,
original contributions are presented on more applied but related subjects.
51.2 Thesis Goals
As discussed earlier, the primary focus of this thesis is on understanding the fun-
damentals of Brownian aggregation kinetics. This is an old problem with widespread
applications. Secondary goals include understanding the effect of aggregation on the
sedimentation dynamics of colloidal dispersions, developing a framework based on
population balances for flow assurance, and examining aspects of phase behavior,
stability, and hydrate formation in model water-in-oil emulsions. The goals of the
thesis are enumerated here.
1. Develop Brownian Dynamics simulations for studying the kinetics of Brownian
aggregation. Codes are written to account for the effects of hydrodynamic inter-
actions and interparticle thermodynamic interactions. The simulation technique
is then to be validated by comparing its results to known results for dilute sys-
tems, including the aggregation rates and self-similar size distributions of the
aggregate clusters. The results of the simulations for higher concentrations are
then to be used as benchmarks. The structure of the fractal aggregate clusters
or the fractal dimensions are also to be determined.
2. Evaluate the classical Smoluchowski and Fuchs-Smoluchowski models using
Brownian Dynamics simulation results. The range of model parameters for
which the predictions of these models are accurate are to be determined. Fur-
thermore, the error in model predictions outside this range is to be estimated.
3. Improve on the limitations identified for the classical models and develop more
rigorous models for Brownian aggregation. The predictions of the new models
are then to be evaluated by comparing them to the results of Brownian Dy-
namics simulations. On the basis of the new models, the effects that result in
deviations from the classical model are to be identified. Mechanistic insights
into the Brownian aggregation kinetics in concentrated systems are to be thus
gained. Concentrated dispersions of hard spheres, interacting spheres — van
6der Waals or DLVO potentials, and binary mixtures of hard spheres are to be
considered.
4. Develop a simple approach to account for the effect of aggregation on the sed-
imentation dynamics of colloidal dispersions. The effect of the choice of the
kinetic model for aggregation used — either among the classical models or the
new models, is to be investigated. Using sample calculations, the effects of
various parameters on sedimentation times are to be understood.
5. Investigate aspects of phase behavior, stability, and hydrate formation in model
water in oil emulsions. Water in cyclopentane (and octane) emulsions are to be
studied with either SPAN 80 or Aerosol OT as dispersants. The mechanisms
for stabilization of droplets in these emulsions are to be delineated. Moreover,
mechanistic insights are to be gained by comparing the hydrate formation be-
havior in solutions of reverse micelles to those for emulsions.
6. Formulate a population balance framework for the transportation of hydrate
suspensions in pipelines. The model is to account for the effects of aggrega-
tion on the viscosity of the suspension and thus on the transportability of the
hydrates.
1.3 Synopsis
The current understanding of colloidal dispersion stability is reviewed in Chapter 2
to provide a background to and to illustrate the importance of the new develpoments
reported in this thesis. Various phenomena associated with dispersion stability in-
cluding aggregation and sedimentation are discussed. There are many mechanisms
by which these processes take place and the most common ones are reviewed. The
interparticle thermodynamic potential energy functions relevant to colloidal disper-
sions are examined; and the influence of these interactions and the solvent-mediated
hydrodynamic interactions on the dynamics of colloidal dispersions is delineated. The
7classical models of Smoluchowski [1917] and Fuchs [1934] for the kinetics of Brownian
aggregation of hard spheres and interacting spheres are described. The assump-
tions used in these models are critiqued and the limitations of these approaches are
stated. The commonly used models for orthokinetic aggregation are also examined.
The structures of the aggregate clusters formed because of aggregation are discussed.
Moreoever, the standard model of Mason and Weaver [1924] used to describe the
dynamics of colloidal sedimentation, without accounting for aggregation, is assesed.
Furthermore, details of the more rigorous molecular simulation techniques used to
study the dynamics of colloidal dispersions are provided and one such approach —
Brownian dynamics simulations, is discussed in detail. Finally, a brief overview of
the standard experimental methods used in the study of colloidal dispersion stability
is provided.
The unsteady-state effects in Brownian aggregation kinetics of hard spheres are
examined in Chapter 3: It has long been suspected that the Smoluchowski model
for Brownian aggregation of hard spheres is inaccurate for concentrated dispersions.
Here, the predictions of this classical model are compared to the results of the more
rigorous Brownian Dynamics (BD) simulations. Smoluchowski model predictions are
found to compare favorably with the BD simulations results only in the “infinitely”
dilute limit, or practically, for dispersions with initial particle volume fractions of
φ ≤ 5 × 10−4. Furthermore, on the basis of the solution to the general unsteady-
state diffusion equation, a new model for Brownian aggregation is developed. The
resulting aggregation rate “constant” is time dependent and approaches the steady-
state limit of the Smoluchowski model only at large times. Additionally, in contrast
to the Smoluchowski model, the rate constant is dependent on the particle size, with
the unsteady-state effects increasing in significance at larger sizes. The predictions
of the new unsteady-state (USS) model agree well with the BD simulation results
up to φ ∼ 0.1 (see Figure 1.1). At this volume fraction, the aggregation half time
predicted by the Smoluchowski model is five times larger than that found from BD
simulations. Furthermore, the USS model is extended to account for solvent-mediated
8Figure 1.1. The ratio of the value of the half time of aggregation (t1/2)
for a given initial particle volume fraction, φ, to its corresponding value
predicted by the Smoluchowski model is plotted as a function of φ. The
predictions of the Smoluchowski (SS) model and the USS models (with
kij = k11 and kij given by eq. 3.22) are compared to the results of the
Brownian Dynamics (BD) simulations. This Figure is also in Chapter 3
as Figure 3.7.
9hydrodynamic interactions (HI) with reasonable agreement of the model predictions
with BD simulation results. The USS models, with and without HI, are accurate yet
computationally non-intensive.
Non-ideal diffusion effects and short-range ordering in Brownian aggregation ki-
netics of hard spheres are studied in Chapter 4: Brownian aggregation is studied
in concentrated dispersions of hard spheres using theoretical models and BD simu-
lations. Two new theoretical kinetic models are reported and compared to existing
approaches and BD simulation results which serve as benchmarks. The first new
model generalizes an existing local density approximation (LDA) based model to ac-
count for the effects identified in Chapter 3. The second model is based on the more
rigorous fundamental measure theory (FMT) applied to the “liquid-state” dynamic
density functional theory (DDFT). Both models provide significantly more accurate
predictions than the classical Smoluchowski model (see Figure 1.2). The predictions
of the new FM-DDFT-based model are in near perfect agreement with BD simulation
results for dispersions with initial particle volume fractions, φ, up to 0.35 (close to
the hard-sphere freezing or gelation transition at φ = 0.494). In contrast to previous
approaches, the non-ideal particle diffusion effects and the initial and time-dependent
short-range ordering in concentrated dispersions due to entropic packing effects are
explicitly considered here, in addition to the unsteady-state effects. The greater ac-
curacy of the FM-DDFT-based model compared to the LDA-based models indicates
that non-local contributions to particle diffusion (only accounted for in the former)
play important roles in aggregation. At high concentrations, the FM-DDFT-based
model predicts aggregation half times and gelation times that are up to two orders of
magnitude lower than those of the Smoluchowski model. Moreover, the FM-DDFT-
based model predicts asymmetric cluster-cluster aggregation rate constants, at least
for short times. Overall, a rigorous mechanistic understanding of the enhancement of
aggregation kinetics in concentrated hard-sphere dispersions is provided.
Brownian aggregation kinetics in concentrated dispersions of interacting spheres

































































































































































































































































































































































































































Figure 1.3. Ratios, γ of the aggregation half times predicted by the Fuchs-
Smoluchowski model to those predicted by the FM-DDFT based model
or to Brownian Dynamics simulation results. Comparisons are made for
the same initial value of the bulk volume fraction, φ, and interparticle
potential (or W ) with the BD simulation results shown as open symbols
and FM-DDFT based model predictions as closed symbols. For the FS
model, γ = 1. The results forW∼ 0.77, 0.92, 0.98, 1.1, and 100 are shown
as light (blue) circles, squares, diamonds, triangles, and dark (red) circles.
This Figure is also in Chapter 5 as Figure 5.9.
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dispersions of interacting spheres are studied using BD simulations and theoretical
models. A new kinetic model is presented and compared to the classical Fuchs-
Smoluchowski (FS) model and to BD simulation results which serve as benchmarks.
This model is developed on the basis of the fundamental measure theory (FMT)
approach within the “liquid-state” dynamic density-functional theory (DDFT). It
improves upon the approach of the FS model by considering short-range ordering,
non-ideal diffusion and unsteady-state effects. In Chapter 4, these effects were iden-
tified as important in the Brownian aggregation kinetics of hard spheres. Like the
earlier Smoluchowski model for aggregation of hard spheres, the FS model does not
account for these concentration effects. It is anticipated, therefore, that there is a
limited range of concentrations for which the FS model provides accurate predictions.
The accuracy of the FS model is evaluated here for various values of the particle vol-
ume fraction, φ, and several interparticle potential energy functions, Φ, using BD
simulation results. Two types of interparticle interaction potentials are examined —
the purely attractive van der Waals potential and the DLVO potential which includes
van der Waals attraction and double layer repulsion. The steady-state Fuchs stabil-
ity ratio, W , is used as a quantitative measure of the interparticle potentials. W is
defined as the ratio of the aggregation rate constant predicted by the Smoluchowski
model to that predicted by the FS model under similar conditions, and depends only
on the function Φ. When the interparticle forces are purely attractive, the value of
W is less than 1. Interparticle repulsive forces result in values of W > 1, with the
value of W increasing with the strength of the repulsive potentials. The hard sphere
cases, discussed in previous chapters, correspond toW = 1. The predictions of the FS
model are found to agree well with the BD simulation results only for dilute systems
(φ << 0.1), and when there are strong interparticle repulsive forces (W > 100). For
dispersions of spheres with purely attractive interactions, the predictions of the FS
model were lower than the BD simulation results by a factor as high as 1000. By
contrast, the predictions of the new FM-DDFT based model compare favorably with
the BD simulation results for all values of φ and W (see Figure 1.3). For cases where
13
W > 1, the new model predicts a time lag in the aggregation kinetics, in agreement
with what was obtained in our BD simulation results. Although some simulation
studies in the literature report a time lag, this is the first kinetic model to predict
such a lag. Furthermore, similarly to the FM-DDFT based model for hard spheres
discussed in the previous chapter, the new model also predicts asymmetric rate con-
stant, or that kij 6=kji. This asymmetry results from entropic packing effects and
from contributions to the osmotic pressure by the potential of the mean field. The
contributions of the potential of mean field accounted for in the FM-DDFT based
model lead to even faster aggregation rates for spheres with purely attractive interac-
tions than those expected by accounting for the effect of the pair potential alone. By
contrast, these contributions lead to even slower aggregation rates for spheres with
a DLVO interaction potential than those expected by accounting only for the effect
of the interparticle pair potential. Overall, the new model extends the mechanistic
understanding of Brownian aggregation provided in the previous chapters to particles
with significant attractive or repulsive interactions.
Depletion effects in Brownian aggregation kinetics in binary mixtures of hard
spheres are studied in Chapter 6: Rigorous models for Brownian aggregation have
been proposed recently on the basis of approaches within the “liquid-state” dynamic
density functional theory (DDFT). Using the modified fundamental measure theory
(FMT) new models have been developed for dispersions of hard spheres [Kelkar,
Franses and Corti 2014] and interacting spheres (see Chapter 5). The predictions of
the FM-DDFT based models for both cases agreed quite well with Brownian Dynamics
(BD) simulation results for particle volume fractions as high as φ = 0.35. By contrast,
the predictions of the classical Smoluchowski and Fuchs-Smoluchowski models, were
found to deviate strongly, by as much as three orders of magnitude, from the BD
simulation results.
In addition to the van der Waals and DLVO interaction potentials considered pre-
viously, colloidal dispersion stability is also affected by interactions resulting from the
collective dynamics of the system, such as the depletion attraction. These interac-
14
Figure 1.4. The number density, N1, of the reactive monomers normalized
by its initial value is plotted as a function of dimensionless time, θ. Results
are shown for various bulk volume fractions, φi and relative sizes, B, of
the inerts. This Figure is shown in Chapter 6 as Figure 6.6.
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tions can be modeled using pair potentials as done by Asakura and Oosawa [1954] in
the dilute limit; more generally, however, they can be accounted for by considering
a binary mixture. Such interactions are also important in biological systems and af-
fect cellular organization, enzyme catalysis, protein aggregation or binding between
different macromolecules, for instance antigens and antibodies in cells.
Aggregation kinetics in a binary hard-sphere dispersion are described here using
the FMT approach. The mixture consists of “reactive particles” and “inert particles”
and o nly collisions between the reactive particles result in aggregation. The inert
particles are effectively “crowding agents” and contribute to the osmotic pressure
imbalance that results in depletion interactions. The kinetics of Brownian aggregation
are affected strongly by the presence of the inert particles. These effects depend on
both the concentrations of the inert and the reactive particles, and on their size ratio
(see Figure 1.4). The rate constants for aggregation for identical reactive particles,
k11, are predicted to be time dependent and are enhanced substantially even by a
small concentration of the inerts. Mechanistic insights into the “crowding” effects of
the inert particles, resulting from depletion effects, are obtained on the basis on the
new model.
A new simple method for estimating the sedimentation times in colloidal disper-
sions is presented which accounts for the effects of aggregation. The method uses
a simplified geometric model for aggregation; two such models are developed based
on either the Smoluchoski (or the Fuchs-Smoluchowski) model and the USS model.
Aggregation is shown to have a dramatic effect on the sedimentation times, ts, for
colloidal dispersions as shown in Figure 1.5. The ts values were found to decrease
with the initial particle volume fraction, φ, of dispersions, and increase with the Fuchs
stability ratio,W . The variation of ts with φ on a log-log scale was predicted to be lin-
ear for the Fuchs-Smoluchowski model for all W values. Furthermore, the aggregate
structure, quantified by the fractal dimension, df , was found to affect strongly the
sedimentation times. More compact clusters (df ∼ 3) settle faster than loose clusters




Figure 1.5. The sedimentation times, ts, for fractal aggregate clusters are
shown for various values of the initial particle volume fraction φ1. (a) The
predictions of the Fuchs-Smoluchowski (FS) model are shown forW = 0.1,
1, 10, and 100 with the fractal dimension, df = 1.8. (b) The predictions
of the FS model are compared to those of the USS model, for W = 1 and
100 with fractal dimension, df = 1.8. (c) The predictions of the FS model
forW = 1 are shown for fractal dimension values, df = 1.8 and 2.5. Other
parameters used in the calculation were: viscosity, η = 10−3 Pa-s, sample
height, L = 5 cm, primary particle radius, R1 = 100 nm, primary particle
density difference, ∆ρ1 = 100 kgm
−3, and temperature, T = 300 K. This
Figure is also shown in Appendix A as Figure A.4.
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thereby slowing down the sedimentation rates. Moreover, unsteady-state effects are
shown to significantly impact settling behavior, especially for low W values. The
variation of ts with φ on a log-log scale is predicted to be linear by the USS model for
W = 100 but non-linear for W = 1. For W = 1, the USS model predicts nearly equal
ts values for φ = 0.1 and 0.2. For all the cases examined, the USS models predicts
faster settling than the Fuchs-Smoluchowski model. For W = 100, this difference
was substantially smaller than for W = 1, indicating that the strong interparticle
repulsive forces cancel out some of the unsteady-state effects. Overall, insights into
the effects of aggregation on sedimentation times are obtained, and a simple method
to estimate them is provided.
Some aspects of the phase behavior and stability in model water-in-oil emulsions
were studied in Appendix B. The solubilities of SPAN 80 and Aerosol OT (AOT) in
each oil — commonly used to stabilize emulsions for hydrate studies, are reported
for the first time. Moreover, significant solubilization of water molecules by the
reverse micelles was observed and quantified (see Figure 1.6). Per AOT molecule
in a reverse micelle, the number of “accomodated” water molecules is about 80 in
octane and about 16 in cyclopentane. Similarly per SPAN 80 molecule, the number
of “accomodated” water molecules is about 4 in octane and about 2 in cyclopentane.
The larger amount of water solubilization in AOT micelles was attributed to the
double-chained and anionic nature of its molecules by contrast with the single chain
and non-ionic nature of SPAN 80.
The stability of water-in-oil emulsions was studied at room temperature (298 K)
and after freeze/thaw cycling. For AOT stabilized systems, at 298 K, the stability of
emulsions will higher weight percentage (wt %) of AOT was found to be lower. This
can be explained by the depletion effects of the micelles, although further studies are
needed to establish such an inference. The measurements of the droplets’ hydrody-
namic diameters using dynamic light scattering (DLS) corroborated the inferences of
some of the visual settling tests. Furthermore, AOT stabilized water-in-cyclopentane




Figure 1.6. The solubility of water for various surfactant/oil mixtures, for
cyclopentane or octane with either (a) Aerosol OT (AOT) or (b) SPAN 80.
The solubility varies linearly with the surfactant concentration. The slope
of the trend lines is related to the number of water molecules “solubilized”
inside a micelle. This Figure is also shown in Appendix B as Figure B.1.
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ter refrigeration at 243 K. On thawing the settled system at 298 K, some redispersion
was observed. The settling was hypothesized to be induced by increased aggregation
rates resulting from the droplets reezing to ice or dispersion of the solubilized water.
Even if all of the solubilized water was dispersed then the increase in the dispersed
water wt% does not seem to be large enough to explain the settling behavior. Ad-
ditional experiments are needed to test these hypotheses. Moreover, the aggregation
was proposed to be at least partly reversible, to allow for some redispersion after
thawing. A similar experiment study is recommended for water-in-octane systems
stabilized by AOT.
For SPAN 80 systems, at 298 K, only emulsions with nearly 4 wt% water and
4 wt% SPAN 80 were found to be stable for over 18 hours. DLS results were used
again to support the visual settling tests. More tests are recommeded by varying the
water wt%. After freeze/thaw cyling, the emulsions which were stable at 298 K for
over 18 hours settled within 10 minutes at 243 K, and then redispersed substantially
after one hour on thawing at 298 K. The settling behavior cannot be explained by the
dispersion of the solubilized water. As before, more tests are needed. Furthermore,
the significant redispersion in SPAN 80 stabilized emulsions suggests that at least
some of the droplets remained independent in the settled system. This suggests that
the aggregation that results in settling is reversible to some extent, or that there is
some flocculation. In AOT stabilized system, the minimal redispersion is indicative
of strong reversible aggregation, or of coalescence with little flocculation.
Calorimetric studies can shed light on the mechanism of hydrate formation. In the
water-in-oil emulsions studied here, the water molecules can be classified as solubi-
lized or dispersed. Using differential scanning calorimetry, information on the phase
changes occuring in these systems during temperature cycling can be obtained, as
was done by Zhang, Debenedetti, Prud’homme and Pethica [2004] and Karanjkar,
Lee and Morris [2012]. By contrasting the results for systems with solubilized water
only and with both solubilized and dispersed water, insights into the mechanisms for
20
hydrate and ice formation may be obtained. These studies are highly recommended
as future work.
Various population balance models used in the study of flow assurance are re-
viewed. A new model is developed which accounts for the effects of aggregation on
the viscosity of hydrate suspensions. The new model accounts for perikinetic, orthoki-
netic, and differential settling mechanisms for aggregation, by contrast with previous
approaches. The relative importance of these mechanisms in a flow assurance setting
is discussed. An overall framework is presented for the development of more rigorous
models in Figure 1.7.
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Figure 1.7. PADS Framework for the development of rigorous models
for flow assurance. Four separate functions are used: input aquisition —
to measure the required process parameters or calculate (by fitting) un-
available parameters such as the interparticle and particle-wall interaction
potentials, Φpp and Φpw; Kernel database — contains the physical mod-
els for aggregation and deposition processes; Population balance model
(PBM): uses the physical models to predict the time evolution of particle
sizes and deposit thickness; Flow modeling framework (FMF) calculates
the flow properties for suspensions based on the output of the PBM; and
a mitigation framework which based on the output of the FMF acts to
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2. REVIEW OF THE CURRENT UNDERSTANDING OF COLLOIDAL
DISPERSION STABILITY
2.1 Abstract
The current understanding of colloidal dispersion stability is reviewed to provide a
background to and to illustrate the importance of the new develpoments reported in
this thesis. Various phenomena associated with dispersion stability including aggre-
gation and sedimentation are discussed. There are many mechanisms by which these
processes take place and the most common ones are reviewed. The interparticle ther-
modynamic potential energy functions relevant to colloidal dispersions are examined;
and the influence of these interactions and the solvent-mediated hydrodynamic inter-
actions on the dynamics of colloidal dispersions is delineated. The classical models
of Smoluchowski [1917] and Fuchs [1934] for the kinetics of Brownian aggregation of
hard spheres and interacting spheres are described. The assumptions used in these
models are critiqued and the limitations of these approaches are stated. The com-
monly used models for orthokinetic aggregation are also examined. The structures of
the aggregate clusters formed because of aggregation are discussed. Moreoever, the
standard model of Mason and Weaver [1924] used to describe the dynamics of colloidal
sedimentation, without accounting for aggregation, is assesed. Furthermore, details
of the more rigorous molecular simulation techniques used to study the dynamics
of colloidal dispersions are provided and one such approach — Brownian dynamics
simulations, is discussed in detail. Finally, a brief overview of the standard experi-
mental methods used in the study of colloidal dispersion stability is provided.
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2.2 Introduction
The manipulation of colloidal dispersion stability by containing or promoting ag-
gregation rates is manifest in several natural phenomenon as well as in engineering
applications. The destabilization of silt dispersions as river water mixes with the
high-ionic-strength seawater near river system deltas leads to the deposition of fer-
tile soil on the river banks. Pigments used in the stone age paintings found in the
Lascaux caves of France and in the written records of Egyptian pharaohs are early
examples of stabilized colloidal dispersions [Evans and Wennerstrom 1999]. Present
day applications include the manufacturing of paints and coatings, inkjet printing
[Dong et al. 2010, Dong, Corti, Franses, Zhao, Ng and Hanson 2011, Dong, Chen,
Corti, Franses, Zhao, Ng and Hanson 2011], formulation of food and pharmaceutical
dispersions [Illum et al. 1987, Riley et al. 1999, Wissing et al. 2004], waste-water treat-
ment, and in the transport of solids during oil production [Sloan et al. 2010, Zerpa
et al. 2011, Maqbool et al. 2011].
Colloidal particles typically have sizes between 1 nm and 1 µm (1000 nm). In this
range, the particles are quite mobile in low-viscosity media, due to their Brownian
motion, and tend to be suspended indefinitely. Their sedimentation rate in a normal
gravitational force field is not sufficient to cause phase separation, if the particles
retain their individual and kinetic freedom. The diameters of the dispersed particles
(or droplets in the case of emulsions) increase due to aggregation, which, depending
on the density of the aggregates relative to the medium, results in either settling or
creaming. This “destabilization” ultimately leads to the separation of the colloidal
dispersion into two distinct phases or layers. A colloidal dispersion is considered to be
stable, most generally, only if there is minimal or no particle aggregation and sedimen-
tation. These process are influenced by several factors including particle shape, size,
and concentration, interparticle thermodynamic potential energy interactions (such
as the van der Waals, electrostatic double layer, and steric interactions), solvent-
mediated hydrodynamic interactions (including effects of the lubrication forces and
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hindered diffusion), and the effects of external flow fields (such as laminar shear flow
and turbulent flow, and gravity).
Particle aggregation can occur by any one or a combination of Brownian (or
perikinetic), orthokinetic, and differential settling mechanisms. Once they aggregate,
the primary particles may not be separated again, unless the dispersion is shaken,
stirred, or sheared. This phenomenon is known as irreversible aggregation or “coag-
ulation”. Unless otherwise mentioned, the term term aggregation used in this thesis
refers to coagulation. Loose easily-reversible associations of primary particles can
also form, this phenomenon is referred to as flocculation. In the case of droplets,
coalescence may occur where the two “particles” merge irreversibly into one larger
droplet. Schematics for these dynamic processes in colloidal dispersions and for the
aggregation mechanisms are shown in Figure 2.1.
The mechanisms of aggregation differ in the mode of particle transport that leads
to collisions. For the perikinetic mechanism, aggregation is induced by random move-
ments or Brownian motion of the colloidal particles. The classical models of Smolu-
chowski [1917] and Fuchs [1934] describe the aggregation kinetics for this mechanism.
When some form of a flow field is present in colloidal dispersions, for example dur-
ing stirring, the rate of interparticle collisions will generally increase. Aggregation
resulting from this mode is referred to as orthokinetic aggregation. Both laminar and
turbulent shear forces can drive particle motion in this case. Smoluchowski [1917]
developed a model to describe orthokinetic aggregation in the presence of laminar
shear flows. Several extensions to this early model have been proposed to account for
turbulence and are discussed in Elimelech et al. [1995]. Finally, whenever particles of
different sizes or densities settle out from a dispersion, a third mechanism becomes
important. As the larger spherical particles settle faster than the smaller ones, they
can collide and capture them as they settle. Simple models have been developed for




Figure 2.1. Schematic showing several phenomena that lead to the desta-
bilization of colloidal dispersions and the most common mechanisms for
particle aggregation.
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clusters [Elimelech et al. 1995]. The focus of the present thesis is primarily on the
colloidal particle aggregation due to the perikinetic mechanism.
2.2.1 Interparticle potential energy functions
The structure and dynamics of colloidal dispersions depends strongly on the in-
terparticle potential energy functions. Dispersions of particles with purely attractive
interactions are expected to have properties different from those with purely repul-
sive or both attractive and repulsive interactions. The interparticle interactions affect
each of the three aggregation mechanisms. The simplest model for the interparticle
potential energy of colloidal particles is the hard sphere potential. In this model,
the potential energy is zero when the particles are separated by a finite distance.
On overlap, however, the particles experience an infinitely high repulsive potential
which thus prevents any overlap. The attractive van der Waals interparticle interac-
tions are primarily responsible for particle aggregation. This interaction is described
quantitatively by the Hamaker constant [Hamaker 1937]. Accurate values of the
Hamaker constants are essential for determining the factors affecting aggregation. The
Hamaker constant can be calculated using either the quantum electrodynamic Lif-
shitz theory [Lifshitz 1956, French, Cannon, Denoyer and Chiang 1995, French 2000],
or the time-dependent density functional theory [Zhao, Ng, Hanson, Dong, Corti and
Franses 2010]. Alternately, it can be measured experimentally using techniques such
as the surface force apparatus [Israelachvili 2011] and atomic force microscopy [Das,
Sreeram and Raychaudhuri 2007]. The van der Waals potential energy function, ΦvdWij ,















where Aij is the Hamaker constant for the pair of particles, r is the center-to-center
separation distance between the particles such that σ ≤ r < ∞, where σ is equal
31
to the arithmetic average of the particle diameters,
σi+σj
2
, and is the center-to-center
separation distance when the particles are in contact.
Calculation of the Hamaker constant from the Lifshitz theory requires having
detailed data of the complex dielectric constant or refractive index over a wide range
(theoretically an infinite range) of frequencies. Accurate predictions are only possible
if the complete optical data are available. This becomes problematic, however, since
for most materials only a limited data set is generally available. To measure the
value of the Hamaker constant reliably, experimental techniques using the atomic
force microscope have been proposed [Dong 2012].
For many applications, it is desirable to avoid the destabilization of a dispersion.
This can be achieved by preventing or by reducing the rates of aggregation substan-
tially. This is only possible if there are some repulsive interactions among the particles
that are strong enough to counteract and exceed the attractive interactions. The re-
pulsive interactions that are typically associated with colloidal particles include the
electrostatic double layer potential and the steric potential. Other forces such as the
structural solvation forces are less important.
When the surfaces of the colloidal particles are charged and thus give rise to strong
repulsive forces, the dispersion is said to be electrostatically stabilized. This is often
the result of having ionic groups that are physically adsorbed or chemically attached
to the particles. In an electrolyte solution, the surface charges of a colloidal particle
affect the distribution of ions around it, and a double layer develops. The overlap-
ping of the double layers around two charged particles results in mutual repulsion
which may improve the dispersion stability. In the case of electrostatic stabiliza-
tion, the “DLVO” (Derjaguin, Landau, Verwey, and Overbeek) theory [Derjaguin
and Landau 1941, Verwey and Overbeek 1948] is widely used to explain qualitative
features of the dispersion stability. The DLVO potential function, ΦDLV Oij , is the sum
of attractive and repulsive potentials.






where Φrepij is the electrostatic double layer repulsion potential which for two dissim-




ΓiΓj exp[−κ(r − σ)] (2.3)
where n∞ is the bulk number density of ions and is the product of the electrolyte
concentration, C∞, and the Avogadro number, NA; kB is the Boltzmann constant; T








where z is the ion valence, e is the charge of an electron, and ψ0 is the surface poten-
tial. Becuse of the difficulty in measuring the value of ψ0, one often assumes that it
is equal to the zeta potential, ζ.
The use of electrostatic stabilization is widespread because it can be easily achieved
by the chemical attachment of charged groups. This method is, however, sensitive
to the pH or ionic strength of the dispersion medium. The surface charge density,
and thus the strength of the double layer repulsion, is strongly affected by the pH.
Careful control of this parameter is therefore necessitated. Moreover, electrostatic
stabilization is only useful if the dispersion medium is polar and allows the dissolved
electrolytes to dissociate. Due to the low dielectric constants of non-aqueous dis-
persions, this method is less effective. Furthermore, this method typically fails in
stabilizing concentrated colloidal dispersions, where particle aggregation ultimately
leads to gel formation. Nonetheless, it is the most commonly used method for stabi-
lizing colloidal particles in aqueous media due to its simplicity and low cost.
By adsorbing small molecules such as surfactants or polymers at the particle sur-
faces, “steric stabilization” can be achieved. This method has several distinct advan-
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tages over electrostatic stabilization. It can be used effectively to stabilize colloidal
particles in both aqueous and non-aqueous dispersion media. Moreover, in aqueous
dispersions, the strength of the steric repulsive forces is relatively insensitive to the
pH or the ionic strength of the electrolytes. Furthermore, it can also be used to sta-
bilize dispersions with high volume fractions of colloidal particles.
To explain experimental data for aggregation for many cases other types of in-
teractions have to be invoked [Elimelech et al. 1995]. These were initially classified
together under a general heading of “structural forces”. Various kinds of hydration ef-
fects can be important in aqueous dispersions. These effects arise from the hydration
of ions at the particle surfaces and usually result in an extra repulsion. Hydrophobic
effects which mostly result in an extra attraction between particles can also be im-
portant. Bridging of the adsorbed polymers at close separation distances also leads
to an attractive interaction. Other interactions arise from the collective dynamics of
the system. An osmotic pressure imbalance due to the presence of small particles in
a colloidal dispersion results in a depletion attraction.
2.2.2 Hydrodynamic interactions
In addition to the thermodynamic interactions considered in the previous section,
the kinetics of aggregation are also influenced by hydrodynamic interactions. These
are solvent-mediated interactions that, in general, lead to smaller aggregation rates.
In several experimental and theoretical approaches these effects are neglected for sim-
plicity. Hydrodynamic or viscous interactions can, however, have a great effect on
the aggregation rates. At very small separation distances, it becomes increasingly
difficult for the liquid between the particles to drain out of the gap, leading to slower
aggregation kinetics [Spielman 1970]. In perikinetic aggregation this effect is mani-
fested as a reduction in the diffusion coefficients as the particle separation distance
decreases. For the case of equal-sized spherical particles of diameter σ, the diffu-
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Figure 2.2. The diffusion coefficient, D, at short separations for equal-sized
spherical particles normalized by the bulk Stokes-Einstein value, D∞, is
plotted as a function of the separation distance. The approximate relation
given by Honig et al. [1971] is used.
35
sion coefficient, D, can be calculated exactly as a function of separation distance, r,





















where D∞ is the bulk diffusion coefficient given by the Stokes-Einstein equation.
The ratio, D(r)
D∞
is plotted against r−σ
σ
in Figure 2.2. The effect of the viscous
interactions is quite long range — up to at least 10 times the particle diameter.
Significant decreases in the diffusion coefficient are found at short separations, and
D(r) approaches zero as r → σ. This indicates that in the absence of the van der
Waals attraction to counteract these viscous effects, aggregation could never occur.
The viscous interactions reduce aggregation rates by a factor of two for most typical
dispersions [Spielman 1970].
In addition to these two-body viscous effects, other long-range many-body hydro-
dynamic interactions also arise between particles. These are mediated by the solvent
molecules and result in the coupling of the motion of dispersed particles. The motion
of particles is hindered because of the presence of other particles in its local environ-
ment. To account for these effects, based on their experimental results, Beenakker
and Mazur [1982] and [1984] proposed a diffusion coefficient that depends on the
particle volume fraction, φ.
D(φ) = D11(1− 1.73φ− 0.93φ2) (2.6)
Such many-body effects are unimportant for dilute dispersions. In more concen-
trated systems, the diffusion coefficient is predicted to be smaller than the Stokes-
Einstein value, for example, if φ = 0.3, then D
D∞
∼ 0.4.
Hydrodynamic interactions in colloidal dispersions have been studied using simple
models [Spielman 1970, Honig et al. 1971], and more rigorously using coarse-grained
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simulations [Ermak and McCammon 1978, Brady and Bossis 1988, Urbina-Villalba,
Garcia-Sucre and Toro-Mendoza 2003, Geyer and Winter 2009, Schmidt, Cifre and
de la Torre 2011] and “liquid-state” dynamic density functional theory [Rex and
Lo¨wen 2008].
2.2.3 Aggregate Structure
The clusters formed because of the aggregation of spherical particles can have
many different forms. When coalescence occurs, only larger spherical particles (or
droplets) appear. If coagulation occurs, however, then aggregate structure is more
complex. Aggregate clusters with two primary spheres are dumbbell-shaped. For
clusters with three or four or five primary spheres, many different structures (or con-
figurations) are possible. The structure of even larger aggregates is found to follow a
fractal scaling relation [Weitz and Oliveria 1984]. A linear trend is obtained when the
mass of these large aggregates is plotted against the aggregate size (an “equivalent”
diameter, for example), albeit with a non-integer slope. This slope is called as the
fractal dimension, df . For regular, three-dimensional object, the value of df is 3. For
aggregate clusters, however, df can be considerably less than 3.
The value of df provides some insight into the form of the aggregates. Loose
aggregate clusters will have low df values and will appear to be more open or porous.
By contrast, clusters with df values close to three are more compact. Overall, large
aggregate clusters have a self-similar structure which is independent of the scale of
observation.
For the Brownian aggregation mechanism, the value of the fractal dimensions de-
pends on the particle volume fraction, φ, and the interparticle interaction potentials.
In dilute dispersions of hard spheres, the clusters formed have a df value of about
1.8 [Weitz and Oliveria 1984]. This value increases to about 2.3 for more concen-
trated dispersions with φ = 0.3 [Ansell and Dickinson 1987, Lattuada 2012, Kelkar
et al. 2014]. For dispersions of spheres with purely attractive interactions, the df
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values are comparable to those found for hard spheres [Ansell and Dickinson 1987].
When strong interparticle repulsive forces are present, the df value for dilute dis-
persions is 2.1 [Weitz and Oliveria 1984], and increases to about 3 for more con-
centrated dispersions [Hu¨tter 1999]. A linear relationship between the df value
and an integral of the interparticle potential function has been reported by Kim
and Berg [2000]. Although most generally, the fractal scaling is not scale-invariant
[Gmachowski 2002], it is typically assumed to be so for simplicity. For the orthoki-
netic aggregation mechanism, a df value of 2.7 is reported [Elimelech et al. 1995].
2.3 The Smoluchowski model for Brownian aggregation of hard spheres
The earliest work dealing with the kinetics of Brownian aggregation was done by
Smoluchowski [1917]. In this seminal work, he modeled aggregation as a macroscopic
“reaction”. In the Smoluchowski model, it is assumed that aggregation results only
from binary collisions. The aggregation kinetics are thus given by a second-order
rate law, where the rate depends on the bulk concentrations of the two aggregating
species. The rate constant, k, of this reaction is related to the frequency and effi-
ciency (taken to be 100% in the present model) of microscopic collisions. Moreover,
it is assumed that the aggregation rate constant for a given pair of particles is inde-
pendent of any other particles present in the system. Each aggregation event is thus
effectively treated as an independent occurrence in the kinetic model. A brief deriva-
tion of the aggregation rate constant, kij, for collisions between particles of types i
and j with diameters σi and σj is shown here to illustrate the Smoluchowski model.
The particles are treated as hard spheres with no repulsive or attractive interparticle
forces except for a very-short-range attraction that leads to particle capture. This
short-range attractive force between the particles is of sufficient strength to form an
irreversible bond once they come in contact. It does not, however, affect the diffusion
of the particles towards each other.
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A spherical coordinate system is chosen with the origin fixed at the center of the i
particle, which is assumed to be “fixed” or stationary. The j particles are taken to dif-
fuse towards the i particle until they come in contact, thereby forming an aggregate
instantaneously. The aggregation process is effectively divided into two sequential
steps: (1) a diffusion step and (2) an instantaneous reaction step. The flux, Jij, of
the j particles crossing a unit area toward the fixed i particle per unit time, for dilute
dispersions, is given by Fick’s law as
Jij = −Dj ∂ρj
∂r
(2.7)
where r is the center-to-center separation between the diffusing j particles and the
fixed i particle such that σ ≤ r < ∞; σ is equal to σi+σj
2
and is the center-to-center
separation when the i particle is in contact with a j particle; and ρj is the local
number density of the j particles. Moreover, kB is the Boltzmann constant, T is the
medium temperature, and Dj is the diffusivity of the j particles, which in the absence






where η is the solution viscosity.
The bulk number density of the j particles, Nj, is assumed to be constant during
the diffusion step. A differential particle number balance across a spherical shell of




















The contact surface of particles i and j (at r = σ) behaves as a perfect “sink” due
to the assumption that aggregation is an instantaneous reaction. Moreover, the bulk
fluid at r → ∞ behaves as a “source” of j particles. Thus, the boundary conditions
are expressed as
at r = σ, ρj = 0 (2.11)
at r→∞, ρj = Nj (2.12)
In the Smoluchowski model, it is assumed that aggregation is a steady-state process
and therefore the left-hand side term in eq. 2.10 is set equal to zero. Now, eqs. 2.7
— 2.12 can be readily solved to obtain an analytical expression for the steady-state










Since all the particles in the system, including the “fixed” i particle, are subjected
to Brownian motion, the diffusion coefficient, Dj, used in the analysis thus far is re-
placed by the mutual diffusivity, Dij. For equal-sized particles, the mutual diffusivity














Several collisions between the i and j particles occur to form aggregates. These
collisions result in a reduction in the bulk concentrations, Ni and Nj, of the two
species. The reduction is taken to occur only during an “instantaneous” reaction
step. The bulk concentrations of the various species are taken to be constant during
the diffusion step and only vary with time during the reaction step. The number den-
sities are thus piece-wise constant functions. The priniciple of conservation of mass
dictates that the rate of consumption of the i and j particles via “reaction” must be
equal to the rate of collisions between the two species. The later is obtained from the
diffusive flux, Jij, at r = σ. The collision rate is computed as the product of the flux
Jij|σ, the collision cross-sectional area at r = σ, and the bulk concentration of the





= kijNiNj = −Jijπ(2σ)2Ni (2.16)
Then the rate constant k = kij is obtained as








The rate constants predicted by the Smoluchowski model are time-independent
and symmetric or kij = kji. For identical particles (i = j) and similar particles (i ∼
j), kssij is independent of the particle sizes, while for strongly dissimilar particles (i




. As the particle size increases, the available
area for collision increases while the the effective diffusion coefficient decreases. These
effects largely cancel each other out, and, as discussed by Evans and Wennerstrom
[1999], it is often assumed that kij = k11.
The rate constant, k11 for collisions between identical particles when i = j = 1 is





The Smoluchowski model thus predicts that the aggregation kinetics depend only
on the temperature and the visocity of the dispersion medium and are independent of
the volume fraction of the dispersed particles. The kinetics predicted by this model
are often referred to as the “limit of fast aggregation”.
2.4 The Fuchs-Smoluchowski model for Brownian aggregation of interacting spheres
Fuchs [1934] extended the Smoluchowski model to account for the effects of the
interparticle potential energy interactions. This model is often referred to as the
Fuchs-Smoluchowski (FS) model. It is the most commonly used model for the pre-
diction of aggregation kinetics in colloidal dispersions and to aid in the interpretation
of experimental and simulation results. As before, aggregation is modeled here as a
macroscopic “reaction” and is assumed to results from binary collisions only. The
kinetics are given by a second-order rate law. The rate constant, k, of this process is
related to the frequency and efficiency of the microscopic collisions that result from
Brownian motion. By contrast to the Smoluchowski model, the efficiency in this
model can be less than 100%. It is again assumed that the aggregation rate constant
for a given pair of particles is independent of all other particles present in the system.
A brief derivation of the aggregation rate constant, kij, for collisions between particles
of types i and j with diameters σi and σj, is provided here to illustrate the FS model.
The interparticle potential, Φij, is assumed to be pair-wise additive and many-
body interactions are neglected. The most common interactions are the van der Waals
potential, Φvdw, and the DLVO potential, ΦDLV O. These potential energy functions
are shown in section 2.2.1. A spherically symmetric co-ordinate reference frame is
chosen, with its origin at the center of the i particle. The flux,Jij, of particles of type
j diffusing toward the “fixed” particle i is now driven by the sum of the concentration













Here Dj is given by the Stokes-Einstein equation. In using eq. 2.19, the FS model
neglets the “osmotic pressure” or the contribution of the potential of the mean field
that should result from the interparticle potential, Φjj, between two identical j par-
ticles. The FS model, therefore, effectively treats the j particles as hard spheres.
























As with the earlier Smoluchowski model, the boundary conditions are,
at r = σ, ρj = 0 (2.22)
at r→∞, ρj = Nj (2.23)
where σ is the arithmetic average of the two particle diameters σi and σj, and is equal
to the radial distance at which the two particles come into contact.
Furthermore, one assumes that aggregation is a steady-state process, and there-
fore the left-hand side term in eq. 2.21 is set equal to zero. Equations 2.19 — 2.23
can be readily solved analytically to obtain the flux Jij. As before, we replace the















Aggregation is modeled as second-order reaction where upon collision the i and
j particles are consumed. The microscopic flux at the “sink”, Jij|σ, multiplied by






= kijNiNj = 4πσ
2 (−Jij|σ)Ni (2.25)
























where s = 2r
σ
− 2.
The rate constant predicted by the FS model is independent of time, the particle
diameter (if the particles i and j are identical), and the particle volume fraction.
Moreover, it is symmetric, kij = kji. The Fuchs stability ratio, W , is defined as the
ratio of the aggregation rate constant for hard spheres given by the Smoluchowski
model as, k = 4πDijσ, to that for interacting spheres given by the FS model. W














The stability ratio W is therefore, a measure of how much more stable or less
stable a dispersion is compared to a reference hard-sphere dispersion (W = 1), and
is independent of time and the particle volume fraction. For dispersions of particles
with purely attractive interactions, W < 1, and since the van der Waals potential is
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independent of the particle size, so is W . For dispersions of particles interacting via
the DLVO potential, W is typically much greater than 1 and depends on the particle
diameters. The value of Wij, in this case, can then be very different from W11.
The accuracy of the FS model has been tested using numerically-solved models
[Roebersen and Wiersema 1974], Brownian Dynamics simulations [Hu¨tter 1999], and
experimental results [Irizarry 2010, Irizarry, Burwell and Leo´n-Vela´zquez 2011]. The
assumption of steady-state aggregation has been shown to be inaccurate for hard
spheres [Kelkar, Dong, Franses and Corti 2013, Kelkar et al. 2014] and for interact-
ing spheres [Roebersen and Wiersema 1974]. The FS model was extended to include
unsteady-state effects by Roebersen and Wiersema [1974], who solved eqs. 2.19 —
2.23 numerically, but without setting the time-dependent term in eq. 2.21 equal to
zero. Furthermore, they assumed that initially the number density distribution is
uniform and ignored the “liquid-like” short-range ordering found in concentrated col-
loidal dispersions.
at t = 0, ρj(r, t) = Nj (2.28)
Their results showed that at least at short times, the aggregation rate constants
are significantly higher than those predicted by the FS model. Nonetheless, in typ-
ical studies of colloidal dispersion stability, the experimental results are analysed
to obtain a rate constant of aggregation in accordance with the FS model.
2.5 Population balances for colloidal dispersions
Population balance modeling is widely used in several engineering applications in-
cluding in the study of crystallization and precipitation, aggregation, milling, drying,
mixing, polymerization, multiphase flow and reaction, and fermentation [Ramkrishna
and Singh 2014]. The population balance equation is used to modeling a system of
a continuous or discrete number of particles which interact with their environment,
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usually a continuous phase. This approach is used here for discrete particles to obtain
the number densities of aggregate clusters in a dispersion of aggregating particles.
For monodisperse systems, in the early stages of aggregation, collisions between
primary particles (or monomers, n = 1) of diameters σ1 are predominant. These
collisions lead to the formation of dimers or aggregates with two primary particles
(n = 2). The time evolution of the bulk number densities of the two species, N1 and





In this equation the value of k11 given by either the Smoluchowski or the Fuchs-
Smoluchowski model can be used. Alternately, one can use a general rate constant,
k = k11|S
W
; where k11|S is the rate constant predicted by the Smoluchowski model and
W is the Fuchs stability ratio which is equal to 1 for hard spheres. On integrating




















where T is the temperature, kB is the Boltzmann constant, and η is the viscosity.
Since only monomers and dimers are present, an overall mass balance requires
that,
N1(θ) + 2N2(θ) = N0 (2.32)
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More generally, collisions between several aggregate pairs occur, and aggregates
larger than dimers form. For this general case, the time-evolution of the number
density of j-mers (where j = 1, 2, 3, ..., n), Nj, is described by the following system of












where n is the number of primary particles in the largest aggregate; kij is the rate
constant of formation of an aggregate with (i+j) primary particles due to the collision
between aggregates with i and j primary particles. The solution to the PBEs using
the exact expressions for kij for either the Smoluchowski or the Fuchs-Smoluchowski
model cannot be obtained analytically. However, one can assume that a universal
rate constant exists such that kij = k11 = k. This assumption is reasonable owing to
the relatively weak dependence of the predicted rate constants on the particle sizes.
By using the general definition of k given earlier, analytical solutions are obtained for







The number density of the monomers monotonically decreases with time from its
initial value. For larger aggregates, by contrast, the number densities, Nj, increase
from zero at θ = 0 to a maximum value and then decrease with time. The dimen-
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sionless time, θj|max, at which the number density reaches its maximum value for a
j-mer aggregate is given as [Dong 2012]
θj|max = j − 1
2
(2.36)
Moreover, for both the models, for all times, the number density of the i-mer
aggregates is always smaller than that of (i− 1)-mer aggregates or Ni > Ni−1 for all
i > 1. This means that even for the later stages of aggregation when the aggregate
size distribution becomes quite polydisperse, the number density N1 of the monomers
exceeds that of any other individual aggregate cluster.
The dimensionless half time of aggregation, θ1/2, is defined as the time at which




θ1/2 decreases as the initial particle volume fraction φ increases, and as the Fuchs
stability ratio, W , decreases. The aggregation rates are predicted to be faster in
dispersions with high φ values and low W values.
2.6 Models for Orthokinetic aggregation
In many applications, aggregation occurs under conditions where the dispersion
is subjected to some form of shear, either by stirring or by flow. In these situations,
aggregation results from collisions between particles transported by fluid motion, and
is called orthokinetic aggregation. The aggregation rates for this mechanism are gen-
erally much larger than for perikinetic aggregation. The first treatment of the rate
of orthokinetic aggregation was provided by Smoluchowski [1917]. In this model, he
considered only the case of a uniform laminar shear field, which is rarely, if ever,
encountered in practice. In such a shear field, the fluid velocity varies linearly in only
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one direction, which is perpendicular to the direction of flow. Nonetheless, this model
provides the basic framework on which more rigorous approaches have been proposed
because of its simple formulation. This mechanism is discussed very briefly, because
it is not the primary focus for this thesis.
In the Smoluchowski model for orthokinetic aggregation, one assumes that the
colloidal particles move along straight fluid streamlines and collide with particles
moving on different streamlines, according to their relative position. The aggregation
rate constant, kij, predicted by this model for collisions between particle i and j with






The rate constant depends strongly on the sizes of the particles and on the shear
rate. This dependence on the “cube” of the particle sizes is the quite different from
that for the perikinetic mechanism, where for particles of roughly equal size the rate
constant is nearly independent of the particle sizes. In orthokinetic aggregation, as
aggregation proceeds and the size of the aggregate clusters increases, the frequency of
particle capture becomes larger. The large particles effectively “sweep out” a larger
volume in a flowing or stirred dispersion than a smaller particle, and therefore are
expected to have more collisions. In Brownian aggregation, while the area of colli-
sion for larger particles is higher, this effect is largely counterbalanced by the lower
diffusion coefficients of these particles. Furthermore, by contrast to the Brownian
aggregation mechanism, the assumption of a universal rate constant, kij = k11, is
not acceptable beyond the very early stages of aggregation. Thus, relations for the
aggregate number densities cannot be derived analytically.
For situations where aggregation occurs under turbulent flow conditions, Camp
and Stein [1943] have proposed a simple modification to the Smoluchowski rate con-
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where ǫ is the power input per unit mass of the fluid and ν is the kinematic viscosity
of the fluid. The hydrodynamic interactions, discussed earlier, have a strong effect
on orthokinetic aggregation; see detailed discussion in Elimelech et al. [1995].
2.7 Effects of gravity on colloidal dispersions
A colloidal dispersion is considered stable only if there is no, or minimal, particle
aggregation and sedimentation. Colloidal particles are typically small enough for
Brownian motion to counterbalance the effects of gravity. When aggregation results in
increased particle sizes, the sedimentation rates increase. The rates of aggregation can
also be enhanced due to the effects of gravity-induced convective transport. Due to
the coupled nature of the two phenomena, an exact description of the destabilization
process is complex [Allain, Cloitre and Wafra 1995], and quite demanding to account
for computationally [Ansell and Dickinson 1987, Gonza´lez 2001, Gonza´lez, Odriozolo
and Leone 2004]. On the basis of experimental results, Allain et al. [1995] proposed
two regimes for sedimentation in the presence of aggregation — cluster deposition at
low particle volume fractions, or the settling of a gelled suspension at high particle
volume fractions. Nonetheless, because of the difficulty in accounting for this coupled
nature, in most studies, it is assumed that the two phenomena are independent.
The sedimentation or settling time, ts, of colloidal particles of radius R, in a
dispersion can be obtained analytically if the effects of aggregation are absent or
ignored [Mason and Weaver 1924, Weaver 1926]. The problem is further simplified
if the effects of Brownian motion (or particle diffusion) are neglected. The settling
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where η is the viscosity, L is the height of the sample considered, ∆ρ is the density
difference between the colloidal particles and the medium, and g is the acceleration
due to gravity.
Mason and Weaver [1924] reported the first treatment for colloidal sedimentation
for a dispersion of monodisperse spheres which accounted for the effects of Brown-
ian motion (or diffusion). To compare the relative importance of Brownian motion
and gravitational effects, on the basis of this classical model, one can define a Peclet





where kB is the Boltzmann constant and T is the temperature.
Owing to the effects of diffusion, the colloidal particles do not settle out com-
pletely, ultimately reaching a “sedimentation-diffusion equilibrium”. In this case one
can define the sedimentation time as the time at which the concentration of spheres
in the top half of the sample is 1% of its initial value. Using L
2
D
, as the time scale,
a dimensionless settling time, θ0.5, is obtained where D is the diffusion coefficient of
the particles. θ0.5 is shown as a function of the Pe in Figure 2.3. Two models are
used — one which accounts for the effects of diffusion and one which omits them. For




For Pe . 10, the colloidal particles never settle, or θ0.5→∞, when the effects
of diffusion are accounted for and if aggregation does not occur. Figure 2.3 shows
that the predictions of the two models differ for Pe . 20. The sedimentation times
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Figure 2.3. The dimensionless settling time, θ0.5, is plotted for various
values of the Peclet number, Pe, of the colloidal particles. Two approaches
are used in the calculation which either account for or neglect the effects
of diffusion.
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obtained when the effects of Brownian motion are considered are up four times larger
those when these effects are neglected. This indicates that for these low Pe values,
diffusion effects are important. By contrast, for Pe > 50, the predictions of the two
models are nearly, if not exactly identical, suggesting that Brownian motion is domi-
nated by gravitational effects and that the particles may no longer be considered to
be “colloidal”, in a traditional sense.
Aggregation can induce settling even in dispersions of particles with Pe < 10.
Settling is generally observed in quiescent dispersions, and thus perikinetic and dif-
ferential settling mechanisms are most commonly associated with such destabiliza-
tion. Aggregation due to the differential settling mechanism is especially important in
polydisperse colloidal dispersions. Aggregation due to the differential settling mecha-
nism is especially important in polydisperse colloidal dispersions. This mechanism is
present whenever particles of different size or density are settling from a dispersion.
The settling velocities of larger particles are higher than those of smaller ones; this
relative velocity results in particle collisions. The aggregation rates for this mech-
anism can be easily calculated for spherical particles by using Stokes’ law for their
sedimentation rate [Friedlander 1977]. The aggregation rate constant, kij for collisions





3|σi − σj| (2.42)
where |x| is a function that gives the absolute value of x.
In dispersions that are nearly monodisperse and initially stable against sedimenta-
tion, Brownian aggregation can abet settling behavior by making the dispersion more
polydisperse. The effective aggregation rate constant, accounting for both Brownian
and differential settling mechanisms, is often assumed to be equal to the sum of the
rate constants predicted for the individual mechanisms [Ramkrishna 2000]. Simons,
Williams and Cassell [1986] have shown that this assumption can, however, lead to
errors of up to 27% using more rigorous analysis. In the early stages, the dominant
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aggregation mechanism is typically perikinetic and the effects of differential settling
can be ignored.
2.8 Brownian dynamics simulations of colloidal dispersions
Computer simulation methods have been widely used to study colloidal disper-
sions. These methods enable the study of several aspects of the structure and dynam-
ics of colloidal dispersions without certain complications encountered in experimental
investigations. These include the Monte Carlo method (MC), molecular dynamics
method (MD) and Brownian dynamics method (BD). The MC methods are usually
much easier to implement. They only provide information, however, on systems in
their equilibrium state. By contrast, the MD method is more complex but capable
of simulating non-equilibrium states in addition to equilibrium states. No simplify-
ing assumptions are made in the formulation of these methods, and thus they are
deemed to be accurate. On the other hand, the BD method is only an “approximate”
description of more general equations, such as the Langevin equation of motion. For
most cases, it is the only method that can provide accurate results in reasonable
computational times.
In dispersions of macromolecules or colloids, the characteristic timescales for the
motion of the “solute” particles and “solvent” molecules can differ by several orders
of magnitude. Using the standard MD methods for such systems requires using very
short time intervals to accurately describe the rapid motion of the solvent molecules.
To simulate the slow dynamics of the colloidal particles, these simulations thus take
an exceedingly long time and are computationally too demanding to be practical.
For such systems, coarse-grained approaches such as BD simulations are more useful.
They have been used to study particle aggregation [Hu¨tter 1999, Lattuada 2012,
Kelkar et al. 2013, Kelkar et al. 2014], flocculation [Urbina-Villalba and Garca-Sucre
2000, Urbina-Villalba, Lozsan, Rahn and Romero-Cano 2009, Urbina-Villalba, Toro-
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Mendoza and Garcia-Sucre 2005], sedimentation [Ansell and Dickinson 1987], and
deposition [Unni and Yang 2005].
In Brownian dynamics, the rapid motion of solvent molecules is not accounted for
explicitly. Their influence on the motion of the colloidal particles is represented by a
combination of random and frictional force terms in the Langevin equations of mo-








ζij ·vj +Hi (2.43)
where i, j = 1, 2, 3, .....N , Mi is the mass of the particle i; vi is its velocity vector;
Fi is the sum of all external forces acting on the particle; Hi is a stochastic term
which is designed to mimic the fluctuating force felt by the particle due to the solvent
molecules; and ζij is the friction tensor and is related to the hydrodynamic drag on i
due to the motion of particle j. The friction matrix is related to the diffusion matrix
[Elimelech et al. 1995].
Dijζij = kBT (2.44)










where k andm represent the x, y, and z coordinate axes; the variables in this equation
are elements of the corresponding vectors or matrices in eq. 2.43. These equations
form the basis of BD simulations. For dispersions with spherical primary particles,
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the trajectory of the motion of particle i or its position vector, ri, can be determined
with a twice integrated form of eq. 2.43, reported by Ermak and McCammon [1978].








In this equation, ∆t is the time step used for the integration, Dikjm is an element
of the diffusion matrix, and Hik is an element of displacement vector accounting for
the stochastic force term. In deriving eq. 2.46, Ermak and McCammon [1978] as-
sumed that the divergence of the diffusion tensor is equal to zero. The second term on
the right hand side accounts for the deterministic effect of the external and frictional
forces.
The stochastic term in eq. 2.46 must satisfy the fluctuation-dissipation theorem.
< Hik >= 0 (2.47)
< HikHjm >= 2Dikjm∆t (2.48)






where ρ is the mass density of the colloidal particle of radius R and η is the solvent
viscosity. tB is also called the Brownian time of the particle. For a sample dispersion
with spherical particles of radius R = 45 nm, ρ = 1050 kg/m3 and with η = 9.5×10−4
Pa-s, the Brownian time tB = 5 × 10−10 s. Additionally, the value of ∆t should not
be so large that the particle displacements in a single time step are significant. The
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force experienced by a particle can be then assumed to be constant during each time
step. This restriction is only applicable to simulations of dispersions with interacting
particles and not to hard-sphere dispersions. The value of ∆t can be chosen in
the range from 10 to about 50 tB. This enables the study of colloidal dynamics at
large times in reasonable computation times, without violating the criteria discussed
previously. Equation 2.46 is made dimensionless with σ = 2R as the length scale
and the Brownian time of the primary particle as the timescale, for computational
simplicity.
An in-house code was developed for the BD simulations. In typical simulations,
5000 to 10000 particles are considered in a cubic simulation box. To avoid the effects
of system size, periodic boundary conditions are employed [Allen and Tildesley 1989].
Two particles are said to have aggregated if their separation distance is less than
or equal to rbond = 0.01σ. Results obtained using values of rbond equal to 0.01σ or
lower were identical. Once two particles aggregate, an “artificial” spring force was
introduced between the bonded particles. This is used to mimic the deep short-range
potential well that results in particle capture. For computational convenience, the
position vectors of all particles are updated independently of their bonding status.
The positions of the bonded particles are then “corrected” in a second step, which
ensures that the particles remained aggregated. This method proposed by Hutter
ensures that aggregation is irreversible and accounts approximately for the “tumbling”
motion of the non-spherical aggregate clusters.
The number of the primary particles in an aggregate cluster is determined using
the computationally efficient method suggested by Sevick, Monson and Ottino [1988].
Furthermore, the Verlet neighbor list [Verlet 1967] is used to reduce computational
resources. Every simulation was run ten times, on an average, to minimize effects
of the initial configuration. The simulations for dispersions with hard spheres and
spheres with attractive interactions differed from those for dispersions of spheres
interacting via the DLVO potential. For hard spheres or spheres with attractive
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interactions, the particles were placed randomly in the simulation box at the beginning
of the simulation.
For dispersions where the particles interact via the DLVO potential, two separate
simulations were run sequentially with two different interparticle potential functions.
In an “equilibration simulation”, first used to determine the initial positions of the
particles, the interparticle potential function was chosen such that the repulsive forces
were strong enough to prevent any aggregation (W →∞). After sufficiently long sim-
ulation times, the positions of the particles were stored at several intervals. These
position vectors were used as the initial conditions for the subsequent “kinetic sim-
ulations”. For the second calculation, the parameters of the interparticle potential
used were chosen so that 1 < W < 100.
Spatial correlations in the particle motion due to many-body hydrodynamic in-
teractions between particles can also be included in BD simulations [Ermak and
McCammon 1978, Urbina-Villalba et al. 2003, Schmidt et al. 2011]. When these
effects are accounted for, the elements of the diffusion matrix depend upon the rela-
tive positions of all the particles. The diffusion matrix proposed by Rotne and Prager
[1969] is typically used. Owing to the computational demands of this method, how-
ever, it may be convenient to use approximate methods such as the one proposed by
Urbina-Villalba et al. [2003]. Comparisons of the different methods for accounting
for the hydrodynamic interactions have been performed by Geyer and Winter [2009]
and Schmidt et al. [2011].
Our BD simulation codes were tested and validated by comparing the results to
widely tested and well established results. The simulation results for very dilute sys-
tems matched well with the predictions of the Smoluchowski and Fuchs-Smoluchowski
model [Dong 2012]. Moreover, the size distributions of the aggregates obtained from
our BD simulations agrees with the established results of Friedlander and Wang [1966]
and Mountain, Hulholland and Baum [1986], shown in Figure 2.4 for φ = 0.0001.
The aggregate structure (or fractal dimension, df ) can also be determined from
the simulations by using the method of Gmachowski [2002]. The radii of gyration,
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Figure 2.4. Self-preserving size distributions obtained from BD simulations
(symbols) for bulk particle volume fraction φ = 0.0001, and that predicted
from the theory of Friedlander and Wang [1966] (FW). Here, i is the number
of primary particles in a given aggregate whose number density is Ni, Ntot
is the total number density of all the aggregate species, and N01 is the initial
number density of the primary particles.
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rg, for several aggregate clusters (with n = 3 or 5 or 7 primary particles) formed in
the simulations are first determined at several time intervals. The values of rg for a







|ri − rj|2 (2.50)
where ri and rj are the dimensionless position vectors of the primary particles that
are a part of the cluster; and |x| is the magnitude of the vector x.
For fractal aggregates, df is determined from the following equation relating n to rg
ln(n) = df ln(rg) + ln(kg) (2.51)




















2.9 Experimental methods for studies on colloidal dispersion stability
Some fundamental experimental studies focus on the determination of the absolute
rate of aggregation of model suspensions to evaluate the kinetic models for aggrega-
tion. In most studies, however, only the Fuchs stability ratio, W , is calculated from
the relative rates of aggregation. The most satisfactory means of probing the kinetics
of aggregation is to measure the particle size distribution of a dispersion as a function
of time, at frequent intervals. Most commonly, light-scattering techniques such as
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static light scattering and dynamic light scattering are employed to provide insights
into the average aggregate size and the aggregate structure or the fractal dimension.
By the use of some simplifying assumptions, the data obtained from these methods
can also be used to determine aggregate size distributions. Optical techniques in-
cluding ultramicroscopy, confocal laser microscopy, and electron microscopy are also
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3. UNSTEADY-STATE EFFECTS IN BROWNIAN AGGREGATION KINETICS
OF HARD SPHERES
3.1 Abstract
It has long been suspected that the Smoluchowski model for Brownian aggregation
of hard spheres is inaccurate for concentrated dispersions. Here, the predictions
of this classical model are compared to the results of the more rigorous Brownian
Dynamics (BD) simulations. Smoluchowski model predictions are found to compare
favorably with the BD simulations results only in the “infinitely” dilute limit, i.e., for
dispersions with initial particle volume fractions of φ ≤ 5×10−4. Furthermore, on the
basis of the solution to the general unsteady-state diffusion equation, a new model
for Brownian aggregation is developed. The resulting aggregation rate “constant”
is time-dependent and approaches the steady-state limit of the Smoluchowski model
only at large times. Additionally, in contrast to the Smoluchowski model, the rate
constant is dependent on the particle size, with the unsteady-state effects increasing
in significance at larger sizes. The predictions of the new unsteady-state (USS) model
agree well with the BD simulation results up to φ ∼ 0.1. At this volume fraction, the
aggregation half time predicted by the Smoluchowski model is 5 times larger than that
found from BD simulations. Furthermore, the USS model is extended to account for
solvent-mediated hydrodynamic interactions (HI) with reasonable agreement of the
model predictions with BD simulation results. The USS models, with and without
HI, are accurate yet computationally non-intensive.
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3.2 Introduction
This chapter is based on the results published in Kelkar et al. [2013], and is
reproduced in part with permission from Elsevier.
Dispersion stability is an important consideration for many applications of col-
loidal and nanoparticle systems. In several applications, only moderately concen-
trated colloidal dispersions are used with particle volume fractions, φ, less than ∼
0.1. Such dispersions can be found in drug delivery applications [Wissing et al. 2004]
and in pigment dispersions used in inkjet printing [Dong, Corti, Franses, Zhao, Ng
and Hanson 2011]. Colloidal particles, owing to their small sizes of less than about 5
µm, are subjected to significant Brownian motion in a liquid dispersion medium. As
a result, the particles may collide with each other which in turn can cause them to
“stick” together, i.e., irreversibly aggregate. Additional collisions result in the forma-
tion of ever larger aggregates that either settle or float once they become sufficiently
large. In many applications, it is desired that the particles remain dispersed retaining
their individual and kinetic independence with no or only limited aggregation. This
is brought about by controlling the rate of aggregation which is dependent upon both
the thermodynamic and hydrodynamic interactions between the particles.
The simplest model for describing aggregation induced by Brownian motion (re-
ferred to as Brownian or Peri-kinetic or Diffusion-limited aggregation) was given by
Smoluchowski [1917]. The model describes the motion by Brownian diffusion of sticky
hard spheres, i.e., in the absence of any interacting forces other than a very-short-
range attraction which leads to particle capture. Since the particle motion is not
impeded by interparticle repulsion, this model is often taken to describe the “rapid
limit” of aggregation. Moreover, this classical model assumes that every collision be-
tween particles leads to irreversible aggregation. Smoluchowski further reasoned that
aggregation is largely a steady-state process with unsteady-state contributions per-
sisting only for negligibly short times. The rate constant, k, largely associated with
the Smoluchowski model is therefore time-independent [Russel et al. 1992, Hiemenz
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and Rajagopalan 1997, Evans and Wennerstrom 1999]. It is only dependent on the
temperature and the viscosity of the dispersion medium.
The Smoluchowski model was later extended by Fuchs [1934] to aggregation in
the presence of any attractive or repulsive interparticle forces. This is the Fuchs-
Smoluchowski model. These two models have been used extensively to describe
Brownian aggregation and to aid in the interpretation of experiments and simula-
tions. Discrepancies between experimental data and the Fuchs-Smoluchowski model
predictions were attributed to (1) incomplete knowledge of interparticle forces, (2)
particle shape effects, and (3) omission of the effects of hydrodynamic interactions
(HI) that develop between particles. Several methods for including HI into the Fuchs-
Smoluchowski model have been reported [Spielman 1970, Honig et al. 1971, Urbina-
Villalba et al. 2003, Schmidt et al. 2011].
The assumption of the Smoluchoswki model that aggregation is a steady-state pro-
cess was examined by Roebersen and Wiersema [1974]. They calculated an unsteady-
state aggregation rate constant numerically and found significant effects of interpar-
ticle interactions on the transient behavior. The potential impact of these unsteady-
state effects on colloidal dispersion stability, however, was not in the scope of their
analysis. Rzepiela, van Opheusden and van Vliet [2001] used Brownian Dynamics
(BD) simulations to study aggregation behavior in certain food colloids. They noticed
that the simulation results were better explained with a time-dependent rate constant.
Moreover, unsteady-state effects have been inferred from experimental studies of flu-
orescence quenching [Andre, Niclause and Ware 1978] and metal colloid synthesis
[Irizarry 2010, Irizarry et al. 2011]. A detailed examination of the unsteady-state
effects in Brownian aggregation was thus needed. In this chapter, a new model that
utilizes the more general unsteady-state diffusion equation (USS model) is presented.
The predictions of the Smoluchowski steady-state (SS) model and the USS model are
compared to BD simulation results which serve as benchmarks. The rate constant
predicted by the USS model is dependent on time, particle size, temperature, and
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viscosity. It is significantly larger at short-times before decreasing with time to its
steady-state value which is equal to that predicted by the Smoluchowski model.
The aggregation models provide the rate constants kij for aggregation of clus-
ters with i and j primary particles (referred to as i-mers and j-mers respectively).
Using BD simulations, however, the rate constants cannot be calculated directly.
Nonetheless, integral properties of aggregating colloids such as the time-evolution of
the aggregate number densities and the aggregation half times can be obtained. To
compare model predictions to BD simulation results, therefore, population balance
equations (PBEs) are employed. To obtain the integral properties needed for compar-
ison, the predicted values of kij for different models are used to solve the PBEs. The
comparison, shown in a later section, underscores the limitations of the SS model and
the more rigorous nature of the USS model. The USS model predicts significantly
smaller half times of aggregation for a given dispersion, especially for larger particles,
indicating that unsteady-state effects are quite important.
In the interpretation of experimental data, the PBEs are typically solved by em-
ploying the simplifying assumption that the kinetic rate constant kij is the same as
k11 (the rate constant for collisions between two primary particles). While this as-
sumption of a universal rate constant enables an analytical solution to the PBEs, it
should only be reasonable in the early stages of aggregation in a system with ini-
tially monodisperse particles. Suzuki, Ho and Higuchi [1969] and Ziff, McGrady and
Meakin [1985] tested the assumption for the Smoluchowski model and found that it
results in incorrect predictions for the size-distribution of the aggregate clusters. By
comparing the results for the USS model obtained with and without the use of the
assumption that kij = k11, its validity is evaluated for the new model. For dilute
systems, φ . 0.0005, the predictions of the simplified USS model for monomer and
dimer number densities are in reasonable agreement with those obtained from BD
simulations. Moreover, the half times of aggregation predicted by the two USS mod-
els, with and without the use of the universal rate constant, do not differ greatly for
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φ < 0.1. Nevertheless, as found previously, the aggregate size-distribution predictions
are inaccurate for all values of φ.
Furthermore, the USS model is extended to account for the effects of many-body
hydrodynamic and short-range two-body viscous interactions. These hydrodynamic
effects are considered in an approximate manner similar to the computational scheme
introduced by Urbina-Villalba et al. [2003]. The many-body effects are accounted for
by using a volume-fraction-dependent diffusion coefficient suggested by Beenakker
and Mazur [1982] and [1984]. Viscous interactions result in a position dependence
of the diffusion coefficient due to lubrication effects at short interparticle separations
as given by Honig et al. [1971]. Predictions of the modified USS model compare fa-
vorably with the results of BD simulations with hydrodynamic interactions. Finally,
the ranges of particle volume fraction where the SS and USS models are accurate are
determined. The half time predictions are used to obtain the upper limits for φ by
comparison to BD simulation results. For hard-sphere dispersions, the Smoluchowski
model is found to be quite accurate up to a value of φ of about 0.0005. Beyond this
volume fraction and up to φ ∼ 0.1, the USS model is found to be accurate.
3.3 Theory
As in the Smoluchowski model, discussed in detail in the previous chapter, aggre-
gation is modeled here as a macroscopic “reaction”. Furthermore, it is assumed to
result only from collisions between two particles and thus the kinetics are given by a
second-order reaction dependent on the bulk concentrations of the two species. The
rate constant, k, of this reaction is related to the frequency and efficiency of micro-
scopic collisions. Moreover, it is assumed that the aggregation rate constant for a
given pair of particles is independent of any other particles present in the system.
One effectively treats each aggregation event as an independent occurence while cal-
culating the rate constants. The events are coupled only via the population balance
equations written for the overall system. Let us consider the calculation of the ag-
72
Figure 3.1. Schematic of the model framework for the calculation of the
aggregation rate constant, kij, for collisions between particles of types i and
j with diameters σi and σj respectively. A single i particle is taken to be
surrounded by j particles. A spherically symmetric co-ordinate reference
frame is chosen with the origin at the center of the i particle.
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gregation rate constant, kij, for collisions between particles of types i and j with
diameters σi and σj respectively. One assumes that a single i particle is surrounded
by j particles which are initially uniformly distributed with the local number den-
sity, ρj, equal to the bulk number density, Nj, for that species. Furthermore, it is
assumed that collisions between two j particles do not lead to aggregation. This is
described schematically in Figure 3.1. The particles are treated as hard spheres with
no repulsive or attractive interparticle forces except for a very-short-range attraction
that leads to particle capture. This short-range attractive force between the particles
is of sufficient strength to form an irreversible bond once they come into contact with
each other. It does not, however, affect the diffusion of the particles towards each
other.
3.3.1 Models without hydrodynamic interactions
As in Smoluchowski’s original analysis, a spherical coordinate system is chosen
with the origin fixed at the center of the i particle, which is assumed to be “fixed” or
stationary. The j particles diffuse towards the i particle until they come in contact
with the fixed particle, thereby instantaneously forming an aggregate. The process
is effectively divided into two steps: (1) a diffusion step and (2) an instantaneous
reaction step when the particles collide. The flux, Jij, of the j particles crossing a
unit area toward the fixed i particle per unit time, for moderately dilute dispersions,
is given by Fick’s law,
Jij = −Dj ∂ρj
∂r
(3.1)
where r is the center-to-center separation between the diffusing j particles and the
fixed i particle such that σ ≤ r < ∞; σ is equal to σi+σj
2
and is the center-to-center
separation when the i particle is in contact with a j particle. Moreover, kB is the
Boltzmann constant, T is the medium temperature, and Dj is the diffusivity of the j
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particles, which in the absence of hydrodynamic interactions is given by the Stokes-





where η is the bulk solution viscosity. The bulk number density of the j particles, Nj,
is constant during the particle diffusion step. A differential particle number balance
across a spherical shell of an inner radius r ≥ σ and thickness dr yields the unsteady-


















The boundary conditions used in the USS model are the same as those employed in
the Smoluchowski model,
at r = σ, ρj = 0 (3.5)
at r→∞, ρj = Nj (3.6)
The contact surface of particles i and j (at r = σ) acts like a perfect “sink”, while the
bulk fluid (r → ∞) acts like a “source” of j particles. In the Smoluchowski model,
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one assumes that aggregation is a steady-state process and therefore the left-hand
side term in eq. 3.4 is set equal to zero. Using this assumption, eqs. 3.1—3.6 can be
readily solved to obtain an analytical expression for the flux, Jij.
Before aggregation proceeds, which is a non-equilibrium process, an initial equilib-
rium condition must be considered. In the USS model, wherein the transient dynamics
are explicitly considered, the initial condition required to solve eqs. 3.1—3.6 is,
at t = 0, ρj = Nj, r ≥ σ (3.7)
Thus, initially the j particles are uniformly distributed around the central i particle.
This is a thermodynamically consistent equilibrium condition if one assumes that the
system is an “ideal gas” dispersion. For ideal gases, the chemical potential is related
directly to the local density. This assumption is not reasonable for more concentrated
systems as will be shown in later chapters.
Using Laplace transforms, one can solve eqs. 3.1—3.6. The Laplace transform of
ρj is taken to be ρˆj. On taking the Laplace transform of both sides of eq. 3.4 and
making use of eq. 3.7, one obtains























P = 0 (3.10)
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where c1 and c2 are the constants of the integration. These are evaluated using the
following Laplace transforms of eqs. 3.5 and 3.6,
at r = σ, ρˆj = 0 (3.12)
at r→∞, ρˆj = Nj
s
(3.13)
















Using a table of inverse Laplace transforms [Prudnikov, Brychkov and Marichev 1992],
the final solution of eqs. 3.1—3.6 is obtained as follows,












where erfc is the complementary error function.











In the Smoluchowski model, where one assumes steady-state aggregation, these equa-
tions reduce to










Since all the particles in the system, including the “fixed” i particle, are subjected
to Brownian motion, the diffusion coefficient, Dj, in eqs. 3.1—3.18 is replaced by an
effective diffusion coefficient, or the mutual diffusivity, Dij, as is done in the Smolu-
chowski model. For equal-size particles, the mutual diffusivity is given by Dii = 2Di.












Thus, Dj in eqs. 3.1—3.18 is replaced by Dij.
A single i particle has been considered in the analysis up to eq. 3.18 in accordance
with Figure 3.1. In the system being modeled, however, several collisions between the
i and j particles occur to form aggregates. These collisions result in a reduction in
the bulk concentrations, Ni and Nj, of the species. The reduction is taken to occur
only during an “instantaneous” reaction step. The bulk concentrations of the various
species are constant during the diffusion step but vary with time during the reaction
step and are thus piece-wise constant functions. Smoluchowski modeled the changes
in the bulk concentrations as a second-order reaction. Mass conservation dictates
that the rate of consumption of the i and j particles via “reaction” must be equal to
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the rate of collisions between the two species. The later is obtained from the diffusive
flux, Jij, at r = σ. The collision rate is computed as the product of the flux Jij,
the collision cross-sectional area at r = σ, and the bulk concentration of the central





= kijNiNj = −Jijπ(2σ)2Ni (3.20)
For the Smoluchowski steady-state model, the rate constant k = kssij is equal to








which, due to the steady-state assumption, is independent of time. Moreover, the rate
constants are symmetric or kssij = k
ss
ji . For like particles (i = j) and similar particles
(i ∼ j) particles, kssij is independent of the particle sizes, while for strongly dissimilar




. As the particle size increases,
the available area for collision increases while the the effective diffusion coefficient
decreases. These effects largely cancel each other out, and, as discussed by Evans and
Wennerstrom [1999], it is often assumed that kssij = k
ss
11.
For the USS case, Jij is time dependent as given in eq. 3.16. Equation 3.20 thus
results in a rate “constant” that is also a function of time and is equal to




















The rate constant predicted by the USS model is much higher than that predicted
by the Smoluchowski model at short times. In fact, kussij tends to infinity as t → 0.
At long times, however, when the rate constant given by eq. 3.22 is reduced to its
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. Moreover, the rate constants are symmetric or kussij = k
uss
ji , in a manner
similar to those for the Smoluchowski model.
For collisions between like monomeric particles (when i = j = 1), the rate con-
stants predicted by the SS and USS models are given as,



























eq. 3.24 can be re-written as










In contrast to the Smoluchowski model, the USS model predicts a rate constant,
kussij (t), that varies strongly with the particle sizes at short times. On the basis of eq.
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Table 3.1.
Time period, τ¯ (s) over which the unsteady-state kinetics are important.
Calculations shown here are for particles in water at 298 K and for 10% and
1% deviation of kuss11 (t) from k
ss
11.
Particle Radius (nm) τ¯(s), for 10% τ¯(s), for 1%
1 3.5× 10−8 3.5× 10−6
10 3.5× 10−5 3.5× 10−3
100 3.5× 10−2 3.5
1000 35 3.5× 103
3.24, it is expected that the unsteady-state effects are more important for dispersions
of particles with large sizes. Sample calculations for the time period, (τ¯), needed to
reach steady-state are shown in Table 3.1. This calculation serves as a simple guide
to determine whether the Smoluchowski model is adequate for the system of interest,
or whether the USS model needs to be employed. The time period to steady-state is
found to be significant for typical dispersions with particles of sizes greater than 100
nm. The calculations were performed for an aqueous system (η = 10−3) at 298 K.
In the early stages of aggregation, for monodisperse systems, collisions between
monomer particles are predominant. If one considers only monomers (i = 1) colliding
with other monomers to form dimers (i = 2), then the time evolution of the bulk
concentrations of the two species, N1 and N2, can be obtained by integrating the






Using the value of k11 given by eq. 3.23 for SS model or eq. 3.24 for the USS model,























volume fraction of the monomers. Since it is assumed that only monomers and dimers
are present, an overall mass balance requires that,
N1(t) + 2N2(t) = N0 (3.31)
where N2(t) is the number density of dimers. Using, therefore, either eq. 3.29 or 3.30

































Aggregation kinetics are often characterized by a half time (or half life) at which the
concentration of the primary particles (or monomers) is reduced to half its initial
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value. The half times of aggregation for the Smoluchowski and USS models are de-
termined by setting N1 =
N0
2
in equations 3.29 and 3.30 respectively. The resulting


















To the best of our knowledge, equations 3.30, 3.33, and 3.35 were reported for the
first time by us in Kelkar et al. [2013]. For the Smoluchowski model, the half time








depends only on the diffusive time scale (or the size of
the primary particle). This product, in the case of the USS model, is not constant
but depends on the particle volume fraction. Note that the eqs. 3.29—3.35 are ap-
plicable only for very dilute dispersions during the early stages of aggregation since
only monomeric and dimeric species are considered. Furthermore, it can be shown
that the Smoluchowski model overpredicts the half time of aggregation. By making
















Depending upon the initial particle volume fraction of the dispersion, the fraction of
the monomers left in the system may thus be significantly lower than half. As an
example, for a dispersion with an initial particle volume fraction of 0.05, the fraction
of monomers still present in the system at the half time predicted by the Smoluchowski
model is about 0.3 with the USS model.
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More generally, collisions between several aggregate pairs occur, and aggregates
larger than dimers form. For this general case, the time-evolution of the number
density of j-mers (where j = 1, 2, 3, ..., n), Nj, is described by the following system













where n is the number of primary particles in the largest aggregate and kij is the
rate constant of formation of an aggregate with (i + j) particles due to the collision
between aggregates with i and j particles. In order to solve eq. 3.37, the values of
kij predicted by the two models are required. The solution to the PBEs using either
eq. 3.21 (for the SS model) or eq. 3.22 (for the USS model) cannot be obtained
analytically and numerical treatment is required. As discussed earlier, however, one
can assume that kij = k11 = k, owing to the relatively weak dependence on particle
sizes. Using such an universal rate constant, k, enables an analytical solution of the
PBEs.
Analytical solutions for both the SS and the USS models can be obtained for
n→∞. The analytical relations are readily available for the Smoluchowski model.
The time evolution of a j-mer for the SS model, as given by Evans and Wennerstrom
[1999], can be written as,










For the USS model, similar expressions are derived here. One can re-write the system
















where k(t) is given by eq. 3.24. On summing up the equations obtained for each








where N ≡∑∞j=1Nj is the total number density of aggregates considering all of the
species present. The required initial condition to solve eq. 3.40 is,
at t = 0, N = N1(t = 0) = N0 (3.41)
where N0 is the initial number density of the monomers. Equation 3.40 can thus be















To obtain the time evolution of the number densities for the individual aggregate





















































































with the initial condition
at t = 0, N2 = 0 (3.48)































































As done previously, see eq. 3.34, the half time of aggregation can be calculated by
setting j = 1 and N1 =
N0
2
in eqs. 3.38 and 3.51 for the SS and the USS models
respectively. The half time predicted by the Smoluchowski model by considering all
aggregate species but with a universal rate constant differs slightly from that given






Since in the analysis to obtain eq. 3.52, monomer collisions with all aggregate species
are considered, this half time is less than that given by equation 3.34 by 12%. Like-
wise, the half time for the USS model is also reduced. The value of tuss1/2 is however
still given by eq. 3.35, but with tss1/2 given by equation 3.52.
If the values of kij given by eq. 3.21 or 3.22 are used, the PBEs are solved nu-
merically by using a Runge-Kutta integration scheme. This was done by considering
n = 5000 (or higher) such that the mass conservation criteria was satisfied. In other
words, the number densities of aggregates larger than 5000-mers were found to be neg-
ligible in the timescales considered. Suzuki et al. [1969] carried out a similar analysis
for the Smoluchowski model, to test the assumption of an universal rate constant. For
the case of variable kij, however, they only considered n = 100 species, leaving their
conclusions prone to errors as larger aggregates are expected to have non-negligible
number densities in the timescales they considered. The numerical scheme was fur-
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ther tested by comparing its solution for the case of an universal rate constant to the
analytical solution given by in eq. 3.51.
3.3.2 Models with hydrodynamic interactions
In this section, a new model is presented which is an extension of the USS model
discussed previously. This model accounts, in an approximate manner, for both the
long-range many-body hydrodynamic interactions and the short-range two-body vis-
cous interactions that arise between particles. These effects are jointly referred to
as hydrodynamic interactions (HI). They are mediated by the solvent molecules and
ultimately result in the coupling of the motion of different “solute” particles. More-
over, they give rise to the retardation of motion as two particles approach each other
at short separation distances due to lubricating forces. Some of the earliest work
to extend the Smoluchowski and the Fuchs-Smoluchowski models to account for hy-
drodynamic interactions was done by Spielman [1970] and by Honig et al. [1971].
While these models are relatively simple, more rigorous extensions have often been
based upon coarse-grained simulations [Ermak and McCammon 1978, Brady and
Bossis 1988, Urbina-Villalba et al. 2003, Geyer and Winter 2009, Schmidt et al. 2011]
or computationally intensive density-functional theory calculations [Rex and Lo¨wen
2008]. In order to make our calculations computationally non-intensive, we approxi-
mate the effects of hydrodynamic interactions. This was done using an analysis that
was inspired in part by the approach proposed by Urbina-Villalba et al. [2003] for the
inclusion of hydrodynamic interactions in Brownian Dynamics simulations.
To illustrate this approximate method, we begin by again considering an initially
monodisperse system. For incorporating hydrodynamic interactions in the analysis,
the unsteady-state diffusion equation given by eq. 3.4 which is consistent with the















By modifying the diffusion coefficient, D1, the effects of HI are accounted for in
an approximate manner. The new diffusion coefficient depends upon both the radial




, of the diffusing species.
The space, σ1 ≤ r <∞, around the “fixed” particle (see Figure 3.1) is considered
to be divided into two spherical shells centered at the origin, in this extended model.
The inner shell ranges from the surface of the fixed particle at r = σ1 to a radial
distance, rin. The value of rin used in the model depends on the bulk particle volume
fraction, φ1, and increases with decreasing φ1. For systems of interest, when φ1 ≤ 0.1,
rin is taken to be equal to or greater than about 2.75σ1. This inner shell represents
the “lubrication region”, wherein the particle motion is affected by strong short-range
two-body viscous interactions [Spielman 1970]. Beyond the radial distance, rin, these
viscous interactions are less important and are neglected. The outer shell extends
from the outer boundary of the inner shell at r = rin to the bulk solution at r→∞. It
represents the region where the long-range many-body hydrodynamic effects dominate
the two-body viscous interactions. The diffusion coefficients for the two regions are
modified in accordance with the type of hydrodynamic interactions which dominate
in that region. The value of rin is chosen such that the diffusion coefficient, D1(φ1, r),
is a smooth function.
For the inner lubrication region, the diffusion coefficient is chosen to be a function
of the center-to-center separation distance, r, between the nearest neighbors as given
by Honig et al. [1971],


























where D11 is the mutual diffusion coefficient given by the Stokes-Einstein equation.
This relation was derived by Honig et al. [1971] for a case where only two particles
are approaching each other. Equation 3.53, however, does not strictly represent such
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a process in light of Figure 3.1. Nonetheless, this unsteady-state equation is identical
to the Fokker-Planck equation [Ramkrishna 2000] obtained for the two-body problem
considered by Honig. The use of such a modification to the diffusion coefficient is
thus plausible. The diffusion coefficient given by eq. 3.54, for the lubrication region,
decreases as the particle separation, r, decreases, and approaches a limiting value of
D1 → 0 as the particles come into contact at r = σ1.
For the outer region, the diffusion coefficient is taken to depend on the local par-
ticle volume fraction, φ1, as given in the models developed by Beenakker and Mazur
[1982] and [1984].
D1(φ1, r) = D1(φ1) = D11(1− 1.73φ1 − 0.93φ12) (3.55)
This expression accounts for the many-body hydrodynamic effects, where the motion
of a particle is hindered by the presence of other particles in its local environment.
Equation 3.55 indicates that the many-body effects are unimportant in very dilute
dispersions, or as φ1→0. To solve eq. 3.53, four boundary conditions are required. Ad-
ditionally, one initial condition is needed as the unsteady-state effects are considered.
Two of the boundary conditions are given by the previously employed sink-source
conditions of eqs. 3.5 and 3.6. The remaining two boundary conditions are obtained
by matching the number densities and the fluxes at the interface between the inner
and the outer regions as follows,














Equation 3.7 is used once again as the initial condition. Piece-wise integration of
eq. 3.53 is performed from r = σ1 + δ to r = rin and from r = rin to r→∞. Here
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δ is the differential radial distance, the value of which is chosen such that δ
σ1
<<
1. The inner limit of the r domain was changed from σ1 to σ1 + δ to prevent the
value diffusion coefficient from becoming zero. For a meaningful comparison to the
Brownian Dynamics simulations, the value of δ
σ1
was chosen to be equal to 0.01.
This value is consistent with the bonding criterion employed in the simulations and
discussed in the subsequent section. The solution to eqs. 3.5—3.7 and 3.53—3.57
is obtained numerically using an explicit finite difference method. This solution is
used in eq. 3.20 to obtain the rate constants for aggregation in a manner similar to
the USS model without hydrodynamic interactions. Comparisons of the USS models,
with and without hydrodynamic interactions, to the results of Brownian Dynamics
simulations are presented in a subsequent section.
3.4 Brownian Dynamics Simulations
The predictions of the Smoluchowski and the USS models for aggregation kinetics
are expected to be different at short times for which the unsteady-state effects are
important. Yet, in order to determine which model correctly describes the physics of
a “real” system, benchmarks are needed. In the present study the benchmarks are
obtained from the first-principles-based simulation approach of Brownian Dynamics
(BD) simulations [Ermak and McCammon 1978]. The predictions of the two models
are thus compared to the results of the BD simulations. The details of the simulation
technique, including the relevant equations, are discussed in an earlier section. Some
important details are presented again in this section.
Brownian motion accounts for the dynamic behavior of particles with masses and
sizes that are much larger than those of the solvent molecules. The theory of Brow-








ζij ·vj +Hi (3.58)
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where i, j = 1, 2, 3, ...., N , Mi is the mass of the particle i; vi is its velocity vector;
Fi is the sum of all external forces acting on the particle; Hi is a stochastic term
which mimics the fluctuating force felt by the particle due to the solvent molecules;
and ζij is a matrix related to the friction tensor which represents the hydrodynamic
drag on particle i due to the motion of particle j. The friction matrix is related to
the diffusion matrix by the following relation [Hiemenz and Rajagopalan 1997],
Dij≡kBTζ−1ij (3.59)
For spherical particles, the Brownian trajectories, represented by the position vec-
tor ri, can be generated using a twice integrated form of eq. 3.58 developed by Ermak
and McCammon [1978].








In the above equation, ∆t is the time step used for the integration, Dikjm is an ele-
ment of the diffusion matrix, and Hik is an element of the displacement vector due to
the stochastic force. It is assumed that the divergence of the diffusion tensor is equal
to zero. The double summation term is deterministic and accounts for the external
and the frictional forces. The vector Hi has the following properties resulting from
the fluctuation-dissipation theorem,
< Hik >= 0 (3.61)
< HikHjm >= 2Dikjm∆t (3.62)
In order to use eq. 3.60, one must choose a value of ∆t that is larger than the






where ρs is the density of the Brownian particle, and η is the solvent viscosity; tB
is also called the “Brownian time” of the particle. Considering a sample dispersion
with the radius of the primary particles, R1 =
σ1
2
= 45 nm, ρs = 1050 kg/m
3, and
η = 9.5×10−4 Pas, one obtains a Brownian time tB = 5 × 10−10 s. Furthermore, ∆t
must be small enough, such that the force experienced by a particle can be reasonably
assumed to be constant during a time step ∆t. For hard spheres, this restriction is
not limiting since the force, Fjm, is set equal to zero in eq. 3.60. Setting the value of
∆t equal to 50 tB allowed for sufficiently long simulations in reasonable computation
times with adequately small particle displacements in each time step.
A new in-house code has been developed for the BD simulations using a dimen-
sionless form of eq. 3.60 with σ1 as the length-scale and the Brownian time of the
primary particle as the timescale. In order to avoid the effects of a finite system size
on the computed results, periodic boundary conditions were employed in the simu-
lations, in addition to a minimum number of 5000 particles. In the simulations, the
efficient method of tracking aggregates based on simple matrix transformations sug-
gested by Sevick et al. [1988] was employed. Moreover, the Verlet neighbor list [Allen
and Tildesley 1989] was used to reduce the number of calculations when determining
the aggregate sizes and the bonding interactions. At the start of the simulations, the
particles were placed randomly without overlap in the cubic simulation box. Every
simulation result reported was averaged over 10 runs to minimize effects of the dif-
ferences in the randomly selected initial configuration.
Irreversible aggregation is taken to occur in the simulations once the center-to-
center separation distance between two particles is less than or equal to a bonding
distance, rbond. The value of this bonding distance is taken to be 1.01 times the
particle diameter (σ1). Such an approach prevents particles from overlapping and
provides a computationally convenient method to apply the sticky hard sphere po-
tential. The distance rbond was set equal to a sufficiently low value such that the
aggregation kinetics were found to be unaffected by the choice of rbond. Once a bond
is formed, an artificial “spring” force is introduced between the bonded particles which
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mimics the deep short-range potential well that ultimately results in particle capture
[Hu¨tter 2000]. Furthermore, for computational convenience, the bonded particles are
treated as separate non-interacting particles during the integration time steps. The
spring force is applied after the integration, as a means of correcting the particle posi-
tions, in order to keep the two particles within or very close to the bonding distance.
This procedure ensures that the aggregation is irreversible, while accounting approx-
imately for the tumbling motion of the aggregate clusters, as discussed by Hu¨tter
[2000]. In the BD simulations, the effects of aggregate shape were omitted for compu-
tational simplicity. Each bonded particles was considered as a separate particle with
a diffusion coefficient identical to that of an equivalent sphere.
For a single spherical particle, in the absence of any hydrodynamic interactions,
the diffusion matrix, Dij, is diagonal with the elements given by the Stokes-Einstein
equation 3.2. When hydrodynamic interactions are considered, however, the off-
diagonal elements of Dij can be non-zero. The elements are not given by eq. 3.2;
they depend on the relative positions of the particles. The diffusion matrix is then
given by either the Oseen tensor [Kirkwood and Riseman 1948] or the Rotne-Prager
tensor [Rotne and Prager 1969]. Other methods are reviewed by Geyer and Winter
[2009] and by Schmidt et al. [2011]. In the Oseen tensor, one approach considers the
disturbances in the solvent flow due to the presence of “point” particles; thus, the par-
ticle volumes are ignored. When two finite-size particles come in contact, the resulting
diffusion matrix becomes non-positive definite, leading to computational problems in
the extraction of its square-root in eq. 3.62. The Rotne-Prager tensor approach is
a regularized version of the Oseen tensor approach which modifies the disturbances
at small separations such that the diffusion matrix is always positive-definite. The
use of the Rotne-Prager approach in the BD simulations involves, however, lengthy
computations of the square-root of the diffusion matrix.
Urbina-Villalba et al. [2003] proposed a novel scheme that uses average hydro-
dynamic corrections that account for short-range viscous interactions, long-range
many-body interactions, and hydrodynamic screening. Because this scheme reduces
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considerably the needed computational times, it was chosen for use in our BD simu-
lation codes. The diffusion coefficient of a particle is calculated in a manner similar
to the aggregation models with HI discussed in the previous section. Additionally,
hydrodynamic screening is considered in this scheme. If for a given particle its near-
est neighbor is farther than a radial distance of rext, which is taken to be equal to
5σ1 [Urbina-Villalba et al. 2003], its diffusion coefficient is taken to be equal to the
Stokes-Einstein limit of eq. 3.2. In this “outer” region, HI effects are deemed to be
minimal due to “screening” effects. This scenario is rarely encountered, however, in
the systems considered. As before, two other regions are considered, in which either
the lubrication forces or many-body effects dominate and the diffusion coefficient is
modified accordingly.
3.5 Results and Discussion
In this section, comparisons between the results of the BD simulations and the
predictions of the various aggregation models discussed earlier are presented. Com-
parisons are made for various metrics for aggregation kinetics including integral prop-
erties such as aggregation half times and the time evolution of the monomer and
dimer number densities. Unless otherwise stated, the results for the simulations and
the models are for initially monodisperse systems and do not consider hydrodynamic
interactions.
3.5.1 Early stages of aggregation: dimer formation
First, it is assumed that only monomer-monomer collisions occur to form dimers.
This case was discussed in a previous section and analytical solutions were reported
in eqs. 3.29 and 3.32 for the Smoluchowski model and eqs. 3.30 and 3.33 for the
USS model. The initial time dependence of the dimensionless monomer bulk number
densities, N1
N0
, predicted by the Smoluchowski and the USS models are shown in Figure
3.2 along with BD simulation results. Two initial values for the monomer particle
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Figure 3.2. Dimensionless monomer number densities as a function of the
dimensionless time (θ) for the early stages of aggregation when only dimer
formation is considered. The predictions of the steady-state (SS) Smolu-
chowski model and the unsteady-state (USS) model are compared to the
Brownian Dynamics (BD) simulation results. The numbers after each model
refer to the initial monomer particle volume fraction φ.
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volume fraction are considered here, i.e., φ = 0.0005 or 0.005. The predictions of the
Smoluchowski model are shown as full lines, while those of the USS model are shown
as broken lines. The BD simulation results are shown as symbols. It is not possible,
using the BD simulations, to only consider dimer formation. Benchmarks can still
be obtained by only considering the results before the first trimer appears in the
simulations, as done in Figure 3.2. For both models and the simulations, the number
density values decrease with the dimensionless time, θ, as expected. When compared
to the Smoluchowski model, the USS model predicts significantly higher rates of
decrease of N1. The predictions of the USS model are in excellent agreement with
the BD simulation results. On the other hand, the predictions of the Smoluchowski
model are in relatively poor agreement with simulation results for the timescales
considered. Furthermore, the deviation of the Smoluchowski model predictions from
the BD simulation results is higher for φ = 0.005 than for φ = 0.0005. One must
expect, therefore, that the SS model predictions are in increasingly poor agreement
with BD simulation results when more concentrated dispersions are considered.
3.5.2 Overall aggregation kinetics
As discussed in the theory sections, beyond a short initial time the assumption
of only dimer formation is unreasonable. Moreover, faster aggregation kinetics are
predicted by both the Smoluchowski and the USS models once larger aggregates are





, number densities are shown in Figure 3.3. Once again, the dimensionless time,
θ, and two initial monomer particle volume fractions, φ = 0.0005 and 0.005, are
considered.
When all of the aggregates are accounted for in the analysis, one must solve the
population balance equations or PBEs, given by eq. 3.37. In order to solve the PBEs,
the rate constants kij, as predicted by the SS model and given in eq. 3.21 and those by
the USS model and given in eq. 3.22, are used. Moreover, one can assume a universal
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rate constant, wherein kij is assumed to be equal to k11. In this case, analytical
solutions are available as given in eq. 3.38 for the Smoluchowski model and eq. 3.51
for the USS model. In Figure 3.3, three cases are considered and compared to the BD
simulation results, (1) the SS model with kij = k11; (2) the USS model with kij = k11;
and (3) the USS model with kij 6= k11. The results for case (1) are shown as full lines,
for case (2) as broken lines, and case for (3) as dot-dash lines. The BD simulation
results are shown as symbols.
The SS model with kij 6= k11 but given by eq. 3.21, need not be considered here
for comparison. Owing to the weak size-dependence predicted by the SS model, in
the timescales considered, the predictions of this case would be identical to those for
case (1), even at the higher volume fractions. For example, for i = 1 and j = 10, kssij
is only equal to 1.15× kss11.
At the lower particle volume fraction, φ = 0.0005, the predictions of the monomer
number densities (Figure 3.3a) and the dimer number densities (Figure 3.3c) for the
two USS models (case (2) and (3)) are in very good agreement with the BD simulation
results. This is in contrast with the predictions of the Smoluchowski model which
clearly deviate from the BD simulation results (up to 9% in Figure 3.3a for monomers
and up to 7% in Figure 3.3c for dimers). The unsteady-state effects are thus found to
be important even for very dilute systems. Moreover, the size-dependence of the rate
constant does not have a significant effect, at φ = 0.0005, as evidenced by the good
agreement between the BD simulation results and both USS models. The assumption
of a universal rate constant, kij = k11 = k, is therefore reasonable at low volume
fractions at short times.
At the higher particle volume fraction, φ = 0.005, the predictions of the two USS
models agree quite well with the BD simulation results again, as evidenced by Figure
3.3b for monomer number densities and Figure 3.3c for dimer number densities. On
the other hand, the Smoluchowski model predictions deviate significantly from the
BD simulation results — up to 48% in Figure 3.3b for monomers and up to 30%




Figure 3.3. Dimensionless particle number densities of (a) monomers with
the initial monomer particle volume fraction φ = 0.0005, (b) monomers with
φ = 0.005, and (c) dimers with φ = 0.0005 and 0.005 as a function of the
dimensionless time (θ). The formation of all aggregates is considered. Pre-
dictions of the USS models either with kij = k11 or with kij given by eq. 3.22
and the Smoluchowski model with kij = k11 are compared to the Brownian
Dynamics (BD) simulation results.
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pronounced at higher particle volume fractions. Additionally, the size-dependence
of the aggregation rate constant becomes important at higher volume fractions, as
indicated by the excellent agreement between the numerical USS model with kij 6= k11
and the BD simulation results. Nonetheless, the simpler analytical USS model is in
better agreement with the BD simulation results than the SS model. Its predictions
deviate from the simulation results by up to 10% for monomers and up to 15% for
dimers in the timescales considered.
As expected, N2(θ) is predicted to develop a maximum by all three models. The
time period after which this maximum number density is reached is better predicted
by the two USS models than the by Smoluchowski model. At all times, all models
predict that N1 > N2.
3.5.3 Evaluating the assumption of an universal rate constant for the USS model
In this section, the predictions of the USS model using the assumption of a uni-
versal rate are compared to those using size-dependent rate constants, kij, given by
eq. 3.22. In a previous study by Suzuki et al. [1969], it was concluded that the use
of the universal rate constant becomes implausible for longer times when larger ag-
gregates start forming. They compared the time evolution of the inverse of the total
number density of the aggregates ( 1
Ntot
), where Ntot =
∑n
i Ni, as predicted by the
Smoluchowski model with and without the use of the simplifying assumption. The
value of n, or the number of primary particles in the largest aggregate considered in
their calculations was, however, only 100, which does lead to some calculation errors.
Nevertheless, their finding was confirmed later in the more detailed analyses of Ziff
et al. [1985] and Axford [1996].
Whereas the previous studies were restricted to the Smoluchowski model, we ap-
ply a similar analysis to the USS model. As discussed before, the population balance
equations are solved numerically with n = 5000 or higher, for the USS model with the




Figure 3.4. The ratio of the total number density of the aggregates present
initially and at a later time, N0
Ntot
, shown in blue, is plotted against the di-
mensionless time, θ. The time evolution of the ratio of the average particle
diameter in the system at a given time to its initial value, σ¯
σ1
, is also shown in
red. Predictions of the USS model using the universal rate constant assump-
tion are shown as broken lines, while the results using eq. 3.22 are shown as
full lines for (a) φ = 0.005 and (b) φ = 0.1.
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the universal rate constant. The ratio of the total number density of the aggregates
present initially and at later times, N0
Ntot
, is plotted against the dimensionless time,
θ, in Figure 3.4a for φ = 0.005 and Figure 3.4b for φ = 0.1. Moreover, the time
evolution of the ratio of the average particle diameter in the system at a given time
to its initial value, σ¯
σ1
, is also shown in the same figure for the two volume fractions.















The trend for N0
Ntot
is in agreement with that reported previously [Suzuki et al.
1969]. At short times, the difference in the two predictions is small but at longer
times, it gradually increases to about 20% in the timescale considered for φ = 0.005
and to about 100% for φ = 0.1. The differences between the two models are expected
to increase further at longer times. For the average particle diameters, the differences
between the models are smaller, with the highest deviation being around 5% for φ =
0.005 and around 20% for φ = 0.1. Thus, the assumption of a universal rate constant
seems to be reasonable only for short times and for initial particle volume fractions
of φ < 0.005. While the deviations are expected to be more pronounced for more
concentrated systems, those cases are not considered here because for those cases the
accuracy of the USS model itself is questionable.
At sufficiently long times, it is known that the dimensionless aggregate number
distribution exhibits a “similarity” [Friedlander and Wang 1966, Botet and Jullien
1984] with the distribution falling onto a single “master curve” for all times. Methods
have been suggested where the aggregate number distributions obtained from experi-
ments can be used to suggest the mechanism of aggregation [Botet and Jullien 1984].
These analyses, however, have only been carried out for the Smoluchowski model.
Because the self-similar behavior is exhibited only at long times, the unsteady-state
effects which affect the short-time behavior, can be expected to be unimportant. This
expectation for the USS models is nonetheless confirmed here. The choice of the value
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Figure 3.5. The aggregate number distribution master curves predicted by
the USS models with and without the universal rate constant assumption are
compared to the BD simulation results for an initial particle volume fraction,
φ = 0.0005.
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of kij used, however, is expected to affect the master curve. The dimensionless aggre-








For the Smoluchowski model at long times, t
τ
>> 1, it has been shown by Fried-
lander and Wang [1966] that on assuming a universal rate constant the master curve
approaches the following form,
f(x) = exp(−x) (3.67)
By contrast, if the value of kij is given by eq. 3.22, the distribution master curve for
the Smoluchowski model becomes lognormal.
In Figure 3.5, the distribution master curves as predicted by the USS models with
and without the universal rate constant assumption are compared to the BD simu-
lation results for φ = 0.0005. The predictions of the model without the assumption
agree well with the BD simulation results. Moreover, the unsteady-state effects do
not change significantly the distribution master curve.
3.5.4 Evaluating the USS model with hydrodynamic interactions
The effects of hydrodynamic interactions (HI) on aggregation kinetics are re-
examined in light of the new USS model developed earlier. As discussed before,
one must use the assumption of a universal rate constant, because explicit relations
for kij are unavailable. The average particle diameter in the system (σ¯) is calculated
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Figure 3.6. The time evolution of the ratio of the average particle diameter
in the system at a given time to its initial value, σ¯
σ1
, is shown. For the USS
model and the BD simulations, results are shown for two cases — with and
without hydrodynamic interactions. The Smoluchowski model predictions
without accounting for hydrodynamic interactions are also shown.
105
by approximating the aggregates as equivalent spheres. In Figure 3.6, the ratio of
σ¯
σ1
is plotted versus the dimensionless time, θ. The predictions of the Smoluchowski
model (without accounting for HI), the USS model (with and without accounting for
HI), and BD simulations (with and without accounting for HI effects) are shown for
an initial particle volume fraction, φ = 0.02. When HI effects are not accounted for,
the USS model predictions are in good agreement with the BD simulation results
with HI being ignored; those of the SS model are not. Once HI effects are accounted
for in the BD simulations using the approach of Urbina-Villalba et al. [2003], the
aggregation kinetics are slower, as expected, since at all times the average particle
sizes are smaller. A similar decrease is predicted by the USS model once HI effects
are accounted for. This suggests that the approximate extension to the USS model
proposed here, adequately captures the effects of hydrodynamic interactions.
3.5.5 Upper limits of concentration for the Smoluchowski and USS models
All models predict that the half time t1/2 for an initially monodisperse system
decreases as the concentration or the initial particle volume fraction, φ, increases. For
the Smoluchowski model, eqs. 3.34 and 3.52 indicate that the half time is inversely
proportional to the initial particle volume fraction. In other words, the product tss1/2φ
is constant for all φ. For the USS models and BD simulations, the values of t1/2
decreases more rapidly with an increase in φ. In Figure 3.7, the ratio of the t1/2
value at a given φ to its value, tss1/2, given by the Smoluchowski model is plotted as a
function of φ. The results are shown for the BD simulations (symbols) and for three
models, the SS model (full line), the USS model with kij = k11 (broken line), and the
USS model with kij given by eq. 3.22 (symbol and broken line).
At φ = 0.1, the USS models predict a value of t1/2 that is 5 times lower than
that for the Smoluchowski model. The BD simulation results show a similar de-
crease. In fact, the Smoluchowski model predictions are in reasonable agreement
with BD simulations only for values of φ < 0.0005. This is the “infinite dilution”
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Figure 3.7. The ratio of the value of the half time of aggregation (t1/2) for a
given initial particle volume fraction, φ, to its corresponding value predicted
by the Smoluchowski model is plotted as a function of φ. The predictions of
the Smoluchowski (SS) model and the USS models (with kij = k11 and kij
given by eq. 3.22) are compared to the results of the Brownian Dynamics
(BD) simulations.
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limit where the unsteady-state effects are negligible. For higher concentrations, up
to φ = 0.1, the USS models should be used to accurately predict the aggregation
kinetics in hard sphere dispersions. For φ > 0.1, the USS model predictions were
found to be inaccurate. This is addressed in more detail in subsequent chapters.
3.6 Conclusions
A comprehensive evaluation of the Smoluchowski model is presented using the unsteady-
diffusion equation and Brownian Dynamics (BD) Simulations. A new unsteady-state
(USS) model has been developed for the Brownian aggregation of hard spheres. The
predictions of the steady-state Smoluchowski (SS) and the USS models are compared
to the results of Brownian Dynamics (BD) simulations, which serve as benchmarks.
It is concluded that the SS model under-predicts the aggregation kinetics, especially
at short times. The new USS model is found to be in excellent agreement with the
BD simulations for dispersions with initial particle volume fractions φ < 0.1. Sam-
ple calculations indicated that the unsteady-state effects are important in dispersions
with particle sizes > 100 nm.
The impact of assuming a universal rate constant to solve the population balance
equations is examined in detail for the first time for the USS model. While accounting
for the size-dependence of the rate constants leads to more accurate predictions, the
simplifying assumption was found to be reasonable for dilute systems. The use of
the assumption, however, results in incorrect predictions of the self-similar aggregate
number distributions. Moreover, these distributions were found to be unaffected by
the unsteady-state effects.
The USS model was extended to account, in an approximate manner, for hydrody-
namic interactions in an approximate manner. Both short-range viscous interactions
and long-range many-body hydrodynamic interactions were considered. The USS
model predictions were in good agreement with the BD simulation results. For both
108
the model and simulations, slower aggregation kinetics are observed, as expected,
when hydrodynamic interactions are accounted for.
Furthermore, the upper limits of concentration for which the SS and USS models
are accurate were identified. The classical Smoluchowski model was found to be
accurate only for dispersions with an initial particle volume fraction of φ ≤ 0.0005.
This was noted to be the “inifinte dilution” limit where unsteady-state effects are
negligle. For higher volume fractions, up to φ = 0.1, the USS model was in good
agreement with the BD simulation results. At φ = 0.1, the half time of aggregation
predicted by the SS model was five times longer than that obtained from the USS
model and from the BD simulation results.
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4. NON-IDEAL DIFFUSION EFFECTS AND SHORT-RANGE ORDERING IN
BROWNIAN AGGREGATION KINETICS OF HARD SPHERES
4.1 Abstract
Brownian aggregation is studied in concentrated dispersions of hard spheres using the-
oretical models and Brownian Dynamics (BD) simulations. New theoretical kinetic
models are reported and compared to existing approaches and BD simulation results
which serve as benchmarks. The first of the two new models generalizes an existing
local density approximation (LDA) based model to account for the effects identified
in Chapter 3. The second model is based on the more rigorous Fundamental Mea-
sure Theory (FMT) applied to the “liquid-state” Dynamic Density-Functional Theory
(DDFT). Both models provide significantly more accurate predictions than the clas-
sical Smoluchowski model. The predictions of the new FM-DDFT-based model are in
near perfect agreement with BD simulation results for dispersions with initial particle
volume fractions, φ, up to 0.35 (close to the hard-sphere freezing or gelation transition
at φ = 0.494). In contrast to previous approaches, the non-ideal particle diffusion
effects and the initial and time-dependent short-range ordering in concentrated dis-
persions due to entropic packing effects are explicitly considered here, in addition
to the unsteady-state effects. The greater accuracy of the FM-DDFT-based model
compared to the LDA-based models indicates that non-local contributions to parti-
cle diffusion (only accounted for in the former) play important roles in aggregation.
At high concentrations, the FM-DDFT-based model predicts aggregation half-times
and gelation times that are up to two orders of magnitude lower than those of the
Smoluchowski model. Moreover, the FM-DDFT-based model predicts asymmetric
cluster-cluster aggregation rate constants, at least for short times. Overall, a rigorous
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mechanistic understanding of the enhancement of aggregation kinetics in concentrated
hard-sphere dispersions is provided.
4.2 Introduction
This chapter is based on the results published in Kelkar et al. [2014], and is re-
produced in part with permission from the American Chemical Society.
Considerations of colloidal dispersion stability are manifest in myriad settings.
Stabilized colloidal pigments were used in the Stone Age paintings in the Lascaux
caves of France and in the written records of Egyptian pharaohs as reported by
Evans and Wennerstrom [1999]. Moreover, soil fertility near river-system deltas
results from the destabilization of silt dispersions in river-water upon mixing with
high ionic strength sea water. Maintaining the stability of dispersions is a key chal-
lenge in the manufacture of coatings, enhanced oil recovery, development of new
fuels, environmental pollution, ceramics fabrication, corrosion, separation processes
[Russel et al. 1992], formulation of food products [Dickinson 1998], drug delivery
[Illum et al. 1987], biotechnology [Park et al. 2010], membrane fouling [Yiantsios and
Karabelas 1998], and inkjet printing [Dong et al. 2010, Dong, Corti, Franses, Zhao,
Ng and Hanson 2011, Dong, Chen, Corti, Franses, Zhao, Ng and Hanson 2011]. The
stability of colloidal dispersions is often closely linked with particle aggregation. Un-
derstanding aggregation kinetics is a topic of fundamental importance not only for
colloidal dispersions but also for macromolecular fluids, nanoparticle self-assembly,
and biochemical reactions.
Perikinetic (or Brownian) aggregation, where particle transport occurs by diffusion
only, can destabilize colloidal dispersions, ultimately leading to settling or creaming.
A dispersion is regarded as “colloidally stable” when the primary particles retain
their individual and kinetic independence in the timescale of interest. The frequency
of interparticle collisions resulting in aggregation provides a measure of the kinetics
of aggregation, and hence of the stability of the dispersions. Much of the current un-
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derstanding of colloidal aggregation kinetics stems from the model of Smoluchowski
[1917]. It describes the aggregation of initially uniformly-distributed hard spheres
under a steady-state flux. This classical model has also been used in the study of
the kinetics of protein-protein association [Northrup and Erickson 1992], biochemical
reaction kinetics [Kim and Yethiraj 2010], dust coagulation in protoplanetary disks
[Blum and Wurm 2008], and bimolecular reactions [Ovchinnikov and Zeldovich 1978].
The predictions of the Smoluchowski model only match the more “exact” Brown-
ian Dynamics (BD) simulation results for dispersions with a particle volume fraction
of φ < 0.0005 [Kelkar et al. 2013]. The limitations of this classical model have also
been inferred from experiments by Holthoff, Egelhaaf, Borkovec, Schurtenberger and
Sticher [1996]. Most problems of interest involve more concentrated systems for which
only a limited number of semiempirical models based on more rigorous simulation re-
sults have been proposed by Hu¨tter [1999], Trzeciak et al. [2006], and Heine and
Pratsinis [2007]. A steady-state theoretical model using the local density approxima-
tion (LDA), in which an osmotic pressure gradient drives diffusion, has been reported
by Dzubiella and McCammon [2005] and shown to be accurate for moderate parti-
cle volume fractions [Dzubiella and McCammon 2005, Dorsaz, De Michele, Piazza,
De Los Rios and Foffi 2010, Kim and Yethiraj 2010]. As discussed in the previous
chapter, we reported the unsteady-state (USS) model [Kelkar et al. 2013] and using
BD simulations showed that unsteady-state diffusion effects play an important role
in Brownian aggregation. These effects were also identified to be significant in a prior
experimental study of fluorescence quenching [Andre et al. 1978]. The USS model is
accurate for dispersions with particle volume fractions of φ = 0.1 or less, but deviates
significantly from BD simulation results at higher concentrations. Recently, a steady-
state theoretical model was proposed by Lattuada [2012] based on the trapping theory
[Richards 1986a, Richards 1986b] for the diffusion of small reactant molecules in a
heterogeneous medium. In this aggregation model, the dispersed phase behaves as a
collection of “traps” which serve as the sites for aggregation. All of the above mod-
els predict higher aggregation rates in concentrated dispersions than those predicted
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by the Smoluchowski model. Despite these significant advances, a clear mechanistic
understanding of the aggregation kinetics in concentrated dispersions is still missing.
At particle volume fractions beyond φ = 0.1, two key assumptions of the USS
model are expected to be erroneous: (1) that the particle diffusion is ideal and is
driven by a concentration-gradient and (2) that the equilibrium concentration pro-
file around a particle prior to the start of aggregation is uniform. Two new models
are presented here which account for the unsteady-state effects and do not use these
assumptions. The previous USS model is effectively the dilute limit of the new mod-
els. For concentrated dispersions, particle diffusion is driven by a chemical potential
gradient with both ideal and non-ideal (or excess) contributions. Furthermore, it is
known that entropic packing effects lead to the development of a “liquid-like” short-
range local-order in concentrated dispersions prior to the start of aggregation [Russel
et al. 1992]. In none of the prior aggregation models have both the non-ideal diffusion
and short-range ordering effects been explicitly considered.
The principal objective of this article is to present two new theoretical models
for perikinetic aggregation and compare their predictions to those of several existing
approaches with BD simulation results as benchmarks. The first new model is an im-
provement over an existing local density approximation (LDA) based model [Dzubiella
and McCammon 2005] and takes into account unsteady-state effects. The second
model is based on the use of the Fundamental Measure Theory (FMT) [Rosenfeld
1989] within the “liquid-state” Dynamic Density-Functional Theory (DDFT) [Marconi
and Tarazona 1999, Archer and Evans 2004, Rex and Lo¨wen 2008] in order to account
for non-local contributions to the chemical potential in highly structured dispersions.
To the authors’ knowledge, this is the first time that DDFT has been used for modeling
colloidal aggregation rates. The new models provide a clearer mechanistic understand-
ing of why the aggregation rates are enhanced at higher particle volume fractions.
Moreover, they provide a basic framework for future studies of the role of hydrody-
namic and thermodynamic interactions in aggregation of concentrated dispersions.
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4.3 Theory
The details of the two new density-functional theory based models of aggregation
are presented in this section. As in the Smoluchowski and USS models, aggregation
is modeled as two sequential steps, diffusion and reaction. The particles are taken
to be sticky hard-spheres with an infinitely high repulsive potential on overlap and
no attractive interactions with the exception of a strong, very-short-range attractive
force. This attractive force results in irreversibe aggregate formation on contact. It,
however, does not influence the diffusion of particles toward one another. The pri-
mary particles or monomers are spherical. Larger aggregate clusters (referred to as
dimers, trimers, etc., depending on the number of primary particles they contain) are
modeled as equivalent spheres with a fractal scaling designed to match the equivalent
collision areas and diffusion coefficients of the non-spherical aggregates [Weitz and
Oliveria 1984].
To calculate the rate constant of aggregation, kij, for a given pair of aggregates (i
and j particles), only those two species are assumed to be present, in a manner similar
to the Smoluchowski and USS models. As described in the schematic shown in Figure
3.1, a single i particle is considered to be at a fixed position which is taken to be the
origin of a spherically symmetric reference frame. Only j particles diffuse toward
this fixed particle. The diffusing j particles are considered to instantaneously react
with the fixed particle upon contact, thus forming another larger aggregate. The USS
model, discussed in Chapter 3, is presented briefly at first to illustrate the differences
between it and the new models. The rate constant for monomeric collisions, k11, is
evaluated first before the approach is generalized to obtain kij. A dispersion initially
comprised of identical monomeric spheres of radius R1 =
σ1
2
is considered. For the
USS model, the diffusive flux resulting in aggregate formation is directly proportional
to the concentration gradient as given by eq. 3.1. The value of J11 for monomer-








where ρ1(r, t) is the monomer local number density around the fixed hard sphere
and D1 is the diffusivity of the particles. Because hydrodynamic interactions are ne-





Here, T is the absolute temperature, η is the solution viscosity and kB is Boltzmann’s
constant.

















, for 2R1 ≤ r <∞ and t > 0 (4.4)
Since all the particles, including the fixed particle, experience Brownian motion,
D1 in eqs. 4.1—4.4 is replaced by the mutual diffusivity, D11 which is equal to 2D1.
The boundary conditions are,
at r = 2R1, ρ1 = 0 (4.5)
at r→∞, ρ1 = N1 (4.6)
where N1 is the monomer number density in the bulk dispersion (away from the fixed
particle).
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Equations 4.5 and 4.6 are the usual ‘sink-source’ boundary conditions used in the
Smoluchowski model. Finally, the initial condition is,
at t = 0, ρ1 = N1 = constant for r ≥ σ1 (4.7)
Using Laplace transforms, as discussed earlier, eqs. 4.1–4.7 are solved analytically
[Kelkar et al. 2013] to obtain ρ1 and J11 as a function of r and t. It is assumed here
that the diffusion step is unaffected by the decrease in the bulk monomer number
density due to aggregation. Therefore, N1 is kept constant when solving eqs 4.1—4.7.
See previous chapter for further discussion.
Collisions between monomer pairs lead to dimer formation, thereby reducing the
value of N1 by a second-order reaction. The collision or aggregation rate is related to











On substituting the solution of eqs. 4.1—4.7 into eq 4.8, the rate constant for dimer















is a dimensionless time.
Note that kuss11 is time-dependent and not a “constant”. If the transient term
in eq. 4.4 is neglected, the USS model equations become identical to those of the
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Smoluchowski model. In that case, on solving eqs. 4.1—4.8, the steady-state rate
constant is given by,
kss11 = 32πR1D1 (4.10)
Both of these rate constants are obtained by assuming ideal particle diffusion. In
general, however, the diffusion process is driven by a chemical potential gradient, with
both ideal and excess (or non-ideal) contributions. In eq. 4.1 one implicitly assumes
that the excess contributions are absent or insignificant. Yet, the excess chemical
potential becomes important at high particle volume fractions, and one needs to ex-
plicitly account for the “non-ideal” particle diffusion. The aggregation flux, J11, for
monomer-monomer collisions leading to the formation of dimers is defined most gen-
erally as [Bringuier 2009],







where µ1 is the chemical potential of the monomers. The chemical potential, µ1, is






where µig1 is the chemical potential of an ideal gas at the same temperature and num-
ber density and µex1 is the excess chemical potential. The contribution of the ideal












If the excess chemical potential is ignored, then the flux given by eq 4.11 reduces
to that provided in eq 4.1. For a more rigorous analysis, the gradient of the excess
term can be evaluated using either the local density approximation (LDA) approach
or the Fundamental Measure theory (FMT). The FMT approach is more accurate
than the simple LDA approach but it is computationally more intensive. For the
LDA-based model, µex1 depends only on the local volume fraction at a given radial





1. It is assumed that the bulk hard
sphere dispersion is described by the Carnahan-Starling equation of state [Carnahan




8φ1 − 9φ21 + 3φ31
(1− φ1)3
(4.14)
In spite of improving on some of the assumptions used in the USS model, the LDA
approach is still only valid when density profiles are relatively “smooth”, or when den-
sity gradients are not too large. As such, LDA neglects non-local contributions to
the excess chemical potential, which become important when short-range ordering or
large density gradients develop at high concentrations. A more rigorous treatment
of these effects is made possible using the FMT developed within the “liquid-state”
density functional theory. Here, Rosenfeld’s FMT approach is used [Rosenfeld 1989],
with several modifications [Roth, Evans, Lang and Kahl 2002, Yu and Wu 2002c]
suggested to ensure that the predicted bulk Helmholtz energy is consistent with the
Carnahan-Starling equation of state. This version of the FMT describes accurately
the properties of an inhomogeneous hard-sphere fluid. The excess term in this case
depends on an integral of the excess free-energy density, Φ, as follows [Uline, Torabi
and Corti 2010],








wα(r¯′ − r¯)dr¯′ (4.15)
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where r¯ and r¯′ are position vectors with origins at the center of a given monomer,
the nα terms represent Rosenfeld’s dimensional scalar and vector components of the
weighted average densities, with wα being the corresponding weights (full details of
the various integrals appearing in eq 4.15 are given by Yu and Wu [2002c]). In the
FMT, µex1 is not only a function of the local density at r¯ but also depends on the
density profile that develops within the range |r¯− r¯′| ≤ 2R1 about r¯.

















, for 2R1 ≤ r <∞ and t > 0 (4.16)
Again, D1 is replaced by D11 in eqs. 4.11 and 4.16. The boundary conditions used
in the two new models are identical to those in eqs 4.5 and 4.6. Before irreversible
aggregation takes place, which is inherently a non-equilibrium process, the system
should be in an initial equilibrium state (with no aggregation) for which there can be
no gradients of the chemical potential. This more general initial condition, used in
the two new models, is given by,
at t = 0, µ1 = constant for r ≥ σ1 (4.17)
For the LDA-based model, since the chemical potential depends only on the local
density, this initial condition reduces to that given by eq 4.7 for the USS model. For
the FM-DDFT-based model, however, this condition reduces to one of non-uniform
concentration. Because of the non-local contributions to the chemical potential in the
FMT, the hard sphere at the origin influences the density profile in its vicinity (for
r−σ
σ
≤ 2 where σ = 2R1). Particles in the surrounding first neighbor shell are now
more likely to be found at close separation distances to the central particle ( r−σ
σ
∼
0). Furthermore, due to non overlap of the hard spheres, the second neighbor shell
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will be located at around r−σ
σ
∼ 1. Consequently, the predicted initial equilibrium
density profile for a concentrated dispersion displays a “liquid-like” structure [Russel
et al. 1992]. Such short-range ordering has been unaccounted for in previous ag-
gregation models [Smoluchowski 1917, Hu¨tter 1999, Trzeciak et al. 2006, Heine and
Pratsinis 2007, Lattuada 2012, Kelkar et al. 2013]. This structure is predicted from
well-known theories of the liquid state [Russel et al. 1992], and develops in hard-
sphere dispersions due to excluded volume or “entropic packing” effects.
A quantitative description of these packing effects is provided by the pair-correlation
function, g(r), which is the ratio of the local number density to the bulk number den-
sity and indicates how the particles order around a central particle. In Figure 4.1,
the g(r) function at equilibrium is plotted for dispersions with various bulk volume
fractions. The predicted density profiles from the FMT agree well with our indepen-
dent Monte-Carlo simulation results [Allen and Tildesley 1989] (details are omitted).
The assumption of an initial uniform profile appears plausible for φ of about 0.01 or
so. For φ = 0.2 and 0.3, however, the short-range ordering is important and results in
an increased local density at short separation distances. With these considerations,
the initial condition given by eq. 4.17 can be equivalently written as the following
equation for the FM-DDFT-based model,
at t = 0, ρ1 = N1 g(r), r ≥ σ1 (4.18)
For the LDA-based model, eqs. 4.5—4.6,4.8,4.11—4.14, and 4.16 are solved in
order to calculate the monomer-monomer aggregation rate constant klda11 . Similarly,
for the FM-DDFT-based model eqs. 4.5,4.6,4.8,4.11—4.13, and 4.16—4.18 are solved
for the rate constant kfmt11 . Since analytical solutions are not possible for these two
systems of equations, an explicit finite difference scheme was employed.
The steady-state value of the rate constant predicted by the new LDA-based model
can be calculated analytically. This result is identical to that of a previous approach,
[Dzubiella and McCammon 2005] and is given as,
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Figure 4.1. Equilibrium pair correlation functions, g(r) = ρlocal
ρbulk
, predicted
by the FMT approach (for a uniform chemical potential consistent with the
given bulk density), shown in full lines, and Monte-Carlo simulations, shown














3 is the initial particle volume fraction in the bulk.
To test if the short-range ordering in concentrated dispersions can be accounted
for in the LDA approach, the LDA-based model is solved using eq. 4.18 as the initial
condition instead of eq. 4.7. In this case, the g(r) function used in eq. 4.18 is obtained
using Monte Carlo simulations. Now, the differences between the LDA approach and
the more rigorous FMT approach are readily apparent in the time dependence of
the concentration and chemical potential profiles that develop around the fixed par-

























> 0, the gradient in µ1 and the gra-
dient in ρ1 have the same sign and act in the same direction. Therefore, the driving
force for diffusion is proportional to the local density gradients and one expects that
the diffusive flux will change direction with position owing to the local minima shown
in Figure 4.1. The LDA-based model with the modified initial condition maintains
the short-range ordering in the concentration profile only for short times, θ ≤ 0.001
(Figure 4.2a). Beyond this time, the concentration profile becomes “smooth”, and
the slope close to the particle surface is always higher than that predicted by the
Smoluchowski model (dilute limit). The chemical potential profile, however, is not
smooth and displays oscillations above and below the bulk value initially and subse-
quently for a short time (Figure 4.2b). This indicates that, within the LDA approach,
the resulting local fluxes are not uni-directional. At these short times, some particles
diffuse against the overall driving force which leads to the eventual smoothening of




Figure 4.2. (a) Time-dependent pair correlation functions, g(r), and (b) Di-
mensionless chemical potential profiles, where µ˜ = µ−µ
∗
µbulk−µ∗ , predicted by the
LDA-based model with eq 18 as the initial condition instead of eq 4.7 for θ
equal to 0 (line 1), 0.001(line 2), 1 (line 3), or 10 (line 4), and the steady-
state Smoluchowski profile (line 5). The initial bulk particle volume fraction
is φ = 0.3. Note that µ∗ is a constant dependent only on the temperature




Figure 4.3. (a) Time-dependent pair correlation functions, g(r), and (b) Di-
mensionless chemical potential profiles, µ˜, predicted by the FM-DDFT-based
model for θ equal to 0 (line 1), 0.001(line 2), 1 (line 3), or 10 (line 4), and the
steady-state Smoluchowski profile (line 5). The initial bulk particle volume
fraction is φ = 0.3.
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that all particles diffuse toward the fixed particle. Therefore, the LDA-based models
cannot account accurately for, and are even inconsistent with, the short-range order-
ing. For a LDA-based aggregation model to be consistent, it must use eq. 4.7 as the
initial condition.
For the time scales considered in Figure 4.3a, θ ≤ 10, the short-range ordering
in the concentration profile persists for the FM-DDFT-based model. Moreover, the
concentration profiles, especially close to the sink at the particle surface, appear to
approach the steady-state profile of the Smoluchowski model. As a result, in the
steady-state limit, the FM-DDFT-based collision rate becomes similar to that pre-
dicted by the Smoluchowski model. In addition, the corresponding chemical potential
profiles are always smooth and monotonic in distance. This suggests that the local
particle fluxes are always in the same direction, from the bulk solution to the particle
surface (Figure 4.3b). Thus, the effects of short-range ordering can be accurately
captured in the FMT approach, but not in the LDA approach.
The preceding analysis for calculating the rate constant for collisions between
monomers must be extended because additional collisions between clusters comprised
of i primary particles, or i-mers, and j primary particles, or j-mers, also occur. The
time dependence of the number density of each aggregate species is obtained by solv-












where j = 1, 2...., n and kij is the aggregation rate constant for collisions between i-
mers and j-mers. The process of calculating the kij values for all possible collisions, by
considering the diffusion of j-mers towards a fixed i-mer, is tedious. For this reason,




analytically in the dilute limit of the USS model for equivalent spheres is valid at all
concentrations.
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where Ri is the radius of an i-mer.
The collision area is given by the diffusion radius, [Heine and Pratsinis 2007] Rj,
of an equivalent sphere of the fractal j-mer particle. It is related, on average, to the
monomer radius R1 by the equation Rj = j
1/dfR1, where df is the fractal dimension.
The fractal dimension of large aggregates has been found to be 1.8 at dilute conditions
[Weitz and Oliveria 1984] increasing to about 2.3 for φ = 0.3 [Lattuada 2012]. The
fractal dimension for perikinetic aggregation is, most generally, not scale-invariant
[Gmachowski 2002] but it is assumed to be so in the present analysis. For the model
predictions, the time-averaged fractal dimensions calculated from the BD simulation
results will be used.
In using eq. 4.22, one assumes that the cluster-cluster aggregation rate constant
kij is symmetric or that kij = kji. For the FM-DDFT-based model this assumption
may not be valid because the initial equilibrium density profile depends upon the
ratio B = Ri
Rj
of the radius of the fixed particle i, to the radius of a diffusing particle
j. As shown inFigure 4.4, the equilibrium pair correlation functions for dispersions
with an initial bulk particle volume fraction of the diffusing particles of φ = 0.2
varies with B. The density profiles for B = 30 and B = 0.03 (≃ 1
30
) are very different,
suggesting that kij 6= kji. The contact densities (at r = σij) increase monotonically
with B and the density profile becomes increasingly non-uniform with increasing B.
Here σij is defined as 0.5 (σi + σj), with these being the diameters of the i-mer
and j-mer aggregate respectively. For low volume fractions, however, this disparity
in the density profiles for different B values reduces, and kij may be equal to kji.
Nonetheless, the assumption of kij = kji needs to be examined in more detail for the
FM-DDFT-based model. This is done in a later section.
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Figure 4.4. Equilibrium pair correlation functions, g(r), predicted by the
FMT approach for a uniform chemical potential consistent with the bulk
particle volume fraction, φ, of the diffusing particles equal to 0.2. Different
size ratios of the fixed (i-mer) and diffusing particles (j-mer) are considered,
with B equal to 30, 1, and 0.03 (≃ 1
30
). Here σij is defined as 0.5 (σi + σj),
with these being the diameters of the i-mer and j-mer aggregate respectively.
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The system of equations that constitute the LDA-based and FM-DDFT-based
aggregation models are developed and solved here for the first time. The framework
of the aggregation problem is similar to that of the USS model [Kelkar et al. 2013]
and the pair-correlation function and chemical potential gradients are evaluated using
DDFT. Thus, this represents the first time “liquid-state” DDFT approaches are being
employed for obtaining insights into aggregation kinetics.
In Figure 4.5, the rate constant predicted by the new FM-DDFT-based model
for φ = 0.3 is compared to that predicted by the USS model. For the time-scale
considered, the predictions of the new more are higher than those of the USS model
as expected. Furthermore, the approach to steady-state is also slower. Thus, in
concentrated dispersions, the unsteady-state effects are important even in dispersions
with small size particles.
4.3.1 Fundamental measure theory details
The excess chemical potential is determined with the fundamental measure theory
depends on an integral of the excess free-energy density, Φ, as stated before. Some
general relations are given in this section.








wα(r¯′ − r¯)dr¯′ (4.23)
The nα terms represent Rosenfeld’s dimensional scalar and vector components of the
weighted average densities, with wα being the corresponding weights, such that
nα(r¯) =
∫
ρ1(r¯′)wα(r¯′ − r¯)dr¯′ (4.24)







Figure 4.5. The rate constants for collisions between identical monomeric
particles, k11, predicted by the new FM-DDFT-based model for φ = 0.3 and
the USS model, and normalized by the corresponding rate constant predicted













































+ r2 − r′2
)
dr′ (4.30)
The free-energy density, Φ is evaluated as a sum of the vector and scalar components.
Φ = ΦS +ΦV (4.31)
where the scalar term is given as
Φ










and the vector term is
Φ





ln(1− n3) + 1
12πn3(1− n3)2
)
n2nV 2 · nV 2 (4.33)
Additional details can be found in Yu and Wu [2002c] and Roth et al. [2002].
4.4 Brownian Dynamics Simulations
Results of Brownian dynamics (BD) simulations [Hu¨tter 1999, Ermak and McCammon
1978] are used as benchmarks for the predictions of the various aggregation models.
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The BD simulation method is a commonly used powerful tool for studying colloidal
dispersions. It employs a stochastic-dynamics approach to enable direct simulation of
the aggregation dynamics. Such simulations have been used for studying coagulation
[Hu¨tter 1999], flocculation [Urbina-Villalba and Garca-Sucre 2000, Urbina-Villalba
et al. 2009, Urbina-Villalba et al. 2005], sedimentation [Ansell and Dickinson 1987],
and deposition [Unni and Yang 2005] processes in colloidal dispersions. It enables the
facile study of aggregation dynamics especially for concentrated systems where the
fast kinetics can make experimental investigation tedious.
An in-house code was developed for the BD simulations where a dimensionless
form of equation 3.60 was used with σ as the length scale, and the tB of the pri-
mary particle as the time scale. The relevant equations and other simulation details
are presented in Chapter 2 and 3. To ensure that there were no system size effects,
10,000 particles were considered and periodic boundary conditions were employed. A
computationally efficient method for keeping track of aggregate clusters in the sim-
ulation was employed [Sevick et al. 1988], along with the Verlet neighbor list [Allen
and Tildesley 1989] for reducing the simulation times. Each simulation was initialized
by placing the hard sphere particles in the simulation box randomly with no overlap.
To ensure good statistics and reduce the effects of the initial configurations, reported
results are averages over 10 simulation runs.
In the simulations, aggregation is defined to occur when the center-to-center sepa-
ration distance between any two particles is less than or equal to a certain “bonding”
distance, rbond. The results for rbond values equal to 1.01 times the particle diameter
or less were independent of rbond. For this reason, a dimensionless bonding distance
of 1.01 was used. An “artificial” spring force is introduced between the “bonded”
particles, to replicate the strong short-range attractive interactions which result in
particle capture [Hu¨tter 2000]. This spring force allows for irreversible aggregation
and accounts for the possible tumbling motion of the non-spherical aggregate clusters.
The calculation of the fractal dimension of the aggregates is done by first calculating
the radius of gyration for different aggregates and then employing the method sug-
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Figure 4.6. The average fractal dimension, df , of aggregates formed in an
initially monodisperse system for various initial particle volume fractions, φ.
The results of the Brownian Dynamics simulations of the present study are
compared with the values reported by Lattuada [2012].
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gested by Gmachowski [2002]. The average fractal dimensions for different volume
fractions are df = 1.8, 1.95, 2.1, 2.22, 2.3, 2.35, and 2.45 for φ = 0.01 and below, 0.1,
0.15, 0.2, 0.25, 0.3, and 0.35 respectively. These are in good agreement with values
reported in the literature [Lattuada 2012] as shown in Figure 4.6. The aggregates
formed in systems with higher initial concentrations are more compact or have a
higher df values. For very dilute systems, φ < 0.05, the fractal dimension approaches
the limiting value of 1.8 as expected from the results of Weitz and Oliveria [1984].
4.5 Results and Discussion
In this section, comparisons between the results of the BD simulations and the pre-
dictions of the aggregation models discussed earlier are presented. Comparisons are
made for various metrics for aggregation kinetics including properties such as aggre-
gation half-time and gelation times, and the time evolution of the monomer and dimer
number densities.
4.5.1 Time evolution of monomer and dimer number densities
To avoid overlooking cancellation errors in particle dynamics, the time evolution
of both the monomer and dimer number densities are considered. The population
balance equations are solved for an initially-monodisperse size hard-sphere dispersion
with a constant value (i.e., scale-invariant) of df for simplicity. The dimensionless
time θs = θ
12φ
pi
is chosen as the Smoluchowski model predictions (shown here for df
= 1.8) for both the monomer and dimer number densities fall on single curves for
all values of φ. As expected, the Smoluchowski model predicts significantly slower
kinetics for the reduction of the monomer density by aggregation than those found
in BD simulations (shown as symbols in Figure 4.7a) with the discrepancy increasing
with increasing particle volume fraction. Figure 4.7b highlights a similar disagreement




























































































































































































































































































































































































simulation results. The predictions of the new LDA-based model for df = 2.22 and φ=
0.2 are in better agreement with the simulation results than those of the Smoluchowski
model, but the agreement is still poor. The new FM-DDFT-based model was used
with df = 1.95, 2.22, and 2.35 for initial values of φ = 0.1, 0.2, and 0.3 respectively,
along with assuming for computational convenience that kij = kji and that eq 4.22
is valid. The predictions of this new model for both monomer and dimer number
densities are in good agreement with the BD simulation results. The slight deviations
at long times could be attributed to the presumption of a scale-invariant df , rate
constant symmetry, and the use of the simple scaling relation, eq 4.22. The predictions
of the FM-DDFT-based model for φ = 0.3 with df = 1.76 (lower limit reported
by Gmachowski [2002] corresponding to dimers only) and 2.35 are, however, nearly
identical. This suggests that the assumption of constant df is fair. Overall, the good
agreement with BD simulations highlights that the FM-DDFT-based model is the
most accurate model and therefore non-ideal diffusion effects and short-range ordering
play important roles in the aggregation kinetics. Moreover, non-local contributions to
the excess chemical potential, which are accounted for in the FMT but not in the LDA
approach, are evidently quite important. For this reason, only the FM-DDFT-based
model results are considered in subsequent comparisons to BD simulation results. The
solution to the population balance equations for the Smoluchowski model is obtained
in a few seconds using an Intel Core 2 Duo processor. For the FM-DDFT-based model
the computation time is longer albeit still in the order of seconds.
4.5.2 Evaluation of rate constant symmetry
The assumption of kij = kji used in Figure 4.7 is evaluated in Figure 4.8. The
rate constants for cluster-cluster aggregation for different size ratios, B, of the “fixed”
and diffusing particles were calculated in a manner similar to that detailed earlier
for calculating k11. The ratios of the cluster-cluster aggregation kernel predicted
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Figure 4.8. Ratios of the aggregation kernel predicted by the new FM-DDFT-
based model to that predicted by the Smoluchowski model as a function of
dimensionless time, θ. Results are shown for different values of the size ratio
between the fixed and the diffusing particles, B = 30 or B = 0.03 (≃ 1
30
) for
initial volume fractions of the diffusing particles, φ = 0.01 or 0.2., and for B
= 5 or B = 0.2 (≃ 1
5
), for φ = 0.2.
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by the new FM-DDFT-based model to that predicted by the Smoluchowski model
are plotted as a function of the dimensionless time, θ, for B = 30 and B = 0.03
(≃ 1
30
), for intial values of φ = 0.01 and 0.2 of the diffusing particles, and for B =
5 and B = 0.2 (≃ 1
5
), for intial values of φ = 0.2. The ratios in all cases are time-
dependent and approach steady-state values from significantly higher initial values.
Furthermore, the predicted rate constants for the new model are much higher than
those of the Smoluchowski model and increase with increasing B, especially for high
φ. Event-driven Brownian Dynamics simulation results of Dorsaz et al. [2010] have
also previously suggested such a dependence of kij with B. Let us first consider the
cases when B = 30 or 0.03. The results for φ = 0.01, suggest that for dilute conditions
the assumption of rate constant symmetry is reasonable. However, unlike previous
models, kij is different from kji for φ = 0.2, especially for short times, θ < 1. The
deviation is reduced at longer times and the rate constants appear symmetric as they
approach their steady-state values. The asymmetry at short-times can be attributed
to the different short-range ordering present initially as discussed earlier and shown in
Figure 4.4. Under dilute conditions, the short-range ordering is not greatly affected
by B and thus the rate constant is symmetric for all times. Furthermore, as the fixed
and the diffusing particle sizes approach each other, the deviation between the rate
constant kernels, kij and kij, is reduced for the same initial φ. This is seen by the
reduced deviation between the rate constants for B = 5 and 0.2 as compared to that
for B = 30 and 0.03 for φ = 0.2. This is because as B approaches 1, the initial density
profiles become similar for the two cases (B and 1/B). The rate constant symmetry,
therefore, depends upon both the initial volume fraction and the size ratio, in addition
to time. In all cases, using the symmetry relationship (kij = kji) for computational
convenience, as in Figure 4.8, can lead to reasonably accurate results even though for
short times the difference between the two kernels is large, because the concentration
of the larger aggregate species is very low when the differences between the kernels
are large.
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Figure 4.9. Ratios, γ, of the aggregation half-times predicted by the Smolu-
chowski model (ts1/2) to those predicted by other models (t1/2), are plotted
as a function of φ. Predictions of (a) BD simulations (squares), (b) New
FM-DDFT-based model (triangles), (c) USS model (circles) of Kelkar et al.
[2013], and (d) HP model (diamonds) of Heine and Pratsinis [2007] are shown.
The values of df used are 1.8, 1.95, 2.1, 2.22, 2.3, 2.35 and 2.45 for φ = less
than 0.01, 0.1, 0.15, 0.2, 0.25, 0.3, and 0.35 respectively.
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4.5.3 Comparison with models from the literature and BD simulations
The half-time of aggregation is defined as the time required for the monomer
number density to be reduced to half of its initial value (N01 ). The ratios, γ, of
the half-times predicted by Smoluchowski’s model (ts1/2) to those predicted by other
models (t1/2) for the same initial value of φ increase with particle volume fraction
(Figure 4.9) indicating substantial enhancement in the aggregation rates. As before,
the value of df = 1.8 is used for calculating t
s
1/2. For φ ≥ 0.0005, the Smoluchowski
model (γ = 1) is inaccurate and predicts kinetics over 100 times slower than those
obtained from BD simulations at φ = 0.35. The HP model results presented here
use the simplified relation for k11(φeff ) given in eq. 25 by Heine and Pratsinis [2007]




















Note that the fractal dimensions obtained from BD simulations are used in the above
equation. The HP model provides significant improvements over the Smoluchowski
model with the half-time predictions in qualitative agreement with the BD simulation
results. The maximum relative error between the HP model and BD simulations is
about 70% at φ = 0.35. The simple scaling relation to obtain kij, while inaccurate,
[Heine and Pratsinis 2007] was used here for computational convenience, and may
explain the deviation of the HP model predictions with our BD simulation results.
The USS model [Kelkar et al. 2013] agrees with the BD simulation results for up to φ
= 0.1 (less than about 20% error) but deviates significantly at higher values of φ with
an error of about 90% at φ = 0.35. The new FM-DDFT-based model is in very good
agreement with the BD simulation results for all values of φ (errors less than 23%).
The slight deviations may again be due to the assumption of rate constant symmetry
142
and scale-invariant fractal dimensions, and the use of the scaling relation given in eq
4.22. The values of df obtained from BD simulations are used for both the USS and
FM-DDFT models. It is concluded, based on Figure 4.9, that at high concentrations
the non-ideal diffusion effects and short-range ordering play important roles in aggre-
gation kinetics, in addition to the unsteady-state effects [Kelkar et al. 2013].
The model is also used to predict the “gelation time”. Two definitions of the gela-
tion time are used here. Firstly, it is the time at which the value of φeff , given by eq
4.34, of an initially-monodisperse hard-sphere dispersion is equal to 0.634, which is the
random close pack limit [Bernal and Mason 1960] (definition 1). Others have defined
the gelation time as when the value of φeff equals 0.494, which is the volume fraction
of “freezing” [Lattuada, Wu, Sandku¨hler, Sefcik and Morbidelli 2004, Pusey 1991] and
this serves as definition 2. The dimensionless gelation time (θgel) values reported for
the theoretical model and BD simulations in ref. 23, are compared to the predictions
of the Smoluchowski model (df = 1.8 for all φ) and the new FM-DDFT-based model in
Figure 4.10. Two sets of predictions of the new model are shown which correspond to
the two definitions of the gelation time mentioned. Note that values as per definition
2 are only reported for the new model. For all the models considered in Figure 4.10,
the value of θgel decreases as a function of the initial particle volume fraction φ, as
expected. The predictions of the new FM-DDFT-based model for definition 2, are in
agreement with the reported values by Lattuada [2012]. This may indicate that Lat-
tuada’s steady-state approach accounts implicitly for some of the effects considered in
our FM-DDFT-based model. Furthermore, it is shown that the Smoluchowski model
provides poor predictions for all the volume fractions considered with discrepancies of
up to 10-fold. These discrepancies are less when compared to those seen in half-time
predictions. This highlights the importance of the initial transient kinetic effects.
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Figure 4.10. Dimensionless gelation times, θgel, are plotted for various initial
values of volume fraction, φ. Gelation time is defined as the time when the
effective volume fraction of the aggregates, φeff is either 0.634 (random close
pack, RCP) or 0.494 (freezing, F). The predictions of the new FM-DDFT-
based model, shown in triangles for F and squares for RCP, are compared to
those of the Smoluchowski model (circles for RCP) and the theoretical model
(diamonds) and the BD simulation results (squares and bold line) of Lattuada
[2012]. The values of df used in the FM-DDFT-based model are 1.8, 1.95,
2.1, 2.22, 2.3, and 2.35 for φ = less than 0.01, 0.1, 0.15, 0.2, 0.25, and 0.3
respectively. The Smoluchowki model predictions are for df = 1.8.
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4.6 Conclusions
A mechanistic understanding of the enhancement in colloidal aggregation kinetics
with concentration is provided for the first time. Non-idealities in particle diffusion
and short-range ordering are shown to strongly affect the aggregation kinetics in con-
centrated hard-sphere dispersions by employing, for the first time, approaches from
the “liquid-state” Dynamic Density Functional theory (DDFT). The classical Smolu-
chowski model underpredicts the aggregation half-times by as much as two orders of
magnitude for initial particle volume fraction φ of 0.35. Non-ideal particle diffusion
effects resulting from contributions of the excess chemical potential are accounted for
accurately by using the Fundamental Measure theory (FMT), which also predicts a
short-range ordering both initially and after aggregation proceeds. The predictions of
the new FM-DDFT-based model are in excellent agreement with Brownian Dynamics
(BD) simulation results. Another simpler local density approximation (LDA) based
model is also evaluated. This model captures some of the unsteady-state and non-ideal
diffusion effects but does not account for the effects of short-range ordering. While the
LDA-based model provides a significant improvement over the Smoluchowski model,
it is still in poor agreement with BD simulation results. Furthermore, the gelation
times predicted by the Smoluchowski model are about 10-fold more than the new
FM-DDFT-based model. Nonetheless, this disagreement is lesser than that seen in
the predictions of the aggregation half-times, thus highlighting the importance of the
initial transient kinetic effects. The assumption of a symmetric relationship between
the cluster-cluster aggregation rate constants, or that kij = kji, is shown to be not
generally valid for the first time. Beyond particle volume fractions, φ = 0.01, the two
kernels differ greatly at short times, due to different initial density distributions. The
applicability of the symmetry relationship depends upon the initial volume fraction
and the size ratio, B, between the fixed and diffusing particles, in addition to time.
Nonetheless, using the symmetry assumption for computational convenience can lead
to reasonably accurate results. Overall, the mechanism responsible for the signifi-
cantly higher aggregation rates in concentrated dispersions is shown to result from
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unsteady-state effects as found previously and also from non-ideal particle diffusion
effects and short-range ordering.
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5. BROWNIAN AGGREGATION KINETICS IN CONCENTRATED
DISPERSIONS OF INTERACTING SPHERES
5.1 Abstract
The kinetics of Brownian aggregation in concentrated dispersions of interacting spheres
are studied using Brownian dynamics (BD) simulations and theoretical models. A
new kinetic model is presented and compared to the classical Fuchs-Smoluchowski
(FS) model and to BD simulation results which serve as benchmarks. This model is
developed on the basis of the fundamental measure theory (FMT) approach within
the “liquid-state” dynamic density-functional theory (DDFT). It improves upon the
approach of the FS model by considering short-range ordering, non-ideal diffusion
and unsteady-state effects. In the previous chapter, these effects were identified as
important in the Brownian aggregation kinetics of hard spheres. Like the earlier
Smoluchowski model for aggregation of hard spheres, the FS model does not account
for these concentration effects. It is anticipated, therefore, that there is a limited range
of concentrations for which the FS model provides accurate predictions. The accuracy
of the FS model is evaluated here for various values of the particle volume fraction, φ,
and several interparticle potential energy functions, Φ, using BD simulation results.
Two types of interparticle interaction potentials are examined — the purely attrac-
tive van der Waals potential and the DLVO potential which includes van der Waals
attraction and double layer repulsion. The steady-state Fuchs stability ratio, W , is
used as a quantitative measure for the interparticle potentials. W is the ratio of the
aggregation rate constant predicted by the Smoluchowski model to that predicted by
the FS model under similar conditions and depends only on the function Φ. When the
interparticle forces are purely attractive, the value of W is less than 1. Interparticle
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repulsive forces result in values of W > 1, with the value of W increasing with the
strength of the repulsive force. The hard sphere cases, discussed in previous chapters,
correspond to W = 1. The predictions of the FS model are found to agree well with
the BD simulation results only for dilute systems (φ << 0.1), and when there are
strong interparticle repulsive forces (W > 100). For dispersions of spheres with purely
attractive interactions, the predictions of the FS model were off by a factor as high as
1000. By contrast, the predictions of the new FM-DDFT based model compare favor-
ably with the BD simulation results for all values of φ andW . For cases whereW > 1,
the new model predicts a time lag in the aggregation kinetics in agreement with our
BD simulation results. Although some simulation studies in the literature report a
time lag, this is the first kinetic model to correctly predict such a lag. Furthermore,
similarly to the FM-DDFT based model for hard spheres discussed in the previous
chapter, the new model also predicts asymmetric rate constant or that kij 6=kji. This
asymmetry results from entropic packing effects and from contributions to the osmotic
pressure by the potential of the mean field. The contributions of the potential of mean
field accounted for in the FM-DDFT based model lead to even faster aggregation rates
for spheres with purely attractive interactions than those expected by accounting for
the effect of the pair potential alone. By contrast, these contributions lead to even
slower aggregation rates for spheres with a DLVO interaction potential than those ex-
pected by accounting only for the effect of the pair potential. Overall, the new model
extends the mechanistic understanding of Brownian aggregation provided by the pre-
vious chapters to particles with significant attractive or repulsive interactions.
5.2 Introduction
Understanding aggregation kinetics is of fundamental importance not only for the
study of colloidal dispersions but also for macromolecular fluids, and nanoparticle
self-assembly. Particle aggregation is closely linked to colloidal dispersion stability,
control of which is an important engineering challenge. Stability is relevant to the
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manufacture of paints and coatings, enhanced oil recovery, wastewater management,
ceramics fabrication, formulation of food products [Dickinson 1998], drug delivery
[Illum et al. 1987], biotechnology [Park et al. 2010], membrane fouling [Yiantsios and
Karabelas 1998], and inkjet printing [Dong et al. 2010, Dong, Corti, Franses, Zhao, Ng
and Hanson 2011, Dong, Chen, Corti, Franses, Zhao, Ng and Hanson 2011]. Stone
Age paintings found in the Lascaux caves of France as well as the written records
of Egyptian pharaohs, indicate early uses of stabilized colloidal pigment dispersions
[Evans and Wennerstrom 1999].
When colloidal dispersions are destabilized, two distinct phases or layers appear,
because of settling or creaming. Such destabilization may be induced by aggrega-
tion where the particles loose their individual and kinetic freedom. The frequency of
interparticle collisions that lead to aggregation provides a measure for aggregation ki-
netics, and hence for the stability of the dispersion against aggregation. Aggregation
may proceed by several mechanisms, one of which is known as Brownian (or periki-
netic or diffusion-limited) aggregation, where particles undergoing diffusive transport
aggregate upon collision with one another. The current understanding of Brownian
aggregation kinetics owes a lot to the early work of Smoluchowski [1917] and Fuchs
[1934].
The Smoluchowski model describes the aggregation kinetics of hard spheres under
a steady-state diffisive flux. In addition to dispersion stability, this model has been
used to study the kinetics of protein-protein association [Northrup and Erickson 1992],
biochemical reaction kinetics [Kim and Yethiraj 2010], dust coagulation in proto-
planetary disks [Blum and Wurm 2008], and bimolecular reactions [Ovchinnikov and
Zeldovich 1978]. The model was extended by Fuchs to describe Brownian aggrega-
tion of interacting spheres, again under a steady-state flux, and this is known as the
Fuchs-Smoluchowski (FS) model. In this model, the stability of colloidal dispersions
is measured as the steady-state stability ratio, W , which is defined as the ratio of the
aggregation rate constant for a given pair of hard spheres as predicted by the Smolu-
chowski model to the rate constant for a pair of interacting spheres as predicted by
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the FS model under the same conditions (i.e., the same diameters, temperature and
solution viscosity). W depends only on the interparticle interaction potential energy
function, Φ. When the interparticle interactions are purely attractive, the value of
W is less than 1. Interparticle repulsive forces result in values of W > 1, with the
value of W increasing with the strength of the repulsive force. The hard sphere cases,
discussed in previous chapters, correspond to W = 1.
Using Brownian Dynamics (BD) simulations, it has been shown previously that
the Smoluchowski model is accurate for dispersions with particle volume fractions,
φ less than 0.0005, but quite inaccurate as φ increases [Kelkar et al. 2013]. At φ
= 0.35, the model underpredicts the aggregation kinetics by almost two orders of
magnitude [Kelkar et al. 2014]. Limitations to the Smoluchowski model have also
been identified based on the experimental results of Andre et al. [1978] and Holthoff
et al. [1996]. Brownian aggregation kinetics in concentrated hard-sphere dispersions
have been studied using BD simulations [Hu¨tter 1999, Dzubiella and McCammon
2005, Kelkar et al. 2013, Lattuada 2012, Kelkar et al. 2014] and Langevin dynamics
simulations [Heine and Pratsinis 2007]. Some semi-empirical models [Hu¨tter 1999,
Trzeciak et al. 2006, Heine and Pratsinis 2007] and theoretical models [Dzubiella and
McCammon 2005, Kelkar et al. 2013, Lattuada 2012, Kelkar et al. 2014] have also been
developed. A mechanistic understanding of Brownian aggregation of hard spheres at
high concentrations was obtained using “liquid-state” dynamic density functional
theory (DDFT) based models [Kelkar et al. 2014]. By using either the local density
approximation (LDA) or the fundamental measure theory (FMT) [Rosenfeld 1989]
with subsequent modifications [Yu and Wu 2002c, Roth et al. 2002], two new models
were developed. With BD simulation results as benchmarks, the FM-DDFT based
model was found to be the most accurate up to φ ∼ 0.35 [Kelkar et al. 2014]. For
Brownian aggregation at high concentrations, non-ideal particle diffusion effects and
short-range ordering were identified to be important, in addition to unsteady-state
effects.
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Like the earlier Smoluchowski model for aggregation of hard spheres, the FS model
does not account for these concentration effects. The FS model predictions were found
to compare poorly with the experimental data of Irizarry [2010] and Irizarry et al.
[2011]. It is anticipated, therefore, that there could be a limited range of particle
volume fractions for which the FS model provides accurate predictions. This range
is identified here by evaluating the accuracy of the FS model at various values of
φ and for several interparticle potentials, Φ, by using BD simulation results. Two
types of interparticle interaction potentials are examined — the purely attractive van
der Waals potential and the DLVO potential which includes van der Waals attrac-
tion and electric double layer repulsion. These are the most commonly encountered
interparticle forces in colloidal systems. The models discussed in this chapter can
also be used to predict the aggregation kinetics in systems where steric, depletion,
or any other forces are present. The steady-state Fuchs stability ratio, W , is used
as a quantitative measure for the interparticle potentials. The predictions of the FS
model are found to agree well with the BD simulation results only for dilute systems
(φ << 0.1) and when there are strong interparticle repulsive forces or W > 100. For
dispersions of purely attractive spheres, the aggregation rate predictions predictions
of the FS model were lower than the BD simulation results by a factor as high as
1000.
The limitations of the FS model result primarily from the use of three key assump-
tions: (1) that aggregation is a steady-state process, (2) that the particle diffusion
is ideal and is driven by the gradients of concentration and interparticle potential,
and (3) that at the equilibrium before any aggregation occurs, the particles are uni-
formly distributed in space. A new model is presented here which does not use these
assumptions. It extends the FM-DDFT approach used in the previous chapter for
hard spheres to the kinetics of Brownian aggregation of interacting spheres. Par-
ticle diffusion is driven by the sum of the gradients of the chemical potential and
the interparticle interaction potential. Both ideal and non-ideal (or excess) contribu-
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tions to the chemical potential are considered. Moreover, the potential of mean field
contribution to particle diffusion is also accounted for.
The equilibrium particle density profile, before any aggregation occurs, is obtained
using approaches from the perturbation theory of liquids. This profile displays effects
of “liquid-like” short-range ordering. This results not only from the entropic packing
effects, as for hard spheres, but also due to contributions by Φ and the potential
of mean field. This new FM-DDFT based model is the first to explicitly consider
each of the aforementioned effects. The predictions of this model compare favorably
with the BD simulation results for all values of φ and for all types of interparticle
potential functions tested. Short-range ordering, non-ideal diffusion (including the
contribution of the potential of mean field), and unsteady-state effects are thus found
to be important for Brownian aggregation of interacting spheres.
Furthermore, the new model predicts a time lag in the aggregation kinetics of
spheres interacting via the DLVO potential, which is in agreement with our BD
simulation results. The predicted aggregation rate constant is zero at t = 0 and
increases slowly to a maximum before decreasingly slightly to its steady-state value.
The aggregation rates for very short times, less than the time lag, are thus zero.
Some previous simulation studies also report a similar time lag [Hu¨tter 2000]. The
FM-DDFT based model presented here is, however, the first kinetic model to cor-
rectly predict it. This lag is explained by the spatial “void” observed at equilibrium
before aggregation occurs. Moreover, as in the FM-DDFT based model for hard
spheres discussed in the previous chapter, the new model also predicts assymetric
rate constant kernels or that kij 6=kji. This asymmetry results from entropic pack-
ing effects and from contributions to the osmotic pressure by the potential of mean
field. Overall, the new model provides additional insights and extends the mechanis-
tic understanding of Brownian aggregation provided by the previous chapters.
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5.3 Theory
Aggregation is modeled here as a macroscopic “reaction” in a manner similar to the
Smoluchowski model. Additionally, one assumes that it results only from binary col-
lisions. The kinetics are thus given by a second-order rate law where the rate depends
on the bulk concentrations of the two species. The rate constant, k, of this process is
related to the frequency and efficiency of the microscopic collisions that result from
Brownian motion. It is further assumed that the aggregation rate constant for a
given pair of particles is independent of all other particles present in the system. For
calculating the rate constants, one thus effectively treats each aggregation event as
an independent occurence. These individual events are coupled via the population
balance equations written for the overall system. For calculating the aggregation rate
constant, kij, for collisions between particles of types i and j with diameters σi and σj,
one assumes that a single i particle is surrounded by several j particles. The j parti-
cles are initially distributed in space in accordance with an equilibrium condition. In
concentrated dispersions, their local number density, ρj, fluctuates above and below
their bulk number density, Nj displaying “liquid-like” short-range ordering. One also
assumes that collisions between two j particles do not lead to aggregation, as depicted
in Figure 3.1.
The interparticle potential, Φij, is assumed to be pair-wise additive and many-
body contributions are neglected. As stated earlier, two types of interparticle poten-
tials are considered — the van der Waals potential, Φvdw, and the DLVO potential,















where Aij is the Hamaker constant for the pair of particles, σ is equal to the arith-
metic average of the particle diameters,
σi+σj
2
, and is the center-to-center separation
distance when the i particle is in contact with a j particle, and r is the center-to-
center separation distance between particles, such that σ ≤ r < ∞. The same value
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of Aij is assumed for all aggregate pairs. The DLVO potential has attractive and
repulsive contributions,





where Φrepij is the electrostatic double layer repulsion potential which for two dissim-




ΓiΓj exp[−κ(r − σ)] (5.3)
where n∞ is the bulk number density of ions and is the product of the electrolyte
concentration, C∞ and the Avogadro number NA, kB is the Boltzmann constant, T








where z is the valence, e is the charge of an electron, and the surface potential, ψ0i,
is taken to be equal to the Zeta potential, ζi. In all the models considered here, the
Zeta potentials of all particles are assumed to be equal, ζi = ζj.
5.3.1 Fuchs-Smoluchowski model
The Fuchs-Smoluchowski model is reviewed briefly to illustrate its differences with
the new model. A spherically symmetric co-ordinate reference frame is chosen, with
its origin at the center of the i particle. The flux, Jij, of particles of type j diffusing
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where Dij is the mutual diffusivity which is given by the Stokes-Einstein equation







where η is the bulk solution viscosity.
In using eq. 5.5, the FS model neglets the “osmotic pressure” or potential of mean
field contribution that should result from the interparticle potential, Φjj, between two
j particles. The FS model, therefore, effectively treats the j particles as hard spheres.
























As with the earlier Smoluchowski model, the boundary conditions are,
at r = σ, ρj = 0 (5.9)
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at r→∞, ρj = Nj (5.10)
The contact surface of the particles i and j acts like a perfect “sink”, while the bulk
fluid, at r → ∞, acts like a source of j particles. Furthermore, in the FS model one
assumes that aggregation is a steady-state process, and therefore the left-hand side
term in eq. 5.8 is set equal to zero. Eqs. 5.5—5.10 can be readily solved analytically














Aggregation is modeled as second-order reaction where upon collision the i and j par-
ticles are consumed. The microscopic flux at the “sink”, Jij|σ, multiplied by the bulk






= kijNiNj = 4πσ
2 (−Jij|σ)Ni (5.12)
























where s = 2r
σ
− 2.
The rate constant predicted by the FS model is independent of time, the particle
diameter (if the particles i and j are identical), and the particle volume fraction.
Moreover, it is symmetric, kij = kji. The Fuchs-Smoluchowski stability ratio, W , is
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the ratio of the aggregation rate constant for hard spheres given by the Smoluchowski
model as, k = 4πDijσ, to that for interacting spheres given by the FS model. W de-














The stability ratio W is therefore, a measure of how much more stable or less stable
a dispersion is compared to a reference hard-sphere dispersion (W = 1), and is inde-
pendent of time and the particle volume fraction. For dispersions of particles with
purely attractive interactions, W < 1, while for dispersions of particles interacting
via the DLVO potential W is typically much greater than 1. Since the van der Waals
potential (see eq. 5.1) is independent of particle size, so isW . When particles interact
via a DLVO potential given by eq. 5.2, W does depend on the particle diameters.
The value of Wij can then be very different from W11.
The accuracy of the FS model has been questioned using numerically-solved mod-
els [Roebersen and Wiersema 1974], Brownian Dynamics simulations [Hu¨tter 1999],
and experimental results [Irizarry 2010, Irizarry et al. 2011]. The assumption of
steady-state aggregation has been shown to be inaccurate for hard spheres [Kelkar
et al. 2013, Kelkar et al. 2014] and for interacting spheres [Roebersen and Wiersema
1974]. The FS model was extended to include unsteady-state effects by Roebersen
and Wiersema [1974], who solved eqs. 5.5—5.10 numerically, but without setting
the time-dependent term in eq. 5.8 equal to zero. Furthermore, they used an initial
condition of uniform number density distribution as follows,
at t = 0, ρj(r, t) = Nj (5.15)
By using this initial condition, they ignored the “liquid-like” short-range ordering
observed in colloidal systems. Nonetheless, their analysis showed that at least at
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short times, the aggregation rate constant is significantly higher than that predicted
by the FS model.
5.3.2 New model based upon the fundamental measure theory
The analysis of Roebersen and Wiersema [1974] improves upon the FS model
by considering the unsteady-state effects, but it neglects short-range ordering and
non-ideal diffusion effects. The distribution of the j particles around the central i
particle does not follow eq. 5.15 in general but displays short-range ordering. More-
over, diffusion is driven by the sum of the gradients of the chemical potential (viz.
concentration) and the interparticle potential. Both ideal and excess (non-ideal)
contributions to the chemical potential should be considered. The diffusive flux is
determined, most generally, by [Bringuier 2009],

















where µigj is the chemical potential of an ideal gas at the same temperature, T , and
number density, ρj; µ
ex
j is the excess chemical potential. The contribution of the ideal












The excess chemical potential is evaluated as the sum of the hard-sphere contri-
bution (µHS,exj ) and the potential of the mean field between the j particles as follows,




ρj(r¯′)Φ′jj(|r¯′ − r¯|)dr¯′ (5.19)
where r¯ and r¯′ are position vectors with origins at the center of a given sphere, and





In the approach employed here, as j particles approach one another, they “see” the
high potential barrier height but not the well beyond it. This ensures that collisions
between two j particles do not lead to aggregation, which is consistent with the model
framework discussed earlier. By including the second term in eq. 5.19, the osmotic
pressure contribution due to the repulsion between the non-aggregating j particles,
and ignored in the FS model, is accounted for.
The hard-sphere contribution to the excess chemical potential can be evaluated us-
ing two DDFT approaches — either the local density approximation (LDA) approach
or the more rigorous fundamental measure theory (FMT) approach. The simple LDA
approach has been shown previously to be inconsistent with the short-range ordering
predicted in hard-sphere systems at high concentrations [Kelkar et al. 2014]. Thus,
the FMT approach [Rosenfeld 1989] is used with the “white-bear” modifications [Yu
and Wu 2002c, Roth et al. 2002], that ensure that the predicted bulk Helmholtz en-
ergy is consistent with the equation of state given by Carnahan and Starling [1969].












3 is the bulk volume fraction of the j particles. The excess
term for the modified FMT approach is given by an integral of the excess free-energy
density, Φ, and is written as follows [Uline et al. 2010],
µ
HS,ex








wα(r¯′ − r¯)dr¯′ (5.22)
where r¯ and r¯′ are position vectors with origins at the center of a given j particle, the
nα terms represent dimensional scalar and vector components of the weighted average
densities, with wα being the corresponding weights (details of the various integrals
appearing in eq. 5.22 can be found in Chapter 4 and in Yu and Wu [2002c]). In this
theory, µHS,exj is a function of the local number density at r¯, and it also depends on
the density profile that develops within the range |r¯− r¯′| ≤ σj about r¯.
In the statistical mechanical perturbation theory, the potential energy of a system
is taken to be the sum of two contributions — from an unperturbed (or reference) sys-
tem and a perturbation term [McQuarrie 2000]. The perturbation term is usually de-
fined by the difference between the potential of the real system and the potential of the
reference system. Several approaches exist for this calculation including the Barker-
Henderson theory [Barker and Henderson 1967a, Barker and Henderson 1967b] and
the Chandler-Weeks-Andersen theory [Chandler and Weeks 1970, Weeks, Chandler
and Andersen 1971]. In the former, the reference system is taken to be a hard-sphere
system and the perturbation term is approximated as a function of temperature. The
latter approach uses a more realistic reference system which uses the repulsive part
of the potential of the real system. The perturbation term in this case is a function
of temperature and local density. The calculation of the excess chemical potential
given in eq. 5.19 can be greatly simplified by adapting “mapping” approaches based
on these perturbation theories of liquids.
If the particles interact via the van der Waals potential only, then the value of Ajj,
for the mapping process, is set equal to zero. The j particles “see” each other as hard
spheres (see Figure 5.1). These surrogate hard spheres have diameters equal to σj
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and their bulk number density is Nj. This approach ensures that collisions between
identical j particles do not lead to aggregation. The only interparticle force consid-
ered in this case is the attractive van der Waals force between the fixed i particle and
the j particles. This attractive force is “switched on” at t > 0, as a perturbation.
This is similar to the approach used in the FS model.
If the particles interact via the DLVO potential, then the j particles are again
treated as hard spheres but with “effective” values for their diameter, σe, and volume





















r2 (geff (r)− 1) dr (5.24)
where geff (r) is the pair correlation function of the effective hard-sphere system and
yeff (r) is a function of the bulk particle volume fraction of the j particles, φj and is
determined as follows
ln(yeff (r)) = a0 + a1·r + a2·r2 + a3·r3 (5.25)
a0 =
(
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The present procedure differs from that of the regular Barker-Henderson theory in
which Φrepjj is used in eq. 5.23 instead of Φ
′
jj. For most cases, the σe values obtained
from these two methods are similar. Such a “mapping” approach is often used in
the perturbation theory of liquids, and is used here for the first time in the study
of Brownian aggregation. Results with the more rigorous Chandler-Weeks-Andersen
theory were found to be nearly identical to those of the Barker-Henderson approach,
for the cases considered here. The latter method was chosen due to its computational
simplicity. A schematic of this mapping is provided in Figure 5.1 for clarity. For
dispersions of spheres with purely attractive interactions, σe is equal to σj. Sample
calculations of σe are given in Table 5.1. Several values of the parameters of the
DLVO potential are considered.
For aqueous dispersions, the value of the Hamaker constant, A, ranges between
0.1− 10× 10−20 J [Elimelech et al. 1995]. The values given in Table 5.2 are thus con-
sidered in our study of Brownian aggregation in dispersions of spheres with purely
























Figure 5.1. Schematic of the “mapping” procedure based on the Barker-
Henderson theory to calculate the effective hard-sphere diameter (σe) for a sphere
of diameter σj interacting via the DLVO potential. The dark (red) dashed line
represents the modified interaction potential, Φ′jj used to calculate σe while the
light (blue) dotted line is the full interaction potential, Φjj.
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Table 5.1.
The ratio of the “effective” hard-sphere diameters to the actual diameters of
spheres interating via the DLVO potential calculated using the Barker-Henderson
theory and the corresponding Fuchs stability ratios, W . The values of the DLVO
potential parameters shown here are used in the subsequent analysis.
A (10−20 J) ζ (mV) n∞(mM) σeσ W
1 -12 5 1.036 ∼ 1
1 -10 1 1.074 ∼ 10
1.5 -12 1 1.081 ∼ 100
1 -20 1 1.100 ∞
The boundary conditions used are given by eqs. 5.9 and 5.10 and are identical to the
FS model. To solve eq. 5.32, an initial number density distribution is also needed.
This condition corresponds to the “equilibrium” state before any aggregation occurs.
Attractive interparticle forces are taken to be absent at t = 0, to avoid particle
collisions resulting in aggregate formation.
Table 5.2.
The values of the Hamaker constant, A, considered and the corresponding Fuchs
stability ratios, W .





At equilibrium, the sum of the chemical and interparticle potentials is uniform in
space.
at t = 0, µj + Φ
′
ij = constant for r ≥ σ (5.33)
where Φ′ij is defined similarly to Φ
′
jj. To obtain the initial condition, for all the cases
considered here, the DLVO parameters used in the calculation of Φ′ij are given in Ta-
ble 5.1 for W → ∞. For dispersions of particles with purely attractive interactions,
Φ′ij is set equal to zero. This equation can be simplified by using the “mapping”
procedure discussed earlier as follows,
at t = 0, µe + Φ
′




where µe is the chemical potential of the surrogate hard spheres of the j particles. It
is convenient to express this initial condition in terms of the number density or the
pair correlation function, g(r), which is defined as the ratio of the local number den-
sity, ρj, at center-to-center distance r to the bulk number density, Nj. The number
density profile of the j particles at time t = 0, or the equilibrium pair correlation
function, gij(r), is determined from eqs. 5.17 — 5.23 and 5.34. The subscripts i and
j are used to denote the fixed and diffusing particles.
For dispersions of spheres with purely attractive interactions, since σe = σj and
Φ′jj = 0, the initial g(r) function is identical to those obtained for hard sphere dis-
persions in the previous chapter. Therefore, for identical particles (i = j), the g(r)
function at t = 0 is shown in Figure 4.1 while for dissimilar particles, it is shown in
Figure 4.4. For particles interacting via the DLVO potential, the equilibrium g(r)
functions for identical particles are shown in Figure 5.2 and for dissimilar particles
in Figure 5.3. In Figure 5.2, the g(r) functions for dispersions with bulk particle
volume fractions, φ = 0.1, 0.2, and 0.3 are shown. The g(r) functions for φ = 0.1,
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Figure 5.2. Equilibrium pair correlation functions, g(r), predicted by the FMT
approach for identical particles for a uniform effective chemical potential consis-
tent with the bulk particle volume fractions, φ = 0.1, 0.2, and 0.3. Here σ is
defined as 0.5 (σi + σj), with these being the diameters of the i and j particles
respectively. The g(r) functions display “liquid-like” short-range ordering which
becomes increasingly pronounced with increasing φ. The spatial “void” at con-
tact and at short separation distances results from the excluded volume effects
that act in order to accomodate the larger surrogate particles; furthermore, it
explains the time lag in aggregation reported previously by Hu¨tter [1999].
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Figure 5.3. Equilibrium pair correlation functions, g(r), predicted by the FMT
approach for a uniform effective chemical potential consistent with the bulk parti-
cle volume fraction, φ, of the diffusing particles equal to 0.1. Different size ratios,
B, of the diameter of the fixed i particle to that of the diffusing j particles are
considered. Here σ is defined as 0.5 (σi + σj), with these being the diameters of
the i and j particles respectively. The g(r) functions display “liquid-like” short-
range ordering which becomes increasingly pronounced with increasing values of
B. The spatial “void” at contact and at short separation distances results from
the excluded volume effects that act in order to accomodate the larger surrogate
particles; furthermore, it explains the time lag in aggregation reported previously
by Hu¨tter [1999].
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are shown in Figure 5.3 for several values of the size ratio, B, of the diameter of the
fixed i particle to the diffusing j particle. These results are calculated for σe equal
to 1.1, which corresponds to the highest repulsive barrier considered in Table 5.1. It
is assumed, therefore, that at t = 0 the system is quite stable against aggregation;
and at t > 0, the attractive are forces “switched on”, along with the lowering of the
repulsive barrier, as it may happen in practice upon addition of salt.
In all cases, the initial density distribution displays short-range order, and fluc-
tuates above and below a mean value given by the bulk density. These fluctuations
become more pronounced at higher values of φ, B, or σe (results not shown here). For
hard spheres, the short-range ordering resulted from entropic packing effects [Kelkar
et al. 2014]. For interacting spheres, in addition to entropic packing effects, they re-
sult from contributions by the interparticle potential and the potential of mean field.
If σe 6=1, the number densities at contact and at short separation distances, r <
σe+σi
2
, are equal to zero, showing a spatial “void” due to the excluded volume effects
of the larger surrogate particles. The mapped j particles arrange themselves around
the fixed i particle as if their diameters were effectively σe and not σj. Before aggre-
gation can occur, the j particles must “diffuse in” to fill this void, causing a “time
lag” in aggregation reported previously by Hu¨tter [1999] on the basis of BD simula-
tion results. None of the previous aggregation models have predicted this time lag
[Fuchs 1934, Roebersen and Wiersema 1974, Dzubiella and McCammon 2005, Heine
and Pratsinis 2007, Lattuada 2012]. As for hard spheres, the g(r) values for B = 5
differ from those for B = 0.2 (= 1/5). Therefore, the model should predict kij 6=kji.
The initial condition used in the FM-DDFT based model is
at t = 0, ρj = gij(r) Nj (5.35)
Since analytical solutions are not available for the FM-DDFT model, the rate con-
stants, kij, are calculated numerically. An explicit finite difference scheme is employed
to solve eqs. 5.9, 5.10, 5.12, 5.16 — 5.35. The value of the van der Waals interparticle
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potential energy at contact approaches −∞. This causes problems in the numerical
calculation of the aggregation flux, Jij|σ, which must remain finite since ρj|σ = 0.
The aggregation flux is thus assumed to be equal to Jij evaluated at a distance of
σ+0.01σj, which is based on the idea of a “bonding distance” used in BD simulations.
As in previous models [Smoluchowski 1917, Fuchs 1934, Kelkar et al. 2013, Kelkar
et al. 2014], the bulk number density is assumed to be constant for the calculation of
kij in the “diffusion step”; see Chapter 3 for more details.
indent The time evolution of the bulk number density of each aggregate species is












where j = 1, 2...., n.
To calculate the full set of kij values, eqs. 5.9, 5.10, 5.12, 5.16 — 5.35 need to be
solved for all values of i and j. Only then can one determine the time evolution of
the number densities exactly. Since this calculation is quite tedious, a simple approx-
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time based on the primary particle radius, R1. Alternately for an even simpler, but
less accurate, approximation one could assume a universal rate constant, as was done
in Chapter 3, or that kij = k11.
The clusters formed by aggregation follow in general a fractal scaling relation.
The diffusion radius [Heine and Pratsinis 2007] of an equivalent sphere of the fractal
j particle is used as the effective radius, Rj in eq. 5.38. On average, it is related
to the monomer radius R1 by the equation Rj = j
1/dfR1, where df is the fractal
dimension. The fractal dimension depends on the particle volume fraction, φ, [Ansell
and Dickinson 1987, Lattuada 2012, Kelkar et al. 2014] and the stability ratio W
[Ansell and Dickinson 1987, Kim and Berg 2000]. For large aggregates, the value
of df is equal to be equal to 2.1 for dilute dispersions when W >> 1 [Weitz and
Oliveria 1984], which increases to about 3 for φ = 0.4 [Hu¨tter 2000]. On the basis
of experimental results, Kim and Berg [2000] reported that the value of df increases
linearly with the stability ratio, W . Using BD simulations, Ansell and Dickinson
[1987] have shown that df is less sensitive to W than to φ. For W < 1, they report
df values similar to those found for hard spheres. The fractal dimension for periki-
netic aggregation is, most generally, not scale-invariant [Gmachowski 2002], but here
it is assumed to be so for simplicity. For the model predictions, the time-averaged
fractal dimensions calculated from the BD simulation results will be used.
5.4 Brownian Dynamics Simulations
Brownian dynamics (BD) simulation results are used here as benchmarks for the pre-
dictions of the various aggregation models. This coarse-grained simulation method is
a powerful tool that is commonly used for studying the structure and dynamics of col-
loidal dispersions. It employs a stochastic-dynamics approach that can enable a direct
simulation of aggregation dynamics [Ermak and McCammon 1978]. BD simulations
have been used for studying particle coagulation [Hu¨tter 1999], droplet flocculation
[Urbina-Villalba and Garca-Sucre 2000, Urbina-Villalba et al. 2009, Urbina-Villalba
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et al. 2005], sedimentation [Ansell and Dickinson 1987], and deposition [Unni and
Yang 2005] processes in colloidal dispersions. It is especially useful for studying con-
centrated dispersions where the fast kinetics can make experimental investigations
tedious.
An in-house code was developed for the BD simulations where a dimensionless
form of eq. 3.60 was used with the primary particle diameter, σ, as the length scale,
and the Brownian time, tB, of the primary particle as the time scale. The relevant
equations and other simulation details are presented in Chapter 2 and 3. To ensure
that there were no system-size effects, 5000 particles were considered, and periodic
boundary conditions were employed. A computationally efficient method for keeping
track of aggregate clusters in the simulation was employed [Sevick et al. 1988], along
with the Verlet neighbor list [Allen and Tildesley 1989] for reducing the simulation
times.
For dispersions of spheres with purely attractive interactions, the simulations were
similar to those used for hard spheres. The only difference was the inclusion of the
van der Waals force term in the integrated eq. 3.60. The values of the Hamaker
constant given in Table 5.2 were used.
Two separate simulations were run for dispersions where the particles interacted
via the DLVO potential. The two simulations were run sequentially, and used two
different interparticle potential functions. In an “equilibration simulation”, first used
to determine the initial condition, the interparticle potential function was chosen such
that the repulsive forces were strong enough to prevent any aggregation (W → ∞,
see Table 5.1). This ensured that identical initial equilibrium states were used in the
BD simulations and the FM-DDFT based model. After sufficiently long simulation
times, the positions of the particles were stored at several intervals. The correspond-
ing g(r) function “snapshots” were found to agree quite well with those determined
from FMT and shown in Figure 5.2.
These position vectors were used as the initial conditions for the subsequent
“kinetic simulations”. For this second calculation, the parameters of the interparticle
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Figure 5.4. The average fractal dimension, df , of aggregates formed from an
initially monodisperse system for various initial particle volume fractions, φ, and
Fuchs stability ratios, W . The df values increase with φ and W , as expected.
The Brownian Dynamics simulation results are in agreement with the limiting
values of 1.8 and 2.1 at low φ values [Weitz and Oliveria 1984] and 3 at high
values of φ and W [Hu¨tter 2000].
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potential shown in Table 5.1 for 1 < W < 100 were used. In these simulations, ag-
gregation is defined to occur when the center-to-center separation distance between
two particles is less than or equal to a certain “bonding” distance, rbond. The results
for rbond values equal to 1.01 times the particle diameter or less were independent of
rbond. For this reason, a dimensionless bonding distance of 1.01 was used. An “artifi-
cial” spring force is introduced between the “bonded” particles, to replicate the strong
short-range attractive interactions which result in particle capture [Hu¨tter 2000]. This
spring force allows for irreversible aggregation and accounts for the possible tumbling
motion of the non-spherical aggregate clusters. The results of the second simulation
are used as benchmarks. To ensure good statistics and reduce the effects of the initial
configurations, reported results are averages over five simulation runs using different
snapshots from the equilibration simulations.
The radius of gyration for different aggregates was calculated, and their fractal di-
mension was then computed with the method suggested by Gmachowski [2002]. The
average fractal dimension, df , values for various particle volume fractions, φ, and in-
terparticle potentials orW are shown in Figure 5.4. The df values increase with φ and
W as expected. For very dilute systems, φ < 0.05, df approaches the limiting values
of 1.8 for W ∼ 1 and 2.1 for W > 1 [Weitz and Oliveria 1984]. Furthermore, as φ ap-
proaches 0.3 for W = 100, df is close to the value of 3 reported by Hu¨tter [2000].
5.5 Results and Discussion
BD simulation results are compared here to the predictions of the aggregation
models discussed in the previous sections. Various metrics for aggregation kinetics
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are considered, including the aggregation half time and the time evolution of the
monomer and dimer number densities.
5.5.1 Time evolution of monomer number densities for W < 1
The aggregation kinetics in dispersions of spheres with purely attractive inter-
actions are considered here. The aggregation rate constant, k11, predicted by the
FM-DDFT based model for monomer-monomer collisions is determined rigorously
from eqs. 5.9, 5.10, 5.12, 5.16 — 5.35, for the van der Waals interparticle potential,
eq. 5.1, for the Hamaker constant, A, values given in Table 5.2. The values of kij
are determined less rigorously; they are calculated from eq. 5.38. The population
balance equations are then solved for an initially monodisperse system to obtain the
monomer number densities, N1. The fractal dimensions, df , as determined from BD
simulations, are used and assumed to be scale-invariant. The predictions for the FS
model are obtained similarly using the values of kij given by eq. 5.13. Predictions
are obtained for bulk particle volume fractions, φ = 0.1 and 0.3. The values of the
Hamaker constant considered covers the range typically associated with aqueous dis-
persions [Elimelech et al. 1995].
The results are shown in Figure 5.5. BD simulation results are shown as symbols
while the predictions of the FM-DDFT based model are shown as full lines and those
for the FS model are shown as dashed lines. The df values used in obtaining the
model predictions for the various cases are 1.95 for φ = 0.1 and 2.35 for φ = 0.3. For
the cases considered, the FM-DDFT based model predictions are in excellent agree-
ment with the BD simulation results. Certain slight deviations may be a result of
the assumption of a scale-invariant df and the use of eq. 5.38, in which one assumes
rate constant symmetry. The good agreement, nonetheless, suggests that the scaling
relationship given in eq. 5.38 is reasonable at least for spheres with purely attractive
interactions. Similar conclusions were drawn from the results for hard-sphere disper-





Figure 5.5. Monomer number density, N1(θ), normalized by its initial value,
is plotted against the dimensionless time, θ. The Brownian Dynamics (BD)
simulation results (symbols) agree well with the FM-DDFT based model (full
lines) predictions and poorly with those of the Fuchs-Smoluchowski (FS) model
(dashed lines). Results are shown for Hamaker constant values, A = 10−21 J and
particle volume fraction, (a) φ = 0.1 and (b) 0.3; and A = 10−20 J and (c) φ =
0.1 and (d) 0.3; and A = 10−19 J and (e) φ = 0.1 and (f) 0.3.
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The agreement between the BD simulation results and the predictions of the clas-
sical FS model becomes increasingly poor at higher values of φ and A. The deviations
in the monomer number density are as high as 10-fold for φ = 0.3 and A = 10−19
J. Overall, the agreement of the FS model predictions with BD simulation results is
poorer than that found previously for the Smoluchowski model for hard spheres. The
importance of short-range ordering, non-ideal diffusion, and unsteady-state effects in
the Brownian aggregation of attractive particles is underscored in Figure 5.5, and
thus additional mechanistic insights into Brownian aggregation are provided.
5.5.2 Early stages of aggregation for particles interacting via the DLVO potential
In the early stages of aggregation, the primary particles (or monomers) collide
with one another to form dimers. One assumes that no larger aggregate clusters with
n > 2 are formed. The time period for which this assumption is reasonable depends
on the particle volume fraction, φ, and the Fuchs stability ratio,W ; it is larger for low
φ and high W values. A comparison of the aggregation kinetics in the early stages
is nevertheless useful, because predictions for all models can be made without using
any additional assumptions. Scaling relationships, such as the one given by eq. 5.38,
are not required for obtaining the time evolution of the monomer number density,
and the fractal dimensions need not be determined.
For the FM-DDFT based model, the aggregation rate constant, k11, is calculated
by solving eqs. 5.9, 5.10, 5.12, 5.16 — 5.35 using the DLVO interaction potential
given by eq. 5.2. The parameters given in Table 5.1 are used which cover a wide
range of stability ratios, 100. W .1. For the FS model, k11 is obtained by setting
i = j = 1 in eq. 5.13. The time evolution of the monomer number density is obtained






Because the monomers are “consumed” to form dimers only, the dimer number





The predictions of the monomer and the dimer number densities as a function
of the dimensionless time, θ, are shown in Figure 5.6. The FM-DDFT based model
results are shown as full lines; those for the FS model as dashed lines. For a fair com-
parison, only those results from BD simulations were used where the number densities
of aggregates larger than dimers were nearly zero. These are presented as symbols in
Figure 5.6. The agreement between the simulation results and model predictions is
found to depend on the values of W and φ. The new FM-DDFT based model is in
good agreement with the BD simulation results in all cases. The agreement is almost
perfect for φ = 0.1, but some deviations are seen for φ = 0.3 for both W values. At
φ = 0.3, the model predicts faster kinetics for W∼1 and slower kinetics for W∼100,
compared to the BD simulation results. One possible explanation is that the dimer
only condition is not imposed exactly for the BD simulations. This argument is sup-
ported by the nearly exact agreement at short times for all cases.
The predictions of the FS model are in relatively poor agreement with BD sim-
ulation results for W∼1 for all values of φ. For W∼100 and φ = 0.1 and 0.2, the
predictions match the BD simulation results but are in worse agreement than the
FM-DDFT based model. The predictions deviate further at φ = 0.3 for this value of
W . These results suggest that for dispersions where the interparticle repulsive forces
are strong, the FS model predictions for low volume fractions are reasonably accurate.






Figure 5.6. Monomer, N1(θ), and dimer, N2(θ), number densities normalized
by the initial value of N1 are plotted against the dimensionless time, θ. Results
are shown for the early stages of aggregation when monomers collide with one
another to form dimers only. Agreement between Brownian Dynamics (BD) sim-
ulation results (symbols) and the FM-DDFT based model (full lines) predictions
is good while that for the Fuchs-Smoluchowski (FS) model (dashed lines) is poor.
Results are shown for values of the Fuchs stability ratio, W∼1 and particle vol-
ume fractions, (a) φ = 0.1, (b) 0.2, and (c) 0.3; and W ∼ 100 and (d) φ = 0.1,
(e) 0.2 and (f) 0.3.
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5.5.3 Overall aggregation kinetics for particles interacting via the DLVO potential
To obtain the overall aggregation kinetics, the formation of all higher aggregates
is considered. One must then solve the full population balance equations to obtain
the time evolution of the monomer and dimer number densities. To simplify the
calculations, the values of kij are determined from the scaling relation given by eq.
5.38 after k11 is calculated rigorously. The DLVO interparticle potential is strongly




≥1 and depends strongly on the diameters, σi and σj of the i and j
particles. The ratio is independent of the surface potentials, since their values are
assumed to be equal for all aggregates. The use of eq. 5.38 requires one to assume
symmetric rate constants, or that kij = kji. The equilibrium g(r) functions shown in
Figure 5.3 indicate, however, that the short-range ordering effects are asymmetric, as
discussed later.
The predictions of the monomer and the dimer number densities as a function
of the dimensionless time, θ, are shown in Figure 5.7. The FM-DDFT based model
results are shown as full lines and those for the FS model as dashed lines. The BD
simulation results are shown as symbols. The values of df used in the calculations
are 2 for φ = 0.1 and 2.4 for φ = 0.3 for W ∼ 1; and 2.45 for φ = 0.1 and 3 for φ
= 0.3 for W ∼ 100. Once again, the agreement between the simulation results and
model predictions is found to depend on the values of W and φ. The FM-DDFT
based model predictions agree better with the BD simulation results relative to those
of the FS model for all cases. Slight deviations between the predictions of the new
model and BD simulation results are seen at high φ and low W values. The model
also correctly predicts the maximum in the dimer number density in contrast to the
FS model.
The FS model predicts slower kinetics than the BD simulations for all cases. The
model predictions are in good agreement with simulation results only forW∼100 and
φ = 0.1. The FS model predictions and simulation results differ less at high W and




Figure 5.7. Monomer, N1(θ), and dimer, N2(θ) number densities normalized by
the initial value of N1 are plotted against the dimensionless time, θ. Results are
shown for the overall aggregation kinetics where the formation of all aggregates
is considered. Agreement between Brownian Dynamics (BD) simulation results
(symbols) and the FM-DDFT based model (full lines) predictions is good while
that for the Fuchs-Smoluchowski (FS) model (dashed lines) is poor. Results are
shown for values of the Fuchs stability ratio, W∼1 and particle volume fractions,
(a) φ = 0.1 and (b) 0.3; and W ∼ 100 and (c) φ = 0.1 and (d) 0.3.
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of sufficiently strong repulsive forces and at low concentrations. Overall, Figure 5.7
again serves to highlight the importance of short-range ordering, non-ideal diffusion,
and unsteady-state effects in the Brownian aggregation of interacting particles.
5.5.4 Predictions for the cluster-cluster rate constants
The assumption of symmetric rate constants or kij = kji used in Figure 5.5 and
5.7 is evaluated in results shown in Figure 5.8. The rate constants for cluster-cluster
aggregation for different size ratios, B, of the “fixed” and diffusing particles were de-
termined by solving eqs. 5.9, 5.10, 5.12, 5.16 — 5.35. The ratios of the aggregation
rate constants, kij predicted by the new FM-DDFT based model to those predicted
by the FS model are plotted as a function of the dimensionless time, θ, for B = 0.5,
1, and 2. Predictions are shown for initial values of φ = 0.1 of the diffusing particles.
In all cases, the ratios are time-dependent and display a “time lag” at short
times before increasing to a maximum and then decreasing slightly to a steady-state
value. The rate constants for B = 0.5 and B = 2 are quite different. Thus, for in-
teracting spheres, the FM-DDFT based model predicts asymmetric rate constants.
The asymmetry can be attributed to the different equilibrium g(r) values shown in
Figure 5.3 and to the differences in the osmotic pressure contributions which result
from the potential of mean field. The latter effects emerge from differences between
Φ′jj and Φ
′
ii, which are used in the calculation of kij and kji respectively. The effects
highlighted in Figure 5.8 are observed, notwithstanding the differences in kij and k11
that are caused by Wij 6= W11.
The predicted rate constants for the new model depend strongly on the value of
B, and they decrease as B increases. This trend is opposite of that found previously
for hard spheres and results from the differences in the the potential of mean field
contributions, which dominate the entropic packing effects. Additionally, a less pro-
nounced effect of B on kij is seen here, by contrast to that seen for hard spheres in
Figure 4.9.
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Figure 5.8. Ratios of the aggregation rate constants, kij, as predicted by the new
FM-DDFT based model to those, kFSij , as predicted by the Fuchs-Smoluchowski
(FS) model are plotted as a function of the dimensionless time, θ. Results are
shown for different size ratios, B, of the “fixed” and diffusing particles. The
rate constants are asymmetric and depend strongly on the value of B. The rate
constants display a “time lag” before increasing to a steady-state value
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For hard sphere dispersions, the rate constant asymmetry results solely from en-
tropic packing effects. Thus, the rate constants for dilute hard-sphere dispersions
where these effects are weak were predicted to be symmetric for all times. This is not
the case when the particles interact via a DLVO potential, because of the potential of
mean field contributions which are independent of particle volume fraction. The rate
constant for spheres interacting via the DLVO potential are asymmetric, therefore,
for all φ and B values and for all times.
5.5.5 Comparison of the aggregation half times
The half time of aggregation is defined as the time required for the monomer
number density to be reduced to half of its initial value. The ratios, γ, of the half
times predicted by the FS model to either those predicted by the FM-DDFT based
model or those obtained from BD simulation are shown in Figure 5.9. Comparison is
made for the same initial value of φ and interparticle potential (or W ). The value of
γ increases with φ indicating substantial enhancement in the aggregation rates with
concentration. Moreover, the value of γ increases with a decrease in the value of W
as expected from previous results. On the basis of Figure 5.9, one can expect the FS
model to be accurate only for φ ≤ 0.1 andW≥100. For the other cases considered, the
FS model (γ = 1) is inaccurate and predicts aggregation rates over 1000 times slower
than those obtained from BD simulations at φ = 0.3 and W ∼ 1. The BD simulation
results are shown as open symbols, and the corresponding FM-DDFT based model
predictions are shown as closed symbols. The results for W∼ 0.77, 0.92, 0.98, 1.1,
and 100 are shown as light (blue) circles, squares, diamonds, triangles, and dark (red)
circles. The predictions of the new model match well with the BD simulation results
for all cases. As expected, the agreement for cases with purely attractive particles,
W < 1, and for W ∼ 100 is nearly perfect, but for the case where W ∼ 1, in the
presence of repulsive forces, it is relatively poor.
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Figure 5.9. Ratios, γ of the aggregation half times predicted by the Fuchs-
Smoluchowski model to those predicted by the FM-DDFT based model or to
Brownian Dynamics simulation results. Comparisons are made for the same
initial value of the bulk volume fraction, φ, and interparticle potential (or W )
with the BD simulation results shown as open symbols and FM-DDFT based
model predictions as closed symbols. For the FS model, γ = 1. The results
for W∼ 0.77, 0.92, 0.98, 1.1, and 100 are shown as light (blue) circles, squares,
diamonds, triangles, and dark (red) circles.
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Figure 5.10. The value of the newly defined stability ratio, W¯ , for several cases
is plotted against the corresponding value of the Fuchs stability ratio, W . The
predictions of the FM-DDFT based model and the results of Brownian Dynamics
(BD) simulation are shown. Comparisons are made for various initial values of
the particle volume fraction, φ, and interparticle potential orW with the BD sim-
ulation results shown as open symbols and FM-DDFT based model predictions
as closed symbols.
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These results make the use of the Fuchs stability ratio,W , as a measure of the sta-
bility of dispersions questionable. Using the Fuchs’ definition ofW for the FM-DDFT
based models would yield a time-dependent ratio. For the more accurate FM-DDFT
based models, one can instead define a new measure for dispersion stability, W¯ , based
on the aggregation half times. W¯ is then defined as the ratio of the aggregation half
time predicted by the FM-DDFT based model for a dispersion of interacting spheres
to that predicted for a dispersion of hard spheres under indentical conditions. For
those cases considered in Figure 5.9, the values of W¯ predicted by the FM-DDFT
based model (symbols) are compared to those obtained from BD simulations (open
symbols) in Figure 5.10. This comparison indicates that the predictions of the new
model are quite accurate. Furthermore, W¯ depends on the particle volume fraction,
although it varies more strongly with the interparticle potential. Because the trend
for W¯ versus W is roughly linear, the Fuchs stability ratio seems to provide semi-
quantitative estimates of the dispersion stability with the correct trend. The value
of W can, however, underestimate or overestimate the stability of dispersions as seen
from Figure 5.10.
For W < 1, the value of W¯ is less than the corresponding value of W ; and for
W >> 1, the value of W¯ is greater than the corresponding value of W . The two val-
ues are nearly equal only for W ∼ 1 for low particle volume fractions. This indicates
that the increase in the aggregation rates in dispersions of spheres with purely attrac-
tive interactions, and the decresae in the aggregation rates in dispersions of spheres
interacting via a DLVO potential cannot be explained by the effect on diffusion of
the pair potential alone. The contributions of the potential of mean field lead to even
faster aggregation rates for spheres with purely attractive interactions than those
expected by accounting for the effect of the pair potential. By contrast, these con-
tributions lead to even slower aggregation rates for spheres with a DLVO interaction
potential than those expected by accounting for the effect of the pair potential.
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5.6 Conclusions
New insights into Brownian aggregation in interacting-sphere dispersions are pre-
sented. A deeper mechanistic understanding of this common phenomenon is obtained
using approaches from the “liquid-state” dynamic density functional theory (DDFT).
The roles of unsteady-state effects, non-idealities in particle diffusion, and short-range
ordering in the aggregation in concentrated dispersions are delineated. Several lim-
itations of the Fuchs-Smoluchowski (FS) model are highlighted. For dispersions of
spheres with attractive interactions, the classical model underpredicts the aggrega-
tion half times by as much as three orders of magnitude. The model predictions are
accurate only for dilute dispersions with particle volume fractions much less than the
lowest value tested here (expected to be φ ∼ 0.01) and in the presence of strong
repulsive forces such that the Fuchs stability ratio, W > 100.
Using the rigorous approach of the fundamental measure theory (FMT), a new
model was developed. The Barker-Henderson approach within the perturbation the-
ory of liquids was used to help simplify the FMT calculations. The FM-DDFT based
model predicts “liquid-like” short-range ordering both initially and after aggregation
proceeds. The non-uniformity in the density profile is more pronounced at higher con-
centrations and for larger size ratios of the fixed particles to the diffusing particles.
Moreover, for dispersions interacting via the DLVO potential, the model predicts an
initial spatial “void”, due to which the aggregation kinetics display a “time lag” as
particles “diffuse in” to fill the void before aggregation can occur. Results of Brownian
Dynamics (BD) simulations corroborated this prediction; which was earlier reported
by Hu¨tter [1999]. The FM-DDFT based model is the only kinetic model that makes
such a prediction.
For dispersions of spheres with purely attractive interactions, the predictions of
the new model for aggregation kinetics are in excellent agreement with the BD sim-
ulation results. For dispersions of particles interacting via the DLVO potential, the
model predictions agree quite well with the BD simulation results, for the early stages
of aggregation. At longer times for more concentrated systems, slight deviations are
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observed. Nonetheless, for all cases, the predictions of this model are more accurate
than those of the FS model. Additionally, the model predicts asymmetry in the ag-
gregation rate constants, as predicted for hard sphere dispersions.
Because of the severe limitations of the FS model assumptions, the utility of the
Fuchs stability ratio, W was questioned. Then a new measure for the stability of
dispersions, W¯ , was defined based on aggregation half times. W¯ is defined as the
ratio of the aggregation half time predicted by the FM-DDFT based model for a
dispersion of interacting spheres to that predicted by the FM-DDFT based model
for a dispersion of hard spheres under similar conditions. The predictions for W¯ of
the new model agree with the BD simulation results. W¯ depends on the particle
volume fraction, and varies more strongly with the interparticle potential. For the
cases considered, the Fuchs stability ratio either underestimated or overestimated the
stability of dispersions.
For W < 1, the value of W¯ is less than the corresponding value of W ; and for
W >> 1, the value of W¯ is greater than the corresponding value of W . The two
values are nearly equal only for W ∼ 1 for low particle volume fractions. The contri-
butions of the potential of mean field accounted for in the FM-DDFT based model
lead to even faster aggregation rates for spheres with purely attractive interactions
than those expected by accounting for the effect of the pair potential alone. By con-
trast, these contributions lead to even slower aggregation rates for spheres with a
DLVO interaction potential than those expected by accounting only for the effect of
the pair potential.
Mechanistically, the unsteady-state effects affect strongly the aggregation kinetics
in dispersions with attractive particles. These effects become less important in dis-
persions where there are strong interparticle repulsive interactions. Non-idealities in
the particle diffusion result from the non-local contributions to the chemical potential
and the effects of the potential of mean field. The osmotic pressure resulting from
the effect of the potential of mean field influences the initial short-range ordering, in
addition to entropic packing effects, and contributes to the rate constant asymmetry.
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6. DEPLETION EFFECTS IN BROWNIAN AGGREGATION KINETICS IN
BINARY MIXTURES OF HARD SPHERES
6.1 Abstract
Rigorous models for Brownian aggregation have been proposed recently on the basis
of approaches within the “liquid-state” dynamic density functional theory (DDFT).
On the basis of the modified fundamental measure theory (FMT) new models have
been developed for dispersions of hard spheres [Kelkar et al. 2014] and interacting
spheres (see Chapter 5). The predictions of the FM-DDFT based models for both
cases agreed quite well with Brownian Dynamics (BD) simulation results for particle
volume fractions as high as φ = 0.35. By contrast, the predictions of the classical
Smoluchowski and Fuchs-Smoluchowski models were found to deviate strongly, by as
much as three orders of magnitude, from Brownian Dynamics simulation results.
In addition to the van der Waals and DLVO interaction potentials considered
previously, colloidal dispersion stability is affected by interactions resulting from the
collective dynamics of the system, such as the depletion attraction. These interac-
tions can be modeled using pair potentials as done by Asakura and Oosawa [1954] in
the dilute limit; more generally, however, they can be accounted for by considering
a binary mixture. Such interactions are important in biological systems, and affect
cellular organization, enzyme catalysis, protein aggregation or binding between dif-
ferent macromolecules, for example antigens and antibodies in cells.
Aggregation kinetics in a binary hard-sphere dispersion are described here using
the FMT approach. The mixture consists of “reactive particles” and “inert particles”
and o nly collisions between the reactive particles result in aggregation. The inert
particles are effectively “crowding agents” and contribute to the osmotic pressure im-
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balance that results in depletion interactions. The kinetics of Brownian aggregation
are affected strongly by the presence of the inert particles. These effects depend on
both the concentrations of the inert and the reactive particles, and on their size ratio.
The rate constants for aggregation for identical reactive particles, k11, are predicted
to be time dependent and are enhanced substantially even by a small concentration
of the inerts. Mechanistic insights into the “crowding” effects of the inert particles,
resulting from depletion effects, are obtained on the basis on the new model.
6.2 Introduction
Understanding the structure, phase behavior, and dynamics of colloidal disper-
sions is an important scientific endeavor. It is relevant to many traditional appli-
cations of colloids including paints, inks [Dong et al. 2010, Dong, Corti, Franses,
Zhao, Ng and Hanson 2011, Dong, Chen, Corti, Franses, Zhao, Ng and Hanson 2011],
formulation of food products [Dickinson 1998], and pharmaceutical dispersions [Illum
et al. 1987]. An important aspect of the study of colloidal dispersions is that of disper-
sion stability. In addition to the traditional applications mentioned, maintaining the
stability of dispersions is a key challenge in the manufacturing of coatings, enhanced
oil recovery, development of new fuels, environmental pollution, ceramics fabrication,
corrosion, separation processes [Russel et al. 1992], biotechnology [Park et al. 2010]
and membrane fouling [Yiantsios and Karabelas 1998]. Colloidal dispersion stability
is in general closely linked with particle aggregation. Understanding the kinetics of
aggregation therefore is a topic of fundamental importance.
Colloidal particles, owing to their small sizes of less than about 5 µm, are subjected
to significant Brownian motion in a low-viscosity liquid dispersion medium. Particle
collisions, resulting from Brownian motion, may result in irreversible aggregation.
This leads to the formation of ever larger aggregates that either settle or float, once
they become sufficiently large. A dispersion is regarded as “colloidally stable” when
the primary particles retain their individual and kinetic independence in the timescale
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of interest. The frequency of interparticle collisions resulting in aggregation provides
a measure of the kinetics of aggregation, and hence of the stability of the dispersions.
The current understanding of Brownian aggregation kinetics owes a lot to the models
of Smoluchowski [1917] and Fuchs [1934].
The classical Smoluchowski model considers an initially uniformly-distributed
hard-sphere dispersion where aggregation occurs under a steady-state flux. To ob-
tain the aggregation rate constant, kij, for collisions between particles i and j, it is
further assumed that only these two species are present in the system. Using the
more “exact” Brownian Dynamics (BD) simulation results, it has been shown that
the Smoluchowski model predictions are accurate only for dispersions with particle
volume fractions, φ < 0.0005 [Kelkar et al. 2013]. The limitations of this classical
model have also been inferred from experiments by Holthoff et al. [1996]. Nonetheless,
the model is used widely to describe Brownian aggregation and has also been used in
the study of the kinetics of protein-protein association [Northrup and Erickson 1992],
biochemical reaction kinetics [Kim and Yethiraj 2010], dust coagulation in proto-
planetary disks [Blum and Wurm 2008], and bimolecular reactions [Ovchinnikov and
Zeldovich 1978].
Fuchs extended the Smoluchowski model to account for interparticle interactions.
This is the Fuchs-Smoluchowski model. The stability of dispersions, in this model,
is measured in terms of the stability ratio, W , which is defined as the ratio of the
rate constant predicted by the Smoluchowski model for a pair of hard spheres to that
predicted by the Fuchs-Smoluchowski model for a pair of interacting spheres under
similar conditions. W depends only on the interparticle potential, and is used as
a measure of its strength. When the interparticle repulsive forces are strong, the
value of W is large and when only attractive forces are present, W < 1. Despite
its widespread use, the Fuchs-Smoluchowski model has limited accuracy. In Chapter
5, the predictions of this model were found to agree with BD simulation results for
dilute systems with strong interparticle repulsive forces, W > 100.
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For concentrated hard-sphere dispersions, φ > 0.0005, a limited number of semiem-
pirical models have been proposed on the basis of molecular simulation results by
Hu¨tter [1999], Trzeciak et al. [2006], and Heine and Pratsinis [2007]. Furthermore, a
steady-state model has been reported by Dzubiella and McCammon [2005] which
uses the local density approximation (LDA) to account for the osmotic pressure
gradient that drives diffusion. This model was shown to be accurate for moderate
particle volume fractions [Dzubiella and McCammon 2005, Dorsaz et al. 2010, Kim
and Yethiraj 2010]. More recently, a new model for aggregation kinetics was re-
ported [Kelkar et al. 2014] using the rigorous fundamental measure theory (FMT)
[Rosenfeld 1989] within the “liquid-state” dynamic density functional theory (DDFT)
[Marconi and Tarazona 1999, Archer and Evans 2004, Rex and Lo¨wen 2008]. The
predictions of the model were in excellent agreement with BD simulation results for
dispersions with values of φ up to 0.35. The Smoluchowski model was shown to un-
derpredict the kinetics of aggregation by as much as two orders of magnitude. The
limitations of the LDA approach were also delineated. On the basis of the FM-DDFT
based model, the higher aggregation rates in concentrated systems were shown to re-
sult from short-range ordering, non-idealities in particle diffusion, and unsteady-state
effects. In Chapter 5, this model was extended to account for interparticle forces.
The predictions of the FM-DDFT based model, considering both the van der Waals
and the DLVO potential, agreed quite well with BD simulation results for all values
of φ and W .
In addition to the van der Waals and DLVO interaction potentials considered
previously, colloidal dispersion stability is affected by interactions resulting from the
collective dynamics of the system, such as the depletion attraction. These interac-
tions can be modeled using pair potentials as done by Asakura and Oosawa [1954] in
the dilute limit; more generally, however, they can be accounted for by considering a
binary mixture [Zaccone and Terentjev 2012]. This attraction is particularly impor-
tant in mixed colloid-polymer dispersions [Zaccone, Wu and Del Gado 2009]. Such
interactions are also important in biological systems, and affect cellular organization,
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enzyme catalysis, protein aggregation or binding between different macromolecules,
for instance antigens and antibodies in cells [Rice 1985, Marenduzzo et al. 2006].
The FM-DDFT based model discussed in Chapter 4 considered the short-range
ordering observed in pure hard sphere liquids. This “liquid-like” structure is seen as
fluctuations in the density profile and the pair correlation function (g(r)), and results
from entropic packing effects. The g(r) function is related to the probability of finding
a second particle at a separation distance r along the outward radial coordinate
measured from any given particle in the system. It typically features a peak in the
first coordination shell near contact that is associated with a higher probability of
finding a second particle near contact. It has been shown in previous chapters that
the kinetics of aggregation are strongly affected by the short-range ordering in both
hard-sphere and interacting-sphere dispersions.
In addition to the entropic packing effects, the g(r) is influenced by the imbal-
ance in the osmotic pressure exerted by all the particles. The osmotic pressure is
unbalanced in the space between two particles, for small separations. This produces
a net attractive “force” which is not present in the thermodynamic pair interaction
between two particles. This “effective” force is known as the depletion attraction
and can be modeled as a interparticle pair potential. It depends on the density of
the surrounding particles. In cases where there are particles of two different sizes,
the osmotic pressure imbalance is substantial, and thus the oscillations in the density
profile and in the g(r) functions between identical particles are significantly higher
than in case of pure hard sphere liquids [Yu and Wu 2002c].
Aggregation kinetics in a binary hard-sphere dispersion are described here using
the FMT approach. The mixture consists of reactive particles, “labeled as 1” with
diameters σ1 initially, and inert particles, “labeled as 2”, with diameters σ2. Only
collisions between the reactive particles result in aggregation. The inert particles ef-
fectively act as “crowding agents” and contribute to the osmotic pressure imbalance
that results in depletion interactions. The effect of crowding has been studied previ-
ously using simulations and theoretical approaches [Kim and Yethiraj 2010, Dorsaz
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et al. 2010] using the local density approximation (LDA) based model of Dzubiella
and McCammon [2005]. The LDA approach has strong limitations, as shown in
Chapter 4, and can not account for the short-range ordering known to exist in con-
centrated dispersions. The FM-DDFT based model reported here is a significant
improvement over the previous approaches. The kinetics of Brownian aggregation
are found to be affected strongly by the presence of the inert particles. These ef-
fects depend on both the concentration and the relative size of the inert species,
as well as the concentration of the reactive particles. The rate constants for aggre-
gation for identical reactive particles, k11, are predicted to be time dependent, and
are enhanced substantially, even in the presence of a small amount of the inerts.
Mechanistic insights into the “crowding” effects of the inert particles, resulting from
such depletion interactions, are obtained on the basis on the new model. The model
described here can be extended to binary mixtures of interacting spheres using map-
ping approaches [Barker and Henderson 1967a, Barker and Henderson 1967b] from
the perturbation theory of liquids [McQuarrie 2000] as done in Chapter 5.
6.3 Theory
The details of the new density functional theory based model of aggregation in a bi-
nary hard-sphere dispersion are presented in this section. As in the models discussed
in the previous chapters, aggregation is modeled here as occuring with two sequential
steps, diffusion and reaction. The inert particles (2) are modeled as hard spheres
with an infinitely high repulsive potential on overlap and no attractive interactions.
Any collisions which involve an inert particle, therefore, do not result in aggregation,
by definition. The inert particles thus behave simply as crowding agents by reducing
the available space for diffusion. By contrast, the reactive particles (1) are taken to
be “sticky” hard spheres with an additional strong, very-short-range attractive force.
This attractive force results irreversibly in aggregate formation when two reactive
particles come into contact. It does not, however, influence the diffusion of parti-
204
cles toward one another. The primary reactive particles or monomers are spherical.
Larger aggregate clusters (referred to as dimers, trimers, etc., depending on the num-
ber of primary particles they contain) are modeled as equivalent spheres with a fractal
scaling designed to match the equivalent collision areas and diffusion coefficients of
the non-spherical aggregates [Weitz and Oliveria 1984].
To calculate the rate constant of aggregation, k11, for a given pair of reactive
monomers, one assumes that all higher aggregates are absent. The only particles
present in the system are the inert particles and other reactive monomers. In the ap-
proach used in previous models, only the reactive monomers would have been present,
as described in the schematic shown in Figure 3.1. Figure 6.1 is a schematic of the
system considered here to obtain the value of k11. A single “1” particle is considered
to be at a fixed position which is taken to be the origin of a spherically symmetric
reference frame. This particle is surrounded by other reactive monomers and inert,
“2”, particles. All of the surrounding particles diffuse toward the central particle with
the diffusing, “1”, particles instantaneously reacting with the fixed particle to form a
larger aggregate upon contact. Collisions between inert particles and the central par-
ticle do not lead to aggregation. The diameters of the primary “1” and “2” particles




size ratio, B = σ2
σ1
.
In general, the diffusion process is driven by a chemical potential gradient, with
both ideal and excess (or non-ideal) contributions. The contribution of the excess
chemical potential becomes important at high particle volume fractions, and one
needs to explicitly account for the “non-ideal” particle diffusion. The value of the









where ρ1(r, t) and µ1 are the local number density and chemical potential of the reac-
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Figure 6.1. Schematic of the model framework for the calculation of the aggre-
gation rate constant, k11, for collisions between two reactive “1” particles in a
binary hard sphere mixture with a second component of inert “2” particles. The
diameters of the two species are σ1 and σ2 respectively. A spherically symmetric
co-ordinate reference frame is chosen with the origin at the center of a fixed “1”
particle that is surrounded by other “1” and “2” particles.
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tive monomers around the fixed particle respectively; and D1 is the diffusivity of the
“1” particles. The Maxwell-Stefan model [Bird, Stewart and Lightfoot 2007] does not
describe accurately the diffusion process here because the flux is a result of aggrega-
tion and not the deviation from equilibrium of molecular friction and thermodynamic
interactions. Because hydrodynamic interactions are neglected in the present analy-





Here, T is the absolute temperature, η is the solution viscosity, and kB is Boltzmann’s
constant.







where µig1 is the chemical potential of an ideal gas at the same temperature and num-
ber density and µex1 is the excess chemical potential. The contribution of the ideal











The excess term is determined using the fundamental measure theory with several
modifications [Yu and Wu 2002c] to make the predicted Helmholtz free energy density
consistent with the Boublik-Mansoori-Carnahan-Starling-Leland (BMCSL) equation
of state [Boubl´ik 1970, Mansoori, Carnahan, Starling and Leland 1971]. The modi-
fied FMT approach used here provides more accurate descriptions of structural and
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thermodynamic properties of uniform and inhomogeneous hard-sphere fluids, includ-
ing those of highly asymmetric hard-sphere mixtures. The FMT approach has been
successfully applied to describe the properties of hard spheres in the bulk, in slit-like
pores, and has been extended to molecular fluids [Roth and Dietrich 2000, Yu and
Wu 2002a, Yu and Wu 2002b]. The formalism for one-component fluids, discussed in
section 4.3.1 in Chapter 4, is directly applicable to the binary system considered here.
Some details are presented here but for additional details refer to [Yu and Wu 2002c].
The excess chemical potential depends on an integral of the excess free-energy
density, Φ, as stated before.








wα(r¯′ − r¯)dr¯′ (6.5)
where r¯ and r¯′ are position vectors with origins at the center of a given monomer,
the nα terms represent Rosenfeld’s dimensional scalar and vector components of the
weighted average densities, with wα being the corresponding weights.
The difference from the one-component formalism is in the calculation of the nα






ρ1(r¯′)wα(r¯′ − r¯)dr¯′ (6.6)
All other relations are identical to those discussed in section 4.3.1.
The value of the diffusive flux J12 of the inert particles diffusing toward the central









where ρ2(r, t) and µ2 are the local number density and chemical potential of the inert
particles around the fixed particle respectively; and D2 is the diffusivity of the “2”
particles. Equations 6.1 and 6.7 are coupled, because the excess chemical potential
terms, µex1 and µ
ex
2 , depend on the local number density and density gradients of both









































, for σ ≤ r <∞ and t > 0 (6.11)
Since all the particles, including the fixed particle, experience Brownian motion,
D1 in eqs. 6.1 and 6.10 is replaced by the mutual diffusivity, D11 which is equal to
2D1. Similarly, D2 in eqs. 6.7 and 6.11 is replaced by, D12 which is equal to D1+D2.
The boundary conditions for the reactive species are similar to the “sink-source”
boundary conditions used in previous models in Chapters 3 — 5.
at r = σ1, ρ1 = 0 (6.12)
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at r→∞, ρ1 = N1 (6.13)
where N1 is the monomer number density of “1” particles in the bulk dispersion, far
away from the fixed particle. Because collisions between the inert particles and the
central particle do not lead to aggregation, the contact surface does not act as sink
for the inert particles. A “no flux” boundary condition is thus used at contact. Fur-
thermore, by definition the bulk number densities of these non-aggregating particles
is constant. The following boundary conditions are used for ρ2,




at r→∞, ρ2 = N2 (6.15)
Before any aggregation, which is an inherently non-equilibrium process, the sys-
tem should be in an initial equilibrium state, which involves non-aggregated particles.
At equilibrium, there can be no chemical potential gradients for both species.
at t = 0, µ1 = constant for r ≥ σ1 (6.16)
at t = 0, µ2 = constant for r ≥ σ (6.17)
In the FMT approach, this condition reduces to one of non-uniform concentra-
tion at high concentrations. The non-uniformity in the density profile of the reactive
particles increases from that found previously in Chapter 4 due to the presence of
the inert particles. Because of the non-local contributions to the chemical potential
in the FMT, the hard “1” sphere at the origin influences the density profiles in its
vicinity. This region of influence is about r−σ1
σ1
≤ 2 for the “1” particles and r−σ
σ
≤ 2
for the “2” particles. Particles in the surrounding first neighbor shell are more likely
to be found at short separation distances from the central particle. Furthermore, due
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to the non-overlap of the hard spheres, the second neighbor shell will be located at
around r = 2σ1 for “1” particles and around r = 2σ for “2” particles. Consequently,
the predicted initial equilibrium density profile for a concentrated dispersion displays
a “liquid-like” structure [Russel et al. 1992]. This short-range ordering has been un-
accounted for in previous studies where crowding agents were considered [Kim and
Yethiraj 2010, Dorsaz et al. 2010].
This structure develops in hard-sphere dispersions due to excluded volume or “en-
tropic packing” effects. The form of g(r) is also influenced by the imbalance in the
osmotic pressure in the space between two particles exerted by all the particles at
small separations. This effect is known as the “depletion attraction”. This attractive
“force” is depends on the density of the surrounding particles.
A quantitative description of these packing effects is obtained from the radial dis-
tribution or pair-correlation function, g(r), which is the ratio of the local number
density to the bulk number density, and indicates how the particles order around a
central particle. For binary mixtures of hard sphere particles, four g(r) functions can
be defined. The distribution of “2” particles around the fixed “1” particle is given
by g12. The other functions, g12, g11, and g22, can be defined similarly. They are
obtained from the constant chemical potential condition by iteratively adjusting the
values of the density profiles. The numerical scheme employed in the present study
was validated on the basis of the excellent agreement of the obtained denity profiles
to those reported by Yu and Wu [2002c]. Sample calculations performed using an
in-house code are shown in Figure 6.2 and correspond to the g11 functions plotted in
Figures 8 and 9 of Yu and Wu [2002c].
In Figure 6.3, the equilibrium g11(r) (shown as full lines) and the g12(r) functions
(shown as broken lines) are shown for dispersions with various bulk volume fractions
and size ratios. The bulk volume fraction of the reactive species is fixed at 0.3. Bulk
volume fractions, φi, and size ratios, B, of the inerts considered are: (a) no inerts; (b)
0.005, 0.1; (c) 0.005, 0.3; (d) 0.05, 0.3; (e) 0.05, 3; and (f) 0.05, 0.1. The presence of
the inerts makes the density profiles of both “1” and “2” particles more non-uniform
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(a) (b)
Figure 6.2. Equilibrium pair correlation functions, g11(r), of “1” particles around
a central “1” particle predicted by the FMT approach for a uniform chemical
potential consistent with the given bulk density. The numerical values obtained
in the current study are (shown as full lines) in agreement with those (shown
as symbols) reported in (a) Figure 8 (for B = 0.3, φ = 0.49, xi = 0.5) and (b)
Figure 9 (for B = 0.3, φ = 0.49, xi = 0.1) of Yu and Wu [2002c]. Here, φ is the
total volume fraction of the two species, xi is the mole fraction of the inerts, and





Figure 6.3. Equilibrium pair correlation functions, g(r), around a central “1”
particle predicted by the FMT approach for a uniform chemical potential con-
sistent with the given bulk density; the functions g11 for “1” particles are shown
as full lines; the functions g12 for “2” particles are shown as broken lines. Bulk
volume fractions, φi, and relative sizes, B, of the inerts considered are: (a) no
inerts; (b) 0.005, 0.1; (c) 0.005, 0.3; (d) 0.05, 0.3; (e) 0.05, 3; and (f) 0.05, 0.1.




Figure 6.4. Equilibrium pair correlation functions, g(r), around a central “1”
particle predicted by the FMT approach for a uniform chemical potential con-
sistent with the given bulk density; the functions g11 for “1” particles are shown
as full lines; the functions g12 for “2” particles are shown as broken lines. Bulk
volume fractions, φi, and relative sizes, B, of the inerts considered are: (a) no
inerts; (b) 0.005, 0.1; and (c) 0.05, 0.1. The bulk volume fraction of the reactive
species is fixed at 0.1.
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than the pure hard-sphere fluid case. Moreover, the contact density values and the
oscillations in the density profiles for both species increase with the concentration
of the inert species. For the same bulk volume fraction of the inerts, the contact
density values and the g(r) non-uniformity decreases as B increases. For the same
bulk volume fraction, the bulk number density of the smaller inerts is higher because
they individually occupy lesser volume. It is inferred that the space surrounding
the particles is more crowded for the cases with smaller inerts. Thus with increased
“crowding”, the short-range ordering becomes more non-uniform.
The effect of the inerts on the short-range ordering at lower bulk volume frac-
tions of the reactive species is also examined. The equilibrium functions g11(r) and
g12(r) are shown in Figure 6.4, for dispersions with various bulk volume fractions
and size ratios, B. The volume fraction of the reactive species is fixed at 0.1. The
bulk volume fractions, φi, and relative sizes, B, of the inerts considered are: (a) no
inerts; (b) 0.005, 0.1; and (c) 0.05, 0.1. The results support the observations made
from the results shown in Figure 6.3. The effect of the inerts on the density profile
of the reactive species seems to be less significant, however, than for the case shown
in Figure 6.3. Low values of the bulk volume fractions of the inerts were considered
here to avoid approaching any phase transition limits where the FMT approach might
become inaccurate.
The initial conditions can be equivalently written as the following equations for
the FM-DDFT-based model,
at t = 0, ρ1 = N1 g11(r), r ≥ σ1 (6.18)
at t = 0, ρ2 = N2 g12(r), r ≥ σ (6.19)
One can now solve the partial differential eqs. 6.10 and 6.11 to obtain the density
profiles, ρ1 and ρ2. The aggregation flux, J11|r=σ1 , can be obtained using eq. 6.1.
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Collisions between reactive monomer pairs lead to dimer formation, thereby re-
ducing the value of N1 by a second-order reaction. The collision or aggregation rate
is related to the flux at the particle surface via the standard conservation relation










The rate constant values were obtained for various cases using a finite difference
scheme because analytical solutions were not available.
The preceding analysis for calculating the rate constants for collisions between re-
active monomers can be extended to the formation of larger aggregate clusters formed
by collisions between i-mer and j-mer “1” particles as was done earlier in Chapter 4.
The time dependence of the number density of each aggregate species is obtained by












where j = 1, 2...., n and kij is the aggregation rate constant for collisions between
i-mers and j-mers. The process of calculating the kij values for all possible collisions,
by considering the diffusion of j-mers towards a fixed i-mer in the presence of inerts,




is equal to that obtained analytically in the dilute limit of the USS






























sionless time. For initially monodisperse systems, this assumption was tested earlier
in Chapter 4 and was found to be reasonable, and so it was used again.
In using eq. 6.22, the collision area for aggregation is given by the diffusion
radius, Rj, of an equivalent sphere of the fractal j-mer “1” particle [Heine and
Pratsinis 2007]. It is related, on average, to the reactive monomer radius R1 by
the equation Rj = j
1/dfR1, where df is the fractal dimension. In the absence of in-
erts, the df value of large aggregates has been found to be 1.8 for dilute hard-sphere
dispersions [Weitz and Oliveria 1984] and increases to about 2.3 for bulk volume frac-
tions of φ = 0.3 [Ansell and Dickinson 1987, Lattuada 2012, Kelkar et al. 2014]. In
Brownian aggregation, df generally depends on the scale [Gmachowski 2002] but it
is assumed to be scale-invariant for simplicity in the present analysis. The time-
averaged fractal dimensions determined previously from BD simulations for pure
hard-sphere fluids are used. It is assumed that the inerts have no, or minimal, ef-
fect on the value of df . Furthermore, it is assumed in eq. 6.22 that the cluster-
cluster aggregation rate constant, kij, is symmetric or that kij = kji. For the FM-
DDFT based model, this assumption is not expected to be valid, because the initial
equilibrium density profile is asymmetric. For pure hard-sphere dispersions, con-
sidered in Kelkar et al. [2014], the model predictions with the use of the assump-
tion were still fairly accurate. This assumption is thus used again here.
6.4 Results and Discussion
Predictions of the new FM-DDFT based model are shown here to highlight the
depletion effects of the inert particles. The rate constant, k11, for collisions between
identical reactive monomers is considered in addition to the time evolution of the re-
active monomer bulk number density. By comparing the predictions for various bulk




Figure 6.5. The rate constant, k11, for collisions between identical reactive
monomers predicted by the FM-DDFT based model is shown as a function of
the dimensionless time θ. Results are shown for various bulk volume fractions,
φi and size ratios, B. The initial bulk volume fraction of the reactive monomers
is 0.3. The effects of (a) the inert concentration, φi = 0, 0.005, or 0.05, and (b)
the inert size, B = 0.1, 0.3, and 3, are examined.
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The predicted rate constant, k11, for collisions between identical reactive monomers
is plotted as a function of time in Figure 6.5. Results are shown for various bulk vol-
ume fractions and size ratios of the inerts. Initially, the bulk volume fraction of the
reactive monomers is 0.3. The effect of the inert concentration is examined in Fig-
ure 6.5a, while the effect of the inert size is examined in Figure 6.5b. For all cases
considered, the rate constant predicted are time dependent. The k11 values in the
presence of inerts are higher than those without inerts. Furthermore, the rate con-
stants increase with increasing inert concentration and decrease with inert sizes. This
is consistent with the trends in the short-range ordering discussed earlier. The faster
kinetics are shown to result from the influence of depletion effects on the short-range
ordering.
To quantify the extent of the depletion effects, the time evolution of the number
densities of the reactive monomers, N1, and dimers, N2, are considered. In Figure
6.6 the values of N1 and N2 normalized by the initial value of N1, N1(θ = 0), are
plotted against the dimensionless time, θ. The values of N1 and N2 are obtained from
the solution to the population balance equations with the scaling relation given in
eq. 6.22. For size ratio, B = 0.3, the effect of the depletion attractions is negligible
when the inert bulk volume fraction, φi≤0.005. The effect becomes significant for φi
= 0.05. For the same inert bulk volume fraction, the depletion effect is weak for B =
3 and substantial for B = 0.1. The predicted kinetics for φi = 0.05 and B = 0.1, are
about five times faster than those in the absence of the inert particles.
The half time of aggregation is defined as the time required for the monomer
number density to be reduced to half of its initial value. The ratios, γ, of the half
times predicted by the new model in the absence of inerts to those predicted for various
cases with inerts are shown in Table 6.1. For the cases considered, the aggregation
half times decrease in the presence of inerts by up to 4-fold. The influence of the inert





Figure 6.6. The number densities of the reactive monomers, N1, and dimers,
N2, normalized by the initial value, N1(θ = 0), is shown as a function of the
dimensionless time, θ. Results are shown for various bulk volume fractions, φi
and size ratios, B.
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Table 6.1.
The ratios, γ, of the half times predicted by the new model in the absence of







The preliminary findings presented here show that the depletion attraction can
affect strongly the kinetics of Brownian aggregation. The FM-DDFT based aggre-
gation model presented here is the first model which shows that “crowding” due to
non-aggregating species can influence significantly the short-range ordering in disper-
sions, and thus the aggregation rates. A more rigorous examination of these effects
using the new model is thus needed. The model predictions should be tested against
results of Brownian Dynamics simulations for binary mixtures. The model presented
here applies to hard spheres but can be extended to interacting particles as was done
in Chapter 5 using the mapping approaches [Barker and Henderson 1967a, Barker and
Henderson 1967b] from the perturbation theory of liquids [McQuarrie 2000]. This is
recommended as future work.
6.5 Conclusions
Effects of depletion interactions in Brownian aggregation have been studied using
approaches from the “liquid-state” dynamic density functional theory (DDFT). A
binary mixture of reactive and inert hard spheres was considered. The presence
of the non-aggregating inert species was shown to affect the aggregation rates for
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the reactive species. Using the rigorous fundamental measure theory (FMT), “liquid-
like” short-range ordering in dispersions can be accounted for. This ordering becomes
more non-uniform as the “crowding” by the inert particles increased. The strongest
fluctuations in the initial density profile were observed for large concentrations of
small inert particles. The effect on short-range ordering was shown to also depend
on the concentration of the reactive species. As the reactive species concentration
decreases, the influence of the inert particles also decreases. The osmotic pressure
imbalance resulting from the inert particles lead to increased aggregation rates for the
reactive particles. Even for relatively low bulk volume fractions, φi = 0.05 of small




Ansell, G. C. and Dickinson, E. 1987 Brownian-dynamics simulation of the
formation of colloidal aggregate and sediment structure. Faraday Discussions of
the Chemical Society 83 167–177.
Archer, A. J. and Evans, R. 2004 Dynamical density functional theory and its
application to spinodal decomposition. The Journal of Chemical Physics 121
4246–4254.
Asakura, S. and Oosawa, F. 1954 On Interaction between Two Bodies Immersed
in a Solution of Macromolecules. The Journal of Chemical Physics 22 1255–
1256.
Barker, J. A. and Henderson, D. 1967a Perturbation Theory and Equation of
State for Fluids. II. A Successful Theory of Liquids. The Journal of Chemical
Physics 47 4714.
Barker, J. A. and Henderson, D. 1967b Perturbation Theory and Equation of
State for Fluids: The Square−Well Potential. The Journal of Chemical Physics
47 2856.
Bird, R., Stewart, W. and Lightfoot, E. 2007 Transport Phenomena. John
Wiley & Sons, New York.
Blum, J. and Wurm, G. 2008 The growth mechanisms of macroscopic bodies in
protoplanetary disks. Annual Review of Astronomy and Astrophysics 46 21–56.
Boubl´ik, T. 1970 Hard−Sphere Equation of State. The Journal of Chemical Physics
53 471–472.
Bringuier, E. 2009 Anatomy of particle diffusion. The European Journal of Physics
30 1447.
Dickinson, E. 1998 Stability and rheological implications of electrostatic milk
protein−polysaccharide interactions. Trends in Food Science & Technology 9
347–354.
Dong, J., Chen, S., Corti, D. S., Franses, E. I., Zhao, Y., Ng, H. T. and
Hanson, E. 2011 Effect of Triton X-100 on the stability of aqueous dispersions
of copper phthalocyanine pigment nanoparticles. Journal of Colloid & Interface
Science 362 33–41.
223
Dong, J., Corti, D. S., Franses, E. I., Zhao, Y., Ng, H. T. and Hanson, E.
2010 Colloidal Dispersion Stability of CuPc Aqueous Dispersions and Compar-
isons to Predictions of the DLVO Theory for Spheres and Parallel Face-to-Face
Cubes. Langmuir 26 6995–7006.
Dong, J., Corti, D. S., Franses, E. I., Zhao, Y., Ng, H. T. and Hanson,
E. 2011 Adsorption of Myrj 45 on copper phthalocyanine pigment nanoparticles
and effect on their dispersion stability in aqueous solution. Colloids and Surfaces
A: Physicochemical and Engineering Aspects 390 74–85.
Dorsaz, N., De Michele, C., Piazza, F., De Los Rios, P. and Foffi, G.
2010 Diffusion-Limited Reactions in Crowded Environments. Physical Review
Letters 105 120601.
Dzubiella, J. and McCammon, J. A. 2005 Substrate concentration dependence
of the diffusion-controlled steady-state rate constant. The Journal of Chemical
Physics 122 184902.
Evans, D. and Wennerstrom, H. 1999 The Colloidal Domain: Where Physics,
Chemistry, Biology and Technology Meet. Wiley, New York.
Fuchs, N. A. 1934 U¨ber die Stabilita¨t und Aufladung der Aerosole. Z. Phys. 89
736–743.
Gmachowski, L. 2002 Calculation of the fractal dimension of aggregates. Colloids
and Surfaces A: Physicochemical and Engineering Aspects 211 197–203.
Heine, M. and Pratsinis, S. E. 2007 Brownian coagulation at high concentration.
Langmuir 23 9882–9890.
Holthoff, H., Egelhaaf, S. U., Borkovec, M., Schurtenberger, P. and
Sticher, H. 1996 Coagulation Rate Measurements of Colloidal Particles by
Simultaneous Static and Dynamic Light Scattering. Langmuir 12 5541–5549.
Hu¨tter, M. 1999 Coagulation rates in concentrated colloidal suspensions studied by
Brownian dynamics simulation. Physical Chemistry Chemical Physics 1 4429–
4436.
Illum, L., Jacobsen, L., Mu¨ller, R., Mak, E. and Davis, S. 1987 Surface
characteristics and the interaction of colloidal particles with mouse peritoneal
macrophages. Biomaterials 8 113–117.
224
Kelkar, A. V., Dong, J., Franses, E. I. and Corti, D. S. 2013 New models
and predictions for Brownian coagulation of non-interacting spheres. Journal of
Colloid & Interface Science 389 188–198.
Kelkar, A. V., Franses, E. I. and Corti, D. S. 2014 Nonideal Diffusion Effects
and Short-Range Ordering Lead to Higher Aggregation Rates in Concentrated
Hard-Sphere Dispersions. Langmuir 30 3646–3657.
Kim, J. S. and Yethiraj, A. 2010 Crowding Effects on Association Reactions at
Membranes. Biophysical Journal 98 951–958.
Lattuada, M. 2012 Predictive Model for Diffusion-Limited Aggregation Kinetics of
Nanocolloids under High Concentration. The Journal of Physical Chemistry B
116 120–129.
Mansoori, G. A., Carnahan, N. F., Starling, K. E. and Leland, T. W.
1971 Equilibrium Thermodynamic Properties of the Mixture of Hard Spheres.
The Journal of Chemical Physics 54 1523–1525.
Marconi, U. M. B. and Tarazona, P. 1999 Dynamic density functional theory
of fluids. The Journal of Chemical Physics 110 8032–8044.
Marenduzzo, D., Finan, K. and Cook, P. R. 2006 The depletion attraction: an
underappreciated force driving cellular organization. The Journal of Cell Biology
175 681–686.
McQuarrie, D. 2000 Statistical Mechanics. University Science Books, Sausalito.
Northrup, S. and Erickson, H. 1992 Kinetics of protein-protein association ex-
plained by Brownian Dynamics computer simulations. Proceedings of the Na-
tional Academy of Sciences, USA 89 3338–3342.
Ovchinnikov, A. and Zeldovich, Y. 1978 Role of density fluctuations in bimolec-
ular reaction kinetics. Chemical Physics 28 215–218.
Park, Y., Huang, R., Corti, D. S. and Franses, E. I. 2010 Colloidal disper-
sion stability of unilamellar DPPC vesicles in aqueous electrolyte solutions and
comparisons to predictions of the DLVO theory. Journal of Colloid & Interface
Science 342 300–310.
Rex, M. and Lo¨wen, H. 2008 Dynamical Density Functional Theory with Hydro-
dynamic Interactions and Colloids in Unstable Traps. Physical Review Letters
101 148302.
225
Rice, S. A. 1985 Diffusion-Limited Reactions. Elsevier, Amsterdam.
Rosenfeld, Y. 1989 Free-Energy Model for the Inhomogeneous Hard-Sphere Fluid
Mixture and Density-Functional Theory of Freezing. Physical Review Letters 63
980.
Roth, R. and Dietrich, S. 2000 Binary hard-sphere fluids near a hard wall.
Physical Review E 62 6926–6936.
Russel, W., Saville, D. and Schowalter, W. 1992 Colloidal Dispersions. Cam-
bridge University Press, Cambridge.
Smoluchowski, M. 1917 Versuch einer mathematischen Theorie der Koagulation-
skinetik kolloider Lo¨sungen. Z. Phys. Chem. 92 129–168.
Trzeciak, T., Podgo´rski, A. and Marijnissen, J. 2006 Stochastic calculation
of collision kernels: Brownian coagulation in concentrated systems. In 5th World
Congress on Particle Technology p. 202d.
Weitz, D. A. and Oliveria, M. 1984 Fractal Structures Formed by Kinetic Ag-
gregation of Aqueous Gold Colloids. Physical Review Letters 52 1433.
Yiantsios, S. and Karabelas, A. 1998 The effect of colloid stability on membrane
fouling. Desalination 118 143–152.
Yu, Y.-X. and Wu, J. 2002a Density functional theory for inhomogeneous mixtures
of polymeric fluids. The Journal of Chemical Physics 117 2368–2376.
Yu, Y.-X. and Wu, J. 2002b A fundamental-measure theory for inhomogeneous
associating fluids. The Journal of Chemical Physics 116 7094–7103.
Yu, Y.-X. and Wu, J. 2002c Structures of hard-sphere fluids from a modified
fundamental-measure theory. The Journal of Chemical Physics 117 10156–
10164.
Zaccone, A. and Terentjev, E. M. 2012 Theory of molecular crowding in Brow-
nian hard−sphere liquids. Physical Review E 85 061202.
Zaccone, A., Wu, H. and Del Gado, E. 2009 Elasticity of Arrested Short-
Ranged Attractive Colloids: Homogeneous and Heterogeneous Glasses. Physical
Review Letters 103 208301.
226
7. RECOMMENDATIONS FOR FUTURE WORK
On the basis of the models developed and the insights gained in this thesis, some
topics of interest are discussed here briefly for possible future work.
1. Experimental verification of the new models: The new models developed in this
thesis on the basis of approaches within the dynamic density functional theory
were evaluated using the Brownian dynamics (BD) simulation method. The BD
simulation method itself was benchmarked against certain literature experimental
findings, as discussed in Chapter 2, for very dilute dispersions. In more concen-
trated dispersions, direct experimental verification of aggregation rates is difficult
owing to the fast kinetics. Indirect methods can be used to test the model predic-
tions with experimental data, for example, gelation times data. To compute the
gelation times for the models, however, the aggregate structure (or fractal dimen-
sions) and the scaling relations for the rate constants need to be determined or
assumed.
2. Expansion of the studies on depletion effects in Brownian aggregation: In Chapter
6, certain preliminary results were presented, indicating that Brownian aggregation
kinetics in binary mixtures of hard spheres can be affectd strongly by depletion ef-
fects. Additional calculations are needed to further understand the dependence of
this effect on the concentration and relative size of the inert particles, and on the
concentration of the reactive particles. Moreoever, the theoretical approach should
be evaluated using BD simulations with binary hard sphere dispersions. On the
basis of the effects presented in Chapter 5, one expects that the depletion effects
will be more important in binary mixtures of interacting spheres. This hypothe-
sis needs to be investigated using the theretical models and BD simulations. The
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model for binary mixtures of hard spheres can be extended to interacting spheres
using the mapping approaches discussed in Chapter 5.
3. Models for combined aggregation and sedimentation processes in colloidal dispersions:
The aggregation and sedimentation phenomena act to destabilize colloidal disper-
sions, each increasing the rate of the other. Because of the complexity involed
in treating these processes as coupled, in most studies, one assumes them to be
independent, and usually sequential. An approximate model that examines the
effects of this coupling, albeit by using simplifying assumptions for the aggregation
kinetics, is shown in Appendix A. The density functional theory approaches used
in this thesis for Brownian aggregation, could be extended to dispersions where
both aggregation and sedimentation occur. Such rigorous models would offer new
insights into the process. Furthermore, BD simulations can be used to bear on this
problem and for providing benchmarks for evaluating models.
4. Extension of the preliminary experimental studies on model emulsion systems: As-
pects of the phase behavior, stability, and hydrate formation have been studied for
model emulsions and detailed in Appendix B. These preliminary findings provide
motivations for more rigorous studies which can provide valuable information on
the nature of hydrate suspensions.
APPENDICES
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A. THE EFFECTS OF AGGREGATION ON SEDIMENTATION TIMES OF
COLLOIDAL PARTICLES
A.1 Background
A colloidal dispersion is considered stable only if there is no, or minimal, parti-
cle aggregation and sedimentation. Colloidal particles are typically small enough for
Brownian motion to counterbalance the effects of gravity but aggregation results in in-
creased particle sizes, thereby increasing sedimentation rates. Furthermore, the rates
of aggregation are enhanced by the effects of gravity-induced convective transport.
Because the two phenomena are coupled, exact descriptions of the destabilization
process are complex [Allain et al. 1995] and quite demanding computationally [Ansell
and Dickinson 1987, Gonza´lez 2001, Gonza´lez et al. 2004]. On the basis of experi-
mental results,Allain et al. [1995] have proposed two regimes for sedimentation in the
presence of aggregation — cluster deposition at low particle volume fractions or the
settling of a gelled suspension at high volume fractions. Nonetheless, because of the
difficulty in accounting for the coupling, in most studies, one assumes for simplicity
that the two phenomena occur independently.
The sedimentation or settling time, ts, of colloidal particles of radius R, in a
dispersion can be obtained analytically if the effects of aggregation are ignored [Mason
and Weaver 1924, Weaver 1926]. The problem is further simplified if the effects of
Brownian motion (or particle diffusion) are neglected. The settling velocities given






where η is the viscosity, L is the height of the sample considered, ∆ρ is the density
difference between the colloidal particles and the medium, and g is the acceleration
due to gravity.
Mason and Weaver [1924] reported the first treatment for colloidal sedimentation
for a dispersion of monodisperse spheres which accounted for the effects of Brownian
motion (or diffusion). To compare the relative importance of Brownian motion and
gravitational effects, on the basis of this classical model, one can define a Peclet





where kB is the Boltzmann constant and T is the temperature.
Owing to the effects of diffusion, the colloidal particles do not settle out completely,
ultimately reaching a “sedimentation-diffusion equilibrium”. In this case one can
define the sedimentation time as the time at which the concentration of spheres in
the top half of the sample is 1% of its initial value. Using L
2
D
, as the time scale, a
dimensionless sedimentation time, θ0.5, is obtained where D is the diffusion coefficient
of the particles. θ0.5 is shown as a function of the Pe in Figure A.1. Two models are
used — one which accounts for the effects of diffusion and one which omits them. For




For Pe . 10, when the effects of diffusion are accounted for and if aggregation
does not occur, the colloidal particles never settle, or θ0.5→∞. Figure A.1 shows
that the predictions of the two models differ for Pe . 20. The sedimentation times
obtained when the effects of Brownian motion are considered are up four times larger
those when these effects are neglected. This indicates that for these low Pe values,
diffusion effects are important. By contrast, for Pe > 50, the predictions of the
two models are nearly, if not exactly, identical suggesting that Brownian motion is
dominated by gravitational effects and that the particles may no longer be considered
to be “colloidal”, in a traditional sense.
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Figure A.1. The dimensionless sedimentation time, θ0.5, is plotted for various
values of the Peclet number, Pe, of the colloidal particles. Two approaches are
used in the calculation which either account for or neglect the effects of diffusion.
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Aggregation can induce settling even in dispersions of particles with Pe < 10.
Settling is generally observed in quiescent dispersions and thus perikinetic and dif-
ferential settling mechanisms are most commonly associated with such destabiliza-
tion. Aggregation due to the differential settling mechanism is especially important
in polydisperse colloidal dispersions. In dispersions that are nearly monodisperse
and initially stable against sedimentation, Brownian aggregation can abet settling
behavior by making the dispersion more polydisperse. The effective aggregation rate
constant, accounting for both Brownian and differential settling mechanisms, is often
assumed to be the sum of the rate constants predicted for the individual mechanisms
[Ramkrishna 2000]. Simons et al. [1986] have shown, however, that this assumption
can lead to errors of up to 27%. In the early stages, the dominant aggregation mech-
anism is typically perikinetic and the effects of differential settling can be ignored.
A simple analysis is developed here using the models of aggregation discussed in
Chapter 3 to estimate settling times. It decouples the aggregation and sedimentation
processes and assumes them to be sequential. This analysis is more useful for nearly
monodisperse suspensions which are initially stable against sedimentation, or have
low Pe.
A.2 Geometric aggregation model
An initially monodisperse system of hard spheres with radius R1 and a particle
volume fraction, φ1 is considered. For polydisperse systems, considering only the
smallest size particles may be adequate, because the larger particles settle first. The
Peclet number, Pe, based on R1 is assumed to be small enough initially such that the
dispersion is stable against sedimentation in the absence of aggregation. Subsequent
aggregation (without coalescence) of the primary particles or monomers (n = 1)
results in the formation of fractal clusters (n > 1) whose effective radii are greater
than R1. These aggregates may then start displaying faster settling behavior.
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Most generally, the number of primary particles in an aggregate cluster, n, spans
the set of all positive integers greater than and equal to 2. These aggregates are
referred to as dimers (for n = 2), trimers (for n = 3), tetramers (for n = 4), and
so on. Aggregation models such as those discussed in Chapters 3 — 6 that consider
the formation of all clusters (n > 1) are computationally intensive. Using certain
simplifying assumptions, however, one can develop simpler analytical models. These
models provide lower bounds for the aggregate rates. Aggregation is first assumed to
result only from collisions between identical (n = x) particles leading to the formation
of doublets (n = 2x). Furthermore, aggregation is assumed to be progressive and
sequential, or that the n = 2x particles only aggregate once nearly all of the n =
x particles have “disappeared”. Using these assumptions, the overall aggregation
process is modeled as a geometric sequence. First the monomers collide with each
other to form only dimers. At a time t1, the monomers have disappeared, or their
concentration drops to less than 1% of its initial value, and only dimers are present
in the system. The equivalent radius of the dimer particles is equal to R2 and it is
related to R1 by the general fractal scaling law used earlier in Chapters 3 — 6. The
volume fraction of the dimers, φ2, at time t1, can be calculated from φ1 using the
principle of conservation of mass. The dimer particles then aggregate with each other
resulting in the formation of tetramers exclusively. At a time t2, 99% of the dimers
present at time t1 have aggregated, and only tetramers with radius R4 and volume
fraction φ4 are present. This process continues as a geometric progression.
The time evolution of the monomer concentration, N1, predicted by the Smolu-









In deriving this equation, the effects of concentration on the aggregation kinetics
[Kelkar et al. 2014] have been neglected. Generally, the time period tx at which the
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The time t1 at which the average particle size in the system is R2, is obtained by
setting x = 1 in eq. A.4.




Because the use of the simplifying assumptions leads to an underestimation of
the aggregation kinetics, the value of t1 obtained is an upper limit for the time of
monomer disappearance.










Since the dimers are now the primary particles, beyond t1 their number density









The time period t2 at which the average particle size in the system is R4, is thus
obtained as





which using φ2 from eq. A.6 can be written as
t2(R4) = t1 (2
0 + 21) (A.9)

















At time period t4, the tetramers have disappeared and only aggregates with n =
8 monomers are present, and the average particle size in the system is R8. It is given
as,




0 + 21 + 22) (A.11)
It follows then that, in general, the aggregation time ta after which the number
of particles per aggregate is N and the effective particle size of the fractal clusters is
























2Nm+1 − 1) (A.14)
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Because aggregates are usually fractal in nature [Weitz and Oliveria 1984], one can







So far we have considered the aggregation of hard spheres only. For interacting
spheres, if one assumes that the Fuchs stability ratio,W , is independent of the particle








2Nm+1 − 1) (A.16)
Moreover, if the USS model [Kelkar et al. 2013] described in Chapter 3 is used to









where tx is given by eq. A.4 for the Smoluchowski model or the Fuchs-Smoluchowski
model under similar conditions, and τ = 12ηR1
3
kBT
. Using a similar approach to that



















A.3 Estimation of the sedimentation times
The relative importance of the two phenomena, aggregation and sedimentation,
can be estimated by comparing the characteristic aggregation time, ta, to a character-
istic sedimentation time, ts, under similar conditions. Using the sedimentation time
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given in eq. A.1, one can obtain a characteristic sedimentation time, ts(R
∗), when






where ∆ρ∗ is the density difference between the aggregate with radius R∗ and the
dispersion medium. Since some dispersion medium is occluded in the loose fractal
clusters, they are less dense than the primary particles. A scaling relation is available









where ∆ρ1 is the density difference between the primary particles and the medium.
For compact clusters (or in the coalescence limit), df ∼ 3, the density of the aggregates
is the same as the primary particles. For df values less than 3, the density of the
aggregates can be significantly lower than that of the primary particles. If these
density effects cancel out the increase in settling velocity due to the increased size,
the clusters may remain dispersed. Usually, however, the density effect is weaker than
that of the particle size.




sedimentation times of the primary particles to that of the fractal aggregate clusters
are plotted as a function of the size ratios, R
∗
R1
, for fractal dimension, df , values of 1.8
and 2.5 in Figure A.2. The sedimentation times for the more compact clusters with
df = 2.5, are significantly lower than those for the loose clusters. For the same size,
the loose clusters have more occluded medium, and are less dense.
If ta << ts, then the primary particles will aggregate further before settling out; if
ts << ta, the particles will settle out without any aggregation. It is expected that for
typical colloidal dispersions, initially ta << ts. Then the stability of the dispersion
depends primarily on the aggregation rates. The dispersed particles aggregate and
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Figure A.2. The ratios, ts(R1)
ts(R∗)
, of the sedimentation times of the primary particles
to that of the fractal aggregate clusters are plotted as a function of the size ratios,
R∗
R1
, for fractal dimension, df , values of 1.8 and 2.5. The sedimentation times for
the more compact clusters, df = 2.5, are significantly lower than those for the
loose clusters.
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grow up to a critical size, R∗, before settling out. One can assume that for this critical
size, ta = ts, and estimate the settling time.
Results are shown here for typical dispersions to illustrate the method and to
understand the effects of the particle volume fraction, aggregate structure or df , and
the Fuchs stability ratio, W . An aqueous dispersion is considered at 300 K with
η = 10−3 Pa-s, primary particles of radius, R1 = 100 nm, and density difference,
∆ρ1 = 100 kgm
−3. The sample height is taken as 5 cm. The ratio, ta
ts
, of the two
characteristic times predicted for a given value of the aggregate size, R∗, is plotted
against the sedimentation time, ts(R
∗) in Figure A.3. The sedimentation time for
these dispersions is estimated to be the value of ts(R
∗) for which the ratio is equal to
1. The method is illustrated here using the ta values predicted by the Smoluchowski
model for W = 1 and φ1 = 0.01, 0.05, or 0.1. The df value used in the calculation is
1.8. The sedimentation times for the three cases are estimated as 32, 19, and 15 hrs.
respectively. As expected from the trends in the aggregation rates (see Chapters 3
and 4), the destabilization occurs faster in more concentrated systems.
Using the method described in Figure A.3, the sedimentation times predicted for
various values of φ1 and W are determined. Moreover, the influence of the unsteady-
state effects was examined by comparing the results for the USS model with those
for the Fuchs-Smoluchowski model for similar conditions. The ts values predicted
by the Fuchs-Smoluchowski model for φ1 = 0.01, 0.05, 0.1, and 0.2, and for W =
0.1, 1, 10, and 100, are shown in Figure A.4a for df equal to 1.8. As expected, the
sedimentation times are predicted to decrease as φ1 increases, and to increase as W
increases. The sedimentation times for φ1 = 0.01 differ from those of φ1 = 0.2 by as
much as three-fold. Moreover, the sedimentation times for W = 0.1 differ from those
of W = 100 by as much as ten-fold. On a log-log scale, the variation of ts with φ1
seems to be linear, although the slope appears to depend slightly on W .
The influence of the unsteady-state effects is explored in Figure A.4b. For W =
1 and 100, with df = 1.8, the ts values predicted by the USS model are compared to
those of the Fuchs-Smoluchowski model, for various φ1 values. The unsteady-state ef-
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Figure A.3. The ratios, ta(R
∗)
ts(R∗)
, of the characteristic aggregation and sedimen-
tation times for a fractal aggregate cluster of radius R∗ are plotted against the
sedimentation times, ts(R
∗). The value of the fractal dimension, df , is 1.8. Re-
sults are shown for hard spheres with initial particle volume fractions of the
primary particles, φ1 = 0.01, 0.05, and 0.1. The sedimentation times for the
three cases are estimated as 32, 19, and 15 hrs, respectively. Other parameters
used in the calculation were: viscosity, η = 10−3 Pa-s, sample height, L = 5 cm,
primary particle radius, R1 = 100 nm, primary particle density difference, ∆ρ1




Figure A.4. The sedimentation times, ts, for fractal aggregate clusters are shown
for various values of the initial particle volume fraction φ1. (a) The predictions
of the Fuchs-Smoluchowski (FS) model are shown for W = 0.1, 1, 10, and 100
with the fractal dimension, df = 1.8. (b) The predictions of the FS model are
compared to those of the USS model, for W = 1 and 100 with fractal dimension,
df = 1.8. (c) The predictions of the FS model for W = 1 are shown for fractal
dimension values, df = 1.8 and 2.5. Other parameters used in the calculation
were: viscosity, η = 10−3 Pa-s, sample height, L = 5 cm, primary particle
radius, R1 = 100 nm, primary particle density difference, ∆ρ1 = 100 kgm
−3,
and temperature, T = 300 K.
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fects have dramatic ramifications on the sedimentation times. The ts values predicted
by the USS model are smaller, by up to 10-fold, than those by the Fuchs-Smoluchowski
model, for all φ1 and W values. Moreover, the variation of ts with φ1 predicted by
the USS model for W = 1 is not linear, by contrast with the Smoluchowski model
predictions. At high particle volume fractions, when φ1 > 0.1, the USS model seems
to predict a constant ts value for W = 1. For W = 100, the variation of ts with φ1
for both models is linear. Furthermore, the differences between the predictions of the
two models are significantly smaller than for the W = 1 case.
The effect of the aggregate structure or the fractal dimension, df , value on the
predicted ts values is examined in Figure A.4c. The Fuchs-Smoluchowki model pre-
dictions for df = 1.8 and 2.5 are compared for various φ1 values with W = 1. The
more compact clusters, df = 2.5, sediment significantly faster (up to four times) than
the loose, and thus less dense, clusters with df = 1.8.
A.4 Conclusions
A new simple method for estimating the sedimentation times in colloidal disper-
sions is presented which accounts for the effects of aggregation. The method uses
a simplified geometric model for aggregation; two such models are developed based
on either the Smoluchoski (or the Fuchs-Smoluchowski) model and the USS model.
Aggregation is shown to have a dramatic effect on the sedimentation times, ts, for
colloidal dispersions. The ts values were found to decrease with the initial parti-
cle volume fraction, φ, of dispersions, and increase with the Fuchs stability ratio,
W . The variation of ts with φ on a log-log scale was predicted to be linear for the
Fuchs-Smoluchowski model for all W values. Furthermore, the aggregate structure,
quantified by the fractal dimension, df , was found to affect strongly the sedimenta-
tion times. More compact clusters (df ∼ 3) settle faster than loose clusters (df ∼ 2).
The occluded solvent in the loose clusters makes the aggregates less dense, thereby
slowing down the sedimentation rates. Moreover, unsteady-state effects are shown to
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significantly impact settling behavior, especially for lowW values. The variation of ts
with φ on a log-log scale is predicted to be linear by the USS model for W = 100 but
non-linear for W = 1. For W = 1, the USS model predicts nearly equal ts values for
φ = 0.1 and 0.2. For all the cases examined, the USS models predicts faster settling
than the Fuchs-Smoluchowski model. For W = 100, this difference was substantially
smaller than forW = 1, indicating that the strong interparticle repulsive forces cancel
out some of the unsteady-state effects. Overall, insights into the effects of aggrega-
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B. PHASE BEHAVIOR AND STABILITY STUDIES FOR MODEL
WATER-IN-OIL EMULSIONS
B.1 Background
Natural gas hydrates are non-stoichiometric ice-like solids composed of water and gas
molecules that exist at high pressures and low temperatures. The water molecules
form a hydrogen-bonded network of cages which are occupied by small gas molecules
such as methane, hydrogen, and carbon dioxide [Sloan 2003]. Each cage typically
contains one gas molecule. They are examples within the broader class of clathrate
hydrates, first identified by Sir Humphrey Davy in 1810 [Koh 2002]. Owing to their
high energy density and abundance in nature, methane hydrates are a promising al-
ternate source of energy. In fact, there is twice as much organic carbon in the form of
hydrates in nature than in the form of fossil fuels. Other potential applications of hy-
drates include H2 gas storage, CO2 sequestration and transportation [Gudmundsson,
Andersson, Levik, Mork and Borrehaug 2000], water purification, enzyme catalysis,
preparation of advanced nanocluster semiconductor colloids [Zhang et al. 2004] and
as a thermal energy storage media [Nakajima, Ohmura and Mori 2008]. The motiva-
tion for the present work is, however, the impediment to oil and gas production by
the blockages caused by the deposition of the clathrate hydrates onto the pipelines
[Hammerschmidt 1934]. The engineering practice known as “flow assurance” deals
with this issue to ensure the uninterrupted transport of reservoir fluids from the
reservoir to the point of sale [Sloan et al. 2010].
Issues related to flow assurance have often been cited as the major technical hin-
drance to deepwater development around the world [Macinosh 2000]. Hydrates are
widely considered to be the largest problem by an order of magnitude relative to
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other flow assurance concerns. The oil and gas industry spends over US$ 200 million
annually to prevent hydrate formation and aggregation, and maintain flow assur-
ance [Sloan 2003]. Such plugging can cause production to stop (sometimes for up
to months) leading to losses estimated to be around US$ 1 million per day [Kurup,
Vargas, Wang, Buckley, Creek, Subramani and Chapman 2011]. Potential structural
damage to the pipelines can also be serious. Pipelines comprise 38% of the total
project cost, which frequently exceeds US$ 1 billion [Forsdyke 2000]. Additionally,
the exploration and transmission personnel are subjected to safety hazards.
Hydrates pose the risk of plugging subsea pipelines at pressure and temperature
conditions that fall within the hydrate formation envelope. Traditional flow assurance
strategies have included the use of thermodynamic inhibitors such as methanol to
prevent hydrate formation. Due to the the high associated costs of this method, new
strategies including the use of kinetic inhibitors [Lederhos, Long, Sum, Christiansen
and Sloan 1996] or allowing the hydrates to form as flowable dispersions [Huo, Freer,
Lamar, Sannigrahi, Knauss and Sloan 2001] have emerged.
Fundamental experimental studies of methane hydrate systems are possible only
at high pressures making them difficult. Using model systems, such as cyclopen-
tane (CP) hydrates, researchers have gained useful insights into the problem [Zhang
et al. 2004, Whitman, Mysyk and White 2008, Peixinho, Karanjkar, Lee and Morris
2010, Lo, Zhang, Couzis, Somasundaran and Lee 2010, Brown and Ni 2010, Aspenes,
Dieker, Aman, Hoiland, Sum, Koh and Sloan 2010, Aman, Dieker, Aspenes, Sum,
Sloan and Koh 2010, Karanjkar et al. 2012]. CP hydrates are structurally similar to
methane hydrates and can be studied at atmospheric pressure. The hydrates are typ-
ically produced from “precursor” water-in-oil emulsions, which can be stabilized by a
surfactant such as SPAN 80 [Karanjkar et al. 2012] or Aerosol OT (AOT) [Webb, Koh
and Liberatore 2013], or both [Delgado−Linares, Majid, Sloan., Koh and Sum 2013].
While rheological, calorimetric, and kinetic studies of these systems have been per-
formed, little is known about their phase behavior and emulsion stability — at room
temperature and during freeze/thaw cycling.
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In this study, presursor water-in-oil emulsions stabilized by either SPAN 80 or
AOT are studied for phase behavior, emulsion stability, and their tendency to form
hydrates. For a comparative study, in addition to cyclopentane, experiments with
octane, which does not form hydrates, as the oil phase were also done. A part of the
three-phase-diagram for water, cyclopentane or octane (OT) with SPAN 80 or AOT
surfactants was determined. Significant solubilization of water is observed in mixtures
with AOT by contrast with those containing SPAN 80. Moreover, for a limited
range of the dispersed phase (water) concentration, the stability of the water-in-
cyclopentane and water-in-octane emulsions was examined at room temperature and
after freeze/thaw cyling. For AOT-stabilized systems, calorimetric studies contrasting
the hydrate formation behavior in solutions of surfactant, oil, and solubilized water
to that in water-in-oil emulsions, may provide additional insights into the mechanism
of hydrate formation. This is recommended for future work.
B.2 Materials and methods
Analytical grade cyclopentane, octane, SPAN 80, and Aerosol OT were obtained
from Sigma-Aldrich. SPAN 80, sorbitan mono-oleate (molecular wt., 428.6 gm), is a
nonionic surfactant whose critical micelle concentration (CMC) at 298 K is reported
to be about 0.001 wt% [Peltonen, Hirvonen and Yliruusi 2001] in CP/OT. It has a
hydrophilic-lyophilic balance of about 4, suggesting that it should stabilize water-in-
oil emulsions. Aerosol OT, dioctyl sodium sulfosuccinate (molecular wt., 444.56 gm),
is a double-chain anionic surfactant whose cmc is reported to be about 0.064 wt% in
CP/OT [Mukherjee and Moulik 1993]. The materials were used as received without
further purification.
Emulsions were prepared by first adding the desired amount of surfactant (SPAN
80 or AOT) to oil (CP or OT) and homogenizing by light shaking. The desired amont
of water was added to this solution and the mixtures was then stirred magnetically
for 30 to 40 minutes, before being sonicated for 3 hrs. in a Branson 3510 sonication
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bath at a frequency of 40 kHz. All emulsions were prepared at room temperature,
which was about 298 K.
The solubility of the surfactant in oil was measured by titration by adding small
amounts of the surfactant into oil, homogenizing by mild magnetic stirring, and then
observing by eye a clear to turbid transition at about the solubility limit. The solu-
bilization of water in surfactant/oil mixtures was also measured by titration.
The stability of the emulsions was studied using standard settling tests. The pre-
pared emulsions were undisturbed, and the height of the settling front was measured
at several time intervals. A settling time was defined based on the time required for
the front to drop by 1 cm. Emulsions were classified as stable if the settling time was
more than 24 hrs. Additionally, dynamic light scattering (DLS) was used to deter-
mine the droplet sizes in the top of the sample (close to the front) and in the middle
of the sample. Care was taken during these measurements to minimally disturb the
samples. For the DLS measurements, the samples were diluted to about 5 ppm and
then analyzed using a Brookhaven ZetaPALS instrument with an in-built BI-9000 AT
digital autocorrelator.
B.3 Phase behavior
For all the systems, solutions or emulsions, studied here the concentration of
the surfactant used is well above their crtical micelle concentration. The surfac-
tant molecules are thus dispersed as reverse micelles in the oil phase. Above the
CMC, the solute (water) molecules which would normally be only slightly soluble in
the solvent (oil) phase, dissolve extensively in the surfactant solutions [Hiemenz and
Rajagopalan 1997]. This process is called “solubilization” and typically results in the
formation of a thermodynamically stable isotropic solution. The water molecules are
now “accomodated” within the reverse “swollen” micelles. It is important to account
for this phase behavior for the systems considered here, because it affects the inter-
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pretation of any emulsion stability results and possibly the mechanism of hydrate
formation.
The solubility of each surfactant in each pure oil phase was measured first us-
ing the titration method discussed earlier. The solubility limit was taken to be the
concentration at which the clear solution becomes turbid as detected by eye. The
solubility of SPAN 80 was found to be about 37 wt% in octane and about 16 wt% in
cyclopentane, while that of AOT was found to be about 16 wt% in octane and about
44 wt% in cyclopentane. The solubility of both surfactants in water was significantly
lower or . 1 wt%.
The “solubility” of water in surfactant/oil mixtures below the surfactant solubility
in oil was measured with the titration method. In Figure B.1 the solubility of water
is shown to be a linear function of the surfactant concentration. For both surfactants,
the solubilization behavior is stronger with octane. Moreover, the solubilization in
Aersol OT is significantly higher than that in SPAN 80. The slopes of the trend lines
shown are related to the number of water molecules “accomodated” by a micelle.
Per AOT molecule, the number of “accomodated” water molecules is about 80 in
octane and about 16 in cyclopentane. Similarly per SPAN 80 molecule, the number of
“accomodated” water molecules is about 4 in octane and about 2 in cyclopentane. The
differences in solubilization behavior may be a consequence of the size of the reverse
micelles and the nature of the surfactants. The double-chained AOT molecules seems
to form larger micelles (and possibly even vesicles) than the single-chain SPAN 80.
Experiments using dynamic light scattering could shed more light on this subject but
were not sensitive yet in detecting micelles. Furthermore, AOT is an anionic molecule,
by contrast with SPAN 80 which is non-ionic. The polar group of AOT may strongly
interact with the water molecules and stabilize a larger “swollen” micelle.
In water-in-cyclopentane and water-in-octane emulsions stabilized by either SPAN
80 or AOT, the water molecules can be classified into — dissolved and dispersed




Figure B.1. The solubility of water for various surfactant/oil mixtures, for cy-
clopentane or octane with either (a) Aerosol OT (AOT) or (b) SPAN 80. The
solubility varies linearly with the surfactant concentration. The slope of the trend
lines is related to the number of water molecules “solubilized” inside a micelle.
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types of molecules may be different. Calorimetric studies like those of Zhang et al.
[2004] and Karanjkar et al. [2012] can address this question.
B.4 Emulsion stability
The stability of emulsions is closely linked with aggregation and sedimentation
phenomena. In the absence of aggregation, it is expected that the primary droplets
with diameters of about 300 nm, would not sediment. Aggregation is usually manifest
as either flocculation or coagulation. Coalescence is also possible here for the liquid
droplets. Aggregation rates are affected by the potential energy interactions between
the droplets. Adsorption of the surfactant can alter these interactions, and thus affect
the aggregation rates and the emulsion stability. More generally, surfactants are used
to introduce repulsive interactions and thus can improve the stability of the emulsions.
As the emulsion destabilizes, a clear supernatent layer forms at the top of the
turbid emulsion. Usually, a clear front is visible which separates these layers. One
can measure the extent of destabilization by visually tracking the appearance and
velocity of the settling front. This method is a useful test for emulsion stability due
to its simplicity, even though it is only semi-quantitative. Because water is more
dense than oil, one expects that the emulsion will eventually settle completely and
possibly separate into two distinct phases if coalescence occurs. In the present study,
emulsions were considered unstable if the front dropped by a 1 cm distance within
24 hours. The effect of the dispersed phase (water) and surfactant concentration on
emulsion stability was examined.
Photographs of several water-in-cyclopentane emulsions stabilized by AOT are
shown in Figures B.2 and B.3. The weight percentage of the dispersed water (after
correcting for solubilization) was fixed at 2% in Figure B.2 and 4% in Figure B.3.
Samples were prepared with different weight percentages of AOT — ∼ 0.5, 1, 3, 5,
and 10, and are labelled 1 — 5. Snapshots for various times after sample preparation
are shown: 0, 24, and 45 hrs. in Figure B.2 and 0, 24, and 33 hrs. in Figure B.3. The
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Figure B.2. Visual tests for emulsion stability. Photographs of several water-
in-cyclopentane emulsions stabilized by Aerosol OT are shown at various times
after preparation: 0, 24, and 45 hrs. The weight percentage of the dispersed
water (in droplets) is fixed at 2% in all samples. Based on the weight percentage
of Aerosol OT: 0.5, 1, 3, 5, and 10, the samples are labelled 1 — 5.
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Figure B.3. Visual tests for emulsion stability. Photographs of several water-in-
cyclopentane emulsions stabilized by Aerosol OT are shown at various times after
preparation: 0, 24, and 33 hrs. The weight percentage (wt %) of the dispersed
water (in droplets) is fixed at 4% in all samples. Based on the weight percentage
of Aerosol OT: 0.5, 1, 3, 5, and 10, the samples are labelled 1 — 5.
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trends in the emulsion stability are identical for both dispersed phase concentrations
considered here. The emulsions with 0.5 and 1 wt % of the surfactant showed no visual
signs of destabilization in the first ca. 30 hours after preparation. On the basis of the
visual evidence offered by the other emulsions, it seems that the stability decreased
weakly from Sample 3 to 4 and then strongly from Sample 4 to 5. Thus emulsions
with 3, 5, and 10 wt% AOT were found to be increasingly less stable. One possible
mechanism is that the reverse micelles induce attractive depletion interactions which
become increasingly strong as the micelle concentration is increased.
The hydrodynamic diameters of the dispersed droplets for these emulsions were
determined using dynamic light scattering. Two types of sampling protocols were
used — one from close to the top of the sample near the settling front, and one
close to the middle of the sample. Measurements for Samples 1 — 4 were taken
1 hour after preparation and 40 hours after preparation. The results are shown in
Figure B.4a for samples with 2 wt% and in Figure B.4b for 4 wt% dispersed water.
Sample 5 for both cases was quite unstable and was not considered further. The DLS
results corroborate the inferences from the visual tests. For Samples 1 and 2, the
diameters measured remained roughly constant. For Samples 3 and 4, the diameters
increased. Moreover, the diameters for Sample 4 were larger at all times. This
suggests that any depletion effects may act quickly, < 1 hour, in Sample 4 and lead
to the increased sizes. Alternately, the method used to emulsify the system (using
magnetic stirring followed by sonication) may have been less effective for Sample 4.
The droplet diameters seemed to depend on the surfactant wt % but not the dispersed
phase wt%, which supports the argument of destabilization by depletion interactions.
The results for Aerosol OT stabilized emulsions in octane were similar, and are not
presented here.
In previous visual and DLS studies, the emulsion stability at room temperature,
about 298 K, was evaluated. In calorimetric studies for hydrate formation [Zhang
et al. 2004, Karanjkar et al. 2012], the emulsions are subjected to a wide range of




Figure B.4. The hydrodynamic diameters of the dispersed droplets measured
at 1 hour and at 40 hours after preparation are shown for water-in-cyclopentane
emulsions with (a) 2 and (b) 4 weight percentage of the dispersed water. Samples
1 — 4 correspond to different Aerosol OT weight percentages: 0.5, 1, 3, and 5
wt%. Two types of sampling protocols were used — one from close to the top of
the sample near the settling front, and one close to the middle of the sample.
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was thus studied. After preparation at room temperature, samples were transferred
immediately to a refrigeration chamber at 243 K. The time for the temperature of
the sample to reach that of the chamber was estimated to be about 5 minutes. The
stability of the emulsions under refrigeration was evaluated before the samples were
allowed to thaw back to the room temperature.
For this test, the most stable samples from the previous studies, Samples 1 and
2 with 0.5 and 1 wt% AOT, were chosen. Photographs for emulsions with 2 and 4
wt% dispersed water in cyclopentane are shown in Figure B.5. Snapshots were taken
after 30 minutes of refrigeration, after 30 minutes of thawing after removal from
refrigerator, and after 15 hours of thawing. The emulsions which were stable for up
to about 40 hours at 298 K settled within 30 minutes at 243 K (results were unclear in
Figure B.5 due to frosting on the walls). A similar behavior was observed in emulsions
prepared with octane as the oil phase. This behavior must result from increased
aggregation rates because the density difference of the dispersed particles would not
change much upon ice formation. The aggregation rates were enhanced possibly due
to ice formation, or due to the increased concentration of the droplets because of
the dispersion of some previously solubilized water. In cyclopentane, if all of the
solubilized water was dispersed then the total wt% of water would increase by 0.3%
and 0.6% in dispersions with 0.5 and 1 wt% AOT respectively. This increase does not
appear to be large enough to result in faster settling. Additional experiments to study
the effect of dispersed water wt% on stability are recommended. On thawing, some
redispersion was observed and the emulsion appears slightly bluish. This indicates
that while most droplets coalesced and separated into a distinct but clear layer at
the bottom, some small droplets remained independent and dispersed on thawing.
This appears more clearly in the photogrpahs for the emulsions with 4 wt% of water
dispersed initially.
Emulsion stability tests were done for SPAN 80 stabilized water-in-cyclopentane
as well. Several samples were tested at room temperature, and some results are shown
in Table B.1. A relative scale is used for comparison such that “Good” stands for
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Figure B.5. Visual tests for emulsion stability under freeze/thaw cycling. Pho-
tographs of several water-in-cyclopentane emulsions stabilized initially by Aerosol
OT for over 40 hours at 298 K are shown at various times: after refrigeration
at 243 K for 30 min., after 30 min. of thawing after removal from refrigeration
chamber, after 15 hrs. of thawing. Samples with the intial weight percentage
of the dispersed water (in droplets) equal to 2 and 4 are shown with the weight
percentage of Aerosol OT equal to 0.5 and 1.
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Table B.1.
The stability of various water-in-cyclopentane emulsions with different weight
percentages (wt %) of water and SPAN 80 is listed. A relative scale is used for
comparison such that “Good” — stable for more than 24 hours and “Poor” —
less than 2 hours.






stable for more than 24 hours and “Poor” stands for stable for less than 2 hours. Most
emulsions settled within 2 hours, however, emulsions with 4 wt% water and 4 wt%
SPAN 80 were quite stable. It is recommended that a sample with 2 wt% water and
4 wt% SPAN 80 also be tested. Further tests were done by preparing emulsions with
concentrations around this “critical” value. Visual tests were more difficult in this
case because no clear supernatent was observed. Two phases were distinguishable
with a low-turbidity layer on top of a more turbid layer. Similar studies with octane
as the oil phase are recommended as future work.
Photographs of several water-in-cyclopentane emulsions stabilized by SPAN 80
are shown in Figures B.6. Samples are prepared with different wt % of water — 3.5,
4, and 4.5; and wt % SPAN 80 — 3.5, 4, 4.5. The wt% of water and SPAN 80 used in
the various samples are shown in Table B.2. Snapshots for various times after sample
preparation are shown: 0, 30, and 45 hrs.. No clear trends in the stability were found
for these samples, and they all seemed to be quite stable. This figure highlights the
difficulty in visual inspection studies for SPAN 80 stabilized emulsions, by contrast
with the studies shown earlier for AOT stabilized emulsions.
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Figure B.6. Visual tests for emulsion stability. Photographs of several water-in-
cyclopentane emulsions stabilized by SPAN 80 are shown at various times after
preparation: 0, 30, and 45 hours. The weight percentages of water and SPAN
80 used in the Samples labelled 1 — 5 are: 4, 4.5; 4, 3.5; 4, 4; 4.5, 4; and 3.5, 4.
The photographs highlight the difficulty in visual inspection studies for SPAN
80 stabilized emulsions.
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Average hydrodynamic diameters were measured using DLS for emulsions with 4
wt% water and 4 wt% SPAN 80 in cyclopentane, and 4 wt% water and 4 wt% SPAN
80 in octane. Measurements taken at several time intervals are shown in Figure
B.7. The droplet size (or diameter) for both emulsions remained nearly constant
over 18 hours. This supports the visual observations of the stability tests discussed
earlier. Furthermore, these emulsions were tested for stability against freeze/thaw
cycling as before. The emulsions which at 298 K displayed stability of over 18 hours
settled at 243 K within 10 minutes. On removal of the samples from the refrigeration
chamber and after thawing at 298 K, significant redispersion was observed for water-
in-cyclopentane and water-in-octane emulsions. Moreover, the redispersed emulsion
displayed stability for more than 18 hours. Photographs of the settled water-in-
cyclopentane system at 243 K and the redispersed emulsion at 298 K are shown in
Figure B.8. While thawing, the samples were left undisturbed with the redispersion
occuring spontaneously.
The significant redispersion in SPAN 80 stabilized emulsions suggests that when
settling was observed at 243 K, at least some of the droplets remained non-coagulated.
This suggests that aggregation was to some extent reversible or that there was some
flocculation. For AOT stabilized systems, it was hypothesized that the settling was
Table B.2.
The weight percentages (wt %) of water and SPAN 80 used to prepare the water-
in-oil emulsions shown in Figure B.6.







Figure B.7. The hydrodynamic diameters of the dispersed droplets measured at
several time intervals after preparation are shown for 4 weight percentage (wt%)
water-in-cyclopentane (CP) emulsions stabilized with 4 wt% SPAN 80 and for 4
wt% water-in-octane (OT) emulsions stabilized with 4 wt% SPAN 80. Sampling
was done from the middle of the emulsion.
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Figure B.8. Visual tests for emulsion stability under freeze/thaw cycling. Pho-
tographs of water-in-cyclopentane emulsions stabilized initially by SPAN 80 for
over 18 hours at 298 K are shown at various times: after refrigeration at 243 K
for 30 min., and after 1 hour of thawing after removal from refrigeration cham-
ber. The intial weight percentage of the dispersed water (in droplets) is equal to
4 and the weight percentage of SPAN 80 is equal to 4.
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caused by an increase in aggregation rates due to ice formation or dispersion of the
solubilized water. If all of the solubilized water for the SPAN 80 stabilized systems
was dispersed, this would lead to an increase of about 0.4 wt % in the total amount of
water dispersed. Figure B.6 suggests that such a system should also remain stable for
more than 45 hours. Thus, the dispersion of the stabilized water on cooling cannot
solely account for the settling behavior. Moreover, the minimal redispersion in AOT
stabilized systems, by contrast with the SPAN 80 stabilized systems, suggests that
aggregation in this case was largely irreversible and that possibly some coalescence
occured. It was verified experimentally that the solubility of both surfactants at 243
K was not lower than that at 298 K. The settling behavior was thus not a consequence
of precipitation of the surfactant molecules. It could be due to the desorption of the
surfactant from the ice/hydrocarbon interface. More studies are needed to provide
further clarifications on this issue.
B.5 Conclusions and recommendations for future work
Some aspects of the phase behavior and stability in model water-in-oil emulsions
were studied. The solubilities of SPAN 80 and Aerosol OT (AOT) in each oil —
commonly used to stabilize emulsions for hydrate studies, are reported for the first
time. Moreover, significant solubilization of water molecules by the reverse micelles
was observed and quantified. Per AOT molecule in a reverse micelle, the number of
“accomodated” water molecules is about 80 in octane and about 16 in cyclopentane.
Similarly per SPAN 80 molecule, the number of “accomodated” water molecules is
about 4 in octane and about 2 in cyclopentane. The larger amount of water solubi-
lization in AOT micelles was attributed to the double-chained and anionic nature of
its molecules by contrast with the single chain and non-ionic nature of SPAN 80.
The stability of water-in-oil emulsions was studied at room temperature (298 K)
and after freeze/thaw cycling. For AOT stabilized systems, at 298 K, the stability of
emulsions will higher weight percentage (wt %) of AOT was found to be lower. This
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can be explained by the depletion effects of the micelles, although further studies are
needed to establish such an inference. The measurements of the droplets’ hydrody-
namic diameters using dynamic light scattering (DLS) corroborated the inferences of
some of the visual settling tests. Furthermore, AOT stabilized water-in-cyclopentane
emulsions, which were stable at 298 K for over 40 hours, settled within 30 minutes af-
ter refrigeration at 243 K. On thawing the settled system at 298 K, some redispersion
was observed. The settling was hypothesized to be induced by increased aggregation
rates resulting from the droplets reezing to ice or dispersion of the solubilized water.
Even if all of the solubilized water was dispersed then the increase in the dispersed
water wt% does not seem to be large enough to explain the settling behavior. Ad-
ditional experiments are needed to test these hypotheses. Moreover, the aggregation
was proposed to be at least partly reversible, to allow for some redispersion after
thawing. A similar experiment study is recommended for water-in-octane systems
stabilized by AOT.
For SPAN 80 systems, at 298 K, only emulsions with nearly 4 wt% water and
4 wt% SPAN 80 were found to be stable for over 18 hours. DLS results were used
again to support the visual settling tests. More tests are recommeded by varying the
water wt%. After freeze/thaw cyling, the emulsions which were stable at 298 K for
over 18 hours settled within 10 minutes at 243 K, and then redispersed substantially
after one hour on thawing at 298 K. The settling behavior cannot be explained by the
dispersion of the solubilized water. As before, more tests are needed. Furthermore,
the significant redispersion in SPAN 80 stabilized emulsions suggests that at least
some of the droplets remained independent in the settled system. This suggests that
the aggregation that results in settling is reversible to some extent, or that there is
some flocculation. In AOT stabilized system, the minimal redispersion is indicative
of strong reversible aggregation, or of coalescence with little flocculation.
Calorimetric studies can shed light on the mechanism of hydrate formation. In the
water-in-oil emulsions studied here, the water molecules can be classified as solubi-
lized or dispersed. Using differential scanning calorimetry, information on the phase
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changes occuring in these systems during temperature cycling can be obtained, as was
done by Zhang et al. [2004] and Karanjkar et al. [2012]. By contrasting the results for
systems with solubilized water only and with both solubilized and dispersed water,
insights into the mechanisms for hydrate and ice formation may be obtained. These
studies are highly recommended as future work.
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C. POPULATION BALANCE MODELING FOR PIPELINE FLOW BLOCKAGE
DURING TRANSPORT OF SUSPENSIONS
C.1 Background
Natural gas hydrates are ice-like solids composed of water and gas molecules that are
stable at high pressures and low temperatures. Small gas molecules such as methane,
hydrogen, and carbon dioxide occupy the hydrogen-bonded cages which are formed by
water molecules [Koh 2002, Sloan 2003]. Methane hydrates are a promising alternate
source of energy because of their high energy density and abundance in nature. Hy-
drates have also been used in H2 gas storage, CO2 sequestration and transportation
[Gudmundsson et al. 2000], water purification, enzyme catalysis, semiconductor col-
loid applications [Zhang et al. 2004], and as a thermal energy storage media [Nakajima
et al. 2008]. The motivation for the present work is, however, the impediment to oil
and gas production by the blockages caused by the deposition of methane hydrate par-
ticulates onto the pipelines [Hammerschmidt 1934]. The engineering practice known
as “flow assurance” deals with this issue to ensure the uninterrupted transport of
reservoir fluids from the reservoir to the point of sale [Sloan et al. 2010].
One of the major technical hindrances to deepwater development around the world
is flow assurance [Macinosh 2000]. Although this discipline also deals with issues
such as the formation and deposition of asphaltenes and waxes, the largest problem
is hydrates, by an order of magnitude relative to other flow assurance concerns. The
oil and gas industry spends over $ 200 million annually to prevent hydrate formation
and aggregation to maintain flow assurance [Sloan 2003]. Production losses, estimated
to be around $ 1 million per day, may also result [Kurup et al. 2011]. Damage to
the structural integrity of the pipelines can be disasterous, and the associated costs
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can run up to a few 100 million $ [Forsdyke 2000]. Moreover, the exploration and
transmission personnel are put under safety hazards.
The transport of concentrated suspensions (or slurries) is an important and widely-
used operation in other industrial settings as well. It occurs in many mineral process-
ing operations [Rhodes 2008] (e.g., coal and phosphates), and is especially important
in the disposal of mining processes’ tailings [Richmond, Jones and Fawell 1998]. Other
instances of slurry applications include sewage sludge, drilling muds, paper pulp sus-
pensions, and dredged sand and silt. Iron slurries are used in the remediation of
contaminated soils [Yang, Tu and Hung 2007]. Furthermore, nano-particle slurries
are used for chemical mechanical polishing in microelectronics device manufacturing
and ice-water slurries are used in cold thermal storage applications.
Suspensions are usually transported at high particle volume fractions because of
economic and environmental considerations [Rhodes 2008]. This is especially im-
portant in waste disposal applications. A careful design of the transport system is
required, because the slurry flow properties are quite sensitive to the concentration
of solids. One major concern when slurries are pumped through pipelines is that
of increased pump power consumption. It is therefore important to understand the
mechanisms that could lead to increased power consumption. Population balance
modeling (PBM) approaches used to model such processes are reviewed here. Fur-
thermore, certain improvements to the existing PBM methods for flow assurance are
proposed. Finally, a generalized framework is provided for the development of more
rigorous PBM methods with a view to adapt a model predictive control framework
for flow assurance.
C.2 Hydrate plug formation
Hydrates pose the risk of plugging subsea pipelines when pressure and temper-
ature conditions fall within the hydrate formation envelope in the phase diagram
[Sloan et al. 2010]. The mechanism of pipeline flow blockage (or plugging) is highly
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Figure C.1. Conceptual picture for hydrate formation in pipelines with multi-
phase flow. An illustration of the mechanism of hydrate formation from a water
droplet is also included. This figure is adapted from Sum et al. [2009].
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system-dependent. During oil production, the pipeline is primarily filled with liquid
phases, and hydrates can form at all oil/water interfaces. Quite often, hydrates start
forming on the surfaces of the water droplets dispersed in the oil phase as a solid
shell [Moudrakovski, McLaurin, Ratcliffe and Ripmeester 2004, Turner, Miller and
Sloan 2009b, Turner, Miller and Sloan 2009a, Turner, Miller and Sloan 2009c]. Fur-
ther conversion of water to hydrates is significantly hindered because of the very slow
diffusion of gas molecules through the shell.
The apparent viscosity is larger in suspensions of solid particles than in emulsions
with deformable droplets of the same size and concentration [Russel et al. 1992].
This is a consequence of the increased frictional losses in the system. The hy-
drate suspensions formed from the water-in-oil emulsions are thus more viscous. The
slurry viscosity is drastically increased if particle aggregation occurs [Camargo and
Palermo 2002, Sinquin, Palermo and Peysson 2004], leading to an increase in the
pump power consumption. Aggregation leads to the formation of larger particles
or clusters that are more loosely packed than the primary particles, and are often
fractal in nature [Weitz and Oliveria 1984]. The clusters experience increased drag
and decrease the volume fraction of the “free” liquid phase, resulting in an increased
“occupied” particle volume fraction. Eventually, the aggregates may form relatively
large networks which have a high frictional resistance to flow, which cannot be over-
come by the pumping action. A non-flowing zone is then formed in the pipeline where
the stationary aggregates, due to the formation of solid bridges, attach to each other
and the pipeline walls, ulimately forming a stable monolith “plug”. This process is
depicted schematically in Figure C.1 which is taken from Sum, Koh and Sloan [2009].
Alternately, the growing aggregate clusters may settle and result in bed formation
or “bedding” [Joshi, Grasso, Lafond, Rao, Webb, Zerpa, Sloan, Koh and Sum 2013].
This is undesirable as it narrows the flow channel and increases power consumption.
In the plugging mechanism described above, the breakage of hydrate shells due
to interparticle and particle-wall collisions, and turbulent pulsations in the carrier
flow, is ignored. Such a process would increase the available water/oil interface and
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promote further hydrate growth in the system. The loose aggregate clusters formed
initially may become more compact with time, or even break due to shear forces. It
is often assumed that particles achieve a maximum size and occupied volume frac-
tion, at which the rates of aggregation and breakage are in balance. Due to erosion,
hydrate clusters attached to the pipeline wall may be broken [Lingelem, Majeed and
Strange 1994]. The free small fragments thus formed may sediment and build a plug
downstream.
In gas-dominated systems, the mechanism of plug formation is very different. Such
systems are not the focus of the current work and are not discussed here. Overall,
robust design of a slurry transport system dictates that no flow blockages occur, either
due to bedding or plugging. It is important, therefore, to study these phenomena and
identify conditions under which they can occur.
C.3 Hydrate plug prevention
Several strategies for the prevention of hydrate plugging are available. These pri-
marily involve the adjustment of certain process parameters, so as to operate outside
the conditions at which hydrate formation can occur. Flow dehydration is one such
strategy where the amount of water in the pipeline is reduced, using for example a
water absorber, so as to avoid hydrate formation [Sloan et al. 2010]. Alternately,
pipelines may be heated or at least thermally insulated, so as operate at tempera-
tures at which hydrates are not formed. These techniques are unattractive due to the
difficulty of operation and the high associated costs.
“Chemical” methods are often used where by the use of additives, hydrate for-
mation is avoided, or the kinetics of its formation are slowed down considerably.
Thermodynamic inhibitors of hydrate formation, such as methanol, reduce the hy-
drate equilibrium temperature at a fixed gas phase pressure, enabling a wider window
of operation. Large volumes of these inhibitors would be required for efficacy, result-
ing in high costs [Sloan et al. 2010]. Kinetic inhibitors are effective in small doses
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[Lederhos et al. 1996]. They influence the induction time for hydrate nucleation,
increasing it to time scales comparable to the residence time of the system. While
often effective, these low-dosage inhibitors typically do not meet various ecological
and toxicity requirements, and thus cannot be used widely.
The paradigm for hydrate mitigation is shifting in recent years from avoidance
to risk management [Sloan et al. 2010]. In this approach, the aim is that hydrate
particles should be transported in the pipeline as a flowable suspension without plug
formation. This is achieved by slowing down the rates of aggregation (or agglomera-
tion) using anti-agglomerants [Huo et al. 2001]. The viscosity of these non-aggregating
suspensions can be maintained at a suitable level. Thus, the frictional pressure losses
can be kept at tolerable values. The Cold Flow concept is an extension of this prin-
ciple, and involves the transport of a stable suspension formed by converting all of
the free water in the pipeline into hydrate particles. The plugging tendency of gas
hydrates has been shown to depend on the pipeline material [Aspenes et al. 2010].
C.4 Population balance models
Population balance modeling (PBM) is widely used in various engineering applica-
tions including in the study of crystallization and precipitation, particle aggregation,
milling, drying, mixing, polymerization, multiphase flow and reaction, and fermen-
tation [Ramkrishna and Singh 2014]. The population balance equation is used to
modeling a system of a continuous or discrete number of particles which interact with
their environment, usually a continuous phase. PBM approaches offer improvements
over traditional computational fluid dynamics (CFD) based methods for simulating
hydrate formation and growth. By contrast with most CFD-based approaches, the
PBM framework accounts for hydrate particle size evolution [Herri, Pic, Gruy and
Cournil 1999], which is a key consideration as it affects the suspension viscosity.
PBM approaches have been used to simulate several aspects of gas hydrates, in-
cluding the rate of hydrate decomposition [Clarke and Bishnoi 2006] and hydrate
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growth in a stirred tank reactor [Hashemi and Macchi 2007]. Model predictions were
in agreement with experimental data in both cases. Effects of aggregation were, how-
ever, not accounted for in these models. A more rigorous model for methane hydrate
formation and growth in a stirred vessel was developed by Balakin, Hoffmann and
Kosinski [2010] which accounted for nucleation, aggregation, aggregate breakage, and
particle attrition processes. On the basis of this model, it was shown that aggrega-
tion had a strong influence on the kinetics of hydrate growth. This model was further
improved upon by Herri et al. [1999] and applied to the analysis of a pipeline flow
situation. Predictions of this model were shown to agree with some limited experi-
mental data. The scope of this model is somewhat limited because it only accounted
for the orthokinetic mechanism for aggregation, and the effects of Brownian aggre-
gation and differential settling were neglected. A simpler model that accounts for
the effect of aggregation on the rheology of hydrate suspensions was proposed by
Camargo and Palermo [2002] and Sinquin et al. [2004]. This model and subsequent
studies [Colombel et al. 2008, Colombel, Gateau, Barre, Gruy and Palermo 2009]
considered only the orthokinetic mechanism of aggregation. A PBM model has also
been reported by Maqbool et al. [2011] for asphaltene aggregation which accounts for
the effects of Brownian aggregation. A PBM approach is presented here. It extends
the approach of the previous models, and accounts for the effects of Brownian ag-
gregation on the evolution of the hydrate particle sizes, and thus on the rheology of
hydrate suspensions.
C.5 Importance of Brownian aggregation kinetics
PBM approaches for flow assurance, as discussed earlier, have been able to account
quite rigorously for nucleation, shear-induced aggregate breakage, and particle attri-
tion processes. The treatment of the aggregation processes in most of these models is
limited. For large particles with diameters, σ > 5 µm, in strong flow fields, the kinet-
ics of aggregation are dominated by the shear-induced (or orthokinetic) mechanism
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[Elimelech et al. 1995]. The efficiency of collisions in the orthokinetic mechanism is,
however, drastically reduced because of hydrodynamic effects. Most generally, aggre-
gation due to Brownian motion (or perikinetic aggregation) also influences particle
growth. This is especially true in the laminar viscous sub-layer that develops close
to the pipeline walls [Kurup et al. 2011, Kurup, Wang, Subramani, Buckley, Creek
and Chapman 2012]. Furthermore, in light of the new models for Brownian aggrega-
tion developed in this thesis, it is worth re-evaluating the conditions under which the
orthokinetic mechanism dominates.
The relative strength of the two mechanisms is measured in terms of a Peclet




For Pe >> 1, the orthokinetic mechanism dominates, for Pe << 1, Brownian
aggregation dominates. Using the Smoluchowski model for orthokinetic aggregation
[Smoluchowski 1917] and the USS model for perikinetic aggregation [Kelkar et al.










where G is the shear rate, η is the viscosity of the medium, σ is the diameter of
the particles, kB is the Boltzmann constant, t is time, and T is the temperature.
Equation C.2 indicates that Pe is time dependent. For t → 0, the perikinetic
mechanism dominates for all cases. For large values of t, the time dependent term
can be ignored and the dominant mechanism for aggregation is given by the steady-
state value of Pe.
A sample calculation was done to estimate the typical value of Pe for a hydrate
suspension with literature data for σ = 500 nm, η = 0.01 Pa-s, G = 100 s−1, T = 300
K [Camargo and Palermo 2002, Sinquin et al. 2004, Kurup et al. 2012]. The steady-
state Pe value was estimated to be about 15. This calculation indicates that Brownian
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aggregation kinetics can not be ignored, especially because the perikinetic aggregation
rates in concentrated systems are higher than those in dilute systems by several orders
of magnitude [Kelkar et al. 2014].
C.6 PADS Framework
A PBM approach is used first to study the effects of aggregation on the viscosity
of the suspensions. A more general framework is then presented for the development
of more rigorous PBM models which account for the effects of particle deposition and
multi-phase flows.
As aggregation proceeds, the average size of the particles in the dispersion in-
creases. Moreover, because the aggregates are typically loose fractal clusters, they
occupy a larger volume fraction than the primary particles. The effective volume
fraction, φeff , of the aggregate clusters increases as a result of aggregation, and is










where Ni is the number density of i-mer aggregates of diameters σi, with i primary
particles; N1
0 is the initial number density of the primary particles with diameters,
σ1; and df is the fractal dimension of the aggregates and is related to σi and σ1, as






The apparent viscosity, ηs, of a suspension is related to the effective volume frac-









where η is the viscosity of the medium. The value 0.494 is the volume fraction at
which the suspension becomes a “gel” or undergoes “gelation” [Pusey 1991, Lattuada
et al. 2004]. The flow properties of the system are dramatically altered beyond this
volume fraction. For flow assurance, it is desirable that the rates of aggregation are
controlled such that the value of φeff does not exceed 0.4 throughout the system.
For predicting the onset of gelation in hydrate suspensions, the time evolution
of the number densities of the aggregates is needed. These are obtained from the













where j = 1, 2...., n, and kij is the aggregation rate constant for collisions between
i-mers and j-mers. The value of kij is assumed, for simplicity, to be the sum of the
rate constants for the different aggregation mechanisms — perikinetic, orthokinetic,
and differential settling. This assumption can lead to errors of up to 27% under
certain conditions [Simons et al. 1986].
The rate constants for the perikinetic mechanism are obtained from the rigorous
models discussed in Chapters 4 and 5. Moreover, because turbulent flow conditions
are typically present in subsea pipelines, the rate constants for orthokinetic aggrega-













where ǫ is the power input per unit mass of the fluid; and ν is the kinematic
viscosity of the fluid. Furthermore, the rate constant for the differential settling









Figure C.2. The gelation times predicted by the population balance model de-
veloped here are shown. The model accounts for aggregation due to perikinetic,
orthokinetic, and differential settling mechanisms. Results are shown for various
values of the initial primary particle volume fraction φ, the Peclet number, Pe,
and the Archimedes number, Ar. (a) Ar = 0 (b) Pe = 0.
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where ∆ρ is the density difference between the aggregates and the medium and
g is the acceleration due to gravity. In this relation, it is assumed that the density
of the aggregates is equal which is reasonable only for aggregates of similar sizes (see
Appendix A).
The relative strengths of the perikinetic and differential settling mechanisms is
given by the Archimedes number, Ar [Rhodes 2008].
Ar≡Differential settling rate constant
Perikinetic rate constant
(C.9)











As with the Peclet number, the value of Ar is time dependent. Again, at short
times for all cases, the perikinetic mechanism dominates. Using the literature values,
shown earlier, and with ∆ρ = 100 kgm−3, the steady-state value of Ar relevent to
flow assurance is found to be 0.005.
The dimensionless gelation time, θgel, is defined as the time at which the effective
volume fraction of the aggregates becomes equal to the critical value of 0.494 because
of aggregation. The diffusive timescale given in Chapter 3 as τ = 3ησ1
2kBT
is used.
In Figure C.2, the predicted gelation times are shown for various values of φ, and
the steady-state values of Pe and Ar. θgel decreases in all cases with increasing φ.
Moreover, in Figure C.2a, for Pe ≤ 10, the gelation times for φ = 0.3 are nearly
identical while for φ = 0.1 and 0.2, some deviations are observed. This indicates that
the effects of perikinetic aggregation are important for Pe < 10 at high particle volume
fractions. For Pe >> 10, the effects of Brownian aggregation can be neglected. For
the system of interest, the value of Pe is about 15. On the basis of the trends shown
in Figure C.2b, one can ignore the effects of differential settling for Ar < 100.
The rates of aggregation are also influenced by the interparticle potential energy
interactions and by hydrodynamic interactions. A more comprehensive study of these
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Figure C.3. PADS Framework for the development of rigorous models for flow
assurance. Four separate functions are used: input aquisition — to measure
the required process parameters or calculate (by fitting) unavailable parameters
such as the interparticle and particle-wall interaction potentials, Φpp and Φpw;
Kernel database — contains the physical models for aggregation and deposition
processes; Population balance model (PBM): uses the physical models to predict
the time evolution of particle sizes and deposit thickness; Flow modeling frame-
work (FMF) calculates the flow properties for suspensions based on the output
of the PBM; and a mitigation framework which based on the output of the FMF
acts to mitigate plugging or fouling.
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effects on the gelation times in systems relevant to flow assurance is recommended as
future work.
A more rigorous PBM approach can be developed using the framework outlined
in Figure C.3. The PADS framework aims to facilitate the development of model
predictive control strategies for flow assurance. It can be broken down into four sepa-
rate functions: (a) an “input acquisition framework” which will have the capabilities
to measure real time process parameters as well obtain fitting parameters to be used
in subsequent models; (b) a “kernel database” which has the physical models for
aggregation and deposition; (c) a “population balance model” which uses the kernel
database to provide information on the time evolution of particle sizes in the sus-
pension and on the build up of deposit on the pipeline walls; (d) a “flow modeling
framework”, which makes use of the PBM results to predict the flow properties of
the system and caluculate the associated risks for plugging and fouling processes;
and (e) a “mitigation framework” which will act on the basis of the output of the
flow modeling framework to maintain uninterupted flow. The mitigation strategies
discussed previously, especially the use of anti-agglomerants may be used. The in-
terparticle and particle-wall interaction potentials, Φpp and Φpw, are usually difficult
to measure for hydrate systems. Using for example, a Kalman filter [Kalman 1960],
however, they can be obtained from experimental data as fitting parameters in the
physical models. The PADS framework can be useful both during the design stages
of suspension transport and as a tool for process control.
C.7 Conclusions
Various population balance models used in the study of flow assurance are re-
viewed. A new model is developed which accounts for the effects of aggregation on
the viscosity of hydrate suspensions. The new model includes perikinetic, orthoki-
netic, and differential settling mechanisms for aggregation, by contrast to previous
approaches. The relative importance of these mechanisms for flow assurance is dis-
283




Aspenes, G., Dieker, L., Aman, Z., Hoiland, S., Sum, A., Koh, C. and
Sloan, E. 2010 Adhesion force between cyclopentane hydrates and solid surface
materials. Journal of Colloid & Interface Science 343 529–536.
Balakin, B. V., Hoffmann, A. C. and Kosinski, P. 2010 Population balance
model for nucleation, growth, aggregation, and breakage of hydrate particles in
turbulent flow. AIChE Journal 56 590–602.
Camargo, R. and Palermo, T. 2002 Rheological Properties of Hydrate Sus-
pensions in an Asphaltenic Crude Oil. In Proceedings of the 4th International
Conference on Gas Hydrates.
Camp, T. R. and Stein, P. C. 1943 Velocity gradients and internal work in fluid
motion. Journal of the Boston Society of Civil Engineers 30 219–238.
Clarke, M. and Bishnoi, P. R. 2006 Determination of the intrinsic rate of
gas hydrate decomposition using particle size analysis. Annals of the New York
Academy of Sciences 912 556–563.
Colombel, E., Gateau, P., Barre, L., Gruy, F. and Palermo, T. 2009
Discussion of Agglomeration Mechanisms between Hydrate Particles in Water in
Oil Emulsions. Oil & Gas Sci. Tech.- Revue d’IFP Energies Nouvelles 64 629.
Colombel, E., Palermo, T., Barre´, L. and Gateau, P. 2008 Study of Ag-
glomeration of Ice Particles and of Trichorofluoromethane Hydrate Particles Sus-
pended in a Hydrocarbon Phase. In Proceedings of the 6th International Confer-
ence on Gas Hydrates.
Elimelech, M., Gregory, J., Jia, X. and Williams, R. 1995 Particle Depo-
sition and Aggregation: Measurement, Modelling and Simulation. Elsevier, Am-
sterdam.
Evans, D. and Wennerstrom, H. 1999 The Colloidal Domain: Where Physics,
Chemistry, Biology and Technology Meet. Wiley, New York.
Forsdyke, I. 2000 Integrated Flow Assurance Overview and Strategy Report. Deep-
star Report CTR,.
Friedlander, S. 1977 Smoke, Dust, and Haze. John Wiley, New York.
285
Gmachowski, L. 2002 Calculation of the fractal dimension of aggregates. Colloids
and Surfaces A: Physicochemical and Engineering Aspects 211 197–203.
Gudmundsson, J., Andersson, V., Levik, O. I., Mork, M. and Borrehaug,
A. 2000 A Hydrate technology for capturing stranded gas. Annals of the New
York academy of Science 912 403–410.
Hammerschmidt, E. G. 1934 Formation of Gas Hydrates in Natural Gas Trans-
mission Lines. Industrial & Engineering Chemistry 26 851–855.
Hashemi, S. and Macchi, S. 2007 Gas hydrate growth model in a semibatch stirred
tank reactor. Industrial & Engineering Chemistry Research 46 5901–5912.
Herri, J. M., Pic, J. S., Gruy, F. and Cournil, M. 1999 Methane hydrate
crystallization mechanism from in-situ particle sizing. AIChE Journal 45 2052–
2062.
Huo, Z., Freer, E., Lamar, M., Sannigrahi, B., Knauss, D. M. and Sloan,
E. D. 2001 Hydrate plug prevention by anti-agglomeration. Chemical Engineer-
ing Science 56 4979–4991.
Joshi, S. V., Grasso, G. A., Lafond, P. G., Rao, I., Webb, E., Zerpa, L. E.,
Sloan, E. D., Koh, C. A. and Sum, A. K. 2013 Experimental flowloop
investigations of gas hydrate formation in high water cut systems. Chemical
Engineering Science 97 198 – 209.
Kalman, R. E. 1960 A New Approach to Linear Filtering and Prediction Problems.
Transactions of the ASME–Journal of Basic Engineering 82 35–45.
Kelkar, A. V., Dong, J., Franses, E. I. and Corti, D. S. 2013 New models
and predictions for Brownian coagulation of non-interacting spheres. Journal of
Colloid & Interface Science 389 188–198.
Kelkar, A. V., Franses, E. I. and Corti, D. S. 2014 Nonideal Diffusion Effects
and Short-Range Ordering Lead to Higher Aggregation Rates in Concentrated
Hard-Sphere Dispersions. Langmuir 30 3646–3657.
Koh, C. A. 2002 Towards a fundamental understanding of natural gas hydrates.
Chemical Society Reviews 31 157.
Kurup, A. S., Vargas, F. M., Wang, J., Buckley, J., Creek, J. L., Sub-
ramani, H., J. and Chapman, W. G. 2011 Development and Application
of an Asphaltene Deposition Tool (ADEPT) for Well Bores. Energy & Fuels 25
4506–4516.
286
Kurup, A. S., Wang, J., Subramani, H. J., Buckley, J., Creek, J. L. and
Chapman, W. G. 2012 Revisiting Asphaltene Deposition Tool (ADEPT): Field
Application. Energy & Fuels 26 5702–5710.
Lattuada, M., Wu, H., Sandku¨hler, P., Sefcik, J. and Morbidelli, M.
2004 Modelling of aggregation kinetics of colloidal systems and its validation by
light scattering measurements. Chemical Engineering Science 59 1783–1798.
Lederhos, J. P., Long, J. P., Sum, A., Christiansen, R. L. and Sloan,
E. D. 1996 Effective kinetic inhibitors for natural gas hydrates. Chemical Engi-
neering Science 51 1221.
Lingelem, M. N., Majeed, A. I. and Strange, E. 1994 Industrial experience
in evaluation of hydrate formation, inhibition and dissociation in pipeline design
and operation. In Proceedings of the Internation Conference on Gas Hydrates.
Macinosh, J. 2000 Flow Assurance Still Leading Concern amongst Producers. Off-
shore Magazine 60.
Maqbool, T., Raha, S., Hoepfner, M. P. and Fogler, H. S. 2011 Mod-
eling the Aggregation of Asphaltene Nanoaggregates in Crude Oil?Precipitant
Systems. Energy & Fuels 25 1585–1596.
Moudrakovski, I. L., McLaurin, G. E., Ratcliffe, C. I. and Ripmeester,
J. A. 2004 Methane and Carbon Dioxide Hydrate Formation in Water Droplets:
Spatially Resolved Measurements from Magnetic Resonance Microimaging. The
Journal of Physical Chemistry B 108 17591.
Nakajima, M., Ohmura, R. and Mori, Y. H. 2008 Clathrate Hydrate Formation
from Cyclopentane-in-Water Emulsions. Industrial & Engineering Chemistry Re-
search 47 8933–8939.
Pusey, P. 1991 Liquids, Freezing and Glass Transition (Le Houches Lectures). El-
sevier, Amsterdam.
Ramkrishna, D. and Singh, M. R. 2014 Population Balance Modeling: Cur-
rent Status and Future Prospects. Annual Review of Chemical and Biomolecular
Engineering 5 123–146.
Rhodes, M. 2008 Introduction to Particle Technology. John Wiley & Sons, West
Sussex.
287
Richmond, W., Jones, R. and Fawell, P. 1998 The relationship between particle
aggregation and rheology in mixed silicatitania suspensions. Chemical Engineer-
ing Journal 71 67 – 75.
Russel, W., Saville, D. and Schowalter, W. 1992 Colloidal Dispersions. Cam-
bridge University Press, Cambridge.
Simons, S., Williams, M. M. R. and Cassell, J. S. 1986 A Kernel for Combined
Brownian and Gravitational Coagulation. Journal of Aerosol Science 17 789–
793.
Sinquin, A., Palermo, T. and Peysson, Y. 2004 Rheological and Flow Proper-
ties of Gas Hydrate Suspensions. Oil & Gas Sci. Tech.- Revue d’IFP Energies
Nouvelles 59 41.
Sloan, E. D. 2003 Fundamental principles and applications of natural gas hydrates.
Nature 426 353.
Sloan, E. D., Koh, C., Sum, A. K., Ballard, A. L., Creek, J., Eaton, M.,
Lachance, J., Mcmullen, N., Palermo, T., Shoup, G. and Talley, L.
2010 Natural Gas Hydrates in Flow Assurance. Elsevier, Amsterdam.
Smoluchowski, M. 1917 Versuch einer mathematischen Theorie der Koagulation-
skinetik kolloider Lo¨sungen. Z. Phys. Chem. 92 129–168.
Sum, A. K., Koh, C. A. and Sloan, E. D. 2009 Clathrate Hydrates: From
Laboratory Science to Engineering Practice. Industrial & Engineering Chemistry
Research 48 7457–7465.
Turner, D. J., Miller, K. T. and Sloan, E. D. 2009a Direct Conversion of
water droplets to methane hydrate in crude oil. Chemical Engineering Science
64 5066.
Turner, D. J., Miller, K. T. and Sloan, E. D. 2009b Methane hydrate for-
mation and an inward growing shell model in water-in-oil dispersions. Chemical
Engineering Science 64 3996.
Turner, D. J., Miller, K. T. and Sloan, E. D. 2009c Methane hydrate for-
mation and an inward growing shell model in water-in-oil dispersionsl. Chemical
Engineering Science 64 3396.
Weitz, D. A. and Oliveria, M. 1984 Fractal Structures Formed by Kinetic Ag-
gregation of Aqueous Gold Colloids. Physical Review Letters 52 1433.
288
Yang, G. C., Tu, H.-C. and Hung, C.-H. 2007 Stability of nanoiron slurries
and their transport in the subsurface environment. Separation and Purification
Technology 58 166 – 172.
Zhang, Y., Debenedetti, P. G., Prud’homme, R. K. and Pethica, B. A.
2004 Differential Scanning Calorimetry Studies of Clathrate Hydrate Formation.




Aniruddha V. Kelkar was born on November 20, 1988 to Vasudeo and Sangita
Kelkar in Mumbai, MH, India where he would spent the next 21 years of his life.
He completed his primary and secondary level eduacation at the St. Gregorios High
School and his higher secondary education at the Swami Vivekanand Junior College.
During these early years in suburbia, his interests in poetry, music, history, debate,
and sports were developed. He chose to pursue a practical career in engineering
abandoning fantasies of becoming an archeologist. His was not a sad story, however,
as his interest in the chosen discipline was piqued while at the Institute of Chemical
Technology, also located in Mumbai. He excelled at co-curricular and extra-curricular
activities, winning several debating, quizzing, and technical competitions as well as
featuring in the college soccer team, while maintaining good grades for the most part.
He graduated with a First Class with Distinction in 2010 obtaining a Bachelors in
Chemical Engineering. To further immerse himself in his chosen vocation, he moved
to Purdue University in West Lafayette, IN, USA for his doctoral studies. While
still coming to terms with the weather, the food, the way of life, and the American
higher education system, he started work on his thesis under the supervision of Profs.
Elias I. Franses and David S. Corti. He kept his wits about himself in the face of the
grueling course load that he found himself with. Research was a more pleasant expe-
rience; more so because of the excellent pedagogy of his advisors. Over the next four
years, he activately participated in student organizations — Chemical Engineering
Graduate Student Organization and the Purdue Graduate Student Government, and
volunteered for the Community Standards Board of the Office of Student Rights &
Responsibilities at Purdue. In 2012, his team won the Indiana Soybean Alliance Inno-
290
vation Competition for the invention of a soy-based electronic substrate. In the same
year, he was a regional finalist at the Clean Energy Challenge business plan compe-
tition hosted by the US Department of Energy and the Clean Energy Trust. He has
won awards for poster and oral presentations at the Chemical Engineering Graduate
Symposium in successive years. He is also the recipient of the Oustanding Service
Scholarship, the Purdue Innovator Award, and the Outstanding Research Award. He
spent the summer of 2013 at Richmond, CA, USA working as an intern at Chevron
Energy Technology Company. He will join the same organization in Houston, TX,
USA, upon graduation.
