Abstract. In this paper we describe an algorithm that outputs the order and the structure, including generators, of the 2-Sylow subgroup of an elliptic curve over a finite field. To do this, we do not assume any knowledge of the group order. The results that lead to the design of this algorithm are of inductive type. Then a right choice of points allows us to reach the end within a linear number of successive halvings. The algorithm works with abscissas, so that halving of rational points in the elliptic curve becomes computing of square roots in the finite field. Efficient methods for this computation determine the efficiency of our algorithm.
Introduction
The goal of this paper is the determination of the order and structure of the 2-Sylow subgroup of an elliptic curve over a finite field F q , avoiding the previous computation of the group order. We assume that the characteristic of F q is greater than 2. For some related results in characteristic 2 one can see [6] .
A priori we know that for any elliptic curve E/F q and any m prime to the characteristic of F q , the m-torsion group E[m](F q ) is isomorphic to Z/mZ × Z/mZ. Therefore, the subgroup under consideration has rank at most 2 and our problem consists in the determination of integers n ≥ r ≥ 0 such that the 2-Sylow subgroup of E(F q ) is
We are dealing with a rationality question and, from now on, even if it is not explicitly mentioned, each time we refer to a point of the elliptic curve we implicitly mean a rational point. Some results concerning the whole group structure of E(F q ) provide some extra pieces of information. For nonsupersingular elliptic curves, from the description in [10] and [13] it follows that r ≤ v 2 (q − 1), where v 2 denotes the 2-adic valuation. For supersingular elliptic curves, Schoof ([11] ) shows that the group E(F q ) is cyclic or isomorphic to Z/(
2 Z×Z/2Z , the last structure being possible only when q ≡ 3 (mod 4). Therefore, supersingular curves have cyclic 2-Sylow subgroup except when q is an even power of the characteristic or when q ≡ 3 (mod 4). In the first case we can have n = r = v 2 ( √ q−1) or v 2 ( √ q+1) and in the second case we can have n = v 2 (q+1)−1 and r = 1.
In order to carry out the inductive process which leads to the determination of S 2 (E(F q )), from the very beginning we will distinguish between those curves with either one or three rational points of order two. Namely, between the cyclic and noncyclic case.
In general, we provide conditions to decide whether, given the abscissa of a rational point of order 2 k , there exist rational points of order 2 k+1 . Such conditions follow from the study of the solvability of a quartic equation over the finite field.
Combining these results with an appropriate choice of points, we can give an algorithm that for each elliptic curve, E/F q returns, in O(log q) steps, the complete information about its 2-Sylow subgroup. Namely, it returns
• n, the maximum value for which E has F q -rational points of order 2 n , • r such that S 2 (E(F q )) ∼ = Z/2 n Z × Z/2 r Z, • two points in E(F q ), of orders 2 n and 2 r , generating S 2 (E(F q )).
For general results or common terminology on elliptic curves used in this paper, we refer to [12] or [5] .
First step: 2-torsion points
If an elliptic curve over a finite field F q of characteristic p > 2 is given by an equation y 2 = x 3 + ax 2 + bx + c, the rational points of order 2 are determined by the roots of the cubic polynomial x 3 + ax 2 + bx + c in the field. Therefore, to decide whether or not such a rational point exists, we can compute the gcd(x 3 + ax 2 + bx + c, x q − x). When it is not 1, with this computation, we can also decide, according to the degree of the result, if there are one or three rational points of order 2; namely if the structure of E [2] (F q ) is Z/2Z or Z/2Z × Z/2Z. In the first case, since the computation of the gcd provides a factor x − ξ of the cubic polynomial, we also determine the rational point P = (ξ, 0) of order 2. In the noncyclic case, the explicit determination of such a point requires the computation of a root of the cubic polynomial. Once we have done this, we can take the point of order 2 to the origin and work with a model
of the elliptic curve. Then, the quadratic character of the discriminant ρ = α 2 − 4β distinguishes the two possible cases we have mentioned. If χ denotes the unique nontrivial quadratic character in F * q , then • χ(ρ) = −1 corresponds to (0, 0) being the unique point of order 2 and
• χ(ρ) = 1 corresponds to the case of three rational points of order 2:
It follows that E [2] (F q ) ∼ = Z/2Z × Z/2Z and S 2 (E(F q )) have rank 2. If we want to establish a parametric setting, we can approach the subject using modular curves. The modular curve X 1 (N ) parametrizes isomorphism classes of pairs (E, P ), where E is an elliptic curve and P is a point of E of exact order N . The modular curve X 0 (N ) parametrizes isomorphism classes of pairs (E, C),
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where E is an elliptic curve and C is a cyclic subgroup of E of order N . Let us observe that for N = 2 both modular curves coincide and recall that the field of definition of a point of a modular curve indicates that there is a representative of the corresponding isomorphism class which is defined over this field. The forgetful morphism from a modular curve to the projective line maps each point to the j-invariant of the corresponding elliptic curve.
Since the genus of the modular curves increases, we do not expect to solve the problem in this way, but we consider it as an alternative for the input data of the algorithm.
The modular curve X 0 (2) has genus zero and a model uv = 2 12 with forgetful morphism
12 , then j u = (u + 16) 3 /u, and j v = (v + 16) 3 /v are j-invariants of elliptic curves linked by an isogeny of degree 2. Namely, Φ 2 (j u , j v ) = 0, where Φ 2 denotes the modular polynomial.
• If χ(u(u + 64)) = −1, then (u, 2 12 /u) is the unique pre-image of j u under the forgetful morphism. That means that the elliptic curve having this j-invariant has a unique rational point of order 2.
• If χ(u(u + 64)) = 1, then j u has three pre-images under the forgetful morphism. This corresponds to an elliptic curve having three rational points of order 2. Note that for a given elliptic curve E/F q , if we compute the j-invariant j E , deciding if there is a rational point of order 2 amounts to deciding if the equation
has a rational solution and therefore to the computation of a gcd. Again, in the cyclic case this computation provides an explicit solution, and in the noncyclic case we should solve a cubic equation in the finite field. The parametric family of j-invariants
corresponds to the family of elliptic curves with j-invariant = 0, 1728 having a rational point of order 2. For such a curve, we can take the model
3 , or its twist by a nonquadratic residue. Then, we deal with the family of elliptic curves (2) c y
The zeroes of the cubic polynomial determine the points of order 2, and we have:
• if χ(u(u + 64)) = −1, the unique rational point of order 2 is
• if χ(u(u + 64)) = 1, there are three rational points of order 2
, 0 , and
where r = u(u + 64).
As before, we end up with an explicit point of order 2 that we can translate to the origin in order to work with a model y 2 = x(x 2 + αx + β).
Successive halving
On one hand, assuming the existence of a rational point of order 2 k , we look for conditions granting the existence of a rational point of order 2 k+1 . On the other hand, we want to reach points of maximal 2-power order performing as few successive halvings as possible.
The basis for the first step of these inductive processes has been set above. According to the arguments given there, we can work with a model
of the elliptic curve E over F q . From now on we will denote
Recall that the quadratic character of this discriminant determines the structure of the 2-torsion subgroup
Assume that a given curve E has points of order 2 k , with k ≥ 1. Obviously, this curve would have a point of order 2 k+1 if and only if some point Q = (ξ, ζ) of order 2 k is in the image of multiplication by 2. If Q = 2P , we say that Q has a half point P . If we denote P = (x, y), such a condition is equivalent to
Obviously, one gets the following:
On the other hand, from equations (3) and (4), we get the quartic equation over
Its solvability can be deduced from the following considerations:
• The quartic polynomial in (5), which will be denoted by f ξ , can be transformed into a palindromic polynomial. Therefore, it factorizes f ξ = f 1,ξ f 2,ξ , where
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• The discriminants of f ξ and its factors f i,ξ are
According to this, in the halving process we distinguish the following cases:
• If D ξ = 0, the equation (5) has two double roots. We will be in this situation when ξ = 0 or δ ξ = 0 (only possible if χ(ρ) = 1). This means that the point we are trying to halve is a point of order 2.
• If ξ = 0 and χ(ρ) = −1, then only one of the polynomials f i,ξ factorizes into two (different) linear factors.
• If ξ = 0 and χ(ρ) = 1, then either both quadratic polynomials f i,ξ factorize into two (different) linear factors or none of them does.
3.1. The cyclic case. In this section we make more specific the inductive process over k mentioned above, for the curves E/F q :
namely those with χ(ρ) = −1.
In this situation, to check the existence of points of order 2 k+1 , we can take any point of order 2 k and check the existence of a half point. In case of an affirmative answer, in order to go on in this way it is enough to compute one of the points of order 2 k+1 (see Figure 1) . Such a process actually begins with a characterization of the existence of points of order 4.
Lemma 2.
A curve E/F q : y 2 = x(x 2 + αx + β) with χ(ρ) = −1 has a point of order 4 if and only if χ(β) = 1. Figure 1 . Tree of abscissas in the cyclic case
Proof. In this case, Q = (0, 0) is the unique rational point of order two. If a point of order 4 exists, it should be a half of Q. Therefore, the corresponding quartic equation (5) has a solution. This equation is now (x 2 − β) 2 = 0 and therefore β should be a square in F * q . On the other way round, if χ(β) = 1, then one of x = ± √ β is a solution of (5) and corresponds to the abscissa of a point in E(F q ). Indeed, for these values of x, the computation of x(
2 ρ, one of them will be a square in F * q and the claim follows. Remark 1. If χ(ρ) = −1 and χ(β) = 1, the points of order 4 are one of the following pairs:
The inductive step in this cyclic case is completed with the following result, which characterizes the existence of points of order 2 k+1 .
. Then there exists a half point of Q if and only if χ(ξ) = 1.
Proof. The necessity has already been established in Lemma 1. Let us see the sufficiency. We are in the case ξ = 0, since we are considering k ≥ 2, and χ(ρ) = −1. Therefore, one of the polynomials f i,ξ breaks into linear factors. Its roots are the possible abscissas of the half point. If x denotes one of them, we have to see that it really corresponds to the abscissa of a point on E(F q ), namely that x(
Assuming that the polynomial that factorizes is f 1,ξ , then we have x 2 = 2(ξ − δ ξ ) x − β and, consequently,
In the proof of Proposition 1 it is shown how to compute explicitly the abscissa of a point of order 2 k+1 in the case χ(ρ) = −1 and χ(ξ) = 1.
To summarize, due to the group structure, the cyclic case is treated considering, in each step, the abscissa ξ (k) of a point of order 2 k and checking whether it is a square. If it is so, then ξ (k+1) is computed from one of the quadratic polynomials f i,ξ (k) , and the same process is repeated. The initial conditions are established from the coefficients of the curve and Lemma 2.
3.2. The noncyclic case. Now we consider curves E/F q : y 2 = x(x 2 + αx + β), whose 2-Sylow subgroup is not cyclic: 
If only one of them holds, then E[4](F
According to these conditions, the abscissas of the points of order 4 are:
Proof. If we consider the point (0, 0), the argument goes as in Lemma 2, but now both values β(α + 2 √ β ) and β(α − 2 √ β ) could be nonsquares. If we consider a point (ξ, 0), then the polynomials f i,ξ of the halving process are both
If it is a square and x is one of the roots of the polynomial, then
Finally, since (ξ 1 , 0) + (ξ 2 , 0) = (0, 0), if two of these points can be halved, then the third one can also. 
if all the conditions in Lemma 3 hold, we must have
As we already mentioned in the introduction, q ≡ 3 (mod 4) ⇒ r = 1 in the noncyclic case.
As before, in order to continue the halving process, first we need the characterization of the image of multiplication by 2. (6) χ(ξ) = 1 and χ 2ξ + α + 2 δ ξ = 1 ,
Proposition 2. Let E/F
q : y 2 = x(x 2 + αx + β) with χ(ρ) = 1. Let us assume that Q = (ξ, ζ) is a point of E(F q ) of order 2 k , with k > 1. Then,
there exists a half point of Q if and only if
Proof. We argue as in the proof of Proposition 1. The condition corresponds now to the factorization of (both) f i,ξ into two (different) linear factors giving abscissas of points of E(F q ). If x is a root of f i,ξ , then
4ξ .
Remark 5. If we write x(x
The condition in Proposition 2 is equivalent to ξ, (ξ − ξ 1 ), and (ξ − ξ 2 ) are squares, which is the condition stated in Theorem 1(4.1) of [5] .
Remark 6. Let us assume that the condition in Proposition 2 holds. If a root x of f i,ξ is the abscissa of a point P ∈ E(F q ), then the other root of f i,ξ , namely β/x, is the abscissa of P + (0, 0). If a root x of one of the polynomials f i,ξ is the abscissa of P ∈ E(F q ), then the abscissa of P + (ξ 1 , 0), namely ξ 1 (x − ξ 2 )/(x − ξ 1 ), is a root of the other polynomial.
Up to now, we have well-established initial conditions, an effective way to check if a point can be halved and an effective method to compute a half point when it exists. In order to prove that this can be used in an efficient algorithm, it remains to show that we do not need too many checkings/computations to move down the layers of points of 2-power order until we reach the deepest.
Let us denote by Q 0 = (0, 0), Q 1 = (ξ 1 , 0), and Q 2 = (ξ 2 , 0) the points of order 2, and
for j ∈ {0, 1, 2}. Each T j is a tree with root in Q j , and the maximum n such that E has F q -rational points of order 2 n is n = max j {depth(T j )} + 1 .
As we will observe, the value of r such that S 2 (E(F q )) has order 2 n+r is r = min j {depth(T j )} + 1 .
We have pointed out before that if q ≡ 3 (mod 4), then two of these trees have depth 0 and we have r = 1. In these trees T j , if a vertex has children, then it has four.
s e e e e P + Q 1 s P + Q 2
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According to Remark 6, the abscissas of the left pair are the roots of one of the polynomials f i,ξ and those of the right pair are the roots of the other one.
If we are in the case E [4] (F q ) ∼ = Z/4Z × Z/4Z, then the children of the root point Q j , for j ∈ {0, 1, 2}, are
It is clear then that either the four points can be halved or none of them can. At most, we need three checkings, one in each tree, to determine the structure of E [8] (F q ).
We have the same situation as long as
the known part of each T j is a full quaternary tree with k − 1 levels. Therefore, in
k−1 points of order 2 k , but three checkings of condition (6) are enough to determine E [2 k+1 ]. Since this condition depends only on the abscissa of the point, three computations of a root of a quadratic polynomial are enough to continue the process (see Figure 2) .
can be written as a sum of a point of order 2 k in T 0 and a point of order 2 k in T 1 . Therefore, if the checkings in T 0 and T 1 give affirmative answers, we already know that
k+1 Z and can proceed directly to the computation of the three new abscissas.
We will continue in the way we have just described until we find that condition (6) fails, say at level . Then we set r = + 1. This value will be an output of the algorithm.
If the halving condition fails in two of the points under consideration and it holds in the other one, then E [2 r+1 ] ∼ = Z/2 r+1 Z × Z/2 r Z, which has 4 r points of order 2 r+1 . Therefore, not only the point we have computed but all the points in its tree can be halved. And we can be sure that if the halving condition fails for the three points at the same level, then
Any two of these three points can be taken as generators of the Sylow subgroup.
Let us see how we reach the end when condition (6) fails for two points in different trees and it holds for the point in the tree T i . The algorithm outputs
and from the point in T i we get a point of order 2 r+1 . But from now on it is not enough to check the halving of a single point (see Figure 3) .
Since Z/2 r+2 Z × Z/2 r Z has 2 · 4 r points of order 2 r+2 , either none of the points of E [2 r+1 ](F q ) can be halved or only half of them can. At most we need two points to check the halving condition. We will have this situation as long as
from the 2 k−1+r points of order 2 k , one half is 2-divisible and the other half is not. The only remaining question is to ensure that in each level we are able to take a point in each half. We reach the end when none of the abscissas of these two points satisfies condition (6) .
Trivially, if P is a point of order 2 k , with k > r, such that 2 k−1 P = Q i and R is a point such that 2 r−1 = Q j , with j = i, then P and P + R are points of order 2 k that cannot both be halved, since R is a point of order 2 r and has not a half point.
Proposition 3.
Let E/F q : y 2 = x(x 2 + αx + β) with χ(ρ) = 1, and Q 0 , Q 1 , Q 2 its rational points of order 2. Assume that one of these points, say Q i , is 2 r divisible and the other two are not.
Let P be a rational point of order 2 k , with k > r, such that 2
has points of order 2 k+1 , then either P or P + R has a half point.
Proof. For any j ∈ {0, 1, 2} and m ≥ 1, let us denote
We are assuming that P ∈ T i,k , with k > r, and R ∈ T j,r , with j = i. The points in the following (disjoint) sets have the same behavior as P with respect to the halving:
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On the other hand, P and a point in one of the following (disjoint) sets cannot both be halved:
We have described the set of 2 k−1+r points of order 2 k in such a way that if one of them has a half point, then this is the partition according to the halving condition. Since P and P + R are in different parts, the claim follows.
To summarize, in the noncyclic case we can have two different processes. At the beginning, in each step we have abscissas ξ
of points of order 2 k projecting over the three points of order 2, and ξ
. If at some level we must continue from just one ξ (r) i , then we set R a point with abscissa ξ (r) j , with j = i. We compute a root x
. If the halving condition holds for this abscissa, then we take it as ξ
is the abscissa of P k+1 + R, where P k+1 is a point with abscissa x (k+1) i
. We repeat this until we find that neither P n nor P n + R can be halved.
Remark 8. If r = 1, then R = Q j , one of the points of order 2 not having a half point. Therefore, P and P + R always have the same image under multiplication by 2, namely they are children of the same vertex. Since the abscissas of these two points can be computed from the quadratic polynomials f 1,ξ , f 2,ξ , we do not need to perform any addition in the elliptic curve. We recall that this is always the case when q ≡ 3 (mod 4).
According to Remark 6, to iterate the halving process, if the 4-divisible point is (0, 0), then from the first level we have to consider a root of f 1,ξ and a root of f 2,ξ , else we have to consider the two roots of one of these polynomials.
Twists
If we want the input for our algorithm to be just a j-invariant, we have to consider couples of twisted elliptic curves (equations as in (2) to start with). Let E c /F q be a twist of E/F q , where c ∈ F * q is a quadratic nonresidue. First of all, let us observe that the rank of the 2-Sylow subgroup is the same for both curves, since the distinction between the cyclic and the noncyclic case is given by the amount of rational points of order 2, and E c [2] 
Now, let us see what information concerning the order and structure of 2-Sylow subgroups can be obtained from the relation
between the group orders. We denote
Then, it follows from (7) that
Using that r c = 0 if and only if r = 0, we see that in the first and second cases the output (n, r) of the algorithm provides not only the order ν c but also the structure (n c , r c ) of the 2-Sylow subgroup of the twisted curve:
• If µ ≥ 2, we have q ≡ 3 (mod 4) and then r c = r ∈ {0, 1}.
• If µ = 1, namely q ≡ 1 (mod 4), in the first case above we have r c = r = 0 and ν c = n c = n = ν = 1. In the second case, ν c = 2 gives only two possible structures, (2, 0) and (1, 1), which are distinguished according to the value of r. In brief, except for one critical value, ν = µ + 1, the computation of S 2 (E(F q )) gives us S 2 (E c (F q )).
Algorithm
We devote this section to a concrete statement of the procedure of successive halving that we have described in the previous sections. In the cyclic case, the algorithm involves only computations of quadratic character and solving of quadratic equations in the finite field. In the noncyclic case, we may also need a translation map in the group of points of the elliptic curve.
We restrict to groups E(F q ) of even order and take as input the finite field F q and the coefficients of an equation y 2 = x(x 2 + αx + β) for E/F q . As we have pointed in Section 2, to work in full generality, using a Weierstraß equation or just
The number of steps of this algorithm is bounded by v 2 (|E(F q )|), which is O(log q). To analyze the cost of each step, we remark that the quadratic character in F q may be evaluated in O(log 2 q) bit operations, but any known method for computing square roots in finite fields has higher complexity. Therefore, this computation determines the running time of our algorithm.
Given a square in F * q , the randomized algorithm of Cipolla returns a square root in expected running time O(log 3 q) bit operations, which would give O(log 4 q) for our algorithm. Nevertheless, there are other options to implement this computation which may be more convenient depending on the ground field. For a complete discussion on this subject we refer to Chapter 7 of [1] . As for the deterministic complexity, assuming the Extended Riemann Hypothesis, quadratic equations over F q can be solved using O(log 4 q) bit operations, which would give O(log 5 q) for our algorithm.
We end this section with some brief comments aimed to place this algorithm in context:
• In elliptic curves with a big 2-Sylow subgroup, the ECDLP (Elliptic Curve Discrete Logarithm Problem) can be attacked using the Pohlig-Hellman method. With the algorithm presented, one could reject weak curves in the setup of cryptographic protocols based on the ECDLP.
• The existing algorithms (for instance, in library LiDIA, [7] ) to compute the group structure of E(F q ) require costly subalgorithms to compute the group order and its factorization. With this algorithm, some information about this structure is leaked at a low cost.
• In the context of the SEA (Schoof-Elkies-Atkin) algorithm to compute the order of E(F q ) [2] , it is necessary to compute τ ≡ t (mod n ), where t is the trace of π, the Frobenius endomorphism, and is a primer number. Lately, Fouquet and Morain [4, 3] have extended the concept of the cycle graph of isogenies to the more general one of volcano graph. If the characteristic polynomial of the Frobenius endomorphism has a double root, i.e., t 2 −4q ≡ 0 (mod ), the method they present gives the -adic valuation
where g is the conductor of the order Z[π], and d K is the discriminant of the ring of integers O K of the imaginary quadratic field K. When = 2, v 2 (d K ) is not completely determined. Our algorithm could provide the value v 2 (|E(F q )|).
Some examples
The algorithm presented in the previous section has been implemented by A. Albajes in LiDIA, running over a Pentium IV with 1.7 GHz. It has been used to test one million random elliptic curves E/F p , for a couple of primes p ≈ 10 60 . The average time of execution for a curve was 0.01 seconds. We show some examples in Table 1 .
We also provide two examples of big 2-Sylow subgroups corresponding to elliptic curves over F p , for a prime p ≈ 10 100 in Table 2 . Table 1 .
Finally, it should be remarked that other relations between the amounts in the last column can be read in the context of the volcano structure of the 2-isogenies (see [4] ). For instance, the number of isomorphism classes with (n, 0), when n > 2, doubles the one corresponding to (n − 1, 1). This responds to the fact that the curves with cyclic 2-Sylow subgroup are placed at the base of the volcano, whereas the ones with (n − 1, 1) are in the first level.
