We prove that the classes of graded monoids, regular monoids and Kleene monoids coincide for submonoids of free groups. We also prove that it is decidable whether or not a finitely generated submonoid of a free group is graded, and solve the homomorphism and isomorphism problems for graded submonoids of free groups. This generalizes earlier results for submonoids of free monoids.
Introduction
A lot is known about subgroups of free groups. And the seminal work of Stallings [13] provided the tools to expand that knowledge in multiple directions, particularly when automata got into the picture (see [1] , [5] ). This glorious picture fades away when we change from subgroups to submonoids, even in the finitely generated case. Indeed, we cannot use anymore inverse automata and that is a major setback.
The membership problem is still decidable, as a consequence of Benois' Theorem (see [11, Theorem 6 .1, p.314]), but e.g. the isomorphism problem remains open. In this paper, we explore a subclass of finitely generated submonoids of a free group which is somehow in the antipodals of subgroups. They can be characterized in alternative equivalent ways, which we now describe:
• Graded submonoids: they are finitely generated and each element w admits a finite number of factorizations w = w 1 . . . w n in the submonoid with w i = 1.
• Rational submonoids: the structure of the submonoid can be encoded by a finite automaton which recognizes a function associating to every word a normal form.
• Kleene submonoids:
submonoids where the recognizable subsets coincide with the rational subsets.
The concept of graded monoid was introduced by Margolis, Meakin and Sunik in [6] . A submonoid isomorphic to a submonoid of a free monoid is graded, but the converse fails.
Rational monoids were introduced by Sakarovitch [10] and they constitute an interesting alternative to automatic monoids: rational monoids are a more restricted class, but they have stronger properties and are arguably more natural from the viewpoint of semigroup theory.
Kleene's Theorem states that the classes of rational and recognizable languages coincide over a finite alphabet (see [11, Theorem 2.1, p.87] ). In general, these two classes do not coincide. For instance, a subgroup of a group is rational (respectively recognizable) if and 1 E-mail address: pvsilva@fc.up.pt 2 E-mail address: zakhar.sasha@gmail.com only if it is finitely generated (respectively finite index) [ Besides establishing the equivalence of the above three properties for finitely generated submonoids of free groups, we prove that these properties are decidable, as well as the homomorphism and isomorphism problems for submonoids in this class.
Preliminaries
We will denote finitely generated by f.g. for short. All the homomorphisms, epimorphisms and isomorphisms in this paper are meant to be monoid homomorphisms, epimorphisms and isomorphisms respectively, unless stated otherwise.
We briefly recall some basic definitions from formal language theory and automata theory, see (for example) [4] , [11] for more details.
Rational languages and finite automata
Let A be a set (called alphabet), and A * be the corresponding free monoid. Recall that a language over A is any subset of A * , and the collection of rational languages (also known as regular languages) over A consists of all the languages which can be obtained from finite languages by taking unions of two languages, concatenations of two languages and Kleene star of a language (i.e., the submonoid generated by this language). Kleene's theorem states that a language is rational if and only if it is accepted by some finite automaton. Recall that a (non-deterministic) automaton A over an alphabet A is a 5-tuple (Q, A, I, T, E), where
• Q is a non-empty set, called the set of states;
• A is a non-empty set, called the (input) alphabet;
• I is a subset of Q, called the set of initial states;
• T is a subset of Q, called the set of terminal states;
• E is a subset of Q × A × Q, called the set of transitions.
An automaton A is called finite if the sets Q and E are finite. In this paper A will always be a finite alphabet. An automaton A is called deterministic if |I| = 1 and (p, a, q), (p, a, q ′ ) ∈ E implies q = q ′ . Note that every automaton A can be represented in the natural way as a digraph with edges labelled by the elements of A: the vertex set is Q, each transition (q 1 , a, q 2 ) in E gives rise to an edge labelled by a from q 1 to q 2 , and there are two distinguished sets of vertices -initial and terminal. Thus we can speak about vertices and (oriented) edges of A, about spanning trees in A, etc.
A path p in A is a sequence p = q 1 a 1 q 2 a 2 . . . q n a n q n+1 , where (q i , a i , q i+1 ) is a transition for all i = 1, . . . , n; the label of this path is defined to be l(p) = a 1 a 2 . . . a n ∈ A * , and for n = 0 the label of the trivial path is defined to be the empty word. A path is successful if q 1 ∈ I and q n+1 ∈ F , and the language over A accepted by A, denoted by L(A), is defined to be the set of labels of all successful paths in A. We will also write p = e 1 e 2 . . . e n , where e i are the edges corresponding to the transitions (q i , a i , q i+1 ); then l(p) = l(e 1 )l(e 2 ) . . . l(e n ). Note that we can always suppose an automaton to be trim, i.e., such that every vertex belongs to some successful path, without changing the accepted language. We can also always suppose there is only one initial state. See [2, Section I.4] .
Note that any subgraph C of A determines another automaton with the set of states consisting of the vertices of C, by restriction of transitions to the edge set of C, and restriction of the initial and terminal states to those which belong to C; we call this automaton a subautomaton of A. If B is a subautomaton of A, then it is immediate that L(B) ⊆ L(A), since every successful path in B gives rise to a successful path in A with the same label.
Rational and recognizable subsets
Suppose M is a finitely generated monoid. In analogy to rational languages in a free monoid, one can define the set of rational subsets in M to consist of all the subsets of M which can be obtained from the finite ones by taking unions of two subsets, products of two subsets and Kleene star of a subset (i.e., passing to the submonoid generated by the given subset). In particular, rational subsets of free monoids are precisely the rational languages, and a subgroup of a group is a rational subset if and only if it is finitely generated (due to Anisimov and Seifert [2, Theorem III.2.7] ). Let α : A * → M be a surjective homomorphism, for some finite alphabet A. It turns out that a subset K of M is rational if and only if there exists a rational language L in A * such that K = α(L), see [11, Proposition 1.7, p.223 ]; this property is sometimes taken as the definition of a rational subset.
We say that X ⊆ M is a recognizable subset of M if there exists a homomorphism θ : M → K to some finite monoid K satisfying X = θ −1 θ(X). Equivalently, a subset X of M is recognizable if and only if the syntactic congruence ∼ X has finite index (i.e., there are finitely many equivalence classes); this is the congruence on 
Graded monoids and irreducible elements
We now introduce graded monoids and some of their basic properties, following [6] .
Definition 3.1. [6, Definition 1.3] Let M be a monoid. M is called graded if it has a finite system of generators S such that every element of M can be written as a word over S only in finitely many different ways. In other words, M is graded if there exists a finite alphabet X and an epimorphism α : X * → M such that α −1 (g) is finite for every g ∈ M . In particular, every graded monoid is finitely generated. Definition 3.2. [6, Definition 1.5] A non-identity element of a monoid M is called irreducible if it cannot be written as a product of non-identity elements of M . It follows immediately from the definition that any generating set of M should contain all the irreducible elements of M , and that the set of irreducible elements of M is equal to (M \{1})\ (M \{1}) 2 . Given a f.g. submonoid M of a free group, one can compute the set of all irreducible elements of
2 is an effectively constructible rational set.
We summarize some known properties of graded monoids in the following lemma. The first statement basically means that the property of being graded does not depend on the choice of a finite generating set, provided this set does not contain the identity (note that no monoid can be graded with respect to a generating set containing the identity).
Lemma 3.3. Let M be a graded monoid.
If S
′ is an arbitrary generating set of M which does not contain the identity then every element of M can be written as a word over S ′ only in finitely many ways.
2. The set of irreducible elements of M generates M .
3. M has no (left, right) invertible elements apart from the identity.
Proof. The proof can be found in [6] .
Note that all f.g. submonoids of a free monoid are graded. In particular, all f.g. free monoids are graded.
Example 3.4. There exists a graded submonoid of a free group which cannot be embedded in a free monoid. Consider, for example, the submonoid M of F (a, b) generated by a, b, a −1 b −1 ab. It does not embed into a free monoid because it satisfies the equality yxz = xy, where x, y, z are the three generators a, b, a −1 b −1 ab respectively, and z = 1. We now show that M is graded. We refer to a word from {a, b} * as positive. We can use induction on the number of generators in the decomposition of an element in M to see that the reduced form of any word in M must either be a positive word or end in b −1 a k bu, where k > 0 and u is a positive word. Let L denote the set of all elements of F of this form: either positive or ending in b −1 a k bu. Then it is easy to see that for every element g in L and any generators x i , x j of M from the above generating set (possibly equal) the length of gx i in F is not smaller than the length of g, and the length of gx i x j in F is strictly bigger than the length of g. Thus, if h ∈ M and h = x 1 . . . x n is a decomposition of h as a product of the above generators, then the length of h is at least [n/2]. This implies that if h has length s in F , then any decomposition of h has at most 2(s + 1) factors, in particular, there are finitely many such decompositions, so M is graded.
The following example shows that conditions 2 and 3 in Lemma 3.3 are necessary, but not sufficient for implying graded.
Example 3.5. There exists a f.g. submonoid M of a free group which has the following properties:
1. M is not graded; 2. The identity is the only (left, right) invertible element of M ; 3. M is generated by the set of its irreducible elements.
Consider, for example, the submonoid M of the free group of rank 3, F (a, b, c), generated by the elements ba, c, c
, and so a −1 can be written as a product of generators of M in infinitely many different ways:
We show now that M has no invertible elements apart from the identity. Indeed, the product of two non-invertible elements in M (or any other submonoid of a free group) is non-invertible: if x, y ∈ M , and z = (xy)
This means it suffices to prove that the generators ba, c, c
, and q, r, s, t are the numbers of times each of the generators ba, c, c
respectively occurs in some factorization of a −1 b −1 . Then r = s, since the sum of exponents of c's should be equal to 0, t = q + 1, since the sum of exponents of b's should be equal to −1, and s + t = q + 1, since the sum of exponents of a's should be equal to −1. It follows that r = s = 0. But any product with factors in {ba, b −1 a −1 } is necessarily reduced, so we can never obtain a 2. M is not generated by the set of its irreducible elements.
For example, take M to be the submonoid of the free group F (a, b) generated by a, ba
To prove the first claim, we only need to show that none of the generators is invertible, since the product of non-invertible elements is non-invertible, as in the previous example. That is, we need to check that a −1 , ab
Let r, s, t be the number of times each of the generators a, ba −1 , b −1 a respectively occurs in some particular factorization of ab −1 . Then t = s + 1, since the sum of exponents of b's should be equal to −1. It follows that r = 0, since the sum of exponents of a's should be equal to 1. But any product with factors in {ba −1 , b −1 a} is necessarily reduced, so we can never obtain ab −1 , a contradiction, so ab −1 / ∈ M . The other cases are similar. Thus M has no invertible elements apart from the identity. Now we show that M is not generated by the set of its irreducible elements. Indeed, the set of irreducible elements of M is contained in any generating set of M , in particular, in {a, ba −1 , b −1 a}. However, a is not irreducible in M , since a = ba −1 · a · b −1 a, and the set {ba −1 , b −1 a} clearly does not generate M , since any product with factors in {ba −1 , b −1 a} is necessarily reduced and so cannot be equal to a. This shows that both claims hold for M . Example 3.7. There exists a graded submonoid of a free group which is not finitely presented. Indeed, every f.g. submonoid of a free monoid is graded and can be embedded in a free group, but not every f.g. submonoid of a free monoid is finitely presented.
The following example is well-known, we include it for the sake of completeness. Consider the submonoid M of the free monoid {a, b, c, d} * generated by ab, ad, ba, c, ca, d (denoted by x 1 , . . . , x 6 respectively). A relation x i1 . . . x im = x j1 . . . x jn holding in M is called minimal if i 1 = j 1 and x i1 . . . x ir = x j1 . . . x js holding in M with 0 ≤ r ≤ m and 0 ≤ s ≤ n implies either r = s = 0 or r = m, s = n. Since free monoids are cancellative, a presentation of M can be obtained by considering all minimal relations on x 1 , . . . , x 6 . It is easy to see that these are the relations of the form
If M were finitely presented, it would admit a presentation of the form
However, it is immediate that x 4 x t+1 1 x 2 = x 5 x t+1 3 x 6 cannot be derived from this finite set of relations. Thus M is not finitely presented.
In [6] , the authors provide several alternative characterizations for graded monoids. We add a few, and in order to do so we need to introduce a few semigroup-theoretic concepts.
Let M be a monoid and u ∈ M . A nontrivial factorization of u is a sequence (u 1 , . . . , u n ) of elements of M \ {1} (for some n ≥ 0) such that u = u 1 . . . u n . The element u is regular (respectively idempotent) if u ∈ uM u (respectively u 2 = u). We say that v ∈ M is a factor of u (and we write u ≤ J v) if u ∈ M vM . The quasi-order ≤ J is called the J -order of M . A monoid is finite J -above if every element of M has only finitely many factors.
Proposition 3.8. The following conditions are equivalent for a f.g. monoid M :
1. M is graded.
2. Every element of M has only finitely many nontrivial factorizations.
3. M is finite J -above and 1 is the unique regular element of M .
4. M is finite J -above, and 1 is the unique invertible element and the unique idempotent of M .
Proof. 1 ⇒ 2. Let X be a finite alphabet and let ϕ : X * → M be a surjective monoid homomorphism such that ϕ −1 (u) is finite for every u ∈ M . Suppose first that there exist arbitrarily long nontrivial factorizations (
would be infinite, a contradiction. Therefore there exists a constant K ∈ N such that every nontrivial factorization (u 1 , . . . , u n ) of u satisfies n ≤ K. Let U be the set of all elements of M occurring in some nontrivial factorization of u.
Suppose that U is infinite. Then ϕ −1 (U ) contains arbitrarily long words and so does ϕ −1 (u), a contradiction. Hence U is finite and in view of the bound K we deduce that u has only finitely many nontrivial factorizations.
2 ⇒ 1. Straightforward. 2 ⇒ 3. Every factor of u ∈ M is either the identity or occurs in some nontrivial factorization of u. Therefore u has only finitely many factors and M is finite J -above.
Suppose that u ∈ M \ {1} is regular. Then u = uvu for some v ∈ M . If v = 1 (respectively v = 1), then (u, u, . . . , u) (respectively (u, v, u, . . . , v, u)) provides arbitrarily long nontrivial factorizations of u, a contradiction. Thus 1 is the unique regular element of M .
3 ⇒ 4. Since idempotents and invertible elements are regular. 4 ⇒ 3. Suppose that u ∈ M is regular. Then uvu = u for some v ∈ M . Since uv and vu are both idempotents, it follows that uv = vu = 1. But then u is invertible and so u = 1.
3 ⇒ 2. Let u ∈ M have n factors. Suppose that u admits infinitely many factorizations. Then u admits a nontrivial factorization (u 1 , . . . , u m ) of length m > n. It follows that u 1 . . . u j is a factor of u for j = 1, . . . , n + 1. Since u has n factors in M , it follows that there exist 1 ≤ p < q ≤ n + 1 such that u 1 . . .
Suppose first that y = 1. Since xy = x implies xy k = x for every k ≥ 1, then y k is a factor of x for every k. Since M is finite J -above, we get y r = y s for some 1 ≤ r < s. Hence y r = y r+(s−r) = y r+(s−r)r = y r y (s−r−1)r y r and so y r is regular. It follows that y r = 1 and so y = yy r−1 y. Therefore y = 1 is regular, a contradiction. Assume now that y = 1. Then u q = u q (u p+1 . . . u q−1 )u q = 1 is regular, also a contradiction. Therefore u admits only finitely many factorizations.
Note that none of the two last conditions in 4 can be removed: for counterexamples, we can take any finite nontrivial group and any finite nontrivial semilattice (commutative monoid consisting of idempotents).
We can now apply Proposition 3.8 to the case of submonoids of a free group.
Corollary 3.9. The following conditions are equivalent for a f.g. submonoid M of a free group:
2. M is finite J -above.
Proof. The equivalence follows from Proposition 3.8 by noting that M is finite J -above implies that 1 is the unique invertible element and the unique idempotent of M : the second claim is trivial since M embeds in a group and the first follows from free groups being torsion-free.
We remark that we cannot remove f.g. from the statement of the corollary since a free monoid of infinite rank embeds in any free group of rank > 1.
Being graded is decidable in free groups
We now show that it is possible to algorithmically decide whether a f.g. submonoid of a free group is graded or not. We will need the following two lemmas.
Lemma 4.1. Let M be a f.g. submonoid of a free group F = F (a 1 , . . . , a n ), given by its finite generating set S = {z 1 , . . . , z k }. Then there exists a computable constant C > 0 such that if every element u of M which has length at most C in F can be written as a word over S only in finitely many different ways, then the same is true for every u ∈ M , i.e., M is graded.
Proof. We can suppose that z 1 , . . . , z k are non-trivial reduced words in F . We claim that we can take C = 2K, where K is the maximal length of the elements z 1 , . . . , z k in the free group F . Indeed, suppose that every element of M which has length at most 2K in F can be written as a word over S only in finitely many different ways, but some u ∈ M can be written as a word over S in infinitely many different ways. Let u = z i1 z i2 . . . z iji , i ∈ N, be these infinitely many different decompositions of u, considered as equalities in the free group F , where each z ij is one of z 1 , . . . , z k . Note that the set {j i , i ∈ N} is unbounded, since there are only finitely many different words of bounded length on z 1 , . . . , z k .
Let Cay(F ) be the Cayley graph of the free group F with respect to the basis a 1 , . . . , a n , then Cay(F ) is a tree. Let p be the reduced path in Cay(F ) from 1 to u, and p i , i ∈ N, be the (possibly not reduced) path in Cay(F ) starting in 1, ending in u and with the label in F equal to z i1 z i2 . . . z iji (without cancellations applied). Making use of path composition, this means that p i = p i1 p i2 . . . p iji , where p is is the reduced path in Cay(F ) with label z is starting in the vertex z i1 z i2 . . . z i,s−1 (or 1 is s = 1) and ending in the vertex
In particular, each p is has length at most K. Then each p i , i ∈ N, can be reduced to p by successive deletions of backtrackings, i.e. successive edges of the form e, e −1 . In particular, every vertex on p belongs to all p i , i ∈ N. Let P be the set of all vertices of Cay(F ) which belong to some of the p i , i ∈ N. We claim that P is infinite. Indeed, suppose that P is finite. Then, since {j i , i ∈ N} is unbounded, there exists l ∈ N such that j l > |P |. Consider the path p l = p l1 p l2 . . . p lj l , and let v s be the endpoint of p ls , 1 ≤ s ≤ j l , so v s = z l1 z l2 . . . z ls in F . Since all the vertices v 1 , . . . , v j l belong to P , there exist i 1 and i 2 , 1 ≤ i 1 < i 2 ≤ j l , such that v i1 and v i2 coincide. This means that the subpath of p l of the form p l,i1+1 p l,i1+2 . . . p l,i2 begins and ends in the same vertex of Cay(F ), namely in v i1 = v i2 , and so its label z l,i1+1 z l,i1+2 . . . z l,i2 is equal to 1 in F , which implies (as in the proof of part 3 of Lemma 3.3) that 1 can be written as a product of the elements of S in infinitely many ways, which contradicts the assumptions. This shows that the set P is indeed infinite.
For every vertex v in Cay(F ) there exists a unique closest-point projection of v to the path p, that is, a vertex on p which has minimal possible distance to v in Cay(F ). Denote this closest-point projection to p of v by τ (v). Note that τ (v) can also be defined by the condition that τ (v) is on p and the (unique) geodesic path from v to τ (v) does not have common edges with p. Since P is infinite and the set of vertices on p is finite, there exists a vertex v on p which is the closest-point projection to p of infinitely many different vertices in P , namely of w s , s ∈ N. Note that the set of distances between v and w s is unbounded for s ∈ N, since all w s are different. Note also that each of the vertices w s belongs to some path p is by definition.
Recall that we have p is = p is,1 p is,2 . . . p is,js , s ∈ N, where we denote j is by j s for short. Also w s belongs to p is , and v occurs in p is at least twice, so that the occurrence of w s happens between these two occurrences of v. It follows that for each s ∈ N there exist l s , r s such that 1 ≤ l s < r s ≤ j s , w s belongs to the subpath q is = p is,ls p is,ls+1 . . . p is,rs of p is , and v belongs to both p is,ls and p is,rs , but v does not belong to any of p is,t , for l s < t < r s . Let y is = z is,ls z is,ls+1 . . . z is,rs be the label of q is .
Note that, since v belongs to both p is,ls and p is,rs , and both p is,ls and p is,rs have length not more than K, the beginning and end of the path q is are at most of distance 2K apart, and so y is as an element of F (after cancellations) has length at most 2K. In particular, y is takes only finitely many different values in F for s ∈ N. On the other hand, since w s belongs to q is and the distances between w s and v are unbounded, for s ∈ N, the set {r s − l s , s ∈ N} is also unbounded, which means that there are infinitely many different decompositions of y is as products of z 1 , . . . , z k , for s ∈ N (s is not fixed here). It follows that for some s ∈ N the element y is of M , which has length at most 2K in F , admits infinitely many different decompositions as products of z 1 , . . . , z k , a contradiction. This proves the lemma.
The next lemma features a class of languages (containing rational languages as a particular case) known as context-free languages. They are usually defined through structures called context-free grammars or pushdown automata. For the basic theory, the reader is referred to [2, 4] . We summarize next the properties of context-free languages which are relevant to us:
are both context-free.
(CF2) It is decidable whether or not a context-free language recognized by a given pushdown automaton is finite.
The celebrated Muller and Schupp Theorem illustrates the relevance of context-free languages for group theory: let A be a finite alphabet, G a group and ϕ : (A ∪ A −1 ) * → G a surjective monoid homomorphism satisfying ϕ(a −1 ) = (ϕ(a)) −1 for every a ∈ A; then G is virtually free if and only if ϕ −1 (1) is context-free [8] . We should remark that the closure properties (CF1) follow from effective algorithms: given a pushdown automaton recognizing L and a finite automaton recognizing R, we can effectively construct pushdown automata recognizing L ∩ R and R ⋄ L. Moreover, given a finite presentation for the virtually free group G and ϕ, we can effectively construct a pushdown automaton recognizing ϕ −1 (1).
Lemma 4.2. Let F be a free group with a basis A = {a 1 , . . . , a n }, and let X = {x 1 , . . . , x l } be a finite alphabet, α : X * → F be a homomorphism. Then for every u ∈ F the language α −1 (u) ⊆ X * is context-free, and given α and u one can construct a pushdown automaton recognizing α −1 (u).
Proof. Let X −1 denote a set of formal inverses for the set X. We extend α to a monoid homomorphism α : (X ∪ X −1 ) * → F by setting α(x −1 ) = (α(x)) −1 for every x ∈ X. By Nielsen's Theorem, the image of α is a free subgroup F ′ of F . By Muller and Schupp Theorem, α −1 (1) is an (effectively constructible) context-free language. It is decidable whether or not u ∈ F ′ in view of Benois Theorem, and we may assume that u ∈ F ′ (otherwise α −1 (u) is empty, hence context-free), and in that case we can compute some w ∈ (X ∪ X −1 ) * such that α(w) = u −1 . It is straightforward to check that α −1 (u) = w⋄α −1 (1), hence context-free (and effectively constructible) in view of (CF1). Now it follows as well from (CF1) that α −1 (u) = α −1 (u)∩X * is also an (effectively constructible) context-free language.
Theorem 4.3. Given a f.g. submonoid M of a free group F , it is decidable whether M is graded or not.
Proof. Suppose M is given by a generating set S = {z 1 , . . . , z k }, and let
. . , k, be the corresponding epimorphism. According to Lemma 4.1, we can compute C > 0 such that it suffices to check whether α −1 (u) is finite for all u ∈ F of length at most C, i.e., for finitely many elements. Let w 1 , . . . , w s be all elements of F of length at most C. For each i, i = 1, . . . , s, α −1 (w i ) is context-free and given by its pushdown automaton by Lemma 4.2, so one can decide whether α −1 (w i ) is finite or not by (CF2). If for some i = 1, . . . , s the language α −1 (w i ) is infinite then M is not graded, otherwise it is.
Homomorphism and isomorphism problems for submonoids
We now address the homomorphism and isomorphism problems for graded submonoids of a free group. Definition 5.1. Let N be a monoid with decidable word problem, and M be a f.g. submonoid of N given by a finite generating set S. The homomorphism problem for M asks whether, given a map ϕ : S → N , one can decide if ϕ can be extended to a homomorphism ϕ : M → N . Let
be some expression of s i in terms of generators from S ′ , 1 ≤ i ≤ k. In the same way, let s ′ j = s j1 s j2 . . . s jq j be some expression of s ′ j in terms of generators from S, 1 ≤ j ≤ l. Note these expressions can be computed since M has decidable word problem. Let m be the maximum of all p i and q j , 1
We first check the following condition:
Note that this condition can be verified algorithmically, since there are only finitely many words in S ′ involved and M , N have decidable word problem. Note also that this is a necessary condition for ψ to be extendable to a homomorphism ψ : M → N . Thus if this condition is not satisfied we stop, and so we can suppose it is satisfied. Now define ϕ : S → N as follows:
It is sufficient to prove that ψ extends to a homomorphism ψ : M → N if and only if ϕ extends to a homomorphism ϕ : M → N (and if so, the homomorphisms are actually the same).
Indeed, suppose first that ψ extends to a homomorphism ψ : M → N . Then ϕ can be also extended to ψ, since for every 1 ≤ i ≤ k we have
Suppose now that ϕ extends to a homomorphism ϕ : M → N . Then for every 1 ≤ j ≤ l we have
, and the right-hand side has length at most m 2 in S ′ , so we can apply (1) and we get ψ(s
This shows that ψ can be also extended to ϕ. In other words, for a f.g. submonoid M of a monoid N , if X = {x 1 , . . . , x k } and α : X * → M is an epimorphism, then the homomorphism problem for M asks whether for a given map θ : X → N , which always extends to a homomorphism θ : X * → N , one can decide if there exists a homomorphism ψ : M → N such that ψα = θ. It is easy to see this is equivalent to the first definition.
Definition 5.3. Let N be a monoid. The isomorphism problem for a class C of f.g. submonoids of N asks whether, given two submonoids M 1 and M 2 in C (given by their finite generating sets), one can decide whether or not M 1 is isomorphic to M 2 .
Note that both homomorphism problem and isomorphism problem are solvable for f.g. submonoids of free monoids ( [3] , [12] ). We prove that these problems are solvable for graded submonoids of free groups. Note that every submonoid of a free monoid is graded, and that every free monoid embeds in some free group in the natural way, so our results generalize the above results.
Theorem 5.4. The homomorphism problem is decidable for every graded submonoid of a free group.
Theorem 5.5. The isomorphism problem is decidable for the class of graded submonoids of a free group.
We don't know yet whether these problems are decidable for arbitrary f.g. submonoids of a free group. Question 5.6. Is the homomorphism problem decidable for every f.g. submonoid of a free group? Question 5.7. Is the isomorphism problem decidable for the class of all f.g. submonoids of a free group? Question 5.8. Given a f.g. submonoid of a free group, can one decide whether it embeds in a free monoid or not? Note that it should be graded if it does, but this is not sufficient, see Example 3.4.
Relation automaton for a graded submonoid of a free group
The idea of the proof of Theorem 5.4 is to encode all the relations of a graded submonoid M by a finite automaton (note that M might be not finitely presented, even if it is a submonoid of a free monoid, see Example 3.7). Then a map ϕ : S → F can be extended to a homomorphism ϕ : M → F if and only if all the relations in M go to true equalities in the free group F under ϕ, and we show this can be decided using the finite automaton encoding the relations and an additional lemma about rational subsets in F × F : one can decide whether such a rational subset lies inside the diagonal. Since a graded submonoid of F has a unique minimal generating set, namely the set of all irreducible elements, Theorem 5.4 implies Theorem 5.5 almost immediately.
We start from defining an (in general infinite) automaton which encodes all the relations of a f.g. submonoid M of a free group F , and then we show that for a graded submonoid M it is sufficient to consider a finite computable subautomaton of this automaton which already encodes all the relations of M .
Let F be a finitely generated free group of rank n, F = F (a 1 , . . . , a n ), and M be a finitely generated submonoid in F , M = {z 1 , . . . , z k } * , where z 1 , . . . , z k are elements of F , i.e., reduced words in a 1 , . . . , a n . Let X = {x 1 , . . . , x k } be a finite alphabet, and α : X * → M, α(x i ) = z i , i = 1, . . . , k, be the natural epimorphism for M . Then we can think of M as a monoid defined by a presentation X | R , for some (not necessarily finite) set of relations R.
Let Y be the following alphabet:
. Let C M be the automaton over Y with the set of states M ×M , (1, 1) being the only initial and final state, and the transitions defined as follows: there is an edge from the vertex (u, v) to the vertex (uα(π 1 (y)), vα(π 2 (y))), labelled by y, for every (u, v) ∈ M × M and y ∈ Y . This means that there is an edge from (u, v) to (uz i , v) labelled by (x i , 1) ∈ Y , and an edge from (u, v) to (u, vz i ) labelled by (1, x i ) ∈ Y , for all i = 1, . . . , k and (u, v) ∈ M × M . Note that C M is a deterministic automaton.
Let (u 1 , v 1 ) and (u 2 , v 2 ) be two vertices of C M , where
if and only if u = v in M . Note that this is indeed an equivalence relation on the set of vertices of C M . Moreover, it can be extended to the edge set of C M in a natural way: if e 1 is an edge of C M beginning in (u 1 , v 1 ) and labelled by y, for some y ∈ Y , and e 2 is an edge of C M beginning in (u 2 , v 2 ) and labelled by the same y, and (u 1 , v 1 ) ∼ (u 2 , v 2 ), then we let e 1 ∼ e 2 . Note that the end vertex of e 1 and the end vertex of e 2 are also equivalent in this case. Note that edges in the same equivalence class have the same labels. We denote the equivalence class of an edge e of C M by [e], and similar for vertices.
We define Γ M to be the automaton over Y with the vertex set being the set of equivalence classes of vertices of C M , [(1, 1)] being the only initial and final state, and the edge set being the set of equivalence classes of edges of C M , with the incidence relations being inherited from those in C M , and the label of the edge Lemma 6.1. Let M be a f.g. submonoid of a free group, and L(Γ M ) be defined as above.
Proof. Suppose first that (u, v) ∈ π(L(Γ M )). This means that there exists a closed path p in Γ M beginning and ending in o such that π(l(p)) = (u, v), so π 1 (l(p)) = u, π 2 (l(p)) = v. 
. . x ir and v = x j1 x j2 . . . x jt and consider the following path of length r + t in Γ M , beginning in o: p = e 1 e 2 . . . e r e r+1 e r+2 . . . e r+t , where e 1 , . . . , e r have labels (x i1 , 1), . . . , (x ir , 1) respectively, and e r+1 , . . . , e r+t have labels (1,
However, Γ M might be infinite, so it is not satisfactory from the algorithmic point of view. The next lemma shows that, if M is graded, then we can replace Γ M by a finite subautomaton without affecting the property of the previous lemma. 
This will imply that the lemma holds, since in this case we can construct ∆ C M as follows. We construct connected directed graphs ∆ i with the edges labelled by elements of Y and vertices labelled by elements of M × M by induction, so that ∆ i ⊆ ∆ i+1 . Let ∆ 0 be the graph with one vertex labelled by (1, 1) and no edges. Suppose ∆ i is constructed, we are going to construct ∆ i+1 ; we include all the edges and vertices of ∆ i in ∆ i+1 and we are going to add possibly some new vertices and edges as following. Let v be a vertex of ∆ i which is not in ∆ i−1 if i ≥ 1 (or v is the only vertex of ∆ i in case i = 0). Suppose (g, h) is the label of v, where g, h ∈ M . Consider all the pairs of the form (gα(π 1 (y)), hα(π 2 (y))), for all y ∈ Y . For each of them, say (g ′ , h ′ ) = (gα(π 1 (y)), hα(π 2 (y))), check if the length of g ′−1 h ′ in F is greater than C or not. If yes, then forget this pair and move to the next one. If no, then check whether there exists a vertex w among those vertices of ∆ i+1 which are already constructed with label (g
If it does, then add a new edge to ∆ i+1 starting in v and ending in w and labelled by y, otherwise add a new vertex v ′ to ∆ i+1 labelled by (g ′ , h ′ ) and add a new edge to ∆ i+1 starting in v and ending in v ′ and labelled by y. Do the same for each of (gα(π 1 (y)), hα(π 2 (y))), y ∈ Y , one by one. Apply this procedure for all vertices v of ∆ i which are not in ∆ i−1 , one by one. This defines ∆ i+1 . The process will stop when for some s we have ∆ s = ∆ s+1 , i.e., no new edges or vertices can be added. It is easy to see that this will eventually happen, since according to the construction all graphs ∆ i are isomorphic to subgraphs of the finite graph ∆ C M , for the above C, and in this case ∆ s is isomorphic to ∆ C M , with the isomorphisms respecting the edge labels. Thus we can construct ∆ C M algorithmically in this case. Let K be the maximal length of the generators z 1 , . . . , z k of M in F . Let also D be the maximal number of factors in decompositions of elements of M of length at most 2K in F as products of z 1 , . . . , z k ; D is finite since M is graded and there are finitely many elements of length at most 2M in F , and D is computable by Lemma 4.2. We claim that one can take C = 4KD + K.
Suppose now that x, y ∈ X * are such that (x, y) ∈ π(L(Γ M )), (x, y) = (1, 1), so by Lemma 6.1 α(x) = α(y). We want to show that (
We use some notations as in the proof of Lemma 4.1. Let Cay(F ) be the Cayley graph of the free group F with respect to the basis a 1 , . . . , a n , then Cay(F ) is a tree, and the elements of F can be considered as vertices of Cay(F ). Let p be the reduced path in Cay(F ) from 1 to w, and q, r, be the (possibly not reduced) paths in Cay(F ) starting in 1, ending in w and with the label in F equal to z i1 z i2 . . . z i l , z j1 z j2 . . . z jm respectively (without cancellations applied). This means that q = q 1 q 2 . . . q l , where q s is the reduced path in Cay(F ) with label z is starting in the vertex z i1 z i2 . . . z is−1 (or 1 is s = 1) and ending in the vertex z i1 z i2 . . . z is , 1 ≤ s ≤ l, and r = r 1 r 2 . . . r m , where r s is the reduced path in Cay(F ) with label z js starting in the vertex z j1 z j2 . . . z js−1 (or 1 is s = 1) and ending in the vertex z j1 z j2 . . . z js , 1 ≤ s ≤ m. In particular, each q i , r i has length at most K. Let u s be the end vertex of q s , 1 ≤ s ≤ l, and v s be the end vertex of r s , 1 ≤ s ≤ m. In particular, u l = v m = w. Let also u 0 = v 0 = 1. Note that by definition all u i and v i are in M .
We claim that one can choose two sequences of non-negative integers,
such that α i+1 = α i and β i+1 = β i +1, or α i+1 = α i +1 and β i+1 = β i , for all 0 ≤ i ≤ l+m−1, and the distance between the vertices u αi and v βi in Cay(F ) is at most C (or, in other words, the length of u , 1) , . . . , (x i l , 1), (1, x j1 ) , . . . , (1, x jm ), possibly taken in different order, but so that the edge labelled by (x is , 1) appears in p ′ before the edge labelled by (x is+1 , 1), for 1 ≤ s ≤ l − 1, and the edge labelled by (1, x js ) appears in p ′ before the edge labelled by (1,
. . x jm ) = (x, y), and so (x, y) ∈ π(L(∆ C M )), as desired. We now study how q and r can behave in terms of cancellations. We will speak about q, but it also applies to r in a similar way. Suppose t 1 and t 2 are such that 1 ≤ t 1 < t 2 ≤ l and the paths q t1 and q t2 have a common vertex w 0 , which does not belong to any of q i , t 1 < i < t 2 . This means that the subpath q ′ = q t1 q t1+1 . . . q t2 of q cancels completely, except for the initial subpath of q t1 ending in w 0 and the terminal subpath of q t2 beginning in w 0 . Since q t1 and q t2 have length at most K, q ′ as an element of F (after cancellations) has length at most 2K, and so t 2 − t 1 + 1 ≤ D, by definition of D, and thus the path q ′ has length at most KD.
Denote by L(x) the length of an element x ∈ F , and by
Recall that for every vertex z in Cay(F ) there exists a unique closest-point projection of z to the path p, that is, a vertex on p which has minimal possible distance to z in Cay(F ), and we denote this closest-point projection of z by τ (z). We claim that for all 1 ≤ i ≤ l, 1 ≤ j ≤ m we have
This follows from the above observation. We show it for u i , for a fixed i; it is similar for v j . Recall that u i belongs to the path q, so there exist 1 ≤ t 1 < t 2 ≤ l such that u i belongs to a subpath q ′ = q t1 q t1+1 . . . q t2 of q, and τ (u i ) belongs to both q t1 and q t2 , but not to any q j for t 1 < j < t 2 . As proved above, q ′ has length at most KD, and it follows that
For a vertex u i on q, 1 ≤ i ≤ l, let Ω(u i ) be the set of vertices τ (u s ) for 1 ≤ s ≤ i and let ω(u i ) be the element of Ω(u i ) of maximal length in F . In other words, ω(u i ) is the closest to w (and furthest from 1) vertex of p which the subpath q 1 q 2 . . . q i of q reaches. In the same way, for a vertex v j on r, 1 ≤ i ≤ m, the vertex ω(v j ) is defined, it is the closest to w (and furthest from 1) vertex of p which the subpath r 1 r 2 . . . r j reaches. We let
Note that the whole segment from ω(u i ) to τ (u i ) cancels out in q, so its length is bounded by KD by the above observation. In the same way, the distance between ω(v j ) and τ (v j ) is bounded by KD. It follows that
Recall that it suffices to construct the above sequences α i and β i . We claim that we can choose them so that
Note that this condition implies that L(u
Also, according to (2), we have d(u αi , τ (u αi )) ≤ KD and d(v βi , τ (v βi )) ≤ KD, so, given that condition (4) holds, we have
We have α 0 = β 0 = 0. Choose α 1 = 1 and
We continue by induction. Suppose we have defined 0 = α 0 ≤ α 1 ≤ . . . ≤ α s and 0 = β 0 ≤ β 1 ≤ . . . ≤ β s satisfying the above conditions, including condition (4), and we want to define α s+1 and β s+1 , for some 1
If L(ω(u αs )) ≤ L(ω(v βs )), then we choose α s+1 = α s + 1 and β s+1 = β s . By induction hypothesis, we have
is obtained from u αs by multiplying by one of the generators x 1 , . . . , x k , which have
) and L(ω(u αs+1 )) belong to the same segment of length K, so (v βs ) ), then we choose α s+1 = α s and β s+1 = β s + 1, and the proof of condition (4) We denote the vertices uα i by α i , and v β j by β j for shortness. The notation α i,i+1 corresponds to the vertices uα i , uα i+1 when they coincide, and α i−k for i < k to the vertices uα i , uα i+1 , . . . , uα k , in the case all these vertices coincide, and similar for the betas.
Thus for a graded submonoid M of a free group F we can compute a finite automaton ∆ M which encodes all the relations in M . We call it a relation automaton for M . Note that we can always suppose ∆ M is trim if necessary.
Decidability of the homomorphism and isomorphism problems
In order to solve the homomorphism problem for M , we need one additional lemma about rational subsets of F × F . Note that in general rational subsets of F × F , in fact even finitely generated subgroups, can behave very badly from the algorithmic point of view, in particular, they can have unsolvable membership problem, see [7] . However, one can decide whether a rational subset lies in the diagonal subgroup, as the following lemma shows.
Lemma 7.1. Let F be a f.g. free group, R be a rational subset of F × F , and D be the diagonal subgroup of F × F : D = {(x, x), x ∈ F }. Then it is decidable whether or not R ⊆ D.
Proof. Denote G = F × F , and let α : A * → G be a surjective homomorphism, where A is some finite alphabet, and A be a finite automaton such that R = α(L(A)). As mentioned above, we can always suppose that A is trim and has only one initial state. Denote the initial state of A by u 0 and the terminal states of A by t 1 , . . . , t l . Let also α 1 , α 2 : A * → F be the projection homomorphisms of α, i.e., α(z) = (α 1 (z), α 2 (z)) for every z ∈ A * . Choose a spanning tree T in A so that every edge in T is oriented from u 0 . That is, T is a set of edges which constitutes a spanning tree in the undirected multigraph determined by A and for each vertex q there is a directed path from u 0 in q. This is easy to construct by induction: let T 0 be u 0 and suppose we have constructed a subtree T i such that every edge in T i is oriented from u 0 . If T i contains all the vertices then we are done and T = T i . Otherwise if a vertex v is not in T i , since A is trim, there exists an oriented path p from u 0 to v, and we can always suppose this path first goes inside the tree T i and then leaves it and does not come back to T i . Then let T i+1 be the union of T i and the first edge of p which does not lie in T i , and proceed by induction.
Now define a labelling function µ : Q → F on the vertex set Q (i.e., set of states) of A as follows: let µ(u 0 ) = 1, and then define µ by induction: suppose an edge e of T begins in a vertex u for which µ(u) = g ∈ F is already defined and ends in a vertex v for which µ(v)
is not yet defined, and e has label z ∈ A * ; then define µ(v) = α 1 (z) −1 gα 2 (z). Since T is a spanning tree, this gives a unique well-defined µ-labelling on the vertex set Q, which can be algorithmically computed.
We now claim that R ⊆ D if and only if the following two conditions hold:
1. For every edge e of A which begins in a vertex u, ends in a vertex v and has label z ∈ A * we have
2. For every terminal vertex t i we have µ(t i ) = 1, i = 1, . . . , l.
Note that this will prove the lemma, since these conditions can be verified algorithmically. Note also that the first condition holds for edges in T by definition of the labelling µ. Indeed, suppose first that the above conditions hold, and we need to show that R ⊆ D. Let g ∈ R, then g = α(l(p)) for some successful path p = q 1 a 1 q 2 a 2 . . . q n a n q n+1 in A, so that q 1 = u 0 , q 2 , . . . , q n are vertices of A, q n+1 = t j for some j = 1, . . . , l is a terminal vertex, and a i ∈ A, i = 1, . . . , n, are labels of corresponding edges. Note that l(p) = a 1 a 2 . . . a n . Let
. . x n , y 1 y 2 . . . y n ). Then, applying the first condition, we have µ( so for i = n we get, using the second condition,
which implies x 1 x 2 . . . x n = y 1 y 2 . . . y n , so g ∈ ∆. This implies R ⊆ ∆. Now suppose R ⊆ ∆ and we need to prove that the above conditions hold. Suppose that the first condition does not hold. Then there exists an edge e of A which does not belong to T , such that e begins in u, ends in v, α(l(e)) = (x, y) ∈ G and µ(v) = x −1 µ(u)y. Let p 1 be the oriented path from u 0 to u inside T , and α(l(p 1 )) = (x 1 , y 1 ) ∈ G. Let also p 2 be the oriented path from u 0 to v inside T , and α(l(p 2 )) = (x 2 , y 2 ) ∈ G. Since A is trim, there exists an oriented path p ′ from v to one of the terminal vertices t 1 , . . . , t l , and let ′ , y 1 yy ′ ), and α(l(p 2 p ′ )) = (x 2 x ′ , y 2 y ′ ). Since R ⊆ ∆, we have x 1 xx ′ = y 1 yy ′ and x 2 x ′ = y 2 y ′ , but this implies
a contradiction. So the first condition holds. It remains to prove that the second condition holds. Let t j be one of the terminal vertices of A, j = 1, . . . , l. Let p be an oriented path in T from u 0 to t j , p = q 1 a 1 q 2 a 2 . . . q n a n q n+1 , so that q 1 = u 0 , q 2 , . . . , q n are vertices of A, q n+1 = t j , and a i ∈ A, i = 1, . . . , n, are the labels of corresponding edges. Note that l(p) = a 1 a 2 . . . a n . Let α 1 (a i ) = x i , α 2 (a i ) = y i , i = 1, . . . , n, then α(l(p)) = (x 1 x 2 . . . x n , y 1 y 2 . . . y n ). Since p is a successful path and R ⊆ ∆, we have x 1 x 2 . . . x n = y 1 y 2 . . . y n . As above, we have by induction
1 y 1 y 2 . . . y n−1 y n , and thus µ(t j ) = 1. This proves the lemma.
Proof of Theorem 5.4. Let X = {x 1 , . . . , x k } and α : X * → M be an epimorphism, and ϕ : X → F be a map. Then ϕ always extends to a homomorphism ϕ : X * → F , and this defines a unique homomorphism ϕ : X * × X * → F × F via ϕ((x, y)) = (ϕ(x), ϕ(y)) for all x, y ∈ X * . By Lemma 6.2, we can construct a finite automaton ∆ M such that
Then R ϕ (M ) is a rational subset of G = F × F , since it is the image of a rational language L(∆ M ) under a homomorphism. By Lemma 7.1, we can decide whether or not
and only if there exists a homomorphism ψ : M → F such that ψα = ϕ. This will solve the homomorphism problem.
Indeed, such a homomorphism exists if and only if for every x, y ∈ X * such that α(x) = α(y) we have ϕ(x) = ϕ(y): it is clear that it is a necessary condition, but it is also sufficient since if it's true then for every z ∈ M one can define ψ(z) = ϕ(w) for any w ∈ α −1 (z), and this will give the desired homomorphism. This happens if and only if (ϕ(x), ϕ(y)) ∈ D for all x, y ∈ X * such that α(x) = α(y) Proof of Theorem 5.5. Let M, N be two graded submonoids of a f.g. free group F , given by their finite generating sets. By Lemma 3.3, since M and N are graded, they are generated by their sets of irreducible elements which can be computed from the original generating sets as noticed above. Thus we can suppose M is given by its set of irreducible elements X = {x 1 , . . . , x k }, N is given by its set of irreducible elements Y = {y 1 , . . . , y l }, and M = X * , N = Y * . Note that the isomorphism between M and N , if it exists, should induce a bijection between the sets of irreducible elements X and Y . Thus, if k = l, we conclude that M is not isomorphic to N .
Suppose now k = l. Let γ 1 , . . . , γ s be all bijections from X to Y , then γ can be extended to a homomorphism γ 
Language-theoretic characterizations
A generating system of a monoid M is a pair of the form (X, α), where X is a set and α : X * → M is a morphism from the free monoid on X onto M . A mapping β : X * → X * is a description of M with respect to (X, α) if β(X * ) is a cross-section of α and αβ = α, i.e., each element of M is represented (through α) by a unique element of β(X * ) and each word u ∈ X * represents the same element of M as β(u). We can view β as a subset of X * × X * as β = {(u, β(u)) | u ∈ X * }. Then we say that β is rational if it is rational as a subset of X * × X * . This implies in particular that X must be finite (and therefore M is finitely generated). Moreover, this property does not depend on the finite generating system chosen, see [10] . A monoid is called rational if it has a rational description. See [10] for more details on descriptions and rational monoids. Recall a monoid M is Kleene if the sets of rational and recognizable subsets of M coincide. Proof. 1 ⇒ 2. Fix a finite set X and a surjective monoid homomorphism α : X * → M such that 1 / ∈ α(X). We fix an arbitrary total order on X and we consider the lexicographic order on X * (the dictionary order). We define a description β : X * → X * with respect to (X, α) as follows: given u ∈ X * , β(u) is the minimum element of α −1 α(u) for the lexicographic order. Note that the lexicographic order is not a well-order, but we only need its restriction to α −1 α(u), which is finite since M is graded. We must show that β is a rational subset of X * × X * . We show next that β(X * ) ∈ Rat(X * ).
Recall the finite subautomaton ∆ M from Lemma 6.2, as well as the notation π, π 1 , π 2 . By this lemma we have
We shall write L = L(∆ M ) and B = β(X * ). Let K be the number of vertices of ∆ M . Suppose that there exists a path labelled by (x 1 , 1) . . . (x K , 1) in ∆ M , for some x i ∈ X. Then there exists some loop at some vertex p with label (x i , 1) . . . (x j , 1). with 0 ≤ i ≤ j ≤ K. Since ∆ M is trim, we have paths from the basepoint o to p and back. Assume that the image by π of their labels is respectively (u, u ′ ) and
for every n ≥ 0, contradicting M being graded. Thus there is no path labelled by (x 1 , 1) . . . (x K , 1) in ∆ M , and the same is true for paths labelled by (1, x 1 ) . . . (1, x K ) .
Consider the following rational languages over Y :
We claim that
Let u ∈ B. Suppose that u = π 2 (v) for some v ∈ L ∩ Z * R. Out of symmetry, we may assume that v = z(x, 1)t 1 (1, x ′ )y, where z ∈ Z * , x, x ′ ∈ X, x < x ′ , t 1 ∈ T 1 and y ∈ Y * . It follows from the definitions that there exist q, r, y 1 , y 2 ∈ X * such that π(v) = (qxry 1 , qx ′ y 2 ). By (6) , since v ∈ L, we have α(qxry 1 ) = α(qx ′ y 2 ). Since x < x ′ , we have qxry 1 < qx ′ y 2 in the alphabetic order. But qx ′ y 2 = π 2 (v) = u ∈ B, which is supposed to be the minimum element in α −1 α(qx ′ y 2 ). In view of this contradiction, we deduce that u ∈ X * \ π 2 (L ∩ Z * R) and so B ⊆ X * \ π 2 (L ∩ Z * R). Conversely, let u ∈ X * \ B. Then β(u) < u. Suppose that β(u) is a prefix of u. Writing u = β(u)w, we deduce from αβ(u) = α(u) that α(w) = 1, which implies α −1 (1) infinite (since w = 1 and free groups are torsion-free), contradicting the assumption that M is graded. Hence β(u) is not a prefix of u, and so there exist x, x ′ ∈ X and q, y 1 , y 2 ∈ X * such that x < x ′ and (β(u), u) = (qxy 1 , qx ′ y 2 ). Note that there exists z ∈ Z * such that π(z) = (q, q). In particular, z ∈ L. Since αβ(u) = α(u), we have α(q)α(xy 1 ) = α(q)α(x ′ y 2 ) in the free group, so α(xy 1 ) = α(x ′ y 2 ). Now it follows from (6) that there exists w ′ ∈ L such that π(w ′ ) = (xy 1 , x ′ y 2 ). Then it follows from the above remarks that either w ′ = (x, 1)t 1 (1, x ′ )y for some t 1 ∈ T 1 , y ∈ Y * , or w ′ = (1, x ′ )t 2 (x, 1)y for some t 2 ∈ T 2 , y ∈ Y * . In both cases it follows that w ′ ∈ L ∩ R, and so zw ′ ∈ L ∩ Z * R. Moreover, π(zw ′ ) = π(z)π(w ′ ) = (q, q)(xy 1 , x ′ y 2 ) = (qxy 1 , qx ′ y 2 ) = (β(u), u). This implies that u ∈ π 2 (L ∩ Z * R) and so X * \ B ⊆ π 2 (L ∩ Z * R). Therefore (7) holds. Now L∩Z * R ⊆ Y * being rational follows from the standard closure properties of rational languages [2, Proposition I.4.2], hence π 2 (L ∩ Z * R) ⊆ X * is rational since rational subsets are preserved by monoid homomorphisms [2, Proposition II.2.2]. Thus B is rational since rational languages are closed under complement. Therefore (5) holds.
Next we show that
Indeed, let u ∈ X * . We have α(u) = αβ(u). By (6), there exists some w ∈ L such that π(w) = (u, β(u)). Moreover, π 2 (w) = β(u) ∈ B, hence w ∈ L ∩ π −1 2 (B). This proves the direct inclusion of (8) .
Conversely, let w ∈ L ∩ π −1 2 (B). By (6), we get π(w) = (u, v) for some u, v ∈ X * such that α(u) = α(v). But π 2 (w) ∈ B yields v ∈ B and so β(v) = v. Thus α(u) = α(v) yields β(u) = β(v) = v and so π(w) = (u, β(u)). Therefore (8) holds. Now L ⊆ Y * is a rational language. Since B ⊆ X * is rational by (5) and the inverse image of a rational language by a free monoid homomorphism is still a rational language [2, Proposition I.4.2], and using also closure under intersection, it follows that L ∩ π −1 2 (B) ∈ Rat(Y * ). Since rational subsets are preserved by monoid homomorphisms, it follows that {(u, β(u)) | u ∈ X * } is a rational subset of X * × X * as required. 2 ⇒ 3. By [10, Theorem 4.1]. 3 ⇒ 1. Recall that ∼ L denotes the syntactic congruence for L ⊆ M , in particular, for g ∈ M , ∼ g is the syntactic congruence for the set {g}. Suppose that M contains an invertible element u = 1. Clearly, the singleton set {1} is rational, hence recognizable by (iii). Let k, m ≥ 0 be distinct. We have 1·u k ·(u −1 ) k = 1 but 1·u m ·(u −1 ) k = 1 (since u ∈ F \{1} must have infinite order). Thus u k ∼ 1 u m and so ∼ 1 has infinite index, contradicting 1 ∈ Rec(M ). Therefore 1 is the unique invertible element of M . Now consider a finite set X and a surjective monoid homomorphism ϕ : X * → M . We may assume that 1 / ∈ ϕ(X). Suppose that there exists some u ∈ M such that ϕ −1 (u) is infinite. On the other hand, {u} ∈ Rat(M ) = Rec(M ) by (iii), hence ∼ u has finite index, say k. Since X is finite and ϕ −1 (u) is infinite, there exists some v ∈ ϕ −1 (u) with length > k. ϕ(x) = 1 by assumption, then ϕ(x) would be an invertible element of M different from the identity, contradicting our previous conclusion. Therefore ϕ(v i ) ∼ u ϕ(v j ) whenever 0 ≤ i < j ≤ k, contradicting |M/ ∼ u | = k. Thus ϕ −1 (u) is finite for every u ∈ M and so M is graded.
Note that in general all rational monoids are Kleene [10, Theorem 4.1], but not all Kleene monoids are rational [9] .
In fact, neither of the other implications in Theorem 8.1 holds for arbitrary monoids. On the one hand, 2 ⇒ 1 (and therefore 3 ⇒ 1) fails for any finite nontrivial group (which are rational by [10] ). On the other hand, 1 ⇒ 3 (and therefore 1 ⇒ 2) fails in view of the following result.
Recall that a right-angled Artin group is a group of the form F/N , where F is the free group on some finite set A and N is the normal subgroup generated by some subset of {[a, b] | a, b ∈ A}. Proposition 8.2. The following conditions are equivalent for a right-angled Artin group G:
1. Every graded submonoid of G is a Kleene monoid.
2. G is a free group.
Proof. 1 ⇒ 2. Suppose that G is not a free group. Then Z × Z is a submonoid of G, and so is N × N.
Clearly, the identity (0, 0) is the unique idempotent and the unique invertible element of the f.g. (additive) monoid N × N. If (m, n) ∈ N × N, then (m, n) has precisely (m + 1)(n + 1) factors, hence N × N is finite J -above and therefore graded by Proposition 3.8.
Consider the rational subset L = (1, 1) * = {(n, n) | n ∈ N} of N × N. If m, n ∈ N are distinct, then (0, m) ∼ L (0, n) because (0, m) + (m, 0) ∈ L but (0, n) + (m, 0) / ∈ L. Thus ∼ L has infinite index and so L is not a recognizable subset of N × N. Therefore N × N is not a Kleene monoid and G fails condition 1.
2 ⇒ 1. By Theorem 8.1.
