Focusing on process constraints (or bottlenecks) is how companies are improving productivity, decreasing response times. However, a bottleneck is not easily detectable, especially when conventional bottleneck methods are used. This work presents a method, based on simulation, to help the selection of the bottleneck detection method to be applied to a given situation. The methodology extends previous works on the subject, mainly those by Roser, Nakano and Tanaka (2002) and Roser, Nakano and Tanaka (2003) . The proposed method was successfully applied to a real bottling process.
INTRODUCTION
The study of bottleneck detection gained attention shortly after the book "The Goal" (Goldratt 1992 ). The author presented in his book a new vision on how to obtain better process improvement by identifying and acting on processes' bottlenecks, to improve productivity. The central ideal is well known: the bottleneck is the root of system's performance problems. Therefore, improvements in resources rather than bottleneck(s) will not help in achieving better results. But, in real systems, a bottleneck is not so easily detected.
The objective of this work is to present a methodology for selecting the best bottleneck detection method for a given situation. This method was successfully applied to a real bottling process.
This work is organized as follows: section 2 makes a brief conceptualization of the bottleneck types and the main bottleneck detention methods; section 3 discusses the proposed method; section 4 presents a case study; section 5 shows the main results, closing with section 6, which presents conclusions.
BOTLENECK ANALYSYS
According to Goldratt (1992) , the flow of goods of an entire system is limited by the capacity of different machines; some machines affect the overall system performance more than others. These machines are called bottlenecks. The main bottleneck types can be classified into 3 categories:
• Simple Bottleneck (Grosfeld-Nir 1995),
• Multiple Bottleneck (Aneja and Punnen 1999) • Shifting Bottleneck (Roser, Nakano, and Tanaka 2002) Figure 1 shows the basic configuration of these bottleneck types. In Simple Bottleneck there is only one bottleneck machine during the entire period considered. In Multiple Bottlenecks case, there are some bottlenecks, but these bottlenecks are fixed for the entire period considered. For the Shifting Bottleneck situation, there is no single bottleneck for the entire period; the bottleneck is instantly shifting between one station to another. Sum of the duration (or percentage) that one production station is in the active state without interruption in a period of time.
The time periods in which the production station is the sole bottleneck and the time periods that the production station is a shifting bottleneck is summed to find the bottleneck total time. Although instantly some machines can be the bottleneck the one with the highest value will be the major bottleneck.
Time unit or percentage of time
PROPOSED METHODOLOGY
The methods shown in Table 1 will not give the same results, which suggest the need for selection criteria. The work of Lima and Chwif (2007) proposes some guidelines for selecting the most suitable method for bottleneck detection. Table 3 summarizes the recommendations on that work. But Lima and Chwif (2007) does not define objectively the concept of "Fluctuation", making the application of the guidelines very subjective, although still useful.
To overcome this issue, based on the article by Tanaka, Nakano and Roser (2002) , a numeric indicator to evaluate "Fluctuation" was defined. According to Tanaka, Nakano and Roser (2002) , a production station is considered "Sole Bottleneck" only if this station is uniquely responsible to constraint all the system during a given period; this process will be called "low fluctuation". When there is more than one station concurring at the same time, these stations are a "Shifting Bottleneck" and the sum of the sole plus shifting times during the entire process determine the primary and secondary bottlenecks, as the fluctuation moments. By this definition, systems that possess a high changing frequency of "Soles Bottlenecks" may be considered a process with "high fluctuation".
In order to determine the degree (hi or low) of process fluctuation only two variables are to be considered: the total number of production stations involved and the "Sole Bottleneck Frequency" per station throughout the process. The quotient of these two variables generates a factor that dictates the behavior of fluctuations. Therefore the following equation should be used:
where "elf" is the factor that measures fluctuation. The ELF's reference value of 0.5 was determined by empirical mean; However the main idea of the ELF threshold of 0.5 is the following: if the minimum average frequency for each production station is 2, this means that it is not a sole bottleneck and probably others production frequency are equal or higher than 2, therefore there will not be possible to have a sole bottleneck since 2 is the minimum value of frequency. Converting this value to the ELF calculation, this fluctuation generated ELF tending to 0.5, as can be seen at the several examples of table 2. Station1  2  2  2  Station2  2  2  2  Station3  2  2  2  Station4  3  2  Station5  2  2  Station6  2  2  Station7  2  1  Station8  2  2  Station9  2  2  Station10  4  2  Station11  2  Station12  2  Station13  2  Station14  2  Station15  2  Station16  2  Station17  2  Station18  2  Station19  2 When ELF is lower that 0.5, the process has high fluctuations, which (from Table 3 ) suggests the use of the Shift-ing Bottleneck method (Table 1 , case 5). When ELF is higher that 0.5, the process has low fluctuations, given room to the use of the other methods cited on Table 1 . 
CASE STUDY
The proposed method was applied on a company that produces chemical additives for the automotive industry. The final product is in liquid state and is bottled into plastic recipients. As can be seen from Figure 2 , the process comprises two working centers (WC). On the first WC, the "Bottle WC", raw materials (plastic) are transformed into bottles, using blowing plastic machines, and then directed to serigraphy machines, to write the label. The second WC, the "Bottling WC", takes bottles from "Bottle WC", and is responsible for mixing components and filling the bottles.
A simulation model of this process was constructed using Simul8 Simulation Software. With this model, it was possible to determine the frequency of the sole bottleneck shifting during the entire simulated period. The overall process contains 47 stations where the "Sole bottleneck Frequency" was 0 except for two Stations: Blow3 and Blow1. This demonstrates that these two machines are candidates to be considered as bottleneck. The ELF factor is 47/2 = 23.50. According to the proposed method, this is a case of multiple bottlenecks (with no fluctuation); therefore, Table 3 suggests the use of static methods. Changing the point of view may lead to different results. Consider now only the "Bottling WC", which has 20 stations. By making the same analysis as done before, the fluctuation is much higher. Table 4 summarizes the 'Sole Bottleneck Frequency" for each station. The ELF factor for this case is 20/131 = 0.15. According Table 3 , the best suitable method would be the shifting bottleneck. In order to demonstrate these findings, the next section will apply all the bottleneck methods listed on Table 1 for both situations: the complete model and only for the "Bottling WC". Table 5 shows the application of all bottleneck methods for the complete system ("Bottle WC" + "Bottling WC"). The result is the average of 5 replications, each within ±1% precision (confidence intervals with a 95% confidence level for the total bottleneck probability). Station Blow1 is the main bottleneck, followed by station "Blow 3". As can be seen from the Table 5 , all but queue size method pointed out to the same resource as a bottleneck, whereas queue size method pointed out to the station "Transport5". This anomaly can be caused by the fact the process does not have infinite buffers. Hence, as previously mentioned, the methods based on queue may not be trustworthy.
RESULTS
If Blow1, the main bottleneck, is removed from the analysis, all methods except those based on queues size (methods 2 and 3) converges to the same production station, "Blow1". Therefore when dealing with low fluctuation, methods 1, 4 and 5 are equally efficient.
The same analysis was performed with the model only for the "Bottling WC"; Table 6 compares again all bottleneck detection methods. In this case, methods 2 and 3 diverge from the others, which indicate the low confidence of these methods, which has been reinforced by the fact that an indicator could not be obtained for some stations. Table 6 shows Station "Adptador3" as the station that mostly constraints the system. However, production stations that did not present a high percentage when using the "Shifting Bottleneck" method were responsible for a reasonable percentage of "Sole Bottleneck". Therefore, even if the figures obtained from methods 1, 4 and 5 look alike, the shifting bottleneck method (5) has higher "resolution" since the standard deviation regarding the major bottleneck and the others is higher (see table 6 ). So the differentiation between all the bottlenecks is higher with this method, indicating it is the best suitable method in this situation.
These analyses lead to Table 7 , which pinpoints strengths and weaknesses of each bottleneck detection method, according to several criteria. This table uses quantitative measures and, therefore, provides a better comparison framework than that on Tanaka, Nakano, and Roser (2002) .
The first criterion is data requirements. Since methods 1, 2 and 3 uses data generally present in simulation software reports, no additional effort is needed to collect data. For methods 4 and 5, it is necessary to do some programming on the simulation software and post processing. The second criterion is primary bottleneck detection. The method that identifies the main bottleneck with the highest precision is the Shifting Bottleneck Method.
Third criterion relates to secondary bottlenecks detection. It shows all methods but those based on queue size (methods 2 and 3) are able to detect secondary bottlenecks. The fourth criterion refers to detection of non bottlenecks; which can be accomplished only by method 5.
The fifth criterion is the degree of difficulty in implement and analyzes results. Since methods 4 and 5 are non-standard in simulation software, they are harder to implement. In fact the major drawback of method number 5 is the implementation time. To provide an order of magnitude of processing time it took almost five hours to perform all the calculations of whole case study with Pentium IV -667 MHz -512 Mb.
CONCLUSIONS
This work discussed a method for aiding the choice of which method to apply for bottleneck detection. The method was applied in a real process of a chemical industry with the aid of a simulation model. The proposed method is suitable for application even on systems with shifting bottlenecks.
A numeric factor, called "ELF", was introduced. ELF higher than 0.5 suggests the application of queue size methods (1, 2 or 3), although they are based on the assumption of infinite queues, which may not hold. For lower ELF values, method 5 should be used, although methods 1 and 4 could be applied. The method was validated in a real world case study.
A Simul8 Component to implement methods 4, 5 is at <http://www.simul8.com/components/>.
As future works we can cite the improvement of the methods 4 and 5 calculations in order to minimize the processing time and an online real-time implementation of these methods within a supervisory system.
