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Abstract. The Riemann hypothesis is equivalent to the $-form of
the prime number theorem as $(x) = O(x1/2 log2 x), where $(x) =∑
n≤x
(
Λ(n) − 1), with the sum running through the set of all natural
integers. Let Z (s) = − ζ′(s)ζ(s) − ζ(s). We use the classical integral formula
for the Heaviside function in the form of H(x) =
∫m+i∞
m−i∞
xs
s d s where
m > 0, and H(x) = 0 when 12 < x < 1, H(x) =
1
2 when x = 1, and
H(x) = 1 when x > 1. It has been only used in the literature when
m > 1. However, we diverge from the literature by applying Cauchy’s
residue theorem to the function Z (s) · xss , rather than − ζ
′(s)
ζ(s) · x
s
s , so that
we may utilize the formula for 12 < m < 1, under certain conditions.
Starting with the estimate on $(x) from the trivial zero-free region
σ > 1 of Z (s), we use induction to reduce the size of the exponent θ
where 12 < θ < 1 in $(x) = O(x
θ log2 x), while we also use induction
on x when θ is fixed. We prove that the Riemann hypothesis is valid
under the assumptions of the explicit strong density hypothesis and the
Lindelo¨f hypothesis recently proven, via a result of the implication on
the zero free regions from the remainder terms of the prime number
theorem by the power sum method of Tura´n.
1. Introduction
If I were to awaken after having slept for five hundred years,
my first question would be: Has the Riemann hypothesis been
proven? [4] (pp. 5)
David Hilbert (attributed to)
The project of proving the Riemann hypothesis along the lines of the present
paper, started early from 1995 to 2001, as the corresponding author drafted
the project with [14] and this one roughly done, in 2007, and completed the
outline of the whole project in 2010, and finished the project in 20141.
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Throughout this article, we shall use notations P for the set of all prime
numbers, PN that of the all prime powers, N = {1, 2, 3, . . .} that of the
natural numbers, Z that of the integers, R that of the real numbers, and C
that of the complex numbers. We adopt the notation aN+ b to denote the
subset of Z containing all integers in the form of an + b, where n ∈ N and
a, b ∈ Z are fixed. We also use the notation R+ for the set of all positive
real numbers.
We shall use the symbol  ∈ R+ for an arbitrary small positive real
number, not necessarily the same at each occurrence in a given statement.
Suppose that g(x) and h(x) are complex functions of the variable x and f(y)
is a positive real-valued function of y. The notation g(x) = h(x) +O
(
f(y)
)
or g(x) = h(x) E B f(y) represents the fact that |g(x)−h(x)| ≤ Bf(y) with
some absolute constant B > 0 whenever y is sufficiently large i.e., y ≥ Y0
for some fixed positive number Y0.
An arithmetic function f(n) is a complex-valued function defined for
each n ∈ N. The sum function F (x) for an arithmetic function f(n) is a
piece-wise constant function with possible discontinuities only at some n’s
for n in a subset of N. It is convenient for us to adopt the half-maximum
convention for every such sum function; henceforth, we use the notation
(1.1) ∈
∑
n≤x
f(n) :=
{∑
n<x f(n) +
1
2
f(x), if x ∈ N;∑
n≤x f(n), otherwise.
Therefore, every sum function set up this way for an arithmetic function
f(n) satisfies the half-maximum property. That is, if F (x) =∈∑n≤x f(n) is
1(Acknowledgement continued) – when he was a Ph. D. student at the University of
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Warren R. Wogen, Minxiang Chen, Helmut Maier, Zexu Yang, and Zhihong Guan, for
their encouragements and/or comments from 1998 to 2013 in the writing of this article
and six other articles in the project. Also, he wishes to express his gratitude to his
other coauthors in this project, especially to Sergio Albeverio, who helped the most
significantly, and to Sidney W. Graham, Mehdi Hassani, Glenn J. Fox, and Chris K.
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Waltham, for the hospitality for his stay at Boston Metropolitan Area, and to University
of Maryland, College Park, MD, for their generous sponsorship for his time to finish this
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such a sum function, then
(1.2) F (x) =
F (x− 0) + F (x+ 0)
2
,
at each point x, where F (x − 0) and F (x + 0) are the left sided limit
and right sided limit, of F (x) at x, respectively. We also use the Heaviside
step function Hα(v) at any fixed point α ∈ R, according to the following
definition
(1.3) Hα(v) =

0, for 0 < v < α,
1
2
, for v = α,
1, for v > α.
Prime numbers play a central role in number theory. Since 1859, by
Riemann’s epoch-making work [53] it has been understood that in-depth
study of the distribution of primes is connected to the study of the Riemann
zeta function. The Riemann zeta function ζ(s) is a regular complex-valued
function for s ∈ C\{1}. We shall accustomedly denote s = σ + it, σ, t ∈ R.
For σ > 1, the Riemann zeta function is defined by
(1.4) ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
1
1− 1
ps
,
in which the last equation was already known for a real variable s by Leonard
Euler as early as 1773, and may be regarded as an analytic version of the
fundamental theorem of arithmetic, which states that for each natural num-
ber n there is a unique factorization
(1.5) n =
∏
pa‖n
pa,
where pa‖n means that a is the highest positive exponent such that pa
divides n.
The definition in (1.4) may be extended to the whole complex plane in
many different ways. For references, one may see [4], [9], [25], or [39]. For
σ > 0, we have
(1.6) ζ(s) =
s
s− 1 − s
∫ ∞
1
v − bvc
vs+1
d v,
where bvc is the integer part of v or the greatest integer less than or equal
to v. One may notice that s = 1 is a pole for ζ(s) having residue 1. For
s ∈ C\{1}, one may use the functional equation
(1.7) pi−
s
2 Γ
(
s
2
)
ζ(s) = pi−
1−s
2 Γ
(
1−s
2
)
ζ(1− s),
to consider the zeros of the Riemann zeta function. Here, Γ(s) is a complex-
valued function extending the definition for the factorial n! such that Γ(n+
1) = n!. One may define it, e.g., by
(1.8) Γ(s) =
1
s eγ0 s
∞∏
n=1
es/n
1 + s/n
,
where γ0 ≈ .577215665 . . . is Euler’s constant. The Gamma function Γ(s)
has simple poles for s ∈ −N+ 1 and no zeros at all; from (1.7) we see that
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all the poles of Γ(s), except for that at s = 0, are compensated by the zeros
of ζ(s) at s ∈ −2N, while the pole of ζ(s) at s = 1 corresponds to the pole
of Γ(s) at s = 0. These zeros s ∈ −2N for ζ(s) are called trivial zeros; all
other zeros are called non-trivial zeros. The function ζ(s) is real-valued on
the real line, the identity
(1.9) ζ(s) = ζ(s),
holds then from the reflection principle of complex analysis for all s ∈ C.
It shows, in particular, that all non-trivial zeros are symmetric about the
real line. From the functional equation (1.7), one sees that all non-trivial
zeros are symmetric about the line σ = 1
2
even though ζ(s) is not symmetric
about the line σ = 1
2
. It is not difficult to prove from Euler product formula,
i.e., the second equation in (1.4) that all non-trivial zeros for the Riemann
zeta function are located in the so-called critical strip 0 ≤ σ ≤ 1 .
The Riemann hypothesis states there are no zeros for ζ(s) for σ >
1
2
, which is equivalent to the statement that all the non-trivial zeros are
located on the line σ = 1
2
by the property of symmetry from its functional
equation. This conjecture was made by Riemann in 1860 together with six
other conjectures in [53]. Every other conjecture made by Riemann has
been proved since that time, but the Riemann hypothesis has resisted every
attack so far.
It was proved in 1896 by Hadamard and de la Valle´e Poussin that ζ(s)
does not have zeros on the line σ = 1. However, even whether the Riemann
zeta function does not have zeros for σ > a with respect to any fixed 1
2
≤
a < 1 was not known before the present work. The best known zero free
region so far, from Vinogradov’s method, was in the form of
(1.10) σ > 1− 1
49.13 log2/3 |t| (log log |t|)1/3 ,
see [29], or [12].
In another direction, we denote the number of zeros of ζ(s) on the critical
line s = 1
2
+ it, such that 0 < t < T , by M(T ). Related to the study
of M(T ), Hardy proved in 1941 that there are infinitely many zeros of
ζ(s) on the critical line. It follows from the result of Selberg in 1942 that
M(T ) > C T
2pi
log T
2pi
with respect to some constant 0 < C < 1, when T is
sufficiently large. Also, Levinson showed in 1974 that at least one third of
the nontrivial zeros of ζ(s) are on the critical line. This “at least one third”
has been improved to two-fifths by Conrey in 1989. For references, one may
see [26], [57], [46], [59], and [22].
On the computational side, we mention here that Gourdon summarized
the calculation of the first 1013 zeros of ζ(s) on the critical line in 2004, see
[31]. Such computations involve Gram’s law, Rosser’s rule, Turing’s method,
and the Odlyzko-Scho¨nhage algorithm which is a heuristics for the location
of zeros on the critical line, see [6], [62], and [50].
The density hypothesis implies that there is at least one prime number
in the interval
[
x, x + x1/2+
)
for sufficiently large x, depending on  > 0,
see [39]. This result is the key point for Cheng to have started the whole
plan with this proof of the density hypothesis as the first step toward the
approach to the Riemann hypothesis presented in [14]. See, e.g., [23] or
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[39], for discussion of attempts to prove the Riemann hypothesis. One may
see that the density hypothesis is in fact roughly equivalent to the Riemann
hypothesis in the short intervals, as the Riemann hypothesis is equivalent to
the prime number theorem with the remainder in the form of O(x1/2+), here
 plays the same role used in the above statement on the density hypothesis.
The above observation was the key point for Cheng to initiate the study
in this direction around 2003, following an insightful suggestion in 1993 by
Carl B. Pomerance, who was his Ph. D. superviser (1989–95). With the
above perspective, one might see, by heuristic experience and argument,
that the density hypothesis has some similar effects to that of the Riemann
hypothesis in the short intervals.
However, it is very difficult, if not totally impossible, to explain the
whole envision in a simple or short way; see [16]. Interested readers may
read all the papers in this sequence, as in [21], [20], [19], [8], [11], [14], this
article, [15], [17], in a chronical and heuristic order to find out the clue in
our persistent contemplation.
To make the picture a little clearer, we mention here that Cheng, from
Carl’s insightful suggestion 20 years ago, eventually developed more insight
and envision on this very difficult-appearing problem in mathematics by
starting his studies on the Riemann hypothesis by assuming that the similar
estimate described above on primes in short intervals is valid. E.g. Cheng
started by studying what kind of estimate on the second Chebyshev function
ψ(x) may be obtained under the assumption that ψ(y) and ψ(x)−ψ(y) are
both estimated sharply enough, with y < x, under some other reasonable
assumptions, with a very rough draft for this paper during the time of
2009-2010.
And, thankfully to many of his colleagues, in collaboration or encourage-
ment and helpful suggestions, Cheng managed eventually after more than
a few years to finish the whole project of the above mentioned 10 papers,
with results from 5 articles as we mention below, directly toward the proof
of the Riemann hypothesis in this article.
In order to grasp the whole picture and imagine how the whole project
leading to this article was figured out, one may follow the logical order
to read [14], [15], [17], and this paper. However, the method and result in
this article, as the first step, is completely independent to all other papers,
except for some necessary background from other resources in the literature.
2. The main results
If you could be the Devil and offer a mathematician to sell
his soul for the proof of one theorem - what theorem would
most mathematicians ask for? I think it would be the Riemann
hypothesis. [47]
Hugh L. Montgomery
It is important to consider the Riemann hypothesis in terms of how it relates
to number theory, as its principal application concerns the prime numbers.
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The prime indicator function, IdP(n) for every n ∈ N, is defined by
(2.1) IdP(n) =
{
1, if n is a prime number;
0, if n is not a prime number.
The prime counting function pi(x), or the sum function for the prime
indicator, is defined by
(2.2) pi(x) = ∈
∑
n≤x
IdP(n) =
{
1
2
IdP(n) +
∑
n<x IdP(n), if x ∈ P;∑
n≤x IdP(n), otherwise,
with the notation ∈
∑
meaning that the half-maximum convention is adopt-
ed as in (2.1) and the last expression is valid because IdP(n) = 0 for x ∈ N\P.
Gauss’ logarithmic integral function Li(x) is defined by
(2.3) Li(x) =
∫ x
2
du
log u
, x > 0.
Let 0 ≤ λ ≤ 1 and T > 0. The density hypothesis says that
(2.4) N(λ, T ) = O
(
T 2(1−λ)+
)
,
where N(λ, T ) is the number of zeros for ζ(s) in the region for which σ ≥ λ
and 0 < t ≤ T . It is easy to see that N(λ, T ) = 0 when λ > 1 from Euler’s
product formula, the second equation in (1.4). The above-mentioned result
by Hadamard and de la Valle´e Poussin in 1896 implies N(1, T ) = 0. In the
case that λ = 0, it has been known, since 1905, by means of the Riemann-
von Mangoldt Theorem that
(2.5) N(T ) := N(0, T ) =
T
2pi
log
T
2pi
+O(log T ), T ≥ 2.
We shall call the following statement the strong density hypothesis:
(2.6) N(λ, T ) = O(T 2(1−λ) log T ).
This has been recently proved in [14] in an even stronger form, see (2.26)
below.
Another important conjecture in the studies of the Riemann zeta func-
tion is the Lindelo¨f hypothesis, which states that
(2.7)
∣∣ζ(1
2
+ it
)∣∣ = O(tε),
where ε is a sufficiently small positive number. This has also been proved
recently in [15].
We define the Chebyshev function ψ(x) for x > 0 with the half-maximum
principle adopted, as in some of the literature, e.g., [49], pp. 56, and [40],
pp. 75, and the $-function $(x) by
(2.8) ψ(x) = ∈
∑
n≤x
Λ(n), $(x) = ∈
∑
n≤x
(
Λ(n)− 1), x > 0, n ∈ N,
where Λ(n) is the von Mangoldt function defined by
(2.9) Λ(n) =
{
log p, if n = p k ∈ PN,
0, otherwise.
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Henceforth, we let x¨0 = 0.99, x¨1 = e, and x¨2 = 28.99 in this article.
Also, we let D = 11, x¨3 = 6.647 × 1013, and Y0 = 6.6469 × 1013. For
convenience, we list all values of $(x) for 0 < x < 28.99 with x 6∈ N in the
following; however, we give its lower bound with three significant digits, as
all the results are negative.
x < 1 (1, 2) (2, 3) (3, 4) (4, 5) (5, 6) (6, 7) (7, 8)
$(x) 0 −1 −1.307 −1.209 −1.516 −0.906 −1.906 −0.96
x (8, 9) (9, 10) (10, 11) (11, 12) (12, 13) (13, 14) (14, 15)
$(x) −1.267 −1.168 −2.168 −0.771 −1.771 −0.206 −1.206
x (15, 16) (16, 17) (17, 18) (18, 19) (19, 20) (20, 21) (21, 22)
$(x) −2.206 −2.512 −1.372 −2.372 −0.428 −1.428 −2.428
x (22, 23) (23, 24) (24, 25) (25, 26) (26, 27) (27, 28) (28, 29)
$(x) −3.428 −1.292 −2.292 −1.683 2.683 −2.584 −3.584
For the value of $(x) when x ∈ N, we use $(x) = $(x−)+$(x+0)
2
and so
|$(x)| ≤ max{|$(x− 0)|, |$(x+ 0)|}. We have
|$(x)|

≤ 1.307, for x¨0 ≤ x < x¨1,
≤ 3.584, for x¨1 ≤ x < x¨2,
≤ 9x1/2 log2 x, for x¨2 ≤ x < Y0,
(2.10)
with the last result taken from [18].
Related to this function $(x), Hardy and Littlewood in [33] studied the
function F (u) =
∑∞
n=2
Λ(n)−1
enu
in the limit u → 0+. There exists a value V
such that F (u) < − V√
u
and F (u) > V√
u
infinitely often, this phenomenon
emerges only when u > 0 is very small.
Corresponding to the function $(x) defined in (2.8), we use the following
Z -function defined by
(2.11) Z (s) = −ζ
′(s)
ζ(s)
− ζ(s) =
∞∑
n=1
Λ(n)− 1
ns
,
instead of only the first term in the second expression as in the literature
regarding the function ψ(x). The last equality is valid for σ > 1 and the
series in (2.11) converges absolutely and uniformly in the half-plane σ ≥ 1+
for any  > 0, see, e.g., [41], p.51. For convenience, we henceforth denote
the set of all non-trivial zeros for the Riemann zeta function by Z. That is,
(2.12) Z = {ρ : ρ = β + i γ, with β ∈ R, γ ∈ R, ζ(ρ) = 0, 0 < σ < 1}.
The Riemann zeta function does not have zeros for |t| < 14, see, e.g.,
[26]. In the computational perspective, we mention here that X. Gourdon
uses an optimization of Odlyzko and Scho¨nhage algorithm in [50] and has
verified in [31] that the 1013 first zeros of the Riemann zeta function, as
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already known in 2004, are simple and located on σ = 1
2
. We use this result
and the estimate
(2.13)
∣∣N(T )−M(T ) + 7
8
∣∣ ≤ Q(T ) ,
for T ≥ 2, where N(T ) is defined in (2.5), M(T ) = T
2pi
log T
2pi
− T
2pi
and
Q(T ) = 0.137 log T + 0.443 log log T + 1.588, in [58], to find out that there
are no zeros for the Riemann zeta function for |t| < T0 + 2, where T0 is
defined in (2.15) below, as in [14] and used in [15]. Also from (2.13), we
have
(2.14) N(T ) < T log T
2pi
,
for T ≥ 6 as used in [11].
Henceforth, we let
(2.15) T0 = 2445999556029, T
′
0 = 15.93,
in this article, where T ′0 is an almost maximal lower bound of log
4/5 Y0 with
T ′0 stipulated for the inequality T
′
0 < log
4/5 Y0, as used for (6.11) in Section
6. Also, we denote N7 = {0, 1, 2, 3, 4, 5, 6, } ⊆ N from now on. For each fixed
j ∈ N7, we set
(2.16) Hj(x) =
{
1
2
, 1 ≤ x < Xj,
2
log(7−j)/12 x
, x ≥ x¨2,
and, with w = (j − 3)2 + 4,
(2.17) hj(t) =
{
1
2
, |t| < T0,
1
2 t(7−j)w/12 , |t| ≥ T0.
We remark here that the domain of hj(t) is t ∈ (−∞,∞), even though we
shall only use the function for t ∈ [0,∞) conveniently with the symmetry
property of the Riemann zeta function by the Schwarz principle.
It is easy to see that both Hj(x) and hj(T ) are two-piece piece-wise
differentiable functions for each j ∈ N7. They are monotonically decreasing
and tending to 0, as x and t tend to +∞, respectively, for j ∈ N7. The
function Hj(x) is continuous at its unique piece-joint point at x = x¨2; and
the function hj(T ) has a jump at its unique piece-joint point at t = T0, for
all j ∈ N7. We remark that from the definitions in (2.16) and (2.17) we have
1
2 log(7−j)/12 x
≤Hj(x) ≤ 12 , for x ≥ x¨2,
1
2 t(7−j)w/12 ≤hj(T ) ≤ 12 , for t ≥ T0,
(2.18)
for all j ∈ N. The domain of Hj(x) is x ∈ [1,+∞) and that of hjT ) is
t ∈ [0,+∞).
We note that
(2.19) ∈
∑
n≤x
1 =
{
x− {x}, x 6∈ N,
x− 1
2
, x ∈ N,
where, {x} is the fractional part of x. From this and
∈
∑
n≤x
Λ(n) = ∈
∑
n≤x
(Λ(n)− 1)+ ∈
∑
n≤x
1,
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we see that
(2.20) $(x) + x− 1 < ψ(x) ≤ $(x) + x.
In [18], we have the following estimate.
Lemma 1. Let x¨3 be the same as defined after (2.9). We have
(2.21) ψ(x) = x+ Eψ(x),
where
(2.22) |Eψ(x)| ≤
{
7.65x1/2 log2 x, for 28.99 ≤ x ≤ x¨3,
4.87x exp
(
− log3/5 x
97 (log log x)1/3
)
log2 x, for x ≥ x¨3.
We remark that the estimate in the case for x ≥ x¨3 in (2.22) is only
sharper when x is large enough. Hence, we cite a result by Schoenfeld here.
In 1976, Schoenfeld proved in [58] for x ≥ 17 that
(2.23) |ψ(x)− x| ≤ 0.22x e−0.32 log1/2 x log1/4 x.
With the estimate in Lemma 1 and (2.23), we show the following corol-
lary.
Corollary 1. For x ≥ x¨3, we have
(2.24) $(x) E |ψ(x)− x+ 1| ≤ Dx1−H0(x) log2 x,
for D = 11.
Proof. We use (2.23). Note that log5/12 x¨3
(
0.32 log1/12 x¨3 − 2
)
+ 7
4
log log x¨3
≥ 22 (0.32 log1/12 x¨3 − 2 < 0, though) and log5/12 x
(
0.32 log1/12 x − 2) +
7
4
log log x is a monotonically increasing function of x. It follows that
−0.32 log1/2 x ≤ −H0(x) log x+ 74 log log x,
or, e−0.32 log
1/2 x log1/4 x ≤ x−H0(x) log2 x. Hence,
$(x) E 0.22x e−0.32 log1/2 x log1/4 x+ 1 ≤ 9x1−H0(x) log2 x,
which proves Corollary 1. 
We remark that we may use the estimate in Lemma 1 for x ≥ ee35.209
only. Noting that log
11/60 x¨4
(log log x¨4)1/3
> 194 and log
11/60 x
(log log x)1/3
is a monotonically in-
creasing function of x, we see that log
3/5 x
97 (log log x)1/3
≥ H0(x) log x = 2 log1/2 x
for all x ≥ x¨4, which is equivalent to 1 − log3/5 x97 (log log x)1/3 ≤ 1 − H0(x) or
x exp
(
− log3/5 x
97 (log log x)1/3
)
≤ x1−H0(x). This also confirms the statement in Corol-
lary 1 for x ≥ ee35.209 . In fact, the estimate in Lemma 1 is stronger than that
in Schoenfeld’s result in (2.23) only if x is sufficiently large.
From (1.10) we notice that there are no zeros for the Riemann zeta
function for σ > 1 − h1(t), with h1 given by (2.17), since for t ≥ ee we
have 1
49.13 log2/3 t(log log t)1/3
≥ 1
2 tw/2
with any w ≥ 3, which is greater than
2 log(49.13/2)
e
+ 4
3
.
Tura´n gave a result relating the zero-free regions of the Riemann zeta
function with the error term in the prime counting function, by using his
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power sum method, in 1950, see [60] and [61], pp. 111 –119 and pp.155–
166. In [17], we extended Tura´n’s result and proved the following Lemma
2 by using a zero-rate estimate which is slightly stronger than the Lindelo¨f
hypothesis and which is proved in [15].
Lemma 2. Let Hj(x) and hj(T ) be defined in (2.16) and (2.17), respec-
tively. If
(2.25) $(x) E Dx1−Hj(x) log2 x, x ≥ x¨2,
where D is defined after (2.9), then ζ(s) does not have zeros when σ >
1− hj(T ) with respect to all j ∈ N and |t| <∞.
It is well-known that the Riemann hypothesis implies the Lindelo¨f hy-
pothesis and the Lindelo¨f hypothesis implies the density hypothesis, see,
e.g., [39], pp. 47. In [23], there are some quotations by A. Selberg on the
Riemann hypothesis. One is reported by P. Malliavin: “During 1960-1961
I also discussed with Selberg some perspectives concerning progress on the
Lindelo¨f hypothesis. I remember that Selberg was quite convinced that a
proof of the Lindelo¨f hypothesis would be a decisive step toward the Rie-
mann hypothesis.” However, it has not been known whether the density
hypothesis and the Lindelo¨f hypothesis together imply the Riemann hy-
pothesis. With the help of Lemma 2, we give an affirmative answer in this
paper, which however indeed requires the holding of strong and explicit ver-
sions of the density hypothesis from [14] and the Lindelo¨f hypothesis, in the
form of Theorem 1 in [15], which is the key for us to extend Tura´n’s result
in [17] as in the above more general Lemma 2.
The explicit strong density hypothesis proved in [14] is in the form of
(2.26) N(λ, T ) ≤ 8.734 log T, T ≥ T0,
for all 1
2
< λ < 1. For the upper bound of the Riemann zeta function, it is
proved, also in [14], that
(2.27) |ζ(σ + iT )| ≤
{
16.52, 1
2
< σ < 0.501, |t| ≤ 14,
4.2143 (T + 1)1/2, σ > 1
2
, 14 ≤ |t| < T + 1 ,
see (c) and (d) in Lemma 2.1, also in [14].
We remark that in [19], it was proved by van der Corput’s method (of
1921) that |ζ(σ + it)| ≤ 3 t 16 log t for σ = 1
2
and t ≥ e. The best known
result in this direction before [15] was one with the value of 1
6
in the last
estimate for ζ(s) replaced by a constant which is slightly smaller than 1
6
.
We do not know whether the strong Lindelo¨f hypothesis implies the strong
density hypothesis defined in (2.6) or the even stronger result in (2.26).
We also need the following proposition.
Proposition 1. For −0.001 ≤ σ ≤ 1.001 and |t| ≤ 0.501,
(2.28) |ζ(s)| ≤ B,
with B = 1.621.
Proof. For the estimate of the Riemann zeta function, we quote the following
formula
(2.29) ζ(s) =
1
s
+
1
2
− s
∫ ∞
1
(u− buc − 1/2) du
us+1
, σ > 0,
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which is derived from the Euler-MacLaurin summation formula; see [19].
We verify the estimate in (2.28) on the left and right side of s = 1
2
separately.
When 1
2
≤ σ ≤ 1.001 and |t| ≤ 0.501, we note that |u − buc − 1
2
| ≤ 1
2
,
1
2
≤ |s| ≤ √1.0012 + 0.5012 < 1.12, and ∫∞
1
du
u3/2
= 2, and we get
(2.30) |ζ(s)| ≤ 3.62, 1
2
≤ σ ≤ 1.001 and |t| ≤ 0.501,
as 2 + 1
2
+ 1.12 ≤ 3.62.
To prove (2.28) on the left side of s = 1
2
satisfying −0.001 ≤ σ ≤ 1
2
and
|t| ≤ 0.501, we shall use
(2.31) ζ(s) =
pi−
1−s
2 Γ
(
1−s
2
)
ζ(1− s)
pi−
s
2 Γ
(
s
2
) ,
which is from the functional equation for the Riemann zeta function in
(1.7). If −0.001 ≤ σ ≤ 1
2
, then 1
2
≤ 1 − σ ≤ 1.001, 1
4
≤ 1−σ
2
≤ 0.5005, and
| t
2
| ≤ 0.2505. It is obvious that |ζ(1− s)| ≤ 3.62 from (2.30) in this region.
Also, it is easy to see that pi
−(1−s)/2
pi−s/2 = pi
s−1/2 E piσ−1/2 ≤ 1, since σ ≤ 1
2
.
For the Γ parts, we use the equality Γ(z)Γ(1 − z) = pi
sin(piz)
to get
Γ([1−s]/2)
Γ(s/2)
= Γ
2([1−s]/2) sin(pis/2)
pi
. We use the infinite product in (1.8) to find
a upper bound for the Gamma factor in the last expression. Since there are
no zeros or poles for the Gamma function for σ > 0, we may take the loga-
rithm to get the upper bound of Γ(s) for 1
4
≤ 1−σ
2
≤ 0.5005 and | t
2
| ≤ 0.2505,
which corresponds to the region we are concerned. We have
log Γ( s
2
) = − log s
2
− γ0 s2 +
∞∑
n=1
[
s
2n
− log
(
1 +
s
2n
)]
.
We notice that 1
4
≤ | s
2
| ≤ 0.56 in the concerned region. Thus,− log 0.56−γ0 s2
E 0.579 + 0.578× 0.56 ≤ 0.737, recalling the value of γ0 after (1.8). We use
log(1 + z) =
∑∞
n=1(−1)n−1 z
n
n
for 0 < z < 1 to acquire
∞∑
n=1
[
s
2n
− log(1 + s
2n
)]
=
∞∑
n=1
∞∑
k=2
(−1)k s
k
k 2k nk
E
∣∣∣∣ ∞∑
k=2
(−1)k (s/2)
k
k 2k nk−2
( ∞∑
n=1
1
n2
− 1
)∣∣∣∣.
Also, note that
∑∞
k=2(−1)k |s/2|
k
k 2k nk−2 E 0.357, as
|s/2|k
knk−2 E
0.56k
2
for k ≥ 2,∑∞
k=1 r
k−1 = 1
1−r for 0 < r < 1, and
0.562
2(1−0.56) < 0.357, and
∑∞
n=1
1
n2
= pi
2
6
.
We obtain
(2.32) log Γ( s
2
) E 0.737×0.357(pi2
6
−1) ≤ 0.17; |Γ( s
2
)| ≤ e0.17 ≤ 1.186.
We finish the proof of (2.28) by noting that 3.62×1.186
2
pi
≤ 1.621, where we
used (2.31) with the bounds (2.30) and (2.32). 
Our main results in this article are stated in Theorem 1, 2, 3, and 4 as
follows.
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Theorem 1. The explicit strong density hypothesis implies the Riemann
hypothesis.
The proof of this theorem is reduced to the proof of Theorem 4, which is
equivalent to Theorem 1. Theorem 4 is proven by (2.26), (2.27), and Lemma
2.
Theorem 2. The Riemann hypothesis is valid; i.e., all non-trivial zeros for
the Riemann zeta function lie on the line s = 1
2
.
The Riemann hypothesis may be regarded as the analytic version for the
prime number theorem in the following form, as stated in Theorem 3 below,
in the sense that the Riemann hypothesis is equivalent to the assertion
on the estimate of the prime counting function in the form of (2.33), the
equivalence is proved in [58] for x ≥ 1451 and stated in [24] with extra
estimate for small values of x in the following form as (2.33).
Theorem 3. The prime number theorem in the form of
(2.33)
∣∣pi(x)− Li(x)∣∣ ≤ 1
8pi
x
1
2 log x,
whenever x ≥ 1451, holds. The estimate is also valid for 2.01 ≤ x < 1451
if the coefficient 1
8pi
is replaced by 1.
We shall also prove the following Theorem 4. From the definitions (2.8),
it is straightforward to see that (2.34) below is equivalent to the statement
ψ(x) = x+O
(
x1/2 log2 x
)
. Also, it is a standard result in the literature, see,
e.g., [59], [39] that ψ(x) = x + O
(
x1/2 log2 x
)
is equivalent to the Riemann
hypothesis or Theorem 3. Therefore, Theorem 1 is equivalent to Theorem
4.
Theorem 4. The explicit strong density hypothesis in (2.26) implies
(2.34) $(x) ≤ Dx1/2 log2 x,
for x ≥ x¨2, where D and x¨2 are defined in the paragraph right after (2.9).
One may think that (2.34) is weaker than (2.33); however, they are actu-
ally equivalent. This observation tells us that the sizes of the positive con-
stants D and x2 are not very important, if one is only concerned about prov-
ing the Riemann hypothesis. Also, we remark here that a slightly stronger
version of the Lindelo¨f hypothesis in its zero-rate form is needed in [17]; our
proof of the Riemann hypothesis depends on both the density hypothesis
and the Lindelo¨f hypothesis.
We have the following corollary from Theorem 2 concerning the series in
(2.11) which we mentioned being absolutely convergent for σ > 1.
Corollary 2. The series in (2.11) for Z (s) is conditionally convergent for
1
2
< σ ≤ 1.
We remark here that a related integral, as in (7.10) below, is indeed
absolutely convergent also for 1
2
< σ ≤ 1, even though the series in (2.11)
is not absolutely convergent. We shall confirm Corollary 2 at the end of
Section 7. Related to this corollary, we have the following lemma, in which
the absolute convergence of the series is not necessary to guarantee the
analyticity of the resulting function.
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Lemma 4. If the series in (2.11) is conditionally convergent for σ > 1
2
,
then the Riemann hypothesis is valid.
Proof. The proof of Lemma 4 may be easily done by contradiction. Suppose
the Riemann hypothesis is not valid, then there exist some zeros ρ ∈ Z,
where ρ = β + iγ such that β > 1
2
with β ∈ R and γ ∈ R. Denoting
such a zero by ρ0 and the multiplicity of ρ0 by k with k ∈ N and writing
ζ(s) = (s− ρ0)kζ0(s), we see that ζ0(ρ0) 6= 0. It follows that, for s 6= 1 and
s 6= ρ0,
(2.35) ζ
′(s)
ζ(s)
=
kζ0(s)+(s−ρ)ζ′0(s)
(s−ρ0)ζ0(s) ,
which implies (ζ ′0(s) being finite at s = ρ0) that Z (s) defined in (2.11) has
a simple pole at s = ρ0. This contradicts the assumption in Lemma 4, as
the conditional convergence of the series implies that the resulting function
takes a finite value at the point at s = ρ0. 
Now, we start with the following propositions for the proof of Theorem
4, followed by the results in Sections 3, 4, 5, and 6.
For convenience, from now on in this article until the end of this article,
we shall take
(2.36) x > x¨3, x− 12 x1/2 < y ≤ x− 13 x1/2,
with the definition of x¨3 after (2.9). Note here that y > x¨3− 12 x¨3 ≥ Y0, with
Y0 defined after (2.9) when x ≥ x¨3.
Proposition 2. Let x¨2, x¨3, and D be defined after (2.8). Let j ∈ N7 be
fixed with Hj(x) and hj(t) defined in (2.16) and (2.17), respectively. Let
x ≥ x¨3 with x 6∈ N and x− 12x1/2 ≤ y < x− 13x1/2 with y 6∈ N. Suppose that
$(xˇ) E Dxˇ1/2 log2 xˇ for all x¨2 ≤ xˇ ≤ y, and
(2.37) $(x) E Dx1−Hj(x) log2 x,
for y ≤ x for j ∈ N7. If there are no zeros for the Riemann zeta function
for σ > 1 − hj(t) and |t| < T , then (2.37) is valid with j replaced by j + 1
for j < 6 and
(2.38) $(x) E Dx1/2 log2 x,
for x ≥ x¨3, when j = 6.
We shall prove Proposition 2 in the beginning of Section 6 after prepa-
rations in Sections 3, 4, and 5; and, we give the proof of Theorem 4 from
Proposition 2 at the end of Section 6.
3. Applying an integral transform formula
A science is said to be useful if its development tends to ac-
centuate the existing inequalities in the distribution of wealth
or more directly promotes the destruction of human life. The
theory of prime numbers satisfies no such criteria. [4], [32]
Godfrey H. Hardy
We now make some preparations for proving Proposition 2, especially, we
have by Lemma 2 that there are no zeros for the Riemann zeta function in
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the region s = σ+ i t, σ > 1−hj(t) and |t| <∞ for the choice of m in (3.8)
below; for shortness, we shall use h(T ) for hj(T ) with T ≥ T0 when
j ∈ N7 fixed. Of course, one may notice that hj(T ) ≥ hk(T ) for all k ≤ j
with k, j ∈ N7, recalling the definition of hj(t) in (2.17).
Every statement involving x and y henceforth is valid under this as-
sumption, unless some specific stipulation on x, y, or u is otherwise explicitly
described. However, we shall restrict x so that x 6∈ N for convenience, until
the last paragraph in the proof of Proposition 2 in Section 6.
From the stipulation of y in (2.36), we see that y > x− 1
2
x1/2 and x1/2 <
1+
√
1+16y
4
, which is equivalent to x <
(
1+
√
1+16y
4
)2
= y + 1
8
+ 1
2
√
y + 1
16
, by
solving the quadratic inequality z2 − 1
2
z − y < 0 of z with z = x1/2. Noting
that 1 + 10−8 < 1 + 1
8y
+ 1
2
√
1
y
+ 1
16y2
< 1 + 10−7 for y ≥ Y0 and y < x, we
have
(1 + 10−8)y < x < (1 + 10−7), x− y ≤ (1 + 10−7)y,
1 + 10−14 < y
y−1 < 1 + 2× 10−14,
(3.1)
as y ≥ Y0, where Y0 is defined after (2.9).
We define an associate of t for t > u˚ with respect to any fixed u˚ (> 0) as
follows. Suppose there are n zeros β1 + iz1, β2 + iz2, . . ., βn + izn of ζ(s) in
t−u˚ ≤ =(s) ≤ t+u˚ such that z0 = t−u˚ ≤ z1 < z2 < . . . < zn ≤ t+u˚ = zn+1.
Let 2 ≤ l ≤ n be such that
(3.2) |zl − zl−1| ≥ |zk − zk−1|, 2 ≤ k ≤ n.
That is to say, the distance |zl−zl−1| is the largest one in the set {|zk−zk−1| :
k = 2, . . . , n}. The inequality (3.2) may be satisfied by more than one value
of l such that 2 ≤ l ≤ n. Fix one such l and let Tˇ = zl−1+zl
2
. For convenience,
Tˇ is said to be an associate of t with respect to u˚. By the definition of an
associate of t with respect to u˚, we see that
(3.3) |zk − Tˇ | ≥ u˚2n , k = 1, 2, . . . , n.
We assume that
(3.4) T ≥ T ′0, T − 14 ≤ Tˇ < T,
where T ′0 is defined in (2.15), such that Tˇ 6= =(ρ) = γ for any ρ = β+iγ with
β, γ ∈ R, ρ ∈ Z and Tˇ is an associate of T − 3
2
with respect to 1 < u˚ < 3
2
,
henceforth. Let 1
2
≤ m < 1. For s on the circle |s−m| = Tˇ , we note that
0.9529T < T − 3
4
≤ |s| < T +m < T + 1 < 1.0628T,(3.5)
using the choice of T ′0, and T , as in (2.15), and the fact that
∣∣|a| − |b|∣∣ ≤
|a− b| ≤ |a|+ |b| for any pair of complex numbers a and b.
The classical formula
(3.6)
1
2pii
∫ m+i∞
m−i∞
vs
s
d s = H1(v), m > 0,
where H1(v) is the Heaviside step function defined in (1.3), plays an impor-
tant role (often implicitly) in the studies of the prime numbers, in particular,
in relation with the integration of von Mangoldt’s Λ-function, see, e.g., [25]
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(pp. 50), or [39] (Ch. 12). However, it is used only for m > 1 in the litera-
ture. It is crucial for us to use a result related to this formula with respect
to some m such that m ≤ 1, in addition to the formula for m > 1. In fact,
if we do not use the current known result, e.g. the zero-free region of the
Riemann zeta function in the form of (1.10), we would need to use this
formula with respect to either one in the following cases:
(3.7) (i) m > 1, (ii) 1
2
< m < 1.
However, we notice that there is no pole at s = 1 for the Z(s) defined
in (2.11), since the pole of − ζ′(s)
ζ(s)
and that of ζ(s) at s = 1 cancel on the
right hand side of (2.11), assumed as a definition of Z (s) also for s = 1.
The function Z (s) is analytic in the region σ > 1−h(t) and |t| <∞ under
the assumptions of Proposition 2. Therefore, we may let
(3.8) m := m(T ) = 1− h(T ),
when we assume (ii) in (3.7) from now on. Thus, we apply a formula of
the type (3.6) to the function Z(s) defined in (2.11) instead of only to its
first term as in the literature. We shall choose a suitable relation between
T and y, which is related to x, until the proof of Proposition 2, at which
step, it becomes easier to handle the relation properly.
To find the formula replacing (3.6), we shall use the decomposition of
the Heaviside step function in the form of
(3.9) H1(v) = δT (v) + δE(v), v > 0,
where δT (v) and δE(v) are defined in (3.10) and (3.11) below, respectively.
LetM be the route along the vertical line segment from m− i Tˇ to m+ i Tˇ .
We denote
(3.10) δT (v) :=
1
2pii
∫
M
vs
s
d s, m > 1
2
,
though, we only use m < 1 in this article, the case for m > 1 is covered by
our estimate on primes from the existed zero-free region for the Riemann
zeta function, as in Lemma 1 from [18], in other words, we use the above
formula in the case (ii) in 3.7.
Then, let L be a simple piecewisely smooth oriented curve from m+ i Tˇ
to m − i Tˇ such that the union of M and L is a simply closed piecewisely
smooth oriented curve and the index of the point s = 0 with respect to this
union, denoted by L(∪), is equal to 1. Also, let R be a simple piecewisely
smooth oriented curve from m + i Tˇ to m − i Tˇ such that the union of M
and R is a simply closed curve and the index of the point s = 0 with respect
to this union, denoted by R(∪), is equal to 0. We also assume L∩R = ∅ so
that L(∪) ∩R(∪) =M. Note that the union of −R (where −R is the route
along R with the opposite direction) and L is a simply closed continuous
curve. One may notice that the end points of L and R are in common. In
fact, we also require that L is totally on the half plane σ ≤ m and R is
on the half plane σ ≥ m with L ∩M and R ∩M are exactly those two
end points, when we choose L and R later for the specific calculations in
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different cases. We define
(3.11) δE(v) :=

1
2pii
∫
R
vs
s
d s, 0 < v < 1,
1
pi
∫∞
Tˇ /m
du
1+u2
, v = 1,
1
2pii
∫
L
vs
s
d s, v > 1.
Note that s = 0 is the unique pole of the function v
s
s
, at which the function
has a residue 1, in the whole complex plane. In the case v 6= 1, we justify
(3.9) by Cauchy’s argument principle, noting that the route direction ofR(∪)
is clockwise but the index of R(∪) with respect to the pole s = 0 is 0. The
equality (3.9) in the case v = 1 may be validated by a direct computation.
For the details, one may refer to [25] or [39], because the computation there
in this case also suits for any m such that 0 < m ≤ 1. One may rewrite
(3.9) in the following form:
(3.12) H1(v) =

1
2pii
∫
−R(∪)
vs
s
d s = 1
2pii
∫
R(∪)
vs
s
d s = 0, 0 < v < 1;
1
2pii
∫ m+iTˇ
m−iTˇ
vs
s
d s+ 1
pi
∫∞
Tˇ /m
du
1+u2
= 1
2
, v = 1;
1
2pii
∫
L(∪)
vs
s
d s = 1, v > 1.
We recall the definition of $(x) in (2.8) and start with m > 1 ( i.e. the
condition (i) in (3.7)). We have from (2.8) and (3.9) that
(3.13) $(x) =
∞∑
n=1
H1
(x
n
)(
Λ(n)−1) = ∞∑
n=1
[
δT
(x
n
)
+δE
(x
n
)](
Λ(n)−1),
x > 0, σ > 1. From the definition of $(x) in (2.8), the definition of H1(v)
in (1.3), and (3.12) without needing the formula in the case (i) in (3.7) by
our choice of x 6∈ N, with the definitions ofM, L, R, L(∪), and R(∪) in the
paragraph before (3.11), we see that for x 6∈ N and σ > 1:
$(x) =
1
2pii
∑
n<x
(
Λ(n)− 1) ∫
L(∪)
(
x
n
)s
s
d s
+
1
2pii
∑
n>x
(
Λ(n)− 1) ∫
R(∪)
(
x
n
)s
s
d s
(3.14)
=
1
2pii
∫
L(∪)
xs
s
∑
n<x
Λ(n)− 1
ns
d s+
1
2pii
∫
R(∪)
xs
s
∑
n>x
Λ(n)− 1
ns
d s
=
1
2pii
∫
L(∪)
xs
s
A(x; s) d s+
1
2pii
∫
R(∪)
xs
s
B(x; s) d s,
where
(3.15) A(x; s) =
∑
n<x
Λ(n)− 1
ns
, B(x; s) =
∑
n>x
Λ(n)− 1
ns
,
noting that A(x; s) is a finite sum and analytic in the whole complex plane C
and the series in the definition of B(x; s) converges absolutely and uniformly
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in the half-plane σ ≥ 1 +  for any  > 0 (as seen from the definition of
Λ(n), see, e.g., [41], p. 51). Furthermore, we have from (2.11)
(3.16) B(x; s) =
∞∑
n=1
Λ(n)− 1
ns
− A(x; s) = −ζ
′(s)
ζ(s)
− ζ(s)− A(x; s),
if x 6∈ N, for σ > 1. One may use the latter expression as the definition for
the function B(x; s) in the whole plane. Therefore, B(x; s) can be analytically
continued to the left side of σ = 1 as long as Z(s) is analytic as given in
(2.11) in the concerned region, noting that Z(s) is defined for all s ∈ C,
s 6= ρ, for any ρ ∈ Z .
Now, we rearrange the integrals in (3.14) and acquire
(3.17) $(x) = $1(x) +$2(x),
with
(3.18) $1(x) =
1
2pii
∫
M
xs
s
Z(s) d s,
(3.19) $2(x) =
1
2pii
∫
L
xs
s
A(x; s) d s+
1
2pii
∫
R
xs
s
B(x; s) d s.
We remark that it is easy to see that $(x) ∈ R, as well as $1(x) ∈ R and
$2(x) ∈ R, from the definition of $(x) in (2.8); we only need to calculate
the real parts of $1(x) and $2(x) in (3.17) with (3.18) and (3.19), as we
described near the end of Section 3 on how to estimate all involved quantities
later in Sections 4 and 5.
As for the integration routes, from now on we let C be the circle |s−m| =
Tˇ . We shall henceforth take L and R to be the left half counter-clockwise
and the right half clockwise of C, respectively. We may regard that both
points s = m±i Tˇ are, repeatedly, on bothR and L, as the values of definite
integrals with regular integrands do not change with one single point added
or deleted. For any x and y such that 0 < y < x, for convenience denote
(3.20) C(x, y; s) =
∑
y<n<x
Λ(n)− 1
ns
.
This function is a finite sum and analytic for s in the whole complex plane
C. From (3.15) and (3.20), we have
(3.21) A(x; s) = A(y; s) + C(x, y; s), B(y; s) = C(x, y; s) + B(x; s).
It follows from (3.17) with (3.18) and (3.19) that
(3.22) $(x)−$(y) = $1(x)−$1(y) +$2(x)−$2(y),
with
(3.23) $1(x)−$1(y) = 1
2pii
∫
M
xs − ys
s
Z(s) d s,
and
(3.24) $2(x)−$2(y) = 12pii
(
JˇT,1 + JˇT,2 + JˇT,3
)
,
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where
JˇT,1 =
∫
L
xs − ys
s
A(y; s) d s,
JˇT,2 =
∫
L
xs
s
C(x, y; s) d s−
∫
R
ys
s
C(x, y; s) d s,
JˇT,3 =
∫
R
xs − ys
s
B(x; s) d s.
(3.25)
We may only calculate the real parts of JˇT,1, JˇT,2, and JˇT,3, recalling the
remark after (3.19).
We shall give an upper bound for $1(x)−$1(y) in Section 4. To estimate
$2(x)−$2(y), we use the expressions of A(y; s) in (3.15), C(x, y; s) in (3.20),
and B(x; s) in (3.16) after we replace A(x; s) by its expression from (3.15).
From now on, we denote
(3.26) Y = byc and X = bxc,
so that $(Y ) = $(y) and $(X) = $(x), by our choices of x 6∈ N and y 6∈ N
in Proposition 2.
Noticing that∑
n<y
$(n)−$(n− 1)
ns
=
Y∑
n=1
$(n)
ns
−
Y−1∑
n=1
$(n)
(n+ 1)s
,
by $(0) = 0 and Λ(n)− 1 = $(n)−$(n− 1) from the definition of $(x)
in (2.8), and
1
s
(
1
ns
− 1
(n+ 1)s
)
=
∫ n+1
n
d z
z1+s
,
we get
1
s
∑
n<y
Λ(n)− 1
ns
=
$(Y )
sY s
+
Y−1∑
n=1
$(n)
(
1
ns
− 1
(n+ 1)s
)
=
$(Y )
sY s
+
∫ Y
1
$(z) d z
z1+s
,
(3.27)
where Y is defined in (3.26). It follows that for JˇT,1 given by (3.25),
(3.28) JˇT,1 = J
′
T,1 + JT,1,
where
JT,1 =
∫ Y
1
∫
L
[(
x
z
)s
−
(
y
z
)s]
d s
$(z) d z
z
,
J ′T,1 = $(Y )
∫
L
[(
x
Y
)s
−
(
y
Y
)s]
d s
s
.
(3.29)
We have interchanged the order of the integrations, which is justified as the
integral in either order is finitely bounded.
Similarly, we get, for JˇT,2 as defined in (3.25)
(3.30) JˇT,2 = −J ′T,2 + JT,2 + J ′′T,2,
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with
JT,2 =
∫ X
Y+1
[∫
L
(
x
z
)s
d s−
∫
R
(
y
z
)s
d s
]
$(z) d z
z
,
J ′T,2 = $(Y )
[∫
L
(
x
Y + 1
)s
d s
s
−
∫
R
(
y
Y + 1
)s
d s
s
]
,
J ′′T,2 = $(X)
[∫
L
(
x
Y
)s
d s
s
−
∫
R
(
y
Y
)s
d s
s
]
,
(3.31)
where X is defined in (3.26). Furthermore, with JˇT,3 as in (3.25)
(3.32) JˇT,3 = J
(0)
T,3 − J ′′T,3 − JT,3 − J (1)T,3,
where
JT,3 =
∫ Y
1
∫
R
[(
x
z
)s
−
(
y
z
)s]
d s
$(z) d z
z
,
J ′′T,3 = $(X)
∫
R
[(
x
Y + 1
)s
−
(
y
Y + 1
)s]
d s
s
,
J
(1)
T,3 =
∫ X
Y+1
∫
R
[(
x
z
)s
−
(
y
z
)s]
d s
$(z) d z
z
,
J
(0)
T,3 =
∫
R
(
xs − ys)(−ζ ′(s)
ζ(s)
− ζ(s)
)
d s,
(3.33)
with Y = byc.
One may notice that we have and indeed we need to use that JT,1 = JT,3,
which can be confirmed by the Cauchy integral theorem, since∫
L
[(
x
z
)s
−
(
y
z
)s]
d s =
∫
R
[(
x
z
)s
−
(
y
z
)s]
d s,
because the integrand is an analytic function on the complex plane and L
and R connect the same two points. In a similar way, we also have that
JT,2 = J
(1)
T,3, after we cancel their second terms “inside” as integrals over
s on R. Recalling (3.24) with (3.25) and (3.28) with (3.29), (3.30) with
(3.31), and (3.32) with (3.33), after the above mentioned two cancellations,
we acquire
(3.34) $2(x)−$2(y) = 12pii
(
J ′T,1 − J ′T,2 + J ′′T,2 − J ′′T,3 + J (0)T,3
)
.
Now, we want to rearrange the terms in the above (3.34) to relate the
difference $2(x)−$(y) to the difference $(x)−$(y). For convenience in
the following, we denote
(3.35) W1(x, y) =
∫
L
(
x
Y
)s
d s
s
, W2(x, y) =
∫
L
(
y
Y
)s
d s
s
,
W3(x, y) =
∫
L
(
x
Y + 1
)s
d s
s
, W4(x, y) =
∫
R
(
y
Y + 1
)s
d s
s
,
W5(x, y) =
∫
R
(
y
Y
)s
d s
s
, W6(x, y) =
∫
R
(
x
Y + 1
)s
d s
s
.
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We remark here that there is an extra +1 in the denominator Y + 1 in W3
and no +1 in the denominator Y in W5, which are used for the rearranging.
We notice, by the residue’s theorem, using that the integrands have a
simple pole at s = 0, that
(3.36) W2(x, y)−W5(x, y) = 2pii, W3(x, y)−W6(x, y) = 2pii,
observing that W2(x, y) and W5(x, y), as well as W3(x, y) and W6(x, y), are
integrals with the same upper and lower limits, but along two different
routes, so that the composed route is a simple route with a unique pole at
s = 0.
For the convenience of later reference, we denote
(3.37) W1,5 = W1(x, y)−W5(x, y), W6,4 = W6(x, y)−W4(x, y).
We notice that
J ′T,1 − J ′T,2 = $(y)
[(
W1(x, y)−W2(x, y)
)− (W3(x, y)−W4(x, y))]
= $(y)
[(
W1(x, y)−W5(x, y)
)− (W6(x, y)−W4(x, y))
− (W2(x, y)−W5(x, y))− (W3(x, y)−W6(x, y))]
= $(y)
[(
W1,5 −W6,4
)− 4pii],
(3.38)
and
(3.39) J ′′T,2 − J ′′T,3 = $(x)
(
W1,5 −W6,4
)
.
For brevity, we denote
(3.40) W˜ = =(W1,5 −W6,4),
from now on. One sees that
(3.41) J ′T,1 − J ′T,2 + J ′′T,2 − J ′′T,3 =
(
W1,5 −W6,4
)[
$(y) +$(x)
]− 4 pi i$(y),
and so that
$2(x)−$2(y) = 12pi i
(
W1,5 −W6,4
)[
$(x) +$(y)
]
+ 1
2pi i
J
(0)
T,3 − 2$(y)
(3.42) = W˜
2pi
[
$(x)−$(y)]+ 1
2pi
=J (0)T,3 −
(
2− W˜
pi
)
$(y),
in which, only the imaginary part of W1,5 − W6,4 is used, from (3.34) with
(3.40), (3.41), and J
(0)
T,3 defined in (3.33). We recall the remark after (3.19)
and (3.25) and we only need to calculate the imaginary parts ofW1,5 andW6,4
and J
(0)
T,3 for the estimate of $(x) in the above expression (3.43). Keeping
this in mind and inserting (3.42) into (3.22), we obtain(
1− W˜
2pi
)[
$(x)−$(y)] = [$1(x)−$1(y)]+ =J(0)T,32pi − (2− W˜pi )$(y),
or,
$(x) =
(
1 + W˜
2pi−W˜
)[
$1(x)−$1(y)
]
+
=J(0)T,3
2pi−W˜ −
(
1− W˜
2pi−W˜
)
$(y),(3.43)
noting (
1 + W˜
2pi−W˜
)(
2− W˜
pi
)− 1 = 1− W˜
2pi−W˜ .
However, most of the time in later estimate we shall find upper bounds
for the absolute values instead, noting |=(z)| ≤ |z| for z ∈ C. Indeed, we
estimate the imaginary parts for the involved quantities, e.g., in (5.53). We
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shall give the estimates for J
(0)
T,3, W1,5, and W6,4 in Section 5, from which we
obtain an upper bound for $(x) − $(y) by (3.43). Then, in Section 6 we
shall achieve the proof of Proposition 2.
4. The integral along the vertical line segment
– using the density and Lindelo¨f hypotheses
Right now, when we tackle problems without knowing the truth
of the Riemann hypothesis, it’s as if we have a screwdriver.
But when we have it, it’ll be more like a bulldozer. [42]
Peter C. Sarnak
In this section, we give upper bounds for the integral in (3.23) for the
estimate of the difference $1(x)−$1(y).
We recall from complex analysis that there are at most finitely many
zeros for any analytic function in a bounded regular region. By letting η
satisfy
(4.1) 0 < η ≤ log log x
log x
, x > e,
and be sufficiently small, we may assume that there are no zeros for the
Riemann zeta function in the rectangular strip where 1
2
< σ ≤ 1
2
+ η and
|t| < T , with T as in (3.4). We let L′b and L′u be the horizontal line routes
from 1
2
+ η − i Tˇ to m − i Tˇ and from m + i Tˇ to 1
2
+ η + i Tˇ , respectively,
and, L′l be the union of 9 line segments, that is
(4.2) L′l =
9⋃
j=1
Ll,j,
where Ll,j is the line segment from 12 +η+i Tˇ to 12 +η+14 i, from 12 +η+14 i
to 0.5005+14 i, from 0.5005+14 i to 0.5005+ i, from 0.5005+ i to −0.25+ i,
from −0.25 + i to −0.25− i, from −0.25− i to 0.5005− i, from 0.5005− i
to 0.5005 − 14 i, from 0.5005 − 14i to 1
2
+ η − 14i, and, from 0.5005 − 14 i
to 1
2
+ η − i Tˇ , respectively, for j = 1, 2, . . ., 9. We also let Lb and Lu be
the horizontal line routes from −1 − i Tˇ to m − i Tˇ and from m + i Tˇ to
−1 + i Tˇ , respectively, and, L be the vertical line route from −1 + i Tˇ to
−1− i Tˇ . We shall use
(4.3) L = Lu ∪ Ll ∪ Lb,
concerning the function − ζ′(s)
ζ(s)
in this section and in the estimate of JT,1 as
defined in (3.29) and
(4.4) L = L′u ∪ L′l ∪ L′b,
where L′b and L′u are defined before (4.2) and L′l is defined in (4.2), concern-
ing the function ζ(s). We denoteN =M∪Lu∪Ll∪Lb,N ′ =M∪L′u∪L′l∪L′b.
We see that both N and N ′ are counter-clockwise simple curves. We remark
that in the critical strip 0 < σ < 1, the set of poles of the function − ζ′(s)
ζ(s)
is
the same as that of the zeros of the Riemann zeta function ζ(s).
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We recall that
−ζ
′(s)
ζ(s)
=
1
s− 1 −
∑
ρ∈Z
(
1
s− ρ +
1
ρ
)
+
∞∑
n=1
(
1
2n
− 1
s+ 2n
)
− log(2pi) + 1,
(4.5)
which may be found in any standard references, e.g., page 52 in [26], page
17 in [35], and page 52 in [39]. This holds first for σ > 1, but then, with
a suitable interpretation of the sums, also for s 6= 1 and s 6∈ Z, which is
defined in (2.12). We see that the residue of x
s
s
Z(s), or that of −xs
s
ζ′(s)
ζ(s)
,
corresponding to each term 1
s−ρ in (4.5) is −x
ρ
ρ
. Note that from (4.5) we
easily get that − ζ′(0)
ζ(0)
= − log(2pi) from (4.5). Also, we recall (1.6) and the
functional equation for the Riemann zeta function in the following form:
(4.6) ζ(s) = 2spis−1 sin
pis
2
Γ(1− s)ζ(1− s),
(for this see, e.g., [39]). From these two equations, one deduces, as in [52],
or [39], that ζ(0) = −1
2
. It follows that the residue of x
s
s
Z(s) at s = 0 is
equal to − ζ′(0)
ζ(0)
− ζ(0) = − log(2pi) + 1
2
.
To estimate $1(x) − $1(y), recalling the definition of $1(x) in (3.18),
we consider the integral in (3.23), inserting the expression (2.11) for Z (s)
in terms of − ζ′(s)
ζ(s)
and ζ(s). That is,
(4.7) $1(x) = −
∫ m+i Tˇ
m−i Tˇ
xs
s
ζ ′(s)
ζ(s)
d s−
∫ m+i Tˇ
m−i Tˇ
xs
s
ζ(s) d s.
We apply Cauchy’s Residue Theorem with the curves N ′ and N to the
above two integrals, respectively, getting
(4.8) $1(x) = $1,1 +$1,2 − log(2pi) + 12 ,
with
$1,1 = −
∑
ρ∈Z: |=(ρ)|≤Tˇ
xρ
ρ
− 1
2pii
∫
L′u+L′l+L′b
xs
s
ζ ′(s)
ζ(s)
d s,
$1,2 = − 1
2pii
∫
Lu+Ll+Lb
xs
s
ζ(s) d s.
(4.9)
Recalling that the estimates on the numbers N(λ, T ) of zeros for the
Riemann zeta function for λ ≤ 1
2
with (2.14) and 1
2
< λ < 1 with (2.26) are
different, conveniently we need to consider them separately. It follows from
(4.8) and (4.9) that for x 6∈ N, y 6∈ N, and x > y ≥ 1,
(4.10) $1(x)−$1(y) = ST,1 +ST,2 +A1 +A2,
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where
ST,1 = −
∑
ρ∈Z: β≤1/2+η, |=(ρ)|≤Tˇ
xρ − yρ
ρ
,
ST,2 = −
∑
ρ∈Z: β>1/2+η, |=(ρ)|≤Tˇ
xρ − yρ
ρ
,
(4.11)
which corresponds to the sum on the right hand side of the first equation in
(4.9) (estimating these two subsums separately results in a slightly better
upper bound overall in (4.19) below), and
A1 =
1
2pii
∫
L′u+L′l+L′b
xs − ys
s
ζ ′(s)
ζ(s)
d s,
A2 = − 1
2pii
∫
Lu+Ll+Lb
xs − ys
s
ζ(s) d s,
(4.12)
corresponding to the two integrals in the two expressions on the right hand
sides of (4.9), respectively.
To estimate the sums ST,1 and ST,2 defined in (4.11), we first note for
any w > 1 that
wβ = 1 + logw
∫ β
0
wv d v, β ≤ 1
2
+ η,
wβ = w1/2+η + logw
∫ β
1/2+η
wv d v, β > 1
2
+ η,
(4.13)
and
∫ β
0
wv d v =
∫ 1/2+η
0
wv
(
1−Hβ(v)
)
d v, β ≤ 1
2
+ η,∫ β
1/2+η
wv d v =
∫ 1
1/2+η
wv
(
1−Hβ(v)
)
d v, β > 1
2
+ η,
(4.14)
for each non-trivial zero ρ = β + iγ of the Riemann zeta function, recalling
that Hβ(u) is the Heaviside step function at the point β with the half-
maximum convention in (1.3).
Also, we notice for any 0 < u < v there exists a w with u ≤ w ≤ v such
that ∣∣∣∣vs − uss
∣∣∣∣ ≤ ∫ v
u
∣∣ws−1∣∣ dw = ∫ v
u
wσ−1 dw ≤ (v − u)uσ−1,(4.15)
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using
∣∣∫ b
a
f(z) d z
∣∣ ≤ (b − a) maxa≤z≤b |f(z)|. One may use wσ−1 ≤ vσ−1
when σ > 1. It follows from (4.11) with (4.13), (4.14), and (4.15) that
|ST,1| ≤ x− y
y
∑
ρ∈Z: β≤1/2+η, |γ|≤Tˇ
xβ
≤ x− y
y
( ∑
ρ∈Z: β≤1/2+η, |γ|≤T
1 +BT,1 log y
)
,
|ST,2| ≤ x− y
y
∑
ρ∈Z: β>1/2+η, |γ|≤Tˇ
xβ
≤ x− y
y
(
y1/2+η
∑
ρ∈Z: β>1/2+η, |γ|≤T
1 +BT,2 log y
)
,
(4.16)
recalling (4.13), (4.14), and the design of Tˇ in (3.4), where
BT,1 =
∫ 1/2+η
0
yv
∑
ρ∈Z: β≤1/2+η, |γ|≤T
(
1−Hβ(v)
)
d v,
BT,2 =
∫ 1−h(T )
1/2+η
yv
∑
ρ∈Z: β>1/2+η, |γ|≤T
(
1−Hβ(v)
)
d v.
(4.17)
Recalling from our assumption after (4.1) related to the choice of η, that
there are no zeros in the region that 1
2
< σ ≤ 1
2
+ η and |t| ≤ T + 1, it
follows that
∑
ρ∈Z: β≤1/2, |γ|≤T
(
1−Hβ(v)
) ≤ ∑
ρ∈Z: β≤1/2, |γ|≤T
1
≤ N(0, T ) = N(T ) < T log T
2pi
, T ≥ 6,∑
ρ∈Z: β>1/2, |γ|≤T
(
1−Hβ(v)
)
= N(v, T ) ≤ N(1
2
+ η) ≤ 8.734 log T, T ≥ T0,
(4.18)
where we also used (2.14) (using T ≥ 6) and (2.26) (using T ≥ T0).
Recall that we are assuming that $(x) E Dxˇ1/2 log2 xˇ for all x¨2 ≤ xˇ ≤ y
(with xˇ2 given after (1.7)) as well as (2.37) when 0 ≤ j < 6 and j ∈ N7, or
(2.38) when j = 6, in the assumption of Proposition 2, as mentioned in the
beginning of Section 3. This satisfies our assumption (2.25) in Lemma 2, by
which we see that the Riemann zeta function does not have zeros for σ > 1−
h(t) with h(t) as in (2.17), h(t) = hj(t) with j in N7 fixed as mentioned in the
beginning of Section 3, for the expressions inside the parentheses in (4.16),
denoted by KT,1 and KT,2, respectively, we use log z
∫ b
a
zv d v = zb − za for
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any z > 1 and b > a > 0, to obtain
KT,1 ≤ 12piT log T
(
1 + log y
∫ 1/2+η
0
yv d v
)
= 1
2pi
y1/2+η T log T,
KT,2 ≤ 8.374 log T
(
1 + log y
∫ 1−h(T )
1/2+η
yv d v
)
≤
{
1
2pi
y1−h(T ) T log T, for 16 ≤ T ≤ T0,
8.374 y1−h(T ) log T, for T ≥ T0,
(4.19)
recalling m = 1 − h(T ) from (3.8) and noting from y1/2+η > 1 by y ≥ Y0
that 8.374 (1 − y1/2+η) log T < 0, which implies 8.374 (y1−h(T ) − y1/2+η +
1) log T ≤ 8.374 y1−h(T ) log T , where Y0 defined after (1.7). We note that
we may delete the symbol η in the upper bound for KT,1 by letting η → 0.
From (4.16) with (4.17), (4.18), and (4.19), we obtain
ST,1 +ST,2
E

(x− y)T
2pi y1/2
+
A′1 (x− y)T log T
yh(T )
, for T ′0 ≤ T ≤ T0,
(x− y)T
2pi y1/2
+
A1 (x− y) log T
yh(T )
, for T ≥ T0,
(4.20)
A′1 =
1
2pi
and A1 = 8.374.
We now estimate the integrals in (4.10) by dealing with each term in the
middle expression for Z (s) in (2.11) separately; i.e., consider each integral
of the integrands − ζ′(s)
ζ(s)
and ζ(s), respectively. For the function − ζ′(s)
ζ(s)
, we
follow the same route as in the literature, e.g., from [11]; for the integrand
ζ(s), we shall use (2.27) (proven in [15]).
To give the estimates on − ζ′(s)
ζ(s)
, we first quote Proposition 9.3 and item
(a) in Proposition 9.2 from [11] as Proposition 4 below.
Proposition 4. Let −1 ≤ σ ≤ 2, t > 0, u > 0, and ζ(σ ± it) 6= 0. Then∣∣∣∣ζ ′(σ ± it)ζ(σ ± it)
∣∣∣∣ ≤ ∑
ρ∈Z: |γ−t|≤u
(
1
2 + it− ρ −
1
s− ρ
)
+ 3
2
(
1 + 4
u2
)(
1
4
log(t2 + 4) + 1.483
)
+ 3
t2
+ 1.284.
(4.21)
Furthermore, the number of zeros of ζ(s) such that |γ − t| ≤ u is less than(
4 + u2
)[
1
4
log
(
t2 + 4
)
+ 1.483
]
. 
We remark here that in the proof of Proposition 4, one uses (4.5), which
is valid for s 6= 1 and s 6= ρ, ρ ∈ Z and is suitable for our sake here, and
(4.22)
∣∣∣∣ ∞∑
n=1
(
1
s+ 2n
− 1
2 + it+ 2n
)∣∣∣∣ ≤ (2− σ)pi224 ,
which may be cited from (5.5) in [14]. We need this estimate in the proof
of item (c) in the next proposition.
We give the following estimate from Proposition 4.
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Proposition 5. Let −1 ≤ σ ≤ 2, T ≥ T0, and Tˇ as defined in (3.4) with
u˚ = 1.155 as an associate of Tˇ . Then
(a) ∣∣ ζ′(σ± i Tˇ )
ζ(σ± iTˇ )
∣∣ ≤ 6.159 log2 T ;
(b) For 12 < t ≤ Tˇ ∣∣ ζ′(−1± it)
ζ(−1± it)
∣∣ ≤ 2.999 log t+ 10.241;
and
(c) For 0 ≤ t ≤ 12 ∣∣ ζ′(−1± it)
ζ(−1± it)
∣∣ ≤ 19.172.
Proof. We first note that
∣∣ ζ′(σ−it)
ζ(σ−it)
∣∣ = ∣∣ ζ′(σ+it)
ζ(σ+it)
∣∣ for σ, t such that ζ(σ+it) 6= 0.
One thus only needs to consider the case with the plus sign for each case.
By (4.21) in Proposition 4, one only needs to estimate the sum
(4.23)
∑
|t−γn|≤u
(
1
s−ρn − 12+it−ρn
)
,
since the other terms in (4.21) are already in explicit form. Note that, for
ρn = βn + i γn, βn, γn ∈ R,
(4.24) 1|s−ρn| =
1
|σ−βn+i(t−γn)| =
1√
(σ−βn)2+(t−γn)2
≤ 1|t−γn| .
Similarly,
(4.25) 1|2+it−ρn| ≤ 1|t−γn| .
To estimate the sum in (4.23), we only need to consider the sum on the
right hand side of the following inequality below, which is
(4.26)
∣∣∣∣ ∑
|t−γn|≤u
(
1
σ+it−ρn − 12+it−ρn
)∣∣∣∣ ≤ 2 ∑
|t−γn|≤u
1
|t−γn| .
Recalling the last statement in Proposition 4, one sees that there are at
most (4 + u2)[log(t2 + 4)/4 + 1.483] terms in (4.26). By the setting of Tˇ as
an associate of T − 3
2
with respect to u in (2.36) and T in (3.4), one has
from (3.3) that
|γ − Tˇ | ≥ u
2(4+u2)
(
log[(T−3/2)2+4]/4+1.483}
,
for every T − 3 < γ < T . Thus, each summand in the last expression in
(4.26) is less than
(4.27) 2(4+u
2)(log[(T−3/2)2+4]/4+1.483)
u
.
Since 1|t−γn| ≤ 1γ−Tˇ , it follows that∣∣∣ ∑
|γ−Tˇ |≤u
(
1
σ+iTˇ−ρn −
1
2+iTˇ−ρn
)∣∣∣ ≤ (4 + u2)[14 log(T 2 + 4) + 1.483]
× 2(4 + u
2)
(
1
4
log[(T − 3/2)2 + 4] + 1.483)
u
≤ 6.159 log T,
(4.28)
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by our choice u˚ = 1.155, as T ≥ T ′0 where T ′0 is also defined in (2.15), so
that log(T 2 + 4) = 2 log T + log(1 + 4
T 2
< (2 + 4
T 2 log T
) log T < 2.001 log T ,
where we have used log(1 +x) < x for 0 < x < 1, and log((T − 3/2)2 + 4) <
2.00001 log T similarly.
One proves (b) and (c) in similar ways. For (b), replacing (4.24) and
(4.25) by
1
| − 1 + it− ρn| ≤
1
| − 1− βn| ≤ 1, and
1
|2 + it− ρn| ≤
1
|2− βn| ≤ 1,
and noting that log(t2 + 4) ≤ 2 log t+ log(1 + 4/122) ≤ 2 log t+ 0.028. For
(c), one replaces the upper bound in (4.22) by 5
4
and notes that the terms
of the sum in (4.23) are zero since there are no zeros of ζ(s) with 0 ≤ t ≤ 12
for the integral over t, and log(t2 + 4) ≤ log(122 + 4) ≤ 4.998. 
To estimate A1, as given by (4.12), we recall (4.15) with σ − 1 = −2,
Proposition 5, and the definition of L′l before (4.3), getting for the integral
on L′l, ∫
L′l
xs − ys
s
ζ ′(s)
ζ(s)
d s E x− y
y2
∫ Tˇ
−Tˇ
∣∣∣∣ζ ′(−1 + it)ζ(−1 + it)
∣∣∣∣ d t
≤ x− y
y2
(
38.344
∫ 12
0
d t+ 2
∫ Tˇ
12
[2.999 log t+ 10.241] d t
)
<
6.002(x− y)T log T
y2
,
(4.29)
because the term in parenthesis is bounded by 6.002T log T for T ≥ T ′0 with
the value of T ′0 given in (2.15), as seen by using
∫ t
0
log u du = t(log t − 1),
T − 3 ≤ Tˇ < T from (3.4), and 2 × 2.999 Tˇ log Tˇ is the major term in the
sum of terms on the right hand side of the last but one inequality. For the
sums of the integrals along L′u and L′b, one has∣∣∣∣∣ 12pii
∫
L′u
xs − ys
s
ζ ′(s)
ζ(s)
d s+
1
2pii
∫
L′b
xs − ys
s
ζ ′(s)
ζ(s)
d s
∣∣∣∣∣
≤ 6.159 (x− y) log
2 T
piw
∫ m
−1
wσ dσ ≤ 6.159 (x− y)y
m log2 T
pi y log y
,
(4.30)
where we used (4.15) with v = x, u = y, and y ≤ w ≤ x with wm
w
≤ ym
y
, since
m < 1, the bound a) in Proposition 5 with Tˇ < T , and
∫ m
−1w
σ dσ = w
m−w−1
logw
.
For A2, we get similarly the estimate
1
2pii
∫
L′l
(xs − ys)
s
ζ(s) d s E x− y
2piy1/2
(
2
4∑
nˇ=1
∫
L′l,nˇ
|ζ(σ + i t)| d t
+
∫
L′l,5
|ζ(σ + i t)| d t
)
≤ 8.503 (x− y)T
3/2
piy1/2
,
(4.31)
where B (= 1.621) is defined after (2.28), recalling (4.15) and (2.28), as
the integrals on L′l,1 and L′l,9, those on L′l,2 and L′l,8, those on L′l,3 and L′l,7,
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and, those on L′l,4 and L′l,6, are equal, respectively, by the the symmetry
property of the Riemann zeta function from the Schwarz principle, recalling
the definitions of L′l,j for j ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9} and the upper bounds in
(2.27) of the Riemann zeta function, with 4.2143 Tˇ 1/2(Tˇ − 14) + 16.52 [(η−
0.0005) + 14] + 3.003B < 8.503T 3/2, for T ≥ T ′0 in (2.15).
Also, we use (2.27) and (3.4) to get |ζ(s)| < 4.2143T 1/2 for s on both
Lu and Lb. Recalling (4.15) again, we obtain
1
2pii
∫
Lb+Lu
(xs − ys)
s
ζ(s) d s
E 4.2143 (x− y)T
1/2
pi y
∫ m
1/2+η
yσ dσ ≤ 4.2143 (x− y) y
m T 1/2
pi y log y
,
(4.32)
noting that the integrals on Lb and Lu are equal by the reflection principle.
Recalling the definitions ofA1 andA2 in (4.12) with (4.29), (4.30), (4.31),
and (4.32), we have that
A1 +A2 E x−yy
(
6.002T log T
y
+ 6.159 y
m log2 T
pi log y
+ 4.2143 y
1/2 T 3/2
pi
+ 4.2143 y
m T 1/2
pi log y
)
< A
′ (x−y)T 32
y1/2
+ A2 (x−y)T
1
2
yh(T ) log y
,
(4.33)
where A′ = 2.707 and A2 = 2.625, recalling m = 1− h(T ) from (3.8), with
the first term with the coefficient A′ in the last expression related to the
third term in the sum inside the parentheses in the expression in the last but
one expression, and the second term with the coefficient A2 in that related
to the sum of the last, the second, and the first terms in the sum inside the
parentheses in the last but one expression, and noting that 8.503
pi
≤ A′ and
1.3532+1.271+0.0001 ≤ A2 with the given values of A′ and A2, by 4.2143pi <
1.3532, 6.159 log log Y0
3pi log1/6 Y0
≤ 1.271, and 6.002T log T
y1+m
≤ 6.002 log1/3 Y0 log log Y0
3Y
3/2
0 log
1/6 Y0
≤ 0.0001.
Recalling (4.10) with the estimates in (4.20) and (4.33), we acquire
$1(x)−$1(y) E A1 (x− y) log T
yh(T )
+
A2 (x− y)T 1/2
yh(T ) log y
+
A3 (x− y)T 32
y1/2
,
(4.34)
where A1 = 9.734, A2 = 2.625, and A
′ + 1
2pi16
< A3 = 2.717 for T ≥ T ′0, T ′0
as in (2.15).
This is an estimate for (3.23). We remark here that the logarithmic
factor log y in the denominator of the second term in the expression on
the right hand side of (4.34) is crucial for us in the proof of the Riemann
hypothesis, as we shall see in (6.11); the last term in (4.34) with y1/2 in
its denominator is already satisfactory, anyhow, because 1
2
is equal to the
difference of 1 and 1
2
in the exponents of the numerator y (there is a y
factor implicitly contained in x − y = y x−y
y
with x−y
y
bounded from above
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and lower) and denominator y1/2, and which corresponding to the exponent
1
2
in the estimate |$(y)| ≤ Dy1/2 log2 y.
.
5. The integral along the circle – using
the assumption in Proposition 2
The failure of the Riemann hypothesis would create havoc in
the distribution of prime numbers. This fact alone singles out
the Riemann hypothesis as the main open question of prime
number theory. [5]
Enrico Bombieri
We use different L andR with various names in this section, as compared
with those in Sections 3 and 4.
First, we let m be as in (3.8) and C be the circle with the line segment
from the point m+ i Tˇ to m− i Tˇ as its diameter and the point at s = m as
its center, where Tˇ is an associate of T satisfying (3.4), with the definition of
an associate in the paragraph containing (3.2) and u˚ = 1.155 as used in the
above Proposition 5 (for the choice of an associate of T ). Let then L be the
left half circle obtained from C, taken along the counter-clockwise direction.
Also, we let a˜ be such that 0 < a˜ < 1 − m, which implies m + a˜ < 1.
We define R(a˜) by the union of three line segments, namely, the one from
m + i Tˇ to m + a˜ + i Tˇ , the one from m + a˜ + i Tˇ to m + a˜ − i Tˇ , and the
one from m+ a˜− i Tˇ to m− i Tˇ . Similarly, we define L(a˜) to be the union
of the three line segments with the one from m + i Tˇ to −a˜ + i Tˇ , the one
from −a˜+ i Tˇ to −a˜− i Tˇ , and the one from −a˜− i Tˇ to m− i Tˇ . Both L(a˜)
and R(a˜) are with the described orientation, i.e., counter-clockwise on L(a˜)
and clockwise on R(a˜).
Recall W1,5 and W6,4 in (3.37) with (3.35) and record them in (5.7) below
for convenience. For obtaining estimates for W6,4, we use L defined in the
last paragraph. To estimate J
(0)
T,3, as defined in (3.33), we use R(a˜) described
in the last paragraph. However, to estimate W1,5, we shall design another
pair of curves, named L′ and R′ below.
For the sake of this new pair of curves, we use another circle D, which
is the circle with the center at the origin passing m + iTˇ and m − iTˇ . We
also let a` and a´ be such that 0 < a` < 1 and 0 < a´ < 1−m. We define L(a`)
as L(a˜) with a˜ replaced by a` and R(a´) as R(a˜) with a˜ replaced by a´. We
denote the intersection points of L(a`) and D by −a` + i TL and −a` − i TL,
and the intersection points of R(a´) and D by m+ a´+ i TR and m+ a´− i TR.
Thus, in particular,
(5.1) m2 + Tˇ 2 = a`2 + T 2L = (m+ a´)
2 + T 2R.
Actually, we still need another circle E , much smaller than D. We let
(5.2) a` < r˜ = 2y
2a`
2y2−1 < m,
with y satisfying the restrictions in (2.36) and (3.1), and E be the circle with
the radius r˜ and the center at the origin. Denote the intersection points of E
and the line passing through a`+ i TL and a`− i TL by a`+ i tL and a`− i tL. We
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note here that the small circle does not intersect the line passing through
a´+ i TR and a´− i TR, by the second inequality in our design of E with (5.2).
Now, we define the new route R′ by the union of three curve segments,
namely, the arc from m+i Tˇ to m+ a´+i TR on the circle D, the line segment
from m+ a´+ i TR to m+ a´− i TR, and from m+ a´− i TR to m− i Tˇ on the
circle D. Moreover, we define L′ to be the union of the five curve segments
with the arc from m + i Tˇ to −a` + i TL on the circle D, the line segment
from −a`+ i TL to −a`+ i tL, the arc from −a`+ i tL to −a`− i tL on the small
circle E , the line segment from −a` − i tL to −a` − i TL, and the arc from
−a`− i TL to m− i Tˇ .
One may look Figure 1 below to see these curves L′ and R′ in the di-
agram. Of course, we draw the radius r of the big circle shorter and the
radius r˜ of the small circle longer, respectively, than the actual lengths for
visibility in the diagram. Also, we have exhibited θ′l =
pi
2
− θl instead θl,
which is defined in (5.11) below, in Figure 1, for an aesthetic reason.
We now proceed to give an estimate for J
(0)
T,3 defined in (3.33). It is easy
to see that the related series B(x; s) as defined in (3.15), which is the series
of Z (s) in (2.11) without an initial finite part, is indeed convex, or the
upper bound below is a decreasing function of m, under the assumption
that the series is convergent on the half plane on the right of σ = m. The
zero-free property of B(x; s) for all σ ≥ m would guarantee the absolutely
convergence of the series in (3.15), but we only have the zero-free region
σ ≥ m when |t| ≤ T by our assumptions. After we finish the proof of the
Riemann hypothesis in Section 7, we shall prove that a related integral is
absolutely convergent, but the series defining B(x; s) may be only relatively
convergent, which was one of the major obstacles for us to directly prove
the Riemann hypothesis. We now formulate a conjecture which however we
will not use it in the rest of the paper.
Conjecture 1. Let B(x; s) be the truncated sum defined in (3.15). Assume
that the Riemann zeta function does not have zeros in the region σ > 1−h(t),
where h(t) = hj(t) as mentioned on the beginning of Section 3. Assume that
R ≥ T ′0, T ′0 as in (2.15) and 1 − h(R) < m < 1. In the region σ ≥ m and|s−m| ≤ R, we have
(5.3) x
s−ys
s
B(x; s) E (x− y)wm−1 sup
|τ |≤R
∣∣B(x;m+ i τ)∣∣,
for at least one suitable w such that y ≤ w ≤ x and t ≥ T ′0.
This conjecture is equivalent to a similar statement with B(x; s) replaced
by Z (s) defined in (2.11), as B(x; s) is the series in (2.11) truncated with
a finite part as shown in (3.16).
Without knowing the correctness of this conjecture, we have designed a
variable a´ that we shall later let tend to 0 on the curve R(a´) to handle the
upper bound of the factor − ζ′(s)
ζ(s)
− ζ(s) on the right hand side in (3.33),
without any use of Conjecture 1 (which we only stated for its own interest,
not because it is needed in our proofs).
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For the first factor in the integrand of the last formula in (3.33), we use
(4.15) with v = x and u = y (recalling y < x from (3.1)) and have
(5.4)
∣∣xs − ys∣∣ ≤ (x− y) ym+a´
y
,
where the power m + a´ arises from our design of R. For the term − ζ′(s)
ζ(s)
,
which is actually not affected by using a´, and also appear in the integrand
of J
(0)
T,3 in (3.33), we use the upper bound in item a) of Proposition 5 in
Section 4. For the term −ζ(s), which is not affected by using a´ either, in
the integrand of J
(0)
T,3 in (3.33), we recall the estimate for the second case on
the right hand side of (2.27). We then have
(5.5) J
(0)
T,3 E
∫
R
[
6.159 log2 T + 4.2143 (T + 1)1/2
] | d s| ≤ 5 (x− y) ya´ T 1/2
yh(T )
,
where h(T ) = hj(T ) as mentioned on the beginning of Section 3, by (3.8)
and (4.15), noting that
6.159 log2 T + 4.2143 (T + 1)1/2
< T 1/2
[6.159 log2(T ′0)
(T ′0)1/2
+ 4.2143
(
1 + 1
T ′0
)1/2]
< 5T 1/2,
by our choice of T ′0, T , and using that by (3.8)
(x− y)ym+a´
y
=
(x− y)ya´
yh(T )
.
We now get the result we need, which otherwise could have been obtained
from Conjecture 1 with the particular design of the route R(a´) for any value
of a´ > 0. That is, we let a´ tend to 0, getting from (5.5)
(5.6) J
(0)
T,3 E
5 (x− y)T 1/2
yh(T )
.
We remark here that the estimates in (5.6) may be replaced by the result
in (5.3) above. By our considerations in the paragraph before the conjecture,
we would have by that conjecture convexity for the product of x
s−ys
s
and
the series
∑
n>x
Λ(n)−1
ns
, without knowing whether this series is convergent
for σ > 1
2
. The result in Conjecture 1 is sufficient but not needed for the
proof of (5.6), as we have shown above, by using (5.5) to bound J
(0)
T,3, and
then letting a´ tend to 0 as we did.
To estimate W1,5 and W6,4 as defined in (3.35), we record here that
W1,5 =
∫
L
(
x
Y
)s
d s
s
−
∫
R
(
y
Y
)s
d s
s
,
W6,4 =
∫
R
[(
y
Y + 1
)s
−
(
y
Y + 1
)s]
d s
s
.
(5.7)
We shall use (4.15) in estimating W6,4, and find a result corresponding
to (4.15) using the polar coordinate system for estimating W1,5 below.
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Now, we give estimates for W6,4 in (5.7). By (4.15), we get, recalling
y < x from (3.1):
(5.8) 1
s
[(
x
Y+1
)s − y
Y+1
)s]
= x
s−ys
s (Y+1)s
E (x−y) ym−1
(Y+1)m
≤ x−y
y
,
noting y
m
(Y+1)m
< 1 from Y > y − 1 with the definition of Y in (3.26) and
m > 1
2
in (3.7) . It follows that
(5.9) W1,3 E x−yy
∫
R
| d s| ≤ 3.243 (x−y)T
y
,
using ∫
L
| d s| = |L| ≤ pi Tˇ < pi T ≤ 3.243T,
recalling Tˇ ≤ T and (3.5), and noting that 1.032pi ≤ 3.243.
Now, we still keep the value a´ > 0 fixed but shall remember to use it at
an appropriate point when we let it tend to 0.
We then proceed to estimate W1,5 in (5.7).
This time, we use the polar coordinates
(5.10) s := s(θ; r) = r ei θ,
on the circle D, which is described at the beginning of this section and with
the center at the origin, with θ from pi
2
−θR to 3pi2 +θR on L′ and from 5pi2 −θR
to 3pi
2
+ θR on R′ (as defined in the third paragraph at the beginning of this
section), where
θL = arctan
a`
TL
= arcsin a`
r
, θl = arctan
a`
tL
= arcsin a`
r˜
,
θR = arctan
m+a´
TR
= arcsin m+a´
r
, θ0 = arctan
m
Tˇ
= arcsin m
r
,
(5.11)
respectively; recalling that Tˇ was defined before (3.3) with (3.4), and TL, tL,
and TR are defined in the third paragraph at the beginning of this section.
We also need to define m+ a´+ i tR and m+ a´− i tR to be the intersections of
the two rays (both start at the origin but are located in the first and fourth
quadrants, respectively, and the angles between the rays and the positive
half of the σ-axis are equal to θ′l) and the curve R′, where R′ is defined
at the beginning of this section. One may have a look at Figure 1, as an
illustration of our choice of contours.
Moreover, we have Tˇ ≥ (1 − 1
4T ′0
)
T ≥ 0.984T , recalling (3.4) and T ′0 in
(2.15). Therefore, for r = |s| and s ∈ C,
(5.12) r ≤ 1.002T, 0 < θ0 < 10.984T ,
as Tˇ < T from (3.4), r =
√
Tˇ 2 +m2 < T
√
1 + 1
T 20
, where we used T ≥ T0,
from (2.15), and 1
2
< m < 1. We note here that pi
2
> θl > θL > 0, and
pi
2
>
θR > θ0 > 0 from their definitions in the preceding paragraph. Furthermore,
we require that
(5.13) a`
r˜
> m+a´
r
,
so that
(5.14) pi
2
> θl > θR > θ0 > θL > 0.
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Especially, we have
(5.15) lim
a´→0
TR = Tˇ and lim
a´→0
θR = θ0,
recalling (5.1), as one may also envision in Figure 1.
The stipulation in (5.2) is used for the first of the bounds in (5.16) which
are needed for (5.37), (5.38), and (5.39) below and are direct consequences
from arcsin(u) > u for 0 < u < 1 and arctan(v) < v for 0 < v < 1. We also
recall (3.4), (5.2), (5.11), and (5.12), acquiring
(5.16) pi
2
− 1
y
< θl <
pi
2
, 0.998a`
T
< θL <
1.00007a`
T
, 0.998
T
< θ0 <
1.00007
T
,
noting that arcsin(1 − w) > pi
2
− 2√w for 0 < w < 1, 1
1.002
≤ 0.998 and
1√
1.0022−1/T 20
< 1.00007 by our choice of T0 as in (2.15).
We notice that s = reiθ on the circle D; but the radii of the pints s
depend on the angle θ. We denote these radii by r1 := r1(θ) and r2 := r2(θ),
respectively, and we have
(5.17) r1(θ) =

r, pi
2
− θ0 < θ ≤ pi2 + θL, top left,
− a`
cos θ
, pi
2
+ θL < θ ≤ pi2 + θl, upper left,
r˜, pi
2
+ θl < θ ≤ 3pi2 − θl, middle left,
− a`
cos θ
, 3pi
2
− θl < θ ≤ 3pi2 − θL, lower left,
r, 3pi
2
− θL < θ ≤ 3pi2 + θ0, bottom left,
(5.18) r2(θ) =

r, 5pi
2
− θ0 ≥ θ > 5pi2 − θR, top right,
m+a´
cos θ
, 5pi
2
− θR ≥ θ > 2pi, upper right,
m+a´
cos θ
, 2pi ≥ θ > 3pi
2
+ θR, lower right,
r, 3pi
2
+ θR ≥ θ > 3pi2 + θ0, bottom right,
in which, the minus signs in the second and fourth cases for r1 are from
the signs of sin θ, which are non-positive in the involved intervals, and the
variable θ is decreasing along the clockwise direction on R′.
Denoting the five-piece function s1, with each piece differentiable, and
the four-piece differentiable function s2 by
s1(θ) := s(θ; r1(θ)) = r1(θ)e
iθ, on L′, counter-clockwisely,
s2(θ) := s(θ; r2(θ)) = r2(θ)e
iθ, on R′, clockwisely,(5.19)
we get
(5.20) r′1(θ) =

0, pi
2
− θ0 < θ ≤ pi2 + θL,
− a` sin θ
cos2 θ
, pi
2
+ θL < θ ≤ pi2 + θl,
0, pi
2
+ θl < θ ≤ 3pi2 − θl,
− a` sin θ
cos2 θ
, 3pi
2
− θl < θ ≤ 3pi2 − θL,
0, 3pi
2
− θL < θ ≤ 3pi2 + θ0,
(5.21) r′2(θ) =

0, 5pi
2
− θ0 ≥ θ > 5pi2 − θR,
(m+a´) sin θ
cos2 θ
, 5pi
2
− θR ≥ θ > 3pi2 + θR,
0, 3pi
2
+ θR ≥ θ > 3pi2 + θ0,
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for which we recall that θ is decreasing along the clockwise direction on R′,
with two cases on the adjacent two intervals combined together for d s2(θ)
s2(θ)
,
for brevity; or, one may say that
(5.22) r′2(θ) = − (m+a´) sin θcos2 θ , 3pi2 + θR < θ ≤ 5pi2 − θR,
for increasing θ on R and notice that the sign in (5.22) is compatible with
that in (5.20). We emphasize and remember that this θ in (5.22) should be
considered as different from that we used before (5.22), but for brevity, we
have used the present notation.
Note that
d sk(θ)
sk(θ)
=
(
i+
r′k(θ)
rk(θ)
)
d θ, k = 1, or 2,
on L′ and R′, respectively. We have
(5.23) d s1(θ)
s1(θ)
=

i d θ, pi
2
− θ0 < θ ≤ pi2 + θL,(
i+ tan θ
)
d θ, pi
2
+ θL < θ ≤ pi2 + θl,
i d θ, pi
2
+ θl < θ ≤ 3pi2 − θl,(
i+ tan θ
)
d θ, 3pi
2
− θl < θ ≤ 3pi2 − θL,
i d θ, 3pi
2
− θL < θ ≤ 3pi2 + θ0,
d s2(θ)
s2(θ)
=

−i d θ, 5pi
2
− θ0 ≥ θ > 5pi2 − θR,
−(i+ tan θ) d θ, 5pi
2
− θR ≥ θ > 3pi2 + θR,
−i d θ, 3pi
2
+ θR ≥ θ > 3pi2 + θ0,
with the signs of rk(θ) from (5.17) and (5.18), those of r
′
k(θ) from (5.20)
and (5.21). Or, again, we may say that
(5.24) d s2(θ)
s2(θ)
=

i d θ, 5pi
2
− θR < θ ≤ 5pi2 − θ0,(
i+ tan θ
)
d θ, 3pi
2
+ θR < θ ≤ 5pi2 − θR,
i d θ, 3pi
2
+ θ0 < θ ≤ 3pi2 + θR,
along with the normal or increasing direction of θ, by (5.21) for the first
and third cases and (5.22) for the second case.
Recalling the definition of W1,5 in (5.7) and s = sk(θ) in (5.19) with
d s
s
= d sk(θ)
sk(θ)
in (5.23) for k = 1 and 2 on L′ and R′, respectively, where
r1(θ) and r2(θ) are given by (5.17) and where r is as in (5.12), we have
W1,5 = W1,5,A +W1,5,B +W1,5,C +W1,5,D +W1,5,E
+W1,5,F +W1,5,G +W1,5,H ,
(5.25)
with all involved terms defined in the following.
First, we have
W1,5,A = i
∫ pi/2+θL
pi/2−θ0
( y
Y
)r ei θ
d θ,
W1,5,B = i
∫ 3pi/2+θ0
3pi/2−θL
( y
Y
)r ei θ
d θ,
W1,5,C = i
∫ 3pi/2−θl
pi/2+θl
( y
Y
)r˜ ei θ
d θ,
(5.26)
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Figure 1. The curves L′ and R′
corresponding to top left, bottom left (these two curves are on L′ but are
actually located mostly on the right half circle D), and, middle left, respec-
tively,
W1,5,D = −i
∫ 5pi/2−θR
5pi/2−θ0
( y
Y
)r ei θ
d θ,
W1,5,E = −i
∫ 3pi/2+θ0
3pi/2+θR
( y
Y
)r ei θ
d θ,
W1,5,F = −
∫ 3pi/2+θR
5pi/2−θR
( y
Y
)(m+a´) ei θ/ cos(θ)(
i+ tan θ
)
d θ,
(5.27)
corresponding to top, bottom, and middle right, respectively, but remember
that the direction on R is clockwise and along with the decreasing θ, with
the minus signs reflecting that in front of the integral on R in (5.7).
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To avoid confusion, it is better and convenient if we rewrite
W1,5,D = −i
∫ 5pi/2−θ0
5pi/2−θR
( y
Y
)r ei θ
d θ,
W1,5,E = −i
∫ 3pi/2+θR
3pi/2+θ0
( y
Y
)r ei θ
d θ,
W1,5,F = −
∫ 5pi/2−θR
3pi/2+θR
( y
Y
)(m+a´) ei θ/ cos(θ)(
i+ tan θ
)
d θ,
(5.28)
if we regard θ in the normal increasing order (the differential d θ in
(5.27) should be regarded as − d θ in (5.28)).
We observe that the angle between pi
2
+ θl and
3pi
2
− θl facing to the left
side on the small circle E corresponding to the angle between 3pi
2
+ θl and
5pi
2
−θl facing the line segment on the right and outside the small circle E on
the line from m+ a´+ iTR to m+ a´− iTR, without concerning the direction
for a technical reason, we take a part out from W1,5,F , corresponding to the
interval for θ in W2,4,C in (5.26), as
(5.29) W ′1,5,C = −
∫ 5pi/2−θl
3pi/2+θl
( y
Y
)m+a´
cos θ
ei θ
d θ,
corresponding to the line segment from m+ a´− i tR to m+ a´+ i tR, recalling
that we are using the normal increasing order of θ, as in (5.28).
The last two integrals for (5.25) are
W1,5,G =
∫ pi/2+θl
pi/2+θL
( y
Y
)−a` ei θ/ cos(θ)(
i+ tan θ
)
d θ,
W1,5,H =
∫ 3pi/2−θL
3pi/2−θl
( y
Y
)−a` ei θ/ cos(θ)(
i+ tan θ
)
d θ.
(5.30)
corresponding to the upper and lower left, respectively, as elucidated in
(5.17).
Then, we recall (5.26) and (5.30) and set
W1,5,F = A1,5,R + C1,5,R +W
′
1,5,C +B1,5,R +D1,5,R,
W1,5,G = W1,5,M +W1,5,1 + A1,5,L + C1,5,L,
W1,5,H = W1,5,N +W1,5,2 +B1,5,L +D1,5,L,
(5.31)
where
A1,5,R = −i
∫ 5pi/2−θR
5pi/2−θl
( y
Y
)(m+a´) ei θ/ cos θ
d θ,
C1,5,R = −
∫ 5pi/2−θR
5pi/2−θl
( y
Y
)(m+a´) ei θ/ cos θ
cot θ d θ,
B1,5,R = −i
∫ 3pi/2+θl
3pi/2+θR
( y
Y
)(m+a´) ei θ/ cos θ
d θ,
D1,5,R = −
∫ 3pi/2+θl
3pi/2+θR
( y
Y
)(m+a´) ei θ/ cos θ
tan θ d θ,
(5.32)
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W1,5,E = i
∫ pi/2+θ0
pi/2+θL
( y
Y
)−a` ei θ/ cos θ
d θ,
W1,5,1 = i
∫ pi/2+θR
pi/2+θ0
( y
Y
)−a` ei θ/ cos θ
d θ,
A1,5,L = i
∫ pi/2+θl
pi/2+θR
( y
Y
)−a` ei θ/ cos θ
d θ,
C1,5,L =
∫ pi/2+θl
pi/2+θR
( y
Y
)−a` ei θ/ cos θ
tan θ d θ,
(5.33)
and,
W1,5,F = i
∫ 3pi/2−θL
3pi/2−θ0
( y
Y
)−a` ei θ/ cos θ
d θ,
W1,5,2 = i
∫ 3pi/2−θ0
3pi/2−θR
( y
Y
)−a` ei θ/ cos θ
d θ,
B1,5,L = i
∫ 3pi/2−θR
3pi/2−θl
( y
Y
)−a` ei θ/ cos θ
d θ,
D1,5,L =
∫ 3pi/2−θR
3pi/2−θl
( y
Y
)−a` ei θ/ cos θ
tan θ d θ,
(5.34)
recalling (5.28) or equivalently, (5.27).
For the estimate of W1,5,A, W1,5,B, and, W1,5,C in (5.26), as well as W ′1,5,C
in (5.29) below, we use the integral absolute value inequality
(5.35)
∫ b
a
f(u) du E (b− a) max
a≤u≤b
|f(u)|,
for u ∈ R, and f(u) ∈ C with a < b. We have
(5.36) W1,5,A +W1,5,B E 2
( y
Y
)r
(θL + θ0) ≤ 2.002T ,
noting the differences of the upper and lower limits are equal in W1,5,A and
W1,5,B, recalling (5.12), and using the bound(
y
Y
)r ei θ E (1 + 1
y−1
)1.002T ≤ e1.002T/(y−1) ≤ 1 + 5× 10−7,
as Y > y − 1 from the definition of Y before (3.27), r satisfying (5.12),
and 2
(
θL + θ0
)
< 1 + 5 × 10−7 for y ≥ Y0, with Y0 defined after (2.9),
recalling y
y−1 ≤ (1 + 10−14) from (3.1) and T ≤ 2y1/2 in (3.4), and noting
that eu < 1 + 2u for 0 < u < 1 and 4× 1.002× (1 + 10−14) < 5× 10−7.
Similarly, we acquire
(5.37) W1,5,C E
(
y
Y
)r˜
(pi − 2θl) ≤ 2y ,
here we remark that T is restricted in some way, but various in situation
later on in Section 6, as y
Y
< 1 + 2× 10−14 from Y > y− 1 by the definition
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of Y in (3.26) and the last inequality in (3.1), r˜ < 1 by m < 1 in (5.2), and
pi − 2θl < 2y . Also, for the integral in (5.29) we get
(5.38) W ′1,5,C E
(
y
Y
)m
(pi − 2θl) ≤ 2×10−6T ,
recalling (5.16) for the estimate on θl. Still, we may use this simple method
to get
W1,5,E E
( y
Y
)a`
(θ0 − θL) ≤ 1.0001
T
,
W1,5,1 E
( y
Y
)a`
(θ0 − θL) ≤ 1.0001
T
,
(5.39)
recalling the upper bound for θ0 and the lower bound for θL in (5.16) with
a` > 0 from our choice of which in the fourth paragraph of this section and
y
Y
≤ 1 + 10−14 before (5.37), and the notation Y = byc.
Together, we have
(5.40) W1,5,A +W1,5,B +W1,5,C +W
′
1,5,C +W1,5,M +W1,5,N E 4.0022T +
2
y
,
for T ≥ T ′0 and y ≥ Y0, by (5.36), (5.37), (5.38), and (5.39).
We let a´ → 0 so that lima´→0W1,5,D = 0 and lima´→0W1,5,E = 0 in (5.28)
and lima´→0W1,5,F = 0 and lima´→0W1,5,2 = 0 in (5.33). Therefore, we get
(5.41) W1,5,D +W1,5,E +W1,5,F +W1,5,2 E ,
for an arbitrary  > 0. Recalling (5.25) with (5.26), (5.28), and, (5.30), plus
(5.31) and (5.41), we see that
=W1,5 E
∣∣=(A1,5,L + C1,5,L +B1,5,L +D1,5,L
+ A1,5,R + C1,5,R +B1,5,R +D1,5,R
)∣∣+ 4.003
T
+ 2
y
+ ,
(5.42)
where  > 0 is arbitrarily small, with W1,5,A and W1,5,B in (5.26), W1,5,E
and W1,5,1 in (5.31), A1,5,L and C1,5,L in (5.33), , B1,5,L and D1,5,L in (5.34),
A1,5,R, C1,5,R, B1,5,R, and D1,5,R in (5.32), while remembering that a´ tends
to 0.
We shall change the variables for the integrals involved in (5.42) by the
following transformations, named by Vk for k = 1, 2, 3, 4 corresponding to
the quadrant numerals, as
(5.43) V1 : θ =
5pi
2
− φ, (sin θ, cos θ) = (cosφ, sinφ), R′,
V2 : θ =
pi
2
+ φ, (sin θ, cos θ) = (cosφ,− sinφ), L′,
V3 : θ =
3pi
2
− φ, (sin θ, cos θ) = (− cosφ,− sinφ), L′,
V4 : θ =
3pi
2
+ φ, (sin θ, cos θ) = (− cosφ, sinφ), R′,
where r1(θ) and r2(θ) are from (5.17) and (5.18), respectively. We remark
here that it is convenient now for us to make these changes of variables to
estimate the integrals in (5.28).
We shall use the corresponding variable change when the integral upper
and lower limits are both located in one quadrant, but, conveniently, V2 in
(5.43) should be used for A1,5 and V3 in (5.43) for B1,5. Remember that
PROOF OF THE RIEMANN HYPOTHESIS 39
d θ = dφ for V1 and d θ = − dφ for V4 in (5.43), as the direction on R′ is
such that along it θ decreases. After these changes of variables, we acquire
A1,5,L = i
∫ θl
θ0
( y
Y
)i a` ei φ/ sinφ
dφ, (by V2),
A1,5,R = −i
∫ θl
θ0
( y
Y + 1
)im e−i φ/ sinφ
dφ, (by V1),
B1,5,L = i
∫ θl
θ0
( y
Y
)−i a` e−i φ/ sinφ
dφ, (by V3),
B1,5,R = −i
∫ θl
θ0
( y
Y + 1
)−im ei φ/ sinφ
dφ, (by V4).
(5.44)
Now, we notice that whereas the transforms V1 and V3 do not change the
signs of cotφ, the ones of V2 and V4 do change the signs of cotφ, which
gives us the reason for estimating the integrals in (5.44) and those in (5.45)
separately in (5.53) and (5.51) below, respectively, getting
C1,5,L = −
∫ θl
θ0
( y
Y
)i a` ei φ/ sinφ
cotφ dφ, (by V2),
C1,5,R = −
∫ θl
θ0
( y
Y + 1
)im e−i φ/ sinφ
cotφ dφ, (by V1),
D1,5,L =
∫ θl
θ0
( y
Y
)−i a` e−i φ/ sinφ
cotφ dφ, (by V3),
D1,5,R =
∫ θl
θ0
( y
Y + 1
)−im ei φ/ sinφ
cotφ dφ, (by V4).
(5.45)
We are going to pair up the last 8 integrals from both sides. For the first
four, we pair up with integrals on the left and the right, respectively, having
A1,5,L + A1,5,R =
∫ θl
θ0
[( y
Y
) i a` ei φ
sinφ −
( y
Y + 1
) im e−i φ
sinφ
]
dφ,
B1,5,L +B1,5,R =
∫ θl
θ0
[( y
Y
)−i a` e−i φ
sinφ −
( y
Y + 1
)−im ei φ
sinφ
]
dφ.
(5.46)
For the second four due to the sign changes of cotφ, we pair up integrals
on the same side, getting
C1,5,L +D1,5,L =
∫ θl
θ0
[( y
Y
) i a` ei φ
sinφ −
( y
Y
)−i a` e−i φ
sinφ
]
dφ, ,
C1,5,R +D1,5,R =
∫ θl
θ0
[( y
Y + 1
) im e−i φ
sinφ −
( y
Y + 1
)−im ei φ
sinφ
]
dφ, .
(5.47)
Now, we have four new integrals with very similar integrands, the imag-
inary parts of which are denoted by J˜1, J˜2, J˜3, and J˜4, respectively. For the
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first one, we simplify the expression and acquire that
J˜1 = =
[( y
Y
) i a´eiφ
sinφ −
( y
Y + 1
) ime−iφ
sinφ
]
= =
[( y
Y
)−a´+i a´ cotφ
−
( y
Y + 1
)m−im cotφ]
=
( y
Y
)−a´
sin
(
a` cotφ log
y
Y
)
−
( y
Y + 1
)m
sin
(
m cotφ log
y
Y + 1
)]
.
(5.48)
Similarly, the second one is equal to
J˜2 = −
[( y
Y
)−a´
sin
(
a` cotφ log
y
Y
)
−
( y
Y + 1
)m
sin
(
m cotφ log
y
Y + 1
)]
.
(5.49)
Moreover, it is very simple to see that
(5.50) J˜3 = 0, J˜4 = 0.
Because of the last two identities, we have
(5.51) =[(C1,5,L + C1,5,R)+ (D1,5,L +D1,5,R)] = 0,
noting that cosφ 6= 0 as φ 6= pi
2
in its range. For the estimates of first two
pairs, we note that
(5.52) =J˜1 E 1.002Tya`Y 1−a` + 1.002y
mT
(Y+1)1+m
≤ 2.0044T
y
,
for T ≥ T ′0, as (T ′0)2
/
eT
′
0 < 9 × 10−5, noting that 0 ≤ | − a` cotφ| ≤ Tˇ <
r ≤ 1.002T and | −m cotφ| ≤ Tˇ < r ≤ 1.002T by (5.12), recalling Y = byc
before (3.27) and y
y−1 < 1 + 2× 10−14 from (3.1). We are ready to estimate
the first four integrals on the first line in (5.46). We note that, we have the
same estimate on J˜2 as J˜2 = −J˜1. By the maximal absolute value formula
(5.35) mentioned before (5.36) and used in (5.36), (5.37), (5.38), and (5.39),
we get
(5.53) =(A1,5,L + A1,5,R)+ =(B1,5,L +B1,5,R) E 6.05Ty ,
recalling the definitions in (5.44) with (5.52) for the pairs A1,5,L+A1,5,R and
B1,5,L + B1,5,R, respectively, 0 < θl − θ0 ≤ pi2 − 0.998T ′0 < 1.509 by (5.14) and
(5.2), noting that 2× 2.0044× 1.509 ≤ 6.05.
We summarize the estimate on W1,5 by (5.42) with (5.53) and (5.51), as
follows
(5.54) =W1,5 E 4.003T + 2y + + 6.05Ty ,
recalling (5.42) with  in the estimate in (5.41), for T ≥ T ′0. This finishes
the estimate of W1,5 −W6,4 in the form
(5.55) =W˜ E 3.243(x−y)T
y
+ 6.05T
y
+ 4.003
T
+ 2.001
y
,
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where W˜ is defined in (3.40), for T ≥ T ′0, from (5.9) and (5.54), letting
 < 0.001
y
.
6. Proof of Proposition 2 and Theorem 4
It would be very discouraging if somewhere down the line you
could ask a computer if the Riemann hypothesis is correct and
it said, “Yes, it is true, but you won’t be able to understand
the proof.” [37]
Ronald L. Graham
In the beginning of this section, we summarize the estimates in the pre-
vious two sections to obtain the estimate in (6.4) for $(x) by (3.43) near
the end of Section 3. We may get a little improvement the estimate (6.4) for
the proof of Theorem 4 later on by considering the result in two situations
with T ′0 ≤ T ≤ T0 and T ≥ T0 with T0 and T ′0 defined in (2.15).
Recalling the estimate in (5.55) from the preceding section, we need to
set up a relation between T and y in obtaining (6.4). For example, we have
for the first term in the last estimate (5.55) from Section 5 that
(6.1) 3.243(x−y)T
y
≤ 3.243x1/2T
2y
≤ 3.243(2+10−7)1/2
2y1/2
≤ 2.2932T
y1/2
,
recalling the relation of y and x in Proposition 2 with x− y ≤ (1 + 10−7)y
for y 6∈ N from the last inequality on the first line in (3.1) from Section 5.
One sees from this that we need a relation between T and y to finish the
estimate for 2.2932T
y1/2
. In fact, we are going to use the following relation: let
(6.2) T =
{
log4/5 y, T ′0 ≤ T ≤ T0;
log1/13 y, T ≥ T0.
In both cases, we have T ≤ log4/5 y, with which we acquire that
(6.3)
∣∣=W˜ ∣∣ ≤ 0.25131,
from (5.55) where W˜ is defined in (3.40), for T ≥ T ′0 with T ′0 defined in
(2.15), using T ≤ log4/5 y, for our choice of T , y, noting that 2.2932 log4/5 Y0
Y
1/2
0
≤
5 × 10−6 for the upper bound in (6.1), and 6.05T
y
≤ 1.5 × 10−12, 4.003
T
≤
4.003
15.93
≤ 0.2513 and 2.001
y
≤ 2.001
Y0
≤ 3.02 × 10−14, for the second, third, and
fourth terms on the right hand side of (5.55), where we used 5×106 + 1.5×
10−12 + 0.2513 + 3.02× 10−14 ≤ 0.25131.
We recall that all the considerations in Sections 3, 4, and 5 are prepa-
rations for the proof of the Proposition 2; especially, we have $(y) E
Dy1/2 log2 y from the assumption of Proposition 2 that $(xˇ) E Dxˇ1/2 log2 xˇ
before (2.37) with x¨2 ≤ xˇ ≤ y.
Then, we recall (3.43) with the estimate on $1(x)−$1(y) in (4.34), that
of J
(0)
T,3 in (5.5), and the assumption on $(x) in (2.34) with y = x, with h(T )
in (5.5) replaced by hj(T ), j ∈ N7, and obtain from (6.2), and (6.3), for x
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as in Proposition 2 and by (3.43)
$(x) E 26(x− y)
25
[
A1 T
a log T
yhj(T )
+
A2 T
1/2
yhj(T ) log y
+
A3 T
3
2
y1/2
]
+
5 (x− y)T 5/2
6.03 yhj(T )
+ 0.959D y1/2 log2 y,
(6.4)
with A1 = 9.734 and a = 1 or 0 for T ≥ T0 and T ≥ T ′0, respectively,
A2 = 2.625, A3 = 2.717, and, D (= 11) defined after (2.9), noting that the
quantities entering (3.43) can be estimated, using (6.3), by 1+ 0.25131
2pi−0.2513 ≤ 2625 ,
resp., 2pi − 0.2514 ≥ 6.03, and resp. 1 − 0.2513
2pi−0.2513 ≤ 0.959. Here, we may
emphasize that the sign in front of 0.959 on the right hand side of (6.4) is
positive as $(y) could be negative, as we are estimating the absolute value
of $(x) with the usage of E, which was introduced in the paragraph before
(1.1).
We are ready to prove Proposition 2.
Proof of Proposition 2. We recall that we are only concerned with values of
y such that y ≥ Y0, with Y0 defined after (2.9). We consider two cases.
Case 1: 0 ≤ j < 6. We take hj(T ) = Hj+1(y), which implies that w ≥
(j−3)2 +4, and have T ≤ log1/w y. From the definitions of hj(T ) and Hj(x)
in (2.17) and (2.16), we have
1
2T (7−j)w/12
=
2
log(7−j)/12 y
, or T =
log
6−j
(7−j)[(j−3)2+4] y
4
12
(7−j)[(j−3)2+4]
≤ log
3
16 y
2
42
91
.
It follows from (6.4), for 0 ≤ j < 6, that
$(x) E 1.001(x−y)
yHj+1(y)
(
3A1 log log y
24+42/91
+ A2
log3−3/32 y
+ A3 log
9
32 y + 5 log
15/32 y
2pi
)
(6.5) + 0.959D y1/2 log2 y ≤ 0.121(x−y) log2 y
yHj+1(y)
+ 0.959D y1/2 log2 y,
noting that
3A1 log log Y0
16×2 4291 log2 Y0
+ A2
log3−3/32 Y0
+ A3
log2−9/32 Y0
+ 5
2pi log2−15/32
≤ 3
25
,
and 1.001×3
25
≤ 0.121. We note that x− y ≤ 1
2
x1/2 from (2.36), Hj+1(y) ≤ 1,
and
y
x
≤ ( y
x
)Hj+1(x) ≤ yHj+1(y)
xHj+1(x)
,
as y
x
< 1 and uv is a decreasing function for v > 0 with fixed 0 < u < 1
from the fact that Hj+1(z) is a decreasing function of z from its definition
in (2.16), so that, for all x ≥ x¨2, where x and y as in Proposition 2,
0.121(x− y) + 0.959
log Y0
yHj+1(y)−1/2 ≤ y ≤ x yHj+1(y)
xHj+1(x)
.
Using the last inequality, one sees from (6.5) that the estimate in (2.37)
is valid, i.e., $(x) E Dx1−Hj+1(x) log2 x, which proves Proposition 2 in the
cases for j = 0, 1, . . ., 5.
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Case 2: j = 6, we let k =
⌈
log1/12 y
log log y
⌉
and
(6.6) h6(T ) =
k log log y
2 log1/12 y
.
Corresponding to the definition of hj(t) in (2.17) with w = 13, we may take
(6.7) T =
log1/13 y
k12/13 (log log x)12/13
≤ log 113 y,
and
yh6(T ) = e
k log log y log1/12 y
2 ≥ elog y/2 = y1/2,
since k ≥ log1/12 y
log log y
by the definition of k.
From (6.4), we acquire, for j = 6,
(6.8) $(x) E B
′(x− y)
y1/2
+Dx1/2 log2 y,
using x ≥ y and recalling (6.7), with
25
24
(
A1 log log Y0
13 log2 Y0
+ A2
log25/26 Y0
+ A3
log49/26 Y0
+ 5
2pi log47/26 Y0
) ≤ B′ := 61
480
,
with A1, A2, and A3 in (6.4). Recalling the relation of y and x in (2.36) and
noting (
1− 1
2Y
1/2
0
)1/2
≥ 0.999999999999992 = 1015−8
1015
,(
1− 1
3Y
1/2
0
)1/2
≤ 0.999999999999995 = 1015−5
1015
,
(6.9)
because of our choice of Y0 after (2.9), and by (6.8) and (6.9) with (3.1), we
obtain
(6.10) |$(x)| ≤ B′(x−y)
y1/2
+Dx1/2 log2 y ≤
(
B′x
y1/2
+
(
D −B′)y1/2) log2 y.
It follows that |$(x)| ≤ Dx1/2 log2 x, since 1015B′
1015−8 +
(1015−5)(D−B′)
1015
≤ D, which
is equivalent to B′ ≤ (1030−9×1015+5)D
5
and satisfied if only B′ ≤ 1028D, and
log2 y ≤ log2 x.
This concludes the proof of Proposition 2. 
Finally, we take up our main task in this article by proving Theorem 4.
Proof of Theorem 4. First of all, we recall the computational result before
(2.10) to see that Theorem 4 is valid when x¨0 < x ≤ x¨2. Second, we prove
Theorem 4 by recalling the result in (2.22) from Lemma 1 for x¨2 < x ≤ x¨3.
Then, we assume that x ≥ x¨3. Recalling the choice of y at the beginning
of Section 3, we see that y ≥ Y0. In this case, we consider Theorem 4 in two
distinct situations. In the first one, we assume that x 6∈ N with y 6∈ N by
using Proposition 2. In the second situation, we assume that x ∈ N, with
x ≥ x¨3.
We now prove Theorem 4 in the first, which is the main, situation, under
the assumption that x 6∈ N and y 6∈ N. We note here that y ≥ Y0 from x ≥ x¨3
and we need to consider two cases in the following.
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Case 1: Y0 ≤ y < eT 5/40 . We recall (6.4) with the remark that T ≥ T ′0, and
take T = log4/5 y as in the first case of (6.2) and use T ′0 ≤ T ≤ T0, noting
that T ′0 < log
4/5 Y0 from the definitions of Y0 after (2.9) and T
′
0 in (2.15).
Recalling the remark after (2.13) that the Riemann zeta function does not
have zeros for σ > 1
2
and |t| ≤ T0 with the definition of T0 in (2.15), we may
replace hj(t) =
1
2
as T ≤ T0, as T ≤ T0, in (6.4) and we get
$(x) E 1.026(x−y)
y1/2
(
5A1
4
log4/5 y log log y + A2
log1/5 y
+ A3 log
6
5 y + 5 log
2 y
2pi
)
+D y1/2 log2 y
≤
(
A(x−y)
y1/2
+D y1/2
)
log2 y,
(6.11)
with A = 2.751, noting that, from the values of Y0, A1, A2, and A3, given
after (2.9) resp., in (6.4), we have
4A1 log log Y0
log6/5 Y0
+ A2
log1/5 Y0
+ A3
log6/5 Y0
+ 5
2pi
≤ 2.681.
From our design with D defined after (2.9), we see that A ≤ Dy1/2
2x1/2
by
(2.36) so that y ≥ 1
3
x for x ≥ x¨2. From this and (6.11) one sees that
$(x) E Dx1/2 log2 x.
Case 2: y ≥ eT 5/40 . We remark here that the following method only suit-
able for such a y so that we had studied the case for smaller y’s in the
previous case, which is the reason behind our choice of T and y in (6.2).
The relations of T and y (6.2) suit in the proof of Proposition 2 in each
case, respectively.
We shall use induction on x “discretely”. We first define L ∈ N such that
(6.12) 2 ≤ L ≤ L(0),
where L(0) is defined in (6.13) below. Then, we define a sequence xl for
l ∈ NL, where NL = {1, 2, . . . , L, L + 1} ⊂ N such that x1 < x¨3, with
x¨3 given after eqrefeq: defilambda, and xL+1 = x. Actually, we shall use
induction on l to prove that the statement (2.34) in Theorem 4 is valid for
x = xl with respect to all l ∈ NL. This proves Theorem 4, as this procedure
can be done for arbitrary x ≥ x¨3. To see this, we assume x 6∈ N first. For
such x ≥ x¨3, we let
(6.13) L(0) =
⌊
3x1/2
(
log x− log Y0
)⌋
+ 2.
We notice that L(0) ≥ 2 from x ≥ x¨3 and log x − log x¨3 = log xx¨3 ≥ log xy >
1.01, recalling (3.1). For some “suitable” L ∈ N, as described below, subject
to 1 ≤ L ≤ L(0), we choose
(6.14) xL+1 = x; xl+1 − 12 x1/2l+1 < xl ≤ xl+1 − 13x1/2l+1,
such that xl 6∈ N for all l = L, L− 1, . . ., 1, which is reversely with respect
to l = 1, 2, . . ., L so that xL is chosen first and so on, and x1 is chosen last,
in the case xL+1 6∈ N. Generally speaking, the choice of xl, subject to the
inequalities in (6.14), is not unique; therefore, the value of L is not unique
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either. However, we claim that we can find at least one L satisfying (6.12)
such that {xL+1−l : l = 1, 2, . . . , L} may be chosen so that
(6.15) x1 ≤ x¨3 < x2,
and moreover x1, x2, . . ., xL, xL+1 = x, satisfy the inequalities in (6.14) for
every l = L, L− 1, . . ., 1.
We prove by contradiction the existence of such an L (in particular such
that the inequalities in (6.15) hold). Assume ad absurdum that for any
L = 2, 3, . . ., L(0), we would still have x1 > Y0. Then, that would also be
the case when we replace L by L(0) in (6.14). It then would follow from our
assumption ad absurdum that
(6.16) x1 > x¨3,
for any sequence x1, x2, . . ., xL(0) , xL(0)+1 = x.
On the other hand, it is straightforward to see by rewriting the last
inequality in (6.14) in the form of the first inequality in the following that
xl ≤ xl+1 for all l = 1, 2, . . ., l = L, and L+ 1, so that xl ≤ xL+1 = x, or
(6.17) xl ≤
(
1− 1
3x
1/2
l+1
)
xl+1 ≤
(
1− 1
3x1/2
)
x, for all l = 1, 2, . . ., L(0),
with the strict inequality for l < L(0) in (6.17). Therefore, we would have
(6.18) x1 <
(
1− 1
3x1/2
)L(0)
xL(0)+1 =
(
1− 1
3x1/2
)L(0)
x,
as L(0) > 1 from its definition (6.13) and our choice of X and Y0. By (6.16)
and (6.18), it would then follow that(
1− 1
3x1/2
)L(0)
x > x¨2 − 12 x¨1/22 ,
or, equivalently, L(0) < log x−log x¨3
− log
(
1−3−1x−1/2
) . Noting that − log(1 − z) < z for
all 0 < z < 1 with z = 1
3x1/2
, we would have L(0) < 3x1/2
⌊
log x − log x¨3
⌋ ≤
3x1/2
(
log x − log x¨3
)
, which would contradict our design of L(0) in (6.13).
Therefore, our claim is validated, i.e., (6.15) is confirmed for some L ∈ N
subject to 1 ≤ L ≤ L(0).
Now we prove that (2.34) in Theorem 4 is valid by showing that it is
valid for the finite sequence {xl} for l = 1, 2, . . ., L + 1, with the usage of
the induction on l = 1, 2, . . ., L+ 1.
If l = 1, we have x1 < Y0. In this case, we see that (2.34) in Theorem 4
is valid for x = x1 by (6.15), with the definition of x¨3 and the estimate for
$(x) given in Lemma 1. Assume that the same is true for all xl with l = 1,
2, . . ., lˆ, lˆ < L and lˆ ∈ N, we show that the statement is also valid for xlˆ+1
from Proposition 2.
Again, we use induction, but this time on the set j ∈ N7, to verify that
(2.37) is valid. From Corollary 1, we know that $(x) E Dx1−H0(x) log2 x for
x = xlˆ+1 and so that (2.37) in Proposition 2 is validated for j = 0. One may
assume inductively that (2.37) is valid for j = kˆ with kˆ ∈ N7 but kˆ < 6, as
otherwise we have nothing to do anymore. Then, we see that the Riemann
zeta function does not have zeros in the region σ > 1− hj(t) for all |t| <∞
by Lemma 2. From this and applying Proposition 2, we know that (2.37) is
valid with j = kˆ + 1 in the cases j = 0, 1, . . ., 5. Furthermore, the validity
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of the statement in (2.37) for j = 6 implies (2.38), which is the same as
(2.34) for x = xlˆ+1. Hence, by induction on l = 1, 2, . . ., L+ 1, we see that
Theorem 4 is validated for x 6∈ N.
What remains is to prove Theorem 4 for x ≥ x¨3 under the restriction
that x ∈ N, which is a direct consequence from the above result in Case 1
and 2 with x 6∈ N, as we shall see. Note that $(x) = 1
2
[$(x− ι) +$(x+ ι)]
for any 0 < ι < 1, because $(v) is actually a constant for v ∈ (x − 1, x)
and v ∈ (x, x + 1) as $(x) by its very definition is a sum function of an
arithmetic function. But, from the result in the situation x 6∈ N, hence with
x− ι 6∈ N and x+ ι 6∈ N, we know that $(x− ι) E D (x− ι)1/2 log2(x− ι)
and $(x+ι) E D (x+ι)1/2 log2(x+ι), with D defined after (2.9). We notice
that limι→0[(x − ι)1/2 log2(x − ι) + (x + ι)1/2 log2(x + ι)] = 2x1/2 log2 x, by
the continuity of the function 1
2
[
$(x− ι) +$(x+ ι)] at x.
This finishes the proof of Theorem 4, as $(x) = 1
2
[$(x− 0) +$(x+ 0)]
by our definition for the sum function for any arithmetic function with the
half-maximum convention as described before (1.1).

7. Afterwords
The greatest problem for mathematicians now is probably the
Riemann hypothesis. But it’s not a problem that can be simply
stated.
Andrew J. Wiles
As direct consequences of Theorem 2, we now have many assertions being
justified. For example, the following series in the representation for the
reciprocal of the Riemann zeta function
(7.1)
1
ζ(s)
=
∞∑
n=1
µ(n)
ns
is convergent for σ > 1
2
, where µ(n) is the Mo¨bius function. Let
(7.2) ξ(s) = pi−
s
2 ξG(s) ξZ(s),
with
ξG(s) =
s
2
Γ
(
s
2
)
and ξZ(s) = (s− 1) ζ(s).
The next statement concerns with the ξ function defined in (7.2). We have
(7.3) < ξ
′(s)
ξ(s)
> 0,
see [4].
In group theory, whenever n is sufficiently large, we have
(7.4) log g(n) <
1√
Li(n)
,
where g(n) is the maximal order of elements in the symmetric group Sn of
degree n, see [4] again.
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Also, the estimate on Titchmarsh’s function
(7.5) arg ζ(s)
∣∣λ+it
1+it
= O
(
log t
log log t
)
, for 1
2
≤ λ ≤ 1,
is justified.
We mention two results in number theory here, which are not approxi-
mately but exact ones from the Riemann hypothesis. Robin showed in [54]
that
(7.6) σ(n) < eγn log log n,
for n ≥ 5040. Lagarias proved in [48] that
(7.7) σ(n) ≤ Hn + eHn logHn,
for n ≥ 1 with the equality only for n = 1, where
(7.8) Hn = 1 +
1
2
+ 1
3
+ . . .+ 1
n
.
Also, the existence of Mills’ constant is validated now, see [8]. For other
statements equivalent to the Riemann hypothesis, see, e.g., [4] (pp. 45–54).
Lemma 4. Let g be an arithmetic function from N to C. For any 0 < u < v
and f be a function with continuous derivative from [u, v] to C. Then we
have
(7.9)
∑
u<n≤v
g(n)f(n) = H(v)f(v)−H(u)f(u)−
∫ v
u
H(z)f ′(z) d z,
where H(z) =
∑
n≤z g(n). 
At the end of this article, we confirm Corollary 2. Recalling Lemma 4
with g(n) = Λ(n)− 1, f(n) = 1
ns
, (7.9), and, u = 1 and v →∞, one gets
(7.10) Z(s) = s
∫ ∞
1
$(u)
us+1
du.
It follows from the estimate |$(u)| = O(u1/2 log2 u) for sufficiently large u
as in (2.34) that
|Z(s)| ≤ |s|
∫ ∞
1
∣∣$(u)∣∣
u1+σ
du.
The last integral is convergent when σ > 1
2
. This concludes the proof of
Corollary 2.
The result in Corollary 2 is one of the main points for the insight in
the writing of this article. The issue of convergence is not a plain one, as
one may see that similar series involving arithmetic functions may not be
convergent as discussed, e.g., in [44].
To conclude this article, let us say that some difficult-looking problems
in mathematics may not be so tough to deal with if we somehow find a neat
way to tackle them. The Riemann hypothesis is one of such problems, one
may also see [14] in dealing with the density hypothesis and [15] with the
result on the Lindelo¨f hypothesis.
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