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A WAVELET WHITTLE ESTIMATOR OF THE MEMORY
PARAMETER OF A NONSTATIONARY
GAUSSIAN TIME SERIES1
BY E. MOULINES, F. ROUEFF AND M. S. TAQQU
Télécom Paris/CNRS LTCI and Boston University
We consider a time series X = {Xk, k ∈ Z} with memory parameter
d0 ∈ R. This time series is either stationary or can be made stationary after
differencing a finite number of times. We study the “local Whittle wavelet es-
timator” of the memory parameter d0. This is a wavelet-based semiparametric
pseudo-likelihood maximum method estimator. The estimator may depend on
a given finite range of scales or on a range which becomes infinite with the
sample size. We show that the estimator is consistent and rate optimal if X is
a linear process, and is asymptotically normal if X is Gaussian.
1. Introduction. Let X def={Xk}k∈Z be a process, not necessarily stationary or
invertible. Denote by X, the first order difference, (X) = X − X−1, and by
kX, the kth order difference. Following [9], the process X is said to have memory
parameter d0, d0 ∈ R, if for any integer k > d0 − 1/2, U def= kX is covariance
stationary with spectral measure
νU(dλ) = |1 − e−iλ|2(k−d0)ν∗(dλ), λ ∈ [−π,π ],(1)
where ν∗ is a nonnegative symmetric measure on [−π,π ] such that, in a neigh-
borhood of the origin, it admits a positive and bounded density. The process X is
covariance stationary if and only if d0 < 1/2. When d0 > 0, X is said to exhibit
long memory or long-range dependence. The generalized spectral measure of X
is defined as
ν(dλ)
def= |1 − e−iλ|−2d0ν∗(dλ), λ ∈ [−π,π ].(2)
We suppose that we observe X1, . . . ,Xn and want to estimate the exponent d0
under the following semiparametric set-up introduced in [15]. Let β ∈ (0,2], γ > 0
and ε ∈ (0, π], and assume that
ν∗ ∈H(β, γ, ε),
where H(β, γ, ε) is the class of finite nonnegative symmetric measures on [−π,π ]
whose restrictions on [−ε, ε] admit a density g, such that, for all λ ∈ (−ε, ε),
|g(λ)− g(0)| ≤ γg(0)|λ|β.(3)
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Since ε ≤ π , ν∗ ∈H(β, γ, ε) is only a local condition for λ near 0. For instance,
ν∗ may contain atoms at frequencies in (ε,π] or have an unbounded density on this
domain.
We shall estimate d0 using the semiparametric local Whittle wavelet estimator
defined in Section 3. We will show that under suitable conditions, this estimator
is consistent (Theorem 3), the convergence rate is optimal (Corollary 4) and it is
asymptotically normal (Theorem 5). In Section 4, we discuss how it compares to
other estimators.
There are two popular semiparametric estimators for the memory parameter d0
in the frequency domain:
(1) the Geweke–Porter–Hudak (GPH) estimator introduced in [6] and analyzed in
[16], which involves a regression of the log-periodogram on the log of low
frequencies;
(2) the local Whittle (Fourier) estimator (or LWF) proposed in [11] and devel-
oped in [15], which is based on the Whittle approximation of the Gaussian
likelihood, restricted to low frequencies.
Corresponding approaches may be considered in the wavelet domain. By far, the
most widely used wavelet estimator is based on the log-regression of the wavelet
coefficient variance on the scale index, which was introduced in [1]; see also [14]
and [13] for recent developments. A wavelet analog of the LWF, referred to as the
local Whittle wavelet estimator can also be defined. This estimator was proposed
for analyzing noisy data in a parametric context in [23] and was considered by
several authors, essentially in a parametric context (see, e.g., [10] and [12]). To our
knowledge, its theoretical properties are not known (see the concluding remarks in
[22], page 107). The main goal of this paper is to fill this gap in a semiparametric
context. The paper is structured as follows. In Section 2, the wavelet analysis of
a time series is presented and some results on the dependence structure of the
wavelet coefficients are given. The definition and the asymptotic properties of the
local Whittle wavelet estimator are given in Section 3: the estimator is shown to
be rate optimal under a general condition on the wavelet coefficients, which are
satisfied when X is a linear process with four finite moments, and it is shown
to be asymptotically normal under the additional condition that X is Gaussian.
These results are discussed in Section 4. The proofs can be found in the remaining
sections. The linear case is considered in Section 5. The asymptotic behavior of the
wavelet Whittle likelihood is studied in Section 6 and weak consistency is studied
in Section 7. The proofs of the main results are gathered in Section 8.
2. The wavelet analysis. The functions φ(t), t ∈ R, and ψ(t), t ∈ R, will
denote the father and mother wavelets respectively, and φˆ(ξ) def= ∫
R
φ(t)e−iξ t dt
and ψˆ(ξ) def= ∫
R
ψ(t)e−iξ t dt their Fourier transforms. We suppose that φ and ψ
satisfy the following assumptions:
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(W-1) φ and ψ are integrable and have compact supports, φˆ(0) = ∫
R
φ(x) dx =
1 and
∫
R
ψ2(x) dx = 1;
(W-2) there exists α > 1 such that supξ∈R |ψˆ(ξ)|(1 + |ξ |)α < ∞;
(W-3) the function ψ has M vanishing moments, that is, ∫
R
t lψ(t) dt = 0 for
all l = 0, . . . ,M − 1;
(W-4) the function ∑k∈Z klφ(· − k) is a polynomial of degree l for all l =
0, . . . ,M − 1;
(W-5) d0, M , α and β are such that (1 + β)/2 − α < d0 ≤ M .
Assumption (W-1) implies that φˆ and ψˆ are everywhere infinitely differentiable.
Assumption (W-2) is regarded as a regularity condition and assumptions (W-3)
and (W-4) are often referred to as admissibility conditions. When (W-1) holds, as-
sumptions (W-3) and (W-4) can be expressed in different ways. (W-3) is equivalent
to asserting that the first M − 1 derivative of ψˆ vanish at the origin and hence
|ψˆ(λ)| = O(|λ|M) as λ → 0.(4)
And, by [3], Theorem 2.8.1, page 90, (W-4) is equivalent to
sup
k =0
|φˆ(λ+ 2kπ)| = O(|λ|M) as λ → 0.(5)
Finally, (W-5) is the constraint on M and α that we will impose on the wavelet-
based estimator of the memory parameter d0 of a process having generalized spec-
tral measure (2) with ν∗ ∈ H(β, γ, ε) for some positive β , γ and ε. Remarks 1
and 7 below provide some insights into (W-5). We may consider nonstationary
processes X because the wavelet analysis performs an implicit differentiation of
order M . It is perhaps less well known that, in addition, wavelets can be used with
noninvertible processes (d0 ≤ −1/2) due to the regularity condition (W-2). These
two properties of the wavelet are, to some extent, similar to the properties of the
tapers used in Fourier analysis (see, e.g., [9, 22]).
Adopting the engineering convention that large values of the scale index j corre-
spond to coarse scales (low frequencies), we define the family {ψj,k, j ∈ Z, k ∈ Z}
of translated and dilated functions, ψj,k(t) = 2−j/2ψ(2−j t − k), j ∈ Z, k ∈ Z. If
φ and ψ are the scaling and wavelet functions associated with a multiresolution
analysis (see [3]), then {ψj,k, j ∈ Z, k ∈ Z} forms an orthogonal basis in L2(R).
A standard choice are the Daubechies wavelets (DB-M), which are parameterized
by the number of their vanishing moments M . The associated scaling and wavelet
functions φ and ψ satisfy (W-1)–(W-4), where α in (W-2) is a function of M which
increases to infinity as M tends to infinity (see [3], Theorem 2.10.1). In this work,
however, we neither assume that the pair {φ,ψ} is associated with a multiresolu-
tion analysis (MRA), nor that the ψj,k’s form a Riesz basis. Other possible choices
are discussed in [14], Section 3.
The wavelet coefficients of the process X = {X,  ∈ Z} are defined by
Wj,k
def=
∫
R
X(t)ψj,k(t) dt, j ≥ 0, k ∈ Z,(6)
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where X(t) def= ∑k∈Z Xkφ(t − k). If (φ,ψ) define an MRA, then Xk is identified
with the kth approximation coefficient at scale j = 0 and Wj,k are the details co-
efficients at scale j .
Because translating the functions φ or ψ by an integer amounts to translating
the sequence {Wj,k, k ∈ Z} by the same integer for all j , we can suppose, without
loss of generality, that the supports of φ and ψ are included in [−T,0] and [0,T],
respectively, for some integer T ≥ 1. Using this convention, it is easily seen that the
wavelet coefficient Wj,k depends only on the available observations {X1, . . . ,Xn}
when j ≥ 0 and 0 ≤ k < nj , where, denoting the integer part of x by [x],
nj
def= max([2−j (n− T + 1)− T + 1],0).(7)
Suppose that X is a (possibly nonstationary) process with memory parameter
d0 and generalized spectral measure ν. If M > d0 − 1/2, then MX is stationary
and hence, by [14], Proposition 1, the sequence of wavelet coefficients Wj, is a
stationary process and we can define σ 2j (ν)
def= Var(Wj,k). Our estimator takes ad-
vantage of the scaling and weak dependence properties of the wavelet coefficients,
as expressed in the following condition, which will be shown to hold in many cases
of interest.
CONDITION 1. There exist β > 0 and σ 2 > 0 such that
sup
j≥1
2βj
∣∣∣∣ σ 2j (ν)σ 222d0j − 1
∣∣∣∣< ∞(8)
and
sup
n≥1
sup
j=1,...,Jn
(1 + nj2−2jβ)−1n−1j Var
(nj−1∑
k=0
W 2j,k
σ 2j (ν)
)
< ∞.(9)
Equation (8) states that, up to the multiplicative constant σ 2, the variance
σ 2j (ν) is approximated by 22d0j and that the error goes to zero exponentially
fast as a function of j . It is a direct consequence of the approximation of the
covariance of the wavelet coefficients established in [14]. Equation (9) imposes
a bound on the variance of the normalized partial sum of the stationary cen-
tered sequence {σ−2j (ν)W 2j,k}, which, provided that nj2−2jβ = O(1), is equiv-
alent to what occurs when these variables are independent. We stress that the
wavelet coefficients Wj,k are, however, not independent, nor can they be ap-
proximated by independent coefficients; see [14]. Establishing (9) requires ad-
ditional assumptions on the process X that go beyond its covariance structure
since W 2j,k is involved; see Theorem 1, where this property is established for a
general class of linear processes. We have isolated relations (8) and (9) because
in our semiparametric context, these two relations are sufficient to show that the
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wavelet Whittle estimator converges to d0 at the optimal rate (see Theorem 3 be-
low).
Let us recall some definitions and results from [14] which are used here. As
noted above, for a given scale j , the process {Wj,k}k∈Z is covariance stationary.
It will be called the within-scale process because all the Wj,k , k ∈ Z, share the
same j . The situation is more complicated when considering two different scales
j > j ′ because the two-dimensional sequence {[Wj,k,Wj ′,k]T }k∈Z is not station-
ary, as a consequence of the pyramidal wavelet scheme. A convenient way to de-
fine a joint spectral density for wavelet coefficients is to consider the between-scale
process.
DEFINITION 1. The sequence {[Wj,k,Wj,k(j − j ′)T ]T }k∈Z, where
Wj,k(j − j ′) def=[Wj ′,2j−j ′k, . . . ,Wj ′,2j−j ′k+2j−j ′−1]T ,
is called the between-scale process at scales 0 ≤ j ′ ≤ j . Wj,k(j − j ′) is a 2j−j ′ -
dimensional vector of wavelet coefficients at scale j ′.
Assuming that the generalized spectral measure of X is given by (2) and pro-
vided that M > d0 − 1/2, since MX is stationary, both the within-scale process
and the between-scale process are covariance stationary; see [14]. Let us consider
the case ν∗ ∈H(β, γ,π), that is, ε = π , so that ν∗ admits a density f ∗ in the space
H(β, γ ) as defined in [14] and ν admits a density f (λ) def= |1 − e−iλ|−2d0f ∗(λ).
We denote by Dj,0(·;f ) the spectral density of the within-scale process at scale
index j and by Dj,j−j ′(·;f ) the cross spectral density between {Wj,k}k∈Z and
{Wj,k(j − j ′)}k∈Z for j ′ < j . It will be convenient to set u = j − j ′. Theorem 1
in [14] states that, under (W-1)–(W-5), for all u ≥ 0, there exists C > 0 such that
for all λ ∈ (−π,π) and j ≥ u ≥ 0,
|Dj,u(λ;f )− f ∗(0)D∞,u(λ;d0)22jd0 | ≤ Cf ∗(0)2(2d0−β)j ,(10)
where, for all u ≥ 0, d ∈ (1/2 − α,M] and λ ∈ (−π,π),
D∞,u(λ;d) def=
∑
l∈Z
|λ+ 2lπ |−2deu(λ+ 2lπ)ψˆ(λ+ 2lπ)ψˆ(2−u(λ+ 2lπ)),(11)
with eu(ξ)
def= 2−u/2[1, e−i2−uξ , . . . , e−i(2u−1)2−uξ ]T .
REMARK 1. The condition (W-5) involves an upper and a lower bound. The
lower bound guarantees that the series defined by the right-hand side of (11) omit-
ting the term l = 0 converges uniformly for λ ∈ (π,π). The upper bound guaran-
tees that the term l = 0 is bounded at λ = 0. As a result, D∞,u(λ;d) is bounded on
λ ∈ (π,π) and, by (10), so is Dj,u(λ;f ). In particular, the wavelet coefficients are
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short-range dependent. For details, see the proof of Theorem 1 in [14].
REMARK 2. We stress that (10) may no longer hold if we only assume ν∗ ∈
H(β, γ, ε) with ε < π since in this case, no condition is imposed on ν(dλ) for
|λ| > ε and hence Wj, may not have a density for all j . However, this difficulty
can be circumvented by decomposing ν∗ as
ν∗(dλ) = f ∗(λ) dλ+ ν˜∗(dλ),(12)
where f ∗ has support in [−ε, ε] and ν˜∗([−ε, ε]) = 0; see the proof of Theorem 1.
Here is a simple interpretation of the bound (10). For any d ∈ R, 22jdD∞,u(·;d)
is the spectral density of the wavelet coefficient of the generalized fractional
Brownian motion (GFBM) {B(d)(θ)} defined as the Gaussian process indexed by
test functions θ ∈ (d) = {θ : ∫R |ξ |−2d |θˆ (ξ)|2 dξ < ∞} with mean zero and co-
variance
Cov
(
B(d)(θ1),B(d)(θ2)
)= ∫
R
|ξ |−2d θˆ1(ξ)θˆ2(ξ) dξ.(13)
When d > 1/2, the condition
∫ |ξ |−2d |θˆ (ξ)|2 dξ < ∞ requires that θˆ (ξ) decays
sufficiently quickly at the origin and when d < 0, it requires that θˆ (ξ) decreases
sufficiently rapidly at infinity. Provided that d ∈ (1/2 − α,M + 1/2), the wavelet
function ψ and its scaled and translated versions ψj,k all belong to (d). Defin-
ing the discrete wavelet transform of B(d) as W(d)j,k
def= B(d)(ψj,k), j ∈ Z, k ∈ Z and
W(d)j,k(u)
def=[W(d)j−u,2uk, . . . ,W(d)j−u,2uk+2u−1], one obtains
Cov
(
W
(d)
j,k ,W
(d)
j,k′(u)
)= 22dj ∫ π
−π
D∞,u(λ;d)eiλ(k−k′) dλ;(14)
see [14], Remark 5, for more details. Equation (10) shows that the within- and
between-scale spectral densities Dj,u(λ;ν) of the process X with memory para-
meter d may be approximated by the corresponding densities of the wavelet coef-
ficients of the GFBM B(d), with an L∞-error bounded by O(2(2d0−β)j ).
The approximation (10) is a crucial step for proving that Condition 1 holds for
linear processes. The following theorem is proved in Section 5.
THEOREM 1. Let X be a process having generalized spectral measure (2)
with d0 ∈ R and with ν∗ ∈ H(β, γ, ε) such that f ∗(0) def= dν∗/dλ|λ=0 > 0, where
γ > 0, β ∈ (0,2] and ε ∈ (0, π]. Then, under (W-1)–(W-5), the bound (8) holds
with σ 2 = f ∗(0)K(d0), where
K(d) def=
∫ ∞
−∞
|ξ |−2d |ψˆ(ξ)|2 dξ for any d ∈ (1/2 − α,M + 1/2).(15)
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Suppose, in addition, that there exist an integer k0 ≤ M and a real-valued sequence
{ak}k∈Z ∈ 2(Z) such that
(k0X)k =
∑
t∈Z
ak−tZt , k ∈ Z,(16)
where {Zt }t∈Z is a weak white noise process such that E[Zt ] = 0, E[Z2t ] = 1,
E[Z4t ] = E[Z41] < ∞ for all t ∈ Z and
Cum(Zt1,Zt2,Zt3,Zt4) =
{
E[Z41] − 3, if t1 = t2 = t3 = t4,
0, otherwise.
(17)
Then, under (W-1)–(W-5), the bound (9) holds and Condition 1 is satisfied.
REMARK 3. Relation (9) does not hold for every long-memory process X,
even with arbitrary moment conditions; see [5].
REMARK 4. Any martingale increment process with constant finite fourth mo-
ment, as in the assumption A3′ considered in [15], satisfies (17). Another particular
case is given by the following corollary, proved in Section 5.
The following result specializes Theorem 1 to a Gaussian process X and shows
that at large scales, the wavelet coefficients of X can be approximated by those of a
process X¯ whose spectral measure ν¯ satisfies the global condition ν¯ ∈H(β, γ,π).
COROLLARY 2. Let X be a Gaussian process having generalized spectral
measure (2) with d0 ∈ R and with ν∗ ∈ H(β, γ, ε) such that f ∗(0) def= dν∗/
dλ|λ=0 > 0, where γ > 0, β ∈ (0,2] and ε ∈ (0, π]. Then, under (W-1)–(W-5),
Condition 1 is satisfied with σ 2 = f ∗(0)K(d0).
There exists, moreover, a Gaussian process X defined on the same probability
space as X with generalized spectral measure ν¯ ∈H(β, γ,π) and wavelet coeffi-
cients {Wj,k} such that
sup
n≥1,j≥0
{
nj2j (1+2d0−2α) + n2j22j (1−2α)
}−1
(18)
× E
[∣∣∣∣∣
nj−1∑
k=0
W 2j,k −
nj−1∑
k=0
W
2
j,k
∣∣∣∣∣
2]
< ∞.
3. Asymptotic behavior of the local Whittle wavelet estimator. We first
define the estimator. Let {cj,k, (j, k) ∈ I} be an array of centered independent
Gaussian random variables with variance Var(cj,k) = σ 2j,k , where I is a finite set.
The negative of its log-likelihood is (1/2)
∑
(j,k)∈I{c2j,k/σ 2j,k + log(σ 2j,k)}, up to a
constant additive term. Our local Whittle wavelet estimator (LWWE) uses such a
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contrast process to estimate the memory parameter d0 by choosing cj,k = Wj,k .
The scaling and weak dependence in Condition 1 then suggest the following
pseudo negative log-likelihood:
LˆI(σ 2, d) = (1/2)
∑
(j,k)∈I
{W 2j,k/(σ 222dj )+ log(σ 222dj )}
= 1
2σ 2
∑
(j,k)∈I
2−2djW 2j,k +
|I|
2
log
(
σ 222〈I〉d
)
,
where |I| denotes the number of elements of the set I and 〈I〉 is defined as the
average scale,
〈I〉 def= 1|I|
∑
(j,k)∈I
j.(19)
Define σˆ 2I (d)
def= Argminσ 2>0LˆI(σ 2, d) = |I|−1
∑
(j,k)∈I 2−2djW 2j,k . The maxi-
mum pseudo-likelihood estimator of the memory parameter is then equal to
the minimum of the negative profile log-likelihood (see [21], page 403), dˆI def=
Argmind∈RLˆI(σˆ 2I (d), d), that is,
dˆI = Argmin
d∈R
L˜I(d), where L˜I(d)
def= log ∑
(j,k)∈I
22d(〈I〉−j)W 2j,k.(20)
If I contains at least two different scales, then L˜I(d) → ∞ as d → ±∞ and thus
dˆI is finite. The derivative of L˜I(d) vanishes at d = dˆI, that is, ŜI(dˆI) = 0, where
for all d ∈ R,
ŜI(d) def=
∑
(j,k)∈I
[j − 〈I〉]2−2jd W 2j,k.(21)
We consider two specific choices for I. For any integers n, j0 and j1, j0 ≤ j1,
the set of all available wavelet coefficients from n observations X1, . . . ,Xn having
scale indices between j0 and j1 is
In(j0, j1)
def={(j, k) : j0 ≤ j ≤ j1,0 ≤ k < nj },(22)
where nj is given in (7). Consider two sequences, {Ln} and {Un}, satisfying, for
all n,
0 ≤ Ln < Un ≤ Jn, Jn def= max{j :nj ≥ 1}.(23)
The index Jn is the maximal available scale index for the sample size n; Ln and
Un will denote, respectively, the lower and upper scale indices used in the pseudo-
likelihood function. The estimator will then be denoted dˆIn(Ln,Un). As shown
below, in the semiparametric framework, the lower scale Ln governs the rate of
convergence of dˆIn(Ln,Un) toward the true memory parameter. There are two pos-
sible settings as far as the upper scale Un is concerned:
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(S-1) Un −Ln is fixed, equal to  > 0;
(S-2) Un ≤ Jn for all n and Un −Ln → ∞ as n → ∞.
(S-1) corresponds to using a fixed number of scales and (S-2) corresponds to using
a number of scales tending to infinity. We will establish the large sample properties
of dˆIn(Ln,Un) for these two cases.
The following theorem, proved in Section 8, states that under Condition 1, the
estimator dˆIn(Ln,Un) is consistent.
THEOREM 3 (Rate of convergence). Assume Condition 1. Let {Ln} and {Un}
be two sequences satisfying (23) and suppose that, as n → ∞,
L2n(n2
−Ln)−1/4 +L−1n → 0.(24)
The estimator dˆIn(Ln,Un) defined by (20) and (22) is then consistent with a rate
given by
dˆIn(Ln,Un) = d0 +OP{(n2−Ln)−1/2 + 2−βLn}.(25)
By balancing the two terms in the bound (25), we obtain the optimal rate.
COROLLARY 4 (Optimal rate). When n  2(1+2β)Ln , we obtain the rate
dˆIn(Ln,Un) = d0 +OP
(
n−β/(1+2β)
)
.(26)
PROOF. By taking n  2(1+2β)Ln , the condition L−1n + L2n(n2−Ln)−1/4 → 0
is satisfied and (nLn)−1/2  2−βLn  n−β/(1+2β). This is the minimax rate [7].

REMARK 5. Observe that the setting of Theorem 3 includes both cases (S-1)
and (S-2). The difference between these settings will appear when computing the
limit variance in the Gaussian case; see Theorem 5 below.
We shall now state a central limit theorem for the estimator dˆIn(Ln,Un) of d0,
under the additional assumption that X is a Gaussian process. Extensions to non-
Gaussian linear processes will be considered in a future work. We denote by | · |
the Euclidean norm and define, for all d ∈ (1/2 − α,M] and u ∈ N,
Iu(d)
def=
∫ π
−π
|D∞,u(λ;d)|2 dλ = (2π)−1
∑
τ∈Z
Cov2
(
W
(d)
0,0 ,W
(d)
−u,τ
)
,(27)
where we have used (14). We denote, for all integer  ≥ 1,
η
def=
∑
j=0
j
2−j
2 − 2− and κ
def=
∑
j=0
(j − η)2 2
−j
2 − 2− ,(28)
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V(d0, )
def= π
(2 − 2−)κ(log(2)K(d0))2
×
{
I0(d0)+ 2
κ
∑
u=1
Iu(d0)2(2d0−1)u(29)
×
−u∑
i=0
2−i
2 − 2− (i − η)(i + u− η)
}
,
V(d0,∞) def= π[2 log(2)K(d0)]2
{
I0(d0)+ 2
∞∑
u=1
Iu(d0)2(2d0−1)u
}
,(30)
where K(d) is defined in (15). The following theorem is proved in Section 8.
THEOREM 5 (CLT). Let X be a Gaussian process having generalized spectral
measure (2) with d0 ∈ R and ν∗ ∈ H(β, γ, ε) with ν∗(−ε, ε) > 0, where γ > 0,
β ∈ (0,2] and ε ∈ (0, π]. Let {Ln} be a sequence such that
L2n(n2
−Ln)−1/4 + n2−(1+2β)Ln → 0(31)
and {Un} be a sequence such that either (S-1) or (S-2) holds. Then, under (W-1)–
(W-5), we have, as n → ∞,
(n2−Ln)1/2
(
dˆIn(Ln,Un) − d0
) L−→N [0,V(d0, )],(32)
where  = limn→∞(Un −Ln) ∈ {1,2, . . . ,∞}.
REMARK 6. The condition (31) is similar to (24), but ensures, in addition, that
the bias in (25) is asymptotically negligible.
REMARK 7. The larger the value of β , the smaller the size of the allowed
range for d0 in (W-5) for a given decay exponent α and number M of vanishing
moments. Indeed, the range in (W-5) has been chosen so as to obtain a bound
on the bias which corresponds to the best possible rate under the condition ν∗ ∈
H(β, γ, ε). If (W-5) is replaced by the weakest condition d0 ∈ (1/2−α,M], which
does not depend on β , the same CLT (32) holds, but β in condition (31) must be
replaced by β ′ ∈ (0, β]. This β ′ must satisfy 1/2 − α < (1 + β ′)/2 − α < d0, that
is, 0 < β ′ < 2(d0 + α)− 1. When β ′ < β , one gets a slower rate in (32).
REMARK 8. Relation (32) holds under (S-1), where  < ∞ and (S-2), where
 = ∞. It follows from (72) and (74) that V(d0, ) → V(d0,∞) < ∞ as  → ∞.
Our numerical experiments suggest that in some cases, one may have V(d0, ) ≤
V(d0, ′) with  ≤ ′; see the bottom left panel of Figure 1. In that figure, one
indeed notices a bending of the curves for large d , which is more pronounced for
small values of M and may be due to a correlation between the wavelet coefficients
across scales.
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REMARK 9. The most natural choice is Un = Jn, which amounts to using all
the available wavelet coefficients with scale index larger than Ln. The case (S-1)
is nevertheless of interest. In practice, the number of observations n is finite and
the number of available scales Jn − Ln can be small. Since, when n is finite, it is
always possible to interpret the estimator dˆIn(Ln,Jn) as dˆIn(Ln,Ln+) with  = Jn −
Ln, one may approximate the distribution of (n2−Ln)1/2(dˆIn(Ln,Jn) − d0) either
by N (0,V(d0, )) or by N (0,V(d0,∞)). Since the former involves only a single
limit, it is likely to provide a better approximation for finite n. Another interesting
application involves considering online estimators of d0: online computation of
wavelet coefficients is easier when the number of scales is fixed; see [19].
4. Discussion. The asymptotic variance V(d, ) is defined for all  ∈ {1,2,
. . . ,∞} and all 1/2 + α < d ≤ M by (29) and (30). Its expression involves
the range of scales  and the L2-norm Iu(d0) of the asymptotic spectral density
D∞,u(λ;d) of the wavelet coefficients, both for the “within” scales (u = 0) and
the “between” scales (u > 0). The choice of wavelets does not matter much, as
Figure 1 indicates. One can use Daubechies wavelet or Coiflets (for which the
scale function also has vanishing moments). What matters is the number of van-
ishing moments M and the decay exponent α, which both determine the frequency
resolution of ψ . For wavelets derived from a multiresolution analysis, M is al-
ways known and [3], Remark 2.7.1, page 86, provides a sequence of lower bounds
tending to α (we used such lower bounds for the Coiflets used below). For the
Daubechies wavelet with M vanishing moments, an analytic formula giving α is
available; see [4], equation (7.1.23), page 225 and the table on page 226, and note
that our α equals the α of [4] plus 1.
4.1. The ideal Shannon wavelet case. The so-called Shannon wavelet ψS is
such that its Fourier transform ψˆS satisfies |ψˆS(ξ)|2 = 1 for |ξ | ∈ [π,2π ] and is
zero otherwise. This wavelet satisfies (W-2)–(W-4) for arbitrary large M and α,
but does not have compact support, hence it does not satisfy (W-1). We may not,
therefore, choose this wavelet in our analysis. It is of interest, however, because
it gives a rough idea of what happens when α and M are large since one can
always construct a wavelet ψ satisfying (W-1)–(W-4) which is arbitrarily close
to the Shannon wavelet. Using the Shannon wavelet in (11), we get, for all λ ∈
(−π,π), D∞,u(λ;d) = 0 for u ≥ 1 and D∞,0(λ;d) = (2π − |λ|)−2d so that, for
all d ∈ R, (29) becomes
V(d, ) = πg(−4d)
2(2 − 2−)κ log2(2)g2(−2d)
where g(x) =
∫ 2π
π
λx dλ.(33)
This V(d, ) is displayed in Figure 1.
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FIG. 1. Numerical computations of the asymptotic variance V(d, ) for the Coiflets and
Daubechies wavelets for different values of the number of scales  = 4,6,8,10 and of the number
of vanishing moments M = 2,4. Top row: Coiflets; bottom row: Daubechies wavelets; left column:
M = 2; right column: M = 4. The dash-dot lines are the asymptotic variances for the Shannon
wavelet [see (33)] with  = 4,6,8,10. For a given , the variances for different orthogonal wavelets
coincide at d = 0; see the comment following (34). The right and left columns have different hori-
zontal scales because different values of M yield different ranges for d .
4.2. Universal lower bound for I0(d). For  = ∞, using the facts that I0(d) ≥
0 for u ≥ 1 and, by the Jensen inequality in (27), I0(d) ≥ K2(d)/(2π), we have,
for all 1/2 + α < d ≤ M ,
V(d,∞) ≥ (8 log2(2))−1  0.2602.(34)
This inequality is sharp when d = 0 and the wavelet family {ψj,k}j,k forms an or-
thonormal basis. This is because, in this case, the lower bound (8 log2(2))−1 in (34)
equals V(0,∞). Indeed, by (13) and Parsevals theorem, the wavelet coefficients
{B(0)(ψj,k)}j,k are a centered white noise with variance 2π and, by (15) and (27),
K(0) = 2π and Iu(0) = 2π1(u = 0). Then, V(0, ) = (2(2 − 2−)κ log2(2))−1.
Since κ is increasing with  and tends to 2 as  → ∞ (see Lemma 13), V(0, ) ≥
(8 log2(2))−1 = V(0,∞). Hence, the lower bound (34) is attained at d0 = 0 if
{ψj,k}j,k is an orthonormal basis.
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4.3. Numerical computations. For a given wavelet ψ , we can compute the
variances V(d, ) numerically for any  = 1,2, . . . ,∞ and 1/2 + α < d ≤ M . It
is easily shown that d → V(d, ) is infinitely differentiable on 1/2 + α < d ≤ M
so that interpolation can be used between two different values of d . We compared
numerical values of V(d, ) for four different wavelets, with  = 4,6,8,10, and
compared them with the Shannon approximation (33); see Figure 1. We used as
wavelets two Daubechies wavelets which have M = 2 and M = 4 vanishing mo-
ments, and α = 1.3390 and α = 1.9125 decay exponents, respectively, and two
so-called Coiflets with the same number of vanishing moments, and α > 1.6196
and α > 1.9834 decay exponents respectively. For a given number M of vanishing
moments, the Coiflet has a larger support than the Daubechies wavelet, resulting
in a better decay exponent. The asymptotic variances are different for M = 2, in
particular, for negative d’s, the Coiflet asymptotic variance is closer to that of the
Shannon wavelet. The asymptotic variances are very close for M = 4.
4.4. Comparison with Fourier estimators. Semiparametric Fourier estimators
are based on the periodogram. To allow comparison with Fourier estimators, we
must first link the normalization factor n2−Ln with the bandwidth parameter mn
(the index of the largest normalized frequency) used by semiparametric Fourier
estimators. A Fourier estimator with bandwidth mn projects the observations
[X1 . . .Xn]T on the space generated by the vectors {cos(2πk · /n), sin(2πk · /n)},
k = 1, . . . ,mn, whose dimension is 2mn; on the other hand, the wavelet coeffi-
cients {Wj,k, j ≥ L,k = 0, . . . , nj − 1} used in the wavelet estimator correspond
to a projection on a space whose dimension is at most ∑Jnj=Ln nj ∼ 2n2−Ln , where
the equivalence holds as n → ∞ and n2−Ln → ∞, by applying (75) with j0 = Ln,
j1 = Jn and p = 1. Hence, for mn or n2−Ln large, it makes sense to consider
n2−Ln as an analog of the bandwidth parameter mn. The maximal scale index Un
is similarly related to the trimming number (the index of the smallest normalized
frequency), often denoted by ln (see [16]), that is, ln ∼ n2−Un . We stress that, in
absence of trends, there is no need to trim coarsest scales.
With the above notation, the assumption (24) in Theorem 3 becomes mn/n +
(logn/mn)8m−1n → 0 and the conclusion (25) is expressed as dˆ = d0 +
OP(m
−1/2
n + (mn/n)β). The assumption (31) becomes (logn/mn)8m−1n +m1+2βn /
n2β → 0 and the rate of convergence in (32) is m1/2n .
The most efficient Fourier estimator is the local Whittle (Fourier) estimator
studied in [15]; provided that
(1) the process {Xk} is stationary and has spectral f (λ) = |1 − e−iλ|−2d0f (λ)
with d0 ∈ (−1/2,1/2) and f ∗(λ) = f ∗(0)+O(|λ|β) as λ → 0,
(2) the process {Xk} is linear and causal, Xk = ∑∞j=0 ajZk−j , where {Zk} is
a martingale increment sequence satisfying E[Z2k | Fk−1] = 1 a.s., E[Z3k |Fk−1] =
μ3 a.s. and E[Z4k ] = E[Z41], where Fk = σ(Zk−l , l ≥ 0) and a(λ) def=
∑∞
k=0 ake−ikλ
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is differentiable in a neighborhood (0, δ) of the origin and |da/dλ(λ)| =
O(|a(λ)|/λ) as λ → 0+ (see A2′)
(3) m−1n + (logmn)2m1+2βn /n2β → 0 (see A4′) ,
then m1/2n (dˆmn −d0) is asymptotically zero-mean Gaussian with variance 1/4. This
asymptotic variance is smaller than (but very close to) our lower bound in (34) and
comparable to the asymptotic variance obtained numerically for the Daubechies
wavelet with two vanishing moments; see the left-hand panel in Figure 1. Also,
note that while the asymptotic variance of the Fourier estimators is a constant,
the asymptotic variances of the wavelet estimators depend on d0 (see Figure 1).
In practice, one estimates the limiting variance V(d0, ) by V(dˆ, ) in order to
construct asymptotic confidence intervals. The continuity of V(·, ) and the con-
sistency of dˆ justify this procedure.
We would like to stress, however, that the wavelet estimator has some distinc-
tive advantages. From a theoretical standpoint, for a given β , the wavelet estimator
is rate optimal, that is, for β ∈ (0,2], the rate is nβ/1+2β (see Corollary 4) and the
CLT is obtained for any rate o(nβ/1+2β). For the local Whittle Fourier estimator,
the best rate of convergence is O((n/ log2(n))β/1+2β) and the CLT is obtained
for any rate o((n/ log2(n))β/1+2β). This means that for any given β , the wavelet
estimator has a faster rate of convergence and can therefore yield, for an appro-
priate admissible choice of the finest scale, shorter confidence intervals. Another
advantage of the wavelet Whittle estimator over this estimator is that the optimal
rate of convergence is shown to hold for ν ∈H(β, γ, ε) without any further reg-
ularity assumption, such as the density f ∗ of ν∗ having to be differentiable in a
neighborhood of zero, with a given growth of the logarithmic derivative. To the
best of our knowledge, the GPH estimator is the only Fourier estimator which has
been shown, in a Gaussian context, to achieve the rate O(nβ/(1+2β)) (see [7]);
its asymptotic variance is π2/24  0.4112. It is larger than the lower bound (34)
and larger than the asymptotic variance obtained by using standard Daubechies
wavelets with  ≥ 6 on the range (−1/2,1/2) of d0 allowed for the GPH estimator
(see Figure 1). When pooling frequencies, the asymptotic variance of the GPH es-
timator improves and tends to 1/4 (the local Whittle Fourier asymptotic variance)
as the number of pooled frequencies tends to infinity; see [16].
Thus far, we have compared our local Whittle wavelet estimator with the lo-
cal Whittle Fourier (LWF) and GPH estimators in the context of a stationary and
invertible process X, that is, for d0 ∈ (−1/2,1/2). As already mentioned, the
wavelet estimators can be used for arbitrarily large ranges of the parameter d0 by
appropriately choosing the wavelet so that (W-5) holds. There are two main ways
of adapting the LWF estimator to larger ranges of d: differentiating and tapering
the data (see [22]) or, as promoted by [20], modifying the local Whittle likelihood,
yielding the so-called exact local Whittle Fourier (ELWF) estimator. The theoreti-
cal analysis of these methods is performed under the same set of assumptions as in
[15], so the same comments on the nonoptimality of the rate and on the restriction
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on f  apply. Also, note that the model considered by [20] for X differs from the
model of integrated processes defined by (16) and is not time-shift invariant; see
their equation (1). In addition, their estimator is not invariant under the addition
of a constant in the data, a drawback which is not easily dealt with; see their Re-
mark 2. The asymptotic variance of the ELWF estimator has been shown to be 1/4,
the same as the LFW estimator, provided that the range (1,2) for d0 is of width
2 − 1 ≤ 9/2. The asymptotic variance of our local Whittle wavelet estimator
with eight scales, using the Daubechies wavelet with M = 4 zero moments, is at
most 0.6 on a range of same width; see the left-hand panel in Figure 1. Again, this
comparison does not take into account the logarithmic factor in the rate of conver-
gence imposed by the conditions on the bandwidth mn. Concerning the asymptotic
variances of tapered Fourier estimators, increasing the allowed range for d0 means
increasing the taper order (see [8] and [17]), which, as already explained, inflates
the asymptotic variance of the estimates. In contrast, for the wavelet methods, by
increasing the number of vanishing moments M of, say, a Daubechies wavelet, the
allowed range for d0 is arbitrarily large while the asymptotic variance converges
to the ideal Shannon wavelet case, derived in (33); the numerical values are dis-
played in Figure 1 for different values of the number of scales . The figure shows
that larger values of  tend to yield a smaller asymptotic variance. One should thus
choose the largest possible M and the maximal number of scales. This prescription
cannot be applied to a small sample because increasing the support of the wavelet
decreases the number of available scales. The Daubechies wavelets with M = 2 to
M = 4 are commonly used in practice.
From a practical standpoint, the wavelet estimator is computationally more ef-
ficient than the aforementioned Fourier estimators. Using the fast pyramidal algo-
rithm, the wavelet transform coefficients are computed in O(n) operations. The
function d → L˜I(d) can be minimized using the Newton algorithm [2], Chap-
ter 9.5, whose convergence is guaranteed because L˜I(d) is convex in d . The
complexity of the minimization procedure is related to the computational cost
of evaluation of the function L˜I and its two first derivatives. Assume that these
functions need to be evaluated at p distinct values d1, . . . , dp . We first com-
pute the empirical variance of the wavelet coefficients n−1j
∑nj−1
k=0 W 2j,k for the
scales j ∈ {Ln, . . . ,Un}, which does not depend on d and requires O(n) opera-
tions. For I = In(Ln,Un), L˜I and all of its derivatives are linear combinations
of these Un − Ln + 1 = O(log(n)) empirical variances with weights depend-
ing on d . The total complexity for computing the wavelet Whittle estimator in
an algorithm involving p iterations is thus O(n + p log(n)). The local Whittle
Fourier (LWF) contrast being convex, the same Newton algorithm converges, but
the complexity is slightly higher. The computation of the Fourier coefficients re-
quires O(n log(n)) operations. The number of terms in the LWF contrast func-
tion (see [15], page 1633) is of order mn [which is typically of order O(nγ ),
where γ ∈ (0,1/1 + 2β)], so the evaluation of the LWF contrast function (and
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its derivatives) for p distinct values of the memory parameter d1, . . . , dp requires
O(pmn) operations. The overall complexity of computing the LWF estimator in
a Newton algorithm involving p steps is therefore O(n log(n) + pmn). Differ-
entiating and tapering the data only adds O(n) operations, so the same com-
plexity applies in this case. The ELWF estimator is much more computationally
demanding and is impractical for large data sets: for each value of the mem-
ory coefficient d at which the pseudo-likelihood function is evaluated, the al-
gorithm calls for the fractional integration or differentiation of the observations,
namely, (dX)k, k = 1, . . . , n, and the computation of the Fourier transform of
{(dX)1, . . . , (dX)n}. In this context, (dX)k def=∑kl=0 (−d)ll! Xk−l , k = 1, . . . , n,
where (x)0 = 1 and (x)k = x(x + 1) · · · (x + k− 1) for k ≥ 1 denote the Pochham-
mer symbols. The complexity of this procedure is thus O(n2 + n log(n)). The
complexity for p function evaluations, therefore, is O(p(n2 +n log(n))). The con-
vexity of the criterion is not assured, so a minimization algorithm can possibly be
trapped in a local minimum. These drawbacks make the ELWF estimator imprac-
tical for large data sets, say of size 106 − 107, as encountered in teletraffic analysis
or high-frequency financial data.
5. Condition 1 holds for linear and Gaussian processes.
PROOF OF THEOREM 1. For any scale index j ∈ N, define by {hj,l}l∈Z the
sequence hj,l
def= 2−j/2 ∫∞−∞ φ(t + l)ψ(2−j t) dt and by Hj(λ) def=∑l∈Z hj,le−iλl its
associated discrete-time Fourier transform. Since φ and ψ are compactly sup-
ported, {hj,l} has a finite number of nonzero coefficients. As shown by [14], Re-
lation 13, for any sequence {xl}l∈Z, the discrete wavelet transform coefficients at
scale j are given by Wxj,k =
∑
l∈Z xlhj,2j k−l . In addition, it follows from [14],
Relation 16, that Hj(λ) = (1 − e−iλ)MH˜j (λ), where H˜j (λ) is a trigonometric
polynomial, that is, H˜j (λ) = ∑l∈Z h˜j,le−iλl , where {h˜j,l} has a finite number of
nonzero coefficients.
Define ν and ν˜ as the restrictions of ν on [−ε, ε] and on its complementary set,
respectively. These definitions imply that
σ 2j (ν) = σ 2j (ν)+ σ 2j (ν˜).(35)
Since ν∗ ∈H(β, γ, ε), the corresponding decomposition for ν∗ reads as in (12), so
ν admits a density f (λ) = |1 − e−iλ|−2d0f ∗(λ) on λ ∈ [−π,π ], where f ∗(λ) = 0
for λ /∈ [−ε, ε] and |f ∗(λ) − f ∗(0)| ≤ γf ∗(0)|λ|β on λ ∈ [−ε, ε]. Hence, (10)
holds: by [14], Theorem 1, there exists a constant C such that for all j ≥ 0 and
λ ∈ (−π,π),
|Dj,u(λ;f )− f ∗(0)D∞,u(λ;d0)22jd0 | ≤ Cf ∗(0)γ¯ 2(2d0−β)j .(36)
Recall that Dj,0(λ;f ) is the spectral density of a stationary series with variance
σ 2j (ν) =
∫ π
−π Dj,0(λ;f )dλ. Similarly, by (14) and (15), D∞,0(λ;d0) is the spectral
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density of a stationary series with variance K(d0). Thus, after integration on λ ∈
(−π,π), (36) with u = 0 yields
|σ 2j (ν)− f ∗(0)K(d0)22jd0 | ≤ 2πCf ∗(0)γ¯ 2(2d0−β)j .(37)
By [14], Proposition 9, there exists a constant C such that |Hj(λ)| ≤ C2j (M+1/2)×
|λ|M(1 + 2j |λ|)−α−M for any λ ∈ [−π,+π ], which implies that
σ 2j (ν˜) = 2
∫ π
ε
|Hj(λ)|2ν(dλ) ≤ C2(1+2M)j
∫ π
ε
λ2M(1 + 2jλ)−2α−2Mν(dλ)
≤ Cπ2M2(1+2M)j (1 + ε2j )−2α−2Mν([ε,π ])(38)
= O(2j (1−2α))= o(2j (2d0−β)),
since, by (W-5), 1 − 2α − 2d0 + β < 0. Relations (35), (37) and (38) prove (8).
We now consider (9). We have, for all j ≥ 0 and n ≥ 1, (see [18], Theorem 2,
page 34),
Var
(nj−1∑
k=0
W 2j,k
)
=
nj−1∑
τ=−nj+1
(nj − |τ |)Cov(W 2j,0,W 2j,τ )
=
nj−1∑
τ=−nj+1
(nj − |τ |)[2 Cov2(Wj,0,Wj,τ )(39)
+ Cum(Wj,0,Wj,0,Wj,τ ,Wj,τ )].
Using (16), since M ≥ k0, we may write
Wj,k =
∑
t∈Z
h˜j,2j k−t (MX)t =
∑
t∈Z
bj,2j k−tZt ,(40)
where bj,·
def= h˜j,·  (M−k0a) belongs to 2(Z). By (17), we thus obtain
Cum(Wj,0,Wj,0,Wj,τ ,Wj,τ ) = (E[Z41] − 3)
∑
t∈Z
b2j,t b
2
j,2j τ−t ,
which, in turns, implies that∑
τ∈Z
|Cum(Wj,0,Wj,0,Wj,τ ,Wj,τ )| = |E[Z41] − 3|
∑
t,τ∈Z
b2j,t b
2
j,2j τ−t
(41)
≤ |E[Z41] − 3|σ 4j (ν)
since, by (40), ∑t b2j,t = σ 2j (ν).
We shall now bound
∑nj−1
τ=−nj+1 Cov
2(Wj,0,Wj,τ ). One can define uncorrelated
wavelet coefficients {Wj,k} and {W˜j,k}, associated with the generalized spectral
measures ν and ν˜, respectively and such that Wj,k = Wj,k + W˜j,k for all j ≥ 0 and
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k ∈ Z. Therefore, Cov2(Wj,0,Wj,τ ) = Cov2(Wj,0,Wj,0) + Cov2(W˜j,0, W˜j,τ ) +
2 Cov(Wj,0,Wj,τ )Cov(W˜j,0, W˜j,τ ). By (8), σ 2j (ν)  22jd0 . Therefore, by (36)
and using [14], Proposition 3, equation (30), for all j ≥ 0, {σ−1j (ν)Wj,k, k ∈ Z}
is a stationary process whose spectral density is bounded above by a constant in-
dependent of j . Parsevals theorem implies that supj≥1 σ−4j (ν)
∑
τ∈Z Cov2(Wj,0,
Wj,τ ) < ∞, hence
sup
n≥1
sup
j=1,...,Jn
n−1j σ
−4
j (ν)
nj−1∑
τ=−nj+1
(nj − |τ |)Cov2(Wj,0,Wj,τ ) < ∞.(42)
Now, consider {W˜j,k}. The Cauchy–Schwarz inequality and the stationarity of
the within-scale process imply that Cov2(W˜j,0, W˜j,τ ) ≤ Var2(W˜j,0) = σ 4j (ν˜) =
O(22j (1−2α)), by (38), and since σ 2j (ν)  22jd0 , we get
sup
n≥1
sup
j=1,...,Jn
22j (2α+2d0−1)
n2j σ
4
j (ν)
nj−1∑
τ=−nj+1
(nj − |τ |)Cov2(W˜j,0, W˜j,τ ) < ∞.(43)
Finally, using the fact that, for any j ≥ 1, Dj,0(λ;f ) is the spectral density of
the process {Wj,k} and denoting by ν˜j the spectral measure of {W˜j,k}k∈Z, it is
straightforward to show that
A(n, j)
def=
nj−1∑
τ=−nj+1
(nj − |τ |)Cov(Wj,0,Wj,τ )Cov(W˜j,0, W˜j,τ )
=
∫ π
−π
∫ π
−π
Dj,0(λ′;f )
∣∣∣∣∣
nj−1∑
k=0
eik(λ+λ′)
∣∣∣∣∣
2
ν˜j (dλ) dλ
′
≤ 2πnjσ 2j (ν˜)‖Dj,0(·;f )‖∞.
This implies that A(n, j) ≥ 0 and using (38), (36) and σ 2j (ν)  22jd0 , we get
sup
n≥1
sup
j=1,...,Jn
2j (2α+2d0−1)
njσ
4
j (ν)
|A(n, j)| < ∞.(44)
Using the fact that Wj,k = Wj,k + W˜j,k and Wj,k and W˜j,k are uncorrelated, (39),
(41), (42), (43), (44) and 1 − 2α − 2d0 < −β < 0 yield (9). 
REMARK 10. If ε = π in the assumptions of Theorem 1, then, in the above
proof, W˜j,k = 0 for all (j, k), so not only (9) holds, but also the stronger relation
sup
n≥1
sup
j=1,...,Jn
n−1j Var
(nj−1∑
k=0
W 2j,k
σ 2j (ν)
)
< ∞.(45)
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PROOF OF COROLLARY 2. Condition 1 holds because Theorem 1 applies to a
Gaussian process. Moreover, since its fourth order cumulants are zero, the relation
W 2j,k = W 2j,k + W˜ 2j,k + 2Wj,kW˜j,k , (43) and (44) yield
Var
(nj−1∑
k=0
(W 2j,k −W 2j,k)
)
≤ C
[ n2j σ 4j (ν)
22j (2α+2d0−1)
+ njσ
4
j (ν)
2j (2α+2d0−1)
]
,
where C is a positive constant. Since Wj,k and W˜j,k are uncorrelated, E[W 2j,k −
W
2
j,k] = σ 2j (ν˜), hence the last display, σ 2j (ν)  22jd0 and (38) yield (18). 
6. Asymptotic behavior of the contrast process. We decompose the con-
trast (20) into a sum of a (deterministic) function of d and a random process in-
dexed by d ,
L˜I(d)
def= LI(d)+ EI(d)+ log(|I|σ 222d0〈I〉),(46)
where the log term does not depend on d (and thus may be discarded) and
LI(d)
def= log
(
1
|I|
∑
(j,k)∈I
22(d0−d)j
)
− 1|I|
∑
(j,k)∈I
log
(
22(d0−d)j
)
,(47)
EI(d)
def= log
[
1 + ∑
(j,k)∈I
22(d0−d)j∑
I 22(d0−d)j
( W 2j,k
σ 222d0j
− 1
)]
,(48)
with σ 2 defined in (8).
PROPOSITION 6. For any finite and nonempty set I ⊂ N × Z, the function
d → LI(d) is nonnegative, convex and vanishes at d = d0. Moreover, for any se-
quence {Ln} such that n2−Ln → ∞ as n → ∞, and for any constants dmin and
dmax in R satisfying d0 − 1/2 < dmin ≤ dmax,
lim inf
n→∞ infd∈[dmin,dmax]
inf
j1=Ln+1,...,Jn
L¨In(Ln,j1)(d) > 0,(49)
where In is defined in (22) and L¨I denotes the second derivative of LI.
PROOF. By concavity of the log function, LI(d) ≥ 0 and is zero if d = d0.
If I = In(Ln, j1) with j1 ≥ Ln + 1, one can compute L¨I(d) and show that it
can be expressed as L¨I(d) = (2 log(2))2 Var(N), where N is an integer-valued
random variable such that P(N = j) = 22(d0−d)jnj /∑j1j=Ln 22(d0−d)jnj for j ≥ 0.
Let d ≥ dmin > d0 − 1/2. Then,
P(N = Ln) ≥ (1 − 22(d0−dmin)−1){1 − T2Ln(n− T + 1)−1}.
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Since n2−Ln → ∞, the term between the brackets tends to 1 as n → ∞. Hence,
for n large enough, we have infd≥dmin P(N = Ln) ≥ (1 − 22(d0−dmin)−1)/2. Sim-
ilarly, one finds, for n large enough, infd∈[dmin,dmax] P(N = Ln + 1) ≥ (1 −
22(d0−dmin)−1)22(d0−dmax)−1/2. Hence,
inf
d∈[dmin,dmax]
Var(N) ≥ {Ln − E(N)}2P(N = Ln)
+ {Ln + 1 − E(N)}2P(N = Ln + 1)
≥ (1 − 22(d0−dmin)−1)22(d0−dmax)−2
× ({Ln − E(N)}2 + {Ln + 1 − E(N)}2)
≥ (1 − 22(d0−dmin)−1)22(d0−dmax)−4,
where the last inequality is obtained by observing that either E(N)−Ln ≥ 1/2 or
Ln + 1 − E(N) < 1/2. 
We now show that the random component EI(d) of the contrast (46) tends to 0
uniformly in d . For all ρ > 0, q ≥ 0 and δ ∈ R, define the set of real-valued se-
quences
B(ρ, q, δ)
def={{μj }j≥0 : |μj | ≤ ρ(1 + jq)2jδ for all j ≥ 0}.(50)
Define, for any n ≥ 1, any sequence μ def={μj }j≥0 and 0 ≤ j0 ≤ j1 ≤ Jn,
S˜n,j0,j1(μ)
def=
j1∑
j=j0
μj−j0
nj−1∑
k=0
[ W 2j,k
σ 222d0j
− 1
]
.(51)
PROPOSITION 7. Under Condition 1, for any q ≥ 0 and δ < 1, there exists
C > 0 such that for all ρ ≥ 0, n ≥ 1 and j0 = 1, . . . , Jn,{
E sup
μ∈B(ρ,q,δ)
sup
j1=j0,...,Jn
|S˜n,j0,j1(μ)|2
}1/2
≤ Cρn2−j0[Hq,δ(n2−j0)+ 2−βj0],(52)
where, for all x ≥ 0, Hq,δ(x) def=
⎧⎪⎨⎪⎩
x−1/2, if δ < 1/2,
logq+1(2 + x)x−1/2, if δ = 1/2,
logq(2 + x)xδ−1, if δ > 1/2.
PROOF. We set ρ = 1 without loss of generality. We write
S˜n,j0,j1(μ) =
j1∑
j=j0
σ 2j (ν)
σ 2 22d0j
μj−j0
nj−1∑
k=0
[ W 2j,k
σ 2j (ν)
− 1
]
+
j1∑
j=j0
njμj−j0
[ σ 2j (ν)
σ 222d0j
− 1
]
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and denote the two terms of the right-hand side of this equality as S˜(0)n,j0,j1(μ)
and S˜(1)n,j0,j1(μ), respectively. By (8), C1
def= supj≥0 2βj |σ 2j (ν)/(σ 222d0j )−1| < ∞,
which implies supj≥0 |σ 2j (ν)/(σ 222d0j )| ≤ 1 +C1. Hence, if μ ∈B(1, q, δ), then
∣∣S˜(0)n,j0,j1(μ)∣∣≤ (1 +C1) Jn∑
j=j0
(
1 + (j − j0)q)2(j−j0)δ
∣∣∣∣∣
nj−1∑
k=0
( W 2j,k
σ 2j (ν)
− 1
)∣∣∣∣∣.
Using the Minkowski inequality and nj ≤ n2−j , (9) implies that there exists a
constant C2 such that{
E
[
sup
μ∈B(1,q,δ)
sup
j1=j0,...,Jn
∣∣S˜(0)n,j0,j1(μ)∣∣2
]}1/2
(53)
≤ (1 +C1)C2
Jn∑
j=j0
(
1 + (j − j0)q)2(j−j0)δ[(n2−j )1/2 + n2−(1+β)j ].
The sum over the first term is O(n2−j0Hq,δ(n2−j0)) since Jn − j0  log2 n +
log2 2−j0 = log2(n2−j0). The sum over the second term is O(n2−(1+β)j0) since
δ < 1 and 1 + β > 1, so (53) is O((n2−j0){Hq,δ(n2−j0) + 2−βj0}) since 2Jn  n.
Now, by the definition of C1 above and since nj ≤ n2−j , we get
sup
μ∈B(1,q,δ)
sup
j1=j0,...,Jn
∣∣S˜(1)n,j0,j1(μ)∣∣≤ C1n Jn∑
j=j0
(
1 + (j − j0)q)2(j−j0)δ2−j (1+β),
which is O(n2−(1+β)j0). The two last displays yield (52). 
COROLLARY 8. Let {Ln} be a sequence such that L−1n + (n2−Ln)−1 → 0
as n → ∞ and let EI(d) be defined as in (48). Condition 1 then implies that as
n → ∞:
(a) for any  ≥ 0,
sup
d∈R
∣∣EIn(Ln,Ln+)(d)∣∣= OP((n2−Ln)−1/2 + 2−βLn);
(b) for all dmin > d0 − 1/2, setting δ = 2(d0 − dmin),
sup
d≥dmin
sup
j1=Ln,...,Jn
∣∣EIn(Ln,j1)(d)∣∣= OP(H0,δ(n2−Ln)+ 2−βLn).
PROOF. The definitions (48) and (51) imply that, for 0 ≤ j0 ≤ j1 ≤ Jn,
EIn(j0,j1)(d) = log
[
1 + (n2−j0)−1S˜n,j0,j1[μ(d, j0, j1)]
]
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with μ(d, j0, j1) is the sequence {μj(d, j0, j1)}j≥0 defined by
μj(d, j0, j1)
def= n2−j0 2
2(d0−d)(j+j0)∑j1
j ′=j0 2
2(d0−d)j ′nj ′
1(j ≤ j1 − j0).(54)
The bounds (a) and (b) then follow from Proposition 7, the Markov inequality and
the following bounds.
Part (a). In this case, we apply Proposition 7 with δ = 0. Indeed, using the fact
that μj(d,Ln,Ln + )nLn+j ≤ n2−Ln for all j = 0, . . . ,  and is zero otherwise,
we have that μj ≤ n2−Ln/nLn+ → 2 as n → ∞, since n2−Ln → ∞. Then, for
large enough n, μ(d,Ln,Ln + ) ∈B(2+1,0,0) for all d ∈ R.
Part (b). Here, we still apply Proposition 7, but with δ = 2(d0 − dmin) < 1, im-
plying that H0,δ(n2−Ln) → 0. Indeed, since the denominator of the ratio appear-
ing in (54) is at least 22(d0−d)LnnLn , we have supj1≥Ln supd≥dmin |μj(d,Ln, j1)| ≤
n2−Lnn−1Ln 2
δj
. Since n2−Ln ∼ nLn as n → ∞, we get that, for large enough n,
μ(d,Ln, j1) ∈B(2,0, δ) for all d ≥ dmin and j1 ≥ Ln. 
7. Weak consistency. We now establish a preliminary result on the consis-
tency of dˆ . It does not provide an optimal rate, but it will be used in the proof of
Theorem 3, which provides the optimal rate. By the definition of dˆ and (46), we
have
0 ≥ L˜I(dˆI)− L˜I(d0) = LI(dˆI)+ EI(dˆI)− EI(d0).(55)
The basic idea for proving consistency is to show that (1) the function d → L˜(d)
behaves as (d − d0)2 up to a multiplicative positive constant and (2) the function
d → E(d) tends to zero in probability, uniformly in d . Proposition 6 will prove (1)
and Corollary 8 will yield (2).
PROPOSITION 9 (Weak consistency). Let {Ln} be a sequence such that L−1n +
(n2−Ln)−1 → 0 as n → ∞. Condition 1 implies that as n → ∞,
sup
j1=Ln+1,...,Jn
∣∣dˆIn(Ln,j1) − d0∣∣= OP{(n2−Ln)−1/4 + 2−βLn/2}.(56)
PROOF. The proof proceeds in four steps.
Step 1. For any positive integer , |dˆIn(Ln,Ln+) − d0| = oP(1).
Step 2. There exists dmin ∈ (d0 − 1/2, d0) such that, as n → ∞,
P
{
inf
j1=Ln+2,...,Jn
dˆIn(Ln,j1) ≤ dmin
}
→ 0.
Combining this with Step 1 yields P{infj1=Ln+1,...,Jn dˆIn(Ln,j1) ≤ dmin}→ 0.
Step 3. For any dmax > d0, as n → ∞, P{supj1=Ln+1,...,Jn dˆIn(Ln,j1) ≥ dmax} → 0.
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Step 4. Define H0,δ as in Proposition 7. For all dmin ∈ (d0 − 1/2, d0) and dmax >
d0, setting δ = 2(d0 − dmin), we have
sup
j1=Ln+1,...,Jn
[
1[dmin,dmax]
(
dˆIn(Ln,j1)
)(
dˆIn(Ln,j1) − d0
)2]
= OP(H0,δ(n2−Ln)+ 2−βLn).
Before proving these four steps, let us briefly explain how they yield (56). First,
observe that they imply that supj1=Ln+1,...,Jn |dˆIn(Ln,j1) − d0| = oP(1). Then, ap-
plying Step 4 again with dmin ∈ (d0 − 1/4, d0), so that H0,δ(x) = x−1/2, we ob-
tain (56). 
PROOF OF STEP 1. Using standard arguments for contrast estimation (similar
to those detailed is Step 3 and Step 4 below), this step is a direct consequence of
Proposition 6 and Corollary 8(a). 
PROOF OF STEP 2. Using (20), we have, for all d ∈ R,
L˜I(d)− L˜I(d0) = log
( ∑
(j,k)∈I
22(d−d0)(〈I〉−j)
W 2j,k
σ 222d0j
)
− log
( ∑
(j,k)∈I
W 2j,k
σ 222d0j
)
.
For some dmin ∈ (d0 − 1/2, d0) to be specified later, we set
wI,j (d)
def= 22(j−〈I〉)(d0−d)1{j ≤ 〈I〉} + 22(j−〈I〉)(d0−dmin)1{j > 〈I〉},(57)
so that for all j and d ≤ dmin, wI,j (d) ≤ 22(d−d0)(〈I〉−j). We further obtain, for all
d ≤ dmin,
L˜I(d)− L˜I(d0) ≥ log I(d)+AI(d)1 +BI ,(58)
where I(d)
def= |I|−1∑(j,k)∈IwI,j (d), AI(d) def= |I|−1∑(j,k)∈IwI,j (d) ×
(
W 2j,k
σ 222d0j − 1) and BI
def= |I|−1∑(j,k)∈I( W 2j,kσ 222d0j − 1). We will show that dmin ∈
(d0 − 1/2, d0) may be chosen in such a way that
lim inf
n→∞ infd≤dmin
inf
j1=Ln+2,...,Jn
In(Ln,j1)(d) > 1,(59)
sup
j1=Ln+2,...,Jn
(
sup
d≤dmin
∣∣AIn(Ln,j1)(d)∣∣+ ∣∣BIn(Ln,j1)∣∣)= oP(1).(60)
By (55), L˜I(dˆI) ≤ L˜I(d0). Then, infj1=Ln+2,...,Jn dˆIn(Ln,j1) ≤ dmin would imply
that there exists j1 = Ln + 2, . . . , Jn such that infd≤dmin L˜In(Ln,j1)(d)− L˜(d0) ≤ 0,
an event whose probability tends to zero as a consequence of (58)–(60). Hence,
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these equations yield Step 2. It thus remains to show that (59) and (60) hold. By
Lemma 13, since n2−Ln → ∞, we have, for n large enough,
sup
j1=Ln,...,Jn
〈In(Ln, j1)〉 <Ln + 1.(61)
Using wIn(Ln,j1),Ln(d) ≥ 0 and, for n large enough, wIn(Ln,j1),j (d) ≥
22(j−(Ln+1))(d0−dmin), for j ≥ Ln + 1, we get, for all d ≤ dmin < d0 and j1 =
Ln + 2, . . . , Jn,
In(Ln,j1)(d) ≥
2−2(Ln+1)(d0−dmin)
|In(Ln, Jn)|
Ln+2∑
j=Ln+1
22j (d0−dmin)nj .
Since n2−Ln → ∞, using Lemma 13, n  2Jn and the fact that 2(d0 − dmin) −
1 < 0, straightforward computations give that the LHS in the previous display is
asymptotically equivalent to (1 − 2{2(d0−dmin)−1}2)/(4 − 22(d0−dmin)+1). There are
values of dmin ∈ (d0 −1/2, d0) such that this ratio is strictly larger than 1. For such
a choice and for n large enough, (59) holds.
We now check (60). Observing that, for In def= In(Ln, j1) and using the nota-
tion (51), AIn(d) = |In|−1|S˜n,Ln,j1({wIn,Ln+j (d)})| and BIn = |In|−1S˜n,Ln,j1(1),
the bound (60) follows from |In| ≥ nLn ∼ n2−Ln and Proposition 7 since, for all
d ≤ dmin and j ≥ 0, wIn,Ln+j (d) ≤ 22(Ln+j−〈In〉)(d0−dmin) ≤ 22j (d0−dmin), which
shows that {wIn,Ln+j (d)}j≥0 belongs to B(1,0, δ) with δ = 2(d0 − dmin)) < 1.

PROOF OF STEP 3. By (55), LI(dˆI) ≤ EI(d0)−EI(dˆI), so, for any dmax ≥ d0,
one has infd≥dmax LI(d) ≤ 2 supd≥d0 |EI(d)| on the event {dˆI ≥ dmax}. By Proposi-
tion 6, there exists c > 0 such that, for n large enough, LIn(Ln,j1)(d) ≥ c uniformly
for d ≥ dmax and j1 = Ln + 1, . . . , Jn. Thus, for n large enough,
P
{
sup
j1=Ln+1,...,Jn
dˆIn(Ln,j1) ≥ dmax
}
≤ P
{
2 sup
d≥d0
sup
j1=Ln+1,...,Jn
∣∣EIn(Ln,j1)(d)∣∣≥ c},
which tends to 0 as n → ∞, by Corollary 8(b). 
PROOF OF STEP 4. Equation (55) implies that 1[dmin,dmax](dˆI)LI(dˆI) ≤
2 supd≥dmin |EI(d)|. Let c denote the liminf in the left-hand side of (49) when
dmin = dmin and dmax = dmax. Proposition 6 and a second order Taylor ex-
pansion of LI around d0 give that, for n large enough, for all j1 = Ln +
1, . . . , Jn and d ∈ [dmin, dmax], LIn(Ln,j1)(d) ≥ (c/4)(d − d0)2. Hence, for n large
enough,
sup
j1=Ln+1,...,Jn
[
1[dmin,dmax]
(
dˆIn(Ln,j1)
)(
dˆIn(Ln,j1) − d0
)2]≤ 8
c
sup
d≥dmin
∣∣EIn(Ln,j1)(d)∣∣.
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Corollary 8(b) then yields Step 4. 
REMARK 11. Proposition 9 implies that if Ln ≤ Un ≤ Jn with L−1n +
(n2−Ln)−1 → 0 as n → ∞, then dˆIn(Ln,Un) is a consistent estimator of d0. While
the rate provided by (56) is not optimal, it will be used to derive the optimal rates
of convergence (Theorem 3).
8. Proofs of Theorems 3 and 5.
NOTATIONAL CONVENTION. In the following, {Ln} and {Un} are two se-
quences satisfying (23). The only difference between the two following settings
(S-1) (where Un −Ln is fixed) and (S-2) (where Un −Ln → ∞) lies in the compu-
tations of the asymptotic variances in Theorem 5 (CLT). Hence, we shall hereafter
write L, U , In, dˆn, Ŝn and S˜n for Ln, Un, In(Ln,Un), dˆIn(Ln,Un), ŜIn(Ln,Un) and
S˜n,Ln,Un , respectively.
We will use the explicit notation when the distinction between these two
cases (S-1) and (S-2) is necessary, namely, when computing the limiting variances
in the proof of Theorem 5.
PROOF OF THEOREM 3. Since Ŝn(dˆn) = 0 [see (21)] a Taylor expansion of
Ŝn around d = dˆn yields
Ŝn(d0) = 2 log(2)(dˆn − d0)
∑
(j,k)∈In
(j − 〈In〉)j2−2j d˜nW 2j,k(62)
for some d˜n between d0 and dˆn. The proof of Theorem 3 now consists of bounding
Ŝn(d0) from above and showing that
∑
In(j − 〈In〉)j2−2j d˜nW 2j,k , appropriately
normalized, has a strictly positive limit.
By the definitions of Ŝn [see (21)], S˜n [see (51)] and 〈In〉 [see (19)], we have
Ŝn(d0) = S˜n(σ 2{j + L − 〈In〉}j≥0). Since L ≤ 〈In〉 ≤ L + 1 for n large enough
[see (61)] the sequence σ 2{j + L − 〈In〉}j≥0 belongs to B(σ 2,1,0) [see (50)],
and Proposition 7, together with the Markov inequality, yields, as n → ∞,
Ŝn(d0) = n2−LOP(H1,0(n2−L)+ 2−βL)
(63)
= n2−LOP((n2−L)−1/2 + 2−βL),
which is the desired upper bound.
We shall now show that the sum in (62) multiplied by n2−L has a strictly posi-
tive lower bound. Applying Proposition 9, we have
|d˜n − d0| ≤ |dˆn − d0| = OP((n2−L)−1/4 + 2−βL/2).
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Using the fact that |22j (d0−d˜n) −1| ≤ 22j |d0−d˜n| −1 ≤ 2 log(2)j |d0 − d˜n|22j |d0−d˜n|,
we have that, on the event {|d0 − d˜n| ≤ 1/4},∣∣∣∣∣ ∑
(j,k)∈In
(j − 〈In〉)j
W 2j,k
22d˜nj
− ∑
(j,k)∈In
(j − 〈In〉)j
W 2j,k
22d0j
∣∣∣∣∣
≤ 2 log(2)|d0 − d˜n|22L|d0−d˜n|
∑
(j,k)∈In
|j − 〈In〉|j2
W 2j,k
22d0j
2(j−L)/2.
Using (8), (61), j2 = (j −L)2 +2(j −L)L+L2 and nj ≤ n2−j , there is a constant
C > 0 such that
E
∑
(j,k)∈In
|j − 〈In〉|j2
W 2j,k
22d0j
2(j−L)/2
≤ Cn2−L
U∑
j=L
|j − 〈In〉|j22−(j−L)/2 = O(L2n2−L).
Hence, since L2(n2−L)−1/4 → 0, the last three displays yield, as n → ∞,∣∣∣∣∣ ∑
(j,k)∈In
(j − 〈In〉)j
W 2j,k
22d˜nj
− ∑
(j,k)∈In
(j − 〈In〉)j
W 2j,k
22d0j
∣∣∣∣∣= oP(n2−L).(64)
We now write
∑
(j,k)∈In
(j − 〈In〉)j
W 2j,k
22d0j
= σ 2 ∑
(j,k)∈In
(j − 〈In〉)j
( W 2j,k
σ 222d0j
− 1
)
+ σ 2 ∑
(j,k)∈In
(j − 〈In〉)j.
With the notation (51), the first term on the right-hand side is S˜n(μ), where
μ is the sequence σ 2{(j + L − 〈In〉)(j + L)}j≥0. In view of (61), (j + L −
〈In〉)(j +L) ≤ j2 + jL, so the sequence μ is the sum of two sequences belonging
to B(σ 2,2,0) and B(σ 2L,1,0), respectively. Applying Proposition 7 together
with the Markov inequality, we get that our S˜n(μ) = n2−LOP(H0,0(n2−L) +
LH1,0(n2−L)) = n2−LoP(1) since L(n2−L)−1/2 → 0. Moreover, by Lemma 13,∑
(j,k)∈In(j − 〈In〉)j ∼ (n2−L)(2 − 2−(U−L))κU−L as n → ∞. Hence,
∑
(j,k)∈In
(j − 〈In〉)j
W 2j,k
22d0j
= (n2−L){(2 − 2−(U−L))κU−L + oP(1)},
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and (64) and the previous display yield
∑
(j,k)∈In
(j − 〈In〉)j
W 2j,k
22d˜nj
(65)
= (n2−L){σ 2(2 − 2−(U−L))κU−L + oP(1)}.
Since κ > 0 for all  ≥ 1 and κ → 2 as  → ∞ (see Lemma 13), and since we
assumed U − L ≥ 1, the sequence (2 − 2−(U−L))κU−L is bounded below by a
positive constant, so (62), (63) and (65) imply (25). 
PROOF OF THEOREM 5. Define f ∗(0) def= dν∗/dλ|λ=0. Since ν∗ ∈H(β, γ, ε)
and ν∗(−ε, ε) > 0, we have f ∗(0) > 0. Without loss of generality, we set
f ∗(0) = 1. By Corollary 2, conditions (8) and (9) hold with σ 2 = K(d0). More-
over, (31) implies that L−1 + L2(n2−L)−1/4 → 0, so we may apply (65), which,
with (62), gives
(n2−L)1/2(dˆn − d0) = (n2
−L)−1/2Ŝn(d0)
2 log(2)σ 2(2 − 2−(U−L))κU−L
(
1 + oP(1)).(66)
Define Sn as Ŝn in (21), but with the wavelet coefficients Wj,k defined in Corol-
lary 2 replacing the wavelet coefficients Wj,k . Let us write
Ŝn(d0) = (̂Sn(d0)− Sn(d0))+ Ef [Sn(d0)] + (Sn(d0)− Ef [Sn(d0)]).(67)
By Corollary 2, using Minkowski’s and Markov’s inequalities, (61), nj ≤ n2−j
and d0 + α > (1 + β)/2, we obtain, as n → ∞,
Ŝn(d0)− Sn(d0) = oP((n2−L)1/2).
Since
∑
(j,k)∈In(j − 〈In〉) = 0 and Ef [W 2j,k] = σ 2j (ν), we may write
Ef [̂Sn(d0)] =
∑
(j,k)∈In
(j − 〈In〉)(2−2d0jσ 2j (ν)− σ 2)
= O(n2−(1+β)L)= o((n2−L)1/2),
where the O-term follows from (8), (61) and nj ≤ n2−j and the o-term follows
from (31). Using (66), (67) and the two last displays, we finally get that
(n2−L)1/2(dˆn − d0) = (n2
−L)−1/2(Sn(d0)− Ef [Sn(d0)])
2 log(2)σ 2(2 − 2−(U−L))κU−L
(
1 + oP(1)).
Because f (λ) = |1 − e−iλ|−2d0[f ∗1[−,]](λ) and f ∗1[−,] ∈ H(β, γ ′, π) for
some γ ′ > 0, we may apply Proposition 10 below to determine the asymptotic be-
havior of Sn(d0) − Ef [Sn(d0)] as n → ∞. Since σ 2 = f ∗(0)K(d0) (Theorem 1),
this yields the result and completes the proof. 
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The following proposition provides a CLT when the condition on ν∗ is global,
namely ν∗ ∈ H(β, γ,π). It covers the cases (S-1), where U − L →  < ∞
and (S-2), where U −L → ∞.
PROPOSITION 10. Let X be a Gaussian process having generalized spectral
measure (2) with d0 ∈ R and ν∗ ∈ H(β, γ,π), with f ∗(0) def= dν∗/dλ|λ=0 > 0,
where γ > 0 and β ∈ (0,2]. Let L and U be two sequences satisfying (23) and
suppose that L−1 + (n2−L)−1 → 0 and U − L →  ∈ {1,2, . . . ,∞} as n → ∞.
Then, as n → ∞,
(n2−L)−1/2{̂SIn(L,U)(d0)− Ef [̂SIn(L,U)(d0)]}
2 log(2)f ∗(0)K(d0)(2 − 2−(U−L))κU−L
L−→N (0,V(d0, )),(68)
where κk is defined in (28) and V(d0, ) in (29) for  < ∞ and V(d0,∞) in (30).
PROOF. We take f ∗(0) = 1, without loss of generality. As n → ∞, since
U − L → , we have κU−L → κ, by setting, in the special case where
 = ∞, κ∞ = 2; see Lemma 13. This gives the deterministic limit of the de-
nominator in (68). The limit distribution of the numerator is obtained by ap-
plying Lemma 12 below. Let An and n be the square matrices indexed by
the pairs (j, k), (j, k) ∈ In × In (in lexicographic order) and defined as fol-
lows:
(1) An is the diagonal matrix such that [An](j,k),(j,k) = (n2−L)−1/2sign(j −〈In〉)
for all (j, k) ∈ In;
(2) n is the covariance matrix of the vector [|j − 〈In〉|1/22−d0jWj,k](j,k)∈In .
Let ρ(A) denote the spectral radius of the square matrix A, that is, the maximum
of the absolute value of its eigenvalues. Of course, ρ[An] = (n2−L)−1/2. More-
over, ρ[n] ≤ ∑Uj=L ρ[n,j ], where n,j is the covariance matrix of the vector
[|j − 〈In〉|1/22−d0jWj,k]k=0,...,nj−1. Since {Wj,k}k∈Z is a stationary time series,
by Lemma 11,
ρ[n,j ] ≤ |j − 〈In〉|2−2d0j2π sup
λ∈(−π,π)
Dj,0(λ;ν).
From (10), since D∞,0(·;d0) is bounded on (−π,π), we get, for a constant
C not depending on n, ρ[n] ≤ C∑Uj=L |j − 〈In〉|. By (61), the latter sum is
O((U −L)2). Hence, as n → ∞, since U −L ≤ Jn−L = O(log(n2−L)), we have
ρ[An]ρ[n] = O((n2−L)−1/2(U − L)2) → 0, so the conditions of Lemma 12 are
met, provided that (n2−L)−1 Var(̂Sn(d0)) has a finite limit.
To conclude the proof, we need to compute this limit. In [14], Proposition 2, it
is shown that for all u = 0,1, . . . , as j → ∞ and nj → ∞,
cn(j, u)
def= 2−4d0jnj−u Cov(σˆ 2j , σˆj−u2) → 4π Iu(d0),(69)
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where Iu(d) is defined in (27) and σˆ 2j
def= 1
nj
∑nj−1
k=0 W 2j,k . Since Ŝn(d0) =
∑U
j=L(j−
〈In〉)2−2jd0nj σˆ 2j , we obtain
(n2−L)−1 Var(̂Sn(d0))
=
U−L∑
i=0
(i +L− 〈In〉)22−i nL+i
n2−(L+i)
cn(L+ i,0)
(70)
+ 2
U−L∑
i=1
i∑
u=1
(i +L− 〈In〉)(i − u+L− 〈In〉)
× 22d0u−i nL+i
n2−(L+i)
cn(L+ i, u).
By the Cauchy–Schwarz inequality, (45), (8) and nj−u  nj2−u imply that
|cn(j, u)| ≤ C2−2d0u+u/2, where C is a positive constant. Using this bound,
(61) and nj ≤ n2−j for bounding the terms of the two series in the right-
hand side of (70) yields the following convergent series: ∑∞i=0(i + 1)22−i and∑∞
i=1
∑i
u=1(i + 1)(i − u + 1)2−i+u/2. Using the assumptions on U and L,
we have nL+i ∼ n2−(L+i) for any i ≥ 0 and by Lemma 13, 〈In〉 − L → η as
n → ∞. Hence, by dominated convergence, (70) and (69) finally give that, as
n → ∞, (n2−L)−1 Var(̂Sn(d0)) converges to
4π
[
I0(d0)κl(2 − 2−)+ 2
∑
1≤u≤i≤
(i − η)(i − η − u)22d0u−iIu(d0)
]
,(71)
where in the case  = ∞, we have set 2−∞ = 0, η∞ = 1 and κ∞ = 2. Note that the
above bound on |cn(j, u)| and (69) imply that as u → ∞,
Iu(d0) = O(2−2d0u+u/2),(72)
which confirms that the series in (71) is convergent for  = ∞. Finally, dividing
this variance by the squared limit of the denominator in (68), we get the limit
variance in (68), namely (29) and (30). 
The following lemmas were used in the proof of Proposition 10.
LEMMA 11. Let {ξ,  ∈ Z} be a stationary process with spectral density g
and let n be the covariance matrix of [ξ1, . . . , ξn]. Then, ρ(n) ≤ 2π‖g‖∞.
LEMMA 12. Let {ξn, n ≥ 1} be a sequence of Gaussian vectors with zero
mean and covariance n. Let (An)n≥1 be a sequence of deterministic sym-
metric matrices such that limn→∞ Var(ξTn Anξn) = σ 2 ∈ [0,∞). Assume that
limn→∞[ρ(An)ρ(n)] = 0. Then, ξTn Anξn − E[ξTn Anξn] L−→N (0, σ 2).
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PROOF. The result is obvious if σ = 0, hence we may assume σ > 0. Let
n ≥ 1, kn be the rank of n and Qn denote an n × kn full-rank matrix such
that QnQTn = n. Let ζn ∼ N (0, Ikn), where Ik is the identity matrix of size
k × k. Then, for any kn × kn unitary matrix Un, Unζn ∼ N (0, Ikn) and hence
QnUnζn has the same distribution as ξn. Moreover, since An is symmetric, so is
QTnAnQn. Choose Un to be a unitary matrix such that n
def= UTn (QTn AnQn)Un
is a diagonal matrix. Thus, ζ Tn nζn = (QnUnζn)T An(QnUnζn) has the same
distribution as ξTn Anξn. Since n is diagonal, ζ Tn nζn is a sum of indepen-
dent r.v.’s of the form
∑kn
k=1 λk,nζ 2k,n, where (ζ1,n, . . . , ζkn,n) are independent
centered unit-variance Gaussian r.v.’s and λk,n are the diagonal entries of n.
Note that
∑kn
k=1 λk,n = E[ξTn Anξn]. To check the asymptotic normality, we ver-
ify that the Lindeberg conditions hold for the sum of centered independent r.v.’s:
ξTn Anξn − E[ξTn Anξn] =
∑kn
k=1 λk,n(ζ 2k,n − 1). Under the stated assumptions,
kn∑
k=1
λ2k,nE(ζ
2
k,n − 1)2 = Var(ξTn Anξn) → σ 2 as n → ∞
and ρ(n) = ρ(QTn AnQn) ≤ ρ(An) sup‖x‖=1 ‖Qnx‖2 = ρ(An)ρ(n) → 0. Since
ρ(n) = max1≤k≤kn |λk,n|, for all  > 0,
kn∑
k=1
λ2k,nE
[
(ζ 2k,n − 1)21
(|λk,n(ζ 2k,n − 1)| ≥ )]
≤
(
kn∑
k=1
λ2k,n
)
E
[(
ζ 21,n − 1
)21(ρ(n)|ζ 21,n − 1| ≥ )]→ 0 as n → ∞.
Hence, the Lindeberg conditions hold provided σ > 0. 
LEMMA 13. Let p, ≥ 0, η and κ be defined as in (28), 〈I〉 as in (19) and
J(I)
def= |I|−1 ∑
(j,k)∈I
(j − 〈I〉)2 = |I|−1 ∑
(j,k)∈I
j (j − 〈I〉).
We have
η = 1 − 2
−(1 + /2)
1 − 2−(+1) ∈ (0,1), limł→∞η = 1, limł→∞κ = 2,(73)
for all u ≥ 0 lim
→∞
1
κ
−u∑
i=0
2−i
2 − 2− (i − η)(i + u− η) = 1(74)
and for all n ≥ 1 and 0 ≤ j0 ≤ j1 ≤ Jn,∣∣∣∣∣
j1∑
j=j0
(j − j0)pnj − n2−j0
j1−j0∑
i=0
ip2−i
∣∣∣∣∣≤ 2(T − 1)(j1 − j0)p+1.(75)
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Moreover, if 0 ≤ Ln ≤ Jn with n2−Ln → ∞ as n → ∞, then
sup
j1=Ln,...,Jn
∣∣|In(Ln, j1)| − n2−Ln(2 − 2−(j1−Ln))∣∣= O(log(n2−Ln)),
sup
j1=Ln,...,Jn
|〈In(Ln, j1)〉 −Ln − ηj1−Ln | = O(log2(n2−Ln)(n2−Ln)−1),
sup
j1=Ln,...,Jn
|J[In(Ln, j1)] − κj1−Ln | = O(log3(n2−Ln)(n2−Ln)−1).
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