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Grossberg’s studies of learning in cross-coupled networks of outstar type all 
analyse convergence properties of the network by making a change of variables 
that yields a system of the form 
2 = A(Y - X) + B(0 - X) 
P = C(X - Y), 
where A, B, and C are nonnegative and continuous functions of time, and 0 
is constant. Apart from analysis of this system, each particular outstar differs 
only in the definitions of A, B, and C. This paper presents a unified account 
of convergence in this system, refining methods developed in Grossberg [l, 2, 
3, 4, 51. 
Our aim in this note is to simplify understanding of Grossberg’s papers by 
presenting a common convergence argument unencumbered by detailed 
estimates of A, B, and C in special cases. We encourage the reader to use this 
presentation to simplify his understanding of individual cases. The ancestry 
and meaning of the convergence conditions (i)-(iii) below will also be made 
clear, although condition (iii) can be weakened in special cases, using only 
T = 0, as in Grossberg [2, 41. The convergence estimates are summarized 
in the following theorem: 
THEOREM. Consider the simultaneous equations 
X=A(Y-x)+B(e-X) 
li= C(X- Y) 
(1) 
where A, B and C are nonnegative and continuous functions of time, and 0 is an 
arbitrary constant. Then the following three conditions: 
(i) sy C(v) dv = cc 
(ii) jr B(v) dv = 00 
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(iii) setting F(t) = exp@, (A(o) + B(v)) dv], there exists p > 0 such that 
for every T there exists T, > T such that sf B(v) F(w) dv > pF(t) for all 
t 2 Ts 
are su@ient to ensure that the limits Q = lim,,, X(t) and P = lim,,, Y(t) 
both exist, and are equal to 8. 
We shall prove the theorem via a series of lemmas which make quite clear 
how much of the convergence theory goes through without requiring some 
or all of the three conditions (it is for this reason that we state (ii) explicitly, 
even though it is clearly implied by (iii)). 
Before proving our theorem, we might note that in Grossberg’s equation, 0 
is a value to be learnt at one synapse of a network, and that B is related to the 
intensity of the input which is occasioning that learning. If B = 0 there is no 
term drawing X and Y towards 19, but we may quickly note the following 
convergence properties for the no input case in which B(t) = 0 for t > t, . We 
then have, for r > to, that 
(a) X and Y are constant for intervals in which A = C = 0 
(b) X and Y are monotonic in opposite senses, with the greater decreas- 
ing, and the lesser increasing. Since these two monotone curves never cross 
yet (X - Y)’ = - (A + C) (X - Y), X - Y and thus, 8 and Yapproach 
0 and: 
(c) The limits Q = lim,,, X(t) and P = lim,,, Y(t) exist, and we have 
that for all t 3 to , X(t) and Y(t) lie in the interval bounded by X(t,,) and 
Wd 
Having thus settled the no input case, let us now see what happens when B 
does not eventually vanish, so that 6 can exert a lasting influence on the 
dynamics of our system. The conditions (i)-(iii) have complete intuitive 
significance. Condition (i) tells us that C stays m long enough for Y to tend 
to a limit (in the strong sense that Y--f 0) only if X - Y approaches 0. 
But then condition (iii) (which implies condition (ii)) says (although how it 
says this will not be apparent until later) that A stays small enough and B 
stays large enough for the first of our two equations to approximate 
8 = B(B - X) 
asymptotically, thus ensuring that X(t), and consequently Y(t), tends to 0. 
It is not particularly interesting that, in a pair of equations in X and Y, 
both variables tend to &--the pair X = 19 - X and Y = 19 - Y do that more 
simply. The interest in the equations is that we may regard X as an active 
process and Y as a storage process. During an initial training period we might 
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hold A zero-in any case B and C must be on long or strong enough for B 
to force X near to 8, and for C to couple Y to that near 0 value. After the 
training period is over, C can be set to zero. Y will then be fixed near 8, 
while X may wander, or even decay to zero, active process that it is. Recall 
occurs when we set A to some nonzero value (still keeping C zero)-A then 
exerts the coupling which restores X to the value 6 stored in Y. It is as if the 
response 8 had been transferred from B to A. 
Let us now turn these vague intuitions into formal proofs-taking care 
not to use conditions (i) to (iii) of our theorem until they are, if not necessary, 
at least sufficient! We begin our analysis by recalling a crucial lemma due to 
Grossberg-we give our own proof for completeness of exposition: 
LEMMA 1. Let the functions f and g satisfy the differential equations 
f = af + bg 
g = cf + dg 
where a, b, c and d are integrable functions, with b and c nonnegative. Then 
f (t,,) g(tO) > 0 implies f(t) g(t) > 0 for all t 3 to . Thus f and g change sign 
at most once between them, and not at all for t 2 to ;f f (t,,) g(t,) > 0. 
Proof. 
(fg). =fi +.k = (a + d)fg + (k2 + cf “) 2 (a + d)fg 
Thus 
f(t) g(t) a Q(t) f (to) dto) for all t > t, 
where Q(t), being the solution exp [stt,(a + d)dT] of 6 = (a + d) 0 with 
@(t,)=l,mustbe>Oforallt>t,. 
Now at any time, at most one of f and g can change sign, since 
f (to) = 0 = g(t,,) implies f(t) = 0 = g(t) for all t > to . Hence, if f and g 
are of the same sign at to , the fact that f (t) g(t) 3 @(t) f (t,,) g(tJ > 0 for ail 
t > to implies that neither can change sign after t,, . Alternatively, if we start 
with opposite signs, at most one change in sign can occur, before we reach 
the same-sign situation. cl 
Let us now change the variables in our basic equations by setting 
f=Y-Xandg=X-ottoobtain 
f= -Df+Bg where D=A+C>O 
j=Af-Bg 
(2) 
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to which we may apply Lemma 1 to deduce that f and g change sign at most 
once between them for t > any given t, , and not at all if f(ts) g(t,) > 0. 
We may thus fix a time t, after which f and g do not change sign. Then, 
since 
x=Af-Bg 
r’=-Cf 
we have that Y does not change sign, so that P = lim,,, Y(t) exists (note 
that this does not depend on any of the conditions (i) to (iii))-though it may 
be infinite. 
To actually show that P is finite, that Q exists, and that we have P = Q = 0, 
we must consider the three cases which our above analysis tells us are pos- 
sible 
(4 fg < 0 for all t 3 t, 
(8) fg > 0 for all t b t, 
(Y) fg = 0 for all t 3 t, . 
Our theorem holds trivially in case y, for (2) then implies that both 
f=Y-Xandg=X-0areOforallt>t,,i.e.,P=Q=t?(saveinthe 
negligible case A = B = C = 0 when one off or g may be stuck at a nonzero 
value. Condition (ii) certainly avoids this). 
In case (a), we either have 
f>O and g<O so that j<O and g>O 
or we have 
f<O and g>O so that j> 0 and 2 < 0. 
In the first case f must be monotone decreasing and have a limit > 0, 
while g must increase to a limit < 0. In the second, the roles are reversed. 
In either case we deduce the existence of a$nite limit 
Q = 9i1 X(t) = 0 + v+i g( t) 
which in turn implies the existence of a finite limit 
P = $tt Y(t) = Q + limf(t) 
Note that we have not yet used any of conditions (i) to (iii). In fact, to 
prove that P = Q = 0 in case (ar), we shall only use conditions (i) and (ii). 
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In case (/3) we have either 
or else 
f>O and g>o 
f<O and g <o. 
In the first case we have Y = - Cf < 0 and so Y decreases. But 
Y = f + g + 19 > 8 and so P = lim,,, Y(t) exists and is finite, > 8. 
In the second case we have Y = - Cf > 0 and so Y increases. But 
Y = f + g + B < 0 and so P = lim,,, Y(t) exists and is finite, < 0. Fur- 
ther, f < 0 and g < 0 ensure that Y(t) < X(t) < 0, so if P = 0 then Q exists 
and equals 8. 
We shall use conditions (i) and (iii) to show that P does in fact equal 0, 
so that we can deduce that Q exists and P = Q = 8. 
We now know that Y(t) always has a finite limit P. If Y actually achieved 
this limit, so that Y = 0, our equation Y = C(X - Y) would ensure that 
X = Y thereafter. Since we do not expect to achieve the limit, let us show 
that condition (i) ensures appropriate asymptotic behavior: 
LEMMA 2. Let X be any function of t such that the solution Y(t) of 
‘Ez = C(X - Y) possesses a finite limit P. If C obeys our condition (i) that 
J; C(v) dv = 03, then there can be no constant k > 0 such that 
1 X(t) - Y(t)/ > k for all t greater than some t, . 
In particular, if the limit Q = lim,,, X(t) exists, then it must equal P. 
Proof. Since the second statement follows immediately from the first, it 
suffices to derive a contradiction from the existence of a time t, and a constant 
k such that 1 X(t) - Y(t)/ > k for t > t, . Without loss of generality we may 
pick t, > to , so that X(t) - Y(t) d oes not change sign. We shall treat the 
case X(t) - Y(t) > k f or t > t,-a similar argument settles the case 
Y(t) - X(t) > k. Then 
Y=C(X-Y)>kC for t b t, 
so that 
Y(t) - Y(T) 3 k 1; C(v) dv for t > T > t, . 
But since Y(t) tends to a limit, this contradicts our assumption that 
Jk C(v) dv + co as t --+ co for fixed T. Hence our condition (i) rules out the 
existence of any k which asymptotically bounds X(t) away from Y(t). 0 
Our condition (i) may simply be interpreted, then, as requiring that the 
coupling of Y to X, via the coupling coefficient C, must be maintained long 
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and strong enough for X and Y not to stabilize independently, but rather 
concomitantly with Y - X settling toward zero: Y = C(X - Y). We already 
know that the limit Q = lim,,, X(t) exists in case (a). Let us now see that 
condition (ii) then assures that that limit is 8, to finish case (a): 
LEMMA 3. If our system (1) obeys our condition (ii) that JT B(o) dv = co, 
then in case (oL), we have that Q = 0. 
Proof. Suppose for definiteness we consider the case for which 
f>O and g<O 
so that 
f < 0 and j > 0 for all t > to . 
Then X = 0 + g is monotone increasing to some limit Q < 0 for t > to 
and we can choose t, > to such that 1 >, X(t) - X(tJ for t >, tl . Assume 
that we have Q < 8. Then for t 2 t, 
Thus 
1 2 X(t) - X(h) Z (0 - Q) ,I, B(V) dv for all t 2 4, 
contradicting the assumption that 
s 
co 
B(v) dv = co. 
0 
Similarly, we may rule out Q > 0 in the case f < 0 for large t. 0 
The interpretation of condition (ii) is a simple one-it simply says that the 
input is strong enough long enough for the value 8, which is to be learnt, to 
play a role in X’s limiting dynamics. 
Combining Lemmas 2 and 3 we obtain 
COROLLARY 1. If OUY system (1) obeys conditions (i) and (ii), then in cuse (a) 
we have that 
P=Q=8. cl 
It only remains to settle case (/I), in which fg > 0 for t > to, and here we 
know it suffices to prove P = 8. We shall analyse the subcase in which f > 0 
and g > 0 for t > to leaving the other subcase to the reader. 
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Recalling that 
we may state the following lemma, which does not invoke any of conditions 
(i) to (iii): 
LEMMAS. Inthesubcaseofcase/3forwhichf>Oandg>Ofmt~t0, 
OUY system (1) obqs the inequality 
[x(t) - 81 < [Y(T) - e] * [l - s”, BWW dv 
w 1 for t > T > t,. 
Proof. We have 
Y(t) > X(t) since f > 0 
and 
x(t) > 8 since g > 0, for t > t, . 
We also have that k = - Cf < 0. 
Set X@) = X - 0 and Y@) = Y - 8. Then since 
we have 
X = A(y’B’ - XC@‘) _ BX@), 
to which we may apply the standard quadrature of linear differential equa- 
tions to obtain 
x(e)(t) = ‘3 X’e’( T) + ,; A(a) Y@)(v) Fgf dv for t>T 
F(T) < Y’@‘(T) [ + s”, A(w) F(v) dv 
w I 
since Y < 0 implies Y@‘)(V) < Yce)(T) for v > T, and since 
Xce)( T) < Yce)( T). But 
$W = V(t) + B@))F(t) 
so that 
@v)F(o) dv = s;;F(v) dw - /:B(v)F(v) de, 
= F(t) -F(T) - J:~(u)F(v) dv. 
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Thus we deduce that 
[x(t) - 01 d [V) - 01 [l - ST we4 dv F(t) 1 for t>T>to. q 
Let us examine Y(t) - X(t) in light of Lemma 4. For any t 2 T > to we 
have 
Y(t) - X(t) = [Y(t) - Y(T)] + [Y(T) - X(t)]. (4 
The first of these terms can be made sufficiently small by taking T sufficiently 
large, since we know Y(t) has a finite limit P. Using Lemma 4, the second 
term equals 
y@)(T) - X@)(t) > y@)(T) [” “(;;;@) ““1 . 
We wish to prove that P = 0 (we are looking at a subcase with P 3 6). 
By Lemma 2, Y(t) - X(t) cannot be bounded away from 0, so if we bound 
[ .f : B(v) F(v) W*(t) away from &this is our condition (iii)-(4) and (5) 
tell us that we cannot have P > 8. We immediately deduce: 
LEMMA 5. If f > 0 and g > 0 for t >, t, and system (1) obeys conditions 
(i) and (iii) then P = 8. 0 
Let us examine condition (iii) more closely. First, the fact that F(t) is a 
nondecreasing function of t assures us that condition (iii) implies condition 
(ii): 
F(t) s; B(v) dv 3 @v) B(v) dv 3 r**(t) 
for t sufficiently greater than any T just says that jz B(v) dv = co. 
Secondly, let us note that condition (iii) holds whenever A and B are both 
constant: 
1 t - 1 Be(A+B)“& = 
*@I T 
& [l - eL4+EHT-t)]. 
And this gives condition (iii) for any p in the open interval (0, B/(A + B)). 
Thirdly, note that increasing A makes condition (ii) less likely to hold since 
& It B(v) F(v) dv = ,: B(v) exp [ - St (A(T) + B(T)) dr] dw 
T v 
and so decreases (i.e., is less likely to exceed any CL) as A increases. 
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Thus condition (iii) not only implies condition (ii), assuring a lasting 
effect of the input, but also assures us that, having chosen B, we do not let A 
grow too quickly-i.e., we not only maintain the input, but also assure (as we 
did not need to do in case (a)) that the cross-coupling A(Y - X) does not 
swamp the input. In particular, noting that 
1: B(V) exp [ - 1’ B(T) d’] dv = 1 - exp [ - /:B(z) da] 
2) 
we see that condition (ii) implies, not at all surprisingly, that condition (iii) 
holds if we choose A to be identically zero. 
Arguments similar to those given earlier yield versions of Lemmas 4 and 5 
for the other subcase of case (/3) in which f < 0 and g < 0 for t > t, . We 
thus have: 
COROLLARY 2. If our system (1) obeys conditions (i) and (iii) [and thus (ii)] 
then in case (/I) we have that 
P=Q=8. cl 
Corollaries 1 and 2, and our earlier quick dispatch of the trivial case y, 
combine to yield our theorem, and we are done. 
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