Abstract. In this paper, the authors describe and establish the convergence of a new iterative method for solving the (nonmonotone) nonlinear complementarity problem (NCP). The method utilizes ideas from two distinct approaches for solving this problem and combines them into one unified framework. One of these is the infeasible-interior-point approach that computes an approximate solution to the NCP by staying in the interior of the nonnegative orthant; the other approach is typified by the NE/SQP method which is based on a generalized Gauss-Newton scheme applied to a constrained nonsmooth-equations formulation of the complementarity problem. The new method, 
of infeasible interior point methods for solving a monotone nonlinear complementarity problem (NCP).
Inclusive of the early work of McLinden, all interior-point methods for solving complementarity problems to date have invariably relied on a certain monotonicity assumption (or more generally, a P0-property) see [8] , [9] , [15] and [i, 5.9] . This fact helps to explain why the interior-point methods proposed so far for solving nonlinear programs are restricted to the class of linearly constrained convex programs [21] [22] [23] .
In essence, such a monotonicity assumption (or P0-property) is needed to ensure the nonsingularity of a key matrix that is used to define the main computational step of the methods. The major objective of this paper is to propose an interior-point method for solving a general, nonmonotone NCP. In a subsequent paper, we study the specialization of this method to the Karush-Kuhn-Tucker optimality conditions of a general nonlinear program formulated as a mixed NCP.
Our proposed method is an infeasible interior-point potential reduction algorithm; it involves two major ideas. One is to maintain the positivity of the iterates while a certain merit function is being decreased; this joint task is accomplished by means of the modified Armijo technique described in [22] . The other idea is to make use of the iteration function in the recent NE/SQP method [2] , [27] to define a suitable merit function. The resulting algorithm does not rely on any monotonicity assumption of the problem. Instead, a key condition, called s-regularity, plays an important role in the convergence analysis.
This interior-point method, which we call a positive algorithm for the NCP to signify that the iterates are positive vectors but not necessarily feasible to the problem, consists of solving a sequence of linear equations each defined by a symmetric positive definite matrix; the unique solutions of these equations, if nonzero, provide descent directions for a special logarithmic merit function, which is a combination of the NE/SQP iteration function and the positivity conditions. The NE/SQP method also maintains the nonnegativity of the iterates; but it does so by imposing this requirement as constraints in the direction-finding subproblems that are then either (convex) quadratic [27] or linear programs [2] . Consequently, the positive algorithm may be considered as providing an interior-point approach to alleviate the direction-finding task in the NE/SQP method. 2 . Preliminaries. Given a function f" R n Rn, which is assumed to be continuously differentiable in an open set containing R the nonlinear complementarity + problem, denoted NCP (f), is to find a vector x R n such that x>_O, f(x) >_O, xTf(x)-O.
The reader is referred to [5] for a comprehensive review of the theory and applications of this problem. In [27] , the NE/SQP method was proposed as a solution procedure for this problem. Clearly, the NCP (f) is equivalent to the following nonnegatively constrained system of nonsmooth equations:
( 
This inequality is the key to the descent step in the algorithm to be described later.
To write the inequality in a more compact form, we define the n x n matrix A(x) C+I=Ck and x k+l x k + -kp"d .
Step (24) Tlldkll >_ a.
Consequently, (23) holds since k aT for all k _> 0. Combining (22) and (23) We point out that other choices for the matrix M(x) used in the computation of the search direction are possible. In addition to the symmetry and positive definiteness of M(x), all that is required is that the condition number cond(M(x)) of the matrix M (x), defined as 
In [27, A function f with the property that Vf(x) is a P-matrix for all x >_ 0 must be s-regular; in particular, any uniform P-function f on R n (and hence, any strongly monotone function) is s-regular. The proof of these observations hinges on the following result, which is a paraphrase of Proposition 3 in [27] . (The reader may want to consult [1] for discussion of the various matrix classes involved here.) PROPOSITION 5.8 . Let x be a nonnegative vector. Suppose that (i) the principal
is nonsingular, and (ii) the Schur complement of this matrix in (33) is an S-matrix.
(Here, the index sets are all evaluated at the given x.) Then x is an s-regular vector. We observe that if x _> 0 is such that Vf(x) is a P-matrix, then conditions (i) and (ii) of Proposition 5.8 are satisfied. Indeed, if Vf(x) is a P-matrix then the matrices (32) and (33) are both P-matrices. In particular, (32) is nonsingular, showing that condition (i) holds. Moreover, since the Schur complement of any principal submatrix of a P-matrix is a P-matrix and since every P-matrix is an S-matrix, condition (ii) follows.
An interesting example of an s-regular function that is neither P nor monotone is the negative identity function. Indeed, if f(x) -x, then I + (x) I(x) for all x > 0. Consequently, any nonnegative vector is s-regular and f is an s-regular function. More generally, if f is a function for which these two index sets are empty for all nonnegative vectors and whose Jacobian matrix Vf(x) is nondegenerate for all x >_ 0, then f must be s-regular.
The following theorem is immediate from the previous results.
THEOREM 5.9. If f is an s-regular function, then every accumulation point of a sequence of iterates produced by the positive algorithm is a solution of the NCP (f).
A referee of this paper correctly points out that the above theorem does not provide conditions under which a sequence of iterates produced by the positive algorithm will have at least one accumulation point. The difficulty with this deficiency of the theorem lies in the case where the scalar c is updated infinitely often; indeed, in the present version of the algorithm, whenever ck is updated, we do not change the iterate xk, and essentially, do nothing. It might be necessary to modify the algorithm to yield a more desirable result.
If the function f has the property that the function 0 has bounded level sets, then the only way for the sequence {xk} to have no accumulation point is that limk(xk) cx. Although we cannot rule out this possibility when {ck} is unbounded, it does seem rather unlikely to occur in practice. To substantiate this statement, we have implemented the positive algorithm for solving a variety of complementarity problems. The results are reported in the next section. In all the numericM tests we have conducted, the P-values at termination were consistently substantially smaller than the %values at initiation, even in cases when the positive algorithm failed to solve a particular problem.
6. Numerical results. We have carried out some numerical experiments with the positive algorithm applied to two sets of complementarity problems: one experiment consists of NCPs arising from various equilibrium models that are documented in detail in [27] ; the other is a set of randomly generated LCPs. For the first set of NCPs, we also compared the positive algorithm with the NE/SQP method described in [27] because the latter method was also based on the formulation (1) (9) for the search direction by using the LU decomposition; the subroutines in [29] were used.
We terminated the algorithm when the 0-value was less than 10 -12 The parameters of the algorithm were set as follows: n + 1, 5 10-6, a p 0.5, and c 0.95.
We set the initial penalty parameter co 103. The numerical results for the positive algorithm applied to the equilibrium problems are summarized in Table 1 .
In Table 1 , n denotes the dimension of the NCP, niter the number of iterations, and aver.nls the average number of steps needed in the Armijo line search. In the column of niter, the numerators are the numbers of systems of linear equations solved by the positive algorithm, and the denominators are the numbers of quadratic programs solved by the NE/SQP method as reported in [27] . The [1] ; the present version of the positive algorithm needs to be modified to deal with this class of problems. This is a topic for further study.
The set of LCPs to which the positive algorithm was applied can be classified into four types, each according to the properties of the matrix M. Specifically, the generation of M was as follows. In each case, M was completely dense.
1. M ATA. Each entry of the matrix A was generated uniformly from the interval (0,50), with a probability of 0.5 for the entry to be given a negative sign. This matrix M is symmetric positive semidefinite.
2. M is diagonally dominant. We set M A, where A was generated in the same way as above except that each diagonal entry was set to be one plus the sum of the absolute values of the off-diagonM entries in the same row.
3. M A2. Here A was generated as before. This matrix M is indefinite. 4. M is a positive matrix. Each entries of M was generated uniformly from the interval (1,50).
For each matrix M generated, we constructed a solvable LCP as follows. First we generated a random number from the interval (0,1); if this number was greater than 0.5, then we set x' 0.0, otherwise we generated a number from the interval (0, 50) and set x* to be that number. Therefore, roughly half of the components of x* were * -Mi, x* zeros. We then formed the vector q as follows. If x > 0, then q where M,. denotes the ith row of M; otherwise q -Mi,.x* + r, where r is a random number in (0,50) scaled by 0.3. Clearly the resulting LCP (q, M) has at least one solution, namely, x*. For M of the first two types, x* is the unique solution.
After each LCP was generated, we scaled the problem in the following way: let s be the sum of all entries of M and q, we scaled M and q by the factor 50Is. The positive algorithm was then applied to the scaled LCP. It turned out that such a scaling was quite useful in ensuring the effectiveness of the algorithm.
The parameters of the algorithm were given the same values as before. We summarize the numerical results in Tables 2 and 3 for the cases M ATA and M TABLE 2 M ATA, n 100. 
