This work describes a multi-objective model for trading-off pumping cost and water quality for water distribution systems operation. Constraints are imposed on flows and pressures, on periodical tanks operation, and on tanks storage. The methodology links the multi-objective SPEA2 algorithm with EPANET, and is applied on two example applications of increasing complexity, under extended period simulation conditions and variable energy tariffs. The proposed approach enables decision makers to take full advantage of the obtained information on a multi-objective scale for trading off, cost, water quality, and storage-reliability requirements. Verification of the model outcomes through engineering judgment on all runs for both example applications confirmed the model suitability as a decision tool. Limitations of the proposed model reside in using variable speed pumps with assumed constant efficiency as representing an entire pumping station operation, the storage reliability constraint as an upriori set parameter, and in the computational intensity required to obtain solutions for real sized systems.
M a n u s c r i p t N o t C o p y e d i t e d
4 optimization (WADISO) model (Gessler and Walski, 1985; Walski and Gessler, 1988; Walski et al., 1990) . The WADISO program, developed in conjunction with the Water Supply and
Conservation Research Program of the U.S. Army Corps of Engineers Waterways Experiment
Station, consists of simulation, optimization, and extended period simulation. WADISO was applied to real sized water distribution systems. The optimization module was based on utilizing a discrete enumeration algorithm for finding the optimal pipe size combinations using a user-specified range of parameters. Halhal et al. (1999) introduced a formal multiobjective model to solve a water distribution systems management problem. Minimizing network cost versus maximizing the hydraulic benefit served as the two conflicting objectives.
A structured messy genetic algorithm was implemented to solve the optimization problem.
Kapelan et al. (2003) used a multi-objective genetic algorithm to find sampling locations for optimal calibration. The problem was formulated as a multi-objective optimization problem with the objectives been the maximization of the calibrated model accuracy versus the minimization of the total sampling design cost. The problem was solved using a Pareto ranking, niching, and a restricted mating multi-objective genetic algorithm. Keedwell and Khu (2003) applied a hybrid multi-objective evolutionary algorithm to the optimal design problem of a water distribution system. The hybrid approach employed a non-dominated sorting genetic algorithm coupled with a neighborhood search technique. Two objectives were considered: minimum cost versus minimum head shortage at the consumer nodes. Prasad and Park (2004) applied a non-dominated sorting genetic algorithm for minimizing the network cost versus maximizing a reliability index. The reliability index used combined surplus consumer nodes pressure heads with loops having a minimum pipe diameter constraint. Babayan et al. (2005) used a multi-objective genetic algorithm to solve the design problem of a water distribution system under uncertainty. Two objectives were considered: minimum cost versus the probability of the network failure due to uncertainty in input variables. The first M a n u s c r i p t
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5 objective was evaluated by minimizing the total system cost, while the second by maximizing the nodal pressures above a minimum value. The stochastic problem which simulated the uncertainty of the system inputs was replaced with a deterministic numerical approach which quantified the uncertainties. Perelman et al. (2008) extended the combinatorial optimization
Cross Entropy (CE) method (Rubinstein, 1999) to multi-objective optimization through minimizing the network capital and operational costs versus the maximization of the network hydraulic performance, where the network hydraulic performance was maximized by minimizing the pressure deficit at the network nodes. Wu et al. (2011) developed a pump power estimation method using a false position methodology based optimization for incorporating variable speed pumps in the conceptual design or planning of water distribution systems.
Research on modeling water quality in distribution systems started in the context of agricultural usage with one of the first studies on managing water quality in distributions systems attributed to Sinai et al. (1985) who developed a model for salinity control through mixing. The EPA in 1990 promulgated rules requiring that water quality standards must be satisfied at consumer taps rather than at treatment plants which pushed water quality modeling to the network itself (e.g., the development of EPANET). With this regard one of the early studies on water quality management in distribution systems was that of Ostfeld and Shamir (1993a, 1993b) who classified water distribution system optimization models according to the physical laws which are considered explicitly as constraints, and developed simplified optimal multiquality operation models. Since the event of 9/11 in the US water quality analysis in distribution systems shifted primarily towards water security issues associated with managing contamination events.
M a n u s c r i p t
In the context of managing residual chlorine in distribution systems, which this work is partially addressing, the following studies are cited. Munavalli and Mohan Kumar (2003) used a binary genetic algorithm formulation to determine the chlorine injection rates at the sources of a drinking water distribution system aimed at maintaining required residual chlorine levels at the consumer nodes. Propato and Uber (2004) formulated and solved a linear least square (LLS) model for operating disinfection boosters situated at known locations. Boccelli et al. (1998) and Tryby et al. (2002) used an LP model for minimizing the total chlorine mass injected, subject to minimum and maximum chlorine residual bounds.
Further references and a good summary on water quality modeling in water distribution systems can be found in Grayman (2006).
Methodology
The methodology described herein is a multi-objective genetic algorithm framework for minimizing pumps operational costs and water quality, while satisfying quantity and storagereliability constraints. A quantitative description follows.
Decision variables
The decision variables used in this paper are the 
1 , , for
The vector U corresponds to the concentration pattern at the reservoirs which belongs to the set R. Next, the vector V is associated with the pumps speed schedules: for each pump belonging to the set P a schedule of p H elements (24 in this study for 24 hrs) is computed.
Objective functions
The considered approach utilizes two objective functions. The first corresponds to the cost of energy consumed by the pumps operating in the system, while the second is associated with controlling the water quality.
The overall cost of energy consumed by the pumps over the control evaluation horizon length is:
where p H is the control evaluation horizon length, P is the subset of pump links in the system which are considered when evaluating consumed energy, i k is the price of energy of pump i for time period k, and i E k is the energy consumed by pump i over time period k. M a n u s c r i p t
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8 hypothesis that they represent the entire pumping station. The results obtained are assumed to reflect the flow and head for the entire pumping station. Based on the required head and flow the inside operation of the pumping station, which consists of a number of fixed speed pumps, would be calculated.
The second objective function describes the quality of water in the network. Several options for water quality inclusion were considered. One of them was to impose constraints on the maximum and minimum value of disinfectant concentrations at the monitoring nodes throughout the system. While this would be a valid approach, the goal is to control the quality of water in the network so a different approach was selected (Ewald et al., 2008) . Namely, a penalty function is designed for assessing the disinfectant concentrations in the network. This allows for the evaluation of the control of the integrated quantity and quality in the network with regard to the distribution of disinfectant within the network. This objective function is calculated over the control evaluation horizon length for all the monitored network nodes of the system and is defined as:
where, N is the subset of the monitoring nodes, q F is the quality evaluation function and j c k is the disinfectant concentration at node j at time instant k .
The set of the monitoring nodes in most cases will consist of all nodes in the network, however this approach allows to narrow the set of considered nodes, in some cases certain nodes can be uncontrollable, therefore they can be removed from the objective function. . The shape of this function can be adjusted for different classes of nodes. For example for consumer nodes one can decide to maintain the quality near the minimum allowable concentration, whereas for the rest of the nodes the desired concentration could be set to a higher value.
Constraints
There are three types of constraints for this problem. The first type are constraints derived from the network physics which the decision variables should meet, such as flows, pressures etc. In this approach the network is evaluated using the quantity-quality simulation program EPANET (USEPA, 2012) which incorporates the systems dynamics.
For each simulation step EPANET returns a warning code indicating whether the simulation was successful or not. That information is later used for determining if the evaluated solution is feasible or not, thus introducing the first constraint:
where w k is the warning code returned by EPANET. Note that (5) implies a positive pressure constraint at all nodes (Kurek and Brdys, 2007, 2010) . Explicit additional minimum and maximum pressure constraints could be added at all or some of the nodes at different time steps.
The next constraint enforces periodical operation tanks within the network, which is required for its reliable operation, namely terminal constraint on the tank levels: M a n u s c r i p t
where t p k is the head at tank t at time instant k , is the coefficient that relaxes the terminal constraint and T is the set of all tanks in the network. In this paper the value of 0.1 is used as the .
Storage constraint
An improvement of this study over previous work is the introduction of a storage-reliability constraint for ensuring that a sufficient amount of water is stored in the network, while checking its impact on the cost and quality of the supplied water.
The rational behind this constraint is for ensuring that for every time instant k the amount of water stored in the tanks is equal or greater than the demand predicted for the next D time steps. This results in p H constraints formulated as:
where l td is the diameter of the l tank, l p k is the pressure in tank l at time k , and j d k is the demand at node j at time k .
Optimization problem
Assembling the above objectives and constraints yields the following multi-objective optimization problem: 
(8) is solved using a multi-objective genetic algorithm framework as described further below. M a n u s c r i p t
Solutions procedure
Currently two multi-objective genetic algorithms (MOGAs) are commonly utilized: NSGA II (Deb et al., 2002) and SPEA2 (Zitzler et al., 2001) . In this study SPEA2 is employed due to its superior diversity preservation mechanism based on a modified k-nearest neighbor approach. Its operation is based on a strength Pareto approach where the non dominated set is determined by the strength of the dominators. Additionally, SPEA2 is also equipped with an external archive which allows preservation of the already obtained Pareto set approximation.
The solution procedure flowchart is given in Fig 2. Used multi-objective optimization algorithm uses real coded variables, this approach on one hand removes the problem of discretization of decision variable but may have slower convergence when compared to binary coded algorithm.
Initialization is performed randomly based on the range of the decision variables. Next, the fitness assignment and evaluation are performed. Every solution residing in the working population is evaluated for computing its corresponding objective function values and constraints, where the system behavior is simulated using EPANET. Once the entire population is evaluated, the strength of each solution is computed. A solution strength is expressed by the number of individuals that are dominated by the considered solution from the archive and from the current population. Next, the raw fitness of an individual is assessed as the sum of the strength of the solutions that dominate it. Following this scheme the nondominated individuals are assigned a raw fitness value of zero. This approach allows SPEA2
to take into consideration the quality of both dominated and non-dominating solutions when assigning a fitness to an individual. To provide an efficient niching mechanism, the raw fitness is augmented with an adaptation of the k-th nearest neighbor algorithm. Finally the recombination of the parent individuals is performed using the simulated binary crossover and polynomial mutation (Deb, 2001) . Once completed, the new population is evaluated and fitness values are assigned to the obtained solutions and for the ones from the archive.
Application
As a multi-objective genetic algorithm implementation is utilized, multiple runs were performed for each of the two explored example applications described herein. Only after assuring that the observed results are repetitive and consistent for each of the runs, a representative case was presented, as outlined below. The quality of obtained solution was compared against results for different sizes of the population, archive and mutation and crossover probabilities. The parameters used by the SPEA2 algorithm are described in Table 1 . These parameters allowed to achieve repetitive performances while maintaining the computation time within reasonable limits. In both cases a number of experiment with different numbers of generations were conducted. It was observed that above 300 generation for the chosen crossover and mutation parameters there was no significant change in the shape or span of the Pareto set.
For Example 1 the computation time was around two hours. In case of Example 2 the computation time was around three hours due to the increased size of the network and the resulting increase of the time needed to simulate the hydraulics and water quality behaviors.
All computations were conducted on an Intel Core i5-2430M processor with 4 GB of RAM.
Each example is evaluated over a 72 hour simulation period. However, only the last 24 hours are used to evaluate the objective functions and the constraints values. This approach minimizes the effect of the initial conditions on the network operation.
In both cases the values of minimum and maximum allowable disinfectant concentration min max , C C are 0.1 and 0.5 mg/l, respectively.
Example 1
The first considered example is presented in Fig. 3 . It is the network designed using the widely known Anyown benchmark system (Walski et al., 1987) , with one additional source and pumping station [i.e., res 18 and pump 35, see The concentration of chlorine at the treatments plants (see Fig. 6 ) is closely related to the operation of tanks. The tanks are supplied with water during morning hours. Consequently the tanks are discharged in the following hours, therefore sufficient amount of disinfectant needs to be supplied to the tanks in order to maintain desired quality. Observe that the concentration of disinfectant for reservoir 19, which is operated by pump 36 due to the reduced flow of water in the morning hours, is smaller than in the case of the first instance. This behavior is explained when the bottom plot in Fig. 7 is closely examined. The initial higher concentration of chlorine is used to deliver disinfectant to the tank and ensure required concentration during the operation of the network, and since pump 36 delivers less water during that period the bulk of the water and consequently chlorine is delivered by the second pump. Therefore there is no need for such a high concentration at source 19.
Finally, the level at the tanks for both instances is examined (see the top plot in Fig. 7 ). The introduced reliability constraint that forces the network to store certain volumes of water based on the predicted demand is marked in the figure using the dotted line. In both cases the algorithm made its best effort to minimize the energy and reduce the amount of water stored, which is verified by the level at the tank in the afternoon, which is very close to the reliability constraint. Additionally, the impact of the two energy tariffs for the second instance is visible in the tank level trajectory. This allows the system not to store as much water in the tank as in case of the single energy tariff approach, as it is possible to increase the supply of water to the network during the day due to the different energy tariffs.
The impact of a very rigid hydraulics of this network is clearly visible in the shape of the corresponding Pareto front approximation. It results in a rather limited span of the Pareto set.
Moreover due to high demands the resulting flows in the network are also very high, thus limiting the impact of the water quality objective function. However, all the assumptions on the operation of the network are met, thus proving the validity of the concept behind this work. Next a more complex network is examined.
Example 2
The second network examined is EPANET Net 3 (see Fig. 8 ). The system is supplied from two sources, with two pumps delivering the water to the network. There are three tanks located throughout the network. The presence of multiple tanks provides a better opportunity of testing the impact of the introduced reliability constraint. For this example, the global bulk decay rate and the global wall coefficients are -0.5 (1/day) and -0.1 (1/day), respectively.
For this example the impact of the volume of required stored water in the network is explored.
Three cases are taken into consideration. The first one assumes that six hours of forecasted demand will be stored in the system, the next case takes seven hours, and the final case uses eight hours. For all the investigated cases the same initial conditions are used. The Pareto set approximation obtained are shown in Fig 9. As anticipated, high energy consumption constitutes increased flow of water within the network, thus resulting in a better overall water quality. On the other hand when a lot of water is stored in the tanks, and the flows are reduced to minimum, the quality obviously deteriorates. This general relation is visible when investigating the shape of the Pareto set shown in Fig 9. Moreover, the increase on the required volume of stored water results in an In Fig. 10 the relative speed of both pumps is presented for the three chosen solutions from the Pareto sets. The relation between the pumps operation and storage requirement is straightforward. The more storage is required, the higher the speeds of the pumps. Moreover, it has to be noticed that pump 10 starts excessive pumping during the second half of the high energy tariff period. This is forced by the reliability constraint (Fig. 13) . The demand in the evening is high in this network, thus forcing the system to retain more water, which results in the aforementioned operation of pump 10.
Next, the concentration of disinfectant in the supplied water, shown in Fig 11, Moreover it demonstrates that the terminal constraint is met. The storage property of the tanks is used effectively as their level increases during the cheap energy periods to be later consumed during the peak hours. Only in case of the seven hours storage required the behavior is slightly different. This is caused by a relatively high energy consumption and the attempt by the algorithm to obtain satisfactory water quality by doing so. 
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In Fig 13 one can observe the amount of water stored in the system for all the highlighted solutions. Once again the algorithm managed to obtain feasible solutions as the amount of water meets the constraint imposed on the system. This is also valid when seven and eight hours of predicted demand are required. However, for the eight hour of predicted demand the reliability constraint turned out to be very demanding and forced the system to operate the pump during high energy tariff periods. This also resulted in a small Pareto set, as shown in (Fig. 1) .
The high values of the water quality measure in Example 2 are mainly caused by poor water quality of water at the tanks. In case of Example 1 this was resolved by injecting high doses of disinfectant into the water while the tanks were filled. In case of Example 2 this is not a valid approach due to the size of the network. In order to solve this problem two approached can be used: (1) introduce a secondary booster station in the network, or (2) It should be noted that although a multi-objective approach has been employed in this study its application was limited. The approach undertaken was to select solutions which were located as close as possible to the utopian point (Salukvadze, 1971a (Salukvadze, , 1971b . Those where then further analyzed for different sensitivity analysis such as storage-reliability constraints.
The proposed methodology has the following limitations : (1) The pumps which are used in the system are variable speed pumps. This was chosen to improve the performance of the algorithm and represent the entire pumping station as an aggregate. Considering the pumps in detail would complicate the algorithm and would require introducing additional constraints on pumps switching, maintenance, and others. (2) The storage constraint is selected a priori. An improvement would be to incorporate the storage requirement as a decision variable for meeting reliability measures. (3) Clearly the computational intensity required for large networks would be significant. (4) Moreover the network must be "flexible" from the point of view of the controller. In other words the pumps / or the pumping station equivalents need to be selected in a way which allows the controller to "work" with the network (i.e., avoid a one hardcoded rule based strategy for the system operation). The proposed approach enables decision makers to take full advantage of the obtained information on a multi-objective scale for trading off, cost, water quality, and storagereliability requirements. This wouldn't have been possible in case of a single objective framework or with assigned a priori arbitrary weights to the objectives.
It should be noted, however, that a limitation of the proposed model is that in an actual fixed speed pump station, the range of flows that can be achieved at operating points is quite limited such that many of the flow rates in the solution cannot be achieved. Tables   Table 1: Genetic algorithm solver parameters The tank operations for the highlighted solutions in Fig. 9 (the top figure shows tank 1, the middle tank 2, and the bottom tank 3, for different requirements on the stored water)
Fig. 13:
The required volume and actual stored volume for the highlighted solutions in Fig. 9 (the top figure shows storage for 6 hours, the middle for 7 hours, and the bottom for 8 hours)
Fig. 14: Chlorine distribution in the network for the highlighted solutions in Fig. 9 (the top figure depicts 6 hours storage, the middle 7 hours, and the bottom 8 hours) Fig. 9 (the top figure shows tank 1, the middle tank 2, and the bottom tank 3, for different requirements on the stored water) Fig. 9 (the top figure depicts 6 hours storage, the middle 7 hours, and the bottom 8 hours) 
