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1. Introduction 
Mathematica l models of biogeography describe the immigration ilnd emigration of species between habita ts. Biogeogra-
phy-based optimization (BBO) was first presented in 2008 [28) and is an extension of biogeography to evolutionary algo-
rithms (EAs). BBO has demonstrated good performance on unconstrained and constrained benchmark functions [8.9.19J. 
It has also been applied to real-world optimization problems. including sensor selection [28]. economic load dispatch [3]. 
satellite image classification [21]. power system optimization [24]. and others. 
li ke other EAs [1.1 0.1 2.27 .37]. BBO probabilistica lly shares information between candidate solutions. We use the short-
hand notalion "Solulion" to refer to a candidate solution. In BBO. each solution is comprised of a set of independent variables, 
also called features. Each solution immigrates features from other solutions based on its immigration rate. and emigrates 
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features to other solutions based on its emigration rate. In the original BBO paper [28], immigration rates are ﬁrst used to 
decide whether or not immigrate features to a given solution, and then emigration rates are used to choose the emigrating 
solution. However, there are other methods that could be used to implement migration, and these other methods are intro­
duced and analyzed in this paper. For example, one of our proposals here is to ﬁrst use emigration rates to decide whether or 
not to emigrate features from a given solution, and then use immigration rates to select the immigrating solution. 
Markov models have been a valuable theoretical tool to analyze EAs, including simple genetic algorithms [7,20,25,33–36] 
and simulated annealing [16]. Markov models have already been derived for BBO [29,30], along with Markov model compar­
isons between BBO and genetic algorithms [31]. A Markov chain is a random process that has a discrete set of possible states 
si(i = 1,2,  . . . , T). The probability that the system transitions from state si to sj is given by the probability pij, which is called a 
transition probability. The T � T matrix P = [pij] is called the transition matrix. A Markov state in [30] represents a BBO pop­
ulation distribution. Each state describes how many individuals there are at each point of the search-space. pij is the prob­
ability that the population transitions from the ith population distribution to the jth population distribution in one 
generation. This paper uses Markov models to analyze our proposed BBO variations. 
Section 2 gives a simple description of the original BBO algorithm, and introduces three variations of BBO. Section 3 intro­
duces and analyzes the Markov chain models for BBO and its variations. Section 4 compares these BBO variations based on 
simulation results. Some concluding remarks and directions for future work are provided in Section 5. 
2. Variations of biogeography-based optimization 
This section presents an overview of the original BBO algorithm (Section 2.1), and then introduces three variations of BBO 
(Section 2.2). 
2.1. Biogeography-based optimization 
Suppose that we have an optimization problem and some candidate solutions. Each candidate solution is comprised of a 
set of features, which are similar to genes in GAs. A good solution is analogous to a biological habitat with a high habitat 
suitability index (HSI). This corresponds to a geographical area that is well suited for hosting biological species. In optimi­
zation problems, HSI corresponds to the goodness of a BBO solution, and is called ﬁtness in standard EAs notation. A poor 
solution is analogous to a habitat that is not well suited for hosting biological species. High ﬁtness BBO solutions correspond 
to biological habitats with a large number of species, and low ﬁtness BBO solutions correspond to habitats with a small num­
ber of species. High ﬁtness solutions are more likely to share their features with other solutions (emigration), and low ﬁtness 
solutions are more likely to accept shared features from other solutions (immigration). Similar to other EAs, BBO consists of 
two main steps: information sharing (which is implemented with migration in BBO) and mutation. 
Migration is a probabilistic operation. The migration rates of each solution are used to probabilistically share features 
between solutions. For each feature of a given solution yk, the immigration rate kk of yk is used to probabilistically decide 
whether or not to immigrate. If immigration is selected, then the emigrating solution yj is probabilistically chosen based 
on the emigration rate lj. Migration is written as 
yk ðsÞ yjðsÞ ð1Þ 
where s is a solution feature. Immigration rates and emigration rates are based on migration curves, such as the linear migra­
tion curves in Fig. 1, where the maximum immigration rate and maximum emigration rate are both equal to 1. Nonlinear 
curves are discussed in [17,18]. 
Mutation is a probabilistic operator that randomly modiﬁes a solution feature. The purpose of mutation is to increase 
diversity among the population. 
Fig. 1. Linear migration curves for BBO. k is the immigration rate and l is the emigration rate, and we assume that the maximum immigration rate and 
maximum emigration rate are both equal to 1. 
  
 
 
Algorithm 1. One generation of the BBO algorithm, where N is the population size. y is the entire population of candidate 
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A description of one generation of BBO is given in Algorithm 1. Migration and mutation of the entire population take place 
before any of the solutions are replaced in the population, which requires the use of the temporary population z in the algo­
rithm. In Algorithm 1, the statement ‘‘use kk to probabilistically decide whether to immigrate to zk’’ can be implemented with 
the following logic, where rand (0, 1) is a random number uniformly distributed between 0 and 1: 
If kk< rand (0, 1) then 
Immigration Flag = true 
else 
Immigration Flag = false 
end if 
Also in Algorithm 1, the statement ‘‘Use {li} to probabilistically select the emigrating solution yj’’ can be implemented 
with any ﬁtness-based selection method (since li is proportional to the ﬁtness of yi). For instance, we could use tournament 
selection by randomly choosing two or more solutions for a tournament, and then selecting yj as the ﬁttest solution in the 
tournament. In this paper, as in most other BBO implementations, we use {li} in a roulette-wheel algorithm so that the prob­
ability that each individual yi is selected for emigration is proportional to its emigration rate li. 
2.2. Variations of BBO 
The BBO algorithm presented in Algorithm 1 is called partial immigration-based BBO. The word ‘‘partial’’ means that only 
one solution feature is considered at a time for immigration. That is, for solution zk, kk is tested against a random number 
once for every feature to decide whether or not to replace that feature in zk. The term ‘‘immigration-based’’ means that kk 
is ﬁrst used to decide whether or not to immigrate to zk; then the lj variables are used to choose the emigrating solution, 
but only if immigration was selected as described in the previous subsection. 
However, there are also other ways that could be used to implement migration. Instead of testing kk against a random 
number once for each solution feature, we could test kk against a random number only once for each solution, and then if 
immigration were selected, we could replace all of the solution features in zk. We call this total immigration-based BBO. 
One generation of total immigration-based BBO is described in Algorithm 2. 
Algorithm 2. One generation of total immigration-based BBO, where N is the population size. y is the entire population of 
candidate solutions, yk is the kth candidate solution, and yk(s) is the sth feature of yk 
For each solution yk, deﬁne emigration rate lk proportional to ﬁtness of yk, where lk2 [0, 1]
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As a third option, we could ﬁrst use lk to decide whether or not to emigrate a solution feature from a given solution. Then, 
if emigration were selected, the kj values could be used to select the immigrating solution. This idea results in partial emi­
gration-based BBO. One generation of partial emigration-based BBO is described in Algorithm 3. 
Finally, instead of testing lk against a random number once for each solution feature, we could test lk against a random 
number only once for each solution, and then if emigration were selected, all solution features could be emigrated from yk. 
This is called total emigration-based BBO. One generation of total emigration-based BBO is described in Algorithm 4. 
Algorithm 3. One generation of partial emigration-based BBO, where N is the population size. y is the entire population of 
candidate solutions, yk is the kth candidate solution, and yk(s) is the sth feature of yk 
For each solution yk, deﬁne emigration rate lk proportional to ﬁtness of yk, where lk2 [0, 1]
 
For each solution yk, deﬁne immigration rate kk = 1  - lk
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Algorithm 4. One generation of total emigration-based BBO, where N is the population size. y is the entire population of 
candidate solutions, yk is the kth candidate solution, and yk(s) is the sth feature of yk 
For each solution yk, deﬁne emigration rate lk proportional to ﬁtness of yk, where lk2 [0, 1]
 
For each solution yk, deﬁne immigration rate kk = 1  - lk
 
z y
 
For each solution yr(r = 1,  . . . ,N)
 
Use lr to probabilistically decide whether to emigrate from yr
 
If emigrating then
 
For each solution feature s
 
Use {kj} to probabilistically select the immigrating solution zk
 
zk(s) yr(s)
 
Next solution feature 
End if 
Next solution 
For each zk in the population, probabilistically decide whether to mutate zk 
y z 
These four combinations of partial/total and immigration/emigration are inspired by the original philosophy of BBO 
migration. Therefore, we derive Markov models for each of the three new variations in the following section, and we test 
their performances in Section 4. 
3. Markov analysis 
This section presents an overview of a Markov model of partial immigration-based BBO (Section 3.1), and then derives 
Markov models for the three new variations of BBO (Section 3.2). 
3.1. Markov analysis of partial immigration-based BBO 
In [30] a partial immigration-based BBO Markov chain model is derived for Algorithm 1. This subsection reviews this Mar­
kov model. A Markov model of BBO provides us with the transition probability pij from the ith population distribution to the 
jth population distribution. In BBO, two main steps, migration and mutation, are signiﬁcant, so the transition probability in­
cludes the migration probability and the mutation probability for one generation. 
Consider a problem whose candidate solutions {x1, . . ., xn} are in a binary search space. The set of candidate solutions is 
the set of all bit strings xi consisting of q bits each. Therefore, the cardinality of the search space is n = 2q. Use N to denote the 
population size, and use v to denote the population count vector, where the component vi is the number of candidate solu­
tions xi in the population. Note that 
v
n 
i ¼ N ð2Þ 
i¼1 
X
We use yk to denote the kth individual in the population: 
Population ¼ fy1 ; � � � yN g ¼ fx1; x1; � � � ; x1; x2; x2; � � � ; x2 ; � � � xn; xn; � � � ; xn g ð3Þ |ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ} |ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ} |ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
v1 copies v2 copies vn copies 
where the yk individuals have been ordered to group identical individuals. s is used to denote the sth feature (that is, the sth 
bit) of a solution. According to [30], for partial immigration-based BBO, the probability that an immigration opportunity for 
the sth solution feature of yk during generation t results in a new solution feature xi(s) at generation t + 1, is the following. 
Prðyk;tþ1ðsÞ ¼ xiðsÞÞ ¼ Prðno immigration to yk;t ÞPrðyk;tþ1 ðsÞ 
¼ xiðsÞjno immigrationÞ þ Prðimmigration to yk;t ÞPrðyk;tþ1ðsÞ ¼ xiðsÞjimmigrationÞ P 
j21iðsÞv j lj¼ ð1 - kmðkÞÞ10ðxmðkÞðsÞ - xiðsÞÞ þ kmðkÞ P ð4Þn 
j¼1v jlj 
where 10 is the indicator function on the set {0}, and 
yk ¼ xmðkÞ for k ¼ 1; � � � ; N ð5Þ 
where m(k) is deﬁned as 
rX
mðkÞ ¼ min r such that v i P k ð6Þ 
i¼1 
The relationship between yk and xm(k) is depicted in (3). The notation 1i(s) in  (4) denotes the set of candidate solution indices j 
such that the sth bit of xj is equal to the sth bit of xi. That is, 
1i ðsÞ ¼ fj : xjðsÞ ¼ xi ðsÞg ð7Þ 
We know from (4) that the total migration probability includes two parts: the probability that immigration did not occur, 
and the probability that immigration did occur. If the sth feature of yk is not selected for immigration during generation t, 
then 
ykðsÞtþ1 ¼ xmðkÞðsÞ; ðif no immigration to yk;t Þ ð8Þ 
If the sth feature of yk is selected for immigration during generation t, the probability that yk(s)t+1 is equal to xi(s) is propor­
tional to the sum of the emigration rates of all individuals whose sth feature is equal to xi(s). This probability can be written 
as P 
j21iðsÞv jljPrðykðsÞtþ1 ¼ xiðsÞjimmigrationÞ ¼  P ð9Þn 
j¼1v j lj 
Eqs. (8) and (9) are combined with the fact that the probability of immigration to yk(s) is equal to km(k) to obtain (4). 
Pki(v) is used to denote the probability that immigration results in yk,t+1 = xi, given that the population distribution is de­
scribed by the population count vector v. Pki(v) can be written as " P # 
q 
j21iðsÞY v jljPkiðvÞ ¼ Prðyk;tþ1 ¼ xiÞ ¼  ð1 - kmðkÞÞ10ðxmðkÞðsÞ - xiðsÞÞ þ kmðkÞ Pn ð10Þ 
s¼1 j¼1v jlj 
where q is the number of bits in each solution. Note that Pki(v) can be computed for each k 2 [1, N] and each i 2 [1, n] in order 
to form the N � n matrix P(v). The kth row of P(v) corresponds to the kth iteration of the outer loop in Algorithm 1 (there are 
N iterations of the outer loop in Algorithm 1). The ith column of P(v) corresponds to the probability of obtaining solution xi 
during each outer loop iteration; that is, Pki(v) gives the probability of obtaining the ith outcome on the kth immigration trial. 
Only migration is included in (10). Next we include the possibility of mutation. U is used to denote the n � n mutation 
matrix, where Uji is the probability that xj mutates to xi. The probability that the kth immigration trial, followed by mutation, 
results in xi is denoted as P
ð2ÞðvÞ. This can be written as ki 
n 
ðvÞ ¼  PkjðvÞUjiPð2Þ 
X
ki 
j¼1 ð11Þ 
Pð2ÞðvÞ ¼ PðvÞU 
where the elements of P(v) are given in (10). P(2)(v) contains the probabilities when both migration and mutation are con­
sidered. u is deﬁned as the population count vector after migration and mutation are completed for a given generation, 
where the component ui is the number of solutions xi in the population. The transition probability Pr (ujv) that we obtain 
a population count vector u after one generation, given that we started with a population count vector v, can be obtained 
from the multinomial theorem [30] as ( )
N n X Nh nXYY X
Pð2Þ 
iJki nPrðujvÞ ¼  ðvÞ ; where Y ¼ J 2 RN� : Jki 2 f0; 1g; Jki ¼ 1 for all k; Jki ¼ ui for all i ð12Þki 
J2Y k¼1 i¼1 i¼1 k¼1 
Eq. (12) can be used to ﬁnd the transition matrix for partial immigration-based BBO with migration and mutation. 
The Markov transition matrix, which we denote as Q, is obtained by computing (12) for each possible v and each possible 
u. Each element of Q will give the transition probability from one population count vector v to another population count vec­
tor u after one generation. Note that Q is a T � T matrix, where T is the total number of possible populations. T can be cal­
culated by several different methods [30]. Once we calculate the transition matrix Q, a wealth of Markov tools [13] can be 
applied to ﬁnd statistical properties of BBO, including the limiting probability (as the generation count approaches inﬁnity) 
of each possible BBO population. 
3.2. Markov analysis of variations of BBO 
The above subsection summarized the partial immigration-based BBO Markov chain model of Algorithm 1, which consid­
ers the immigration of each solution feature as separate probabilistic trials. This subsection derives new Markov models for 
three variations of BBO. 
3.2.1. Total immigration-based BBO 
Total immigration-based BBO (Algorithm 2) bases migration on the immigration rate for each solution, and probabilisti­
cally decides whether or not to immigrate all solution features to a given solution. This is different from partial immigration-
based BBO (Algorithm 1), which considers immigration of one solution feature at a time. For total immigration-based BBO, 
given that the population distribution at generation t is equal to v, the probability Pki(v) that immigration results in yk,t+1 = xi 
at generation t + 1 can be obtained as 
PkiðvÞ ¼ Prðyk;tþ1 ¼ xiÞ ¼ Prðno immigration to yk;t ÞPrðyk;tþ1 
¼ xi jno immigrationÞ þ Prðimmigration to yk;t ÞPrðyk;tþ1 ¼ xijimmigrationÞ P 
q 
j21iðsÞv jljY¼ ð1 - kmðkÞÞ10ðxmðkÞ - xiÞ þ kmðkÞ Pn ð13Þ 
s¼1 j¼1 v jlj 
Note that the ﬁrst term of the right side of Eq. (13) denotes the probability when immigration does not occur; that is, when yk 
is not selected for immigration. The second term on the right side of Eq. (13) denotes the probability when immigration oc­
curs, and it is proportional to the product of the summed emigration rates of all solutions whose bits are equal to those of xi. 
Now suppose that the mutation probability is the same as that in partial immigration-based BBO. That is, Pð2ÞðvÞ is deﬁned ki 
as in (11), except that we use Pki(v) from (13) instead of Pki(v) from (10). Then the transition matrix for total immigration-
based BBO is calculated as shown in (12). 
3.2.2. Partial emigration-based BBO 
Partial emigration-based BBO (Algorithm 3) bases migration on emigration rates for each solution, and probabilistically 
decides whether or not to emigrate each solution feature. If emigration is selected, the immigrating solution is probabilis­
tically selected based on immigration rates. For all BBO variations, the probability that yk is equal to some speciﬁc value in­
cludes the probability that immigration does not occur and the probability that immigration occurs. Suppose r denotes the 
current emigration trial (there are N emigration trials of the outer loop in Algorithm 3). If the sth feature of yk is not selected 
for immigration during generation t, then 
ykðsÞtþ1 ¼ xmðkÞðsÞ ðif no immigration to yk; t ðsÞ on the rth emigration trialÞ ð14Þ 
To calculate the probability that immigration does not occur, ﬁrst consider the emigration probability of xm(r) on the rth emi­
gration trial, which can be written as 
Prðemigration on the rth emigration trialÞ ¼ lmðrÞ	 ð15Þ 
where the meaning of m(r) is similar to m(k) in  (6). The immigration probability of yk is proportional to its immigration rate. 
So the probability that xm(r)(s) immigrates to yk(s) on the rth emigration trial can be written as 
Prðimmigration to yk on the rth emigration trialÞ 
¼ Prðemigration on the rth emigration trialÞPrðimmigration to ykjemigration on the rth emigration trialÞ 
kmðkÞ¼ l P	 ð16ÞmðrÞ	 n 
j¼1v jkj 
The probability that immigration does not occur for yk(s) on the rth emigration trial can be written as 
Prðno immigration to yk on the rth emigration trialÞ ¼ 1 
- Prðimmigration to yk on the rth emigration trialÞ 
kmðkÞ¼ 1 - l P	 ð17ÞmðrÞ	 n 
j¼1v jkj 
However, if the sth feature of yk is selected for immigration on the rth emigration trial during generation t, then in order to 
have yk(s) = xi(s), the sth feature of the emigrating solution xm(r) must be equal to the sth feature of xi; that is, 
ykðsÞtþ1 ¼ xmðrÞðsÞ ¼ xi ðsÞ ðif immigration to yk;t ðsÞ on the rth emigration trialÞ ð18Þ 
Eqs. (14)–(17) are combined to obtain the total migration probability of one bit of yk after R emigration trials. Here use R to 
denote the total number of emigration trials; this differs from r, which indicates a speciﬁc emigration trial. So the total 
migration probability can be written as 
Prðyk;tþ1ðsÞ ¼ xiðsÞ after R emigration trialsÞ ¼ Prðno immigration to yk;t on Rth emigration trialÞPrðyk;tþ1ðsÞ 
¼ xiðsÞ after R - 1 emigration trialsÞ þ Prðimmigration to yk;t on Rth emigration trialÞPrðyk;tþ1 ðsÞ ! 
kmðkÞ¼ xiðsÞjimmigration on Rth emigration trialÞ ¼  1 - l Pn PrðxmðkÞðsÞmðRÞ 
j¼1v j kj ! 
kmðkÞ¼ xiðsÞ after ðR - 1Þ emigration trialsÞ þ l Pn 10ðxmðRÞðsÞ - xiðsÞÞ	 ð19ÞmðRÞ 
j¼1 v jkj
Note that the above equation applies to one bit in one individual after R emigration trials. For example, consider the simple 
case of one emigration trial (R = 1). In this case, the probability that yk(s) = xi(s) at generation t + 1 can be written as 
Prðyk;tþ1ðsÞ ¼ xiðsÞ after 1emigration trialÞ ¼ Prðno immigration to yk;t on 1st emigration trialÞPrðyk;tþ1ðsÞ 
¼ xiðsÞjno immigrationÞ þ Prðimmigration to yk;t on 1st emigration trialÞPrðyk;tþ1ðsÞ 
¼ xiðsÞjimmigration on 1st emigration trialÞ !	  ! 
To express this in a more compact form, we introduce the notation gm(k) for kmðkÞ j
n 
¼1 v jkj in the next equations. So after two 
¼ 1 - l Pmð1Þ n kmðkÞ 
j¼1v j kj
10ðxmðkÞðsÞ - xi ðsÞÞ þ l Pmð1Þ n kmðkÞ 
j¼1v jkj
10ðxmð1ÞðsÞ - xiðsÞÞ ð20Þ 
P
= 
emigration trials we obtain 
Prðyk;tþ1ðsÞ ¼ xiðsÞ after 2 emigration trialsÞ ¼ Prðno immigration to yk;t on 2nd emigration trialÞPrðyk;tþ1ðsÞ 
¼ xiðsÞ after 1 emigration trialÞ þ Prðimmigration to yk;t on 2nd emigration trialÞPrðyk;tþ1ðsÞ 
¼ xiðsÞjimmigration on 2nd emigration trialÞ ¼ ð1 - l g ÞPrðxmðkÞðsÞmð2Þ mðkÞ
¼ xiðsÞafter 1 emigration trialÞ þ ðl g Þ10 ðxmð2ÞðsÞ - xiðsÞÞmð2Þ mðkÞ
¼ ð1 - l g Þðð1 - l g Þ10ðxmðkÞðsÞ - xiðsÞÞ þ ðl g Þ10ðxmð1ÞðsÞ - xiðsÞÞÞmð2Þ mðkÞ mð1Þ mðkÞ mð1Þ mðkÞ
þ ðl g Þ10ðxmð2ÞðsÞ - xiðsÞÞmð2Þ mðkÞ
¼ ð1 - l g Þð1 - l g Þ10ðxmðkÞðsÞ - xi ðsÞÞ þ ð1 - l g Þðl g Þ10 ðxmð1ÞðsÞ - xiðsÞÞmð2Þ mðkÞ mð1Þ mðkÞ mð2Þ mðkÞ mð1Þ mðkÞ
þ ðl g Þ10ðxmð2ÞðsÞ - xiðsÞÞ ð21Þmð2Þ mðkÞ
Note that the ﬁrst term of the right side of the above equation denotes the probability when immigration does not occur on 
either of the two emigration trials, the second term denotes the probability when immigration occurs on the ﬁrst emigration 
trial but not on the second emigration trial, and the third term denotes the probability when immigration occurs on the sec­
ond emigration trial. After N emigration trials (recall that the population size is N), we can use induction to see that the prob­
ability can be written as 
Prðyk;tþ1ðsÞ ¼ xiðsÞafter N emigration trialsÞ ¼ Prðno immigration to yk;t on Nth emigration trialÞPrðyk;tþ1 ðsÞ 
¼ xiðsÞafter N - 1 emigration trialsÞ þ Prðimmigration to yk;t on Nth emigration trialÞPrðyk;tþ1ðsÞ 
¼ xiðsÞjimmigration on Nth emigration trialÞ ¼ ð1 - l g ÞPrðxmðkÞðsÞmðNÞ mðkÞ
¼ xiðsÞafterðN - 1Þ emigration trialsÞ þ ðl g Þ10 ðxmðNÞðsÞ - xiðsÞÞmðNÞ mðkÞ
¼ ð1 - l g Þð1 - l g Þ � � � ð1 - l g Þð1 - l g Þð1 - l g Þ10 ðxmðkÞðsÞmðNÞ mðkÞ mðN-1Þ mðkÞ mð3Þ mðkÞ mð2Þ mðkÞ mð1Þ mðkÞ
- xiðsÞÞ þ ð1 - l g Þð1 - l g Þ � � � ð1 - l g Þð1 - l g Þðl g Þ10ðxmð1ÞðsÞmðNÞ mðkÞ mðN-1Þ mðkÞ mð3Þ mðkÞ mð2Þ mðkÞ mð1Þ mðkÞ
- xiðsÞÞ þ ð1 - l g Þð1 - l g Þ � � � ð1 - l g Þðl g Þ10ðxmð2ÞðsÞ - xiðsÞÞ � � � mðNÞ mðkÞ mðN-1Þ mðkÞ mð3Þ mðkÞ mð2Þ mðkÞ
þ ðl g Þ10 ðxmðNÞðsÞ - xiðsÞÞ ð22ÞmðNÞ mðkÞ
Note that the ﬁrst term of the right side of the above equation denotes the probability when immigration does not occur on 
any of the N emigration trials, the second term denotes the probability when immigration occurs on the ﬁrst emigration trial 
but none of the later emigration trials, the third term denotes the probability when immigration occurs on the second emi­
gration trial but none of the later trials, and so on. A more compact form of (22) is 
Prðyk;tþ1ðsÞ ¼ xiðsÞ after N emigration trialsÞ " # 
N N-1 N-1Y X Y
¼ ð1 - lmðlÞgmðkÞÞ10ðxmðkÞðsÞ - xiðsÞÞ þ ð1 - lmðlþ1ÞgmðkÞÞðlmðLÞgmðkÞÞ10 ðxmðLÞðsÞ - xiðsÞÞ 
l¼1 L¼1 l¼L 
þ ðl g Þ10 ðxmðNÞðsÞ - xiðsÞÞ ð23ÞmðNÞ mðkÞ
We again use Pki(v) to denote the probability that immigration results in yk,t+1 = xi, given that the population distribution at 
generation t is equal to v. Recalling that there are q bits in each solution, this can be written as 
q 
PkiðvÞ ¼ Prðyk;tþ1 ¼ xiÞ ¼  ðPrðyk;tþ1ðsÞ ¼ xiðsÞ after N emigration trialsÞÞ ð24Þ 
s¼1 
Y
The incorporation of mutation probability is the same as for partial immigration-based BBO, so Pð2ÞðvÞ is deﬁned the same as ki 
in (11), except that we use Pki(v) from (24). Then the transition matrix for total immigration-based BBO is calculated as 
shown in (12). 
3.2.3. Total emigration-based BBO 
Total emigration-based BBO (Algorithm 4) bases migration on the emigration rate for each solution, and probabilistically 
decides whether or not to emigrate all solution features from each solution. This differs from partial emigration-based BBO, 
which considers emigration of one solution feature at a time. But in total emigration-based BBO, the immigration probability 
of one bit of yk after R emigration trials is the same as in partial emigration-based BBO. This can be seen by carefully com­
paring Algorithms 3 and 4; the probability of immigrating to zk(s) is the same for both algorithms. Therefore, the Markov 
transition matrix is the same for total emigration-based BBO as it is for partial emigration-based BBO. 
4. Simulation results 
This section ﬁrst looks at the performance of the four BBO algorithms of Section 2 using the Markov chain models derived 
in Section 3. This Markov-based comparison is presented in Section 4.1. Then we compare the performance of the four BBO 
algorithms on a set of commonly used benchmark functions in Section 4.2. Finally we compare BBO with several other opti­
mization algorithms on some real-world optimization problems in Section 4.3. 
4.1. Theoretical comparison 
This subsection theoretically compares the original BBO with its variations. Most importantly in this section, we use 
simulation results to conﬁrm the Markov models of the previous section. Of secondary importance, the simulation results 
provide some preliminary guidelines for when to use different BBO variations. 
The four BBO algorithms were presented in Section 2 and include partial immigration-based BBO, total immigration-
based BBO, partial emigration-based BBO, and total emigration-based BBO. The comparison in this subsection uses the 
Markov chain models derived in Section 3. For the remainder of this paper, partial immigration-based BBO and total 
immigration-based BBO are called immigration-based BBO algorithms, and partial emigration-based BBO and total emigra­
tion-based BBO are called emigration-based BBO algorithms. Their limiting population distributions are compared using the 
results of Sections 3.1, 3.2.1, 3.2.2, and 3.2.3. The Markov transition matrices derived in Section 3 are used to obtain the prob­
ability, in the limit as the generation count approaches inﬁnity, that the BBO population consists of a particular set of indi­
viduals. This approach is motivated by the fundamental limit theorem for regular Markov chains, which states that if the 
transition matrix is regular, there is a unique nonzero limiting probability for each state as time approaches inﬁnity. The 
transition matrix of BBO has been proven to be regular when the mutation rate is nonzero [30]. Additional details about 
how to obtain BBO population probabilities from Markov transition matrices can be found in [29–31]. 
Test functions are limited to three-bit problems with a search space cardinality of eight and a population size of four due 
to the factorial increase of Markov matrix sizes with problem size. The three ﬁtness functions that we examine are 
f1 ¼ ð1 2 2 3 2 3 3 4  Þ 
f2 ¼ ð4 2 2 3 2 3 3 4  Þ ð25Þ 
f3 ¼ ð4 1 1 2 1 2 2 3  Þ 
where ﬁtness values are listed in binary order, so the ﬁrst element of each ﬁtness function corresponds to the bit string 000, 
the second element corresponds to the bit string 001, and so on. For example, for problem f1, the bit string 000 has a ﬁtness of 
1, the bit string 001 has a ﬁtness of 2, . . ., and the bit string 111 has a ﬁtness of 4. In (25), f1 is a unimodal one-max problem in 
which the ﬁtness of each bit string is proportional to the number of ones in the bit string; f2 is a multimodal problem in 
which the ﬁtness of each bit string is equal to those of the unimodal one-max problem, except that the bit string consisting 
of all zeros has the same ﬁtness as the bit string consisting of all ones; and f3 is a deceptive problem in which the ﬁtness of 
each bit string is proportional to the number of ones in the bit string, except that the bit string of all zeros has the highest 
ﬁtness. Note that all three problems are maximization problems. For all BBO variations, we use emigration rates li = fki/5 for 
fk (k = 1, 2, 3), where fki is the ﬁtness of the ith element of fk. We use immigration rate ki = 1  - li, and we do not use elitism for 
any of the problems. 
To conﬁrm the BBO Markov chain models, we use simulation in this subsection with the number of generations equal to 
20,000 to approximate an inﬁnite number of generations. In addition, the parameters of all BBO variations used in the sim­
ulations are as follows: population size equal to 50, and 100 Monte Carlo simulations for each problem. Tables 1–3 show 
Table 1 
Optimization results for the three-bit unimodal one-max problem f1. The table shows the probabilities of obtaining an all-optimal population and the 
probabilities of obtaining a no-optimal population using the BBO Markov models and simulations. In addition, CPU times for simulations are shown in the last 
row of the table. The best Markov performance is in bold font in each row. 
Mutation rate Population count vector Probability 
Partial immigration BBO 
(original BBO) 
Total immigration 
BBO 
Partial emigration 
BBO 
Total emigration BBO 
Markov Simulation Markov Simulation Markov Simulation Markov Simulation 
0.1 
0.01 
0.001 
CPU time (s) 
All optimal 
No optimal 
All optimal 
No optimal 
All optimal 
No optimal 
0.02452 
0.29985 
0.53439 
0.11344 
0.86053 
0.09232 
35.61 
0.02516 
0.29701 
0.53142 
0.13093 
0.85905 
0.09752 
0.02583 
0.31083 
0.53301 
0.11759 
0.86012 
0.09278 
32.85 
0.02651 
0.32324 
0.52443 
0.11609 
0.85876 
0.09002 
0.06302 
0.23619 
0.75518 
0.03283 
0.95428 
0.02216 
39.89 
0.06164 
0.23584 
0.75962 
0.03425 
0.95472 
0.02302 
0.06302 
0.23619 
0.75518 
0.03283 
0.95428 
0.02216 
34.38 
0.06318 
0.23126 
0.75104 
0.03628 
0.95271 
0.02672 
Table 2 
Optimization results for the three-bit multimodal problem f2. The table shows the probabilities of obtaining an all-optimal population and the probabilities of 
obtaining a no-optimal population using the BBO Markov models and simulations. In addition, CPU times for simulations are shown in the last row of the table. 
The best Markov performance is in bold font in each row. 
Mutation rate Population count vector Probability 
Partial immigration BBO 
(original BBO) 
Total immigration 
BBO 
Partial emigration 
BBO 
Total emigration BBO 
Markov Simulation Markov Simulation Markov Simulation Markov Simulation 
0.1 
0.01 
0.001 
CPU time (s) 
All optimal 
No optimal 
All optimal 
No optimal 
All optimal 
No optimal 
0.04850 
0.18195 
0.68721 
0.04842 
0.93527 
0.03370 
38.42 
0.04727 
0.18255 
0.69371 
0.04181 
0.93096 
0.03232 
0.05061 
0.17801 
0.68631 
0.04995 
0.93503 
0.03393 
34.51 
0.05461 
0.17162 
0.68133 
0.04746 
0.93629 
0.03185 
0.04876 
0.20908 
0.70573 
0.08468 
0.90709 
0.07016 
42.53 
0.04731 
0.20607 
0.71952 
0.08595 
0.89833 
0.08577 
0.04876 
0.20908 
0.70573 
0.08468 
0.90709 
0.07016 
37.16 
0.04313 
0.20382 
0.71725 
0.08251 
0.90463 
0.06934 
Table 3 
Optimization results for the three-bit deceptive problem f3. The table shows the probabilities of obtaining an all-optimal population and the probabilities of 
obtaining a no-optimal population using the BBO Markov models and simulations. In addition, CPU times for simulations are shown in the last row of the table. 
The best Markov performance is in bold font in each row. 
Mutation rate Population count vector Probability 
Partial immigration BBO 
(original BBO) 
Total immigration 
BBO 
Partial emigration 
BBO 
Total emigration BBO 
Markov Simulation Markov Simulation Markov Simulation Markov Simulation 
0.1 
0.01 
0.001 
CPU time (s) 
All optimal 
No optimal 
All optimal 
No optimal 
All optimal 
No optimal 
0.03151 
0.37516 
0.62062 
0.13629 
0.87712 
0.09378 
37.02 
0.03183 
0.37655 
0.62098 
0.13331 
0.87703 
0.09275 
0.03280 
0.38376 
0.61859 
0.13991 
0.87665 
0.09428 
33.83 
0.03282 
0.38896 
0.61421 
0.13832 
0.87534 
0.09527 
0.03135 
0.41166 
0.56959 
0.22503 
0.78179 
0.19413 
40.94 
0.03402 
0.42616 
0.55109 
0.22492 
0.77922 
0.19174 
0.03135 
0.41166 
0.56959 
0.22503 
0.78179 
0.19413 
35.49 
0.03237 
0.42014 
0.57042 
0.21961 
0.78423 
0.18965 
comparisons between theoretical (Markov) and simulated results for the four BBO algorithms with mutation rates of 0.1, 
0.01, and 0.001 per bit per generation. The tables show the probability of obtaining a population in which all individuals 
are optimal, and the probability of obtaining a population in which no individuals are optimal. In general, the higher the 
probability of obtaining an all-optimal population and the lower the probability of obtaining a no-optimal population, the 
better the optimization performance. 
Several things are notable about the results in Table 1. First, the mutation rate affects the performance for all four BBO 
algorithms. For all three problems, the performance of the four algorithms improves as the mutation rate decreases; that 
is, the probability of obtaining an all-optimal population increases, and the probability of obtaining a no-optimal population 
decreases. Tables 1–3 show that a high mutation rate of 0.1 per bit results in too much exploration, so the probability of 
obtaining an all-optimal population is low, and the probability of obtaining a no-optimal population is relatively high. How­
ever, as the mutation rate decreases to the values of 0.01 and 0.001, the probability of obtaining an all-optimal population 
signiﬁcantly increases, and the probability of obtaining a no-optimal population signiﬁcantly decreases. The higher the 
mutation rate, the lower the probability that the optimum is found and kept for the next generation, which gives worse per­
formance, as shown in Table 1. 
Second, for the unimodal one-max problem f1 in Table 1, emigration-based BBO algorithms outperform immigration-
based BBO algorithms for all mutation rates; that is, emigration-based BBO algorithms have a higher probability of obtaining 
an all-optimal population, and a lower probability of obtaining a no-optimal population. For example, for a mutation rate of 
0.001 per bit, the best performance is obtained by emigration-based BBO algorithms in their high probability of obtaining an 
all-optimal population (95.43%), and in their low probability of obtaining a no-optimal population (2.22%). Partial immigra­
tion-based BBO and total immigration-based BBO probabilities are 86.05% and 86.01% respectively for obtaining an all-opti­
mal population, and 9.23% and 9.28% respectively for obtaining a no-optimal population. 
Third, for the multimodal problem f2 in Table 2, the probability of obtaining an all-optimal population and the probability 
of obtaining a no-optimal population are very similar for all four BBO algorithms. Speciﬁcally, total immigration-based BBO 
outperforms the other three algorithms when the mutation rate is 0.1 per bit, and partial immigration-based BBO outper­
forms the other three algorithms when the mutation rate is 0.001 per bit, but the emigration-based BBO algorithms outper­
form the immigration-based BBO algorithms when the mutation rate is 0.01 per bit. 
Fourth, for the deceptive problem f3 in Table 3, the immigration-based BBO algorithms outperform the emigration-based 
BBO algorithms for all mutation rates, with partial immigration-based BBO slightly better than total immigration-based BBO. 
For example, for a mutation rate of 0.001 per bit, the best performance is obtained by partial immigration-based BBO in its 
high probability of obtaining an all-optimal population (87.71%), and in its low probability of obtaining a no-optimal pop­
ulation (9.38%). Total immigration-based BBO and emigration-based BBO algorithms are 87.67% and 78.18% respectively 
for obtaining an all-optimal population, and 9.43% and 19.41% respectively for obtaining a no-optimal population. 
All of these results show that different variations of BBO provide different optimization performance for different types of 
test problems. For the unimodal problem f1, the emigration-based BBO algorithms are better than the immigration-based 
BBO algorithms. For the multimodal problem f2, the emigration-based BBO algorithms perform similarly to the 
immigration-based BBO algorithms. For the deceptive problem f3, the immigration-based BBO algorithms are better than 
Table 4 
Conclusions from the Markov study of the four BBO algorithms on three-bit problems. The ‘‘best algorithm’’ for each problem is determined from an inspection 
of Table 1. 
Problem Best algorithm Other notes 
Unimodal problem Emigration-based BBO The two emigration-based BBO algorithms perform identically 
Multimodal problem No signiﬁcant difference between BBO algorithms All BBO algorithms perform better with low mutation rates 
Deceptive problem Immigration-based BBO The two immigration-based BBO algorithms perform similarly 
the emigration-based BBO algorithms. From Tables 1–3, we further ﬁnd that the performance of partial immigration-based 
BBO and total immigration-based BBO are similar for all test problems. These results are summarized in Table 4. 
Fifth, the average running times of the four BBO variations for the three test problems are shown in the last row of Table 1. 
Total immigration-based BBO is the fastest algorithm. Total immigration-based BBO and total emigration-based BBO are fas­
ter than partial immigration-based BBO and partial emigration-based BBO for all test problems. The possible reason is that 
total immigration-based BBO and total emigration-based BBO do not need to decide whether to immigrate or emigrate each 
feature of each solution, which reduces computational time. 
Finally, from Tables 1–3, the Markov model results and the simulation results match well for all of the test problems, 
which conﬁrms the Markov models of the proposed BBO variations. 
4.2. Benchmark results 
The next experiment compares the optimization performance of the four BBO algorithms on representative benchmark 
functions [37]. These functions are brieﬂy summarized in Table 5. A more detailed description of these functions can be 
found in the literature [37]. Functions f01–f07 are high-dimensional and unimodal, functions f08–f13 are high-dimensional 
and multimodal, and all benchmark functions are to be minimized. The benchmark functions are compared by implementing 
binary encoding of all BBO algorithms. The granularity or precision of each independent variable in each benchmark function 
is 0.1, except for the Quartic and generalized Rastrigin functions. Since the domains of each dimension of these two functions 
are ±1.28 and ±5.12 respectively, they are implemented with a granularity of 0.01. 
For all four BBO algorithms, the following parameters have to be tuned: population size, maximum migration rate, and 
mutation rate. In the literature [17] these parameters have been discussed in detail. Here we use a reasonable set of tuning 
parameters, but do not make any effort at ﬁnding the best parameter settings. We use the same parameters for all four BBO 
algorithms: a population size of 50, a maximum immigration rate and maximum emigration rate of 1, and a Gaussian muta­
tion rate of 0.001 which is implement as follows: x0 iðjÞ ¼ xiðjÞ þ Njð0; 1Þ, where x0 and xi respectively denote individuals after i 
and before mutation, j is a decision variable, and Nj(0, 1) indicates a normally distributed random number with a mean of 0 
and a variance of 1. In addition, we use linear migration curves as suggested in [28]. The maximum number of ﬁtness func­
tion evaluations for each simulation is 50,000. All results are computed from 25 independent simulations. 
Table 6 summarizes BBO performance on the 13 benchmark functions. For unimodal functions f01–f07, total emigration-
based BBO performs the best, except for function f06, for which all four algorithms attain the global optimum, and function 
f05, for which partial emigration-based BBO performs the best. For multimodal functions f08–f13, partial immigration-based 
BBO performs the best on four functions (f08, f09, f10, and f13), and total immigration-based BBO performs the best on the 
other two functions (f11 and f12). The results indicate that emigration-based BBO algorithms are better than immigration-
based BBO algorithms for unimodal functions, and immigration-based BBO algorithms are better than emigration-based BBO 
algorithms for multimodal functions. These results are consistent with those discussed in the previous subsection. Note that 
multimodality is correlated with deceptiveness. 
In Table 6, we present two-tailed t-test results to measure the statistical signiﬁcance of the differences between partial 
immigration-based BBO and total immigration-based BBO, and between partial emigration-based BBO and total emigration-
based BBO. The t-tests indicate whether the difference between groups of data is statistically signiﬁcant under the assump­
tion that the results are independent and identically normally distributed. For the immigration-based BBO algorithms, there 
are only ﬁve ‘+’ superscripts in Table 6, which denotes that the differences are signiﬁcant at a level of a = 0.05(95%). These 
results mean that there is not a signiﬁcant difference between partial immigration-based BBO and total immigration-based 
BBO; the probability that the results from these two algorithms are from the same distribution is high. Similarly, for the emi­
gration-based BBO algorithms, there are only four ‘+’ superscripts in Table 6, which denotes that there is not a signiﬁcant 
difference between them. 
Table 5 
Benchmark functions. More details about these functions can be found in [37]. 
Function Name Dimension Domain Minimum Multimodal? 
f01 Sphere model 30 -100 6 xi 6 100 0 No 
f02 Schwefel’s problem 2.22 30 -10 6 xi 6 10 0 No 
f03 Schwefel’s problem 1.2 30 -100 6 xi 6 100 0 No 
f04 Schwefel’s problem 2.21 30 -100 6 xi 6 100 0 No 
f05 Generalized Rosenbrock’s function 30 -30 6 xi 6 30 0 No 
f06 Step function 30 -100 6 xi 6 100 0 No 
f07 Quartic function 30 -1.28 6 xi 6 1.28 0 No 
f08 Generalized Schwefel’s problem 2.26 30 -500 6 xi 6 500 -12569.5 Yes 
f09 Generalised Rastrigin’s function 30 -5.12 6 xi 6 5.12 0 Yes 
f10 Ackley’s function 30 -32 6 xi 6 32 0 Yes 
f11 Generalized Griewank’s function 30 -600 6 xi 6 600 0 Yes 
f12 Generalized Penalized function 1 30 -50 6 xi 6 50 0 Yes 
f13 Generalized Penalized function 2 30 -50 6 xi 6 50 0 Yes 
Table 6 
Benchmark results for four BBO algorithms. Here [a ± b] indicates the mean function value and standard deviation. The best result in each row is shown in bold 
font. The ‘+’ superscript denotes that the two-tailed t-test result with 24 degrees of freedom is signiﬁcant at a = 0.05 (95%). The t-tests are performed between 
the two immigration-based BBO algorithms, and between the two emigration-based BBO algorithms. In addition, CPU times (minutes) are shown in the last row 
of the table. 
Function Partial immigration BBO Total immigration BBO Partial emigration BBO Total emigration BBO 
f01 2.17E-02 ± 4.54E-03 7.26E-02 ± 2.78E-03 3.57E-05 ± 3.27E-06 1.41E-05 ± 8.17E-06 
f02 1.84E-04 ± 6.23E-05 1.04E-03 ± 5.61E-04+ 7.86E-05 ± 4.16E-05 5.93E-05 ± 2.41E-05 
f03 6.33E-02 ± 1.28E-03 7.82E-01 ± 3.34E-02+ 9.16E-04 ± 2.34E-05 1.02E-04 ± 3.36E-05 
f04 5.68E-14 ± 7.11E-15 9.65E-15 ± 2.79E-16+ 6.45E-19 ± 8.12E-20 7.44E-20 ± 5.32E-21+ 
f05 9.24E-01 ± 4.17E-02 3.78E-01 ± 1.25E-02 1.46E-02 ± 5.19E-03 1.85E-02 ± 8.59E-03 
f06 0.00E+00 ± 0.00E+00 0.00E+00 ± 0.00E+00 0.00E+00 ± 0.00E+00 0.00E+00 ± 0.00E+00 
f07 1.37E-15 ± 6.29E-16 5.37E-14 ± 5.21E-15+ 9.23E-18 ± 3.87E-19 4.79E-19 ± 9.16E-20+ 
f08 2.63E-06 ± 7.24E-07 2.90E-06 ± 8.33E-07 6.14E-04 ± 2.24E-04 3.26E-04 ± 4.47E-05 
f09 1.55E-13 ± 8.11E-14 7.13E-12 ± 6.10E-13+ 8.91E-11 ± 1.93E-11 9.08E-11 ± 8.03E-11 
f10 0.00E+00 ± 0.00E+00 8.45E-11 ± 9.26E-12 2.93E-11 ± 1.18E-11 2.96E-11 ± 1.01E-11 
f11 7.49E-11 ± 4.24E-12 0.00E+00 ± 0.00E+00 8.24E-11 ± 3.27E-11 4.33E-10 ± 3.78E-11+ 
f12 2.26E-30 ± 5.17E-31 1.98E-30 ± 5.12E-31 8.75E-15 ± 1.95E-15 2.97E-14 ± 9.21E-15 
f13 1.28E-10 ± 6.89E-12 3.26E-10 ± 8.11E-11 3.81E-06 ± 4.42E-07 1.04E-05 ± 5.32E-06+ 
CPU time 171.72 142.49 198.34 158.76 
These results show that the immigration-based BBO algorithms perform similarly, and also that the emigration-based 
BBO algorithms perform similarly. This conﬁrms the results of the BBO Markov theory (see Table 4). 
In addition, the average running times of four BBO variations are shown in the last row of Table 6. Total immigration-
based BBO is the fastest algorithm. Total immigration-based BBO and total emigration-based BBO require less CPU time than 
partial immigration-based BBO and partial emigration-based BBO for the benchmark functions. These results are consistent 
with those of the BBO Markov theory. 
4.3. Real-world optimization results 
To further test the performance of BBO, some real-world optimization problems from the 2011 IEEE Congress on Evolu­
tionary Computation [6] are presented. These problems are brieﬂy summarized in Table 7. We compare total emigration-
based BBO, which generally provided better performance than the other variations of BBO in the previous sections, with stud 
GA (which we call SGA) [15], standard PSO 2007 (which we call SPSO 07) [4], [23], and adaptive DE (which we call ADE) 
[5,11,14,32,38]. We compare with SGA because SGA is an improvement of the classic GA and uses the best individual at each 
generation for crossover. We compare with PSO because it often offers good performance and is itself a relatively new evo­
lutionary algorithm. We use the current standard PSO 2007, obtained from Particle Swarm Central [22]. We compare with DE 
because it is one of the most powerful evolutionary algorithms and has demonstrated excellent performance on many prob-
Table 7 
Problem set descriptions. More details about these problems can be found in [6]. 
Problem Dimension Comments 
P01 6 Parameter estimation for frequency-modulated (FM) sound waves.
 
P02 30 Lennard–Jones potential problem.
 
P03 1 Bifunctional catalyst blend optimal control problem.
 
P04 1 Optimal control of a nonlinear stirred tank reactor.
 
P05 30 Tersoff potential function minimization problem (instance 1).
 
P06 30 Tersoff potential function minimization problem (instance 2).
 
P07 20 Spread spectrum radar polyphase code design.
 
P08 7 Transmission network expansion planning problem.
 
P09 126 Large scale transmission pricing problem.
 
P10 12 Circular antenna array design problem.
 
P11.1 120 Dynamic economic dispatch problem (instance 1).
 
P11.2 216 Dynamic economic dispatch problem (instance 2).
 
P11.3 6 Static economic load dispatch problem (instance 1).
 
P11.4 13 Static economic load dispatch problem (instance 2).
 
P11.5 15 Static economic load dispatch problem (instance 3).
 
P11.6 40 Static economic load dispatch problem (instance 4).
 
P11.7 140 Static economic load dispatch problem (instance 5).
 
P11.8 96 Hydrothermal scheduling problem (instance 1).
 
P11.9 96 Hydrothermal scheduling problem (instance 2).
 
P11.10 96 Hydrothermal scheduling problem (instance 3).
 
P12 26 Spacecraft trajectory optimization problem (Messenger).
 
P13 22 Spacecraft trajectory optimization problem (Cassini2).
 
Table 8 
Comparison of real-world optimization results for StudGA, SPSO 07, ADE, and BBO. Here [a ± b] indicates the mean value and corresponding standard deviation. 
The best result in each row is shown in bold font. In addition, CPU times (minutes) are shown in the last row of the table. 
Problem SGA SPSO 07 ADE BBO 
P01 7.44E-18 ± 5.11E-19 2.60E-02 ± 4.83E-03 0.00E+00 ± 0.00E+00 7.35E-17 ± 2.53E-19 
P02 -2.62E+01 ± 1.75E+00 -2.81E+01 ± 1.39E+00 -2.60E+01 ± 1.36E+00 -2.83E+01 ± 1.27E+00 
P03 1.15E-05 ± 0.00E+00 1.15E-05 ± 0.00E+00 1.15E-05 ± 0.00E+00 1.15E-05 ± 0.00E+00 
P04 2.03E+01 ± 6.72E-01 1.37E+01 ± 4.85E-01 2.54E+01 ± 5.90E-01 1.43E+01 ± 3.98E-01 
P05 -3.68E+01 ± 2.11E+00 -3.27E+01 ± 2.01E+00 -3.66E+01 ± 2.32E+00 -3.69E+01 ± 1.87E+00 
P06 -2.91E+01 ± 8.64E-01 -2.68E+01 ± 6.77E-01 -2.91E+01 ± 7.92E-01 -2.92E+01 ± 1.86E-01 
P07 5.00E-01 ± 1.22E-02 5.08E-01 ± 7.65E-03 5.08E-01 ± 3.12E-03 9.97E-01 ± 7.45E-03 
P08 2.20E+02 ± 0.00E+00 2.20E+02 ± 0.00E+00 2.20E+02 ± 0.00E+00 2.20E+02 ± 0.00E+00 
P09 3.05E+02 ± 4.64E+01 1.60E+03 ± 9.02E+01 4.62E+01 ± 2.73E+00 1.04E+03 ± 2.55E+02 
P10 -2.01E+01 ± 7.65E+00 -2.09E+01 ± 4.18E+00 -2.17E+01 ± 1.47E+00 -2.18E+01 ± 1.32E+00 
P11.1 4.79E+04 ± 5.87E+02 1.50E+05 ± 1.49E+04 5.73E+04 ± 7.11E+02 5.25E+04 ± 3.74E+03 
P11.2 1.81E+07 ± 7.26E+05 6.10E+06 ± 4.27E+05 1.06E+06 ± 3.44E+05 1.05E+06 ± 1.96E+05 
P11.3 1.54E+04 ± 2.86E+02 1.58E+04 ± 5.75E+02 1.54E+04 ± 3.11E+02 1.54E+04 ± 2.89E+02 
P11.4 1.80E+04 ± 4.55E+03 1.82E+04 ± 2.40E+03 1.79E+04 ± 3.64E+03 1.89E+04 ± 3.11E+03 
P11.5 3.26E+04 ± 7.11E+02 3.27E+04 ± 4.37E+02 3.27E+04 ± 8.19E+02 3.29E+04 ± 7.15E+02 
P11.6 1.21E+05 ± 3.92E+03 1.37E+05 ± 3.55E+03 1.20E+05 ± 1.75E+03 1.32E+05 ± 4.72E+03 
P11.7 1.95E+06 ± 3.19E+04 2.13E+06 ± 1.03E+05 1.70E+06 ± 3.75E+04 1.91E+06 ± 9.28E+04 
P11.8 9.54E+05 ± 1.99E+04 1.16E+06 ± 4.65E+05 9.31E+05 ± 2.01E+04 9.23E+05 ± 1.02E+04 
P11.9 9.39E+05 ± 4.33E+04 1.60E+06 ± 2.01E+04 1.23E+06 ± 9.75E+04 9.30E+05 ± 1.73E+04 
P11.10 9.51E+05 ± 6.83E+03 1.21E+06 ± 2.95E+04 9.29E+05 ± 5.49E+03 9.24E+05 ± 1.70E+03 
P12 7.89E+00 ± 3.12E-01 1.38E+01 ± 6.90E-01 7.07E+00 ± 3.66E-01 1.64E+01 ± 4.81E+00 
P13 8.65E+00 ± 7.61E-01 8.78E+00 ± 1.54E-01 8.61E+00 ± 8.17E-02 1.43E+01 ± 1.78E+00 
CPU time 73.28 101.20 115.16 83.75 
lems. We use the adaptive DE proposed by [2], where control parameter settings are gradually adapted according to the 
learning progress, and which uses a center based differential exponential crossover and incorporates local search to improve 
its efﬁciency. 
We recognize that there are many other evolutionary algorithms, including the estimation of distribution algorithm 
(EDA), evolutionary strategy (ES), ant colony optimization (ACO), and their variants, which may provide better optimization 
performance than the algorithms we use in this paper. However, the purpose of this section is to demonstrate the optimi­
zation ability of BBO for real-world problems and to compare BBO with a few well-established algorithms. Comparisons with 
additional evolutionary algorithms are deferred for future research. 
The parameters used in BBO in this section are the same as those in the previous subsection. For the SGA we use real cod­
ing, roulette wheel selection, single point crossover with a crossover probability of 1, and a mutation probability of 0.001. For 
SPSO 07 we use an inertia weight of 0.8, a cognitive constant of 0.5, a social constant for swarm interaction of 1.0, and a social 
constant for neighborhood interaction of 1.0. For ADE we use an adaptive scaling factor (F) with the range [0.1–0.5], and an 
adaptive crossover rate (CR) with the range [0.8– 0.98]. 
Each algorithm has a population size of 50, and a maximum of 100,000 ﬁtness function evaluations. The granularity of 
each real-world optimization problem is 0.1, except for P01, P03, P10, P12 and P13, which are implemented with a granu­
larity of 0.01. The results of solving these real-world optimization problems are given in Table 8. All results are computed 
from 25 independent simulations. 
According to Table 8, BBO performs best on 8 problems (P02, P05, P06, P10, P11.2, P11.8, P11.9, and P11.10), ADE performs 
best on seven problems (P01, P09, P11.4, P11.6, P11.7, P12, and P13), SGA performs best on three problems (P07, P11.1, and 
P11.5), and SPSO 07 performs best on problem P04. In addition, we see that for problems P03 and P08, all four algorithms 
attain the same optimum, and for problem P11.3, SGA, ADE, and BBO all attain the same optimum. These results indicate that 
BBO performs similarly to ADE, and is signiﬁcantly better than SGA and SPSO 07. 
If we use more advanced versions of GA, PSO, and DE, it might be possible to obtain better results than those here. How­
ever, the same could be said for recently proposed improvements of BBO [8,9]. The purpose of these comparisons is not to 
tune our algorithms to obtain the best possible performance for speciﬁc problems, but rather to show that BBO is a compet­
itive algorithm for real-world optimization problems. 
The average running times of the four optimization methods are shown in the last row of Table 8. SGA is the fastest algo­
rithm, and BBO is the second fastest. 
5. Conclusions 
This paper presented four BBO algorithms: partial immigration-based BBO, which is the original BBO algorithm, and three 
new algorithms. The new algorithms are called total immigration-based BBO, partial emigration-based BBO, and total 
emigration-based BBO. The optimization performance of these BBO variations has been explored with newly-derived Markov 
chain models, and new theoretical results for the four BBO algorithms have been obtained, which were conﬁrmed with 
simulation results. The results conﬁrm that different migration methods in BBO result in signiﬁcant differences in perfor­
mance. Total emigration-based BBO and partial emigration-based BBO obtain better performance for three-bit unimodal 
problems, partial immigration-based BBO is more appropriate for three-bit deceptive problems, and all the variations have 
similar results for three-bit multimodal problems. 
Although the theoretical results are limited to small problem dimensions due to the factorial increase of the Markov tran­
sition matrix size with problem dimension, the results provide a strong indication that migration methods can signiﬁcantly 
affect BBO performance. To further test the performance of the four BBO algorithms, some representative benchmark func­
tions were used, and the results conﬁrmed the conclusions obtained by the Markov chain models. In addition, we tested BBO 
on real-world optimization problems. Comparisons of BBO with the stud GA, PSO, and DE, showed that BBO is a competitive 
algorithm for real-world optimization problems, especially total emigration-based BBO. 
For future work there are several important directions. This paper bases immigration rate and emigration rate on linear 
migration curves. It is also of interest to combine these four BBO algorithms with nonlinear migration curves [17]. This will 
allow for theoretical comparisons between different types of BBO algorithms with different migration curves. The second 
important direction for future work is to study the optimum-hitting time of BBO with different migration methods. This pa­
per obtains the Markov chain models of BBO algorithms, which provide the foundation for additional theoretical tools that 
can be used to study hitting time. The third important direction for future work is to look at the optimization ability of the 
proposed BBO algorithms for translated and rotated complex functions, and for high-dimensional optimization functions. 
The fourth direction for future work is to develop hybrid BBO algorithms, which combine BBO with other EAs, and to obtain 
their Markov models. The ﬁfth direction for future work is to further develop the optimization ability of BBO by using prin­
ciples from natural biogeography theory to modify the BBO algorithm. 
Finally, we make the important observation that all of the Markov modeling in this paper is for a BBO algorithm that oper­
ates on discrete search spaces with a ﬁnite number of states. We obtained the simulation results in this paper by discretizing 
continuous search spaces, and so our Markov models do apply to the simulations in this paper. However, many EAs (includ­
ing BBO) can operate on continuous domains. In one sense we can say that all continuous domains reduce to discrete do­
mains when the EA is simulated on a digital computer. However, the number of discrete states in a 32-bit or 64-bit 
computer is so large that it approaches inﬁnity for all practical purposes. It would be more accurate to obtain continu­
ous-state-space Markov models for EAs that operate on mathematically continuous domains. The discrete Markov theory 
that we discussed in this paper does not directly apply to continuous state spaces. For continuous state spaces, the Markov 
transition matrix is replaced with a transition kernel K, where K(x, A) is the probability of transitioning from the state x to the 
region A in state space. We can then obtain results that are analogous to those in Section 3 of this paper, but the mathematics 
of continuous-state-space Markov processes are more involved than those of discrete-state-space Markov processes [26]. We  
therefore relegate the development of the Markov model for the continuous-domain BBO algorithm to future work. 
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