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Abstract. The publish-subscribe communication paradigm is enjoying
increasing popularity thanks to its ability to simplify the development
of complex distributed applications. However, existing solutions in the
publish-subscribe domain address only part of the challenges associated
with the development of applications in dynamic scenarios such as mobile
ad hoc networks. Mobile applications must be able to assist users in a
variety of situations, responding not only to their inputs but also to
the characteristics of the environment in which they operate. In this
paper, we address these challenges by extending the publish-subscribe
paradigm with the ability to manage and exploit context information
when matching events against subscriptions. We present our extension in
terms of a formal model of context-aware publish-subscribe. We propose
a solution for its implementation in MANETs; and finally we validate
our approach by means of extensive simulations.
1 Introduction
Publish-Subscribe has emerged as a communication paradigm able to facilitate
the development of complex distributed applications in open network environ-
ments. The strong decoupling it introduces between communication parties en-
ables applications to publish information without being aware of the identities
of potential receivers or even of their existence. Similarly, it enables receivers
to issue subscriptions that express their interests in messages with a given con-
tent regardless of the identity of their publishers. These characteristics make the
paradigm particularly suited to scenarios where the set of communicating parties
is subject to frequent changes as in Mobile Ad Hoc Networks (MANETs).
Consider the problem of disseminating traffic information in a network of
vehicles. Messages need to be routed to vehicles regardless of their identity and
based on the interests expressed by their drivers. A vehicle moving on a free-
way might, for example, be interested in messages announcing traffic accidents
or slowdowns between its current location and its intended exit. A vehicle ap-
proaching its destination might want to be notified about the availability of new
parking spots in its vicinity. Similarly, a vehicle running out of fuel will request
information about available gas stations. The publish-subscribe paradigm is nat-
urally suited to this type of scenarios. Vehicles witnessing an accident, leaving
2their parking spots, or observing other relevant events can publish this infor-
mation without having to know if there are any vehicles interested in receiving
it.
The appropriateness of the publish-subscribe paradigm for mobile scenarios
has motivated researchers to investigate routing techniques for the dissemina-
tion of events and subscriptions over dynamic network topologies. However, these
techniques solve only part of the issues related to programming applications in
mobile networks. Mobile applications are required to assist users in a variety of
situations, responding not only to their inputs but also to the characteristics of
the environment in which they operate. In the above example, a vehicle needs
to be notified of available parking spots only when it approaches its destination
and not while it is still on the freeway. Likewise, the interest in a specific parking
spot increases or decreases depending on its location, or the presence of other
vehicles also looking for a parking place in its vicinity. Similarly, vehicles that
enter a freeway after an accident has occurred should be notified about the acci-
dent even if the accident happened some time ago. Traditional publish-subscribe
middleware offers only limited support for these aspects: for example events are
not generally associated with a notion of persistence and only propagate in-
stantaneously through the network. This forces developers to deal with this and
other contextual aspects at the application level preventing the middleware from
exploiting context information to optimize the dissemination of events.
In this paper, we address these limitations and develop a new kind of mid-
dleware that integrates the publish-subscribe paradigm with the requirements of
context-aware mobile applications. Such an undertaking poses significant intel-
lectual and technical challenges. Managing context at the middleware level re-
quires a richer set of primitives than those available in current publish-subscribe
implementations. Our middleware extends the publish-subscribe API and en-
riches events and subscriptions with notions of space, time, and more generally
with the context information associated with publishers and subscribers. Pub-
lishers can thus constrain the diffusion of events by specifying that each event
is relevant and/or visible only in a given context. In addition, they can exploit
the time dimension and define persistent events that should remain available for
a specified time after their publication. Similarly, subscribers can subscribe to
events that are relevant in specified context domains and originate at publishers
belonging to a particular context.
The paper is structured as follows. Section 2 presents our model of context-
aware publish-subscribe. Section 3 proposes our context-aware routing proto-
col for its implementation in MANETs. Section 4 evaluates its performance by
means of simulation. Section 5 places our work in the context of related efforts,
and Section 6 concludes the paper.
2 Bringing Context into Publish-Subscribe
We introduce our extension to the publish-subscribe paradigm in the form of a
basic formalization. This allows us to present our notion of context and discuss
how it may be integrated into the publish-subscribe communication paradigm.
32.1 Basic Definitions
We assume a universe consisting of hosts that move freely through the physical
space S. Each host is characterized by a unique identifier h ∈ H , a vector of
attribute-value pairs a ∈ A, and its location in space, λ ∈ S. For the time being,
we ignore the aspects related to communication between hosts and return to
them in Section 3 in the description of our routing and matching protocol.
System Configuration. At every instant in time, we can describe the configuration
of the system in terms of the distribution of the hosts in the physical space and
of values assigned to the attribute vectors associated with each host. We model
this information by defining a system configuration as a pair consisting of two
functions: the spatial distribution and the system state. The former expresses
the geographical aspects of the system configuration by associating each host
with its current geographical location. The latter captures its non-geographical
aspects and associates each host with its current vector of attribute-value pairs.
In mathematical terms, we represent the spatial distribution and the system
state, respectively, as two functions fs ∈ Cs and fc ∈ Cc, where
Cs = (H → S) and Cc = (H → A).
Based on these definitions we model the system configuration as a pair c =
(fs, fc) where
c ∈ C = Cs × Cc.
Configuration Function. Both the geographical and non-geographical aspects of
a system’s configuration continuously vary through time due to the movement of
hosts and due to changes in the hosts’ attribute values. To model this dynamic
aspect, we consider a linear notion of time with values from the set T . This
allows us to capture the history of the system’s evolution over time by means
of a configuration function that associates each time instant t ∈ T with the
corresponding system configuration.
K : T → C
2.2 Context Specifications
Informally, we can define context to include those aspects of the state of the
environment that can affect a particular entity, henceforth called the reference
host. In an environment like a mobile ad hoc network, it is natural to define
context as a set of hosts and their associated properties that are of interest to a
given reference host, i.e., hosts that can affect its behavior, can communicate with
it, or can carry out activities on its behalf. This notion of context is reasonable
in a MANET because, in the absence of any fixed infrastructure or dedicated
servers, all information must be associated with one or more mobile hosts.
The hosts associated with a particular context can rarely be specified by
explicit enumeration because it is often impossible to know in advance which
hosts may be of interest to a given reference host, or even which hosts are in the
4system at a particular point in time. Thus, we introduce the notion of context
specification. Context specifications allow a reference host to identify the hosts
that are part of some context in terms of the properties they must have as
individuals or as a group. Individual properties are defined on a host’s location
and attribute values. The properties of a group, henceforth called relational
properties, relate the location and attributes of multiple hosts in the same system
configuration. An individual property, for example, may express the fact that
a host is “on the freeway and is traveling faster than 55mph”. A relational
property may instead identify the hosts that are “traveling faster than the hosts
around them.” The context defined by a given context specification is inherently
dynamic. The set of hosts that are part of some the context may vary as a result
of changes in their locations, in their attribute values, and in those of other hosts
in the system configuration. We model a context specification as a function that
selects a group of hosts of interest from a given configuration. In this paper, we
focus on context specifications with static properties that identify dynamic sets
of hosts. However, in the most general case, the properties may also change over
time; thus, the function, denoted by α, assumes as arguments a time instant and
a system configuration, i.e.,
α(t,K(t)) ∈ Λ = (T × C → P(H ))
where the symbol P(X) denotes the powerset of set X.
2.3 Bringing Context into Events and Subscriptions
Traditionally, publish-subscribe communication is achieved by means of event
notification messages that propagate through the network to reach all matching
subscribers. Publishers define the content of each event at publication time, while
subscribers define subscription filters that operate on this content. The middle-
ware determines which subscribers should receive a given event by means of a
matching process that applies the filters associated with existing subscriptions
to the content of every newly published event. Given a universe E of possible
events, we model a specific event as a member of this set (i.e., e ∈ E ) and a
subscription as the set of events (i.e., e˜ ∈ P(E )) of interest to the subscriber.
Formally, this reduces matching to a simple membership test, e ∈ e˜.
As we pointed out in Section 1, the publish-subscribe communication model
exhibits several limitations that hamper its applicability in context-aware appli-
cations for mobile network scenarios. In the remainder of this section, we remove
these limitations and add several new features that allow publish-subscribe mid-
dleware to respond not only to the interests of subscribers as they change over
time, but also to the evolving context in which subscriptions and events exist.
– We unify the treatment of events and subscriptions by allowing both of them
to remain available in the system for an arbitrary time until their expiration.
– We allow events and subscriptions to exist within a limited scope, which we
call context of relevance in the case of events and context of interest in the
case of subscriptions.
5– We enable publishers and subscribers to use context specifications to restrict
the identity of their communication parties based on their current context
by defining a publication and a subscription domains.
Persistent Events and Subscriptions. The first characteristic we introduce in our
context-aware publish-subscribe model is the ability to define events that may
remain available in the system for an arbitrary time after their publication. To
achieve this, we have each publisher associate an expiration time τe ≥ 0 with
each of its event notifications. This implies that, at each time instant τ , an event
is active and may be matched by a subscription only if its expiration time τe has
not elapsed.
The notion of expiration time allows us to distinguish between instantaneous
and persistent events. Instantaneous events correspond to those available in tra-
ditional publish-subscribe middleware and are characterized by an expiration
time that coincides with their publication time. Persistent events, on the other
hand, are those for which expiration occurs later than the time of publication.
Persistent events enrich the paradigm with the ability to maintain state in event
notifications by extending their relevance over an arbitrarily long period of time.
This allows the middleware to address situations like the freeway scenario men-
tioned above, in which the event notifying vehicles of the accident should remain
available after the accident has occurred.
Following the same pattern as with event notifications, we also introduce an
expiration time τs ∈ T in the case of subscriptions. According to intuition, a
subscription is active and available for matching at a given time instant if its
expiration time has not elapsed.
Contextual Relevance and Interest. The second characteristic we introduce in
our model is the ability for publishers to associate their events with information
about the context that may be affected by them. Consider the example in Fig-
ure 1a: an accident happens on the freeway at mile 32 as indicated in the figure.
One of the cars involved in the accident publishes a persistent event to inform
oncoming vehicles of the danger. Ideally, the event should propagate towards
vehicles that are approaching the accident site and not to those that are already
past the accident or traveling in the opposite direction. To make this possible,
the publisher associates the event notification with a context of relevance. The
context of relevance represents the context that, according to the publisher, will
be affected by the event or in which the event will be relevant: in this case the
vehicles that are traveling east between miles 20 and 32. The set of hosts that
constitute the context of relevance is dynamic and thus cannot be computed once
for all by the publisher and encoded in the content of the event. The context of
relevance may, in fact, vary over time due the mobility of hosts or due to changes
in the values of their attributes. We address these dynamic aspects by modeling
the context of relevance as a context specification r ∈ Λ. The context of rele-
vance expresses the opinion of the publisher regarding the context that may be
affected by the event or in which the event should be considered relevant. This
means that subscribers outside an event’s context of relevance may still request
that the event be delivered to them.
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leaves its parking lot and intends to travel along the freeway where the accident
happened. The middleware, should enable car X to issue a subscription that
matches the events that may affect the road it intends to take. To make this
possible, we allow subscribers to associate a context of interest with their sub-
scriptions. Similar to the context of relevance, the context of interest is described
by a context specification r˜ ∈ Λ and identifies a set of hosts that may change
over time due. An event’s context of relevance matches a subscription’s context
of interest if the sets of hosts they identify have a non-empty intersection. In
Figure 1a, the context of interest of car X’s subscription consists of the hosts in
the area identified by the dashed contour. This allows subscriber X to receive
the information about the accident from the hosts in the dashed area and decide
for a different route.
Constraining the sets of publishers and subscribers. The notions of relevance and
of interest allow publishers and subscribers to associate a contextual scope to
events and subscriptions. However, they do not allow them to restrict the iden-
tity of their communication parties based on their current contexts. Consider
again the above scenario: the highway patrol has several stations along the free-
way, each responsible for accidents that happen in a specific section. To detect
accidents, each station subscribes to events regarding the freeway. However, it
must also be able to specify that the publishers of these events should be lo-
cated in the section it is responsible for. In this case the information about the
accident should be received and handled by the station at mile 30 and not by
the one at mile 25, regardless of the event’s domain of relevance. To make this
possible, each station associates its subscription with a publication domain: a
context specification that, for each time instant and configuration, identifies the
publishers whose events may be matched by a given subscription. In the above
example, the station at mile 30 specifies that it wants to receive events published
by cars involved in accidents between miles 28 and 33.
In a similar manner, publishers may want to restrict the identity of possibly
matching subscribers based on their own context information. After intervening
on the scene, the highway patrol attempts to speed up traffic by forcing vehicles
with less than two occupants to exit at the last available exit before the accident.
To inform vehicles of this decision it publishes a persistent event, stating that
it should reach only the cars with only one occupant. To make this possible,
the highway patrol associates a further context specification with its event: the
subscription domain. This context specification states that the event may be
received by subscribers that have a matching subscription filter, only if they are
in the specified context (in this case, if they have only one occupant).
As with all other context specifications, we model the publication and sub-
scription domains as two functions: respectively p˜ ∈ Λ and s˜ ∈ Λ that associate
each time instant and configuration with a set of publishers or subscribers.
Events, Subscriptions, and Matching. The extensions we just defined allow us
to enrich the publish-subscribe model with the notions of context-aware events,
subscriptions, and matching. We define a context-aware event — henceforth
7(a) Accident Scenario
Event:
p ∈ H publisher’s identifier
e ∈ E content of the event
τe ∈ T expiration of event
r ∈ Λ context of relevance
s˜ ∈ Λ subscription domain
Subscription:
s ∈ H subscriber’s identifier
e˜ ∈ P(E) filter on content of events
τs ∈ T expiration of subscription
r˜ ∈ Λ context of interest
p˜ ∈ Λ publication domain
(b) Event and Subscription Format
Fig. 1: Application Scenario and Event-Subscription Model
called event — as a tuple [p, e, τe, r , s˜]. As summarized in Figure 1b, the tuple
includes the identity of the publisher, the content of the event, its expiration
time, the context of relevance and the subscription domain. In a similar manner,
we define a context-aware subscription — henceforth called subscription — as a
tuple [s, e˜, τs, r˜ , p˜]. As summarized in Figure 1b, this tuple consists of the identity
of the subscriber, the subscription filter, the expiration time of the subscription,
its context of interest, and its publication domain.
The definitions of context-aware events and subscriptions allow us to model
the concept of context-aware matching as a direct extension of the matching
operation for traditional publish-subscribe. As in the traditional case, the goal
of matching is to determine whether a given event should be delivered to a given
subscriber. However, our context-aware matching process must also take into
account the current configuration of the system. Let us assume that each context
specification in a given event-subscription pair is evaluated at time instant τ ,
and let c = K(τ) denote the system configuration at that instant. Then we can
state that a given event matches a given subscription if and only if the following
five conditions are satisfied.
– (i) standard matching : the event content matches the subscription filter as
in standard content-based publish-subscribe.
e ∈ e˜
– (ii) lifetime validity : the event and the subscription have not expired.
τ ≤ τe ∧ τ ≤ τs
– (iii) interest-and-relevance overlap: the context of relevance of the event and
the context of interest of the subscription intersect each other.
r(τ, c) ∩ r˜(τ, c) 6= ∅
– (iv) publication domain matching : the publisher is part of the context iden-
tified by the subscriber’s publication domain.
p ∈ p˜(τ, c)
– (v) subscription domain matching : the subscriber is part of the context iden-
tified by the event’s subscription domain.
s ∈ s˜(τ, c)
83 Routing and Matching in Context-Aware
Publish-Subscribe
The definition of matching presented in Section 2.3 forms the basis for our
routing and matching protocol supporting the context-aware publish-subscribe
paradigm. The protocol is based on the idea that persistent events and subscrip-
tions should be maintained by the hosts in the contexts of relevance and of inter-
est until their expiration time. For a given event-subscription pair, the matching
process is initiated by the hosts in the intersection of these two contexts, by
evaluating conditions (i), (ii), and (iii): standard content-based matching, event
and subscription lifetime, and the overlap between the contexts of relevance and
of interest. If this evaluation is successful, further processing depends on whether
the subscription includes a the publication domain, i.e., evaluation of condition
(iv). If this is the case, the host that is carrying out the matching must con-
tact the publisher. Otherwise it simply forwards the event to the subscriber for
the evaluation of the subscription domain, i.e., condition (v), and for possible
delivery to the application.
3.1 Assumptions and Requirements
To manage the complexity of context-aware matching, we built our protocol
over a geocast routing service [17] and we assume that the contexts of relevance
and of interest are always associated with some geographical component that
identifies a region of the physical space. Moreover, we constrain the relational
properties associated with the contexts of relevance and of interest to operate on
groups of hosts within a one-hop neighborhood and on an application-defined
subset of attributes, henceforth called key attributes. Hosts exchange periodic
beacons that contain information about their current location, their location at
the time their previous beacon was sent, and the current values of their key
attributes. This allows relational properties to be evaluated locally by the hosts
in the contexts of relevance and of interest, without issuing a query for each
matching operation. In the case of the publication and subscription domains,
on the other hand, relational properties may also exploit non-key attributes and
may refer to groups of hosts beyond a one-hop range. To achieve this, we assume
the use of a query dissemination service like the one in [22].
Finally, it is worth noting, that all the context specifications in events and
subscriptions refer to the system configuration when matching occurs. If publish-
ers or subscribers want matching to operate on their state at publish or subscribe
time, they can store this information as part of their events or subscriptions at
the time they are issued.
3.2 Main Protocol Operation
The protocol exploits four data structures maintained by each network host (h)
for the management of events and subscriptions.
– Event table: stores the unexpired events that have a geographical component
of the context of relevance that includes host h.
9– Subscription table: stores the unexpired subscriptions that have a geograph-
ical component of the context of interest that includes host h.
– Local event table: stores the unexpired events issued by host h.
– Local subscription table: stores the unexpired subscriptions issued by host h.
In addition, each host maintains a neighbor table that records the location
and key attributes of neighboring hosts. This information, gathered with pe-
riodic beacons, is used in the evaluation of relational properties. Finally, the
geocast protocol records the identifiers of recently received messages to prevent
the transmission of duplicates.
Matching Subscription Interest against Event Relevance. We begin our
description by considering the publication of an event. The publisher first stores
the event in its local event table. Then, it uses the geocast service to forward
the event to the geographical region associated with its context of relevance.
Each host in this region reacts to the receipt of the event with the following
steps. First, if the event is persistent, the host stores it in its event table. This
is done even if the non-geographical properties of its context of relevance are
not currently satisfied. The dynamic nature of attribute values can in fact cause
these properties to be satisfied at a later time. Second, the host carries out
the first three steps of the context-aware matching process. First, it verifies
whether the current values of its own attributes satisfy the individual properties
associated with the context of relevance, and whether the key attributes of the
hosts in its neighbor table satisfy the corresponding relational properties. If this
is the case, it attempts to match the event against each unexpired subscription
in its subscription table. This involves evaluating the subscription filter of each
subscription against the content of the event and evaluating if the attributes of
the host and the key attributes of the hosts in its communication range satisfy
the properties associated with the subscription’s context of interest. If these first
steps of the matching process are successful, the host takes action to deliver the
event to the subscriber. In the accident scenario of Figure 1a, the hosts in the
highlighted region will forward the event about the accident to the subscribers
that expressed an interest in traffic information regarding the stretch of highway
affected by the accident.
Delivering Events To Subscribers. For each event and subscription, the above
matching process occurs at the intersection of the geographical regions associated
with the contexts of relevance and of interest. Let us refer to this intersection
as the matching area. A host that detects a positive match between an event
and a subscription, prepares a matched-event message that encodes both the
event and the information on how to reach the subscriber as shown in Figure 2
and discussed in greater detail in the following. Different matched event messages
generated by different hosts in the matching area for the same event-subscription
pair are indistinguishable to the geocast protocol, which can therefore reduce
the number of redundant messages by dropping multiple copies and by passively
listening for other node’s transmissions before forwarding a packet.
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Matching Subscriptions against Persistent Events. Subscriptions are dissemi-
nated with a similar mechanism as events. A subscriber that issues a new sub-
scription first stores it in its local table; then it forwards it to the hosts in the
region associated with its context of interest. When a host in the region receives
the subscription, it first stores it in its subscription table, and then it checks if
its attributes and the key attributes of the hosts in its neighbor table satisfy the
properties specified by the subscription’s context of interest. If this is the case, it
attempts to match the subscription against the unexpired persistent events con-
tained in its event table. As in the above case, this involves evaluating whether,
for each event, the conditions specified by the context of relevance are satisfied,
and whether the subscription filter is satisfied by the content of the event. If
these matching steps are successful, the event is forwarded to the subscriber as
described above.
Managing the publication and subscription domains. The protocol we
just described exploits the contexts of relevance and of interest to direct events
towards matching subscribers. In the following, we show how it can also evaluate
the subscription and publication domains of events and subscriptions.
Subscription Domain. Let us consider an event with a subscription domain that
is matched against a subscription without a publication domain. The subscrip-
tion domain is evaluated by the subscriber upon receipt of the matched-event
message. The subscriber uses its current location, its attribute values, and those
in its neighbor table to evaluate individual properties and the relational prop-
erties referring to hosts in its one-hop neighborhood. If this first evaluation is
successful, it issues a query to retrieve information about the attribute values of
hosts beyond the one-hop range. If the results of the query satisfy the relational
properties of the subscription domain, the event is delivered to the application.
Figure 2a shows the messages exchanged by the protocol in this situation.
Publication Domain. The protocol is slightly more complex when the publication
domain is specified. A host that completes the first three steps of the matching
process must in fact communicate with the publisher to retrieve information
about the current configuration. To achieve this, it sends a matching-request
message to the publisher. The message contains the identifier of the event being
matched, the specification of the publication domain, and information on how to
reach the subscriber. The publisher reacts to the matching-request by evaluating
the publication domain and, in case of a positive match, by sending a matched-
event message to the subscriber using the reachability region specified by the
matching request. A schematic view of this behavior is shown in Figure 2b.
Managing Host Mobility. So far, we have described our protocol by ignoring
a key aspect of the system, host mobility. In the following we return to this
issue and describe our mechanism to handle changes in host location. There are
two aspects of our protocol that are affected by the ability of hosts to move: the
ability to reach publishers and subscribers with matching-requests and matched-
event messages during the matching process, and the maintenance of events and
subscriptions in the regions of relevance and of interest.
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Fig. 2: Routing without (a) or with (b) a publication domain.
Mobility of Publishers and Subscribers. To address the first issue, publishers
and subscribers label their events and subscriptions with information about how
they can be reached. Specifically they associate each event or subscription with
a reachability region, that is a geographical region computed on the basis of their
current location and predicted movement. When routing a matching-request or
matched-event message to a publisher or subscriber, a hosts uses the geocast
service to deliver it to all the hosts in the reachability region. The description of
the reachability region of the subscriber is also included in each matching-request
sent to the publisher of a possibly matching event.
In principle, the reachability region should cover all the possible locations
of a host throughout the lifetime of a persistent event or subscription. This,
however, would result in exceedingly large regions for events and subscriptions
with non-trivial lifetimes. Therefore, publishers and subscribers are allowed to
update their events and subscriptions with new reachability regions. Updates
are sent both periodically and whenever a publisher or subscriber gets within a
specified safe-distance from the boundary of its reachability region.
Mobility in the Regions of Relevance and of Interest. To maintain events and
subscriptions in dynamic regions of relevance and of interest, we combine the
above updates to events and subscriptions with a reactive approach. Specifically
the hosts in the regions of relevance and of interest monitor their neighbors to
determine if they have just entered the region associated with one of their events
or subscriptions. To achieve this, nodes include, in each of their beacons, their
current location and the one at the time they sent the previous beacon. Using
the information about the previous and the new position, a host computes which
neighbors have just entered one of the regions associated with the events and
subscriptions in its tables and broadcasts a digest message containing informa-
tion about them. Finally, to improve reliability, publishers and subscribers may
send each event and subscription to a region that is slightly larger than the
actual region of relevance or of interest.
4 Simulation
We evaluated the performance of our protocol by means of a detailed simula-
tion study based on OmNet++ [28] a popular open-source simulation system.
We model the physical and MAC layers using Omnet++’s mobility framework.
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Specifically, we adopted an 802.11 MAC over which we placed a custom imple-
mentation of a receiver-based geocast protocol that provides the ability to route
messages to a region of the physical space.
4.1 Simulation Setup
We consider a reference scenario consisting of 100 hosts in a 1000m×1000m area.
The movement of hosts follows the random way-point mobility model, with a
minimum speed of 1m/s, a pause time of 0s, and a maximum speed of 10m/s.
For each measurement we executed 10 simulation runs of 450s each.
We model contextual attributes by associating each host with a randomly
chosen integer value. According to the discussion in Section 3.1, the contexts
of relevance and of interest are always associated with a geographical region,
represented by a 100m × 100m rectangle. For the publication and subscription
domains we consider the worst case scenario by using only non-geographical con-
text specifications. Specifically, each is configured to match 50% of the available
attribute values.
Publishers and subscribers each constitute 20% of the hosts in the network.
Each subscriber issues a subscription every 50s: the subscription is either instan-
taneous or has a 50s lifetime. Similarly each publisher generates an event every
10s that is either instantaneous or has a lifetime of 10s. Moreover, 50% of the
subscriptions are associated with a publication domain. The size of reachability
regions of publishers and subscribers is set to 50m× 50m. Events and subscrip-
tions are refreshed every 5s or whenever the publisher or subscribers gets within
10m of the region’s boundary. In the absence of other traffic, hosts exchange
beacon messages every 5s. Finally, to improve reliability, event and subscription
updates are sent to regions that are 60m larger than their actual destinations.
4.2 Protocol Performance
We consider two performance metrics in the evaluation of our protocol: de-
livery rate and communication cost. To evaluate the former, we compare our
protocol against an ideal protocol that instantaneously matches events against
subscriptions based on information about the entire system configuration. The
delivery rate is the ratio between the number of events successfully delivered by
our protocol and those that would be delivered by such an ideal system. The
communication cost, on the other hand, is measured as the number of Mbits
transmitted at the physical layer. To evaluate the impact of the application sce-
nario on these two metrics, we individually vary four of the above parameters:
the speed of hosts, the size of the network, its density, and the percentage of
subscriptions that require the evaluation of the publication domain.
Impact of Host Speed. We first consider the performance of our protocol with
respect to variable host speed. The plots in Figure 3a show the results obtained
with hosts that move with a minimum speed of 1m/s and a maximum speed
ranging from 1m/s to 20m/s. The top plot confirms the expectation that the de-
livery rate should decrease with increasing speed. This is due to the combination
13
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Fig. 3: Impact of host speed and system scale over delivery rate and communi-
cation cost.
of two phenomena. First the accuracy of the geocast protocol naturally decreases
with speed. Second, the higher the speed, the more likely hosts are to move out
of the regions of relevance and of interest. In general, a host that enters either
region will receive the corresponding event or subscription in a digest message
from one of the hosts already in the region. However, if there is no other host
in range that can communicate this information, the new host will be unable to
retrieve the event or subscription until the next refresh message.
The bottom plot in Figure 3a shows the effect of speed on the communication
cost of the protocol. The decrease in cost when the maximum speed increases
from 1m/s to 10m/s is a result of the decrease in delivery rate associated with
high mobility. When speed increases even further, such a decrease is balanced
by an increase in control traffic: digest messages, and refresh messages for event
and subscriptions. It is worth noting that the increase remains limited (42Mbit
to 46Mbit) even with at the maximum speed of 20m/s. In particular, we verified
that flooding events in the same scenario would result in a cost ranging from
83Mbit to 94Mbit without the ability to manage the contextual aspects of events
and subscriptions.
Impact of System Scale. Next, we evaluate the scalability of our protocol by
varying the size of the network with a constant host density of 100 hosts per
square kilometer. Results are depicted in Figure 3b. The top plot shows that
the delivery rate of our protocol is largely independent of system scale. An
increased scale at a constant host density simply results in a larger number of
hops to reach the hosts in the matching area and to deliver matching events to
subscribers. Our geocast-based protocol is able to address this increase without
significantly decreasing its ability to deliver events. Moreover, the bottom plot
in Figure 3b shows that network traffic increases as the cube of the side of the
simulation area. This can be easily explained by observing that the number
of events and subscriptions in the system grows linearly with the number of
publishers and subscribers and thus quadratically with the simulation area. This,
together with the fact that each event and subscription must travel a path that
is approximately linear with the number of hosts, yields the cubic relationship
14
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Fig. 4: Impact of host density and of the evaluation of the publication domain
on delivery rate and communication cost.
shown in Figure 3b. In real-world applications, scalability should be further
improved since the density of events and subscription is likely to be lower.
Impact of Host Density. Our next experiment analyzes the behavior of our pro-
tocol with different host densities. We vary density by changing the simulation
area while employing a fixed number of 100 hosts. Specifically, we simulated
areas yielding host densities ranging from 44 to 400 hosts per square kilometer.
The results are shown in Figure 4a. The top plot highlights the good perfor-
mance of our protocol in terms of delivery rate for host densities higher than
60 hosts per square kilometer. With lower densities, network connectivity may
not be guaranteed at all times and the geocast protocol is more likely to expe-
rience routing errors due to local minima. Mechanisms to address this, such as
perimeter routing or store-&-forward approaches, may improve performance at
low densities. However, their evaluation is outside the scope of this paper.
The bottom plot in Figure 4a shows the behavior of the protocol in terms of
network traffic. The increase in host density determines the presence of a larger
number of hosts in the regions associated with the contexts of relevance and of
interest. This causes an increase in the number of receivers for each event, which
translates into the increase in network traffic evidenced by the figure.
Impact of the Publication Domain. The last scenario parameter we consider is
the percentage of subscriptions that require the evaluation of the publication
domain. As described in Section 3.2, the evaluation of this context specification
requires publishers to be contacted after their events have been matched in the
intersection of the contexts of relevance and of interest. The data depicted in the
bottom plot of Figure 4b confirms the intuition that this process has an impact
on the communication cost of the protocol. Matching-request messages account
for almost 10% of the overall network traffic when the publication domain must
be evaluated for every pair of event and subscription. The top plot in Figure 4b,
on the other hand, shows that the delivery rate is almost unaffected by this pa-
rameter, despite the longer distance traveled by events before reaching matching
subscribers.
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5 Related Work
Recent advances in mobile computing infrastructures have led to increasing in-
terest in context-aware applications that can respond not only to user inputs but
also to the characteristics of the environment in which they operate. To support
these applications, the research community has proposed several middleware
solutions that aim to facilitate software development [11, 20, 16, 25].
In particular, researchers have followed the success of publish-subscribe mid-
dleware for large-scale wired networks [4, 2, 23, 24, 5, 14, 10, 21, 13, 15, 26, 27]and
have investigated solutions for publish-subscribe communication in environments
such as MANETs. The solutions in [30, 18, 29, 1, 8, 7] take a first step in the de-
velopment of protocols that implement the publish-subscribe model in a mobile
environment. In this paper, we continue this effort and extend publish-subscribe
with the ability to manage and react to context at the middleware level.
Such capabilities are available only in very basic forms in existing middleware.
The work in [9] proposes a location-aware extension to the publish-subscribe
model in which events and subscriptions can be associated with geographical
scopes that resemble our publication and subscription domains. Nonetheless, the
management of location information is only one of the needs of context-aware
applications. Moreover, while the authors list MANETs as a possible applica-
tion scenario, they only consider a general-purpose tree-based solution that is
not backed up by a performance evaluation. Scalable Timed Events And Mo-
bility (STEAM) [19] ties the locations of publishers with that of subscribers by
proposing a proximity-based event model for MANETs. Events are distributed
only in a limited geographical area centered around the publisher’s location. This
results in a limited model that cannot easily represent scenarios like those we
consider in this paper. The same limitation affects the work in [12]. While its
authors propose a notion of persistent events and subscriptions, their matching
model requires the publisher and the subscriber of a matching event-subscription
pair to be within a region centered around the other.
In [6], events are associated with a location of occurrence and subscrip-
tions with a geographical predicate. Publishers are therefore unable to control
the dissemination of their events. Moreover, the system exploits a centralized
spatial matching engine that is clearly unsuitable for the MANET scenarios
we target. Finally, Fulcrum [3] tackles the definition of context-aware publish-
subscribe from a different angle and presents a system for large-scale context-
aware publish-subscribe based on an open-implementation approach. Clients
may specify user-defined strategies to implement complex filters that match com-
binations of events occurring at different locations in the network. Its current
implementation, though, relies on a static backbone of brokers which may not
always be available in scenarios such as MANETs.
6 Conclusions
Publish-subscribe has emerged as a communication paradigm able to facilitate
the development of complex reactive applications in open network environments.
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Yet, current systems still offer only partial support for the management of con-
text in mobile applications. In this paper, we proposed an extension to the
publish-subscribe paradigm that enables the middleware to factor context infor-
mation into events and subscriptions. This gives publishers and subscribers the
ability to control their diffusion and to restrict the identities of their commu-
nication parties. We support this model with a protocol for the dissemination
of context-aware events and subscriptions in MANETs. We based this initial
protocol on geocast to aid the management of the geographical components of
context, but we are also planning to investigate alternative routing approaches.
Our simulation analysis shows that our protocol achieves high delivery rates
in the presence of mobility while exhibiting good scalability properties. This
suggests we can expect even better performance in many real-world scenarios.
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