The aim of this research is to proposed a new computational algorithm of modified bisection method for nonlinear equation. In numerical results, we performed the algorithm on GNU Octavce(version 3.6.1) and compared the error and number of iterations with bisection and Newton methods.
Introduction
The problem of finding an approximation to the root of an nonlinear equation can be found in many fields of sciences and engineering ( [2] , [3] , [4] ). A rootfinding algorithm is a numerical method, or algorithm, for finding a value x such that f (x) = 0, for a given function f . Such an x is called a root of the function f .
The simplest root-finding algorithm is the bisection method. It works when f is a continuous function and it requires previous knowledge of two initial guesses, a and b, such that f (a) and f (b) have opposite signs, then find the midpoint of [a, b] , and then decide whether the root lies on [a, (a + b) /2] or [(a+b) /2, b] . Repeat until the interval is sufficiently small. By the intermediate value theorem ([2] , [3] , [4] , [6] ) implies that a number x * exists in (a, b) with f (x * ) = 0. Although the bisection method is reliable, but it converges slowly, gaining one bit of accuracy with each iteration. The Newton method is much more efficient than the bisection method. However, the Newton method requires the calculation of the derivative of a function at the reference point, which is not always easy. Furthermore, the tangent line often shoots wildly and might occasionally be trapped in a loop ( [2] , [3] , [4] , [8] ). Newton's method may not converge if started too far away from a root. However, when it does converge, it is faster than the bisection method, and is usually quadratic.
However, Newton's Method fails to produce a solution, if there is no solution to be found or the initial solution is not good enough for the method. In the practice, the initial solution is really important for the Newton method. Some initial solutions will lead to the exact numerical solution. But some initial solutions can make the method diverges ( [2] , [4] , [7] , [8] ).
Hence, in this paper, we construct and propose a new algorithm of modified bisection algorithm for solve nonlinear equation. In numerical results, we tested the algorithm and compared the number of iterative and numerical error with the bisection and Newton methods.
Main Results
Let f be a continuous function and defined on [a, b] 
Then, we can find the equation of straight line from the points (a *
where
Hence, the x-intercept of the straight line is at a point
. That is
Finally, we choose the new subinterval for the next iteration as follows:
The process is continued until the interval is sufficiently small or the approximate solution is sufficiently close to the exact solution.
Therefore, we can state the algorithm for finding a solution of nonlinear equation f (x) = 0 on an interval [a, b] as follows:
Modified Bisection Algorithm (MBA):
Step 1:
Step 2: Compute c = (a k + b k )/2.
Step 3: Compute for a subinterval (a *
Step 4: Compute for
and set k = k + 1, GOTO step 2.
From the algorithm of modified bisection method, we have the following theorems.
Theorem 2.1. Let f be a continuous function and defined on
Proof: Since f (a) · f (b) < 0, hence we separate to two cases: (1):
then, we have that
Hence,
The proof is similarly.
This proof is rather similar to the above.
Theorem 2.2. If a n and b n are satistfy equation (3) then
Proof: It's easy to prove by using a mathematical induction.
Theorem 2.3. Let f be a continuous function and defined on
approximating a zero x * of f with
Proof: From the algorithm, for any n ≥ 1 we have two cases as follows:
If f (a n )f (c n ) < 0, then a n < x n < c n < b n and a n < x * < c n < b n . So, we have
Since x n < c n , then x n − a n < c n − a n = bn−an 2
. Since a n < x n . So, we have that a n − c n < x n − c n . That is
Therfore, from theorem 2.2, we have
Case 2:
If f (c n )f (b n ) < 0, then a n < c n < x n < b n and a n < c n < x * < b n . Hence, we have
Since c n < x n and equation (7), then
Since x n < b n and c n < x * , then we have
Therefore, from equations (7), (8) and (9) we have that
Hence, from theorem 2.2
The proof is completed.
Numerical Results
In this section, we tested the algorithms with the specific examples ( [1] , [5] , [7] , [8] ) on GNU Octavce(version 3.6.1) program. For the accuracy, we use tolerance error(TOL) less than 0.1 × 10 −7 . The tested nonlinear equations are below:
The results of the algorithms are shown in the following tables:
In experimental results, we set the initial solutions for Newton method by x 0 = (a + b)/2 and choose one point in the interval.
Conclusion and Remarks
From the numerical results, a modified bisection algorithms can reduced the number of iterations which less than the iteration number of the bisection method and nearby to the iteration number of Newton method while the error are less than the tolerance. However, if we choose the initial solution x 0 = 0 for f 3 (x) and x 0 = 1 for f 6 (x), then the Newton's method fails to produce a solution.
In the future work, we may apply these algorithms to find another solutions on the interval or one may extend the algorithm for the system of nonlinear equation. 
