Spin and angle resolved photoemission on non-magnetic low-dimensional systems by Dil, J H
University of Zurich
Zurich Open Repository and Archive
Winterthurerstr. 190
CH-8057 Zurich
http://www.zora.uzh.ch
Year: 2009
Spin and angle resolved photoemission on non-magnetic
low-dimensional systems
Dil, J H
Dil, J H (2009). Spin and angle resolved photoemission on non-magnetic low-dimensional systems. Journal of
Physics: Condensed Matter, 21(40):403001.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Journal of Physics: Condensed Matter 2009, 21(40):403001.
Dil, J H (2009). Spin and angle resolved photoemission on non-magnetic low-dimensional systems. Journal of
Physics: Condensed Matter, 21(40):403001.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Journal of Physics: Condensed Matter 2009, 21(40):403001.
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Abstract. The electronic structure of non-magnetic low dimensional materials can
acquire a spin structure due to the breaking of the inversion symmetry at the surface or
interface. This so-called Rashba effect is a prime candidate for the manipulation of the
electron spin without using any magnetic fields. This is crucial for the emerging field
of spintronics, where the spin of the electron instead of its charge are used to transport
or store information. Spin and angle-resolved photoemission is currently one of the
main experimental methods to measure the spin-resolved electronic structure, which
contains all the relevant information for spintronics. In this review, the technique
of spin and angle-resolved photoemission will be explained and recent results on low
dimensional non-magnetic structures will be discussed.
1. Introduction
The manipulation and measurement of the spin of an electron has received increasing
attention in recent years. This is primarily driven by the prospect of a technology which
is no longer based on the charge of the electron but rather on its spin, which is commonly
referred to as spintronics[1]. In semiconductor technology, advancements in manipulat-
ing the spin-orbit interaction in two-dimensional electron gasses are steady[2], although
the determination of the spin of the electron primarily occurs by means of indirect mea-
surements and modelling. Currently there is no reason to doubt the spin orientation
which is determined by the combination of these experiments with state-of-the-art the-
ory, but a more direct determination of the spin quantization axis would be desirable.
Unfortunately this is not possible with the experimental techniques currently available,
partly due to the relatively thick cover layers on top of the sample.
The observation of spin-orbit splitting in the Au(111) L-gap surface state by LaShell et
al.[3], was the first observation of a Rashba-type effect on the surface of a crystal and
opened up the possibility to study such effects by photoemission. The next step was the
use of spin and angle-resolved photoemission to actually determine the spin orientation
of the spin split bands. As will be described in more detail below, the spin polarization
2vector typically lies in the surface plane and changes sign for the spin-split bands. How-
ever, for more complex systems the spin polarization vector can be rotated out of the
surface plane[4] and a manipulation of the spin polarization vector seems feasible[5].
In this non-comprehensive review the focus will lie on the spin structure of non-magnetic
surfaces and low dimensional systems. Crucial for the determination of the spin struc-
ture is of course the measurement of the spin expectation value, commonly referred to
as spin polarization. In section 2 the currently available spin detection possibilities in
light of spin and angle resolved photoemission will be shortly reviewed, including their
(dis)advantages. The lifting of the spin degeneracy will primarily be caused by Rashba-
type effects, the relevant physical background of which will be reviewed in section 3.
With the increasing complexity of the systems under investigation, the necessity of a
data analysis model which can extract subtle changes in the spin polarization vector
has become apparent. In section 4 such an analysis routine and challenges in the data
interpretation will be discussed. In the last section some results obtained on clean and
reconstructed surfaces, on systems involving thin metal films and on “novel” materials
such as graphene and topological metals will be highlighted.
2. Technical background of spin and angle-resolved photoemission
Over the last couple of decades, angle-resolved photoelectron spectroscopy (ARPES)
has established itself as a powerful tool for the study of the electronic structure of
surfaces or near surface regions[6]. One of the main advantages of ARPES is that one
can simultaneously determine the binding energy and momentum of the electrons in the
sample. The binding energy can be determined from the measured kinetic energy Ek,
the used photon energy h¯ω and the work function Φ as
Eb = h¯ω − Ek − Φ. (1)
The in-plane momentum of the electron in the solid k|| can be determined from the
measured kinetic energy and exit angle θ through
k|| =
√
2meEk
h¯2
sin θ. (2)
These are two of the three main observables of an electron, the third one being the
spin. The goal of spin and angle-resolved photoelectron spectroscopy (SARPES) is to
measure all these quantum numbers simultaneously. In order to achieve this, one could
first filter the photoemitted electrons based on their kinetic energy and their exit angle
and then feed this electron beam in a spin separator that would measure the up or
down spin currents with respect to a given coordinate axis. Ideally one would thus use a
Stern-Gerlach type spin separator with a spatial detector, however such a spin separator
does not work for charged particles such as electrons[7, 8].
Currently the most popular detection mechanisms are based on scattering asymmetries
from crystalline solids and can be generalised in three different classes. Spin
3Polarised Low Energy Electron Diffraction (SPLEED) relies on the different scattering
probabilities of low energy (104.5 eV) electrons off a W(110) surface[9]. More specifically,
on the differences in intensity between the (2, 0) and (2¯, 0) diffraction spots to obtain
the spin asymmetry in the direction perpendicular to the plane harbouring these
rods. The main advantage of SPLEED is the relatively high sensitivity that can be
obtained. A downside of this detection scheme is however that it strongly depends on
the cleanliness of the W(110) crystal and on small changes in the electron energy. A
further disadvantage is the strong dependence on incidence angle and that there is no
intrinsic focussing due to the electron acceleration, which can be a source of instabilities
and therefore reduce the detection accuracy.
In Very Low Energy Electron Diffraction (VLEED) the spin-exchange interaction of
a specular reflected electron beam of a magnetised thin film is used to obtain spin
contrast[10]. Close to the edges of the unoccupied band gap of a ferromagnetic material
the reflection probability of an electron strongly depends on its spin orientation with
respect to the spin of the band closest to the absolute gap. The measurement has
to be repeated with the target in the opposite magnetisation state to obtain the spin
asymmetry. In order to measure the two spatial directions which are typically obtained
simultaneously in a diffractive scattering detector, one therefore has to perform a total
of four measurements. Luckily, the efficiency of such a detector is very high due to
the low energy specular scattering, which in turn saves a lot of time. The downside of
this low energy (10 eV) is that the scattering process strongly depends on the surface
quality and could therefore rapidly change with time. However, it has been found that
the target does not need to be metallic and an oxygen passivated iron film, Fe(001)-
p(1 × 1)-O, can also be used with a kinetic energy of 6 eV[11]. This dramatically
increases the lifetime of the target and enhances the stability of the instrument. Many
promising developments based on this type of detector are currently underway[12, 13]
and especially in combination with a time-of-flight (TOF) detector this might be a
powerful type of spin detector[14]. Hopefully first results that will allow for an estimate
of the accuracy and the stability of such instruments will soon be published.
Besides SPLEED and VLEED the third spin-detection scheme is the Mott detector,
which is currently the “working horse” in spin-resolved spectroscopy. This kind of
detector is based on the spin dependent scattering of electrons from heavy nuclei at
high (≥25 kV) kinetic energies, first discussed by N. Mott in 1929[7]. The principle
of operation is that electrons scattered off, for example, a thin gold foil have a higher
probability to be scattered to the left (right) when they have spin up (down) with
regard to a given geometrical plane perpendicular to the surface of the foil[8]. The spin
asymmetry A can be calculated as
A =
NL −NR
NL +NR
, (3)
where NL and NR are the number of electrons counted in the detectors on the left
and right hand side, respectively. From this asymmetry the spin polarization P of the
4photoelectrons can be determined as
P =
A
S
, (4)
where S is the Sherman function[15] which determines the asymmetry that will be
measured for a fully spin-polarised electron beam. Together with the total measured
intensity It = NL + NR the obtained polarization yields the spin-resolved intensity
spectra
Iup = (1 + P )It/2
Idn = (1− P )It/2. (5)
For magnetic systems with a well defined spin quantization axis, determined by
the global magnetisation direction of the sample, these spectra contain the full
spin information because in principle the sample can always be aligned to let the
magnetisation and measurement direction coincide. However, as will be elucidated in
section 3, non-magnetic systems can have spin structures where it is not possible to
define a single quantization axis. This means that, in order to give sensible statements
about the spin structure, more than one spatial direction should be measured. A second
spatial direction, orthogonal to the first one, is obtained “for free” from the scattering off
the same gold foil. From a single Mott detector, the spin polarization along two spatial
directions can thus be measured simultaneously. In a typical experimental set-up these
two directions span the surface plane of the sample, but do not give any information
about the out-of-plane spin polarization. In order to simultaneously measure the two in-
plane directions and the out-of-plane direction a three-dimensional spin detector based
on two orthogonal Mott detectors has been developed and built in our group[16, 17].
In this set-up the electrons are first energy and angle-filtered through a
hemispherical electrostatic analyser after which the electrons are extracted from the
analyser and accelerated through an electrostatic lens. This extractions lens is followed
by a 90◦ bend and a ±45◦ electrostatic chopper operating at a frequency of 2 Hertz,
before the electrons are accelerated to 40 kV onto the Mott detector. This set-up is
schematically shown in Fig. 1 and one can see that in total the electron trajectory
has been first bent by 180◦ in the analyser, then back by 90◦ in the lens in one plane
and bent by 45◦ in the perpendicular plane. Here it is of crucial importance that the
spin of an electron is not affected by these electrostatic manipulations and, similar
to the conservation of angular momentum, remains oriented along the same absolute
direction in the laboratory coordinate frame. In this set-up the three dimensional spin
polarization is therefore measured in a coordinate frame which is rotated by 45◦ in the
xy-plane with respect to the sample coordinate frame. Because in this set-up the polar
angle θ of the sample is changed to access different emission angles and the electron
optics and Mott detectors stay fixed, the out-of-plane spin polarization in the sample
coordinates will be partly projected on the in-plane direction of the Mott coordinates
and vice versa. Therefore the spin polarization obtained in the Mott coordinate frame
5Figure 1. Experimental set-up of the COmplete PHotoEmission Experiment
(COPHEE) at the Surface and Interface Spectroscopy beamline at the Swiss Light
Source. The photoemitted electrons first pass a hemispherical electrostatic analyser
and are then accelerated through an electron lens with chopper, onto the Mott
detectors. This configuration allows for the simultaneous detection of the binding
energy, momentum and all three components of the spin polarization vector of the
electron. From Ref. [16].
needs to be transferred to the sample coordinate frame by using a transformation matrix
T which depends on the polar angle of the sample. For a single polar angle, this rotation
matrix is defined as:
T =
1√
2

cos θ − cos θ √2 sin θ
1 1 0
− sin θ sin θ √2 cos θ
 . (6)
After this transformation a single measurement provides four data sets: the total
intensity It and the spin polarization along the three spatial coordinates Px, Py, and Pz.
From these the spin resolved spectra projected on the three spatial coordinates can be
calculated according to Eq. 4 and Eq. 5, or, as will be shown in section 4, the full 3D
spin polarization vector for each state can be determined.
6In the preceding description of the Mott detector it has only been stated that the
electrons are scattered off the thin gold foil at high kinetic energies and are successively
detected at optimum scattering angles of 120◦. However, to obtain a meaningful sig-
nal the inelastically scattered electrons have to be filtered out and removed from the
main signal of elastically scattered electrons. Currently there are two primary detection
schemes that successfully manage to do this, but both have their (dis)advantages. The
first detection scheme is the conventional or classical Mott polarimeter[18] where the
electrons are accelerated between two concentric hemispheres to 40-60 kV. The gold
foil and the detectors (typically passivated implanted planar silicon (PIPS)) are at the
same potential inside the inner hemisphere and the electrons thus travel through field
free space between the foil and the detector[19]. The PIPS pulses are discriminated after
amplification such that only the elastically scattered electrons are counted. A minimum
of information is lost when the discriminators are set at a level where the dark count
rate is slightly less than 1 Hertz. The high potential difference between the exit of the
Mott detector and the data acquisition electronics is overcome by using fibre optics. The
main advantage of this type of Mott detector is its high stability and reliability. The
main disadvantage that the polarimeter was very large because high voltages were used
in order to be able to discriminate the background from the signal, has been resolved
due to developments in detection technology[20]. The other main disadvantage is that
the detectors, pre-amplifiers and discriminators are all at high voltage which results in
rather complex electronics where not all standard components can be easily integrated.
Currently, several groups are very close to also solving this problem by using an all
optical scheme after scattering.
The second type of Mott polarimeter is a retarding potential detector, which is often
referred to as a Rice-University type Mott detector[21]. Apart from some geometrical
considerations the main difference to the classical Mott polarimeter is that the electron
detectors are at ground potential. Hence, after scattering off the gold foil the electrons
enter a retarding field on their way to the channeltrons or -plates. The background of
slow inelastically scattered electrons is easily separated from the main signal in this field
through the use of apertures. A further advantage is that all electronics is at ground
potential and that the whole polarimeter can be made rather small and is easily compat-
ible with standard photoemission equipment. Furthermore, the efficiency of this type of
Mott polarimeter is a bit higher as that of the classical Mott polarimeter, meaning that
measurements take less time. The main downside of the retarding potential Mott is
the relatively low stability. In a comparative study between a classical and a retarding
potential type Mott polarimeter[22], Petrov and co-workers have found that whereas the
conventional polarimeter shows no significant change in count rate when the incoming
electron beam is shifted by a millimetre, the Rice Mott showed asymmetric intensity
changes on the different detection channels of more than 10% for much smaller shifts.
They attribute this difference in behaviour to a combination of two effects. First, the
spherical geometry of the classical Mott focusses the electrons very well on the gold
foil. Second, the electron trajectories after scattering of the gold foil may be changed
7drastically due to the retarding field. In a laboratory environment there are many fac-
tors that can influence the position of the electron beam on different time scales, which
will result in a high intensity fluctuations and thus a loss of accuracy for the retarding
potential type Mott detector.
All the spin detectors listed above have their advantages and disadvantages,
and the ideal polarimeter unfortunately does not exist yet. When considering the
implementation of a spin detector in an experimental set-up, one has to decide which
properties are most important for the experiments that one wants to perform with it and
what other experimental parameters are available. For us the stability and reliability
of the spin detector are of crucial importance because we want to be able to perform a
quantitative analysis of the measured spin polarization. Therefore we decided to work
with a compact classical Mott detector operated at 40 kV with PIPS detectors.
3. Basic theory of the Rashba effect
It is well known that in many cases the surface of a metal crystal is not just a truncation
of the bulk[23]. A prime example of this are the different surface reconstructions of
gold[24, 25, 26], which form because the packing of the atoms at the surface is denser as
in the bulk. Furthermore due to the confinement between a projected band gap and the
image potential, surface states can form[27], which have totally different properties as
the bulk electronic states. In both cases the main cause of the differences at the surface
is that the translational symmetry is broken along the surface normal, or more specific
that the space inversion symmetry is broken.
For an electron with a given momentum ~k and spin (↑ or ↓), space inversion symmetry is
represented by the idea that it is equivalent whether the electron moves in one direction
or the other; i.e. E(~k, ↑) = E(−~k, ↑). In the absence of open d-shells or magnetic fields,
time inversion symmetry should also hold; i.e. E(~k, ↑) = E(−~k, ↓). In the bulk of a
non-magnetic metal both time and space inversion symmetry are observed, resulting the
formation of spin-degenerate states E(~k, ↑) = E(~k, ↓). As indicated above, for states
located at the surface the space inversion symmetry is broken, which means that the
spin degeneracy does not necessarily hold for these states.
That the spin degeneracy is actually lifted for surface states can be understood by
the following simple relativistic approach. The sudden termination of the crystal at
the surface creates a potential gradient perpendicular to the surface, which can also
be regarded as a local electric field. Through a Lorentz transformation this electric
field becomes a magnetic field in the rest frame of a moving valence electron at the
surface. This magnetic field causes a Zeeman splitting of the electronic states and thus
an energy difference between the states with spin up and spin down. The magnitude
of the magnetic field and thus also the energy splitting depends on the momentum of
the electron and changes sign for opposite momenta. At zero momentum the splitting
disappears and the bands become degenerate again.
8This relativistic process can more formally be described along the lines of the
Rashba-Bychkov effect[28, 29] (henceforth: Rashba or RB effect) by the following
Hamiltonian[30, 31]:
H = H0 +HRB, (7)
where the energy of the two-dimensional electron gas with effective mass m∗ and band
offset EΓ¯ is
H0 = σ0
(
EΓ¯ −
h¯2
2m∗
∇2
)
, (8)
while the Rashba term is
HRB = −αRB
(
iσy
∂
∂x
− iσx
∂
∂y
)
. (9)
The coupling constant αRB reflects the RB coupling. This Rashba constant is typically
viewed as being composed of an atomic Z dependent contribution and a structural
contribution representing the potential gradient[30]. For positive αRB the potential
gradient is in the positive z-direction and for negative αRB in the opposite direction[32].
The unit 2×2 matrix is denoted by σ0, while σx and σy are the standard Pauli matrices
in the basis in which the quantization axis is along the z direction. The eigenenergies
of H yield the upper (+) and lower (−) Rashba branches
E±(k) = EΓ¯ +
h¯2|k|2
2m∗
± αRB|k|. (10)
The eigenspinors corresponding to this Hamiltonian are
|k,±〉 = 1√
2
(
e −i(ϕ±pi/2), 1
)
, (11)
where ϕ = arctan(ky/kx) and the two-dimensional momentum k is measured relative to
the Γ¯ point. In order to relate to measurements, it is better to consider the expectation
value of the spinors:
S±(k) =
h¯
2

∓ sinϕ
± cosϕ
0
 . (12)
From this equation it is straightforward to determine the spin direction for different
points in k-space. For the simple model described here the spin expectation vector
is always perpendicular to the k-vector and has no out-of-plane component. The
combination of Eq. 10 and Eq. 12 results in the picture for an ideal two-dimensional
Rashba system as displayed in Fig. 2. A constant energy surface above the crossing point
of the two parabolae consists of two concentric circles, where, for αRB > 0, the spin of
the inner circle rotates clockwise and the spin of the outer circle counter-clockwise when
regarded from the top. Instead of viewing the band splitting as an energy separation,
one can also regard it as two bands that are shifted in momentum. One branch is shifted
by k0 to the left and the other by the same amount to the right, resulting in a total
momentum splitting, at a given energy, of 2k0. This momentum splitting provides the
9phase difference in the spin field effect transistor proposed by Datta and Das and causes
the necessary spin precession[33]. A larger momentum splitting will result in a faster
spin rotation and can thus make such a device smaller.
kx
E
ky
S
2k0
Γ
Figure 2. Band structure of a nearly free two dimensional electron gas due to the
Rashba effect. The two parabolae are each shifted by k0 away from Γ¯ resulting in a
momentum dependent energy splitting.
As has been stated above, time reversal symmetry still holds for systems with a
Rashba-type spin splitting, which can be verified by the observation that the spin polar-
ization vector for k-vectors with different sign is opposite. A further consequence is that
the bands have to cross at Γ¯ because this is a centre of inversion symmetry, which is
commonly referred to as a time reversal invariant momentum (TRIM). Based on similar
symmetry considerations it is possible to identify other points in the surface Brillouin
zone (SBZ) which are also protected by time-inversion symmetry. These are the points
which are located exactly between two Γ¯ points of adjacent SBZs. For a surface with a
hexagonal lattice structure this means that the M¯ point is a TRIM and the Rashba-split
bands should cross here, whereas the K¯ point is not protected by time reversal and more
complex band and spin structures can be expected. A nice example of this increasing
complexity for the spin structure, is the sudden out-of-plane rotation of the spin vector
at the K¯ point for Tl/Si(111)[34].
The Rashba theory has been developed for two-dimensional electron gases in
semiconductor heterostructures, this makes it remarkable that the first observation of a
band splitting that could unambiguously be attributed to a Rashba-type effect was on a
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surface. In 1996 Jensen and co-workers observed a splitting of the Au(111) surface state
by angle resolved photoemission[3], one year before the observation by Nitta et al. on an
inverted In0.53Ga0.47As/In0.52Al0.48As heterostructure[35]. Because it was the first of its
kind and the result was rather unexpected, the paper by LaShell extensively discusses
why the herringbone reconstruction of Au(111)[36] can not be the cause of the observed
splitting. Based on the further observations in similar systems, as will be discussed
below, this interpretation certainly holds, but it remains difficult to estimate how much
the surface corrugation due to this reconstruction actually enhances the Rashba-type
spin splitting.
Triggered by the results for Au(111) a spin-orbit coupling induced band splitting was
next observed and interpreted as such for the Li induced surface state on W(110)[37].
The first experimental verification of the spin structure by spin and angle resolved
photoemission spectroscopy was performed on the related system of W(110)-(1×1)H[38].
In this work no out-of-plane spin polarization could be observed above the detection
limit, which is in good correspondence to the predictions of the nearly free electron
model described above and summarized by Eq. 12. That the spin polarization vectors
are perpendicular to the k-vector of the electron throughout the SBZ is nicely illustrated
in the first spin-resolved Fermi surface map for a Rashba system obtained by Hoesch
et al.[39]. Also in this experiment no significant out-of-plane spin polarization could be
detected, which further illustrates that the Rashba model is adequate for free electron
like surface states.
Opposite to what one would expect, does a large band splitting not necessarily facilitate
the data interpretation in terms of a Rashba type effect. This is nicely illustrated by the
many photoemission studies performed for the surface of Bi(111), as has been reviewed
by Hofmann in 2006[40]. Due to the very large splitting, the two Rashba branches of
the Bi(111) surface state have long been interpreted as unrelated to each other even
in high resolution ARPES measurements[41, 42]. This has for example resulted in the
assumption of a charge density wave (CDW) on the Bi(111) surface[43] and a far too
large number of electrons at the surface compared to the bulk. Fully relativistic band
structure calculations in combination with further high resolution ARPES measurements
on the Bi(100) and Bi(110) surfaces finally led to the conclusion that the surface states
of bismuth show a strong Rashba-type spin splitting[44, 45, 46]. That the surface state
bands are spin polarised and obey the time reversal symmetry demanded by the Rashba
effect has been confirmed by SARPES measurements, although unfortunately the out-
of-plane component of the spin polarization vector has not been determined[47].
Based on the increased spin-orbit splitting of the Bi surface state compared to the Au
surface state one could easily assume that the band splitting directly depends on the
atomic number. Under the assumption that all other factors are the same this is correct.
However, as will be illustrated by Sb(111), for many cases the atomic structure can have
a large influence. Antimony (Z = 51) is located in the row above bismuth (Z = 83) and
gold (Z = 79) and is closer to silver (Z = 47). For the Ag(111) L-gap surface state no
spin splitting can be observed, and from theoretical considerations it is expected that the
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total momentum splitting due to spin-orbit coupling is around 0.0013 A˚−1[48]. Based
on the atomic weight, one would therefore expect that for Sb(111) a spin-splitting of the
surface state would also be below the detection limit. However, ARPES measurements
performed by Sugawara et al. provided first strong indications that spin-orbit coupling
plays an important role for the Sb(111) surface state[49]. The Fermi surface is very
similar to the Fermi surface of Bi(111) and the authors directly identified the electron
and hole pockets as spin split pairs. Fig. 3(a) shows more recent ARPES measurements
with higher resolution which could identify the momentum splitting of the bottom of
the two bands[50]. Due to the non-parabolic dispersion this yields the best comparison
to the nobel metal surface states. This splitting was found to be 0.03 A˚−1 which is
larger than for Au(111) (0.024 A˚−1) and more than 20 times larger than for Ag(111),
which corresponds well to DFT calculations. The spin resolved ARPES measurements
shown in the same figure have confirmed that the bands are spin split and that the spin
polarization vectors follow the Rashba model described above, although there is also a
slight out-of-plane component[50].
1st layer
2nd layer
3rd layer
4th layer
Sb(111) Ag(111)
Top
view
Side
view
(a) (b)
(c)
Sb bulk
valence
  band
Figure 3. (a) Spin integrated ARPES band map of Sb(111) along the Γ¯M¯ direction,
and spin resolved MDC of Sb(111) at the Fermi energy projected perpendicular to
the measurement direction. The shaded area and dotted lines are obtained from DFT
calculations and represent the Sb(111) bulk and surface states, respectively. Adapted
from Ref. [50]. (b) Truncated crystal structure of rhombohedral Sb(111) and cubic
Ag(111). The different colours indicate different layers and the different borders for
Ag(111) indicate different locations in the perpendicular direction within this layer.
The atom distances of Sb and Ag are not to scale.
Antimony crystallizes in a rhombohedral structure typical for the group V semimet-
als. Like the other nobel metals silver has a face centred cubic structure. In Fig. 3(c)
the truncated bulk lattice structure for Sb(111) and Ag(111) are compared both for a
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top view and side view. The top view for both surfaces shows a very similar hexagonal
structure and only the side view reveals the dramatic difference between the two crystal
structures. Antimony clearly shows a bilayer-type structure with alternating interlayer
spacings and asymmetric atom positions with regard to the lower layers[51]. Ignoring
the surface layer relaxation, the silver layer spacing is constant and the atoms have
symmetric positions with regard to the deeper layers. The lattice structure of Sb results
in a situation where the wave function distribution of the surface state is rather asym-
metric around the atoms. This enhanced asymmetry can have a profound influence on
the spin-orbit coupling according to the model proposed by Bihlmayer and co-workers
to explain the microscopic origin of the Rashba effect[52]. This provides a clear indica-
tion that besides the atomic weight the exact crystal structure plays a decisive role in
determining the size of the Rashba-type spin splitting. That a large surface corrugation
can strongly enhance the spin splitting of surface states will be further illustrated by
the surface alloys in section 5.1.
As has been indicated above, the Rashba effect for Ag(111) is very small, for Cu or
lighter materials the momentum splitting will be even smaller and one can imagine that
it eventually will approach zero. For these very small splittings, which are beyond any
detection limit one can currently envisage, the bands are typically regarded as being
degenerate. However, in some cases it can be important to realise that even if the band
splitting approaches zero, the spin is still aligned along a quantization axis tangential
to the constant energy contours. The spin up and down bands now almost fully overlap
and for every energy and momentum there is an equal probability of finding the electron
in a spin up or a spin down state along this quantization axis. This is different from
the band degeneracy in the bulk of a centro-symmetric crystal where all spin directions
are equally probable and there is no preferred spin quantization axis. To distinguish
between these types of degeneracy sometimes the terms double and multiple degeneracy
are used.
4. Importance of data analysis routine
In section 2 it has been explained that a typical SARPES data set consists of a total
intensity spectrum It and polarization spectra along one or more spatial direction, Pα
with α = x, y, z. From this data set typically the spin resolved spectra projected on
these spatial directions are calculated along the lines of Eq. 5. Conclusions about the
electronic spin structure of the sample, such as band splitting and degree of polarization
are then drawn from these or from the polarization spectra. Although such an analysis
is certainly helpful to obtain a first overview, it can in many cases lead to precipitous
conclusions. In this section some examples of this will be given and it will be shown
how such mistakes can in principle be avoided.
For most non-magnetic systems the photoemission background is unpolarised and
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Figure 4. Challenges in the analysis of SARPES data without an adequate analysis
routine. Polarization spectra for two overlapping peaks with (a) a very small and (b) a
realistic background. (c) Normalised polarization spectra from (a) and (b) to indicate
the change in lineshape. (d) Original data (dashed lines) and spin resolved spectra
projected on an axis that is rotated with 45◦ compared to the spin quantization axis
(symbols and solid lines).
defines the zero level in the polarization spectra. However, this background can have
a profound influence on both the shape and amplitude of the measured polarization
spectra. In Fig. 4(a, b) the polarization spectra for two different peak to background
ratios are displayed. Although the splitting and the intensities of the spin up and
spin down bands are the same, the magnitude of the polarization is clearly reduced in
the case of a higher background. This can be easily understood from the fact that,
when the asymmetry is calculated according to Eq. 3, the influence of the background
cancels in the numerator whereas the denominator increases due to the background.
Less intuitive is the change in polarization line shape for two overlapping bands with
changing background as exemplified in Fig. 4(c), where the amplitude is normalised.
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The polarization maxima shift towards each other with increasing background and do
not correspond to the position of the band maxima.
In a typical photoemission experiment there are many factors that can influence the
background, such as sample and photon beam quality, secondary, inelastically and quasi-
elastically scattered electrons, and the presence of unpolarised (bulk) bands. For a
single sample, the background can depend on the kinetic energy and emission angle
used in the measurement, and the background is especially for energy distribution
curves not necessarily constant. Furthermore, the measured spin polarization directly
depends on the amount of overlap between spin polarised bands, and thus also on
the measurement resolution, the intrinsic linewidth, the sample temperature, the band
splitting in degrees, and therefore the kinetic energy. Given this large number of
influences on the polarization spectra it is rather perilous to draw any conclusions,
beyond the existence of a spin splitting, from these spectra alone. In one of the earliest
SARPES experiments on non-magnetic systems by Hochstrasser et al.[38] the case is
actually the opposite; the conclusions that are drawn about fully in-plane polarised
bands seem to be correct but the polarization spectra that are shown are rather
unexpected. They show a polarization amplitude close to 100%, which would only occur
for fully polarised free-standing features without any background. This is obviously not
the case in this experiment and one can assume that the authors have underestimated
the magnitude of the Sherman function. On the other hand, Hochstrasser et al. show
a decrease of the measured polarization when the W(110) surface states cross into
the bulk continuum, which they attribute to a loss of surface character. However, it
should be noted that in this bulk continuum the peak to background ratio will decrease
and subsequently also the measured spin polarization. Only a more detailed analysis
where the background influence can be discriminated from any real decrease in intrinsic
band polarization would be able to determine whether this intrinsic polarization really
decreases. The two step fitting routine, which will be explained later in this section,
can disentangle these different factors.
Fig. 4(d) illustrates the result of choosing an axis other than the spin quantization axis
to project the spin resolved spectra on. The original data sets consists of two fully
polarised Gaussian lines with a spacing of 20 points. The polarization spectrum derived
from these peaks is then divided by
√
2 to mimic a difference between the real and the
assumed spin quantisation axis of 45◦. The spin resolved spectra calculated from this
“new” polarization spectrum still show two clear peaks with opposite spin orientation,
but now the splitting is only 16 points, a reduction of 20%. If the discrepancy between
the real spin quantization axis and the axis used for projection increases, the measured
polarization along this axis strongly decreases, and the band splitting might seem to
disappear. Especially in Rashba systems with very narrow Fermi surfaces, such as
bismuth, where the spin quantization axis rapidly changes as a function of momentum,
this may cause severe difficulties in the data interpretation based on polarization and
spin resolved spectra alone[53]. Such difficulties can be circumvented by using the
following analysis method.
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In order to be able to perform a quantitative vectorial analysis of spin resolved ARPES
data, a two step fitting routine has been developed in our group[4]. As a first step
the total (spin integrated) intensity is analysed by fitting it with a background B(E,~k)
and the adequate number n and type of line shapes I i(E,~k); Gaussian, Lorentzian or
more complex. This is a well established technique in the ARPES community and will
not be discussed here any further. This first step separates, for each data point, the
contributions from the individual bands and the background to the overall photoemission
intensity. The result of this fit can be written as
It(E,~k) =
n∑
i=1
I i(E,~k) +B(E,~k). (13)
In the second step of the fitting routine, a polarization vector ~P i defined by two
polar angles θ and φ and a length c is assigned to each peak as
~P i = (P ix, P
i
y, P
i
z) = ci(cos θi cosφi, cos θi sinφi, sin θi). (14)
Combined with Eq. 13 the spin up and spin down intensities can now be calculated
along each spatial axis and from this the polarization along this axis can be calculated
from the inverse of Eq. 5. This calculated polarization is then fitted to the measured
polarization by first varying the angles of the polarization vector and, if necessary, also
the length. Here the background is assumed to be unpolarised, but could of course also
be assigned its own polarization vector. Given the large number of total parameters
that is used in both steps, certain physical constraints have to be taken into account
during the fitting. In general several iterations have to be performed whereby also the
spin integrated curve fitting has to be optimised. In many instances more than one
fit of the total intensity is possible, especially if the different states strongly overlap.
However, the simultaneous fitting of the spin polarization data will typically yield an
unique total fit and set of spin polarization vectors. A more detailed description of this
fitting routine can also be found in a recent tutorial by our group[54].
In this analysis method the spin polarization vector is always determined using the
measured total intensity and background. This makes the routine robust against changes
in the band intensity due to matrix element effects, whereas the individual polarization
spectra can change dramatically in this case[54]. Conclusions based solely on the
measured polarization spectra when changing the photon energy, emission angle or even
binding energy, may, under the influence of strong matrix element effects, not hold. Here
it should be noted that especially for systems involving heavy nuclei, where the spin
orbit coupling is large, photoemission matrix element effects can also be substantial.
Unfortunately, not every experimental set-up has access to all three spatial components
of the spin polarization. However, this does not mean that the analysis routine described
above can not be applied. From the theoretical background of the Rashba effect
described in section 3 it follows that in principle fully polarised individual states can be
expected. This has been verified by many of the results in the following sections where
a full three dimensional vectorial analysis has been performed. Under this assumption,
the two orthogonal measurement directions that are obtained from a diffraction type
16
spin polarimeter suffice to perform a complete vectorial analysis. As a result of this
analysis one will even obtain the missing polarization spectrum, where the sign of the
polarization of the individual bands should be determined from further considerations.
For measurements with an uni axial spin polarization and fully polarised bands, the
fitting of a single measurement direction is of course also helpful to discriminate the
influence of the background, but many fine details and unexpected results may be missed
in this case.
To conclude, a first idea about the spin resolved band structure of a sample can be
obtained by a quick analysis of the measured polarization curves and the spin resolved
intensities that are derived from them. In order to be able to make any quantitative
statements about the spin structure, a more detailed analysis is necessary that eliminates
the influence of the unpolarised background and the overlapping of different bands. The
vectorial two step fitting method described here, can separate these influences and yields
the spin polarization vector for each individual state.
5. SARPES results for novel low dimensional structures
In section 3 (S)ARPES results for Rashba-type spin splitting of surface states on low
index single crystals have been discussed. In the following sections recent results of
non-magnetic spin effects on a variety of low dimensional structures will be reviewed.
In the first part long range ordered surface alloys are discussed which serve as ideal
model systems because of the large band splitting. The second part deals with spin
effects in thin metal films, either through hybridization effects or intrinsic Rashba-type
effects. The last part discusses possible spin splittings in graphene, and exciting new
results on topological metals and insulators.
5.1. Enhanced Rashba effect in surface alloys
The long range ordered (
√
3×√3)R30◦ surface alloys of Pb, Bi and Sb on Ag(111) are
a family of materials with relatively strong spin orbit coupling effects in the valence
band structure. Fig. 5(a) schematically shows the general atomic structure of these
surface alloys which are formed for 1/3 of a monolayer of Bi, Pb or Sb on Ag(111).
The unit cell consists of three atoms, where every third Ag atom is substituted by a
foreign atom which makes the structure decidedly different from an adsorbate induced
surface reconstruction such as for example the different (
√
3 × √3)R30◦ phases of Pb
on Si(111)[55]. In the side view only the top atomic layer is displayed for the sake
of simplicity and the incorporation of the adatoms in the surface structure is clear.
This means that although the surface is ordered, it is best described as an alloy. The
Bi/Pb/Sb atoms are not in the same plane as the topmost Ag atoms. As will be
discussed below, this surface corrugation plays an important role for the magnitude of
the Rashba-type effects in these systems.
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Figure 5. General atomic structure (a) and electronic structure without spin orbit
coupling (b) of the Bi, Pb, or Sb surface alloys on Ag(111). (c) Measured spin
integrated band structure for Bi/Ag(111) at hν = 24 eV along the Γ¯M¯ direction from
Ref. [4]. The solid lines represent the calculated band structure from Ref. [56].
The general electronic structure of these surface alloys consists of hole-like surface
states with a low effective mass, as displayed in Fig. 5(b). The lower or inner state
has primarily spz character and the outer bands have mostly px,y symmetry. The band
filling is determined by the number of valence electrons of the substituent. In a first ap-
proximation the inner bands are rotational symmetric around Γ¯ whereas the dispersion
of the outer bands shows a dependency on crystal orientation. In contrast to the noble
metal surface states, the surface states of the surface alloys are strongly localised in the
top layer and hardly penetrate into the crystal. This makes them very sensitive even to
small changes in the atomic surface structure.
The surface structure of the long range ordered surface alloy of Pb/Ag(111)(
√
3 ×√
3)R30◦ has been studied by LEED and Auger spectroscopy[57, 58] and after some de-
bate the structure has eventually been solved by surface X-ray diffraction (SXRD)[59].
In this SXRD study it was found that the Pb atoms are located approximately 0.47 A˚
above the plane of the Ag atoms. This large surface corrugation has profound influence
on the electronic structure of the Pb induced surface states. Spin integrated ARPES
measurements revealed that the degeneracy of the inner surface states is lifted and that
they are actually split by 2k0 = 0.06 A˚
−1[60]. This splitting is more than twice as large
as for the Au(111) surface state[3] and comparable to the splittings observed on bismuth
surfaces[45].
A further breakthrough in Rashba-type spin-orbit coupling effects on surfaces was
reached with the study of the Bi/Ag(111)(
√
3 × √3)R30◦ surface alloy. Because of
the additional valence electron of Bi compared to Pb, the bands are more filled and the
inner surface state is fully occupied. ARPES measurements on this system show that
the band splitting of the inner surface states is 2k0 = 0.26 A˚
−1[61]. This band struc-
ture is also displayed in Fig. 5(c). Using the support of fully relativistic band structure
calculations, Ast and co-workers could show that the bands are spin polarised and that
the spin polarization vector should posses a considerable out-of-plane component that
varies with crystal orientation.
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These unexpectedly large Rashba-type effects triggered the search for a theoretical ex-
planation of the spin splitting in surface alloys. In the first approach Premper et al.
explain the effect using a nearly free electron model with both an out-of-plane and
in-plane potential gradient[62]. The idea is that the difference between the Ag and
Bi (or Pb) atoms creates an additional potential gradient in the surface plane. The
superposition of these orthogonal potential gradients results in a spin splitting which
is much larger as just the sum of both effects. The second approach by Bihlmayer et
al. was to perform first principle fully relativistic density functional theory calculations
with and without spin-orbit coupling and as a function of surface corrugation[56]. As
expected, the band splitting disappears if the spin-orbit coupling is switched off, which
confirms the relativistic nature of the effect. More intriguing is that the spin splitting
and the binding energy of the crossing point, directly depend on the outward relaxation
of the Pb or Bi atoms; if the corrugation is smaller, the band splitting is also smaller.
This means that apart from a small influence of the difference in spin orbit coupling
parameter, the difference between the spin splitting of the Pb/Ag(111) and Bi/Ag(111)
surface alloys can probably be explained by the difference in outward relaxation, where
the surface corrugation is larger for Bi/Ag(111). Ongoing structural determinations of
both surface alloys seem to support this hypothesis.
The proposed spin structure of the surface alloy surface states, consisting of tangential
spin polarization vectors in accord with the Rashba model, has been confirmed by spin
resolved ARPES[4]. Using the two-step fitting routine described in section 4 it could be
verified that the bands are fully polarised. Further, the spin polarization vector could
be determined also for strongly overlapping bands where the polarization spectra and
spin resolved spectra are hard to interpret. This is exemplified by the momentum dis-
tribution curve (MDC) shown in Fig. 6(a) obtained for a measurement almost exactly
through the crossing point of the surface state bands of Bi/Ag(111); Eb = 0.4 eV. In the
spin integrated data only three peaks can be discerned and the y-polarization spectrum
shows a variety of oscillations. The data analysis, however, clearly indicates that the
main features are formed by four bands with alternating spin orientation and that the
asymmetry around normal emission is induced by different intensities of the spin up and
down features. The inset in the right panel of Fig. 6(a) shows the x and y component
of the spin polarization vector on the circle and the out-of-plane component on the
half-circle. The symbols represent which band the polarization vector applies to, and
correspond to the symbols of the bands in the left panel.
At around k|| = −0.25 A˚−1 a small peak in the out-of-plane (z) polarization can be ob-
served which disperses with binding energy; for Eb = 0.9 eV, k|| = −0.35 A˚−1 [4]. A more
detailed analysis indicated that this z-polarization is caused by a px,y derived band. This
out-of-plane polarization component, which has also been predicted by theory[61, 62],
can in a first approach be understood based on simple geometrical arguments. The px,y
bands are more sensitive to the in-plane asymmetry or potential gradient and just like
a potential gradient along the z-direction will cause a y-polarization for states prop-
agating along the x-direction, a potential gradient along the y-direction will cause an
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out-of-plane polarization component. For a more detailed description one has to con-
sider the mixing of the wave functions and their spatial distribution[56], but this goes
beyond the scope of this review.
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Figure 6. (a) Spin resolved MDC for Bi/Ag(111) at a binding energy of 0.4 eV and a
photon energy of 23 eV. The left panel shows the spin integrated data with the peaks
used for fitting. The right panel shows the measured and fitted polarization spectra
based on the spin polarization vectors in the inset. (b) Out-of-plane spin polarization
as a function of azimuthal angle for Pb/Ag(111). Based on further data it can be
determined that the spin polarization vector oscillates as shown in the inset. From
Ref. [4].
For Pb/Ag(111) the spin structure is very similar to that of Bi/Ag(111), just with
a smaller Rashba splitting. Also the out-of-plane component of the polarization of the
px,y bands has the comparable value of around 50
◦[4]. In order to obey time-inversion
symmetry for this spin component a six-fold spin symmetry is not possible, and a
three-fold symmetry is expected. That the out-of-plane spin polarization is coupled
to the crystal lattice can be verified by the dependence on azimuthal angle or crystal
orientation. In Fig. 6(b) the measured z-polarization is displayed as a function of crystal
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orientation‡. In this measurement the polar detection angle and kinetic energy are kept
constant while rotating the azimuthal angle. Although the same state is continuously
probed, the measurement does not follow the details of the constant energy surface
because this is not perfectly circular. The out-of-plane polarization is zero along the Γ¯K¯
direction and reaches maxima with opposite sign in the adjacent Γ¯M¯ directions. That
the polarization has to change sign can be understood from the three-fold symmetry of
the surface combined with time reversal symmetry; the spin polarization vector has to
be opposite for opposite k-vectors and on a three-fold symmetric surface a 180◦ rotation
is the same as a 60◦ rotation. Consequently, the out-of-plane polarization has to become
zero in between, i.e. along the Γ¯K¯ direction.
The measurement shown in Fig. 6(b) does not intersect the bands of interest, it is
therefore not possible to apply the two-step fitting routine to this data. The solid
line is purely a fit to show the sinusoidal change in polarization. Based solely on this
azimuthal dependency of the measured z-polarization, it is not possible to determine
what actually happens with the spin polarization vector for different crystal directions.
Because the x and y components of the polarization are partly overshadowed by adjacent
bands, one could easily conclude that the out-of-plane part of the polarization changes
and that the in-plane parts stay the same. This would mean that the length of the
polarization vector changes with the crystal direction. However, applying the two-step
fitting routine of section 4 to a spin resolved MDC measured along the Γ¯K¯ direction
shows that the length of the vector is conserved and that the in-plane components thus
slightly increase. This means that the spin polarization vector of the px,y bands has unit
length and rotates in and out of the surface plane with crystallographic orientation, as
indicated in the inset of Fig. 6(b).
The large, and therefore easily detectable spin-orbit effects make Bi/Ag(111) and
Pb/Ag(111) ideal model Rashba systems. The detailed verification of theoretical models
described above is a nice example of this. The similarity of the atomic structure of both
systems, yields an additional free parameter in the study of these systems, namely the
intermixing of Pb and Bi. Using spin-integrated ARPES Ast and co-workers have found
that the band filling and Rashba splitting can be almost linearly tuned by intermixing Pb
and Bi on Ag(111)[63]. In LEED or in ARPES no additional periodicity or superposition
of the Bi and Pb induced band structures is observed. This indicates that Pb and Bi
are not separating into domains and that the intermixing is purely random. The spin
resolved measurements on this system which are reproduced in Fig. 7(a,b) show that,
although the splitting is reduced compared to Bi/Ag(111), this additional disorder does
not influence the spin structure[64]. Using the vectorial spin analysis routine it was
found that the bands are still fully spin polarised and that the polarization vector can
still be described by Eq. 12.
In the BixPb(1−x)/Ag(111) mixed surface alloys the band filling can be tuned such that
between x ≈ 0.5 and x ≈ 0.7 the Fermi level lies between the crossing point of the Rashba
‡ Note that in Ref. [4] the Γ¯M¯ and the Γ¯K¯ directions have mistakenly been interchanged.
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split bands and their apex[64]. This region is of special interest because if the simple
Rashba model holds, here the density of states (DOS) ν(EF) shows a one-dimensional
Van Hove singularity ν(EF) ∼ (E0 − EF)−1/2 in the limit EF → E0, which can also be
detected by scanning tunnelling spectroscopy (STS)[65]. Bringing this singularity to the
Fermi level is expected to have profound influence on the electron-phonon interaction[66]
and, for relevant systems, on the superconducting transition temperature[67]. Fig. 7(b)
shows a spin resolved MDC for Bi0.6Pb0.4/Ag(111) at the Fermi energy[64], which is
cutting exactly through this region. A detailed analysis shows that this data can only
be understood by assuming that the spin polarization vectors of the two bands on one
side of normal emission are parallel (see inset in Fig. 7(b)). The simple Rashba model
described in section 3 thus holds also for these more complex systems with all the
consequences which can be drawn from it.
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Figure 7. Spin resolved ARPES data of BixPb1−x/Ag(111) for (a) x = 0.5 at a
binding energy of 0.45 eV and (b) x = 0.6 at a binding energy of 50 meV. (top)
Total spin integrated intensity (circles) and spin-resolved intensity curves projected on
the y-axis of a MDC along Γ¯K¯. (bottom) are the corresponding measured (symbols)
and fitted (solid lines) spin polarization data. (Inset in b) Schematically drawn Fermi
surface spin texture for x = 0.6. (b) is partly from Ref. [64].
The unconventional spin texture of two concentric circles with the same spin rota-
tion direction, might naively appear to be an ideal spin filter; all electrons with positive
momentum have the same spin, which is opposite to the spin of the electrons with neg-
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ative momentum. However in particle transport it is the group velocity and not the
phase velocity which determines the direction of motion. This group velocity is, also in
this energy range, the same for electrons with opposite spin orientation. The prereq-
uisites for the spin field effect transistor proposed by Datta and Das[33] are therefore
present over the full energy range of the bands. One special exception is the situation
when the crossing point of the Rashba-split bands is exactly at the Fermi level. In this
configuration the density of states of the inner branch becomes zero and a significant
spin filter effect can be expected[68, 64].
Recently a spin topology with circles with identical spin-rotation direction have been pre-
dicted for the related long range ordered surface alloy of Bi/Cu(111)(
√
3×√3)R30◦[69].
In this system it is predicted that the spin orientation of the unoccupied px,y states
is switched for the inner branch due to hybridization effects. Because these states are
unoccupied it is unfortunately not possible to access them with SARPES, but because
hybridization is a fundamental effect, the verification of this prediction through SARPES
might be possible for related systems.
The surface alloy formed by 1/3 of a monolayer of Sb on Ag(111) is very similar to
the Bi/Ag(111) and Pb/Ag(111) surface alloys, but the second layer stacking and the
surface corrugation are different[70, 71]. High resolution ARPES measurements on this
system could not reveal a splitting of the bands, although theory does suggest that
the spz bands should show a small splittling[72]. It is currently not clear whether this
reduction of the Rashba-type effect is due to the lower spin orbit coupling in the Sb
compared to Bi and Pb, or due to the smaller surface corrugation and hcp stacking
fault. SARPES measurements should be able to measure this splitting and thereby help
to elucidate the size of the Rashba effect in Sb/Ag(111).
5.2. Spin splitting of quantum well states in thin metal films
In recent years Rashba-type effects in thin metal films have gained increasing interest,
primarily because of the more likely compatibility with technological applications. The
reason for this better compatibility is twofold; firstly, thin metal films can easily be
grown on a variety of semiconductor substrates. Large Z materials are in light of the
Rashba effect most applicable and Pb and Bi have been grown in atomically flat layers on
Si(111)[73, 74]. Pb layers have also successfully been grown on graphene[75], showing a
compatibility to the emerging carbon based technology[76]. Secondly, effects occurring
in thin metal films are more robust against surface contamination and manipulation
than in the previously described surface states.
The electronic structure in thin metal films is dominated by so-called quantum well
states (QWS), which are standing electron waves between the substrate/metal interface
and the metal/vacuum interface that can form when the film thickness becomes
comparable to the electron coherence length[77]. These QWS have been observed
with different techniques, ranging from tunnelling conductance and scanning tunnelling
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spectroscopy to ARPES, in a variety of systems. Because of the dependence of the energy
levels on the exact layer thickness, the density of states at the Fermi level also oscillates
with thickness. As a result it has been found that many macroscopic properties, such as
the growth morphology[78, 79], work function[80], surface reactivity[81], the magnitude
and sign of the Hall coefficient[82], and the superconducting transition temperature[83]
significantly change when the coverage is increased with just a single monolayer. One can
envisage to use this coverage dependence to design systems with the required physical
properties, and to study the interaction and inter-dependence of several properties.
In the in-plane direction the QWS typically experience no confinement, and the band
structure shows a free electron like dispersion. In a first approximation the QWS can
thus similarly to surface states be regarded as a two-dimensional electron gas and
the theoretical description for Rashba-type effects given in Section 3 can be applied.
However, as will be explained below, the situation for QWS is more complex due to
the larger spatial extension of the wave function and the influence of the substrate. In
general, two kinds of spin splitting of QWS in thin metal films can be distinguished;
an intrinsic Rashba-type effect similar to what is found for surface states and in
semiconductor heterostructures, and alternatively due to interaction with surface or
interface states. In order to explore the difference between these two effects we will first
discuss the latter.
Using spin integrated ARPES a first suggestion for the spin splitting of QWS was found
in Mg on W(110)[84, 85]. Based on the large atomic mass of W, it was argued that the
spin orbit interaction occurred at the Mg/W interface and that therefore the splitting
decreases as a function of thickness. In a control experiment of Mg on the lighter
Mo(110)[86] this interpretation was later refuted and the origin of the band splitting
was identified as a hybridization with the substrate surface state, which does not result
in spin polarised bands. The possibility of spin split QWS did however stimulate the
search for other systems where the states could be spin polarised through interaction
with the substrate. For 1 ML of Au on W(110) such a system was found, where the spin
polarization of the QWS away from the substrate bands was verified by SARPES[87].
When thin Ag films are grown on the same substrate, the spin splitting of the QWS
is very similar as for the case of Au films. Taking the much lower atomic mass of
Ag compared to Au into account, this clearly indicates that the spin-orbit interaction
responsible for the spin splitting in this system, does not occur in the overlayer. If on
the other hand thin Ag or Au films are grown on a Mo(110) substrate, the QWS show
no measurable spin splitting. These permutations of light and heavy substrates and
overlayer materials, allow for an insight into the origin of the spin splitting; the authors
suggest that a spin dependent hybridization with the spin-split substrate states allows
the QWS to acquire a spin polarization. As described before, the Rashba parameter can
be obtained from the slope of the energy splitting as a function of in-plane momentum.
If this analysis is applied to the data for 1 ML of Au on W(110) one obtains a negative
Rashba parameter (Fig. 8(a)), which has no clear physical meaning in this case and can
not be interpreted as a reversal of the spin direction. Moreover, the spin splitting does
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not seem to disappear at the centre of the SBZ, although this is hard to interpret due to
the strong overlap with the substrate bulk bands. This observation supports the notion
that for this system the spin splitting is not due to a Rashba type effect but caused by
the interaction with the substrate band structure.
In a follow-up experiment by the same group, on thicker (1 - 9 ML) Au and Ag films
on W(110), it was found that the spin splitting of the QWS can also be observed for
coverages larger than 1 ML[88], see Fig. 8(b). For the presented data there seems to be
no clear dependence of the spin splitting on the coverage; the splitting of the highest
occupied QWS of a 4 ML thick film is smaller than for the 1 ML or 5 ML thick films.
Furthermore is the splitting for the Ag QWS slightly larger than for the Au QWS for
almost all coverages, as shown in Fig. 8(c), which refutes an explanation of the spin
splitting by a Rashba-type effect in the film itself. In contrast to the results for the
single ML of Au or Ag on W(110) the Rashba parameter is positive for the thicker
films, as shown in Fig. 8(a). A linear extrapolation of the band splitting to k|| = 0
yield for most QWS a negative splitting, which can not be explained by a Rashba-type
effect where the splitting should go to zero. The authors explain the spin polarization
of the QWS by the Bragg reflection at the interface. It is argued that similarly to
the situation in spin-polarised LEED[9], the electrons obtain a spin polarization due
to the reflection of the W(110) substrate, this polarization is then enhanced due to the
multiple scattering events that the electrons experience in the quantum cavity. This can
be interpreted as a spin dependend hybridization of the QWS with the band structure
of the substrate. A close examination of the spin resolved spectra indicates that the
spin splitting vanishes when the QWS cross the surface-projected W(110) band gap; i.e.
the QWS are only spin split when they are inside this gap. It would be interesting to
plot the band splitting as a function of k|| and binding energy and thus indirectly as a
function of the distance to the projected band edge, since the data seem to indicate that
the splitting is largest when the QWS is furthest away from this edge. It would therefore
seem reasonable that similarly as for a single ML of Au or Ag, the spin splitting in Au
and Ag QWS on W(110) can be explained through a hybridization with the surface
states of the substrate.
A strong hybridization between QWS and surface states has also been observed
by spin integrated ARPES for a
√
3 × √3 reconstruction of Bi on thin Ag layers on
Si(111)[89, 90], although the result of this hybridization is different. The crystal and
electronic structure of the surface are very similar to the surface alloys described in
Section 5.1, including the Rashba-type spin splitting of the bands. Unlike for the
previously described surface alloys, the
√
3 × √3 reconstruction is not formed on a
bulk Ag(111) crystal, but on thin Ag films grown on Si(111). These thin films contain
well defined QWS with a free electron like character[91]. At the crossing points of the
upward dispersing QWS and the downward dispersing surface alloy deduced surface
states, the bands can hybridise and gaps open up. This effect is similar to what has
been observed at the crossing point of QWS and substrate bands in Al/Si(111)[92] and
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Figure 8. (a) Energy splitting in Au QWS on W(110) as a function of k|| and
coverage. (b) Spin resolved spectra for several coverages of Au on W(110) at -7◦ of
normal emission, obtained at hν = 50 eV. (c) Ratio of the energy splitting in Ag and
Au QWS on W(110) as a function of coverage. From Ref. [88].
other systems. However, since the surface states are spin polarised, only the electrons
in the QWS with the same spin direction can hybridise with them. The other spin
direction will not be affected and the bands continue in the hybridization gap. This
results in a momentum and energy dependent spin polarization of the QWS. Since the
binding energy of the QWS can be varied through the exact layer thickness, the energy
and in-plane momentum of the spin gaps can also be varied accordingly. At the moment
no SARPES data has been published of this system that can verify these observations,
partly due to the required high energy and angle resolution also in spin resolved mode.
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In the systems described above, the spin polarization in non-magnetic thin metal films is
due to an interaction between the QWS and the surface or interface states. Let us now
turn to systems where a Rashba-type effect and the corresponding spin-orbit coupling
occur in the thin films itself. Just as surface states, QWS are standing waves confined
between the substrate and the image potential that have a free electron like in-plane
dispersion. In some models QWS are therefore regarded as surface states in the bulk
of the film, or surface states are regarded as zero thickness QWS[27, 93]. One would
therefore expect that for an asymmetric quantum well, such as is typically the case
for realistic systems, the QWS would show a Rashba-type spin splitting. Using spin
integrated ARPES no spin splitting has been found for QWS in Pb[73, 94, 95, 75] and
Bi[74] layers, where due to the high atomic mass the splitting is expected to be sizeable.
As a reason for the absence of this spin splitting, it was suggested that the charge
density in the QWS is located too far away from the surface or interface to experience the
potential gradient[74, 96] or to the idea that QWS are standing waves and that therefore
a similar argument as for the fact that it not possible to observe a Rashba effect with
scanning tunnelling spectroscopy should apply[30]. Recent SARPES measurements on
QWS in thin Bi films show that the spin polarization of the surface states is reduced
when they transform into QWS close to the zone boundary[53]. Simultaneously the
charge is distributed further away from the borders of the film. This seems to support
the first explanation, although the spin resolution in Ref. [53] is rather limited because
of the type of Mott detector which is used as is discussed in Section 2. The second
explanation can not be entirely correct because also surface states are standing waves
in the direction perpendicular to the surface and here clear spin splittings have been
observed. The argumentation of Petersen and Hedeg˚ard[30] only applies to standing
waves along the k-direction where also the momentum splitting should occur.
However, a more likely reason that no spin-split QWS were observed in these
experiments is due to the fact that the splitting is too small to be measured with high
resolution spin-integrated ARPES, and that also in a spin resolved measurement one
needs very high spin resolution. In Fig. 9 SARPES spectra for 8 and 10 ML thick Pb
films on Si(111) are shown[5]. Characteristic for this system are the almost perfect layer-
by-layer growth at low temperatures[95] and the high effective mass of the QWS around
the zone centre[97], which can be explained by a reduced overlap of the 6pz orbitals[98].
In the polarization curves of Fig. 9(a,b), a polarization signal can be observed with a
magnitude of less than 10%. It should be noted that this is clearly within the statistical
noise of Ref. [53], which would explain why no spin-splitting of the Bi QWS is observed
in this work. Using the two-step analysis routine described in section 4, one can fit
the data with two fully polarised bands with opposite spin polarization vectors. At
ky = −0.08 A˚−1 the splitting between the two bands is 12 meV for the 8 ML thick film.
The exact binding energy of a QWS depends on the local boundary conditions[99]. It
is therefore fair to assume that the intrinsic linewidth of the QWS will not be below 20
meV, and thus larger as the splitting. This means that even with perfect instrumental
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Figure 9. (a) and (b) SARPES data for an 8 ML thick Pb layer on Si(111)
√
3 at
ky = −0.08 A˚−1 and kx = 0. (a) Measured (open circles) and modelled (solid line) spin
polarization in the x-direction of the sample. (b) Measured spin polarization along the
y (blue circles) and z (green diamonds) direction of the sample. (c) Measured (symbols)
and fitted (solid line) polarization spectra for a 10 ML thick Pb film at ky = 0. The
lower panel plots the energy splitting as a function of kx. (d) Measured (red diamonds)
and calculated (blue crosses) spin splitting as function of coverage at ky = −0.08 A˚−1
and kx = 0, the blue circles show the intuitively expected 1/thickness dependence.
From Ref. [5].
resolution and without thermal broadening it will not be possible to resolve the two spin
split lines in spin integrated ARPES.
As can be seen in the series of polarization spectra in Fig. 9(c) the splitting disappears
and then changes sign when going through the centre of the SBZ, as is expected
from an intrinsic Rashba-type spin-orbit splitting. Correspondingly the deduced energy
difference of the QWS shows a linear dependence on k|| and goes to zero when k|| = 0.
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From Eq. 10 for a Rashba system it can be deduced that
αR =
E+(k)− E−(k)
2k
. (15)
The Rashba parameter can thus be obtained by taking half the slope of the energy
splitting versus in-plane momentum. This yields a value of αR = 0.04 ± 0.005 eV A˚
for the 10 ML thick Pb film. This is comparable to the value of 0.07 eV A˚ found for
the Rashba effect in InGaAs/InAlAs heterostructures[35], but smaller than the value of
0.33 eV A˚ for the Au(111) surface state[39]. The momentum splitting obtained from
this value is k0 = 0.035 ± 0.002 A˚−1, compared to 0.012 A˚−1 for the semiconductor
heterostructures and 0.028 A˚−1 for Au(111). This means that although the Rashba
parameter in thin Pb films on Si(111) is small compared to the surface states discussed
in sections 3 and 5.1, the momentum splitting is large enough to have technological
relevance.
Apart from being the first observation of an intrinsic Rashba-type effect in metallic
QWS, there are two more striking results for the spin splitting of QWS in Pb/Si(111).
The first is that the magnitude of the splitting shows no strong dependence on the layer
thickness for coverages at least up to 22 ML. As can be seen in Fig. 9(d) the band
splitting at k ≈ 0.1 A˚−1 varies between 11 and 15 meV for coverages between 6 and
22 ML, and shows no clear decaying trend as a function of coverage. Furthermore,
the spin direction is reversed compared to the Au(111) surface state. Both of these
unconventional observations can be explained through the origin of the Rashba type
spin-orbit splitting in the Pb films.
The integral of the wave function throughout the quantum well has to sum up to unity,
which means that the amplitude of the wave function decreases as a function of coverage.
If for the Rashba Hamiltonian the amplitude of the wave function decreases, this means
that also the spin splitting will decrease. If the spin splitting of Pb QWS would be
purely an effect occurring at the interfaces, the spin splitting would decrease inversly
proportional to the thickness. As will be explained below, the spin-orbit interaction
occurs throughout the layer and the measured spin splitting is the nett effect integrated
over the full thickness which can compensate the decrease in amplitude of the wave
function.
On a microscopic scale the Rashba effect can be understood through the local
distribution of the wave function around an atom and the non-zero l•s coupling resulting
from this[52]. For a propagating wave the temporal average of this spin-orbit coupling is
zero and therefore the Rashba effect can only be observed for standing waves such as for
example surface states. As explained above, QWS can be regarded as standing electron
waves between the two boundaries of the film. In the case of symmetric boundary
conditions the wave function inside the quantum well will look like Fig. 10(a). One can
see that around most Pb atoms the wave function distribution is not symmetric and one
obtains a local Rashba effect. On the other hand, due to the symmetry of the complete
wave function in the well, there is always the exact opposite situation on the other side
of the well, producing en equal but opposite local Rashba effect. In a photoemission
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experiment one measures the sum of all these effects which in this case will be zero.
For many systems and also for the Pb films discussed here, the two boundaries of the
quantum well are not the same and the wave function will penetrate the two boundaries
to a different extent. As a result the mirror symmetry of the wave function around the
centre of the layer is lost and the local Rashba effects no longer cancel. In Fig. 10(b)
the calculated wave function and the resulting local Rashba splitting are shown for the
n = 1 and n = 14 QWS in a 10 ML thick Pb film on Si(111) at k|| = 0.1 A˚−1. This local
Rashba splitting for each layer has been calculated by turning the spin-orbit interaction
off for all other layers. Due to the reciprocal influence of the spin-orbit coupling on
the exact shape of the wave function this is of course not a very exact method and the
net Rashba effect obtained by adding all the local Rashba effects does not necessarily
correspond to what is found when considering the full system. One does, however,
directly see the oscillations in the spin splitting for each layer and the loss of mirror
symmetry around the centre of the layer.
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Figure 10. (a) Wave function distribution for a symmetric quantum well state with
quantum number n = 1. (b) Wave function distribution calculated for n = 1 and
n = 14 QWS in Pb on Si(111) at k = 0.1Γ¯K¯ and the local Rashba effect at each
atomic layer. The blue lines indicate the position of the atomic planes.
The small measured spin splitting can be explained as a result of these competing
effects, in contrast to the situation for a single crystal surface state where the contri-
butions of the top layers all have the same sign. Similarly one can understand the
change in spin direction compared to single crystal surface states as a nett shift of the
wave function towards the substrate; i.e. the phase shift at the Pb/Si interface is larger
than at the Pb/vacuum interface. This means that in principle a control of the spin
splitting and direction can be achieved through a variation of the phase shift at the
metal/substrate interface[100, 101].
To conclude, the small spin splitting, the change in spin direction and the constant spin
splitting as a function of coverage for Pb QWS on Si(111) can be explained through
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a careful analysis of the local wave function asymmetries and the resulting spin-orbit
coupling.
5.3. Spin effects in graphene and topological metals
Graphene, a single layer of graphite, has recently attracted a lot of attention because of
its potential applications for a new generation of electronics[102]. Further it has been
suggested that spin effects might play an important role in graphene[103], although
later it has been suggested that the intrinsic spin-orbit coupling in graphene might be
too small to measure any such effects[104]. Given the unique electronic properties of
graphene, it is of interest to induce a spin splitting of the bands.
Using spin-integrated ARPES a shift of 225 meV of the graphene pi-band binding energy
was found for different magnetization directions in epitaxial graphene on Ni(111)[105].
This shift has been attributed to a Rashba-type spin-orbit coupling which becomes
visible also in spin integrated ARPES due to the exchange splitting in the Ni(111)
substrate. SARPES measurements on the same system could not verify a Rashba type
effect with similar magnitude or above the detection limit of about 50 meV[106]. Also
in the related system of graphene on Co(111) a spin polarization of the graphene pi-
bands could not be observed[106]. It should be noted that due to the limited resolution
in these experiments, it is not possible to say whether a small spin splitting might be
present or not. The large energy shift reported in Ref. [105] however seems not to be
due to a Rashba-type effect and its origin remains unclear.
Although a spin splitting in graphene grown on ferromagnetic substrates has so far not
been verified by SARPES, a small Rashba-type effect has been reported in quasi free-
standing graphene on a monolayer of Au on Ni(111)[107]. This data is reproduced in
Fig. 11(a), the splitting is only 13 meV and is hardly visible above the measurement
noise. A clear dependence of the splitting on the in-plane momentum can therefore not
be distinguished. Keeping in mind that the K-point is not a time reversal protected
point, and the bands therefore do not have to become degenerate here, the result of a
Rashba-type spin splitting could look like what is shown in Fig. 11(b). Note that the
gap opening suggested here is markedly different from the case of bilayer graphene[108],
in the latter case the bands are still degenerate. Although at first instance it seems like
a gap has opened up for only one spin direction, which would make graphene magnetic,
this is not the case; both spin directions are still in balance at the Fermi level. In this
case the energy splitting of the bands would show a behaviour as sketched in Fig. 11(c)
as a function of in-plane momentum. Around the bottom of the band the band splitting
increases linearly and levels off around the Fermi level at a value determined by the slope
of the bands and the momentum spacing. Given the fact that these states are located
around the K-point, spin frustration effects could occur, such as recently reported for
Tl/Si(111)[34]. Measurements to determine the exact spin orientation around the K-
point in graphene are on the verge of what is possible nowadays with spin resolved
31
ARPES.
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Figure 11. (a) Spin resolved spectra for Au intercalated graphene/Ni(111) obtained
at different k||. The spectra are aligned in momentum to their maxima. From
Ref. [107]. (b) Proposed spin resolved band structure of graphene around the K-point.
(c) Proposed dependency of the Rashba energy splitting as a function of momentum
for graphene.
In most of the systems described above, the Rashba effect resulted in a pair of
bands that either both cross the Fermi level or both are fully (un)occupied, an example
of this trivial topology is given in Fig. 12(a). If the surface states with different spin
directions recombine with either the occupied or unoccupied part of the bulk band
structure, the number of surface states crossing the Fermi level will change and the
topology will become non-trivial. In Fig. 12(b) this is illustrated for the situation
where the spin up band connects to the bulk bands below the Fermi level and the spin
down band above the Fermi level. As a result there will be an odd number of spin
polarised Fermi level crossings on a straight line between Γ¯ and the next time reversal
invariant momentum. This means that there is an odd number of spin channels for a
given momentum direction. Given the fact that time inversion symmetry still holds,
the surface thus supports channels with opposite spin going in opposite directions, and
no channels with opposite spin orientation going in the same direction. Therefore an
electron would have to flip its spin when it changes direction, which is very unlikely in
the absence of magnetic impurities. As a result, the conductance is hardly influenced
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by non-magnetic impurities and one could expect a very efficient spin transport. The
graphene band structure in Fig. 11(b) is an example of this situation where only one
pair of spin polarised bands crosses the Fermi level. Many of the ideas described below
had therefore initially been described for graphene[103].
The situation described above with an odd number of Fermi crossings between Γ¯ and
the next TRIM is termed a topological metal[109, 110]. If this topological metal
forms the surface of an insulator, the whole system is called a topological insulator
which in turn forms the basis of the recently discovered quantum spin Hall effect[111].
A complete description of this effect goes beyond the scope of this review and here
the presented heuristic description should suffice. In order to determine whether a
sample has the Fermi surface topology required for the quantum spin Hall effect and
can thus accommodate dissipationless spin currents without applying a magnetic field,
spin and angle resolved photoemission is currently the best method. In the following
examples SARPES has been successfully used to show that the surface of the system is
a topological metal.
The band structure of Bi0.9Sb0.1(111) shown in Fig. 12(c) on first sight strongly
resembles the band structure of pure Bi(111), there is however one major difference that
has far reaching consequences. Due to the alloying with Sb a gap is opened up around
the Fermi level, making the bulk insulating. Because the surface states with different
spin directions connect to either the occupied or unoccupied bulk bands, the number
of Fermi crossings must become odd. Here it should be noted that spin degenerate
states should be counted twice (once for spin up, once for spin down) and that the
verification of the spin structure is thus of crucial importance. The spin resolved data
clearly indicate that all surface state bands are spin polarised and that Bi0.9Sb0.1(111)
forms a quantum spin Hall system[50].
Due to the small band gap of only 50 meV and the large number of spin polarised
bands crossing the Fermi level, Bi0.9Sb0.1(111) is a relatively weak topological insulator.
Recently a new class of materials around Bi2Se3 and Bi2Te3 has been found with a
band gap of about 0.3 eV and only a single spin polarised state crossing the Fermi
level[112, 113]. The spin structure has also been verified by SARPES measurements
and it has been found that by systematic hole-doping with Ca and NO2 the Dirac point
(crossing point of the bands) can be placed exactly at the Fermi level[114]. This can
open up a whole new realm of physics, including fault-tolerant quantum computing
through the realisation of Majorana fermions[115, 116].
In Bi0.9Sb0.1(111) and Bi2Se3 the electrons of the surface state can move in the full
two-dimensional plane of the surface, where their direction of motion is determined by
their spin. In principle the non-trivial edge states required for the quantum spin Hall
phase can be found on the N -dimensional border of a N + 1-dimensional topological
insulator. The most promising pathway to find a one-dimensional quantum spin Hall
phase would therefore seem to look at the edges of two-dimensional systems. Although
in a theoretical approach it is relatively easy to handle two dimensional systems, it is
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Figure 12. (a) Trivial topology of spin split surface states such as for example for
Au(111), with an even number of Fermi level crossings. (b) Non-trivial topology of a
topological metal or insulator with an odd number of Fermi level crossings. (c) Band
structure of Bi0.9Sb0.1(111) with five Fermi level crossings and a spin-resolved MDC
projected on the y-axis obtained at a binding energy of 25 meV. The green and purple
areas represent the bulk valence and conduction band, respectively. From Ref. [50].
hardly feasible in an photoemission experiment. On the other hand can the surface
states of vicinal samples show a strong one-dimensional behaviour[117, 118, 119]. This
opens up the possibility to look at the one-dimensional edge states of a three-dimensional
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system.
As has been shown before, pure Bi has in many aspects a very similar Fermi surface
as the topological insulators which are derived from it. Therefore results obtained for
the surface states on pure Bi vicinal surfaces can be transferred to the surface states
of vicinal topological insulators. Bi(114) forms a prime example of a one dimensional
surface on a three dimensional bulk system. The surface consists of an 56◦ miscut of the
Bi(111) surface which, together with a (1×2) reconstruction, results in one-dimensional
rows of atoms separated by 14.2 A˚[120]. Apart from the zig-zag structure of the bulk
bands, the Fermi surface consists of straight parallel lines perpendicular to the steps as
shown in Fig. 13(a). In this high resolution ARPES data the surface state appears as a
single line although all other bismuth surfaces are characterised by a large spin splitting
of the surface states[40]. The spin resolved data in Fig. 13(b,c) clearly shows that this
single line actually consists of two states with opposite spin directions. Using the two
step analysis routine described in Section 4 it is possible to accurately extract the spin
polarization vectors of these states, which are found to be tangential to the constant
energy contours. Due to the large step density it is found that the polarization vectors
have a relatively large out-of-plane component of 30◦. Furthermore the spin polarization
does not depend on where along the lines the measurement is performed, which confirms
the one-dimensional character of the states; for two-dimensional states one would expect
that the spin polarization vector would primarily lie on a circle centred around Γ¯. Within
one surface Brillouin zone, each spin direction crosses the Fermi energy once, which
clearly indicates that the surface of Bi(114) is a topological metal. It can therefore be
expected that Bi0.9Sb0.1(114) forms a topological insulator with one dimensional edge
states and is thus a good candidate for the observation of a one-dimensional quantum
spin Hall effect on surfaces.
Fig. 13(d) shows a schematic comparison between Au(111) which is the prime
example of a topologically not protected two-dimensional spin split surface state, and
Bi(114). As indicated above, the main difference is of course the number of Fermi
crossings. For Bi the outer branch of the surface state bends down again and hybridises
with the bulk bands at higher binding energy. It should be noted that although the
topology is totally different, the spin orientation of the Au(111) and Bi(114) surface
states is the same. This is directly related to the Rashba effect being the origin of the
spin splitting in both cases. Unlike for the quantum well states in Section 5.2 there are
no competing effects here and the only potential gradient is due to the surface of the
sample. A reversal of the spin direction for a topological insulator would open up a
new field of physics and can be regarded as the condensed matter equivalent of right-
handed neutrinos. Up to now only two cases of spin reversal are known, namely for one
magnetization direction in oxygen on Gd(0001)[121] and for Pb quantum well states on
Si(111)[5]. Both of these systems are topologically trivial and thus not relevant for the
quantum spin Hall effect themselves, but the obtained detailed understanding of this
spin reversal can certainly help in the conception of a right-handed topological insulator.
35
1.5
1.0
0.5
0.0
-0.5
-0.4 0.0 0.4
SBZ
k (Å-1)
k 
(Å
-1
)
-0.4
-0.2
0.0
0.2
0.4
-10 -5 0 5
Po
lar
iza
tio
n
radial (x)
tangential (y)
out of surface plane
angle o x=0 line (o)-10 -5 0 5
In
te
n
sit
y (
arb
.
 
u
n
its
)
angle o x=0 line (o)
Γ
(normal emission)
Fermi 
  line
scan direction x
y
Bi(114)Au(111)
Au(111)
Bi(114)
| >
| >
(a)
(b)
(c)
(d)
Figure 13. (a) Fermi surface of Bi(114) obtained at a photon energy of 70 eV. The
rectangle indicates the surface Brillouin zone. (b) Spin integrated intensity (black
markers) measured across the surface state in (a) and the spin resolved components
(solid lines) along the quantization axis determined from the vectorial analysis. (c)
Measured (markers) and fitted (lines) spin polarization data for the scan accross the
one dimensional surface state. (d) Comparison between the trivial surface states of
Au(111) and the non-trivial surface states of Bi(114), and a summary of the one
dimensional spin separation on the surface of Bi(114). From Ref. [120].
6. Conclusions
In many instances spin-resolved ARPES follows the results of spin-integrated ARPES,
which is mainly caused by the fact that spin-integrated experiments are faster and
easier. However, the information which is obtained with SARPES is often much richer
and allows for a deeper insight into many basic physical phenomena. Furthermore, in
some instances even ARPES experiments with the highest available resolution can not
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compete with SARPES experiments in resolving features with different spin orientations.
Given the additional spin tag, spin and angle-resolved photoemission will continue to
emerge as a powerful tool for the detection of novel spin phenomena in magnetic and
non-magnetic materials.
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