Abstract. The ambient calculus is a formalism for describing the mobility of both software and hardware. The ambient logic is a modal logic designed to specify properties of distributed and mobile computations programmed in the ambient calculus. In this paper we investigate the border between decidable and undecidable cases of model checking mobile ambients for some fragments of the ambient calculus and the ambient logic. Recently, Cardelli and Gordon presented a model-checking algorithm for a fragment of the calculus (without name restriction and without replication) against a fragment of the logic (without composition adjunct) and asked the question, whether this algorithm could be extended to include either replication in the calculus or composition adjunct in the logic. Here we answer this question negatively: it is not possible to extend the algorithm, because each of these extensions leads to undecidability of the problem. On the other hand, we extend the algorithm to the calculus with name restriction and logic with new constructs for reasoning about restricted names.
Introduction
The ambient calculus [6, 4, 2] is a process calculus for modeling mobile computations and mobile devices; one can describe the mobility of both software and hardware in this formalism. An ambient is a named cluster of running processes and nested subambients. Each computation state has a spatial structure, the tree induced by the nesting of ambients. Mobility is abstractly represented by re-arrangement of this tree: an ambient may move inside or outside other ambients.
The ambient logic [5] is a modal logic designed to specify properties of distributed and mobile computations programmed in the ambient calculus. As well as standard temporal modalities for describing the evolution of ambient processes over the time, the logic includes spatial modalities for describing the tree structure of processes. In a recent paper, Cardelli and Gordon extend the logic with the constructs for describing private names [7] . Other work on the ambient logic includes a study of the process equivalence induced by the satisfaction relation [11] and the use of spatial modalities to describe the tree structure of semistructured databases [1] .
The model-checking problem is to decide whether a given object (in our case, an ambient process) satisfies (that is, is a model of) a given formula. Cardelli and Gordon [5] give a model-checking algorithm for the fragment of the calculus in which the processes contain no replications and no dynamic name generation against a fragment
Review of the Ambient Calculus and Logic
In this section we recall the ambient calculus and logic from [6, 5, 7] .
The Ambient Calculus
The following table describes the expressions and processes of our calculus. The sets Ò´È µ and Ò´È µ of bound and free names of a given process È are defined in a usual way keeping in mind that´ Òµ and´Òµ are name binders. We identify processes up to renaming of bound names. We write È Ò Å for the substitution of the expression Å for the name Ò in the process È . The semantics of the calculus is given by the relations È É and È É. The reduction relation, È É, defines the evolution of processes over time. The structural congruence relation, È É, is an auxiliary relation used in the definition of reduction.
When we define the satisfaction relation of the modal logic in the next section, we use an auxiliary relation, the sublocation relation, È É, which holds when É is the whole interior of a top-level ambient in È . We write £ and £ for the reflexive and transitive closure of and , respectively.
Structural Congruence
Reduction È É and Sublocation È É:
When no confusion is possible, we omit the inactive process ¼; for instance, we shorten ÓÔ Ò Ò ¼ and Ñ ¼℄ as ÓÔ Ò Ò and Ñ ℄, respectively.
The Ambient Logic
We describe the formulas and satisfaction relation of the logic. This is the logic defined in [5] extended with the two revelation constructs for handling name restriction [7] . We assume that names and variables belong to two disjoint vocabularies. We write Ü Ñ for the outcome of substituting each free occurrence of the variable Ü in the formula with the name Ñ. The sets of bound and free variables of a given formula are defined in a usual way keeping in mind that is the only variable binder. There are no name binders for formulas, so all names occurring in a formula are free. We say a formula is closed if and only if it has no free variables (though it may contain free names). [5, 8] .
Intuitively, a process È satisfies the formula Ò® (read "reveal Ò then ") if it is possible to pull a restricted name from È to the top and rename it Ò and then strip off the restriction to leave a residual process that satisfies . The inverse of revelation is hiding: a process È satisfies « Ò (read "hide Ò then ") if it is possible to hide Ò in È and then satisfy .
The satisfaction relation È provides the semantics of our logic.
We use £ (everytime modality), t (everywhere modality) and Ü (universal quantification) as abbreviations for ´¦ µ, ´4 µ and ´ Ü µ, respectively.
Calculus with Replication
In this section we show that model checking for the ambient calculus with replication (but still without name restriction, and in fact without communication) against the ambient logic (without composition adjunct) is undecidable. We use here « ¬ for words in £ , for letters in and¯for the empty word. Lower-case strings (possibly with subscripts) like Ò Û ×Ø ÖØ ÛÓÖ ÓÑÔ Ö denote ambient names, while upper-case strings like ÓÒ Ø Ò Ø ÓÑÔ Ö ÏÓÖ denote processes.
Encoding of PCP.
The undecidability proof is done by a reduction of the Post correspondence problem (PCP). An instance of the problem is a set of pairs of words
The question is whether there exists a sequence of numbers
It is well-known that Post correspondence problem is undecidable [10] .
The idea of the reduction is to construct for a given instance of PCP a process È whose reduction simulates all possible concatenations of pairs of words in the instance. Then we have to only check if a process representing two equal words is reachable.
The process È is defined as the parallel composition this is done again and again. At some nondeterministically chosen point of time the process ÓÑÔ Ö activates -it stops ÓÒ Ø Ò Ø and starts comparing the two words represented by ÏÓÖ ½ and ÏÓÖ ¾ by nondeterministically choosing the letter or and trying to delete it simultaneously from both words; this is repeated until both words are empty or they start with a different letter. Clearly, the instance of PCP has a solution if and only if there exists a (nonempty) execution of the process that ends with the representation of two empty words.
The two ambients ×Ø ÖØ ½ ℄ and ×Ø ÖØ ¾ ℄ are used for synchronization -the only possible reduction is to open ×Ø ÖØ ½ ℄ and then ×Ø ÖØ ¾ ℄; after this the two ambients disappear and they will appear again only after ÓÒ Ø Ò Ø ½ and ÓÒ Ø Ò Ø ¾ finish their jobs. In this way we avoid processing two different pairs at the same time (and thus confusing different pairs during computation). We have the following theorem. It should be noticed that our proof of undecidability of model-checking the ambient calculus with replication but without private names implies that reachability via reduction for ambient processes with public names and with replication is undecidable.
Logic with Composition Adjunct
We investigate in this section the problem of model checking ambients against formulas that may contain composition adjunct. Let us first show that the model checking problem of formulas with composition adjunct subsumes the satisfiability problem of formulas without composition adjunct. 
Ù Ø
We show now that the satisfiability problem for ambient formulas (even without composition adjunct) is an undecidable problem 1 . Thus, it implies
Theorem 4.1. The model checking problem of ambient processes without replication and name restriction against formulas with composition adjunct is undecidable.
Let us consider the set of first-order formulas defined over a countable set of variables Ü Ý Þ and some relational symbols Ê ½ Ê , each of those symbols having strictly positive arity. The set of formulas is the least set such that (i) for any Ê with arity Ð, contains Ê ´Ü ½ Ü Ð µ, and (ii) for all ³ and ³ ¼ in , ³ ³ ¼ , ³ and Ü³ belong to .
Formulas from are interpreted over structures; a structure Ë over some domain is simply a set of objects of the form Ê ´ ½ Ð µ where Ê is an Ð-ary relational symbol and ½ Ð are elements of . We say that a structure Ë is finite whenever its domain is finite. A formula is said to be closed if it has no free variables. We assume wlog. that in formulas bound variables are pairwise distinct. For a formula ³ and a structure Ë with domain , a valuation is a mapping from the free variables of ³ to . A structure Ë is a model of a formula ³ under a valuation (written Ë ³) if
Theorem 4.2 (Trakhtenbrot [12]). Given a closed first-order formula ³, it is undecidable to know whether ³ admits a finite model.
With a formula ³ from we associate a formula ³℄ ℄ from the ambient logic inductively defined as follows:
Note that we identify first-order variables in formulas from with variables of the ambient logic. Therefore, free variables of ³ and ³℄ ℄ coincide.
The key idea of this encoding is to consider the parallel operator of the ambient calculus as a (multi-)set constructor. Then, the finite domain as well as the structure Ë are encoded in a straightforward way using simply ambient name for elements from and ambient names Ö for the relational symbols Ê in Ë . The proof of Lemma 4.1 can be found in the appendix. It is straightforward that Lemma 4.1 and Theorem 4.2 yield the undecidability of the satisfiability problem of the logic without composition adjunct over ambient processes without replication and name restriction. Hence, Theorem 4.1 follows.
Calculus with Name Restriction
In this section we show that the model-checking algorithm from [5] can be extended to the calculus with name restriction. Moreover, the additional logical operators introduced in [7] do not influence the decidability. We recall that, as in [5] , the logic does not contain the composition adjunct and the calculus does not contain replication.
First, we fix the representation of the processes: Using «-renaming of restricted names and the rules (Str Res Par) and (Str Res Amb) of the congruence relation, we group together all name-restriction operators by transforming every process to one of the form´ Ò ½ µ ´ Ò µÈ where every occurrence of name restriction is guarded by an action, that is every name restriction occurring in È occurs in a subprocess of the form Å È ¼ or´Òµ È ¼ with Å ¯. Formally, a process is guarded if it is of the form Ò Å È ÓÙØ Å È ÓÔ Ò Å È Ò È ´Òµ È or Å for some process È and expression Å. Note that neither a guarded process nor any of its subprocesses can be reduced (a guarded process can be reduced only if it occurs in a parallel composition with other processes) and that the sublocation relation £ does not look inside a guarded process. We separate bounded names from the unguarded part of a process using the following function × Ô Ö Ø . Recall that we assume that all bounded names are renamed apart so that they are different. Now we are ready to define our model-checking algorithm. It is an extension of the algorithms from [5, 8] to the calculus and logic with name restriction. We write for disjoint union, that is, if . We recall the assumption that all bound names in the process are renamed apart so that they are all different from each other and different from all free names occurring in the process and the formula. [7] with a reference to [9] for a proof. However, the proof from [9] cannot be applied directly, since spatial congruence from [9] is not the same as structural congruence. In particular, it does not distinguish between the processes È ½ and È ¾ from Example 5.1. On the other hand, the methods of [9] can be easily extended to the case of structural congruence.
Separating Bounded Names from a Process
× Ô Ö Ø ´È µ ¡ È if È is guarded × Ô Ö Ø ´´ ÒµÈ µ ¡ AE Ò È ¼ if × Ô Ö Ø ´È µ AE È ¼ × Ô Ö Ø ´Ò È ℄µ ¡ AE Ò È ¼ ℄ if × Ô Ö Ø ´È µ AE È ¼ × Ô Ö Ø ´È Éµ ¡ AE AE ¼ È ¼ É ¼ if × Ô Ö Ø ´È
Model-checking Algorithm
The third equivalence is a stronger version of the third Inversion Lemma (the Inversion Lemma does not mention the Ò ¾ Ò´Éµ condition), again proved in the case of spatial congruence in [9] . Again, the same methods can be used to show our stronger version in the case of structural congruence (in the general case of processes with replication the proof is not very easy, but in the absence of replication, as we have it here, it is enough to use the Inversion Lemma together with the observation that equivalent processes have the same numbers of occurrences of free names). Sketch of proof. Decidability follows from Theorem 5.1. One obtains the PSPACE upper bound by combining the above algorithm with the polynomial-size representation of processes from [8] and implementing disjunction in polynomial space, as it is done in [8] . The PSPACE lower bound is proved in [8] .
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Conclusion
We investigate in this paper borders of the decidability for model-checking mobile ambient against the ambient logic. We have started from the fragments of mobile calculus without name restriction and without replication against the logic without composition adjunct for which decidability of model-checking has been showed in [5] . We have showed that adding either replication in the calculus or composition adjunct in the logic leads to undecidability for the model-checking problem. On the other hand, we have considered the extension of the calculus with private names and the adequate operators in the logic to manipulate those names. We have proved this extension to preserve decidability of model-checking as well as the complexity of the original fragments.
A Encoding of PCP: Concatenation and Comparison of Words
A.1 Concatenation
Here we show how to rewrite ÏÓÖ ´ µ ÓÒ Ø Ò Ø ´ ¼ µ to ÏÓÖ ´ ¼ ¡ µ ×Ø ÖØ ℄. For this, we need precise definition of ÏÓÖ and ÓÒ Ø Ò Ø . For ½ ¾ we introduce fresh ambient names ÛÓÖ Ò Ú Û ; similarly, we introduce fresh names
