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HO¨RMANDER’S HYPOELLIPTIC THEOREM FOR NONLOCAL OPERATORS
ZIMO HAO, XUHUI PENG AND XICHENG ZHANG
Abstract. In this paper we show the Ho¨rmander hypoelliptic theorem for nonlocal operators
by a purely probabilistic method: the Malliavin calculus. Roughly speaking, under general
Ho¨rmander’s Lie bracket conditions, we show the regularization effect of discontinuous Le´vy
noises for possibly degenerate stochastic differential equations with jumps. To treat the large
jumps, we use the perturbation argument together with interpolation techniques and some
short time asymptotic estimates of the semigroup. As an application, we show the existence
of fundamental solutions for operator ∂t −K , where K is the nonlocal kinetic operator:
K f (x, v) := p.v
∫
Rd
( f (x, v + w) − f (x, v))κ(x, v,w)|w|d+α dw + v · ∇x f (x, v) + b(x, v) · ∇v f (x, v).
Here κ−1
0
6 κ(x, v,w) 6 κ0 belongs to C
∞
b
(R3d) and is symmetric in w, p.v. stands for the
Cauchy principal value, and b ∈ C∞
b
(R2d;Rd).
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1. Introduction
1.1 Introduction. Let A be a differential operator in Rd with smooth coefficients. Hypoel-
lipticity in the theory of PDEs means that for any distribution u and open subset U ⊂ Rd,
A u|U ∈ C∞(U) ⇒ u ∈ C∞(U).
Let A0, A1, · · ·Ad be d + 1-differential operators of first order (or vector fields) with smooth
coefficients and c a smooth function. The classical Ho¨rmander’s hypoelliptic theorem tells
us that if
V :=Lie(A1, · · · , Ad, [A0, A1], · · · , [A0, Ad])=Rd,
where [A0, Ak] := A0Ak −AkA0 is the Lie bracket, and V stands for the Lie algebra generated
by vector fields Ak, [A0, Ak], k = 1, · · · , d, then A :=
∑d
k=1 A
2
k
+ A0 + c − ∂∂t is hypoelliptic in
R
d+1 (cf. [8], [24], [7] and [13], etc.).
Consider the following Itoˆ’s type SDE
dXt = b(Xt)dt + σk(Xt)dW
k
t , X0 = x ∈ Rd, (1.1)
whereW is a d-dimensional standard Brownian motion and b, σk : R
d → Rd, k = 1, · · · , d are
C∞
b
-functions. Here and below we use Einstein’s summation convention: If an index appears
X.P. is partially supported by NSFC (No.11501195) and a Scientific Research Fund of Hunan Provincial
Education Department (No.17C0953). X.Z. is partially supported by NNSFC grant of China (No. 11731009)
and the DFG through the CRC 1283 “Taming uncertainty and profiting from randomness and low regularity in
analysis, stochastics and their applications”.
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twice in a product, then it will be summed automatically. We now define d + 1-vector fields
by
A0 :=
(
bi − 1
2
σ
j
k
∂ jσ
i
k
)
∂i, Ak := σ
i
k∂i, k = 1, · · · , d, (1.2)
where ∂i := ∂xi =
∂
∂xi
. Let µt(x, dy) be the distributional density of the unique solution Xt(x)
of SDE (1.1). By Itoˆ’s formula, one sees that in the distributional sense,
∂tµt(x, ·) =
(
1
2
A2k + A0
)∗
µt(x, ·),
where the asterisk stands for the adjoint operator. Notice that(
1
2
A2k + A0
)∗
=
1
2
A2k + Â0 + c,
where Â0 := (σ
i
k
∂ jσ
j
k
)∂i − A0 and c := ∂i∂ j(σikσ jk)/2 − divb. By Ho¨rmander’s hypoelliptic
theorem, if
V =Lie(A1, · · · , Ad, [Â0, A1], · · · , [Â0, Ad])=Rd,
then µt(x, ·) admits a smooth density (see [24]). In [14], Malliavin provides a purely proba-
bilistic proof for the above result by infinitely dimensional stochastic calculus of variations
invented by him, which is now called theMalliavin calculus (see [18]). Since then, the Malli-
avin calculus has been developed very well, and emerged in many fields such as financial,
control, filtering, and so on. Notice that in [7], Hairer presents a short and self-contained
proof for Ho¨rmander’s theorem based on Malliavin’s idea.
In this paper we are concerned with the following SDE with jumps:
dXt = b(Xt)dt + σk(Xt)dW
k
t +
∫
R
d
0
g(Xt−, z)N˜(dt, dz), X0 = x ∈ Rd, (1.3)
where Rd
0
:= Rd \ {0}, and N(dt, dz) is a Poisson random measure with intensity dtν(dz),
N˜(dt, dz) := N(dt, dz) − dtν(dz),
and ν is a symmetric Le´vy measure over Rd
0
, and b, σk : R
d → Rd, k = 1, · · · , d and g :
R
d × Rd
0
→ Rd are smooth Lipschitz functions. It is well known that SDE (1.3) admits a
unique strong solution Xt(x) for each initial value x ∈ Rd (for example, see [20]). Suppose
g(x,−z) = −g(x, z). By Itoˆ’s formula, one sees that the generator of SDE (1.3) is given by
A ϕ(x) :=
1
2
A2kϕ(x) + A0ϕ(x) + p.v.
∫
R
d
0
(
ϕ(x + g(x, z)) − ϕ(x)
)
ν(dz), (1.4)
where p.v. stands for the Cauchy principal value, and A0, Ak are defined by (1.2). More
precisely, for ϕ ∈ C∞
b
(Rd), if we define
Ttϕ(x) := Eϕ(Xt(x)), (1.5)
then
∂tTtϕ = A Ttϕ = TtA ϕ. (1.6)
The aim of this work is to show that under full Ho¨rmander’s conditions, the solution Xt(x) of
SDE (1.3) admits a smooth density.
The smoothness of the distribution density of the solutions to SDEs with jumps has been
studied extensively since Malliavin’s initiated work. In [3], Bismut put forward a simple
2
argument: Girsanov’s transformation to study the smoothness of the distribution densities
to SDEs with jumps. In [2], Bichteler, Gravereaux and Jacod give a systematic intro-
ducion for the Malliavin calculus with jumps. In [19], Picard used the difference opera-
tors to present another criterion for the smoothness of the distribution densities of Poisson
functionals, see [9] for recent development for Wiener-Poisson functionals. Under partial
Ho¨rmander’s conditions, there are also several works to study the smoothnees of degener-
ate SDEs with jumps. In [4], Cass established a Ho¨rmander’s type theorem for SDEs with
jumps by proving a Norris’ type lemma for discontinuous semimartingales. However, the
Brownian noise can not disappear. In the pure jump degenerate case, Komatsu and Takeuchi
[11, Theorem 3] introduced a quite useful estimate for discontinuous semimartingales, and
then proved a Ho¨rmander’s type theorem for SDEs with jumps. Some subsequent results
based on Komatsu-Takeuchi’s estimate are referred to [21, 12]. Unfortunately, there is a gap
in the proof of [11, Theorem 3]. We fill it up in [26] in a slightly different form (see Lemma
3.1 below). Basing on this new form of Komatsu-Takeuchi’s type estimate, we prove a
Ho¨rmander’s type theorem for pure jump SDEs with nonzero drifts in [27]. Other works
about the regularization of jump noises can be found in [1, 17, 10] and references therein.
In Malliavin’s probabilistic proof of Ho¨rmander’s hypoelliptic theorem, one of the key
steps is to show the Lp-integrability of the inverse of the Malliavin covariance matrix. In the
nondegenerate full noise case, it is relatively easy to obtain. However, under Ho¨rmander’s
Lie bracket conditions, it is a quite challenge problem. In particular, Norris [16] provides
an important estimate for general continuous semimartingales to treat this (see [18]). Now
it is usually called Norris’ lemma (see [7, Lemma 4.11] for an elegant proof), which can be
considered as a quantitative version of Doob-Meyer’s decomposition theorem. For general
discontinuous semimartingales, Komatsu-Takeuchi’s estimate should be regarded as a sub-
stitution of Norris’ lemma. We shall use it to prove a full Ho¨rmander’s theorem for SDEs
with jumps, see Theorem 1.1 below.
One of the motivations of studying nonlocal Ho¨rmander’s hypoelliptic theorem comes
from the study of spatial inhomeogenous Boltzmann’s equations. It is well known that the
linearized spatial inhomeogenous Boltzmann’s equation can be written as the following form
that involves non-local operator of fractional Laplacian type (cf. [23] and [5]):
∂t f + v · ∇x f = p.v.
∫
Rd
( f (· + w) − f (·))Kg(·,w)|w|α+d dw + f Hg, (1.7)
where f and g are functions of x, v and w, and
Kg(v,w) := 2
∫
{h·w=0}
g(v − h)|h − w|γ+1+αdh,
and
Hg(v) := 2
∫
Rd
∫
{h·w=0}
(g(v − h) − g(v − h + w)) |h − w|
γ+1+α
|w|α+d dhdw.
Here γ + α ∈ (−1, 1). Note that Kg is a symmetric kernel in w, i.e., Kg(·,w) = Kg(·,−w), and
f Hg is a zero order term in f . We shall see in Section 7 that the principal part of (1.7) can be
written as the form of (1.4).
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1.2 Main results. To make our statement of main results as simple and apparent as possible,
throughout this paper we assume that for some α ∈ (0, 2),
ν(dz) = dz/|z|d+α.
We also introduce the following assumptions about b, σk and g: for some ℓ ∈ N ∪ {∞},
(Hℓ) For any i ∈ N and j = 0, · · · , ℓ, there are Ci,Ci j > 1 such that for all x ∈ Rd and |z| < 1,
|∇ib(x)| + |∇iσk(x)| 6 Ci, |∇ix∇ jzg(x, z)| 6 Ci j|z|1− j.
Moreover, we require g(x,−z) = −g(x, z) and for some β ∈ (0, 1],
|∇zg(x, z) − ∇zg(x, 0)| 6 Cx|z|β, |z| < 1,
where Cx > 0 continuously depends on x ∈ Rd.
(Hog) It holds that infx,z∈Rd det(I + ∇xg(x, z)) > 0 and supp{g(x, ·)} ⊂ B1.
Remark 1.1. It should be kept in mind that g(x, z) = σ˜(x)z with σ˜ : Rd → Rd ⊗Rd satisfying
‖∇iσ˜‖∞ 6 Ci for i ∈ N, fullfills the assumptions about g in (Hℓ). Moreover, in order to make
(Hog) hold, one needs to assume g(x, z) = σ˜(x)z · 1|z|6δ with δ being small enough so that SDE
(1.3) defines a stochastic diffeomorphism flows in Rd.
Let A0, Ak be as in (1.2) and A˜k(x) := ∂zkg
i(x, 0)∂i. Define
V0 := {Ak, A˜k, k = 1, · · · , d},
and for j = 1, 2, · · · ,
V j :=
{
[Ak,V], [A˜k,V], [A0,V] : V ∈ V j−1, k = 1, · · · , d
}
. (1.8)
The following strong Ho¨rmander’s condition is imposed:
(Hstror) For some j0 ∈ {0} ∪ N, span{∪ j0j=0V j} = Rd at each point x ∈ Rd.
We aim to prove the following result.
Theorem 1.1. Under (H∞)+(Hog)+(H
str
or), there is a nonnegative smooth function ρt(x, y) on
(0,∞) × Rd × Rd so that
P ◦ X−1t (x)(dy) = ρt(x, y)dy,
where Xt(x) is the solution of SDE (1.3) with starting point X0(x) = x, and
∂tρt(x, y) = A ρt(·, y)(x) = A ∗ρt(x, ·)(y), lim
t↓0
ρt(x, y) = δx(dy), (1.9)
where A ∗ is the adjoint operator of A (see (1.4)), and δx is the Dirac measure concentrated
at x.
To treat the large jumps, we make the following stronger assumptions:
(H′
ℓ
) In addition to (Hℓ), we assume that ∪∞j=0V j ⊂ C∞b (Rd) and
|∇ jzg(x, z)| 6 C j|z|1− j, |z| < 1, j ∈ N0.
(Hunior ) The following uniform Ho¨rmander’s condition holds: for some j0 ∈ N0 and c0 > 0,
inf
x∈Rd
inf
|u|=1
j0∑
j=0
∑
V∈V j
|uV(x)|2 > c0. (1.10)
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Remark 1.2. In (H′
ℓ
), the drift b may be linear growth, but σ and g are bounded in x. If b is
also bounded, then for each V ∈ ∪∞
j=0
V j, it automatically holds that V ∈ C∞b (Rd).
By a perturbation argument, we can prove the following result. Since its proof is com-
pletely the same as in [26, Theorem 1.2], we omit the details.
Theorem 1.2. Let L be a bounded linear operator in Sobolev spaceWk,p(Rd) for any p > 1
and k ∈ N0. Under (H′2)+(Hog)+(Hunior ), there exists a continuous function ρt(x, y) on (0,∞) ×
R
d × Rd called fundamental solution of operator A +L with the properties that
(i) For each t > 0 and y ∈ Rd, the mapping x 7→ ρt(x, y) is smooth, and there is a γ =
γ(α, j0, d) > 0 such that for any p ∈ (1,∞), T > 0 and k ∈ N0,
‖∇kxρt(x, ·)‖p 6 Ct−(k+d)γ, ∀(t, x) ∈ (0, T ] × Rd. (1.11)
(ii) For any p ∈ (1,∞) and ϕ ∈ Lp(Rd), Ttϕ(x) :=
∫
Rd
ϕ(y)ρt(x, y)dy ∈ ∩kWk,p(Rd) satisfies
∂tTtϕ(x) = (A +L )Ttϕ(x), ∀(t, x) ∈ (0,∞) × Rd. (1.12)
The above result provides a way of treating the large jumps. In applications, we usually
take L as the large jump operator, for example,
L ϕ(x) :=
∫
|z|>δ
(
ϕ(x + z) − ϕ(x)
)
κ(x, z)ν(dz), δ > 0.
In fact, we shall apply Theorem 1.2 to the nonlocal kinetic operators in Section 7. However,
sometimes it is not easy to verify the boundedness of the large jump operator in Wk,p. The
following theorem provides part results for general SDE (1.3) without assuming (Hog), which
is still based on the perturbation argument and suitable interpolation techniques as in [26].
Theorem 1.3. Under (H′2)+(H
uni
or ) and g ∈ C∞b (Rd × Bc1), where B1 is the unit ball, there is a
nonnegative measurable function ρt(x, y) on (0,∞) × Rd × Rd so that
(i) For each t > 0 and x ∈ Rd, P ◦ X−1t (x)(dy) = ρt(x, y)dy, where Xt(x) is the solution of
SDE (1.3) with starting point X0(x) = x.
(ii) There are ε0, ϑ0, q0 and γ such that for all ε ∈ [0, ε0), ϑ ∈ [0, ϑ0) and q ∈ [1, q0),
sup
x∈Rd
‖(I − ∆)
α+ε
2
x ∆
ϑ
2
y ρt(x, ·)‖q 6 Ct−γ, t ∈ (0, 1).
(iii) If the support of g(x, ·) is contained in a ball BR for all x ∈ Rd, where R > 1, then for
any k ∈ N0, there are ϑ0, q0 and γk such that for all ϑ ∈ [0, ϑ0) and q ∈ [1, q0),
sup
x∈Rd
‖∇kx∆
ϑ
2
y ρt(x, ·)‖q 6 Ct−γk , t ∈ (0, 1).
Remark 1.3. The above (ii) implies that for any ϕ ∈ L∞(Rd),
Ttϕ(x) :=
∫
Rd
ϕ(y)ρt(x, y)dy ∈ Cα+ε,
where Cα+ε is the usual Ho¨lder space. In particular, the strong Feller property holds for Tt.
Moreover, if σk ≡ 0 and α ∈ [1, 2), then Ttϕ satisfies the following nonlocal equation in the
classical sense
∂tTtϕ = A Ttϕ, t > 0.
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1.3 Examples. Below we provide several simple examples to illustrate our results.
Example 1. (A standard nonlinear example) Let Lt be an one dimensional Le´vy process with
Le´vy measure ν(dz) = dz/|z|1+α, where α ∈ (0, 2). Consider the following SDE:
dXt = − sin(Xt)dt + cos(Xt)dLt, X0 = x.
In this case, A0 = − sin(x)∂x and A˜1 = cos(x)∂x. The generator of Xt is given by
A ϕ(x) := − sin(x)ϕ′(x) + p.v.
∫
R
(
ϕ(x + cos(x)z) − ϕ(x)
)
ν(dz).
Clearly, [A0, A˜1] = ∂x and (H
uni
or ) holds with c0 = 1 in (1.10).
Example 2. (Nonlocal Grushin’s type operator) Let Lt = (L
1
t , L
2
t ) be a two-dimensional Le´vy
process with Le´vy measure ν(dz) = 1|z|61|z|−2−αdz, where α ∈ (0, 2). Let Xt = (X1t , X2t ) solve
the following SDE:  dX
1
t = dL
1
t , X
1
0 = x1,
dX2t = X
1
t dL
2
t , X
2
0 = x2.
In this case, Ak = 0 for k = 0, 1, 2, A˜1 = ∂x1 , A˜2 = x1∂x2 , and the generator of Xt is given by
A ϕ(x) := p.v.
∫
R2
(
ϕ(x1 + z1, x2 + x1z2) − ϕ(x)
)
ν(dz).
Clearly, [A˜1, A˜2] = ∂x2 and (H
uni
or ) holds with c0 = 2 in (1.10).
Example 3. (Local and nonlocal Grushin’s type operator) Let Lt be an one-dimensional Le´vy
process with Le´vy measure ν(dz) = |z|−1−αdz, where α ∈ (0, 2) and Wt an one-dimensional
Brownian motion. Let Xt = (X
1
t , X
2
t ) solve the following SDE: dX
1
t = dLt, X
1
0 = x1,
dX2t = X
1
t dWt, X
2
0 = x2.
In this case, A0 = A1 = 0, A2 = x1∂x2 , A˜1 = ∂x1 , A˜2 = 0, and the generator of Xt is given by
A ϕ(x) :=
1
2
x21∂
2
x2
ϕ(x) + p.v.
∫
R
(
ϕ(x1 + z1, x2) − ϕ(x)
)
ν(dz1).
Clearly, [A˜1, A2] = ∂x2 and (H
uni
or ) holds with c0 = 2 in (1.10).
Example 4. (Nonlocal Kolmogorov’s type operator) Let Lt be an one-dimensional Le´vy
process with Le´vy measure ν(dz) = |z|−1−αdz, where α ∈ (0, 2). Let Xt = (X1t , X2t ) solve the
following SDE:  dX
1
t = X
2
t dt, X
1
0 = x1,
dX2t = dLt − X1t dt, X20 = x2.
In this case, A1 = A2 = 0, A0 = x2∂x1 − x1∂x2 , A˜1 = 0, A˜2 = ∂x2 , and the generator of Xt is
given by
A ϕ(x) := x2∂x1ϕ(x) − x1∂x2ϕ(x) + p.v.
∫
R
(
ϕ(x1, x2 + z2) − ϕ(x)
)
ν(dz2).
Clearly, [A0, A˜2] = ∂x1 and (H
uni
or ) holds with c0 = 2 in (1.10).
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Example 5. (Nonlocal relativistic operator) Let Lt be an one-dimensional Le´vy process with
Le´vy measure ν(dz) = |z|−1−αdz, where α ∈ (0, 2). Let Zt = (Xt,Vt) solve the following SDE: dXt = Vt/
√
1 + |Vt|2dt, X0 = x,
dVt = dLt − Xtdt, V0 = v.
In this case, A1 = A2 = 0, A0 = v/
√
1 + |v|2∂x − x∂v, A˜1 = 0, A˜2 = ∂v, and the generator of Zt
is given by
A ϕ(x, v) :=
v√
1 + |v|2
∂xϕ(x, v) − x∂vϕ(x, v) + p.v.
∫
R
(
ϕ(x, v + v′) − ϕ(x, v)
)
ν(dw).
Clearly, [A0, A˜2] = (1 + |v|2)−3/2∂x and (Hstror) holds.
1.4 Structure. This paper is organized as follows: In Section 2 we recall Bismut’s approach
to the Malliavin calculus of Wiener-Poisson functionals. In Section 3, we recall and prove
an improved Komatsu-Takeuchi’s type estimate. In Section 4, we show the key estimate of
the Laplace transform of the reduced Malliavin matrix. In Section 5, we prove Theorem 1.1.
In Section 6 we prove Theorem 1.3. Finally, in Section 7, we apply our main result to the
nonlocal kinetic operators and show the existence of smooth fundamental solutions, where
the key point is to write the nonlocal operator as the generator of an SDE. For this aim, we
need to solve a relaxed Jacobi equation.
2. Preliminaries
In this subsection, we recall some basic facts about Bismut’s approach to the Malliavin
calculus with jumps (see [22, Section 2]). Let Γ ⊂ Rd be an open set containing the origin.
We define
Γ0 := Γ \ {0}, ̺(z) := 1 ∨ d(z, Γc0)−1, (2.1)
where d(z, Γc
0
) is the distance of z to the complement of Γ0. Notice that ̺(z) =
1
|z| near 0.
Let Ω be the canonical space of all points ω = (w, µ), where
• w : [0, 1]→ Rd is a continuous function with w(0) = 0;
• µ is an integer-valued measure on [0, 1] × Γ0 with µ(A) < +∞ for any compact set
A ⊂ [0, 1] × Γ0.
Define the canonical process on Ω as follows: for ω = (w, µ),
Wt(ω) := w(t), N(ω; dt, dz) := µ(ω; dt, dz) := µ(dt, dz).
Let (Ft)t∈[0,1] be the smallest right-continuous filtration onΩ such thatW and N are optional.
In the following, we write F := F1, and endow (Ω,F ) with the unique probability measure
P such that
• W is a standard d-dimensional Brownian motion;
• N is a Poisson random measure with intensity dtν(dz), where ν(dz) = κ(z)dz with
κ ∈ C1(Γ0; (0,∞)),
∫
Γ0
(1 ∧ |z|2)κ(z)dz < +∞, |∇ log κ(z)| 6 C̺(z), (2.2)
where ̺(z) is defined by (2.1). In the following we write
N˜(dt, dz) := N(dt, dz) − dtν(dz).
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Let p > 1 and m ∈ N. We introduce the following spaces for later use.
• L1p: The space of all predictable processes: ξ : Ω× [0, 1]×Γ0 → Rm with finite norm:
‖ξ‖L1p :=
[
E
(∫ 1
0
∫
Γ0
|ξ(s, z)|ν(dz)ds
)p] 1p
+
[
E
∫ 1
0
∫
Γ0
|ξ(s, z)|pν(dz)ds
] 1
p
< ∞.
• L2p: The space of all predictable processes: ξ : Ω× [0, 1]×Γ0 → Rm with finite norm:
‖ξ‖L2p :=
E
(∫ 1
0
∫
Γ0
|ξ(s, z)|2ν(dz)ds
) p
2

1
p
+
[
E
∫ 1
0
∫
Γ0
|ξ(s, z)|pν(dz)ds
] 1
p
< ∞.
• Hp: The space of all measurable adapted processes h : Ω × [0, 1] → Rd with finite
norm:
‖h‖Hp :=
E
(∫ 1
0
|h(s)|2ds
) p
2

1
p
< +∞.
• Vp: The space of all predictable processes v : Ω× [0, 1]× Γ0 → Rd with finite norm:
‖v‖Vp := ‖∇v‖L1p + ‖v̺‖L1p < ∞,
where ̺(z) is defined by (3.7). Below we shall write
H∞− := ∩p>1Hp, V∞− := ∩p>1Vp.
• H0: The space of all bounded measurable adapted processes h : Ω × [0, 1]→ Rd.
• V0: The space of all predictable processes v : Ω×[0, 1]×Γ0 → Rd with the following
properties: (i) v and ∇zv are bounded; (ii) there exists a compact subset U ⊂ Γ0 such
that
v(t, z) = 0, ∀z < U.
• For any p > 1, V0 (resp. H0) is dense in Vp (resp. Hp).
LetC∞p (R
m) be the class of all smooth functions on Rm whose derivatives of all orders have
at most polynomial growth. Let FC∞p be the class of all Wiener-Poisson functionals on Ω
with the following form:
F(ω) = f (w(h1), · · · ,w(hm1), µ(g1), · · · , µ(gm2)), ω = (w, µ) ∈ Ω,
where f ∈ C∞p (Rm1+m2), h1, · · · , hm1 ∈ H0 and g1, · · · , gm2 ∈ V0 are non-random, and
w(hi) :=
∫ 1
0
〈hi(s), dw(s)〉Rd , µ(g j) :=
∫ 1
0
∫
Γ0
g j(s, z)µ(ds, dz).
Notice that
FC∞p is dense in ∩p>1 Lp(Ω,F , P).
For F ∈ FC∞p and Θ = (h, v) ∈ H∞− × V∞−, define
DΘF :=
m1∑
i=1
∂i f
∫ 1
0
〈h(s), hi(s)〉Rdds +
m2∑
j=1
∂ j+m1 f
∫ 1
0
∫
Γ0
∇vg j(s, z)µ(ds, dz), (2.3)
where ∇vg j(s, z) := vi(s, z)∂zig j(s, z).
We have the following integration by parts formula (cf. [22, Theorem 2.9]).
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Theorem 2.1. Let Θ = (h, v) ∈ H∞− × V∞− and p > 1. The linear operator (DΘ,FC∞p ) is
closable in Lp(Ω). The closure is denoted by (DΘ,W
1,p
Θ
(Ω)), which is a Banach space with
respect to the norm:
‖F‖Θ;1,p := ‖F‖Lp + ‖DΘF‖Lp .
Moreover, we have the following consequences:
(i) For any F ∈W1,p
Θ
(Ω), the following integration by parts formula holds:
E(DΘF) = E(Fdiv(Θ)), (2.4)
where div(Θ) is defined by
divΘ :=
∫ 1
0
〈h(s), dWs〉Rd −
∫ 1
0
∫
Γ0
div(κv)(s, z)
κ(z)
N˜(ds, dz). (2.5)
(ii) For m, k ∈ N and F = (F1, · · · , Fm) ∈ (W1,∞−Θ )m, ϕ ∈ C∞p (Rm;Rk), we have
ϕ(F) ∈ (W1,∞−
Θ
)k and DΘϕ(F) = DΘF
i∂iϕ(F). (2.6)
The following Kusuoka and Stroock’s formula is proven in [22, Proposition 2.11].
Proposition 2.1. Fix Θ = (h, v) ∈ H∞− × V∞−. Let η(ω, s, z) : Ω × [0, 1] × Γ0 → R and
f (ω, s) : Ω × [0, 1] → Rd be measurable maps and satisfy that for each (s, z) ∈ [0, 1] × Γ0,
η(s, z), f (s) ∈W1,∞−
Θ
, η(s, ·) ∈ C1(Γ0),
and s 7→ f (s),DΘ f (s) are Fs-adapted,
s 7→ η(s, z),DΘη(s, z),∇zη(s, z) are left-continuous and Fs-adapted. (2.7)
Assume that for any p > 1,
∫ 1
0
‖ f (s)‖p
Θ;1,p
ds < ∞ and
E
[
sup
s∈[0,1]
sup
z∈Γ0
( |η(s, z)|p + |DΘη(s, z)|p
(1 ∧ |z|)p + |∇zη(s, z)|
p
)]
< +∞. (2.8)
Then I1( f ) :=
∫ 1
0
f (s)dWs, I2(η) :=
∫ 1
0
∫
Γ0
η(s, z)N˜(ds, dz) ∈W1,∞−
Θ
and
DΘI1( f ) =
∫ 1
0
DΘ f (s)dWs +
∫ 1
0
f (s)h˙(s)ds,
DΘI2(η) =
∫ 1
0
∫
Γ0
DΘη(s, z)N˜(ds, dz) +
∫ 1
0
∫
Γ0
∇vη(s, z)N(ds, dz),
(2.9)
where ∇vη(s, z) := vi(s, z)∂ziη(s, z).
We also need the following Burkholder’s type inequalities (cf. [22, Lemma 2.3]).
Lemma 2.1. (i) For any p > 1, there is a constant Cp > 0 such that for any ξ ∈ L1p,
E
(
sup
t∈[0,1]
∣∣∣∣∣∣
∫ t
0
∫
Γ0
ξ(s, z)N(ds, dz)
∣∣∣∣∣∣
p)
6 Cp‖ξ‖p
L
1
p
. (2.10)
(ii) For any p > 2, there is a constant Cp > 0 such that for any ξ ∈ L2p,
E
(
sup
t∈[0,1]
∣∣∣∣∣∣
∫ t
0
∫
Γ0
ξ(s, z)N˜(ds, dz)
∣∣∣∣∣∣
p)
6 Cp‖ξ‖p
L
2
p
. (2.11)
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The following result is taken from [27, Lemma 2.5], which is stated in a slightly different
form.
Lemma 2.2. Let gs(z), ηs be two left continuous Fs-adapted processes satisfying that for
some β ∈ (0, 1],
0 6 gs(z) 6 ηs, |gs(z) − gs(0)| 6 ηs|z|β, ∀|z| 6 1, (2.12)
and for any p > 2,
E
(
sup
s∈[0,1]
|ηs|p
)
< +∞.
Let fs be a nonnegative measurable adapted process and ν(dz) = dz/|z|d+α. For any δ ∈ (0, 1)
and m > 2, there exist c2, θ ∈ (0, 1),C2 > 1 such that for all λ, p > 1 and t ∈ (0, 1),
E exp
−λ
∫ t
0
∫
R
d
0
gs(z)ζm,δ(z)N(ds, dz) − λ
∫ t
0
fsds

6 C2
(
E exp
{
−c2λθ
∫ t
0
( fs + gs(0))ds
}) 1
2
+ Cpλ
−p,
(2.13)
where ζm,δ(z) is a nonnegative smooth function with
ζm,δ(z) = |z|m, |z| 6 δ/4, ζm,δ(z) = 0, |z| > δ/2.
3. Improved Komatsu-Takeuchi’s type estimate
Let Sm be the class of all m−dimensional semi-martingales with the following form
Xt = X0 +
∫ t
0
f 0s ds +
∫ t
0
f ks dW
k
s +
∫ t
0
∫
R
d
0
gs(z)N˜(ds, dz),
where f ks , k = 0, · · · , d and gs(z) are m-dimensional predictable processes with
‖X·(ω)‖Sm := sup
s∈[0,1]
(
|Xs(ω)|2 ∨ | f 0s (ω)|2 ∨ | f ks (ω)|2 ∨ sup
z∈Rd
|gs(z, ω)|2
1 ∧ |z|2
)
< ∞ for a.a. − ω.
Here and below we use the following convention: If an index appears twice in a product,
then it will be summed automatically. For instances,∫ t
0
f ks dW
k
s :=
d∑
k=1
∫ t
0
f ks dW
k
s , | f ks (ω)|2 :=
d∑
k=1
| f ks (ω)|2.
For κ > 0, let S κm be the subclass of Sm with
‖X·(ω)‖Sm 6 κ for a.a. − ω.
We first recall the following estimates from [26, Theorem 4.2].
Lemma 3.1. For κ > 0, let (Xt)t>0 and ( f
0
t )t>0 be two semimartingales in S
κ
m with the form
Xt = X0 +
∫ t∧τ
0
( f 0s + h
δ
s)ds +
∫ t
0
f ks dW
k
s +
∫ t
0
∫
|z|6δ
gs−(z)N˜(ds, dz),
f 0t = f
0
0 +
∫ t
0
f 00s ds +
∫ t
0
f 0ks dW
k
s +
∫ t
0
∫
|z|6δ
g0s−(z)N˜(ds, dz),
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where δ ∈ (0, 1] and τ is a stopping time. Assume that for some β > 0,
|hδt |2 6 κδβ, a.s.
For any ε, δ, t ∈ (0, 1], there are positive random variables ζ1, ζ2 with Eζi 6 1, i = 1, 2 such
that almost surely
c0
∫ t
0
(
| f ks |2 +
∫
|z|6δ
|gs(z)|2ν(dz)
)
ds 6 (δ−1 + ε−1)
∫ t
0
|Xs|2ds + κδ log ζ1 + κ(ε + tδ), (3.1)
and
c1
∫ t∧τ
0
| f 0s |2ds 6 (δ−
3
2 + ε−
3
2 )
∫ t
0
|Xs|2ds + κδ
1
2 log ζ2 + κ(εδ
− 1
2 + ε
1
2 + tδ
1
2
∧β), (3.2)
where c0, c1 ∈ (0, 1) only depend on
∫
|z|61 |z|2ν(dz).
Below we show a refinement of (3.1) and [11, Lemma 5.1] for our aim.
Lemma 3.2. For κ > 0 and δ ∈ (0, 1), let (Xt)t>0 be a semi-martingale in S κm with the form
Xt = X0 +
∫ t
0
f 0s ds +
∫ t
0
f ks dW
k
s +
∫ t
0
∫
|z|6δ
gs(z)N˜(ds, dz).
For any ε, δ, t ∈ (0, 1), there is a positive random variable ζ with Eζ 6 1 such that for all
β ∈ [0, 2], it holds almost surely
c0
∫ t
0
(
| f ks |2 +
∫
|z|6δ
|gs(z)|2ν(dz)
)
ds 6 (δ−β + ε−1)
∫ t
0
|Xs|2ds + κδβ log ζ + κε, (3.3)
where c0 ∈ (0, 1) only depends on
∫
|z|61 |z|2ν(dz). In particular, if ν(dz) = dz/|z|d+α for some
α ∈ (0, 2) and
gs(z) = Γs · z + g˜s(z) with sup
s∈[0,1]
(
‖Γs‖2HS ∨ sup
|z|61
|˜gs(z)|2
|z|4
)
6 κ, a.e. − ω, (3.4)
where Γs : R+ × Rd → Rm ⊗ Rd is a matrix valued predictable process, and ‖ · ‖HS denotes
the Hilbert-Schdmit norm, then for some c0 = c0(d, α) ∈ (0, 1),
c0
∫ t
0
(
| f ks |2 + ‖Γs‖2HS
)
ds 6 δ2α−6
∫ t
0
|Xs|2ds + κδα log ζ + κδ2. (3.5)
Proof. By replacing (Xt, f
k
t , gt(z)) with (Xt, f
k
t , gt(z))/
√
κ, we may assume that
|Xt|2 ∨ | f 0t |2 ∨ | f kt |2 ∨
|gt(z)|2
1 ∧ |z|2 6 1. (3.6)
Notice that for t 6 2ε,∫ t
0
| f ks |2ds +
∫ t
0
∫
|z|6δ
|gs(z)|2ν(dz)ds 6 2ε
(
1 +
∫
|z|61
|z|2ν(dz)
)
.
This implies (3.3) with ζ ≡ 1. Below, without loss of generality, we assume t > 2ε and
m = 1. Following the proof in [11], let ρ(u) : R+ → R+ be an increasing smooth function
with
ρ(u) = u for 0 6 u < 4 and ρ(u) = 9
2
for u > 6, ρ′(u) 6 1. (3.7)
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Since ρ(u) 6 u for u > 0, letting εs := (t − ε) ∧ s − 0 ∨ (s − ε), we have
δ−β
∫ t
0
|Xs|2ds >
∫ t
0
ρ(δ−β|Xs|2)ds >
∫ t
ε
ρ(δ−β|Xs|2)ds −
∫ t−ε
0
ρ(δ−β|Xs|2)ds
=
∫ t−ε
0
ds
∫ s+ε
s
dρ(δ−β|Xr|2) =
∫ t
0
εsdρ(δ
−β|Xs|2),
where the second equality is due to Fubini’s theorem. By Itoˆ’s formula, we obtain
δ−β
∫ t
0
|Xs|2ds > 2δ−β
∫ t
0
εsρ
′
sXs f
0
s ds + δ
−β
∫ t
0
εs
{
ρ′s + 2δ
−β|Xs|2ρ′′s
}| f ks |2ds
+
{
2δ−β
∫ t
0
εsρ
′
s fs f
k
s dW
k
s +
∫ t
0
∫
|z|6δ
εs(ρ˜s(z) − ρs)N˜(ds, dz)
}
+
∫ t
0
∫
|z|6δ
εs
(
(ρ˜s(z) − ρs) − 2δ−βρ′sXsgs(z)
)
ν(dz)ds =:
4∑
i=1
Ii(t),
where ρ˜s(z) := ρ(δ
−β|Xs + gs(z)|2) and
ρs := ρ(δ
−β|Xs|2), ρ′s := ρ′(δ−β|Xs|2), ρ′′s := ρ′′(δ−β|Xs|2).
For I1(t), thanks to |εs| 6 ε, by (3.6) and (3.7) we have
|I1(t)| 6 δ−β
∫ t
0
(|Xs|2 + |εs f 0s |2)ds 6 δ−β
∫ t
0
|Xs|2ds + δ−βε2t.
For I2(t), noticing that
|εs − ε| 6 ε
{
1(0,ε)(s) + 1(t−ε,t)(s)
}
(3.8)
and
εsρ
′
s = ε + ε(ρ
′
s − 1) + (εs − ε)ρ′s > ε − εδ−β|Xs|2 − |εs − ε|, (3.9)
where we have used |ρ′(u) − 1| 6 u and |ρ′(u)| 6 1, we have
I2(t) > δ
−β
∫ t
0
εsρ
′
s| f ks |2ds − 2‖ρ′′‖∞δ−2β
∫ t
0
εs|Xs|2| f ks |2ds
> δ−β
∫ t
0
{
ε − εδ−β|Xs|2 − |εs − ε|
}
| f ks |2ds − 2‖ρ′′‖∞δ−2βε
∫ t
0
|Xs|2ds
> εδ−β
∫ t
0
| f ks |2ds − (1 + 2‖ρ′′‖∞)εδ−2β
∫ t
0
|Xs|2ds − δ−β
∫ t
0
|εs − ε|ds
= εδ−β
∫ t
0
| f ks |2ds − (1 + 2‖ρ′′‖∞)εδ−2β
∫ t
0
|Xs|2ds − 2δ−βε2.
For I3(t), noticing that
|εs(ρ˜(z) − ρ)| 6 ε
{
9 ∧ (δ−β| |Xs + gs(z)|2 − |Xs|2|)
}
,
by [26, Lemma 4.1] with R = 1
9ε
, there is a positive random variable ζ1 with Eζ1 6 1 so that
−I3(t) − 9ε log ζ1 6 2δ
−2β
9ε
∫ t
0
|εsρ′sXs|2| f ks |2ds +
2
9ε
∫ t
0
∫
|z|6δ
ε2s(ρ˜s(z) − ρs)2ν(dz)ds
12
(3.6)
6
2εδ−2β
9
[∫ t
0
|Xs|2ds +
∫ t
0
∫
|z|6δ
(|Xs + gs(z)|2 − X2s )2ν(dz)ds
]
6
2εδ−2β
9
[(
1 + 4
∫
|z|6δ
|z|2ν(dz)
) ∫ t
0
|Xs|2ds +
∫ t
0
∫
|z|6δ
|gs(z)|4ν(dz)ds
]
(3.6)
6 Cεδ−2β
∫ t
0
|Xs|2ds + 2εδ
2−2β
9
∫ t
0
∫
|z|6δ
|gs(z)|2ν(dz)ds.
For I4(t), noticing that by Taylor’s expansion for x 7→ ρ(δ−βx),
ρ(δ−β|X + g|2) − ρ(δ−β|X|2) − 2δ−βXgρ′(δ−β|X|2)
= δ−βρ′(δ−β|X|2)g2 + 1
2
δ−2βρ′′(ϑ)(2Xg + |g|2)2,
where ϑ := δ−β(r|X|2 + (1 − r)|X + g|2) for some r ∈ [0, 1], we can write
I4(t) =
δ−2β
2
∫ t
0
∫
|z|6δ
εsρ
′′(ϑs(z))(2Xsgs(z) + |gs(z)|2)2ν(dz)ds
+ δ−β
∫ t
0
∫
|z|6δ
εsρ
′
s|gs(z)|2ν(dz)ds =: I41(t) + I42(t),
where ϑs(z) := δ
−β(r|Xs|2 + (1 − r)|Xs + gs(z)|2). For I41(t), noticing that
|Xs| ∨ |gs(z)| 6 δ ⇒ ϑs(z) 6 δ−β(rδ2 + 4(1 − r)δ2) 6 4δ2−β 6 4,
in virtue of ρ′′(u) = 0 for u 6 4, by (3.6) we have
|I41(t)| = δ
−2β
2
∣∣∣∣∣∣
∫ t
0
∫
|z|6δ<|Xs |
εsρ
′′(ϑs(z))(2Xsgs(z) + |gs(z)|2)2ν(dz)ds
∣∣∣∣∣∣
6
δ−2β
2
ε‖ρ′′‖∞
(∫
|z|6δ
|z|2ν(dz)
) ∫ t
0
(3|Xs|)2ds.
For I42(t), as in the treatment of I2(t), by (3.9) we have
I42(t) > δ
−β
∫ t
0
∫
|z|6δ
{
ε − εδ−β|Xs|2 − |εs − ε|
}
|gs(z)|2ν(dz)ds
> εδ−β
∫ t
0
∫
|z|6δ
|gs(z)|2ν(dz)ds − δ−β
∫ t
0
(εδ−β|Xs|2 + |εs − ε|)ds
∫
|z|6δ
|z|2ν(dz)
> εδ−β
∫ t
0
∫
|z|6δ
|gs(z)|2ν(dz)ds −
(
εδ−2β
∫ t
0
|Xs|2ds + 2ε2δ−β
) ∫
|z|61
|z|2ν(dz).
Combining the above estimates, we get for some C > 9 only depending on
∫
|z|61 |z|2ν(dz),
δ−β
{
2 + Cεδ−β
} ∫ t
0
|Xs|2ds + 9ε log ζ1 + Cε2δ−β
> εδ−β
∫ t
0
| f ks |2ds +
(
εδ−β − 2
9
εδ2−2β
) ∫ t
0
∫
|z|6δ
|gs(z)|2ν(dz)ds,
which gives (3.3) with ζ = ζ9/C
1
by dividing both sides by Cεδ−β.
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If ν(dz) = dz/|z|d+α, then by gs(z) = Γsz + g˜s(z) and (3.4), we have∫ t
0
∫
|z|6δ
|gs(z)|2ν(dz) > 1
2
∫ t
0
∫
|z|6δ
|Γsz|2ν(dz) −
∫ t
0
∫
|z|6δ
|˜gs(z)|2ν(dz)
> cδ2−α
∫ t
0
‖Γs‖2HSds − κ
∫ t
0
∫
|z|6δ
|z|4ν(dz)
> cδ2−α
∫ t
0
‖Γs‖2HSds − Cκδ4−α,
(3.10)
where in the second inequality we have used that∫
|z|6δ
ziz jdz/|z|d+α = c1i= jδ2−α.
Substituting this into (3.3) and taking β = 2 and ε = δ4−α, we get
c0
∫ t
0
| f ks |2ds + cδ2−α
∫ t
0
‖Γs‖2HSds 6 (δα−4 + δ−2)
∫ t
0
|Xs|2ds + κδ2 log ζ + κδ4−α,
which gives (3.5) by dividing both sides by δ2−α. 
Remark 3.1. If we take β = 1 and ε = δ in (3.3), then (3.3) reduces to (3.1) with ε = δ. Here
the key point for us is the estimate (3.5), which can not be derived from (3.1).
4. Estimates of Laplace transform of reducedMalliavin matrix
The result of this section is independent of the framework in Section 2. Consider the
following SDE with jumps:
Xt = x +
∫ t
0
b(Xs)ds +
∫ t
0
σk(Xs)dW
k
s +
∫ t
0
∫
|z|<1
g(Xs−, z)N˜(ds, dz). (4.1)
It is well known that under (H1), SDE (4.1) admits a unique solution denoted by Xt = Xt(x),
and x 7→ Xt(x) are smooth. Let Jt := Jt(x) := ∇Xt(x) be the Jacobian matrix of Xt(x). It is
also well known that Jt solves the following linear matrix-valued SDE:
Jt = I +
∫ t
0
∇b(Xs)Jsds +
∫ t
0
∇σk(Xs)JsdWks +
∫ t
0
∫
|z|<1
∇xg(Xs−, z)Js−N˜(ds, dz). (4.2)
Moreover, under (Hog), the matrix Jt(x) is invertible. Let Kt := Kt(x) be the inverse matrix of
Jt(x). By Itoˆ’s formula, Kt solves the following linear matrix-valued SDE:
Kt = I −
∫ t
0
Ks
[∇b(Xs) − (∇σk)2(Xs)]ds − ∫ t
0
Ks∇σk(Xs)dWks
+
∫ t
0
∫
|z|<1
Ks−Q(Xs−, z)N˜(ds, dz) −
∫ t
0
∫
|z|<1
Ks−(Q · ∇xg)(Xs−, z)ν(dz)ds,
(4.3)
where
Q(x, z) := (I + ∇xg(x, z))−1 − I = −(I + ∇xg(x, z))−1 · ∇xg(x, z).
Below we introduce some notations for later use.
• For k = 1, · · · , d, let A0, Ak, A˜k be defined as in the introduction. For simplicity, we write
A := (A1, · · · , Ad), A˜ := (A˜1, · · · , A˜d). (4.4)
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• For a vector field V(x) := vi(x)∂i, we also identify
V := (v1, · · · , vd).
• For a smooth vector field V : Rd → Rd, define
V := [A0,V] +
1
2
[Ak, [Ak,V]],
and for δ ∈ (0, 1),
GV(x, z) := V(x + g(x, z)) − V(x) + Q(x, z)V(x + g(x, z)),
HδV(x) :=
∫
|z|6δ
[
GV(x, z) + ∇xg(x, z) · V(x) − g(x, z) · ∇V(x)
]
ν(dz).
(4.5)
• For a row vector u ∈ Rd and a smooth vector field V : Rd → Rd, define
Ht(u, x) :=
∫ t
0
|uKs(x)V(Xs(x))|2ds,
Wt(u, x) :=
∫ t
0
|uKs(x)([A,V], [A˜,V],V)(Xs(x))|2ds.
(4.6)
We need the following easy lemma.
Lemma 4.1. Let V ∈ C∞p (Rd;Rd). Under (H1) and (Hog), we have
(i) For any δ ∈ (0, 1), there are m ∈ N0 and C > 0 such that for all x ∈ Rd and |z| 6 1,
|Q(x, z)| 6 C|z|, |GV(x, z)| 6 C(1 + |x|m)|z|, |HδV(x)| 6 C(1 + |x|m).
(ii) [Ak,V], [A˜k,V],V ∈ C∞p (Rd;Rd).
(iii) ∇zGV(x, 0) = [A˜,V](x).
Proof. We only prove (iii). Let R(x, z) := (I + ∇xg(x, z))−1. Note that
GV(x, z) = R(x, z)V(x + g(x, z)) − V(x)
and
∇zGV(x, 0) = ∇zR(x, 0)V(x + g(x, 0)) + R(x, 0)∇V(x + g(x, 0))∇zg(x, 0).
Since g(x, 0) = 0, R(x, 0) = I and ∇zR(x, 0) = −∇x∇zg(x, 0), we get
∇zGV(x, 0) = ∇V(x)∇zg(x, 0) − ∇x∇zg(x, 0)V(x).
The proof is complete. 
Remark 4.1. Under (H′
1
) and V ∈ C∞
b
(Rd;Rd), the m in the above (i) can be zero.
The following lemma is standard by BDG’s inequality (see Lemma 2.1). We omit the
details.
Lemma 4.2. Under (H1) and (H
o
g), for any p > 1, we have
sup
x∈Rd
E
(
sup
t∈[0,1]
( |Xt(x)|p
1 + |x|p + |Jt(x)|
p
+ |Kt(x)|p
))
< +∞.
Now we can show the following crucial lemma.
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Lemma 4.3. Let β :=
α∧(2−α)
8
and d0 ∈ N. Under (H1) and (Hog), for any C∞p -function
V : Rd → Rd ⊗Rd0 , there exist constants c ∈ (0, 1),C > 1 such that for all δ, t ∈ (0, 1), x ∈ Rd
and p > 1,
sup
|u|=1
P
{
Ht(u, x) 6 δ
7t,Wt(u, x) > δ
βt
}
6 Cp(x)δ
p
+ Ce−cδ
−βt, (4.7)
where Ht(u, x) and Wt(u, x) are defined by (4.6). Moreover, under (H
′
1) and V ∈ C∞b , the
constant Cp(x) can be independent of x.
Proof. We divide the proof into four steps.
(1) Fixing δ ∈ (0, 1), we make the following decomposition:
Lt :=
∫ t
0
∫
|z|6δ
zN˜(ds, dz) +
∫ t
0
∫
δ<|z|<1
zN(ds, dz) =: Lδt + Lˆ
δ
t ,
where Lδ and Lˆδ are the small jump part and large jump part of L, respectively. Clearly,
Lδ· and Lˆ
δ
· are independent.
Let us fix a ca´dla´g path ~ : R+ → Rd with finitely many jumps on the finite time interval. Let
Xδt (x; ~) solve the following SDE:
Xδt (x; ~) = x +
∫ t
0
b(Xδs (x; ~))ds +
∫ t
0
Ak(X
δ
s (x; ~))dW
k
s
+
∫ t
0
∫
|z|6δ
g(Xδs−(x; ~), z)N˜(ds, dz) +
∑
0<s6t
g(Xδs−(x; ~),∆~s).
Let Kδt (x; ~) := [∇Xδt (x; ~)]−1. Clearly, by g(x,−z) = −g(x, z), we have
Xt(x) = X
δ
t (x; ~)|~=Lˆδ , Kt(x) = Kδt (x; ~)|~=Lˆδ , (4.8)
which implies that
Ht(u, x) = H
δ
t (u, x; ~)|~=Lˆδ , Wt(u, x) = W δt (u, x; ~)|~=Lˆδ, (4.9)
where for a row vector u ∈ Rd,
H
δ
t (u, x; ~) :=
∫ t
0
|uKδs (x; ~)V(Xδs (x; ~))|2ds,
W
δ
t (u, x; ~) :=
∫ t
0
|uKδs (x; ~)([A,V], [A˜,V],V)(Xδs (x; ~))|2ds.
(4.10)
(2) Below, we first consider the case ~ = 0. For simplicity, we drop the superscript δ and
write
Kt = Kt(x; 0), Xt = Xt(x; 0).
Moreover, for fixed u ∈ Rd, we introduce the following processes: for k = 1, · · · , d,
ft := uKtV(Xt), f
0
t := uKtV(Xt), ht := uKtH
δ
V(Xt),
f kt := uKt[Ak,V](Xt), gt(z) := uKt−GV(Xt−, z),
f 0kt := uKt[Ak,V](Xt), g
0
t (z) := uKt−GV(Xt−, z),
f 00t := uKt
(
[A0,V] +
1
2
[A j, [A j,V]] + H
δ
V
)
(Xt),
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where Hδ
V
andGV are defined by (4.5). Note that Kt solves the following equation (see (4.3)):
Kt = I −
∫ t
0
Ks
[∇b(Xs) − (∇Ak)2(Xs)]ds − ∫ t
0
Ks∇Ak(Xs)dWks
+
∫ t
0
∫
|z|6δ
Ks−Q(Xs−, z)N˜(ds, dz) −
∫ t
0
∫
|z|6δ
Ks−(Q · ∇xg)(Xs−, z)ν(dz)ds.
Using Itoˆ’s formula, one finds that
ft = uV(x) +
∫ t
0
( f 0s + hs)ds +
∫ t
0
f ks dW
k
s +
∫ t
0
∫
|z|6δ
gs(z)N˜(ds, dz),
f 0t = uV(x) +
∫ t
0
f 00s ds +
∫ t
0
f 0ks dW
k
s +
∫ t
0
∫
|z|6δ
g0s(z)N˜(dsdz).
(4.11)
Let Γt := uKt(∇zGV)(Xt, 0). By (iii) of Lemma 4.1, we have
Γt = uKt[A˜,V](Xt).
Since V ∈ C∞p , by Lemma 4.1, there exist an m ∈ N0 and C > 1 independent of u, x ∈ Rd
such that for all t ∈ [0, 1], |z| 6 1 and k = 0, · · · , d,
| ft| + | f kt | + | f 0kt | + ‖Γt‖HS 6 C|uKt |(1 + |Xt|m),
|gt(z)| + |g0t (z)| 6 C|uKt |(1 + |Xt|m)|z|,
|˜gt(z)| := |gt(z) − Γtz| 6 C|uKt |(1 + |Xt|m)|z|2,
(4.12)
and
|ht| 6 |uKt|
∫
|z|6δ
|HδV(Xt, z)|ν(dz)
6 C|uKt |
∫
|z|6δ
(1 + |Xt|m)|z|2ν(dz)
6 C|uKt |(1 + |Xt|m)δ2−α.
(4.13)
For γ := α∧(2−α)
4
and m being as above, define a stopping time
τ :=
{
s > 0 : |uKs|2 ∨ |Xs|2m > δ−γ/2
}
.
By (4.12) and (4.13), there exists κ0 > 0 such that for all t ∈ [0, τ), |z| 6 1 and k = 0, · · · , d
| ft|2 + | f kt |2 + | f 0kt |2 + |Γt |2 6 κ0δ−γ, |gt(z)|2 + |g0t (t)|2 6 κ0δ−γ|z|2,
|˜gt(z)|2 6 κ0δ−γ|z|4, |ht|2 6 κ0δ4−2α−γ. (4.14)
Moreover, by (4.11) we also have
ft∧τ = uV(x) +
∫ t∧τ
0
( f 0s + hs)ds +
∫ t
0
1s<τ f
k
s dW
k
s +
∫ t
0
∫
|z|6δ
1s<τgs(z)N˜(ds, dz),
f 0t∧τ = uV(x) +
∫ t
0
1s<τ f
00
s ds +
∫ t
0
1s<τ f
0k
s dW
k
s +
∫ t
0
∫
|z|6δ
1s<τg
0
s(z)N˜(dsdz).
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Fix t ∈ (0, 1). By (3.5) with κ = κ0δ−γ, there are constant c0 = c0(d, α) ∈ (0, 1) and random
variable ζ1 > 0 with Eζ1 6 1 such that
c0
∫ t∧τ
0
(| f ks |2 + ‖Γ‖2HS )ds 6 δ2α−6
∫ t
0
| fs∧τ|2ds + κ0δα−γ log ζ1 + κ0δ2−γ. (4.15)
By (3.2) with ε = δ4, κ = κ0δ
−γ and β = 4 − 2α, there are constant c1 = c1(d, α) > 0 and
random variable ζ2 > 0 with Eζ2 6 1 such that
c1
∫ t∧τ
0
| f 0s |2ds 6 2δ−6
∫ t
0
| fs∧τ|2ds + κ0δ
1
2
−γ log ζ2 + κ0δ
−γ(2δ2 + tδ
1
2
∧(4−2α)). (4.16)
Combining (4.15), (4.16) with definition (4.10), one finds that for some c2 = c2(κ0, d, α) > 0,
c2W
δ
t (u, x; 0) 6 δ
−6
H
δ
t (u, x; 0) +
1
2
log(ζδ
α−γ
1 ζ
δ
1
2
−γ
2 ) + δ
2−γ
+ tδ
1
2
∧(4−2α)−γ , t < τ.
Multiplying both sides by δ−γ and taking exponential, we obtain
1{t<τ} exp
{
c2δ
−γ
W
δ
t (u, x; 0) − δ−6−γH δt (u, x; 0)
}
6 (ζδ
α−2γ
1 ζ
δ
1
2
−2γ
2 )
1
2 eδ
2−2γ
+tδ
1
2
∧(4−2α)−2γ
.
Recalling γ =
α∧(2−α)
4
, taking expectations and by Eζ1 6 1 and Eζ2 6 1, we derive
sup
u,x∈Rd
E
(
1{t<τ} exp
{
c2δ
−γ
W
δ
t (u, x; 0) − δ−7H δt (u, x; 0)
})
6 eδ
α
+t, ∀δ, t ∈ (0, 1). (4.17)
(3) Let m be as in (4.12). We introduce the following random set for later use:
Ω
δ
t (u, x; ~) :=
{
sup
s∈[0,t]
(
|uKδs (x; ~)|2 ∨ |Xδs (x; ~)|2m
)
6 δ−γ/2
}
.
We use (4.17) to show that there is a C > 1 such that for all t, δ ∈ (0, 1) and u, x ∈ Rd,
II := E
(
1Ωδt (u,x;Lˆδ) · exp
{
c2δ
−γ
Wt(u, x) − δ−7Ht(u, x)
})
6 C. (4.18)
Let
Jut (x; ~) := 1Ωδt (u,x;~) · exp
{
c2δ
−γ
Wt(u, x; ~) − δ−7Ht(u, x; ~)
}
.
Since Ωδt (u, x; 0) ⊂ {t < τ}, by (4.17) we have
sup
u,x∈Rd
EJut (x; 0) 6 eδ
α
+t. (4.19)
Let 0 = t0 < t1 < · · · < tn 6 tn+1 = t be the jump times of ~ before time t. For j = 0, 1, · · · , n
and s ∈ [0, t j+1 − t j), noting that
Xδs+t j (x; ~) = X
δ
s (X
δ
t j
(x; ~); 0)⇒ Kδs+t j (x; ~) = Kδt j (x; ~)Kδs (Xδt j (x; ~); 0),
we have
Ωt j+1(u, x; ~) = Ωt j(u, x; ~) ∩Ωt j+1−t j
(
uKδt j(x; ~), X
δ
t j
(x; ~); 0
)
.
Thus, by the Markov property and (4.19), we have for all u, x ∈ Rd,
EJutn+1(x; ~) = E
(
Jutn(x; ~) · EJuntn+1−tn(xn; 0)|un=uKδt j (x;~),xn=Xδtn (x;~)
)
6 eδ
α
+tn+1−tnEJutn(x; ~) 6 · · · 6 enδ
α
+t.
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Now we can give a proof of (4.18). Let
Nδt :=
∑
s∈[0,t]
1|∆Lˆs |>δ, λδ :=
∫
δ<|z|<1
dz/|z|d+α.
Then Nδ is a Poisson process with intensity λδ. By the independence of L
δ and Lˆδ, we have
II
(4.9)
= EJut (x; Lˆδ) =
∞∑
n=0
E
(
EJut (x; ~)|h=Lˆδ;Nδt = n
)
6
∞∑
n=0
enδ
α
+t
P(Nδt = n) = e
t
∞∑
n=0
enδ
α (tλδ)
n
n!
e−tλδ
= et exp {(eδα − 1)λδt} 6 et exp {3δαλδ} 6 C,
where we have used that es − 1 6 3s for s ∈ (0, 1) and λδ 6 cδ−α.
(4) For any p > 1, by Chebyshev’s inequality we have
P((Ωδt (u, x; Lˆ
δ))c) = P
(
sup
s∈[0,t]
(
|uKs(x)|2 ∨ |Xs(x)|2m
)
> δ−γ/2
)
6 δpE
[
sup
s∈[0,t]
(
|uKs(x)|2 ∨ |Xs(x)|2m
)2p/γ]
6 (Cp(x) + C|u|
4p
γ )δp.
(4.20)
Therefore, for all t ∈ (0, 1), x ∈ Rd, |u| = 1 and p > 1, by (4.8), (4.20) and (4.18), we have
P
{
Ht(u, x) 6 δ
7t,Wt(u, x) > δ
γ/2t
}
6 P
(
(Ωδt (u, x; Lˆ
δ))c
)
+P
{
c2δ
−γ
Wt(u, x) − δ−7Ht(u, x) > c2δ−γ/2t − t;Ωδt (u, x; Lˆδ)
}
6 (Cp(x) +C|u|
4p
γ )δp + Cet−c2δ
−γ/2t.
We complete the proof of (4.7) by setting β =
γ
2
=
α∧(2−α)
8
.
(5) Under (H′
1
) and V ∈ C∞
b
, the m in Lemma 4.1 and (4.12) can be zero so that Cp(x) can
be independent of x. 
By a standard chain argument, we have the following lemma, which is the same in spirit
as [12, Lemma 3.1].
Lemma 4.4. Under (H1), for any n ∈ N, there is a constant Cn > 1 such that for all R > 1,
sup
|x|<R
P
(
sup
s∈[0,ε]
|Xs(x)| > CnR
)
6 Cnε
n, ∀ε ∈ (0, 1). (4.21)
Proof. Let D be the space of all ca´dla´g functions from [0, 1] to Rd. Let Px = P ◦ X−1· (x) be
the law of X·(x) in D. With a little of confusion, let X be the coordinate process over D so
that (X,Px)x∈Rd forms a family of strong Markov processes. Let τ0 = 0 and R > 1. For j ∈ N,
define
τ j := inf
{
t > τ j−1 : |Xt − Xτ j−1 | > R
}
, Lt :=
∫ t
0
∫
|z|<1
zN˜(ds, dz).
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Clearly, we have
sup
t∈[τ j−1 ,τ j)
|Xt − Xτ j−1 | 6 R, Xτ j = Xτ j− + g(Xτ j−,∆Lτ j).
Since |g(x, z)| 6 C(1 + |x|) for all x ∈ Rd and |z| < 1, we have
|Xτ j | 6 |Xτ j−| + C(1 + |Xτ j−|) 6 C1R + C2|Xτ j−1 |.
By induction method, one sees that for each j = 1, 2, · · · ,
|Xτ j | 6
(C
j
2
− 1)C1
C2 − 1
R + C
j
2
|X0| 6 CnR, |X0| 6 R,
and therefore,
sup
s∈[0,τn]
|Xs| 6 CnR, |X0| 6 R, (4.22)
which implies that {
sup
s∈[0,ε]
|Xs| > CnR
}
⊂
{
τn < ε
}
, |X0| 6 R. (4.23)
Noting that τn = τn−1 + τ1 ◦ θτn−1 , where θ· is the usual shift operator, by the strong Markov
property, we have
Px
{
τn < ε
}
= Px
{
τn < ε; τn−1 < ε
}
6 Px
{
τ1 ◦ θτn−1 < ε; τn−1 < ε
}
= Ex
(
PXτn−1
(
τ1 < ε
)
; τn−1 < ε
)
. (4.24)
On the other hand, by BDG’s inequality and the linear growth of b, σ and g, we have
Ey
(
sup
t∈[0,ε]
|Xt − X0|2
)
. Ey
(∫ ε
0
|b(Xs)|ds
)2
+ Ey
(∫ ε
0
|σ(Xs)|2ds
)
+ Ey
(∫ ε
0
∫
|z|<1
|g(Xs, z)|2ν(dz)ds
)
. ε sup
s∈[0,ε]
Ey(1 + |Xs|2) . ε(1 + |y|2).
Hence,
Py
(
τ1 < ε
)
6 Py
(
sup
t∈[0,ε]
|Xt − X0| > R
)
6 R−2Ey
(
sup
t∈[0,ε]
|Xt − X0|2
)
6 CR−2(1 + |y|2)ε.
Thus, by (4.22) and (4.24), we get for |x| < R,
Px
{
τn < ε
}
6 CR−2(1 + C2nR
2)εPx
{
τn−1 < ε
}
6 · · · 6 Cnεn.
The proof is complete by (4.23). 
Remark 4.2. Note that (4.21) can not be obtained by simple applications of Chebyshev’s
inequality. Intuitively, consider the Poisson process Nt with intensity λ. For n ∈ N, we
clearly have
P(Nt > n) = e
−λt
∞∑
k=n
(λt)k
k!
= (λt)ne−λt
∞∑
k=0
(λt)k
(k + n)!
6 (λt)n.
If we let τn be the n-th jump time of N, then {Nt > n} = {τn 6 t}.
20
We define the reduced Malliavin matrix by
Σˆt(x) :=
∫ t
0
Ks(x)
(
AA∗ + A˜A˜∗
)
(Xs(x))K
∗
s (x)ds,
where A and A˜ are defined in (4.4). Following the proof of [27, Theorem 3.3], we have
Theorem 4.1. Under (H1), (H
o
g) and (H
str
or), there exist γ = γ(α, j0) ∈ (0, 1) and constants
C2 > 1, c2 ∈ (0, 1) such that for all t ∈ (0, 1) and R, λ, p > 1,
sup
|x|<R
sup
|u|=1
E
[
exp{−λuΣˆt(x)u∗}
]
6 C2 exp{−c2tλγ} +CR,p(λt)−p,
where CR,p > 0 continuously depends on R, p.
Proof. Let A0, Ak be as in (1.2) and A˜k := ∂zkg
i(·, 0)∂i. Define
U0 := {Ak, A˜k, k = 1, · · · , d},
and for j = 1, 2, · · · ,
U j :=
{
[Ak,V], [A˜k,V], [A0,V] +
1
2
[Ai, [Ai,V]] : V ∈ U j−1, k = 1, · · · , d
}
.
Recall the definition of V j in (1.8). It is easy to see that
span{∪ j0
j=0
V j} ⊂ span{∪ j0+1j=0 U j}. (4.25)
Let γ := α ∧ (2 − α)/56 and x, u ∈ Rd with |u| = 1. For j = 0, 1, · · · , j0 + 1, define
Exj :=

∑
V∈U j
∫ t
0
|uKs(x)V(Xs(x))|2ds 6 tε7γ j
 ,
Notice that
Ex0 ⊂
(
∩ j0+1
j=0
Exj
)
∪
(
∪ j0−1
j=0
(Exj \ Exj+1)
)
and
Exj+1 =

∑
V∈U j
∫ t
0
|uKs(x)([A,V], [A˜,V],V)(Xs(x))|2ds 6 tε7γ j+1
 .
By (4.7) with V ∈ U j and δ = εγ j , we have
P(Exj \ Exj+1) 6 Cp(x)εp +C exp{−ctε−8γ
j+1}.
To estimate P(∩ j0+1
j=0
Ex
j
), note that
∩ j0+1
j=0
Exj ⊂

j0+1∑
j=0
∑
V∈U j
∫ t
0
|uKs(x)V(Xs(x))|2ds 6 t
j0+1∑
j=0
ε7γ
j

⊂

j0+1∑
j=0
∑
V∈U j
∫ t
0
|uKs(x)V(Xs(x))|2ds 6 t j0ε7γ j0+1
 . (4.26)
By (Hstror) and (4.25), for each x ∈ Rd, we have
inf
|u|=1
j0+1∑
j=0
∑
V∈U j
|uV(x)|2 > 0,
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which implies that for any κ > 1, there is a c0 > 0 such that
inf
|x|6κ
inf
|u|=1
j0+1∑
j=0
∑
V∈U j
|uV(x)|2 > c0. (4.27)
Let Cn be as in Lemma 4.4. Define stopping times
τx1 := inf{t > 0 : |Xt(x)| > CnR}, τx2 := inf{t > 0 : ‖Jt(x)‖HS > ε−7γ
j0+1/8}.
Noticing that for s < τx
2
,
ε7γ
j0+1/8
6 ‖Js(x)‖−1HS 6 |uKs(x)|,
by (4.27) with κ = CnR, we have on {τx1 > tε7γ
j0+1/4} ∩ {τx
2
> t},
j0+1∑
j=0
∑
V∈U j
∫ t
0
|uKs(x)V(Xs(x))|2ds > c0
∫ tε7γ j0+1/4
0
|uKs(x)|2ds > c0tε7γ j0+1/2.
Thus, by (4.26), we have for ε 6 ε0 small enough,(
∩ j0+1
j=0
Exj
)
∩ {τx1 > tε7γ
j0+1/4} ∩ {τx2 > t} = ∅.
On the other hand, by Lemma 4.4, we have
sup
|x|<R
P
(
τx1 6 tε
7γ j0+1/4
)
6 Cn(tε
7γ j0+1/4)n,
and by Lemma 4.2 and Chebyshev’s inequality, for any p > 1,
sup
x∈Rd
P
(
τx2 6 t
)
6 Cp(ε
7γ j0+1/8)p.
Combining the above calculations, we obtain
sup
|x|<R
P(Ex0) 6 CR,pε
p
+C exp{−ctε−8γ j0+2} + Cn(tε7γ j0+1/4)n. (4.28)
Noting that
uΣˆt(x)u
∗
=
∑
V∈U0
∫ t
0
|uKs(x)V(Xs(x))|2ds,
by (4.28) with n > 4p/(7γ j0+1), we obtain
sup
|x|<R
sup
|u|=1
P
(
uΣˆt(x)u
∗
6 tε7γ
j
)
6 CR,pε
p
+C exp{−ctε−8γ j0+1}.
The desired estimate of the Laplace transform of uΣˆt(x)u
∗ follows from this estimate (see
[27]). 
Remark 4.3. Under (H′
1
), (Hog) and (H
uni
or ), from the above proofs, one sees that CR,p can be
independent of R.
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5. Proof of Theorem 1.1
For p,R ∈ [1,∞] and ϕ ∈ C∞c (Rd), define
‖ϕ‖p;R :=
(∫
BR
|ϕ(x)|pdx
)1/p
, T 0t ϕ(x) := Eϕ(Xt(x)).
We first prepare the following lemma for later use.
Lemma 5.1. Under (H1) and (H
o
g), for any k,m ∈ N0 and R, p > 1, there exists a constant
CR = C(R, p, k) such that for all t ∈ (0, 1) and ϕ ∈ C∞c (Rd),
‖∇kT 0t ∇mϕ‖p;R 6 CR
k∑
j=0
‖∇m+ jϕ‖p. (5.1)
Under (H′
1
) and (Hog), the above R can be∞ so that the global estimate holds.
Proof. (i) We first show (5.1) for k = m = 0. By the change of variables, we have
‖T 0t ϕ‖pp;R = E
∫
BR
|ϕ(Xt(x))|pdx =
∫
Rd
|ϕ(y)|p E
(
1BR(X
−1
t (y)) det(∇X−1t (y))
)
dy.
Noticing that
∇X−1t (y) = (∇Xt)−1 ◦ X−1t (y) = Kt ◦ X−1t (y),
we have
‖T 0t ϕ‖p;R 6 E
(
sup
|x|<R
det(Kt(x))
)
‖ϕ‖p.
On the other hand, from (4.1) and (4.3), it is by now standard to show that for any p > 2,
E|Kt(x) − Kt(y)|p 6 C|x − y|p, x, y ∈ Rd,
which implies that
E| detKt(x) − detKt(y)|p 6 C|x − y|p, x, y ∈ Rd.
Hence, by Kolmogorov’s theorem,
E
(
sup
|x|<R
detKt(x)
)
6 CR.
Thus (5.1) holds for k = m = 0.
(ii) Next for k ∈ N and m ∈ N0, by the chain rule, we have
∇kT 0t ∇mϕ(x) = ∇kE
(
(∇mϕ)(Xt(x))
)
=
k∑
j=0
E
(
(∇m+ jϕ)(Xxt )G j
)
, (5.2)
where {G j, j = 0, · · · , k} are real polynomial functions of ∇Xt(x), · · · ,∇kXt(x). Hence, by
Ho¨lder’s inequality,
‖∇kT 0t ∇mϕ‖pp;R 6
k∑
j=0
(∫
BR
E|(∇m+ jϕ)(Xt(x))|pdx
)
sup
x∈BR
(
E|G j|p/(p−1)
)p−1
. (5.3)
By (4.2), it is now standard to show that for any q > 1 and ℓ ∈ N,
sup
x∈Rd
E|∇ℓXxt |q < ∞. (5.4)
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Estimate (5.1) follows by (5.3), (5.4) and (i).
(iii) Under (H′
1
) and (Hog), by [27, Lemma 4.4], we have ‖T 0t ϕ‖p 6 C‖ϕ‖p, which together
with (5.3) and (5.4) implies (5.1) with R = ∞. 
Now we use the Malliavin calculus introduced in Section 2 to show the following main
result (see also [27]), which will automatically produce the conclusions in Theorem 1.1 by
Sobolev’s embedding theorem.
Theorem 5.1. Fix ℓ > 2. Under (Hℓ), (H
o
g) and (H
str
or), for any k,m ∈ N0 with k + m = ℓ − 1,
there exists a γkm > 0 such that for all R > 1, t ∈ (0, 1), p ∈ (1,∞] and ϕ ∈ C∞c (Rd),
‖∇kT 0t ∇mϕ‖p;R 6 CR,pt−γkm‖ϕ‖p. (5.5)
Moreover, under (H′
ℓ
), (Hog) and (H
uni
or ), one can take R = ∞ in (5.5).
First of all, by the chain rule and Proposition 2.1, we have the following Malliavin differ-
entiability of Xt in the sense of Theorem 2.1. Since the proof is completely the same as in
[27], we omit the details.
Lemma 5.2. Let Θ = (h, v) ∈ H∞− ×V∞−. Under (H1), for any t ∈ [0, 1], Xt ∈W1,∞−Θ (Ω) and
DΘXt =
∫ t
0
∇b(Xs)DΘXsds +
∫ t
0
∇σk(Xs)DΘXsdWks +
∫ t
0
σk(Xs)h˙
k
sds
+
∫ t
0
∫
|z|<1
∇xg(Xs−, z)DΘXs−N˜(ds, dz) +
∫ t
0
∫
|z|<1
∇vg(Xs−, z)N(ds, dz),
(5.6)
where ∇vg(x, z) := ∂zig(x, z)vi(s, z). Moreover, for any R, p > 2, we have
sup
|x|<R
E
(
sup
t∈[0,1]
|DΘXt(x)|p
)
< ∞. (5.7)
Under (H′
1
), the above estimate holds for R = ∞.
To use the integration by parts formula in Section 2, we need to introduce suitable Malli-
avin matrix. Let Jt = Jt(x) = ∇Xt(x) be the Jacobian matrix of x 7→ Xt(x), and Kt(x) be the
inverse of Jt(x). Recalling (4.2) and (5.6), by the formula of constant variation, we have
DΘXt = Jt
∫ t
0
Ksσk(Xs)h˙
k
sds + Jt
∫ t
0
∫
|z|<1
Ks∇vg(Xs−, z)N(ds, dz). (5.8)
Here the integral is the Lebesgue-Stieltjes integral.
Next we want to choose special directions Θ j ∈ H∞− × V∞−, j = 1, · · · , d so that the
Malliavin matrixMi jt (x) := (DΘ jXit(x))i, j=1,··· ,d is invertible. Let
H(x; t) :=
∫ t
0
σ∗(Xs(x))K
∗
s (x)ds,
where the asterisk stands for the transpose of a matrix, and
U(x, z) := (I + ∇xg(x, z))−1∇zg(x, z), x ∈ Rd, |z| < 1.
The following lemma is a direction consequence of the above definition and (Hℓ).
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Lemma 5.3. Under (Hℓ), for any k ∈ N0 and m = 0, · · · , ℓ − 1, there exists C > 0 such that
for all x ∈ Rd and 0 < |z| < 1,
|∇kx∇mz U(x, z)| 6 C(1 + |x|)|z|−m, |U(x, z) − U(x, 0)| 6 C(1 + |x|)|z|β, (5.9)
where β is the same as in (Hℓ).
Below we fix ℓ > 2 and assume (Hℓ)+(H
o
g). For j = 1, · · · , d, define
h j(x; t) := H(x; t)· j, v j(x; s, z) := [Ks−(x)U(Xs−(x), z)]
∗
· jζℓ,δ(z),
where ζℓ,δ(z) is a nonnegative smooth function with
ζℓ,δ(z) = |z|1+ℓ, |z| 6 δ/4, ζℓ,δ(z) = 0, |z| > δ/2.
Let
Θ j(x) := (h j(x), v j(x)).
Noticing that by equation (4.3),
Ks = Ks−(I + ∇xg(Xs−,∆Ls))−1,
by (5.8) we have
Mi jt (x) := DΘ jXit(x) = (Jt(x)Σt(x))i j, (5.10)
where Σt(x) = Σ
(1)
t (x) + Σ
(2)
t (x), and
Σ
(1)
t (x) :=
∫ t
0
Ks(x)(σσ
∗)(Xs(x))K
∗
s (x)ds,
Σ
(2)
t (x) :=
∫ t
0
∫
|z|<1
Ks−(x)(UU
∗)(Xs−(x), z)K
∗
s−(x)ζ(z)N(ds, dz).
(5.11)
By Lemma 5.3 and cumbersome calculations (see [27]), we have
Lemma 5.4. (i) For each j = 1, · · · , d and x ∈ Rd, Θ j(x) ∈ H∞− × V∞−.
(ii) For any R, p > 1, k ∈ N0 and m = 0, · · · , ℓ − 1, we have
sup
|x|<R
E
(
sup
t∈[0,1]
(
|Dm
Θ
∇kXt(x)|p + |DmΘMt(x)|p
))
< ∞, (5.12)
sup
|x|<R
E
(
sup
t∈[0,1]
|Dm
Θ
div(Θi(x))|p
)
< ∞, i = 1, · · · , d, (5.13)
where DΘ := (DΘ1 , · · · ,DΘd).
(iii) Under (H′
ℓ
)+(Hog), the R in (5.12)-(5.13) can be infinity.
Now we can give
Proof of Theorem 5.1. We divide the proof into three steps. Belowwe fix ℓ > 2 and k,m ∈ N0
so that k + m = ℓ − 1.
(1) Let Σt(x) = Σ
(1)
t (x) + Σ
(2)
t (x) be defined by (5.11). In view of U(x, 0) = ∇zg(x, 0),
by (5.9), Lemma 2.2 and Theorem 4.1, there are constants C3 > 1, c3, θ ∈ (0, 1) and γ =
γ(α, j0) ∈ (0, 1) such that for all t ∈ (0, 1) and R, λ, p > 1,
sup
|x|<R
sup
|u|=1
E exp {−λuΣt(x)u∗} 6 C3 exp{−c3tλγ} + CR,p(λθt)−p. (5.14)
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As in [26, Lemma 5.3], for any R, p > 1, there exist constantsCR,p > 1 and γ
′
= γ′(α, j0, d) >
0 such that for all t ∈ (0, 1),
sup
|x|<R
E
(
(detΣt(x))
−p)
6 CR,pt
−γ′p. (5.15)
SinceM−1t (x) = Σ−1t (x)Kt(x), by Lemma 4.2, (5.12) and (5.15), we obtain that for all p > 1,
sup
|x|<R
‖M−1t (x)‖Lp(Ω) 6 CR,pt−γ
′
, t ∈ (0, 1). (5.16)
Under (H′
ℓ
)+(Hog)+(H
uni
or ), by Remark 4.3 and (iii) of Lemma 5.4, the above R can be infinity.
(2) For t ∈ (0, 1) and x ∈ Rd, let C ℓt (x) be the class of all polynomial functionals of
(Dm
Θ
divΘ)ℓ−2m=0,M−1t , (DmΘ∇kXt)k∈N,m=0,··· ,ℓ,
(
Dm
Θ
Mt
)ℓ−1
m=1,
where the starting point x is dropped in the above random variables. By (5.16) and Lemma
5.4, for any Ht(x) ∈ Ct(x), there exists a γ(H) > 0 only depending on the degree of M−1t
appearing in H and α, j0, d such that for all t ∈ (0, 1) and p > 1,
sup
|x|<R
‖Ht(x)‖Lp(Ω) 6 CR,pt−γ(H). (5.17)
Under (H′
ℓ
)+(Hog)+(H
uni
or ), by (5.16) and (iii) of Lemma 5.4, the above R can be infinity.
(3) Since the Malliavin matrixMt = DΘXt is invertible, by the chain rule (2.6), we have
DΘ
(
ϕ(Xt)
)
· M−1t = (∇ϕ)(Xt).
For any Z ∈ Ct(x), by (5.10) and the integration by parts formula (2.4), we have
E
(
(∇ϕ)(Xt)Z
)
= E
(
DΘ(ϕ(Xt)) · M−1t Z
)
= E
(
ϕ(Xt)Z
′),
where
Z′ := divΘ · M−1t Z − DΘ(M−1t Z) ∈ Ct(x).
Starting from this formula, by (5.2) and induction, there exists H ∈ Ct(x) such that
∇kE
(
(∇mϕ)(Xt)
)
= E
(
ϕ(Xt)H
)
.
Therefore, for any p ∈ (1,∞), by (5.17), (5.1) and Ho¨lder’s inequality, we have
‖∇kT 0t ∇mϕ‖p;R 6
(∫
BR
∣∣∣∣E(ϕ(Xt(x))H(x))∣∣∣∣p dx
) 1
p
6
(∫
BR
E
(
|ϕ|p(Xt(x))
)(
E|H(x)| pp−1
)p−1
dx
) 1
p
6 CR,pt
−γ(H)‖ϕ‖p, t ∈ (0, 1).
Under (H′
ℓ
)+(Hog)+(H
uni
or ), by (5.17) and Lemma 5.1, the above R can be infinity. 
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6. Proof of Theorem 1.3
Throughout this section we assume (H′1), (H
uni
or ) and g ∈ C∞b (Rd × Bc1). Let χ : [0,∞) →
[0, 1] be a smooth function with χ(r) = 1 for r < 1 and χ(r) = 0 for r > 2. For δ > 0, define
χδ(r) := χ(r/δ), gδ(x, z) := g(x, z)χδ(z).
Choose δ be small enough so that gδ satisfies (H
o
g). Thus we can write
A ϕ = L0ϕ +L ϕ,
where
L0ϕ(x) := 1
2
A2kϕ(x) + A0ϕ(x) + p.v.
∫
R
d
0
(
ϕ(x + gδ(x, z)) − ϕ(x)
) dz
|z|d+α ,
and
L ϕ(x) :=
∫
R
d
0
(
ϕ(x + g(x, z)) − ϕ(x + gδ(x, z))
) dz
|z|d+α .
Let (Tt)t>0 (resp. (T 0t )t>0) be the semigroup associated with A (resp. L0). Then we have
∂tTtϕ = A Ttϕ = L0Ttϕ +LTtϕ. (6.1)
By Duhamel’s formula, we have
Ttϕ = T 0t ϕ +
∫ t
0
T 0t−sLTsϕds. (6.2)
Notice that under (H′
1
) and (Hunior ), (5.1) and (5.5) hold for R = ∞.
For β > 0 and p ∈ (1,∞), let Hβ,p := (I−∆)− β2 (Lp(Rd)) be the usual Bessel potential space.
It is well known that for any k ∈ N and p ∈ (1,∞) (cf. [25]), an equivalent norm in Hk,p is
given by
‖ϕ‖k,p =
k∑
j=0
‖∇ jϕ‖p.
For a function g : Rd → Rd, we introduce
Tgϕ(x) := ϕ(x + g(x)) − ϕ(x).
Lemma 6.1. Let m ∈ N0. Assume g ∈ Cm+1b . For any θ ∈ (0, 1) and p > d/θ, there is a
constant C = C(p, θ,m) > 0 such that
‖Tgϕ‖m,p 6 C‖ϕ‖m+θ,p
∑
|α|6m
(
Π
m
j=1
(
1 + ‖∇ jg‖α j∞
))
‖g‖θ∞,
where α = (α1, · · · , αm) and |α| = α1 + · · · + αm. In particular, we have
‖Tgϕ‖m+β,p 6 C‖ϕ‖m+β+θ,pP(‖∇g‖∞, · · · , ‖∇mg‖∞)
(
1 + ‖∇m+1g‖m+1∞
)β ‖g‖θ∞,
where P is a polynomial function of its arguments.
Proof. Let θ ∈ (0, 1). First of all, for m = 0, we have
|Tgϕ(x)| 6 sup
y,0
|ϕ(x + y) − ϕ(x)|
|y|θ |g(x)|
θ.
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Recalling that for p > d/θ (see [15, Lemma 5]),∥∥∥∥∥∥supy,0 |ϕ(· + y) − ϕ(·)||y|θ
∥∥∥∥∥∥
p
6 C‖ϕ‖θ,p,
we have
‖Tgϕ‖p 6 C‖ϕ‖θ,p‖g‖θ∞.
For m ∈ N, by the chain rule and induction, there is a constant C > 0 such that for all x ∈ Rd,
|∇mTgϕ(x)| 6 C
∑
|α|6m
(
Π
n
j=1‖I + ∇ jg‖α j∞
) m∑
j=1
|∇ jϕ|(x + g(x)).
As above one sees that for any p > d/θ,
‖∇mTgϕ‖p 6 C
∑
|α|6m
(
Π
n
j=1(1 + ‖∇ jg‖α j∞ )
) m∑
j=1
‖∇ jϕ‖θ,p‖g‖θ∞.
The first estimate follows. As for the second estimate, it follows by interpolation. 
Corollary 6.1. Let α ∈ (0, 2) and β ∈ (0, α). For θ ∈ (0, 1) with β + θ ∈ (0, α) and p > d/θ,
there is a constant C > 0 such that for all ϕ ∈ Hβ+θ,p,
‖L ϕ‖β,p 6 C‖ϕ‖β+θ,p. (6.3)
Moreover, if the support of g(x, ·) is contained in a ball BR for all x ∈ Rd, then the above
estimate holds for all β > 0.
Proof. Notice that for any j = 0, 1, · · · ,
‖∇ jxg(·, z)‖∞ 6 C|z|, z ∈ Rd,
and
L ϕ(x) =
∫
|z|>δ
(
ϕ(x + g(x, z)) − ϕ(x + gδ(x, z))
) dz
|z|d+α .
By Lemma 6.1 we have
‖L ϕ‖β,p 6
∫
|z|>δ
(
‖Tg(·,z)ϕ‖β,p + ‖Tgδ(·,z)ϕ‖β,p
) dz
|z|d+α
6 C‖ϕ‖β+θ,p
∫
|z|>δ
|z|β+θ
|z|d+αdz 6 C‖ϕ‖β+θ,p,
where the last step is due to β + θ < α. If the support of g(x, ·) is contained in a ball BR for
all x ∈ Rd, then
L ϕ(x) =
∫
δ<|z|6R
(
ϕ(x + g(x, z)) − ϕ(x + gδ(x, z))
) dz
|z|d+α .
As above, (6.3) is direct by Lemma 6.1. 
The following results are proven in [27, Lemmas 5.2 and 5.3].
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Lemma 6.2. Let γ10 and γ01 be the same as in Theorem 5.1. Under (H
′
1
) and (Hunior ), for any
p ∈ (1,∞), θ, ϑ ∈ [0, 1) and β > 0, there exists a constant C > 0 such that for all ϕ ∈ C∞
0
(Rd)
and t ∈ (0, 1),
‖T 0t ϕ‖θ+β,p 6 Ct−θγ10‖ϕ‖β,p, (6.4)
‖T 0t ∆
ϑ
2 ϕ‖p 6 Ct−ϑγ01‖ϕ‖p. (6.5)
Now we can show the following key estimate.
Lemma 6.3. Let γ10, γ01 be as in Theorem 5.1. Fix ϑ ∈ [0, 1γ01 ∧ 1). Under (H′1), (Hunior ) and
g ∈ C∞
b
(Rd × Bc
1
), there exist β > α, p0 > 1 and constant C > 0 such that for all t ∈ (0, 1),
p > p0 and ϕ ∈ C∞0 (Rd),
‖Tt∆ ϑ2ϕ‖β,p 6 Ct−βγ10−ϑγ01‖ϕ‖p. (6.6)
Moreover, if the support of g(x, ·) is contained in a ball BR for all x ∈ Rd, then the β in (6.6)
can be any positive number.
Proof. Choose θ ∈ (0, 1
2γ10
∧ 1 ∧ α) and M ∈ N such that
Mθ < α, β := (M + 1)θ > α.
Let p > d/θ. For m = 1, · · · ,M, we have
‖Ttϕ‖(m+1)θ,p 6 ‖T 0t ϕ‖(m+1)θ,p +
∫ t
0
‖T 0t−sLTsϕ‖(m+1)θ,pds
(6.4)
6 Ct−θγ10‖ϕ‖mθ,p +C
∫ t
0
(t − s)−2θγ10‖LTsϕ‖(m−1)θ,pds
(6.3)
6 Ct−θγ10‖ϕ‖mθ,p +C
∫ t
0
(t − s)−2θγ10‖Tsϕ‖mθ,pds
6 Ct−θγ10‖ϕ‖mθ,p +C
∫ t
0
(t − s)−2θγ10‖Tsϕ‖(m+1)θ,pds,
which, by Gronwall’s inequality, yields that for all t ∈ (0, 1),
‖Ttϕ‖(m+1)θ,p 6 Ct−θγ10‖ϕ‖mθ,p. (6.7)
Thus, by the semigroup property of Tt and iteration, we obtain that for m = 1, · · · ,M,
‖T(m+1)tϕ‖(m+1)θ,p 6 Ct−θγ10‖Tmtϕ‖mθ,p 6 · · · 6 Ct−(m+1)θγ10‖Ttϕ‖p. (6.8)
On the other hand, by (6.2), (6.3) and (6.5), we have
‖Tt∆
ϑ
2ϕ‖p 6 ‖T 0t ∆
ϑ
2ϕ‖p +
∫ t
0
‖T 0t−sLTs∆
ϑ
2ϕ‖pds
6 Ct−ϑγ01‖ϕ‖p +C
∫ t
0
‖Ts∆
ϑ
2ϕ‖θ,pds
6 Ct−ϑγ01‖ϕ‖p +C
∫ 2t
0
‖Ts∆ ϑ2ϕ‖θ,pds
= Ct−ϑγ01‖ϕ‖p + 2C
∫ t
0
‖T2s∆ ϑ2ϕ‖θ,pds
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= Ct−ϑγ01‖ϕ‖p + 2C
∫ t
0
‖TsTs∆ ϑ2 ϕ‖θ,pds
(6.7)
6 Ct−ϑγ01‖ϕ‖p + C
∫ t
0
s−θγ10‖Ts∆ ϑ2 ϕ‖pds,
which, by Gronwall’s inequality, yields that for all t ∈ (0, 1),
‖Tt∆ ϑ2 ϕ‖p 6 Ct−ϑγ01‖ϕ‖p. (6.9)
Combining (6.8) with (6.9), we obtain (6.6).
Finally, if the support of g(x, ·) is contained in a ball BR for all x ∈ Rd, then the m in (6.8)
can be any natural number. 
Now we can give
Proof of Theorem 1.3. Without loss of generality, we assume t ∈ (0, 1). Let ε ∈ (0, β − α)
and p > d/ε ∨ p0. For any ϕ ∈ Lp(Rd), by (6.6) and Sobolev’s embedding theorem, we have
(I − ∆) α+ε2 Ttϕ ∈ Cb(Rd) and for any t ∈ (0, 1) and ϑ ∈ [0, 1γ01 ∧ 1),
‖(I − ∆) α+ε2 Tt∆
ϑ
2 ϕ‖∞ 6 C‖Tt∆
ϑ
2ϕ‖β,p 6 Ct−βγ10−ϑγ01‖ϕ‖p. (6.10)
In particular, for each t, x, there is a function ρt(x, ·) ∈ L
p
p−1 (Rd) such that for any ϕ ∈ Lp(Rd),
Ttϕ(x) =
∫
Rd
ϕ(y)ρt(x, y)dy.
Moreover, we also have
sup
x∈Rd
‖(I − ∆)
α+ε
2
x ∆
ϑ
2
y ρt(x, ·)‖ p
p−1
= sup
x∈Rd
sup
ϕ∈C∞
0
(Rd),‖ϕ‖p61
∣∣∣∣∣
∫
ϕ(y)(I − ∆)
α+ε
2
x ∆
ϑ
2
y ρt(x, y)dy
∣∣∣∣∣
= sup
x∈Rd
sup
ϕ∈C∞
0
(Rd),‖ϕ‖p61
∣∣∣∣∣
∫
∆
ϑ
2
y ϕ(y)(I − ∆)
α+ε
2
x ρt(x, y)dy
∣∣∣∣∣
= sup
x∈Rd
sup
ϕ∈C∞
0
(Rd),‖ϕ‖p61
|(I − ∆)
α+ε
2
x Tt∆
ϑ
2ϕ(x)|
= sup
ϕ∈C∞
0
(Rd),‖ϕ‖p61
‖(I − ∆)
α+ε
2
x Tt∆
ϑ
2ϕ‖∞ 6 Ct−βγ10−ϑγ01 .
Thus we obtain (ii). As for (iii), it follows by (6.6) for all β > 0. 
7. Application to nonlocal kinetic operators
Consider the following nonlocal kinetic operator:
K u(x, v) = L u(x, v) + v · ∇xu(x, v) + b(x, v) · ∇vu(x, v),
where
L u(x, v) := p.v
∫
Rd
(u(x, v + w) − u(x, v))κ(x, v,w)|w|d+α dw.
Here κ and b satisfy the following assumptions:
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(A) b ∈ C∞
b
(R2d), and κ ∈ C∞
b
(R3d) satisfies that for some κ0 > 1,
κ−10 6 κ(x, v,w) 6 κ0, κ(x, v,−w) = κ(x, v,w).
Moreover, for any i, j ∈ N0, there is a constant Ci j > 0 such that
|∇i+1x ∇ jvκ(x, v,w)| 6 Ci j/(1 + |v|2).
The aim of this section is to use Theorem 1.2 to show the following result.
Theorem 7.1. Under (A), there is a nonnegative continuous function ρt(x, v, y,w) on R+ ×
R
d×Rd×Rd×Rd such that for each t, y,w, the map (x, v) 7→ ρt(x, v, y,w) belongs to C∞b (R2d),
and for each t > 0 and y,w ∈ Rd,
∂tρt(x, v, y,w) = K ρt(·, ·, y,w)(x, v).
The key point for us is the following transform lemma.
Lemma 7.1. Given R ∈ (0,∞) and κ0 ∈ [1,∞), let κ(z) : BR → [κ−10 , κ0] be a measurable
function, where BR := {x ∈ Rd : |x| < R}. For any α ∈ (0, 2), there is a homeomorphism
Φ : BR → BR such that for any nonnegative measurable function f ,∫
BR
f ◦ Φ(z) dz|z|d+α =
∫
BR
f (z)
κ(z)
|z|d+αdz. (7.1)
Moreover, we have the following properties about Φ:
(i) Φ(0) = 0 and if κ(−z) = κ(z), then Φ(−z) = −Φ(z).
(ii) If κ is continuous at 0, then Φ is differentiable at point zero and
∇Φ(0) = κ(0)1/αI.
(iii) If κ ∈ C1(BR), then for some C = C(κ0, ‖∇κ‖∞, α,R) > 0 and any z ∈ BR,
|∇Φ(z) − ∇Φ(0)| 6

C|z|α, α ∈ (0, 1),
C|z| log+ |z|, α = 1,
C|z|, α ∈ (1, 2).
(iv) If κ ∈ C j(BR) for some j ∈ N, then for some C j = C j(R) and any z ∈ BR,
|∇ jΦ(z)| 6 C j|z|1− j.
Proof. Using the spherical coordinate transform, (7.1) is equivalent to∫ R
0
∫
Sd−1
f ◦Φ(tω)dω dt|t|1+α =
∫ R
0
∫
Sd−1
f (tω)κ(tω)dω
dt
|t|1+α , (7.2)
where Sd−1 := {ω : |ω| = 1} is the unit sphere in Rd. Given ω ∈ Sd−1, let φ(·, ω) and ψ(·, ω)
be defined by the following identity respectively:∫ R
φ(r,ω)
dt
t1+α
=
∫ R
r
κ(tω)dt
t1+α
,
∫ R
r
dt
t1+α
=
∫ R
ψ(r,ω)
κ(tω)dt
t1+α
. (7.3)
Since κ−1
0
6 κ(z) 6 κ0, it is easy to see that φ(·, ω), ψ(·, ω) : [0,R] → [0,R] are strictly
increasing continuous functions and have the following properties:
φ(0, ω) = ψ(0, ω) = 0, φ(R, ω) = ψ(R, ω) = R
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and
φ(ψ(r, ω), ω) = ψ(φ(r, ω), ω) = r. (7.4)
Moreover,
κ
−1/α
0
r 6 φ(r, ω) 6 κ
1/α
0
r. (7.5)
Indeed, by (7.3) and κ−10 6 κ(tω) 6 κ0 with κ0 > 1, we have
φ(r, ω)−α 6 R−α + κ0(r
−α − R−α) 6 κ0r−α ⇒ φ(r, ω) > κ−1/α0 r
and
φ(r, ω)−α > R−α + κ−10 (r
−α − R−α) > κ−10 r−α ⇒ φ(r, ω) 6 κ1/α0 r.
In particular, by a standard monotone class argument, it holds that for all nonnegative mea-
surable function g : [0,R)→ [0,∞),∫ R
0
g(ψ(t, ω))
dt
t1+α
=
∫ R
0
g(t)
κ(tω)
t1+α
dt. (7.6)
Now let us define
a(z) := ψ(|z|, z/|z|)/|z|, Φ(z) := a(z) · z.
By (7.6), one sees that (7.2) holds for the above Φ, and by (7.4) and (7.5),
κ
−1/α
0
6 a(z) 6 κ
1/α
0
, ∀z ∈ BR. (7.7)
(i) From the above construction of Φ, it is easy to see that Φ(0) = 0 and
κ(−z) = κ(z) ⇒ Φ(−z) = −Φ(z).
(ii) We assume κ(z) is continuous at 0. We have the following claim:
a(0) := lim
z→0
a(z) = κ(0)1/α, ∇Φ(0) = a(0)I. (7.8)
For i = 1, · · · , d, let ei = (0, · · · , 1, · · · , 0). Noticing that Φ(0) = 0, we have
∂iΦ
j(0) = lim
ε→0
Φ
j(εei)/ε = 1i= j lim
ε→0
a(εei).
To prove (7.8), it suffices to show that
0 = lim
z→0
|a(z)α − κ(0)| = lim
r→0
sup
|ω|=1
|(ψ(r, ω)/r)α − κ(0)|. (7.9)
From (7.3), one sees that
φ(r, ω) =
[
α
∫ R
r
κ(tω)
t1+α
dt + R−α
]−1/α
, (7.10)
which implies that
(r/φ(r, ω))α = αrα
∫ R
r
κ(tω)
t1+α
dt + rαR−α.
Hence, by (7.4),
lim
r→0
sup
|ω|=1
| (ψ(r, ω)/r)α − κ(0)| = lim
r→0
sup
|ω|=1
| (r/φ(r, ω))α − κ(0)|
= lim
r→0
sup
|ω|=1
(
αrα
∫ R
r
|κ(tω) − κ(0)|
t1+α
dt
)
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= lim
r→0
sup
|ω|=1
∫ 1
(r/R)α
|κ(rω/s1/α) − κ(0)|ds = 0,
where the last step is due to the dominated convergence theorem. Thus we get (7.9).
(iii) By definition (7.3) and the change of variable s = t/|z|, we get∫ R
a(z)|z|
κ(tz/|z|)dt
t1+α
=
∫ R
|z|
dt
t1+α
⇒
∫ R/|z|
a(z)
κ(sz)ds
s1+α
=
1
α
(
1 − |z|
α
Rα
)
.
Assume κ ∈ C1(BR). Taking the gradient for both sides with respect to z, we obtain
∇a(z) = a(z)
1+α
κ(a(z)z)
(∫ R/|z|
a(z)
∇κ(sz)
sα
ds +
|z|α−2z
Rα
(1 − κ(Rz/|z|))
)
.
Since κ ∈ [κ−1
0
, κ0], by (7.7) and elementary calculations, we have
|∇a(z)| 6

κ
2+1/α
0
(
‖∇κ‖∞R1−α/(1 − α) + (1 + κ0)R−α
)
|z|α−1, α ∈ (0, 1),
κ30
(
‖∇κ‖∞ log(Rκ0/|z|) + (1 + κ0)R−1
)
, α = 1,
κ30‖∇κ‖∞/(α − 1) + κ2+1/α0 (1 + κ0)R−1, α ∈ (1, 2).
(7.11)
Finally, noticing that
∂iΦ
j(z) = z j∂ia(z) + 1i= ja(z), ∂iΦ
j(0) = κ(0)1/α = 1i= ja(0),
we have
|∂iΦ j(z) − ∂iΦ j(0)| 6 |z j| · |∂ia(z)| + 1i= j|a(z) − a(0)|,
which together with (7.11) gives the desired estimate.
(iv) Let Φ−1 be the inverse of Φ. We have
(∇Φ) ◦ Φ−1 · ∇Φ−1 = I⇒ ∇Φ = (∇Φ−1)−1 ◦Φ.
Therefore,
∇Φ−1 · (∇2Φ) ◦ Φ−1 · ∇Φ−1 + (∇Φ) ◦ Φ−1 · ∇2Φ−1 = 0,
and
|∇2Φ| 6 |∇Φ|3 · |∇2Φ−1 ◦ Φ|.
By induction method, there is a C = C( j, d) > 0 such that
|∇ jΦ| 6 C
∑
γ∈A
|∇Φ|1+
∑ j
i=2
iγi
j∏
i=2
∣∣∣(∇iΦ−1) ◦Φ∣∣∣γi , (7.12)
where
A :=
γ = (γ2, · · · , γ j) :
j∑
i=2
(i − 1)γi = j − 1
 .
By (ii), one sees that
‖∇Φ‖∞ 6 CR. (7.13)
On the other hand, by definition, it is easy to see that
Φ
−1(z) = φ(|z|, z/|z|)z/|z| =: h(z)g(z),
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where g(z) := z/|z| and by (7.10),
h(z) := φ(|z|, z/|z|) =
[
α
∫ R
|z|
κ(tz/|z|)
t1+α
dt + R−α
]−1/α
.
By elementary calculations, one finds that
|∇ jh(z)| 6 C|z|1− j, |∇ jg(z)| 6 C|z|− j,
and so,
|∇ jΦ−1(z)| 6 C|z|1− j. (7.14)
Substituting (7.14) and (7.13) into (7.12), and by (7.7) and Φ(z) = a(z) · z, we obtain (iii). 
Corollary 7.2. Given R ∈ (0,∞), κ0 ∈ [1,∞) and d0 ∈ N, let κ(x, z) : Rd0 × BR → [κ−10 , κ0] be
a measurable function. For any α ∈ (0, 2), there is a map Φ(x, z) : Rd0 × BR → BR such that
for any nonnegative measurable function f ,∫
BR
f ◦ Φ(x, z) dz|z|d+α =
∫
BR
f (z)
κ(x, z)
|z|d+α dz.
Moreover, Φ enjoys the following properties:
(i) Φ(x, 0) = 0 and if κ(x,−z) = κ(x, z), then Φ(x,−z) = −Φ(x, z).
(ii) For x ∈ Rd0 , if κ(x, ·) is continuous at 0, then Φ(x, ·) is differentiable at point zero and
∇zΦ(x, 0) = κ(x, 0)I.
(iii) If κ(x, ·) ∈ C1(BR) and ‖∇zκ‖∞ < ∞, then there are β ∈ (0, 1) and C > 0 such that for all
x ∈ Rd0 and z ∈ BR,
|∇zΦ(x, z) − ∇zΦ(x, 0)| 6 C|z|β.
(iv) If κ ∈ C∞
b
(Rd0 × BR), then for all i, j ∈ N0, there is a Ci j > 0 such that for all x ∈ Rd0
and z ∈ BR,
|∇ix∇ jzΦ(x, z)| 6 Ci j|z|1− j,
where Ci j is a polynomial of ‖∇mx∇nzκ‖∞, m = 1, · · · , i, n = 0, · · · , j.
Proof. (i), (ii) and (iii) follow by (i), (ii) and (iii) of Lemma 7.1. As for (iv), it follows by
similar calculations as in the proof of (iv) of Lemma 7.1. 
Now we can give the proof of Theorem 7.1.
Proof of Theorem 7.1. Fix δ ∈ (0, 1) being small. Define
L0u(x, v) := p.v
∫
|w|<δ
(u(x, v + w) − u(x, v))κ(x, v,w)|w|d+α dw,
and
K0u(x, v) := L0u(x, v) + v · ∇xu(x, v) + b(x, v) · ∇vu(x, v).
Then we can write
K u(x, v) = K0u(x, v) +L1u(x, v),
where
L1u(x, v) :=
∫
|w|>δ
(u(x, v + w) − u(x, v))κ(x, v,w)|w|d+α dw.
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For each m and p > 1, by the chain rule, it is easy to see that
‖L1u‖m,p 6 C‖u‖m,p.
On the other hand, by Corollary 7.2, there exists a function g(x, v, ·) : Bδ → Bδ so that
L0u(x, v) = p.v
∫
|w|<δ
(u(x, v + g(x, v,w)) − u(x, v)) dw|w|d+α ,
and operator K0 satisfies (H
′
2)+(H
o
g)+(H
uni
or ). The desired result follows by Theorem 1.2. 
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