The convection-diffusion eigenvalue problems are hot topics, and computational mathematics community and physics community are concerned about them in recent years. In this paper, we consider the a posteriori error analysis and the adaptive algorithm of the Crouzeix-Raviart nonconforming element method for the convection-diffusion eigenvalue problems. We give the corresponding a posteriori error estimators, and prove their reliability and efficiency. Finally, the numerical results validate the theoretical analysis and show that the algorithm presented in this paper is efficient.
Introduction
The convection-diffusion eigenvalue problems have a strong background in physics, such as the distribution of contaminated material in nuclear waste pollution. Thus, using finite element methods to solve convection-diffusion eigenvalue problems has attracted much attention of scholars. [1, 2, 3 ] discussed a posteriori error estimates and the adaptive algorithms, [4] an adaptive homotopy approach, [5, 6] extrapolation methods, [7] function value recovery algorithms, [8] spectral element methods, [9, 10] multilevel correction method, and so on. This paper aims at deriving the a posteriori error estimators and the adaptive algorithm of the Crouzeix-Raviart element(C-R element) methods for the convection-diffusion eigenvalue problems.
The adaptive finite element method is a mainstream in scientific computing (see [11, 12, 13, 14] ). In past years, the research of the a posteriori error and the adaptive algorithm of convection-diffusion eigenvalue problems used to adopt Ω uvdx.
(2.
2)
The variational problem associated with (2.1) is given by: Find (λ, u) ∈ C × H Let T h = {K} be a regular triangular mesh of Ω. Let V h denote the Crouzeix-Raviart nonconforming finite element space over T h . Then, the C-R element approximation of (2.3) is given as follows: Find (λ h , u h ) ∈ C × V h , u h L 2 (Ω) = 1, such that
where
Since the discrete space V h is nonconforming, we regard ∇ h as the gradient operator which is defined elementwise. The dual problem of (2.1) is as below:
The corresponding variational form of (2.6) is as follows:
Then the C-R element approximation of (2.7) is as below:
[17] discusses the non-conforming finite element approximation, and proves the error estimates of the discrete eigenvalues obtained by the Adini element, Morley-Zienkiewicz element et. al. Due to the reference [17] , we can deduce the following Lemma.
Lemma 2.1. For the C-R nonconforming finite element methods of problem (2.1) and (2.6) , the a priori error estimates are given:
12)
Owing to the above conclusions, we can get the following estimate: there exist some positive constants 0 < β < 1 and h 0 > 0 (when h < h 0 ) with
(2.16)
A posteriori error analysis
Now we introduce some symbols for reading convenience. Suppose K is one given element of T h , and h K represents the diameter of K. We use ε to denote the set of all edges in T h , ε(Ω) the set of interior edges and ε(K) the set of edges of the element K, respectively. For any given edge E ∈ ε(Ω) with length h E = |E|, we assign the fixed unit normal ν E := (ν 1 , ν 2 ) and tangential vector τ E := (−ν 2 , ν 1 ). Once ν E and τ E have been fixed on E, in relation to ν E one defines the elements K − ∈ T h and K + ∈ T h , with E = K + K − and
And throughout this paper, [·] denotes the jump of the piecewise smooth function across the internal edge E, and the trace for the boundary edge E.
Define the a posteriori error estimators on the element K as below:
and the residual sum on K are given by
For any M h ⊂ T h , define the estimators over M h by
The left parts of this section aim at proving the reliability and the efficiency of the estimators η h (T h ) and η * h (T h ). The reliability of the estimators are based on the following lemma (see [14, 16] ).
Lemma 3.1. Under the assumption (2.16) there holds
+ sup
the solutions to problems(2.3)and(2.4), respectively. For the dual problem, it is similar:
Proof.
Due to (2.16), we can get
Using the Young and Poincaré inequalities, we obtain
The inequality (3.6) gives
Combining (3.7), (3.8), (3.9) with (3.10), we obtain from (3.6)
Then the proof of (3.4) is finished, and the proof of (3 .5) 14) where E ∈ ε(K) and ϕ ∈ H 1 0 (Ω). In this paper, ω K denotes the element patch defined as 
Using the estimates (3.13) and (3.14) and integrating by parts, we can deduce that
This ends the proof. The proof of (3.17) is similar. Combining Lemma 3.2 with Lemma 3.3, we can get the reliability of the a posteriori error estimators.
the solutions to problems (2.3) and (2.4), and let
(λ * , u * ) ∈ C × H 1 0 (Ω) and (λ * h , u * h ) ∈ C × V h be
the solutions to problems(2.7) and(2.9), respectively. Under the assumption (2.16) there holds
Proof. Combining Lemmas 3.1-3.3 we get (3.19) and (3.20) . Substituting (3.19) and (3.20) into (2.15) yields (3.21). Next, we shall prove the efficiency of the a posteriori error estimators.
Theorem 3.2. Assume the conditions of Theorem 3.1 hold, then
Proof of
Then, we have
Using the Young inequalities in (3.25) to obtain
Thanks to the assumption (3.13) and using the Young inequalities we can have
then combining (3.26)-(3.28) can yield:
Then,we have
Given any edge E ∈ ε(Ω), let b E ∈ H 1 0 (ω E ) denote the piecewise polynomial function vanishing at the midside point of E [19] . Define
Then we have
Due to
and (3.13), (3.32) can be estimated as
Then, we obtain
With the edge bubble function b E as in (3.31), we define
Noting that ν E = (n x , n y ) and τ E = (−n y , n x ), (3.36) can be estimated as
An application of the inverse estimate leads to
Thanks to the following conclusion 
(Ω) and (λ h , u h ) ∈ C × V h be the solution to problems (2.3) and (2.4) , respectively. Then
Let (λ * , u * ) and (λ * h , u * h ) be the eigenpairs of the adjoint problems (2.7) and (2.9) , respectively. Then
The adaptive algorithm and numerical results
Using the a posteriori error estimates and consulting the existing standard algorithm (see, e.g., [1, 2, 3] ), we obtain the following adaptive algorithm of the C-R element for the convection-diffusion eigenvalue problem (2.1): Algorithm 1. Choose parameter 0 < θ < 1.
Step 1. Pick any initial mesh T h0 with mesh size h 0 .
Step 2. Solve (2.4) and (2.9) on T h0 for discrete solution (λ h0 , u h0 , u * h0 ).
Step 3. Let l = 0.
Step 4. Compute the local indicators
Step 5. Construct T h l ⊂ T h l by Marking Strategy E and parameter θ.
Step 6. Refine T h l to get a new mesh T h l+1 by Procedure Refine.
Step 7. Solve (2.4) and (2.9) on T h l+1 for discrete solution (λ h l+1 , u h l+1 , u * h l+1
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