In many real-world situations, sending Unmanned Aerial Vehicles (UAVs) to scan and map out an area is very beneficial as it gives valuable intel on the terrain conditions and the location of the entity. Previous proposals in the literature have made use of a single UAV with expensive hardware such as Light Detection and Ranging (LIDAR) and high-end graphics processing units. We propose a solution that involves one or two UAVs equipped with inexpensive distance and gyro sensors that can achieve comparable scanning accuracy to the ones proposed in the literature.
INTRODUCTION
UAVs equipped with technology to locate and map an entity and inform about terrain conditions can be very beneficial for defense and safety forces like a school's public safety unit, police, national guard, coast guard, and even troops overseas.
In this paper we present a simulator that can be used to visualize the localization and mapping process. We propose methods for simultaneous localization and mapping and use our simulator to test the effectiveness of our methods. In addition, we demonstrate that our proposal of using UAVs equipped with inexpensive sensors can achieve comparable scanning accuracy to the expensive ones proposed in the literature. Our simulator, built with Three.js, provides a graphical representation of indoor mapping.
The rest of this paper is organized as follows: Section 2 discusses related works. Section 3 presents the system hardware and software architectures. Section 4 presents the system simulation with Three.js while section 5 presents the test results of our simulation. Finally, section 6 concludes the paper.
RELATED WORK
Simultaneous Localization and Mapping (SLAM) (Hess et al.2016 ) is the computational problem of constructing or updating a map of an unknown environment while simultaneously keeping track of an agent's (UAV's) location (openslam 2017) . There are several SLAM proposals in the literature. One SLAM solution uses the 360-degree LIDAR (Kim, Ghrist and Kumar 2013) which provides a 360-degree plot of points formed to the shape of the given room in a 2-Dimensional coordinate system. However, LIDAR is a very expensive piece of hardware that may not be practical or cost effective for some researchers. To cut down on cost, some researchers have made use of multiple web-cameras (Dryanovski, Morris, and Xiao 2010) in solving SLAM. Houben and his team (2016) expanded on a version of SLAM known as ORB-SLAM that made use of a monocular camera by incorporating two additional cameras alongside an inertial measurement unit (IMU). The aim of their research was to optimize the original solution by restricting computational load, providing high positional accuracy, and having a low number of parameters (to deploy almost immediately without calibration in most cases). In this research, we solve the SLAM problem by using distance sensors. Distance sensors are cheap and can detect the distance from a UAV to an impassable object.
The three widely popular versions of SLAM are GMapping (Grisetti Stachniss and Burgard 2007) , Hector SLAM (Kohlbrecher et al.2011) and Visual SLAM (Houben et al.2016) . GMapping is currently the most popular solution to integrate with robots. The difference between GMapping and the other two versions of SLAM is that Gmapping keeps track of the position of the robots inside the map. Hector SLAM is another popular SLAM algorithm. It has a high update rate, but does not keep track of a robot's position. The mapping results from Hector SLAM may be inaccurate due to unexpected events. For example, a robot's velocity dramatically changes due to an external force causing the returned data from scanning to be distorted. Visual SLAM is a SLAM algorithm that uses visual sensors such as a camera to create real time image mapping. This operation is very expensive in computation because it transforms large image data to a 3D scale.
SYSTEM ARCHITECTURE

UAV Hardware Architecture
We chose the modern consumer level UAV, Mavic pro, as our base model. The Mavic pro can carry up to 2lb (0.9kg) for around 10 mins. Each UAV is equipped with 5 IR Distance Sensors (GP2Y0A710K0F) capable of sensing at a distance of 2cm -450cm. The sensors weigh 3.5g and cost up to $24.59 each. One distance sensor is placed below the UAV, facing the ground. The bottom sensor can be utilized to read the UAVs vertical height. UAVs can change their vertical height to scan at different altitudes compared to their team members. Also, allowing UAVs to hover in different heights will be beneficial in minimizing the chance for collision with other UAVs. Another distance sensor is placed on the top of the UAV, facing the ceiling. The top sensor can be utilized to detect the distance between the UAV and the ceiling. The other 3 distance sensors are placed on the top of the UAV facing each cardinal direction of a standard compass: North, East, and West. These sensors will detect the distance between the UAV and any object in the path of the UAV. Also, each UAV includes an Adafruit 9-DOF Accel/Mag/Gyro-LSM9DS1 Gyro sensor in order to keep track of the UAVs turned angle. The Adafruit 9-DOF also provides the accelerated speed detection.
Software architecture
In this section, we explain the two main algorithms essential for the operation of UAVs.
Room Scanning
To scan a room we propose the Perpendicular Distance and Parallel Scanning (PDPS) technique. In this technique, first we let the UAVs turn 360 degrees and calculate the shortest ping value that the UAVs recorded. This corresponds to the perpendicular distance between a UAV and a wall as illustrated in Figure  1 . If a UAV turns 360 degrees and still cannot find the perpendicular distance, the UAV will move forward until the front distance sensor receives a returned ping value. Then the UAV rotates so the front sensor points perpendicularly to the closest wall. However, that is not the max range of the sensor. In order to get maximum efficiency, we let UAVs fly backward until the distance between UAVs and the wall are close enough to the maximum range of the sensor. After finding the perpendicular distance and adjusting the location of the UAV, the UAV will start moving parallel to the walls. The UAV uses its distance sensors to send ping messages to the walls. Once the ping hits the walls, the system will mark the walls shown in green in Figure 2 . Once the UAV reaches a corner between two walls, it will turn 90 degrees and face the next wall. By repeating the previous two steps, the UAV will be able to scan the whole room as illustrated in Figure 2 .
Figure 2: Example to illustrate PDPS To achieve 3D indoor mapping with a single UAV, a UAV will start PDPS with a location close to groundlevel. When the UAV returns to the start point, it will move up for some distance and run PDPS again. This will produce PDPS results for interval heights until the UAV is near the ceiling of the building. For 3D indoor mapping with two UAVs, each UAV will perform PDPS once at their current location. Once both UAVs have returned to the start point, one UAV will move up some distance and the other UAV will move down some distance. Then both UAVs will calculate PDPS results again. PDPS calculation will be finished once both drones have reached ground-level and the ceiling, respectively.
Building Scanning
To achieve the scanning of a building, we propose the following technique. First The UAV moves parallel to a wall until its front distance sensor's ping value does not return. The UAV will then move a small distance and turn 90 degrees to the right. After turning 90 degrees, the front sensor will start returning ping values and continue moving parallel to the wall. We keep doing this until the whole building is scanned and the UAV returns to the starting point.
If we have two UAVs, one UAV is assigned to move in the right direction to scan the building, while the other UAV is assigned to move in the left direction. In the end, the two UAVs will meet each other which means we have finished scanning the building. To prevent the UAVs from crashing into one another, we let the UAVs hover at different heights.
To achieve 3D indoor mapping, the same 3D scanning method as PDPS can be applied to this situation.
SYSTEM SIMULATIONS
For our system simulation we considered using Robot Operating System (ROS) (ROS 2018) and the robot simulator GAZEBO (Gazebo 2018). However both needed high-end hardware support. We opted to build our own simulator instead. Our goal was to build a simulator that could be used by everyone who owns a common configuration computer without the need of expensive high end graphics cards. We simulated our system using Three.js, a cross-browser library of JavaScript. Three.js can be easily used to create and display basic game quality 3D environment in the browser. In addition, it can easily integrate with other JavaScript libraries. In our simulator we separated the simulation of the environment from that of the UAVs. There is no back end communication between the UAVs and the environment. The UAVs read data from the distance sensors, use it to track its own location and simultaneously update the map for an unknown environment. For a user to test different simulations, we designed a system UI as shown in Figure 3 . On the right side of the window, we have the Three.js dat.gui control panel that allows users to change some of the system variables. At the bottom, we have a few buttons that allow users to choose pre-constructed rooms. The current version of the simulator has three different types of buildings and three different room sizes. When a user chooses a room, and adds UAVs, the room and the UAV will be displayed on the left side. The scanned result will display on the right side.
In the rest of this section we explain the hardware and software simulation necessary for the operation of UAVs.
Hardware Simulation
Distance Sensor Simulation
In order to simulate a distance sensor, we use the ray casting object from Three.js and apply a range limit for the simulated ping. The basic idea of ray casting is illustrated in Figure 4 . The sensor will send a ray perpendicular to the object until the ray has intersected with the object. Once the ray has hit the object, the change in distance from the sensor to the object is calculated. To simulate noise, we add a random X,Y,Z movement of the sensor. 
Gyro Sensor Simulation
The gyro keeps track of the turned angle of the UAVs for future use. The simulated speed is equal to the value of speed per second. Three.js Clock is an object which keeps track of time. It calls the performance.now() function, and it returns a DOMHighResTimeStamp measured in milliseconds; accurate to 5 microseconds. The GetDelta() function will return the calculated time in seconds. When this is multiplied by the speed the UAV moves in pixels per second (200 pixles/s), it yields the distance the UAV moves in pixels.
Software Simulation
Room Scanning using PDPS Simulation
As shown in Figure 5 , the distance sensors will use ray-casting to send the ping to the walls. Once the ray hits the walls, the system marks a green point at the intersection point and returns the distance between the walls and the UAV. To make sure the UAV's speed is simulated close enough to real world, we use the Clock function to get the Delta time as explained earlier.
As Figure 5 shows, the UAV first turned 360 degrees to find the perpendicular distance. Then the UAV moved parallel to the wall, and turned 90 degrees whenever the data read from the right sensor is smaller than a certain threshold. After the UAV turns four times, the UAV should return to the start point. All the gaps are left as blank, because the ping was not returned. 
Building Scanning Simulation
We performed a simulation of a building with multiple rooms scanned by a single UAV. Figure 6 illustrates four different building examples; a two-room (300 m2), a three-room (450 m2), a complex room design and unusual room design buildings. Figure 7 shows the 3D mapping result for those buildings. 
SIMULATION RESULTS
In this section, we evaluate the performance of our proposal. We studied various scenarios and used time as our performance measure. We ran every simulation 15 times and took the average. The tests were run in the following environment: Intel(r) Core(™) i7-4720HQ 2.6GHz CPU , GeForce GTX970M GPU, 16GB RAM, WebGL 2.0 (OpenGL ES 3.0 Chromium) and Google Chrome 5.33.
Scenario 1:
In this scenario we calculated the time it takes one UAV to perform PDPS for three different room sizes. The UAV had a speed of 1 m/s and sensor range of 50 decimeter. Room1 is 100 m2, room 2 is 200 m2 and room3 is 300 m2 as illustrated in Figure 8 .The average execution time is shown in Figure 9 . 
Scenario 2:
In this scenario we have the same size rooms as scenario 1 but we have two UAVs both having a speed of 1 m/s and sensor range of 50 decimeter. On the left side, UAV 1 sends out ping (in green) and scanned the top part of the room. UAV 2 sends ping (in red) and scanned the bottom part of that room. Figure 10 shows the simulation results, while Figure 11 shows the time comparison of one UAV vs. two UAVs. As one can notice in Figure 11 , two UAVs are more efficient than one UAV. Two UAVs scan from different sides of the room at the same time, cutting time cost. One may predict that the two UAVs take half of the time of one UAV. The reason this is not illustrated in the figure is the overhead of rendering the graphics.
Scenario 3:
In this scenario, we study the effect of adjusting the position of the sensor based on the sensor range on the performance of PDPS. In this scenario we have one UAV with the same speed, sensor range, and room sizes as in the previous scenarios. The simulation results (on the left side of each image is the preconstructed environment, and on the right side is the scanning output (green lines)) is illustrated in Figure  12 . The average time comparison between PDPS and PDPS based on sensor range for scanning the different size room with one UAV is illustrated in Figure 13 . One can notice that adjusting for the range of the sensor is more efficient than PDPS without the adjustment. 
Scenario 4:
In this scenario we compared PDPS and PDPS with sensor range adjustment to Gmapping (Grisetti et al. 2007 ) and Hector SLAM (Kohlbrecher et al.2011) as shown in Figure 15 and to Visual SLAM (Houben et al. 2016) as shown in Figure 16 . From the Figures one can notice that our proposed approach is as accurate visually as other solutions from previous research. 
CONCLUSION
In this paper, we presented a cheaper solution for indoor mapping. Unlike previous solutions, we have used UAVs equipped with very inexpensive sensors and an approach that does not need any extensive computations or high end graphics cards. Our approach uses 5 distance sensors that cost $14.5-$24.5 and weigh 1.4g-3.5g each. That makes our approach 37.5-65% cheaper and 95%-98% lighter than LIDAR. We have studied our approach extensively through simulations in several scenarios and compared it to three of the previous solutions suggested in the literature, namely Gmapping, Hector SLAM and Visual SLAM. We visually demonstrate that we achieve comparable scanning accuracy to these solutions. In addition, our simulator has a user interface that acts as a great visualization tool.
