T he ability to detect and accurately estimate the strength of interaction effects are critical issues that are fundamental to social science research in general and IS research in particular. Within the IS discipline, a significant percentage of research has been devoted to examining the conditions and contexts under which relationships may vary, often under the general umbrella of contingency theory (cf. McKeen et al. 1994, Weill and Olson 1989) . In our survey of such studies, the majority failed to either detect or provide an estimate of the effect size. In cases where effect sizes are estimated, the numbers are generally small. These results have led some researchers to question both the usefulness of contingency theory and the need to detect interaction effects (e.g., Weill and Olson 1989). This paper addresses this issue by providing a new latent variable modeling approach that can give more accurate estimates of interaction effects by accounting for the measurement error that attenuates the estimated relationships. The capacity of this approach at recovering true effects in comparison to summated regression is demonstrated in a Monte Carlo study that creates a simulated data set in which the underlying true effects are known. Analysis of a second, empirical data set is included to demonstrate the technique's use within IS theory. In this second analysis, substantial direct and interaction effects of enjoyment on electronic-mail adoption are shown to exist.
Introduction
The ability to detect and accurately estimate interaction effects 1 between quantitative variables can 1 Interaction term within this paper can be thought of in terms of a multiplicative term (X * Z) in regression or ANOVA-based be difficult. Within the IS discipline, both empirical and theoretical models presenting such relationships can easily be found going back several decades techniques, a moderating arrow in a causal diagram, or high and low lines on a two-dimensional graph. Such an effect implies the existence of a moderator that affects the direction and/or strength of the relation between an independent (i.e., predictor) variable and a dependent or criterion variable.
(e.g., Powers and Dickson 1973 , Ginzberg 1979 , Franz 1979 . In fact, it can be argued that a significant percentage of IS research has been devoted to examining those moderating variables that create interaction effects (i.e., the conditions and contexts under which theoretical relationships may vary) often under the general umbrella of contingency theory (McKeen et al. 1994, Weill and Olson 1989) , and within emerging theories (Goodhue and Thompson 1995 , Chan et al. 1997 , Taylor and Todd 1995 , Davis et al. 1992 ). Yet, as to be presented in this paper, a majority of past IS studies have either failed to detect a moderating influence or have failed to provide an estimate of the size of the interaction effect. If presented, the effect size values are generally small. Collectively, these results suggest that moderators have a small influence on our developing theories, which in turn has led some researchers to question the usefulness of contingency theory and the need to detect interaction effects (e.g., Weill and Olson 1989) . Essentially, the argument is: "Why develop contingency theories or attempt to measure such interaction effects if the extant research indicates either no or minimal effects?"
The position of this paper is that our current lack of understanding and development of contingent effects may be a byproduct of the analytic method as opposed to a failing of theoretical development. Problems in measuring interaction effects are especially pronounced in field research and observational studies (e.g., McClelland and Judd 1993) , where much of the difficulties can be attributed to measurement error. Measurement error has been cited as the cause of both lowering the ability to detect as well as underestimating the true effects (Busemeyer and Jones 1983; Aiken and West 1991, pp. 160-165) .
The most common techniques employed in IS research for moderator analysis are regression and ANOVA.
2 Yet, these techniques assume the single item measures being used are perfectly reliable (i.e., error free). To compensate for this, additional item measures are often created, combined into a summated scale, and then used in moderated regression or ANOVA analysis. The reliability of the scale is assessed using internal consistency measures such as Cronbach's alpha, which (consistent with the summation process) assumes equal weighting of items.
While an improvement over single item measures, it is important to recognize at least two assumptions held in creating summated scales. The first assumption, by nature of the equal weighting process, treats all items as equal in their reliabilities. In turn, this implies all items are equal in their contribution towards estimating the interaction effect. The second assumption is the reliability of the summated scale will remain the same when applied later within a theoretical model. This assumption may not be true given that the reliability estimate is made in isolation as opposed to within the context for which it is subsequently used. Chin and Marcolin (1995) , for example, have shown that the reliability of individual items, and therefore the internal consistency of scales, can differ when used in different models. Unfortunately, by virtue of the summation process, we have no opportunity to assess the validity of these two assumptions-that being equal item reliability and unchanging scale reliability.
Thus, moderator analysis should not only account for measurement error during the initial scale construction, but also during the statistical analysis that estimates the interaction effect. A more realistic approach would be to weight the individual items for each scale based on their individual contributions in the context of the interaction model being tested. By weighting items that are more predictive and reliable in estimating an interaction effect, a more accurate scale can be created. It should also provide information when the analysis is completed on the variability of each measure such that only more reliable measures are used for future research.
As a possible solution for assessing and accounting for measurement error when analyzing interaction effects, Kenny and Judd (1984) proposed using a product-indicator approach, in which measures of latent constructs are crossmultiplied to form interaction terms that are used to estimate the underlying latent interaction construct within the LISREL algorithm. While this general approach has been employed in several studies (Kenny and Judd 1984, Jöreskog and Yang 1996) , growing evidence from the literature suggests that the LISREL productindicator approach can be problematic for several reasons. These reasons include the fact that the LISREL product-indicator approach is technically demanding, often resulting in analytical errors and, even if modeled correctly, is not a complete solution (Bollen and Paxton 1998, p. 267; Li et al. 1998; Ping 1996) . These problems are discussed in the Literature Review section below.
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Overall, if IS theory is to develop in appropriate ways, our analytical techniques must help uncover the "true" underlying interaction effects we seek. It should neither hinder this search nor propagate the inherent weaknesses of older techniques. Hence, any IS researcher considering moderating influences within a theoretical model should be aware of the problems discussed in this paper so as to produce valid and accurate results.
Towards this end, we argue that a moderator's measurement error should be considered not only in initial reliability assessment, but also in subsequent analyses of the theoretical model. A new latent variable modeling approach within partial least squares (PLS) is shown to provide this subsequent assessment of measurement, thus overcoming problems within both traditional analytical techniques that can mask measurement error (e.g., aggregated or single indicators) and current problems associated with LISRELbased approaches.
Empirical data is presented to demonstrate how these analytical techniques impact theoretical development through the presentation of two studies: A simulated data set where the underlying true effects are known and an electronic-mail adoption data set where the emotion enjoyment is shown to have not only a substantial direct effect on adoption intention, but also an interaction effect that is stronger than those typically found in IS research. The simulated data set was developed using rigorous Monte Carlo techniques. The analysis of this data enables the comparison of factors-reliability, effect size, number of indicators, and sample size-that can influence measurement error within the analytical techniques.
It will be argued that the new latent variable modeling approach provides more accurate estimates of interaction effects by accounting for the measurement error within measures that, when ignored, can attenuate the estimated relationships. These more accurate estimates should improve the validation of theories, ensuring that fruitful avenues are maintained and new ones are detected. To the best of our knowledge, the use of product indicators to model interaction effects in a PLS analysis has never been published and by providing this new procedure, we believe researchers will be better able to more accurately detect and estimate contingent relationships-an ability that has been argued in the past to be an useful approach for advancing social science research (Greenwald et al. 1986 ).
The remainder of this paper is structured as follows. First, the growing importance of interaction terms within IS research is established, and the continuing tendency to employ analysis techniques that accounts for or assesses the fallibility of measures in this work is noted. A summary of the cumulative knowledge is presented, providing an overall picture of theoretical advancements surrounding interaction terms (i.e., moderators). These theoretical advancements include a discussion of measurement error, reliability, LISRELbased approaches, and summated scales to illustrate their role within the analysis of interaction terms. Then a new latent variable PLS modeling approach is introduced in an effort to improve on the previous shortcomings. Following that, two studies are presented to provide empirical evidence. Discussion and conclusions are then offered, summarizing how best to use this new approach.
Literature Review
Interaction terms have been used in the IS field for some time; moderators, multiplicative terms, contingency terms or contingency theory, and interaction effects are all expressions used to refer to interaction terms. We begin by examining the growing importance of interaction terms within the IS literature and the extent to which previous IS contingency research has primarily applied analytical techniques, such as ANOVA 3 and multiple regression, that assume infallible measures. Measurement error is the primary problem that is exposed within these analytical practices, which raises other problems within this literature, such as the use of summated scales. The primary problem with these analytical practices is their inability to handle or present information relating to impact of measurement error. These problems are highlighted and discussed.
Importance to Emerging Theory
Moderators are important to theories being advanced within the IS field, as can be seen by their long history in the literature and their increasing use in dominant theories. Two of these emerging IS theories that employ moderators are task-technology fit (Goodhue and Thompson 1995) and business-IT strategic fit (Chan et al. 1997) , which are discussed after a brief review of the history of moderator use in IS research.
Through an exhaustive review of the information systems literature back to 1980, 4 moderators were found to be present from the start and their importance is evident. For instance, Schonberger (1980) considered how information systems design approaches led to good systems but only when the contingent factors were appropriately matched, such as information needs for MIS supporting functions matching the decision-making type. More recently, McKeen et al. (1994) summarized the contingency studies that existed for the relationship between user participation and satisfaction, and suggested that two out of four moderating variables, namely task and system complexity, changed the relationship. However, with a change in R 2 of 0.012, these two moderators were considered unsubstantial. The authors concluded that these moderating variables were probably not the only two important ones and suggested five other promising moderators for future investigation. From the authors' experience, the unmoderated relationship 4 All articles in MIS Quarterly, Information Systems Research, Management Science, the Journal of MIS, Decision Sciences, the Communications of the ACM, Information & Management, and proceedings of ICIS and HICSS up to 1995 and as far back as the journal goes or 1980 whichever is more recent were reviewed by two research assistants and the authors. The choice for the start date of 1980 coincides with the first ICIS conference and has been used by Culnan (1987) as the starting point for mapping the intellectual structure of the IS field.
was not seen as adequate for an investigation into user participation and satisfaction. Throughout the years, similar studies employing moderators can be found in information systems research providing a long and important history.
In addition to this long history, moderators are increasingly used in dominant theories within the field. Two well-known theories in which the concept of moderation is important are Goodhue and Thompson's (1995) task-technology fit model and Chan et al.'s (1997) business-IT strategic fit model. Goodhue and Thompson (1995) suggest that technology characteristics, moderate relationships between task and individual characteristics, and system use. And, although the authors theorize the impact of technology characteristics on these relationships as moderating, they go on in this paper to develop these constructs in mediating, 5 as opposed to moderating, relationships. Chan et al. (1997) carried the moderation concept from theory to analysis. They found that alignment between business strategy and IT strategy was a better predictor of business performance and IS effectiveness than either strategy on its own. In their final analysis, they modeled alignment as a moderating influence on the relationship between IS strategy and business strategy. Several other dominant IS theories (Davis' 1989 TAM model, Doll and Torkzedah's 1991 user participation/involvement model) and the streams of research that extend these models and others (e.g., Hartwick and Barki 1994, p. 461) suggest that moderators are an important avenue of future development, and many calls are noted in the literature. McKeen et al. (1994) noted these calls as far back as 1984 (Ives and Olson 1984) and heralded the investigation of more contingency factors and the expansion of the theoretical complexity of moderated models. These calls are constantly repeated within the field (e.g., Anderson 1985 , Vanderslice 1987 , Tait and Vessy 1988 , Doll and Torkzedah 1989 , Sambamurthy and Zmud 1999 .
In addition to calls from within the field, there is evidence from other fields that the relatively young 5 A mediating relationship is an intervening construct that sits between two other constructs and passes/mediates the influence of the one variable through to the other.
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IS field can expect moderators to grow in prominence. If the IS field follows a similar evolutionary path to that of other fields, such as organizational behavior and psychology (Stone 1988 ), moderators will likely be used more and assume a prominent role within IS research investigations. This trend is evidenced in the literature 6 with the number of articles that investigate moderators steadily rising since 1980 and the number of moderators within these articles continually expanding. As the IS field applies more complex theories, its methodologies and analytical approaches, such as the use of moderators, will become more important. Dominant theories are, increasingly, employing moderators in a central role, one that is likely to remain for some time.
Problems Emerging
Although many laud the importance of moderators within theoretical development, others within the IS field have questioned the overall usefulness of contingency research (which is based on moderators). Weill and Olson (1989) did exactly this when they stated that the "highly mixed empirical results" (p. 79) is evidence of a lack of contribution to knowledge (p. 67). Cavaye (1995) suggests that the "literature regularly proclaims" (p. 319) the importance of moderating influences for user participation and IS development project success, but "empirical research continues to provide inconsistent results" (p. 319). These inconsistencies raise doubt in researcher's minds, bringing into question the value of this work (p. 317) and creating a mistaken impression that moderators are not important.
In fact, this negative conclusion is exactly the opposite of what Cavaye (1995) was arguing, although never stated explicitly. She argued that contingency factors might explain many of these "inconsistent" or "inconclusive" results, listing numerous moderating influences that might better capture this theoretical relationship. Raising the importance of moderators within theoretical development is exactly her point and an underlying message of this paper. To accomplish this, however, we need to be aware of the shortcomings of our current techniques.
Current Shortcomings in the Moderator Literature
The difficulties, as expressed within the moderator literature, 7 are presented next. In particular, we focus on eight, emergent, key problem areas for assessing moderators, 8 including measurement error and how reliability, summated scales, number of indicators, effect size, sample size, power, and incomplete reporting influence the subsequent empirical analyses and results.
Measurement Error and Reliability. Measurement error is most often assessed first through reliability analysis and then ignored or constrained in the subsequent analysis of the theoretical relationships. The sequence goes as follows: Measurement error assessments typically begin with a Cronbach's reliability check where reliability levels are determined and poorly convergent items are excluded, then variables are aggregated into a single score (e.g., summed or averaged). 9 Once this aggregation or reduction to a single item takes place, further assessment of measurement error in any subsequent analysis is impossible because the measurement error has been fixed by the scale construction method. Fixing in this way causes inaccuracies in the subsequent estimates of the theoretical relationships, as will be shown below.
Compounded with this fixed-scale construction is the use of subsequent analytical techniques that cannot assess measurement error. Regression and ANOVA are the preferred methods used to test moderators (see Tables 1 and 2 7 8 ) in IS research, and they, by definition, focus on single measures (scaled or otherwise). Unfortunately, additional tests to assess the discriminant and nomological validity of the individual items within the theoretical model (i.e., main and interaction effects) can never be made. Measurement error as a result of a multi-item scale cannot be assessed within these techniques, and, as a result, issues of multidimensionality, poor items and construct interpretation are hampered.
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Summated Scales. Special emphasis on summated scales is noted here as the practice is often proposed as the solution to the measurement error problem. To overcome the issue of single indicators, many researchers have employed the practice of summing items to create a single indicator for use within regression or ANOVA, 10 with the belief that the resulting summated scale better accounts for the underlying measurement error (Gelderman 1998 , same issue for averaged scales; Igbaria and Baroudi 1993) . Although this summation practice performs better than single indicators, it can mask measurement error through the two-step process described above in which item aggregation is performed outside of the theoretical context in which the aggregated score is subsequently used. Thus, summated scales, while found to be the standard practice in the IS literature, can be suboptimal in two ways: Equal item reliability and unchanging scale reliability.
In summing items into a single measure, the assumption is made that all items are equally reliable. However, this summing approach, while reducing measurement error, is suboptimal relative to the PLS algorithm. PLS treats each indicator separately, allowing each item to differ in the amount of influence on the construct estimate. Therefore, indicators with weaker relationships to related indicators and the latent construct 11 are given lower weightings (Lohmöller 1989; Wold 1982 Wold , 1985 Wold , 1989 , resulting in higher reliability for the construct estimate and thus stronger theoretical development.
Summated scales can also be suboptimal because the reliability estimate of the construct is made in isolation from the theoretical model in which it is to be used. The practice of aggregating items may give a false sense that measurement error has been handled when, in fact, measurement error should be rechecked in the context of the final theoretical model before assurances of minimal measurement error are made. As will be shown in the empirical data section, the two-step approach leads to suboptimal estimates and yet, as seen from our review, represents the current dominant approach used in IS research.
Number of Items. The next logical extension is to begin employing multiple measures so as to capture and analyze measurement error. Reliability theory tells us that the greater the number of indicators used to measure a construct, the more reliable and accurate the subsequent analyses will be (Carmines and Zeller 1979) . Furthermore, reliability increases even faster when higher quality (i.e., more reliable) individual items are used, and hence, higher quality items should always be the goal. However if high quality items cannot be guaranteed, extra items should be proposed and analyzed.
Few moderator studies are employing these high quality or multiple item scales. Although reliability is not always reported, our best guess from a review of the reported data is that the IS field is achieving about 0.70 reliability. From a review of the regression and path analysis articles, which are closest to accounting for measurement error, the average number of indicators observed was three.
12 Most structural equation modeling literature suggests that three indicators should be a minimum and not an average (Bollen 1989) . Consequently, when reliability is lower or the number of indicators is small, measurement error is more problematic, which further complicates theoretical model development.
LISREL Solution for Summated Scales. Covariance-based techniques, such as LISREL, can accommodate measurement error but are not necessarily the best alternative for overcoming summated scale problems. These techniques have been shown to be less than ideal under many data conditions for analyzing interaction terms using the productindicator approach (Bollen and Paxton 1998, p. 267; Li et al. 1998, p. 240; Ping 1996) . Comparisons between LISREL and PLS are highlighted in Table 4, 13 discussed below, and compared later to the PLS productindicator approach.
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Various LISREL specifications have been conducted in the past (Kenny and Judd 1984, Jöreskog and Yang 1996); however, Ping (1996) recently noted that these covariance-based procedures "may produce specification tedium, errors, and estimation difficulties in larger structural equations models" (p. 166). Part of the difficulty involves the need to calculate and specify in the software the required set of nonlinear constraints, which increases exponentially with the number of indicators. In agreement, Bollen and Paxton (1998, p. 267 , emphasis added) stated that "the best known procedures for models with interactions of latent variables are technically demanding. Not only does the potential user need to be familiar with structural equation modeling (SEM), but the researcher must be familiar with programming nonlinear and linear constraints and must be comfortable with fairly large and complicated models." In agreement, Li et al. (1998, p. 26) stressed "the need for care in the specification of nonlinear constraints in models" and go on to state that "mistakes can easily be made, the consequences of which may be worse than ignoring the interaction effect in the first place." Again, these constraints grow exponentially with the number of interaction terms.
To overcome the need to calculate such constraints, Ping (1995, 1996) recommended an alternative two-step approach that advocates conducting analysis in two steps, separating measurement and structural model assessments. However, the ability to assess the reliability and validity of individual items using such a two-step approach has been questioned (Fornell and Yi 1992) . The two-step approach makes more demanding analytical assumptions concerning both uncorrelated errors and multivariate normality of observed variables, and fails to adjust standard errors for constrained parameters that are necessary so as to anchor scales for interpretation (Bollen and Paxton 1998, p. 280) . Thus, the standard errors of estimates for parameters, such as loadings, error terms, and variance of latent product variables, are unknown and no significance test statistics are available. Further, the two-step method provides only an approximation of the true results and only when somewhat demanding assumptions are met. Those assumptions are that (a) the model is correct and (b) the data are multivariate normal (Li et al. 1998, p. 24) , which are two conditions that are often not met.
Even if the preceding conditions are met, there are additional operational issues to consider. In general, when the number of indicators in a model goes beyond 40 or 50, computation tends to not even converge. Because of the full information algorithm, the computational demands grow exponentially as one increases the number of items used. In addition, the sample size required to yield stable parameter and model fit estimates must also increase (more on this issue later).
Finally, in contrast to both summated regression and our PLS approach, the LISREL algorithm does not explicitly calculate construct scores. Thus, if a goal of the researcher is to obtain a single best approximation of each construct, LISREL will not provide this as part of the process in estimating the interaction effect. In all, LISREL moderator specifications are technically demanding and not necessarily the complete solution.
Effect Size, Power, Sample Size, and Reporting Other problems noted in the literature included effect sizes, sample size, power, and incomplete reporting, which are often intertwined with each other and, hence, are handled here collectively so as to highlight the types of problems encountered. Only 21% of the moderators tested in IS studies (Table 1) were found to be significant, which begs the question as to whether the other effects did not exist or were just not detected?
Effect size 14 was not reported for 71% of the significant moderators in the nine regression-based articles 14 Effect size is the strength of the theoretical relationship found in an analysis and provides an estimation of the degree to which a phenomenon exists in a population. The standard approach for determining the strength of an interaction effect involves contrasting the difference between the squared multiple correlation for the baseline or "main effects" model consisting of the measures that are eventually used to estimate the interaction effects and the interaction model containing the same main effects variables plus the interaction terms. Thus, the interaction model always represents a superset of the baseline model (i.e., the main effects model is hierarchically nested within the interaction model). An explicit calculation of the change in R 2 between these two models provides an estimate of the effect size of the interaction term. Cohen (1988) recommends using the difference in R 2 to calculate an f 2 effect size (this is discussed later in the paper). Caution should be made in using the beta estimate for the interaction term as an estimate of effect size. Only under certain conditions would this regression estimate approximate the effect size. Specifically, you'd need to be (Table 3 ). The three remaining moderator estimates, based on Cohen's (1988) guidelines, yielded two small effects (0.036 and 0.050) and a medium effect (0.123). Several things accounted for our inability to report the effect sizes of the interaction terms in the reviewed work, including the use of techniques that restrict an effect size calculation such as split samples, the lack of sufficient information (e.g., standard error) to standardize unstandardized estimates, or omission of effects in the manuscripts for other unspecified reasons. Inconsistent reporting, the latter finding, hinders any attempt to aggregate the field of knowledge (Weill and Olson 1989) .
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Sample sizes averaged 81.5 for articles using regression or path analysis, and 148 for articles using analysis of variance techniques (Table 1) . Statistical power was reported in only four articles with just one of these indicating the recommended 0.80 (Cohen 1988) . In general, power is impacted by small effect sizes, small sample sizes, random measurement error, larger standard deviation, and nonnormal data distributions. Given the fact that many of these power-limiting conditions existed within the literature reviewed, one wonders whether an explanation for the null results is that they were just not detected.
In conclusion, moderators have a long history within the IS research field and are gaining prominence in many emerging theories. Despite the ongoing calls to increase investigation into moderating effects, problems have emerged around measurement error, reliability, single item measures, summated scales, inconsistent results, and small overall impact. Few studies have used analytic techniques that can calculate effect size or can present a complete solution (e.g., LISREL). Power levels tend to be low. Meta-analyses are either theoretical (Trice and Treacy 1986, Goodhue 1986) or report inconsistent results (Cavaye 1995) . These inconsistent results are using standardized measures to produce an interaction term, where the calculated interaction term tends to yield low correlations with the individual component parts of the term. In the case of zero correlation, the square of the unstandardized estimate of the beta estimate for the interaction term can represent an approximation of the change in R 2 . This is the situation for our Monte Carlo simulation and thus allows for the convenience of examining the regression estimate as an approximation of the effect size.
often blamed on different operationalizations of the constructs, uncontrolled research factors, inappropriate quantitative studies with little richness in the understanding of the influences, and poorly validated instruments (Cavaye 1995) . We believe these problems are opportunities for improvement.
To such an end, a new latent variable modeling approach for analyzing interaction effects is now introduced and its ability to address these problems is discussed. Empirical evidence is then presented from two studies: A Monte Carlo study and an IT-adoption data set. The Monte Carlo study allows us to assess the approach's improvement over previous techniques, while the IT adoption study demonstrates the use of the new approach within an actual IS data set and theoretical framework.
PLS Product-Indicator Approach for Measuring Interaction
To account for the effects of measurement error, a product-indicator approach in conjunction with PLS is proposed. To the best of our knowledge, this represents the first time such a technique has been applied using PLS for assessing interaction effects. Both Chan et al. (1997) and Bergeron et al. (2001) , for example, discuss the theoretical implications of moderators as a fit variable but never fully demonstrate the empirical properties of such a product-indicator technique. Chan et al.'s (1997) work comes closest to a moderated model but was missing two crucial main effects paths in the final model analyzed. Paths between each exogenous 15 construct and each endogenous construct, in this model, must be analyzed. When the main effect variables are missing in the analysis, interaction path coefficients are not true interaction effects (Jaccard et al. 1990 ). Furthermore, the individual items were not centered or standardized, the moderation scores were averaged and the Consequently, an empirical demonstration of the PLS technique is crucial for understanding an appropriate analytical process in which such errors in execution are avoided.
PLS Appropriateness
The use of PLS has been gaining interest and use among IS researchers in recent years (Compeau and Higgins 1995 , Aubert et al. 1994 , Chin and Gopal 1995 because of its ability to model latent constructs under conditions of nonnormality and with small to medium sample sizes. It is important to recognize that the operational act of creating product terms by multiplying measures together (to be discussed next) in and of itself is not new. These product terms are used in traditional multiple regression and, as described earlier, have been used for covariance-based solutions using software such as LISREL. Rather, it is the coupling and conceptualization of these product indicators within an easy-to-use PLS context that is new.
Being a components-based structural equation modeling technique, PLS is similar to regression, but simultaneously models the structural paths (i.e., theoretical relationships among latent variables) and measurement paths (i.e., relationships between a latent variable and its indicators). Rather than assume equal weights for all indicators of a scale, the PLS algorithm allows each indicator to vary in how much it contributes to the composite score of the latent variable. Thus, indicators with weaker relationships to related indicators and to the latent construct are given lower weightings, and those varied weightings are carried through to an assessment of the theoretical estimates. In this sense, PLS is preferable to techniques such as single-item regression that assumes errorfree measurement, summated regression that assumes equal-weighted measurement and factor score-based regression that assumes constrained measurement Our PLS product-indicator approach represents a one-step technique that requires no additional specification of parameter constraints or assumptions of multivariate normality, can be used to estimate large complex models (even when embedded in the middle of a nomological network), and estimates standard errors via resampling procedures (see Chin 1998b for a discussion of resampling procedures in conjunction with PLS). Furthermore, sample size (as to be demonstrated by the Monte Carlo study) is not constrained by the number of product indicators as would be the case in LISREL estimations, which require increasingly larger sample sizes as the number of indicators grows. A simple PLS heuristic 19 for main-effects-only models indicates that a sample size of 30 would be a reasonable starting point for the three-construct model discussed here and is independent of the number of indicators used. As shown in Appendix A, the comparable LISREL sample would be 200 and increases quickly as the number of indicators increase (up to 1,820 sample size for 12 indicators). Practically, as the model complexity increases beyond 40 or 50 indicators, the LISREL software may not even converge. The PLS approach, in contrast, has been shown to yield computational results for a model with 672 indicators, 21 latent variables, and 200 cases in approximately 1.5 minutes on a 166-MHz Pentium computer (Chin and Newsted 1999, p. 335) .
The final point of comparison to be clarified is that the underlying assumption of uncorrelated error terms among indicators cannot, by definition, hold true for any moderator analysis (see Kenny and Judd 1984 for derivation). Because they are created through multiplication, the error terms for the product indicators are partially correlated with the error terms for the indicators of the other exogenous constructs.
20 While problematic if not accounted for within covariancebased modeling software such as LISREL, these correlations may actually help provide a more accurate estimation of the interaction effect when using PLS. The reason is that there is a known bias in PLS that underestimates the structural effects. 21 While there are no known ways to estimate the amount of bias or inaccurate estimates in a complex model, we do have formulae to account for this bias in single-and twoconstruct models (see Chin 1998b, p. 330 for details). In these cases, bias is reduced with more indicators, and hence we can expect the same tempering effects within our Monte Carlo analysis. Whether or not reduced bias continues to be true in the multiconstruct case will be assessed in the next section. Overall, we believe that the data conditions within the IS field are likely more aligned with the requirements of the PLS approach than the requirements of the LISREL approach.
PLS Setup
Predictor, moderator, and dependent variables under this PLS approach are viewed as latent variables or constructs, which are ideas that cannot be measured directly. Instead, multiple indicators, or measures, for these latent variables must be obtained. Although it is possible to gather measures in many ways, one example of a measure is a survey question in a data collection instrument. For this analytic technique, each indicator is modeled as being influenced by both the underlying latent variable (i.e., reflective indicators) and error. Product indicators reflecting the latent interaction variables are then created by multiplying the indicators from the predictor and the moderator variables (see Figure 2 ). This analytical model is consistent with the theoretical model shown in Figure 3 . Each set of indicators reflecting their underlying construct or latent variable are then submitted to PLS for estimation resulting in a more accurate assessment of the underlying latent variables and their relationships. 21 It will be demonstrated in the next section that this PLS bias is less problematic than regression's underestimation. Note. Path coefficients at the levels specified were created through Monte Carlo simulations.
Standardizing or Centering Measures
An important step in undertaking the PLS productindicator approach is to determine whether indicators must be standardized or centered. Standardizing or centering indicators helps avoid computational errors by lowering the correlation between the product indi- (Smith and Sasaki 1979) ; consequently, one of the techniques must always be used. Furthermore, without such a process, each product term would likely have a different interpretation, limiting the ability of the PLS procedure to accurately estimate the underlying interaction construct. Standardizing or centering the indicators also allows an easier interpretation of the resulting regression beta for the predictor variable. This beta represents the effect expected at the mean value of the moderator variable, which is set to zero.
Standardization is used for reflective measures if it is decided that they can be conceived of as approximately parallel indicators (i.e., equivalent in their measurement of the underlying construct) and no a priori emphasis is given to a particular indicator in the set. Under this situation, all indicators reflecting the predictor and moderator constructs are standardized 22 to a mean of zero and variance of one (Jaccard et al. 1990, Aiken and West 1991) . This approach can be done for ordinal-and interval-level items, such as Likert-scaled attitudinal items, and must be calculated before submitting the data to PLS. Many statistical packages can save standardized Z scores to a file to facilitate this calculation.
Alternatively, centering can be used to maintain the scale metric (or units of measurement), which might be necessary for theoretical interpretation. If it is decided that some indicators are theoretically more important than others, indicators would only be centered-to achieve a mean of zero-by subtracting the mean from every score. This centering technique is only used if it is felt that the original metric of the items or their variances should be maintained, and usually must be calculated explicitly within a statistical package before submitting the data to PLS. For ratio-level items, it is important to have all items transformed to the same metric in addition to being centered. For example, if you measured temperatures in both Celsius and Fahrenheit, you must 22 Standardizing is accomplished by calculating the mean and standard deviation for each indicator. Then for each indicator score, the corresponding overall mean is subtracted and the result is divided by the respective standard deviation. Centering refers only to subtracting the mean.
convert them all to the same scale. After that, you need to center each temperature indicator by subtracting the respective means of the converted scales from their respective data values. Otherwise, the estimated latent variable score produced by PLS would be indeterminable and hence uninterpretable.
Calculating Interaction Term Measures
Once the standardized or centered indicators of the predictor variable X and the moderator variable Z are calculated, product indicators are developed by creating all possible products from the two sets of indicators, usually through an explicit multiplication. These product indicators are used to reflect the latent interaction variable. For example, if there are three measures reflecting the main predictor X and three measures for the moderator variable Z, there would be nine measures for representing the interaction term X * Z. Graphically, this is depicted in Figure 2 . Because any indicator reflecting the predictor X or moderator Z is viewed as interchangeable with another from the same set, any product indicator x i * z i would represent a parallel measure of the underlying latent interaction variable X * Z.
PLS Estimation
The PLS procedure is then used to estimate the latent variables as an exact linear combination of its indicators with the goal of maximizing the explained variance for the indicators and latent variables. Following a series of ordinary least squares analyses, PLS optimally weights the indicators such that a resulting latent variable estimate can be obtained. 23 The weights provide an exact linear combination of the indicators for forming the latent variable score that is not only maximally correlated with its own set of indicators, as in components analysis, but also correlated with other latent variables according to the structural, or theoretical, model.
Empirical data illustrating the PLS approach is now presented. Because our purpose is to improve on the dominant technique found in the literature (i.e., regression and ANOVA), comparisons to singleindicator regression and summated regression are included. The first study presents a simulated Monte Carlo data set where true effects are known and the ability of each technique to estimate these coefficients is shown. The second study presents an IS data set around e-mail adoption with the moderating influence of emotion.
Study 1: Monte Carlo Simulation
To test the efficacy of the PLS product-indicator approach for detecting and estimating interaction effects where measurement error exists, a Monte Carlo simulation study was first executed. PLS, single-indicator regression, and summated regression analytical techniques are compared under varying conditions of effect size, sample size, number of indicators, and measurement error-the influences most prevalent in the literature and central to the interaction term analysis. We begin our presentation of this study by explaining Monte Carlo simulation and follow this with a description of the predetermined population parameters used to assess our PLS product-indicator approach. Because accounting for measurement error is at the heart of the difference between the PLS and regression techniques, loading patterns are first held at a level of 0.70 to provide a baseline comparison, and later varied to extend our understanding. The baseline case and subsequent variations are briefly outlined before the simulation results are shown.
Monte Carlo Simulation
Monte Carlo simulations are typically applied by latent variable/structural equation modeling researchers to ascertain the robustness of statistical estimators (e.g., Chin and Newsted 1999 , Chou et al. 1991 , Sharma et al. 1989 . Monte Carlo simulation refers to a procedure of generating artificial data, based on a specific statistical model that is defined in terms of a stochastic generating mechanism (Noreen 1989) . In other words, we create data that conforms to specifically stated model parameters, such as structural paths (e.g., main and interaction effects), factor loadings, and error terms. Two different approaches have been used to generate data to assess the robustness of latent variable methods. In the Monte Carlo approach, the implied covariance matrix of the observed variables is computed for given values on the parameters in the model and then data are generated on the observed variables from a multivariate distribution having this covariance matrix. Thus, data are only generated for the observed variables and not for the construct level. In the alternative approach, data are first generated for the latent variables according to the relationships specified in the model and then data are generated for the observed variables from the latent variables in the model. This latter approach is better suited to generate data with the distributional characteristics imposed by the model. For this study, we apply the second approach, consistent with the examples and functionality available in the software package PRELIS 2.14 (Jöreskog and Sorbom 1993).
Monte Carlo Population Parameters
Using PRELIS 2.14 (Jöreskog and Sorbom 1993) , data were generated to conform to an underlying population model where the standardized beta of X on Y was 0.30, the beta of Z on Y was 0.50, and the interaction effect X * Z was 0.30. The model is shown in Figure 2 . Indicators for all primary constructs, or latent variables, were modeled as having factor loadings of 0.70 because this is a minimum standard of the IS literature.
24 Thus, the true scores for the main and interaction effects are known. The goal here is to determine how well the PLS product-indicator approach detects and recovers (i.e., estimates) the true effects under conditions of measurement error.
Monte Carlo Design-The Baseline Case and Subsequent Cases of Comparison
The Monte Carlo design is intended to achieve several objectives. The first objective, as our baseline case, is to assess how well the new PLS product-indicator method performs at retrieving the true population parameter. As such, sample sizes are varied at 20, 50, 24 As an initial test near the end of the paper, we do examine the PLS product-indicator performance with different loadings (and, hence, different reliability). A second objective, after examining the absolute performance of the new approach, is a comparison to regression-based estimates. A comparison between the PLS product-indicator approach and singleindicator regression is made, which represents a simple initial point of departure to establish the relative effectiveness of the product-indicator approach in accommodating measures with error. In addition, the comparison between the PLS product-indicator approach and the common practice of summing scales within a regression analysis (the often suggested solution for addressing measurement error) is also undertaken. Using the data generated from the Monte Carlo simulation, summated scales are created and employed in additional regression analyses. The path estimates for the summated regression analyses are then compared to those obtained via the PLS productindicator approach.
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As a final objective, unequal loadings (a situation more typical among research studies) are compared with the Monte Carlo data for the PLS productindicator and summated regression approaches. While the next analysis is not exhaustive, a brief simulation is provided to see how both techniques perform under conditions of heterogeneous loading patterns (i.e., not all 0.70).
Having described the Monte Carlo objectives, the results are now presented. We begin with a discussion of significant levels and the influences of sample size and number of indicators followed by a discussion of the ability to estimate the known/true underlying path estimates.
Significance Tables 5, 6 , and 7 provide the results and significance tests for the 6 × 7 crossed design in which PLS runs were made using PLS-Graph version 3.0 (Chin 2001) . As noted, a single indicator multiple regression forms the initial baseline of comparison for how well the PLS product-indicator approach performs. Results of using single-indicator regression with varying sample sizes are provided in the column of Table 7 labeled "one item per construct." When using PLS, the case of one indicator per construct is identical to performing a multiple regression with a single-indicator measure.
Accurate estimates are invaluable to IS research and only achieved if analytical techniques can both detect and estimate the true scores. Advocating that detection by itself is sufficient (i.e., significance) is incomplete because the goal is to accurately detect the true score if it exists. Hence, we will first examine the pattern of significance and then, with this pattern in mind, consider the accuracy of the estimations. Only then can conclusions be drawn.
Significance levels achieved within each cell from the single-indicator regression and PLS analyses are shown in Table 5 . In general, small sample sizes or few indicators produced few significant estimations at p ≤ 0 05. For example, multiple regression using a single indicator, as represented by the first column, did not detect a significant effect. The predictor X term and the moderator Z term achieved significance sooner at sample sizes of 100 and 50, respectively. Consequently, PLS's ability to estimate the noninteraction terms that are either more reliable or have larger effect sizes z = 0 50 is reaffirmed. The singleindicator approach appears inadequate for estimating interaction terms because no results were significant.
Let us pause for a moment to understand three possible patterns of significance. These ideal patterns of results, as shown in Table 6 , might be formed if (i) only the number of indicators has an influence, (ii) only sample size has an influence, or (iii) both have an equal influence. A solid line is drawn to distinguish where the results change from nonsignificant to significant.
If only the number of indicators had an influence, then a solid vertical line would be observed as shown in Table 6 (i), because no matter how large the sample size grew, the significance within a column would not change. If only sample size had an influence, then a solid horizontal line would be observed as shown in Table 5 Tests of Significance for the Mean Estimates Shown in Note. * p < 0 05 (one-tailed t value: 1.66, df = 499). * * p < 0 01 (one-tailed t value: 2.36, df = 499) (outlined by the dark line). Table 6 Possible Patterns of Significance ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** ** **
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SS SS SS
Indicators Indicators Indicators (i) Only number of indicators has an effect (ii) Only sample size has an effect (iii) Both have an equal influence
Note. * * = significance. Table 6 (ii), because no matter how many indicators were used the significance within a row would not change. Finally, if both had an equal influence, then a tiered, diagonal line would be observed as shown in Table 6 (iii), because significance would change incrementally by both rows (sample size impact) and columns (indicator impact). These patterns will be compared throughout the results.
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Sample Size. As a general observation regarding Table 5 , it can be seen that smaller sample sizes did not produce significant results for many of the combinations across each of the predictor, moderator and interaction terms. The sample size of 20 failed to detect the true effect in all combinations. Interaction term results for the sample size of 50, also, were not significant. Small sample sizes clearly should be avoided when analyzing moderator variables.
For larger sample sizes, there appears to be a threshold after which an increase in sample size does not change the significance level. 25 The dashed, solid, and double lines designate the division between nonsignificant and significant at 0.01, a conservative level that balances both detection and estimation results as will be seen below. The first two parts of Table 5 for predictor X and moderator Z appear to have flat, horizontal lines, and the last part for the interaction term appears to have a more slightly tiered pattern. Accordingly, these patterns reconfirm that, for the PLS product-indicator approach, sample size is more influential in determining significance for noninteraction terms and terms with large effect sizes, but the patterns also suggest that both sample size and the number of indicators are influential in determining significance for interaction terms. The equality of these latter influences will be revisited again when reviewing path estimation.
Indicators. The influence of indicators is promising. More indicators were generally significant, and it is clearly seen that fewer indicators (under four) often lead to nonsignificant results until either a larger sample size was used, such as 150 or over, or a true effect was larger, such as Z = 0 50. Significance at 0.01 was achieved for the interaction term at 6 indicators-100 sample size, and 4 indicators-150 sample size, representing ideal threshold values for sample size and number of indicators in PLS.
Taken together, the results of significance levels for sample size and number of indicators suggest that appropriate detection of interaction terms require sample sizes of 100-150 and 4 or more indicators for each predictor and moderator constructs. The ideal threshold combinations outlined above imply that increasing the number of indicators when analyzing moderators is just as important as gathering more data. Determining significance is an important first step and essential when calculating the correct path estimates. The ability of the techniques to capture true path estimates is now explored.
Path Estimation
After reviewing significance, true score estimation can be addressed. Table 7 provides the path estimations and standard error results for the different combinations of sample size and number of indicators.
Single-Indicator Regression
Keeping in mind that a perfect estimation procedure should result in 0.30 for the x to y path, 0.50 for the z to y path, and 0.30 for the x * z to y path, note that the Table 7 single-indicator regression results (Column 1), which are under conditions of measurement error, consistently (and significantly) underestimated these true effects. The reason, as discussed earlier, is that single-indicator regression does not explicitly take into account the attenuating effects of measurement error. At a sample size of 500, for example, path estimations for single-indicator regression are one-half to one-third of the true effects. Estimation of the interaction term, keeping in mind that none yielded significant results, was only 0.098-far from the 0.30 true score. Therefore, the single-indicator regression approach never seems to yield the true effects even when larger sample sizes are used.
Ideal PLS Interaction Terms
Estimation with the PLS product-indicator approach is promising. Specifically, the number of indicators Note. x -y refers to the mean of 500 path estimates from predictor x to criterion y (true score = 0 30; below dashed line denotes significance). z -y refers to the mean of 500 path estimates from the moderator variable z to criterion y (true score = 0 50; below solid line denotes significance).
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x * z -y refers to the mean of the 500 path estimates for the interaction effect of z on the path from x to y (true score = 0 30; below double lines denote significance).
Significance is denoted through the bolded lines with values below the lines being significant at 0.01. Dashed line is predictor X , solid line is moderator Z, and double line is interaction term X * Z.
a Same as single-indicator multiple regression (population standard errors are within parentheses).
has a slightly greater positive impact on results than do larger sample sizes. This conclusion is based on the observations that, as shown in Table 7 , the interaction term estimation (values below the double lines are significant) approaches the 0.30 true score at 8 indicators-100 sample size within 10% of the true score (i.e., above 0.27) and is close to estimation at 6 indicators-150 sample size. These cell combinations are slightly higher than the threshold ideals suggested above, with the 4 indicators-150 sample size combination falling about 15% away from the true score.
Number of Indicators or Sample Size
In the cells above and to the left of the ideal thresholds identified above, path estimations are well below the true score by at least 15%-20%. In the cells below and to the right of these threshold points in the table, the influence of sample size and number of indicators can be evaluated by the patterns of estimation. Increasing the sample size (i.e., estimations further down the columns) does not improve on these estimations and, in fact, can make them worse. For instance, the interaction path estimations for 6 and 8 indicators at a 500 sample size dropped to 0.248 and 0.262,
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respectively, from 0.261 and 0.304 values at the thresholds. This pattern is generally consistent throughout the other columns as well. Increasing the number of indicators (i.e., estimations across the rows), however, does improve estimations more consistently. Within a row, each increase in indicators generally produces an increase in the estimation, consistently moving toward or maintaining the true score. Thus, more indicators help estimate the "true" parameter more closely.
Power
Sample size alone did not appear to help much at uncovering the true parameter for interaction terms, and hence a strategy of gathering more data (i.e., increasing sample size) might not be helpful. Although this was observed in the data, it is important to recognize how sample size and the number of indicators contribute to statistical estimates through power. For a discussion of these influences on power, see Appendix B.
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Inaccurate True Score Estimates As seen in the literature review, attenuation of the estimates through measurement error is a condition that creates inaccurate true score estimates. This condition exists in the Monte Carlo data and had an effect on single-indicator regression, while only having a slight dampening effect on PLS estimates.
Single-Indicator Regression Biases. Estimation of the interaction term of X * Z for the single-indicator regression analysis resulted in estimations around 0.10 (Table 7) when they should be 0.30. Such results could leave the researcher with the impression that an interaction effect is much smaller than its true score, or even that the interaction effect is possibly nonexistent. This interaction term estimation, in particular, would generally represent the worst among the estimations, because the interaction reliability will be necessarily smaller because it is a product of the reliabilities of the predictor and moderator indicators.
PLS Biases. While much better than singleindicator regression, we see that PLS still tends to underestimate the structural paths that connect constructs. At the same time, PLS tends to overestimate the measurement paths connecting constructs to their indicators. Loadings in these results are overestimated as Table 8 27 displays. The true loadings were set in the Monte Carlo analysis at 0.70 for the main-effects constructs of predictor X and moderator Z, and by implication at 0.49 for the interaction construct of X * Z. If we consider from Table 5 only the loadings for significant estimates, we can see that the loadings in Table 8 tend to be inflated by more than 10% in the two-and four-indicator situation. And, as conjectured by Chin (1995, p. 319) , it is not until we use 10 to 12 indicators that a more accurate loading estimate is reached.
Thus, contrasted to other causal modeling techniques (e.g., LISREL), PLS tends to be more conservative in its estimates of theoretical (i.e., structural) paths and more positively biased towards its loading estimates. This implies caution against putting too much emphasis on PLS loadings when there are few indicators (i.e., ≤8). Among the significant estimates, we do see that, on average, the estimates for the interaction construct of X * Z were closer to the 0.30 true effect than the estimates of predictor X to their true effect of 0.30. Our interaction construct thus had reduced estimation bias. With the initial results of the baseline Monte Carlo study in mind, a short exploration of two further comparisons-summated scales within regression and heterogeneous loadings-are undertaken.
Summated Regression-with Baseline Data
Using the same Monte Carlo data as in the baseline case, the practice of summing scales was employed for the 2-through 12-indicator cases. Multiple regression was then used to provide significance levels and true-score estimates. Interaction term results from this summated regression are shown in Table 9 . These significance results demonstrate patterns more similar to the PLS product-indicator approach patterns than the single-indicator regression patterns (Table 7) . However, summated regression still consistently under- Note. True score = 0 30. Significance is denoted through the bolded double lines with values below the lines being significant at 0.01. t = 2 36, P ≤ 0 01, one-tail. estimated the true theoretical interaction term scores by more than 10% in 41 of 42 cells. Of the significant results, most are substantially below the correct score.
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These conclusions are drawn, in part, from the significance levels and estimates shown in Table 9 , where double lines denote patterns of significance for summated regression. Any interaction term value below the double line is significant at 0.01. The pattern of significance is somewhat similar to the PLS productindicator approach, but less effective in detection with 8 indicator-100 sample size and 6 indicator-150 sample size cells being identified as ideal points. All values for the 2 and 4 indicators are not significant, and the 6 indicator-100 sample size cell did not emerge as significant as it was in the PLS baseline case.
Beyond the fact that summated regression detects the interaction true score at later points than does PLS, we can also compare the accuracy of both estimates from the true value of 0.30 via the mean relative bias (MRB). Analogous to the formula provided by Reinartz et al. (2002) , the average percentage bias for the t = 500 runs from the true population estimate X pop of 0.3 can be determined as follows:
From Figure 4 , no summated regression estimate reached the true interaction score of 0.30, and only two cells (12 indicators-200 and 100 sample sizes) came within 10% of that score. Most of the PLS estimates reached the 10% threshold at 6 indicators and were within the 5% range at 8 indicators. In contrast to the interaction term results, the ability to detect the direct effects of predictor X and moderator Z were identical for both summated regression and PLS. 29 For strong effect sizes Z = 0 50 , both procedures were able to detect an effect at 4 indicators-50 sample size. For the moderate effect size X = 0 30 , more data (sample size ≥ 100) or more indicators (4+) was required to obtain significance. But these moderate effect sizes are not consistently estimated (i.e., within 10% of the true score) until eight or more indicators are used. Small sample sizes performed poorly once again until either a large effect size existed Z = 0 50 or a large number of indicators were used.
Summated Regression-with Heterogenous Loadings
To this point in the analysis, the data set created with the Monte Carlo simulation maintained a 0.70 loading pattern, which reflects a typical level found within the IS literature and provided a consistent benchmark for comparing sample size, effect size, and number of indicators. Comparing the summated regression-based technique to the new PLS productindicator approach under varying loading patterns is the objective of the next simulation. The results of this comparison are shown in Table 10 .
In this analysis, loadings were varied for the independent X variable and the moderating Z variable. By varying these loadings, conditions of heterogeneous constructs were simulated, reflecting the existence of more and less measurement error among a set of items, as shown in Table 10 , first column. The dependent Y variable was maintained at 0.70 loadings to simplify the design. Furthermore, based on the previous Monte Carlo results, sample size was set at 100 and the number of indicators kept at either 6 or 8, which was the ideal range in the baseline case balancing both significance and accurate estimation. Average regression scores were calculated for the The results in Table 10 show that in all instances of heterogeneous loadings for the eight-indicator situation, the PLS product indicator approach consistently estimates the 0.30 true effect of the interaction term (as seen in the bolded values and the MRB values within 5% of the true estimate, Figure 5 ), and these differ- For the six-indicator situation, as expected, the estimates tended to be lower. But again, we see an improvement of using PLS over summated regression. Here the estimates using summated regression ranged from 0.19 to 0.25, while the lowest PLS estimate was at 0.28. As in the homogeneous case, the patterns for the direct effects of predictor X and moderator Z under the summated regression approach were similar to earlier results. 30 This, then, leads us to conclude that when the reality of varying loadings patterns and lower reliability emerge, PLS is more accurate in its estimates of true scores than is summated regression. 30 Because of page limitations, these results are not presented but are available from the authors upon request.
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Summary
Taking all the results from sample size, number of indicators, effect size, and reliability into account, a minimum sample size of 150 with 4 indicators or a minimum sample size of 100 with 6 indicators appears best to balance the trade-offs for detection and accurate estimate. Researchers should always strive for the highest reliability possible in their measures. Unfortunately, lower or varied reliability is a reality of research in the IS field, one that is not likely to go away. The PLS product-indicator approach, demonstrated above, provides researchers with a technique that allows them to manage this reality. Variability in individual item reliability did not influence the PLS estimates in our eight-indicator simulation. With these threshold combinations, structural path estimates will be within 10% of the true effects, as shown in Table 7 , and the overestimation of the measurement paths will be kept to a minimum, as shown in Table 8 .
This conclusion, in combination with our findings in the literature review, may provide a possible explanation for the poor results of the past moderator CHIN, MARCOLIN, AND NEWSTED A Partial Least Squares Modeling Approach studies. Recall that, in our literature review, studies examining moderators employed an average sample size of 81.5 and an average number of three indicators. PLS improved on single-indicator measures and summated scales, and handled varying effect sizes, sample sizes, power levels, number of indicators, and reliabilities. Although we cannot conclude from our analysis how other effect sizes, loadings, and reliabilities would fare, these should be tested in the future to get an even greater appraisal of how PLS and summated regression estimates may vary. Smaller sample sizes and fewer indicators using the PLS product-indicator approach would likely be appropriate when using more reliable indicators (i.e., loadings higher than 0.70), but we cannot estimate by how much the estimates would rise. Now that we have demonstrated through this Monte Carlo analysis that the PLS approach improves on regression-based techniques, the role of the PLS approach within IS theory is explored. Empirical data for the moderating influence of enjoyment on the well-known relationship between perceived usefulness and intention to use is now presented.
Study 2: The Moderating Effect of Enjoyment on the Perceived Usefulness/IT-Adoption Intention Relationship
This section presents the PLS product-indicator approach as applied to detecting the interaction effect of enjoyment on the perceived usefulness/ITadoption intention relationship. In Davis' (1989) original presentation of this model, perceived usefulness and perceived ease of use were modeled as having direct effects on adoption intention. Later, Davis et al. (1992) note the difference between extrinsic and intrinsic sources of motivation to computer use in the workplace. While usefulness, an extrinsic source of motivation, had a significant effect on adoption intention, enjoyment, an intrinsic source of motivation defined as the extent to which the activity of using the computer is perceived to be enjoyable in its own right apart from any performance consequences, was felt to also have a direct effect. Their study found that both perceived usefulness and enjoyment mediated the influence of perceived ease of use on intention. Thus, perceived ease of use was not included in predicting intention for this analysis.
The question becomes whether enjoyment also moderates the usefulness to the intention relationship. Consider the following example to illustrate the potential role of enjoyment as a moderator. The TAM model states that the stronger a person's belief in the usefulness of an information technology (IT), the more he/she would intend to use it. Yet, we also believe that the impact of this belief on IT-usage intention is negatively moderated by the level of enjoyment the individual has during his or her use of the IT. In essence, when the usage experience is more enjoyable, the impact of perceived usefulness on future intention to use is lower. Conversely, the less enjoyable one perceives the IT to be, the stronger the impact of one's perception of usefulness on intention to use. This phenomenon is based on a cognitive consistency argument in which the underlying theory is that when IT usage is extremely enjoyable, instrumental issues, such as perceived usefulness, ought not to come into one's decision-making criteria for future usage. In fact, for those people whose predominant purpose is enjoyment, more usefulness may be considered a detrimental feature, thereby negatively impacting intention to use. Thus, all else being equal, if we had two different groups of people in which the first group perceived the IT to be highly enjoyable and the second group perceived it to be highly unenjoyable, we would expect a low to negative correlation between perceived usefulness and IT-usage intention for the first group, and a high correlation for the second group. In this scenario, the dependent variable Y would represent IT-usage intention, and the predictor X and moderator Z variables would represent perceived usefulness and enjoyment, respectively. Chin and Gopal (1995) similarly found that both enjoyment and relative advantage (which uses identical items to perceived usefulness) had an effect on group support system adoption intentions. In their article, they state "that there is also the possibility of interaction effects among the constructs that were not taken into account in this study. For example, Davis (1992) indicated that a positive interaction might exist between enjoyment and usefulness. Because of its similarity to usefulness, the relative advantage construct used in this study may also have an interaction effect with enjoyment" (p. 58).
To test the possibility of such an interaction effect, the perceived usefulness and enjoyment items were used to examine the adoption intention of electronic mail. See Appendix C 31 for construct definition, items used, and organizational setting.
In formulating and testing for interaction effects using PLS, one needs to follow a hierarchical process similar to that used in multiple regression in which one compares the results of two models (i.e., one with and one without the interaction construct). Standardized indicators were chosen for this analysis because Likert scales were employed in this study, and the indicators were considered to be theoretically parallel. The standardizations were calculated using SPSS 9.0. For the analysis with the interaction construct (as depicted in Figure 2) , it is necessary to include the two main effects constructs (in this study, perceived usefulness and enjoyment) to assess how the moderator construct, enjoyment, influences the impact of perceived usefulness on intention. When using the default standardized output from PLS, the standardized beta estimate of the main construct X (perceived usefulness) on dependent construct Y (intention) is interpreted as the amount of influence of X on Y when the moderator construct Z (enjoyment) is equal to zero. Likewise, the beta estimate from moderator construct Z to Y is interpreted as the amount of direct influence of Z on Y when X is equal to zero.
The standardized path estimate from the interaction construct informs us how a change in the level of the moderator construct Z (enjoyment) would change the influence of the main construct X (perceived usefulness) on dependent construct Y (intention). Thus, if X (perceived usefulness) has an estimated beta effect of B on Y (intention), a beta M from the interaction construct can be interpreted as a beta change to B + M for the estimated path from X (perceived usefulness) to Y (intention) when Z (enjoyment) increases by one standard deviation from the baseline of zero.
You can also compare the squared multiple correlation R 2 for this interaction model with the squared multiple correlation for the "main effects" model, which excludes the interaction construct. The difference between the squared multiple correlations is used to assess the overall effect size f 2 for the interaction where 0.02, 0.15, and 0.35 have been suggested as small, moderate, and large effects, respectively (Cohen 1988) . 32 It is important to understand that a small f 2 does not necessarily imply an unimportant effect. Even a small interaction effects can be meaningful under extreme moderating conditions, if the resulting beta changes are meaningful, then it is important to take these conditions into account.
The results of this study, as shown in Figure 6 , 33 give a standardized beta of 0.449 from usefulness to intention, 0.227 from enjoyment to intention, and an interaction effect of −0 209 with a total R 2 of 0.50. Thus, these results imply that one standard deviation increase in enjoyment will not only impact intention directly by 0.227, but it would also decrease the impact of perceived usefulness to intention from 0.449 to 0.240. As expected, the main effects model, shown in Figure 7 , 34 resulted in a slightly higher standardized beta and a smaller R 2 of 0.465. The interaction construct, therefore, has an effect size f of 0. 07, 35 which is between a small and medium effect and is larger than found in most past IS studies. Even with a small-to-moderate effect size, these beta estimates help inform us of the conditions under which enjoyment becomes a dominant factor-equaling and potentially overshadowing perceived usefulness. For the group of people who perceive electronic mail to be extremely enjoyable, perceived usefulness will be a 32 f 2 = R 2 (interaction model) − R 2 (main effects model) / 1 − R 2 · (main effects model)]. Interaction effect sizes are small if 0.02, medium if 0.15, and large if 0.35 (Cohen 1988). less important factor on usage intention than is enjoyment. If there is a reasonable likelihood of encountering such a group, being aware of this interaction becomes important.
To assess whether the interaction effect and main effects were significant, a bootstrap resampling procedure (Efron and Tibshirani 1993) was performed. The results of 500 resamples indicate that all paths, weights and loadings, (as shown in Table 11 ) were significant at the 0.01 level.
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The accuracy of the path estimates to the true effects must be assessed next. As noted earlier, the estimates of the structural paths tend to be more accurate as the reliability score for the estimated construct increases. To assess the reliability of the latent variable estimated by PLS, the composite reliabilities as suggested by Werts et al. (1974) were calculated and are presented in Table 11 . Use of this formula, which does not assume equal loadings or error terms among the measures, typically provides more accurate estimates of the composite reliability. Overall, except for enjoyment with a three-indicator composite reliability of 0.85, the composite reliabilities of the other constructs are very high-at or above 0.96. In the case of enjoyment, if we employ the composite reliability as a bias correction factor, the 0.227 path between enjoyment and intention increases slightly to 0.246.
As a contrast, we summed the indicators and performed a moderated regression analysis instead. The result was a smaller interaction path of −0 140 p < 0 05 with a correspondingly smaller R 2 of 0.422. Furthermore, the effect could not be considered significant at the 0.01 level. With the main effects R 2 of 0.404, this yields a substantially lower change in R 2 of 0.018 and an f 2 of 0.03. Contrast these numbers with those obtained using PLS (path of −0 209 with p < 0 01, f 2 of 0.07) and we see the theoretically weighted scales of PLS outperformed the summated scales by more than a factor of two. Thus, without the PLS procedure, we would not be able to conclusively 36 We choose bootstrapping over the use of jackknifing because computational time was not a constraint and jackknifing is considered both less efficient and an approximation to the bootstrap (Chin 1998b, p. 320) . prove that enjoyment, an intrinsic motivation to use a computer, represents a significant and substantive moderating effect in the TAM model.
Discussion and Conclusion
This paper provided a new approach towards the assessment of interaction effects among continuous variables. IS research over the past 15 years has predominantly employed multiple regressionand ANOVA-based analytic techniques to investigate these interaction terms. Less than one-quarter of the interaction terms investigated in these works have been found to be significant, with only a handful of the articles providing an effect size estimate. As suggested, these cumulative results may be due to the analytic technique employed-specifically, multiple regression where this technique was demonstrated through the Monte Carlo simulation to often underestimate the moderator effect size by 16%-37%, depending on the number of indicators used.
As Cronbach (1987, p. 417 ) has urged, "further investigation of statistical power in studies of interaction and invention of more sensitive research strategies are much to be desired." Following this sentiment, this study has provided an initial sense of the efficiency and effectiveness of a new PLS product-indicator approach. Through the use of the new approach, it has been shown that sample sizes of approximately 100 with eight indicators per main effect construct, and loadings of 0.70 are needed to detect an interaction effect and to yield reasonably consistent estimates. The combination of 150 sample size, 6 indicators, and 0.70 loadings also produced similar, significant results. In contrast, the average sample size and number of indicators in past IS studies were 81.5 and 3, respectively, much lower than the standards suggested by the Monte Carlo simulation. Increasing the number of indicators was shown to have a larger impact on consistent estimations than did increasing the sample size. Increasing the reliability of indicators will also help, but this typically emerges only after several attempts are made at building better questions and more unidimensional constructs.
It is important to understand that these suggested levels pertain only to detecting interaction effects. By came to the fore in retrieving the "true" population parameter, whereas regression resulted in at least a 16% underestimation. In estimating noninteraction terms that have higher reliabilities, summated regression and PLS performed equally well.
Study 2, which evaluated the PLS approach using an IS empirical data set on enjoyment and use intention again found that the PLS approach retrieved an interaction estimate 33% higher than the summated regression approach. While not as conclusive as the simulation, the effect size was found to be higher than in previous IS studies and twice the size estimated in the summated regression.
In all, it is hoped that the issues raised in this paper-such as appropriate sample size, multiple indicators, reliability, and power-will be part of the mindset and standard information provided in future research papers. Attention to these issues in future research should help the IS field build a cumulative body of knowledge with fewer problems than that found through the literature review. As stated at the start of the paper, it indeed might be the case that theoretical advancement of moderators has been impaired more by analytical techniques than by the lack of conceptualizing contingent factors. We believe that moderators' roles within emerging theories are poised to have large effects on the field, if only we can improve on the analytical techniques to aid in this discovery.
