Abstract. We study optimal control problems in which controls with certain sparsity patterns are preferred. For time-dependent problems the approach can be used to find locations for control devices that allow controlling the system in an optimal way over the entire time interval. The approach uses a nondifferentiable cost functional to implement the sparsity requirements; additionally, bound constraints for the optimal controls can be included. We study the resulting problem in appropriate function spaces and present two solution methods of Newton type, based on different formulations of the optimality system. Using elliptic and parabolic test problems we research the sparsity properties of the optimal controls and analyze the behavior of the proposed solution algorithms.
Introduction. Optimal control problems with control costs of L
1 -type are known to produce sparse solutions [8, 26] , i.e., the control function is identically zero on parts of the domain. Since at these points no control needs to be applied, problems with sparsity terms naturally lend themselves to situations where the placement of control devices or actuators is not a priori given but is part of the problem.
In this paper, we analyze a general class of optimal control problems with a sparsity measure that promotes striped sparsity patterns. As a model problem in L 2 (Ω), we consider
where H is a Hilbert space corresponding to the state space of the controlled system, y d ∈ H is the desired state, and S : L 2 (Ω) → H is the linear control-to-state mapping. Moreover, −∞ ≤ u a < 0 < u b ≤ ∞ are bound constraints for the optimal controls, α ≥ 0, β > 0, and u 1,2 , which as specified below favors sparse solutions. To motivate the approach, in this introduction we assume that Ω = Ω 1 × (0, T ) is a space-time cylinder, where Ω 1 ⊂ R n , n ≥ 1, and T > 0, in which case the directional sparsity term is given by dx.
where μ denotes the Lebesgue measure. The term u 0,2 accounts for costs originating from the sheer possibility to apply controls at certain locations. For example, this could be acquisition costs for control devices or actuators, in which case β is the price per control device unit. At a solution of (P 0 ), C is the set where placing control devices is most efficient. Terms such as (1.2) are also called "L 0 -quasi-norms" since they can be found as (formal) limits of L p -quasi-norms as p → 0. Unfortunately, using the sparsity term (1.2) results in a nonconvex, highly nonlinear, and to some extent combinatorial problem since the set C depends on the (unknown) solution.
However, the directional sparsity problem (P 1 ) can be used as a convex relaxation of the L 0 -problem. Partial theoretical justification for this approximation can, for instance, be found in [4, 11, 12] . We point out that using the "undirected" sparsity term β u L 1 (Ω) also results in a solution with a certain sparsity structure. However, this sparsity pattern changes over time. Compared to solutions based on the directional sparsity terms u 0,2 or u 1,2 , where the sparsity structure is fixed over time, this is difficult to realize in practice.
Besides the practical relevance of (P 1 ) for finding optimal locations for control devices, studying (P 1 ) is also of theoretical interest. Since the functional (1.1) cannot be differentiated in a classical sense, subdifferentials have to be used and the construction of efficient solution algorithms becomes challenging. Even though choosing α > 0 (which we mostly assume in this paper) allows us to formulate the problem in a Hilbert space framework, the problem structure and the characteristics of the solution are very different from smooth optimal control problems.
Let us put our work into perspective. Nonsmooth terms in optimization problems with PDEs are commonly being used for the purpose of regularization in inverse problems in image processing; see, for instance, [6, 23, 24, 30] . Among the few papers where L 1 -regularization is used in the context of optimal control of PDEs are [5, 8, 26, 31, 32] . In [5, 8, 26, 32] elliptic optimal control problems with the nondirectional sparsity terms β u L 1 (Ω) are analyzed. In [5, 26, 32] , in additional to the sparsity term, the squared L 2 -norm α/2 u 2 L 2 (Ω) is part of the cost functional, which allows the problem to be analyzed and solved by a Newton-type algorithm in a Hilbert space framework. On the contrary, in [8] the problem is posed and analyzed in L 1 (Ω) or BV(Ω) and a Newton-type algorithm is proposed that applies to a regularized version of the problem. In [32] , convergence rates as α → 0 are investigated. Compared to [8, 26, 32] , in the problem (P 1 ) under consideration here, points in the control space are directionally coupled, which leads to a stronger nonlinearity in the optimality system. Additional challenges arise from the combination of pointwise bound constraints with the nonlocal sparsity term. In [31] , the authors use L 1 -regularization for a system of ODEs, which is driven toward a desired state at final time. Here, the nonsmooth objective is motivated by the physics of the problem (the control cost measures the consumption of fuel) rather than by the need for sparse optimal controls. Related research focuses on finding sparse solutions to finite-dimensional, linear Fig. 1.1 . Two-dimensional example domain Ω, its projection Ω 1 , and the cross section Ω 2 (x 1 ).
inverse problems. For underdetermined problems, the convex relaxed l 1 -norm problem provably finds a near-optimal solution also with respect to l 0 , i.e., the sparsest solution [4, 11, 12] ; we refer to [29] for an overview of numerical methods employed in this context. In a different interpretation of the sparsity approach, the authors in [15] find optimal experimental designs for linear inverse problems. Here, a sparsity term is used to rule out experiments that do not contribute significant information for the inversion. In practice, this can reduce the number of experiments or measurements to be made.
The main focus of this paper is twofold. First, we analyze (P 1 ) in a function space framework, derive the optimality system, and study characteristics of the sparse optimal controls. Second, we propose two Newton-type algorithms for the numerical solution of (P 1 ) and study their convergence behavior. To the authors' knowledge, available algorithms for finite-dimensional counterparts of (P 1 ) are based only on first-order information; see, for example, [22, 25, 34] .
The outline of the remainder of this paper is as follows. In section 2, we prove the existence and uniqueness of a solution for (P 1 ) and derive necessary and sufficient optimality conditions. In section 3, we present a particular form of the optimality system that applies in the absence of pointwise control constraints. Local superlinear convergence of a semismooth Newton method based on this form is proved. Section 4 is devoted to an alternative formulation of the optimality system, which allows taking into account pointwise control constraints. We also derive a semismooth Newton method based on this formulation and study its properties in finite dimensions. Finally, in section 5 properties of solutions of (P 1 ) are studied using numerical examples, and the efficiency of the algorithms proposed in this paper is analyzed.
Notation. While a time-dependent problem has been used in the introduction for illustration purposes, in the remainder of this paper we allow for a more general split of coordinate directions, which contains the time-dependent problem as a special case (see Example 1.2). Throughout the paper, Ω ⊂ R N with N ≥ 2 is a bounded measurable set. The coordinate directions are partitioned according to R N = R n × R N −n for some 1 ≤ n < N. This induces the sets
Hence, Ω 1 can be interpreted as the projection of Ω onto R n , whereas Ω 2 (x 1 ) is the cross section of Ω at position x 1 ∈ R n (see Figure 1 .1). The general form for the directional sparsity term u 1,2 is
We now give two examples of problems that fit into our general framework. Example 1.1 (elliptic PDE). The domain Ω ⊂ R N is a bounded domain with Lipschitz boundary, and S :
. This is a particular case of the example described in the introduction. Suppose that Ω 1 ⊂ R n is a bounded domain with Lipschitz boundary Γ, Ω 2 = (0, T ) for some T > 0, and Ω = Ω 1 × Ω 2 is the space-time cylinder.
In both examples, the restriction to homogeneous boundary and initial data can be waived by modifying y d . Note that problems with vector-valued control variables u : Ω → R n , or equivalently u : Ω × {1, 2, . . . , n} → R, are included in our setting if the inner integral in (1.4) is taken with respect to the counting measure. The regularization term then becomes u 1,2 := Ω u(x) R n dx, where · R n denotes the Euclidean norm in R n . Problems of this type fall into the class of joint sparsity approaches; see [13, 14] .
, and L p (Ω 2 (x 1 )) the classical Lebesgue spaces on the respective domains (1 ≤ p ≤ ∞). The norm in these spaces is referred to as · p , and the domain will be clear from the context. We write · , · for the scalar product in L 2 . For 1 ≤ p, q ≤ ∞, we denote by L p,q (Ω) the space of (equivalence classes of) all measurable functions f : Ω → R whose norm
). In the general case, it is a closed subspace of the latter with Ω 2 = ∪ x1∈Ω1 Ω 2 (x 1 ) being the union of all cross sections. Nevertheless, we also refer to L p,q (Ω) as a Bochner-type space. Finally, for functions u, v defined on Ω we introduce the shorthand notation
That is, | · | x1,2 is the L 2 -norm and · , · x1,2 the scalar product on the stripe
Standing assumptions. We consider problem (P 1 ) under the following assumptions. H is a Hilbert space, and y d ∈ H is the desired state. We assume that S ∈ L(L 2 (Ω), H) is a bounded linear map. For the analysis of the semismooth Newton method in section 3, we require
Here, we denoted by S the adjoint of S. Moreover, let u a , u b ∈ L 2 (Ω) and denote by (1.6) 
, and by Holder's inequality we can infer
Let us now consider Example 1.2 with n ≤ 3. The solution theory for parabolic equations yields the continuity of S :
Analysis of the problem.
In this section, we prove the existence and uniqueness of an optimal solution for (P 1 ) and derive necessary and sufficient optimality conditions. We begin by computing the subdifferential of u 1,2 . 
Computation of the subdifferential.
is finite. The dual pairing is given by
). An equivalent characterization of the subdifferential of · 1,2 is given by
The subdifferential remains the same if
We begin by observing that (see [20, p. 56 
To show that the right-hand sides in (2.2) and (2.1) coincide, let v ∈ ∂ · 1,2 (u) be given. The first condition in (2.2) yields |v| x1,2 ≤ 1 for almost all x 1 ∈ Ω 1 . Furthermore, we have
Now, for almost all
Therefore, we have
Together, these relations imply that f (x 1 ) = |u| x1,2 holds for almost all
The converse inclusion can be proved easily. If · 1,2 is considered as a function from L 2 (Ω) into R, the subdifferential may become larger. However, it remains a subset of L ∞,2 (Ω), and thus the density of
Using w = v k and passing to the limit shows the same inequality with w replaced by v ∈ L 1,2 (Ω).
2.2.
Existence, uniqueness, and optimality conditions. Lemma 2.3. Problem (P 1 ) has a unique solution for β ≥ 0 and α > 0. The same holds for α = 0 in case S is injective.
Proof. For α > 0 the objective J(u) is strictly convex and continuous. The same holds true in case α = 0, provided that S is injective. Furthermore, the set U ad ⊂ L 2 (Ω) is convex and weakly compact and therefore the existence and uniqueness of the optimal control follows from standard arguments; see, for instance, [28, Thm. 2.14].
The variational inequality
is a necessary and sufficient optimality condition for (P 1 ). Hence the Moreau-Rockafellar theorem [20, p. 57 ] implies the following lemma.
is a subgradient as defined in (2.1).
With the introduction of a Lagrange multiplierμ associated with the condition u ∈ U ad , the variational inequality (2.4) becomes (2.5a) −p + βλ + αū +μ = 0, whereλ andμ satisfy
in an almost everywhere sense. Sections 3 and 4 present two different formulations of this optimality system, which lead to different solution algorithms.
Semismooth Newton method I:
The unconstrained case. Semismooth Newton methods are well studied in both finite-dimensional and function spaces, and they are commonly used for optimal control problems; see [2, 16, 21] . Under certain conditions, a local superlinear convergence rate and even global convergence can be proved. The aim of this section is to present a semismooth Newton method for the case that no bound constraints for the controls are present in (P 1 ), i.e., U ad = L 2 (Ω). For this case we can show local superlinear convergence of the method in function space. To this end we state an alternative form of the optimality system (2.5) that is tailored to the unconstrained case. In this section, α > 0 is assumed throughout.
is the optimal solution of (P 1 ) if and only if
Proof. Let us show the equivalence of (3.1) and (2.5). Note that U ad = L 2 (Ω) impliesμ = 0 and let x 1 ∈ Ω 1 be given. If |ū| x1,2 = 0, both systems are equivalent to |p| x1,2 ≤ β. Suppose now that |ū| x1,2 > 0. Then both systems imply thatū(x 1 , ·) is a multiple ofp(x 1 , ·). Now we have the equivalences
which shows the equivalence.
This lemma gives rise to the definition of the nonlinear operator F :
where P u := S (y d − Su) is the adjoint state belonging to u. As a direct consequence of Lemma 3.1, we have that F (u) = 0 if and only if u solves (P 1 ).
In the remainder of this section we prove the Newton (or slant) differentiability [7, 16] of F and the invertibility of the derivative F (u).
is Newton differentiable on L 6,2 (Ω) and a generalized derivative is given by
Proof. Let p, h ∈ L 6,2 (Ω) be given. We define the remainder r(h) by
where 2 ,
with
Now we estimate the four parts of the sum for r(h) separately. First part. On N 1 we have
by Cauchy-Schwarz
Similarly, we obtain the lower bound
.
and hence
. Fourth part. We have
. Combining the estimates. Due to the above estimates we obtain
which proves that G is Newton differentiable with G as a derivative.
Due to F = I − α −1 G • P and the assumption (1.5) that the affine operator P maps L 2 (Ω) continuously to L 6,2 (Ω), we obtain the Newton differentiability of F .
is Newton differentiable and a generalized derivative is given by
This corollary shows that F (u) is the sum of the identity operator and the composition of two operators. To show the bounded invertibility of F (u), we investigate its spectrum. To this end, we cite the following lemma from [18 Proof. We first assume that B is self-adjoint. Therefore, √ B is self-adjoint as well. This implies that
The result for self-adjoint A follows analogously. We shall apply this corollary to infer the invertibility of F (u), using the settings
both considered as operators from L 2 (Ω) into itself. Clearly, B is positive and selfadjoint. The positivity of A is shown as part of the proof of the following lemma.
In order to get a better understanding of the structure of F (u) we define for p = P u the linear maps
Note that R is the L 2 (Ω)-orthogonal projector onto the subspace spanned by the stripes of p, i.e., onto the subspace
With these definitions we have
In order to prove the invertibility of F (u) we perform two steps. First step. We show that A is a positive operator. Since R is a projector, I − R is a projector as well. In particular, this implies R − I ≤ 1. Due to Q ≤ 1 we have QR − Q ≤ 1. Therefore I + QR − Q is positive. Using χQ = Qχ = Q, Rχ = R, and the self-adjointness of χ, we see that χ + QR − Q = χ (I + QR − Q) χ is positive as well.
Second step. We apply Corollary 3.5 to infer the invertibility of F (u) and the bound for F (u) −1 . Applying Corollary 3.5 with the setting (3.
2) yields σ(G (P (u)) • S S) ⊂ [0, ∞). By Corollary 3.3 we infer σ(F (u)) ⊂ [1, ∞). This implies the invertibility of F (u) as well as F (u)
. Using classical arguments (see, e.g., [7, Thm. 3.4] ) the Newton differentiability of F and the uniform boundedness of F (u) −1 imply the following result.
Theorem 3.7. The semismooth Newton method
converges locally to the unique solution of (3.1) with a superlinear convergence rate. We remark that it is possible to include in (3.1) constraints of the form
where u b ∈ L 1 (Ω 1 ). This constraint bounds the norm of u on each stripe. For that case, the optimality system (3.1) has to be replaced by
The Newton differentiability and the bounded invertibility of the generalized derivative of (3.4) can be shown as for the unconstrained case. We also mention that constraints of the type (3.3) are the weakest constraints which ensure the solvability of (P 1 ) without additional L 2 -regularization, i.e., for α = 0: note that the solution space L 1,2 (Ω) is not reflexive, but the set of admissible controls satisfying (3.3) is weakly compact, and the existence of a solution in L 1,2 (Ω) follows by standard arguments. The inclusion of pointwise control bounds into an optimality system of the form (3.1) is not possible because the additional pointwise complementarity conditions interfere with the stripewise structure of (3.1).
Semismooth Newton method II:
The constrained case. In this section, we propose an alternative approach to solving (P 1 ), which is based on a different reformulation of the optimality conditions. This form allows for the incorporation of pointwise bound constraints since it uses u and λ, while (3.1) is a reduced form that involves only the adjoint state. While being more flexible, a drawback of the approach in this section is that it only applies to the discretized, finite-dimensional problem and permits only a limited analysis. Since the finite-dimensional min-and max-functions used in the reformulation are semismooth [7, 16] , we can compute a slant derivative. However, the resulting semismooth Newton iteration is well defined only under certain conditions (see Lemma 4.2). In numerical practice, we modify the semismooth Newton step to enforce these conditions and observe that these modifications are necessary only in the initial steps of the iteration. The equivalent form for the optimality system is given next. Proof. The reformulation of optimality conditions originating from pointwise control constraints using complementarity functions is well known (see, e.g., [16, 21, 26] ). Thus, we skip the proof of the equivalence between (4.1c) and (2.5) and restrict ourselves to showing the equivalence between (4.1b) andλ ∈ ∂ · 1,2 (ū), the latter meaning |λ| ·,2 ≤ 1 andλ =ū/|ū| ·, 2 on {x ∈ Ω : |λ| ·,2 = 1}, (4.2a)ū = 0 on {x ∈ Ω : |λ| ·,2 < 1}. (4.2b) First, we show that (4.2) implies (4.1b). We first consider the case x 1 ∈ Ω 1 with |λ + c 1ū | x1,2 ≥ 1, and thus we are necessarily in case (4.2a). Hence, max ( 
x1,2 + c 1 )ū = 0. If, on the other hand, |λ+c 1ū | x1,2 < 1, then we are necessarily in case (4.2b) and (4.1b) follows immediately fromū = 0.
Conversely, let us assume that (4.1b) holds. We first study x 1 ∈ Ω 1 with |λ + c 1ū | x1,2 ≥ 1, in which case (4.1b) implies that |λ| x1,2 = 1 and thatλ = αū for some α. Plugging this expression forλ into (4.1b) shows that α = |ū| −1 x1,2 , yielding (4.2a). If on the other hand |λ + c 1ū | x1,2 < 1, we obtain from (4.1b) thatū = 0 on {x 1 } × Ω 2 (x 1 ), and thus also |λ| x1,2 < 1, resulting in (4.2b).
The form (4.1) of the optimality conditions motivates the application of a Newton algorithm as in section 3. A formal computation of a semismooth Newton step for u, p, λ, and μ in (4.1) results in the following Newton iteration: Given current
I denotes the identity, and the linear operators F k , M k are given by
where γ k := λ k + c 1 u k . Next, we study various aspects of (4.3), which motivate modifications that lead to an inexact semismooth Newton method that converges globally in numerical practice. First, we restrict ourselves to the case without control constraints, which amounts toμ = 0 in (4.1a) and omits (4.1c). We also assume that the problem has been discretized by finite differences or nodal finite elements in a way that preserves the splitting of R N into R n and R N −n . The discrete approximation or coefficient vectors are denoted with the subscript "h." For simplicity, we assume that these vectors are of sizeÑ = N 1 N 2 , where N 1 and N 2 correspond to a tensorial discretization of the Ω 1 and the Ω 2 (x 1 ) direction, respectively. The individual nodes of Ω 1 are denoted by x j 1 and we follow a discretize-then-optimize approach. The matrix S h ∈ RÑ ×Ñ is the discretization of the operator S. For a vector v h ∈ RÑ , we denote by v hj ∈ R N2 the components of v h corresponding to {x
corresponds to the discretization of the inner product ·, · x1,2 . Here, N hj ∈ R
N2×N2
is the symmetric mass matrix for the Ω 2 (x 1 ) direction, and the overall L 2 -mass matrix
j=1 n j w hj N hj u hj with weights n j > 0. The mass matrix in H is denoted by L h ∈ RÑ ×Ñ . Note that for a finite difference approximation, these mass matrices are diagonal. The norm corresponding to ·, · j is defined by
Computing a semismooth Newton step (see [16, 27] ) for u h , λ h in (4.5) results in the following iteration: Given u
and
We observe that (4.6) are the discretized form of (4.3b)-(4.3d) for μ k+1 = 0 and after elimination of p k+1 using (4.3a). The following result concerns the existence of a solution for the discrete Newton step (4.6).
Lemma 4.2. We set c 1 :
the linear system (4.6) admits a unique solution.
Proof. A straightforward computation shows that for j ∈ C k h ,
Since |γ
where the fact that ( 
hj , for which |λ k h | j ≤ 1 is not satisfied. Similarly, the second modification in (4.10) comes into play only if the angle between λ k hj and γ k hj is large. Thus, the modifications vanish as the iterates converge and we still expect local fast convergence of the semismooth Newton iterates. This is confirmed by our numerical experiments. With the modified matrices F k hj , M k hj , one can follow the proof of Lemma 4.2 and show that the Newton iteration is well defined. The proof of Lemma 4.2 also shows that the reduced system (4.9), which involves u h only, is positive definite. Similar modifications of semismooth Newton derivatives are employed in [19] for friction problems, which can be written as a nonsmooth optimization problem similar to (P 1 ). In practice, the above modifications turn out to be important for reliable convergence of the algorithm.
Adding control constraints. In Lemma 4.2, the case without bound constraints on the control is discussed. To extend the directional sparsity algorithm to the case with control constraints, we introduce the discrete active sets by A k h,a and A k h,b ; compare with (4.3h). Since we assume u a < 0 < u b , B k h does not overlap with the active sets for the control constraints at the solution. However, during the iteration such an overlap is possible. This can lead to an unsolvable Newton system, which is a consequence of the independent treatment of the bound constraints and of the nondifferentiable term (see [17] for a similar problem). To avoid this problem, we compute A Alternatively, one can employ a quadratic penalization to enforce the pointwise control constraints approximatively using the terms
This also has the advantage that the Newton linearization can be reduced to a system in the control variable u only, as in the case without bound constraints.
Comparison of Newton methods for different reformulations.
Using (4.1a) to eliminateλ in (4.1b), neglecting the bound constraints, and choosing c 1 = αβ
As (3.1), this formulation only involvesū andp. However, the two formulations lead to different semismooth Newton methods that, in practice, also yield a different convergence behavior (see section 5). Yet another formulation is obtained if (4.12) divided by max(1, |p| ·,2 ) is used as a starting point for a Newton method. However, we found (4.1) and the reduced form (4.12) and (3.1) to be preferable in numerical practice.
Numerical results.
In this section we analyze the structure of optimal controls arising from the directional sparsity formulation (P 1 ). We also study the performance of the algorithms proposed in sections 3 and 4. We start with a presentation of the test examples. sin(2πx 1 ) sin(2πx 2 ) exp(2x 1 )/6 and, unless stated otherwise, the control constraints −u a = u b = 35 are used. For α = 10 −6 and β = 10 −3 , the optimal control and state, as well as the dual solutions λ and μ (i.e., the Lagrange multipliers for (P 1 )), are shown in Figure 5 .1. Moreover, Figure 5 .2 depicts the optimal controls for various choices of α and β.
Example 5.2. This is an example with a parabolic state equation (see Example 1.2) on the space-time cylinder Ω 1 × (0, T ) with Ω 1 = (0, 1) × (0, 1) and T = 1, i.e., N = 3 with n = 2 sparse spatial directions. Linear finite elements on a triangular mesh are used for the discretization in space and the implicit Euler method for the discretization in time. The thermal conductivity is κ = 0.1, the control bounds are −u a = u b ≡ 7, and the desired state is y d = sin(2πx 1 ) sin(2πx 2 ) sin(πt) exp(2x 1 )/6. The parameters α and β are specified when needed. Snapshots of the optimal control and the difference between optimal and desired states at four time instances are shown in Figure 5 and β = 0.02 can be seen in Figure 5 .4.
In our implementation we follow a discretize-then-optimize approach, that is, we first discretize the problem and then derive the optimality system to obtain a con- systems are similar to optimality systems from linear-quadratic optimal control problems, they can also be solved using advanced iterative algorithms such as multigrid methods [1, 3] .
Qualitative study of solutions.
First, we solve Example 5.1 for different values of the parameters α and β to study structural properties of the solutions. Recall that for time-dependent problems, our notion of sparsity implies that the optimal control vanishes for all t ∈ [0, T ] on parts of the spatial domain Ω 1 . From the results we draw the following conclusions:
• As β increases, the optimal controls become sparser.
• As for problems without sparsity constraints, the parameter α controls the smoothness of the optimal control. • Even solutions with significant sparsity are able to track the state close to the desired state. This is particularly true for problems without control constraints. to solve the problem for different spatial and temporal resolutions. The iteration is terminated as soon as the L 2 -norm of the nonlinear residual drops below 10 −4 . Note that the number of Newton iterations (and thus linear solves) remains approximately constant as the spatial and the temporal resolution increases.
Finally, in Table 5 .3 we show the iteration behavior of the nonlinear residual during the solution of Example 5.1 with α = 10 −6 and β = 10 −4 . Note that the result shows superlinear convergence of the semismooth Newton method.
6. Conclusion and discussion. In this paper we considered a new class of nonsmooth control cost (regularization) terms for optimal control problems for PDEs. These terms promote sparsity of the optimal control in preselected directions of the underlying domain of definition. This behavior is confirmed by numerical examples. Two methods of semismooth Newton type were proposed for the solution of problems of this new class. In the absence of pointwise control bounds, a complete proof of local superlinear convergence was given for the first method. Both methods proved to be very efficient in practice.
Some questions are still open and provide opportunities for further research. A suitable formulation of the optimality system in the presence of pointwise control bounds which would allow a rigorous semismooth Newton analysis in function space is lacking. Related to this is the question of which reformulations of the optimality conditions lead to the most efficient and stable algorithm. Moreover, a priori error estimates, as given, for instance, in [5, 32] for related problem classes involving the "undirected" sparsity term L 1 (Ω), are not yet available for the problems considered here. Finally, the extension to semilinear PDEs and in particular the study of secondorder optimality conditions present another challenge.
