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Abstract
Natural variability of the atmosphere and ocean are important processes to
understand and quantify in order to accurately detect and predict anthro-
pogenic climate change. In order to investigate and quantify natural variabil-
ity multiple global climate models (GCMs) are used along with observational
data to investigate the multi-decadal natural variability of three processes:
First, the natural variability of the Southern Annular Mode (SAM) and South-
ern Hemisphere westerly jet strength and position are quantified using 14 dif-
ferent GCMs. The magnitude of the natural variability of these quantities is
compared with recent observational trends that have been attributed to ozone
depletion. While in the literature these three quantities are assumed to have
similar variability, the results in this thesis show there are distinct di↵erences
between them. In addition, comparison of the modeled natural variability
with the observed trends suggest that the observed trends in these three met-
rics are not decisively outside of the natural variability.
Next, the relationship between oceanic heat and carbon content is examined
in a suite of coupled climate model simulations that use di↵erent parameter-
ization settings for mesoscale mixing. The di↵erent parameterizations result
in di↵erent multi-decadal variability, especially in the Weddell Sea where the
characteristics of deep convection are changed. While there are di↵erences in
the variability, there is a robust anti-correlation between global heat and car-
bon content in all simulations. Global carbon content variability is primarily
driven by Southern Ocean carbon variability. This contrasts with global heat
content variability, which is primarily driven by variability in the southern
mid-latitudes and tropics.
ii
Finally, we explore the relationship between age and oxygen in the North At-
lantic and find that in both observations and a model, the assumed negative
linear relationship between age and oxygen is not found both within and di-
rectly below the ventilated thermocline at the end of Line W. While observa-
tions show a decoupling of the biologically-driven age-oxygen relationship,
our model analysis indicates that this phenomenon is relatively localized to
Line W due to the combination of relatively weak horizontal gradients in age
and oxygen resulting reduced along-isopycnal variability and vertical heave
acting on a depth o↵set between age and oxygen extrema.
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Anthropogenic climate change has been a hot topic amongst scientists and the public for
the past decade. A few of the primary questions associated with climate change relate to
how scientists know that climate change is caused by humans and where and when the
e↵ects of climate change will be seen. Both of these questions require an understanding
about what causes the climate to change over time. Earth’s climate is a complex dynamic
system and has changed constantly throughout Earth’s history. Being able to separate
the climate’s natural fluctuations from the change caused by anthropogenic activity is
essential to being able to accurately predict and detect future changes in climate.
1.1 Natural Variability
One of the primary challenges of assessing the impact of anthropogenic influence on
Earth’s climate is a lack of understanding of the natural fluctuations of the climate system.
Internal climate variability is simply how Earth’s climate varies in time without any exter-
nal forcing. External forcing can be natural in source, including volcanic eruptions, and
solar forcing, or anthropogenic, including human emissions of greenhouse gases and hu-
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man caused land use changes. The term natural variability on the other hand is typically
used to refer to fluctuations in Earth’s climate caused solely by natural forcing (internal or
external), and not including anthropogenic influence.
Natural variations in the climate system, also referred to as “climatic noise” [Madden,
1976; Schneider and Kinter, 1994;Wunsch, 1999; Feldstein, 2000], are a result of non-linear
processes in the atmosphere and ocean operating on a variety of spatial and temporal
scales. The most common example of natural variability is the El Niño-Southern Oscilla-
tion (ENSO), which is a result from the non-linear interactions between the atmosphere
and ocean in the Equatorial Pacific. While ENSO is perhaps the most famous of all the
atmospheric climatic modes of variability, there are multiple modes of variability in the
atmosphere and ocean which interact with each other.
A further complicating matter is that climate variations happen on all timescales:
paleo-climatic, centennial, multi-decadal, decadal, inter-annual, and seasonal, in addition
to on all spatial scales from regional to global. Global variability on long timescales is gen-
erally the best understood, however regional variability is generally the most important
when it comes to understanding and interpreting recent trends in observational data.
Quantification of natural variability is important to climate science for many reasons.
First, natural variability is key to determine climate predictability. Climate predictability
was first defined in 1975 [The National Academy of Science, 1975] as a measure of signal-to-
noise, where the signal is any potentially predictable long-term (> 1 year) climate feature,
and the noise is natural variability. Having an estimate of natural variability allows us to
answer the question - how large does a trend need to be in order to detect it? Without
an idea of what the natural variability of a given feature is, it is nearly impossible to
determine if a signal lies within the noise of the climate system.
Another reason quantifying natural variability is important relates to projection un-
certainty. Characterizing uncertainty for climate change projections is important for pur-
2
1.1. Natural Variability
poses of detection and attribution and for strategic approaches to adaptation and miti-
gation [Deser et al., 2012]. Uncertainty in future climate change comes from three main
sources: forcing, climate model response, and internal variability [Lovenduski et al., 2015;
Hawkins and Sutton, 2009; Tebaldi and Knutti, 2007].
A final example of where understanding natural variability is important is in the eval-
uation of global climate models. Because of observational limitations and the inability to
experiment on the entire earth system, climate models are developed and used to further
our knowledge of the planet and climate system. Climate models are typically validated
against themean state of a given climate feature. For example, to assess the accuracy of the
ocean module in a climate model, one might compare the average sea surface temperature
(SST) in a pre-industrial control model run to the average of many years of SST observa-
tions from similar period (via proxy records). While this method is useful for assessing
the mean state of the climate model, it does not give any information about the variability
of the model. The model could have vastly larger variance than the observations, which
would not be captured by comparing the means.
One of the largest challenges with estimating natural variability is a lack of observa-
tional estimates. In an ideal situation, scientists would be able to quantify natural variabil-
ity using observations of the Earth system. However, because natural variability operates
on all time and spatial scales, this would require millions of observations across the entire
globe. Global natural variability over thousands of years is estimated using proxy records
of Earth’s climates; however, regional variability on shorter timescales (decadal to multi-
decadal) is much more of a challenge to quantify because it requires finer resolution of
observations.
To supplement the limited observational estimates of natural variability, scientists
often turn to global climate models to quantify natural variability. Unlike observational
records, global climate models have a consistent spatial and temporal resolution. Global
3
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climate models can also be used to simulate multiple realizations of Earth’s climate over
thousands of years, to generate a statistical distribution of climate variability in absence
of external forcing. Because no single climate model is a perfect representation of Earth’s
dynamical and biological processes, multiple models are often employed to reduce the un-
certainty due to model configuration. This method of quantifying natural variability also
comes with challenges. Primarily, global climate models are very computationally expen-
sive and require extensive resources and time to generate a simulation. Additionally, to
best quantify natural variability, multiple simulations without any anthropogenic forcing
should be performed. Because of the emphasis on simulating future change, fewer re-
sources have traditionally been put toward conducting non-anthropognically forced sim-
ulations.
In this thesis, natural variability in both physical fields (winds and temperature) and
biogeochemically active fields (carbon and oxygen) is examined across multiple scales.
1.2 Thesis Overview
This thesis takes an investigative look at the multi-decadal natural variability of three im-
portant components of the climate system: the Southern Hemisphere westerly jet, oceanic
carbon and heat content, and North Atlantic oxygen and age. These three components
of the atmosphere and ocean variability were selected because of the important role they
have in the response of the global climate system.
1.2.1 Chapter 2 - Southern Hemisphere Westerly Jet
The Southern Hemisphere (SH) westerly jet is incredibly important for driving the South-
ern Ocean circulation, which has strong influence on global climate. The strong, eastward
flowing winds of the drive subsurface Ekman transport towards the north. This north-
ward flowing water is colder than the water it encounters (and therefore denser) and sub-
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sequently sinks into the interior to form Antarctic Intermediate Water - a process known
as ventilation. Closer to the Antarctic continent, overlaying easterly winds drive the sur-
face water towards the south where waters interact with the Antarctic sea ice and dense
water is formed (formation of Antarctic BottomWater). The resulting divergence of water
at the surface of the Southern Ocean allows for deep water (primarily North Atlantic Deep
Water) to rise to the surface and interact with the atmosphere (Figure 1.1).
This process of water rising to the surface, interacting with the atmosphere, and sub-
sequently sinking back into the interior allows for increased atmosphere-ocean gas ex-
change and results in the Southern Ocean being very influential on global climate. the
Southern Ocean is one of the most important oceans for regulating global climate. Recent
estimates suggest that the Southern Ocean is responsible for 75% of the heat uptake and
30% of the carbon uptake [Frölicher et al., 2014a].
Recent studies suggest that anthropogenic ozone depletion and greenhouse gas in-
duced warming has already had an impact on the SH westerly jet through a strengthening
and shift towards the Antarctic continent. In Chapter 2, we utilize 14 state-of-the-art
global climate models from modeling centers around the world to quantify the natural
variability in the SH westerly jet. We then compare the model-estimated natural vari-
ability to the recently observed trends in the jet strengthening and pole-ward shift. Our
results suggest that a combination of natural variability and anthropogenic forcing are
required to explain the observed trends in the SH westerly jet.
1.2.2 Chapter 3 - Oceanic Heat and Carbon Variability
Chapter 3 turns to the role of natural variability in the Southern Ocean on the global and
regional oceanic heat and carbon budget. One particular phenomenon that holds signifi-
cant implications for global climate is deep ocean convection. The high-latitude Southern
Ocean is weakly stratified with cold fresh water overlaying slightly warmer saltier water
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of nearly identical density [Martinson, 1991]. Deep convection in this region occurs when
this weakly stratified surface layer is perturbed and becomes denser than the under-laying
waters resulting in the entire water column turning over. This results in the surface waters
being subducted deep into the ocean, and old deep water being brought up to the surface.
While only one of these deep convective events have been observed in the real Earth’s
Southern Ocean (the Weddell Polynya which persisted through the winters of 1974-1976)
many global climatemodels have consistent periodic convection events in this region [de Lavergne
et al., 2014]. Because of the intense exchange of surface and deep waters associated with
deep convection, these events have been shown to have profound impacts on global cli-
mate [Gordon, 1982; Cabre et al., 2017].
In Chapter 3, we use multiple simulations from a coarse-resolution climate model to
explore the temporal variability of oceanic carbon and heat and investigate how this global
heat and carbon variability is impacted by Southern Ocean deep convective events. We
show that the Southern Ocean deep convection has significant influence on the magnitude
of global oceanic heat and carbon variability, however the relationship between oceanic
heat and carbon is consistently anticorrelated across model simulations. We demonstrate
that this results from di↵erences in how the solubility and biological pumps of carbon
respond to convective variability.
1.2.3 Chapter 4 - Age and Oxygen Relationship
Chapter 4 builds on this idea that biological and physical responses to changes in circu-
lation may di↵er. Oceanic age refers to the time since the ocean water was last in contact
with the atmosphere. This derived tracer is used to estimate the rate of ocean ventilation
and overturning circulation. Oxygen is another tracer that is important to understanding
ocean circulation and biological activity. Age and oxygen are generally thought to have a
strong negative correlation because biological utilization reduces oxygen concentrations
6
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Figure 1.1: Schematic depicting Southern Ocean circulation. Figure by Ilissa Ocko, courtesy of
Princeton University.
in the ocean interior where the age is the oldest. This presumed relationship is often
times used in ocean biogeochemistry and oceanography to estimate changes in biological
activity and ocean circulation.
We focus on an observational data set in the North Atlantic and look at how changes
in oxygen and oxygen utilization relate to changes in ventilation age. We show that in
the observational record and in a global climate model simulation, along Line W in the
North Atlantic this expected relationship between age and oxygen is more complicated




Recent trends and natural variability
The work contained in this chapter is based upon Thomas et al. [2015],
published in Geophysical Research Letters.
2.1 Overview and aims
The Southern Ocean plays a critical role in the ocean overturning circulation and moder-
ating global climate through carbon and heat uptake [Khatiwala et al., 2009; Gnanadesikan,
1999], with approximately 40% of anthropogenic carbon and 75% of heat entering the
ocean south of 30◦S [Frölicher et al., 2014a; Sabine et al., 2004]. The leading mode of South-
ern Hemisphere (SH) extratropical variability, the Southern Annular Mode (SAM), has
been shown to directly a↵ect this overturning circulation and the distribution of anthro-
pogenic carbon uptake by altering the magnitude and location of the westerly jet [Hall and
Visbeck, 2002;Mignone et al., 2006; Sen Gupta and England, 2006]. It is therefore important
to understand the variability in the SH extratropical circulation.
Observations and reanalyses have shown a positive trend in SAM and jet magnitude
over the last couple decades along with a poleward shift in the jet location [Thompson
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et al., 2000; Thompson, 2002] in addition to trends in subtropical sea surface temperature,
Antarctic sea ice extent, ocean ventilation and gyre circulation [Parkinson and Cavalieri,
2012; Swart and Fyfe, 2012;Waugh et al., 2013; Roemmich et al., 2007]. Additionally, studies
have detected anthropogenic influences in surface pressure and the westerly jet [Gillett and
Thompson, 2003; Gillett, 2005]. These trends in the SAM and consequently the jet have
been largely attributed to ozone depletion in the SH stratosphere during austral summer
[Previdi and Polvani, 2014; Gillett et al., 2013, 2003]. However, there is also evidence that
this positive phase trend in the SAM is due in part to greenhouse gas warming [Arblaster
and Meehl, 2006; Lee and Feldstein, 2013; Gillett et al., 2013].
While there is evidence of anthropogenic forcing, understanding the forcing in the
context of natural variability is difficult given the lack of in-situ observations and satellite
information prior to 1979. Previous studies have tried to quantify the natural variability
in the SH using proxy records [Marshall, 2003; Visbeck, 2009] and climate models [Latif
et al., 2013]. Understanding the relative contribution of natural variability and anthro-
pogenic forcing to recent trends is critical to understanding how global climate will be
influenced in the future.
In this study, we aim to further estimate the natural variability of the SH extratrop-
ical circulation by using the Coupled Model Intercomparison Project Phase 5 (CMIP5)
pre-industrial control model runs. We examine five metrics of the SH extratropical cir-
culation: the SAM, the jet location defined using the 850mb winds (Ulat) and the surface
wind-stress (⌧lat), the jet magnitude defined by the 850mb winds (Umax) and the surface
wind-stress (⌧max). We turn to CMIP5 pre-industrial model runs to quantify the natural
variability of these five metrics to address the following questions: Can recently observed
trends in SH circulation occur in CMIP5 piControl model runs due to natural variability
alone, do the CMIP5 models historical (1980-2004) runs show significant trends in the





In order to examine the natural multi-decadal-scale variability in the SH circulation we
use a combination of pre-industrial control (“piControl”) and historical (1980 to 2004)
runs frommodels. Table 1 lists the models used in this study, the length of their piControl
run and the number of historical runs. The models were chosen based on the availability
of monthly-mean fields of sea level pressure, 850mb zonal winds and zonal wind-stress
for both piControl and historical runs. We focused on the austral summer (averaged over
December, January and February) because this is the season where the largest trends are
observed [Thompson, 2002; Thompson et al., 2011].
From the monthly sea-level pressure, we calculated the SAM as the zonal sea level
pressure di↵erence between 65o and 40o degrees South. For the sake of comparisons
across di↵erent models, we chose to leave the SAM as a surface pressure di↵erence as
opposed to normalizing by the standard deviation as done in Gong and Wang [1999] to
avoid normalizing by di↵erent standard deviations across models. Additionally, we exam-
ine the SH westerly jet magnitude and location calculated using both zonal surface wind-
stress (⌧max and ⌧lat) and 850mb zonal winds (Umax and Ulat). To find the jet maximum
and location, the maximum zonal-mean wind-stress/850mb winds and the surrounding
4 grid-points were isolated and interpolated to a 0.1-degree meridional grid. A quadratic
polynomial was then fit to the interpolated data and the maximum magnitude and loca-
tion was found.
While there are no trends (i.e., drift) in these metrics over the length of the piControl
time-series (order 250-1000 years), strong multi-decadal trends are found. Time-series
in SAM from a high-varying model (MPI ESM MR) and a low-varying model (MIROC5)
are shown in Figure 2.1a and c respectively. As highlighted in red, there are multiple
25-year periods that have strong trends even though there is no trend over the entire
time-series. In order to quantify the variability of these multi-decadal-scale trends, we
10
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Table 2.1: CMIP 5 models used in this study.





CNRM CM5 850 10
GFDL ESM2M 500 1
IPSL CM5a LR 1000 6
IPSL CM5a MR 300 3
IPSL CM5b LR 300 1
MIROC ESM 531 3
MIROC ESM CHEM 255 1
MIROC5 200 5
MPI ESM LR 1000 3
MPI ESM MR 1000 3
MRI CGCM3 500 3
NOR ESM1m M 501 1
NOR ESM1m ME 252 1
calculate the linear trend of each metric (SAM, ⌧max, ⌧lat , Umax, and Ulat) for consecutive
and overlapping 25-yr trends for each model’s piControl run (Polvani and Smith [2013]
performed a similar analysis for sea ice extent in piControl runs).
We focus on the period 1980-2004 because reanalyses are unreliable before the im-
plementation of satellites in 1979 (Swart and Fyfe [2012] Figure 1). Our analysis goes up
until 2004 in order to compare with the CMIP5 historical model runs, which are typi-
cally run until year 2005. To verify that period length does not influence our results, the
same analysis with CMIP5 piControl model runs and observations for the 34-year period
between 1980-2014 was conducted (not shown). The results are essentially identical to
those reported below as the observed changes over this period are either the same size or
smaller than over the 1980-2005 period and the modeled trends are only slightly smaller.
The distribution of these 25-yr trends for the model piControl run is a measure of
the natural multi-decadal variability in each model (in other words, the model internal
variability with no anthropogenic influences). As an example, the probability density
function (PDF) of these 25-year linear trends for the MPI ESM MR and MIROC5 models
are shown in Figure 1b and d. The blue curve shows the probability density of the 25-
11
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(a) Pre−industrial MPI ESM MR SAM Timeseries



















(b) Pre−industrial MPI ESM MR 25−year linear trend PDF

























(c) Pre−industrial MIROC5 SAM Timeseries



















25 year linear trend (hPa per 25 years)
(d) Pre−industrial MIROC5 25−year linear trend PDF
Figure 2.1: SAM time-series for (a) MPI ESM MR and (c) MIROC5 piControl runs over the first 100
years. The red lines indicate periods where the trend is greater than the average reanalysis trend
between 1980-2004. Figures b and d show the probability density functions for the 25-year linear
SAM trends in MPI ESM MR and MIROC5 respectively. The blue dot represents the mean of the
25-year trends while the whiskers extend 2 standard deviations. The vertical lines represent the
observed trends: NCEP R1 (green), NCEP R2, ERA-Int, and JRA-55 (black), and the red asterisk
shows the magnitude of the historical model run trend (first ensemble member).
year linear trends for the SAM, and the whisker plot shows the mean (blue circle) and
2 standard deviations (whisker extent) of the 25-year trends. The means of the 25-year
trends (blue dot) are near zero, consistent with there being no drift in the piControl runs,
but the trend for any individual 25-year period varies from -10 to +10 hPa per 25 yrs (with
standard deviation of around 4 hPa per 25 yrs). Throughout the rest of the paper we shall
use the whiskers to represent the distribution of 25-year trends from the model piControl
runs. Each CMIP5 model has a di↵erent piControl run length, which could potentially
impact our model-model comparisons. However, subsampling the output from 1000 year
piControl runs shows limited sensitivity of the standard deviation of 25-yr trends for run
lengths between 250 and 1000 yrs.
To compare the observations with the modeled natural variability, we used four re-
12
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analysis products: NCEP Reanalysis 1 (NCEP-1) [Kalnay et al., 1996], NCEP Reanalysis 2
(NCEP-2) [Kanamitsu et al., 2010], ERA-Interim [Dee et al., 2011], and JRA-55 [Kobayashi
et al., 2014] during the period 1980-2004. We also calculated the linear trend between the
years 1980-2004 from the model historical runs, and compared both with the observed
trends and model natural decadal variability. The vertical lines in Figure 1b and d rep-
resent the 1980-2004 reanalysis trends and the red asterisk shows historical simulation
trend.
2.3 Results & Discussion
2.3.1 Natural Variability
We first examine the distribution of 25-year linear trends from CMIP5 piControl runs.
Figure 2 shows, as whisker plots, the distributions of 25-year linear trends of (a) SAM, (b)
Ulat , (c) ⌧lat , (d) Umax, and (e) ⌧max, for each model . For all five metrics, the mean 25-year
linear trend (blue circles) is around zero for all themodels, as expected for unforcedmodel
runs with no drift. The width of the whiskers is, however, variable across the di↵erent
models, indicating di↵erences in the multi-decadal variability among the models. Models
with larger whiskers are more variable with stronger multi-decadal trends than models
with smaller whiskers.
The variability of the whisker width among the models di↵ers among the five met-
rics. The SAM (Figure 2a) shows the most variability among the models, with the width
of the whiskers ranging from 3 hPa per 25 years to 10 hPa per 25 years (the mean and 2
sigma of the whisker length for the ensemble of models is 6 ± 3 hPa per 25 years). This
indicates there is little agreement in the magnitude of the natural variability of the un-
forced system in SAM among the CMIP5 models. The jet location variability, Ulat (Figure
2b) and ⌧lat (Figure 2c) also di↵ers across the various models, but the di↵erences are not
as pronounced as in the SAM (whisker width is 2 ± 0.75 degrees per 25 years). There is
13
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Table 2.2: Probability of obtaining averaged reanalysis trend by only natural variability (first three
columns) and natural variability + historical multi-model ensemble trend (second three columns).
Natural Variability Nat. Variability + Hist. Ensemble
Model SAM Uloc Umax SAM Uloc Umax
CanESM2 5.98% 0.09% 0.03% 35.4% 9.77% 1.77 %
CNRM CM5 4.18 % 0.21% 0.28% 34.2% 6.45% 6.71 %
GFDL ESM2M 5.41% 1.05% 0.71% 32.1% 7.32% 6.92 %
IPSL CM5a LR 17.24% 2.79% 0.31% 39.5% 13.0% 5.54%
IPSL CM5a MR 9.29% 1.84 % 0.30% 33.0% 7.31% 4.70%
IPSL CM5b LR 16.3% 3.70 % 1.49% 39.8 % 15.3% 9.56%
MIROC ESM 5.69% 0.078% 0.032% 37.8% 3.80% 2.36 %
MIROC ESM CHEM 10.24% 0.52% 0.044% 34.4% 7.27% 1.78%
MIROC5 1.18% 0.005% 0.36% 26.7% 2.13% 3.65 %
MPI ESM LR 8.40% 1.70% 0.81% 34.8 % 10.4% 6.67%
MPI ESM MR 9.50% 1.81% 0.71% 40.3% 12.3% 7.61%
MRI CGCM3 5.14% 0.27% 0.93% 37.0% 7.24% 9.33%
NOR ESM1m M 3.98 % 0.09 % 0.05% 32.6% 5.30% 1.70 %
NOR ESM1m ME 3.63% 0.09% 0.04% 33.3% 4.46% 2.98 %
*Bolded values indicate a probability of 5% or higher.
even less variability between the models in jet magnitude. For the 850mb winds (Figure
2d) the whisker extent is 0.75±0.25ms−1 per 25 years, while for magnitude of the surface
wind-stress (Figure 2e) it is approximately 0.015± 0.005 Pa per 25 years.
To better understand how these metrics compare to each other, we compare the linear
correlations of each of the jet metrics with the SAM (Figure 3). The highest correlations
occur between the SAM and the jet latitude metrics, with average R2 values of 0.7 for both
⌧lat and Ulat . The correlations between the SAM and jet magnitude metrics are signifi-
cantly lower with average R2 values at 0.5, with the R2 values for correlations of SAM
with ⌧max always being greater than that of SAM with Umax.
The comparison of magnitude of natural decadal variability of the di↵erent metrics
and correlation between the metrics shows our first key result: The SAM, jet location and
jet magnitude metrics are not interchangable.
14
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2.3.2 Observed trends
With a description of the natural variability from the piControl run for each model, we
now compare the observed reanalysis trends to the modeled natural variability to exam-
ine if the observed trend is forced or natural. In each panel in Figure 2.2, the dashed
horizontal lines show the magnitude of the observed reanalysis trends. As expected from
the above analysis there are di↵erences among the di↵erent metrics.
The observed SAM trend observations lie just within the whiskers for most of the
models, indicating the observed trends lie within the model natural variability. To quan-
tify this further, the probability of each model randomly obtaining a trend with the mag-
nitude of the average reanalysis SAM trend or larger is shown in table 2 (column 1). 10 of
the 14 models have a probability of 5% or greater, and thus there is a significant (at the 5%
level) probability of obtaining the observed 25-year trend in the piControl simulations by
chance alone. In other words, the observed trend over the period 1980-2004 in the SAM
lies just within the edge of natural variability as described by these models. This result
also holds for the period 1980-2014 (not shown).
The observed ⌧lat andUlat trends are just outside themodel’s natural decadal variabil-
ity (Figure 2b and c). If we calculate the probability of each model obtaining the observed
average reanalysis Ulat trend (table 2, column 2), then we see that no models have a prob-
ability of 5% or greater; however, 6 of the 14 have greater than a 1% probability. Thus,
there is not a significant (at the 5% level) probability of obtaining the observed trend using
natural variability alone.
In contrast, the observed trends in ⌧max and Umax are both outside the natural vari-
ability as described by the models (Figure 2d and e). The probability of obtaining the
average reanalysis Umax trend in all but one of the piControl models is less than 1% (table
2, column 3) and therefore there is not a significant (at the 1% level) probability of the nat-
ural variability reproducing the observed trend. The probabilities of the piControl ⌧max
15
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Figure 2.2: Natural variability, historical trends and observations for (a) SAM, (b) 850mb jet latitude,
(c) wind-stress jet latitude, (d) 850mb jet magnitude, and (e) wind-stress jet magnitude. Blue
circles show the mean of the piControl 25-year linear trends indicating model drift. Whisker length
is 2 standard deviations. Red points show the historical run trends for each ensemble member.
Horizontal dashed lines indicate the absolute value of the observed trends: NCEP R1 (green), NCEP
R2 (orange), ERA-Int (purple), and JRA-55 (black).
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and ⌧lat obtaining the observed trends are not shown in table 2, but are consistent with
the Umax and Ulat probabilities.
The above shows that the observed trends in the SAM largely lie at the edge of natural
multi-decadal variability of the piControl model runs. However, this does not necessar-
ily mean that the observed trends are not forced by anthropogenic activities, merely that
the observations can contain a large component of natural variability in the SAM. The ob-
served trend in the jet location and magnitude, however, is outside the variability of most
models piControl runs. This does suggest an external force driving the jet to strengthen
and shift over this 25-year period.
2.3.3 Model historical trends
We now examine the model historical runs to understand how the modeled trends com-
pare to the modeled natural variability and to compare the modeled trends with the ob-
served trends. The red asterisks in Figure 2 represent the 25-year trend for each historical
run (the number of historical runs varies among the models).
There is considerable variability amongst the models in the magnitude of the trends,
but for all five metrics the vast majority of the simulated historical trends are of the same
sign (increase in SAM, poleward shift and strengthening of the jet). This consistency in
sign indicates that external (anthropogenic) forcing is causing at least part of the trend.
However, the magnitude of the historical trends are almost all within the natural multi-
decadal variability of the corresponding model (i.e. within the whiskers). Thus while the
response in the models between 1980 and 2004 is due (at least in part) to forcing, the
response does not overwhelm the natural variability.
For the SAM, the magnitude of the individual historical ensemble member trends are
largely within the estimated natural variability and highly variable, with some ensemble
members having trends of the opposite sign to the observations (dashed horizontal lines).
17
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Because the observed trends are generally within the natural decadal variability of the
models a close agreement between individual historical ensemble members and observed
trends would not be expected due to the high component of natural variability. Most
of the ensemble members have positive trends and the magnitude of the multi-model
ensemble mean historical trend is similar to the observations. This further suggests an
anthropogenic forcing pushing the SAM towards positive phase.
The same comparison for jet location and magnitude yields di↵erent results. The
observed trends in the jet metrics are outside the natural variability of the models, and
generally larger than the modeled historical trends (especially for the magnitude of the
wind stress). A possible cause for this is that the observed trends are due to anthropogenic
forcing that is not well represented (or under represented) in the models. However, an-
other possibility is that there are issues with the reanalyses and the reanalyses are overes-
timating the real trend. This may especially be the case for the NCEP reanalyses, where
the wind stress trends are significantly outside the model natural variability but the 850
hPa winds are just outside the model natural variability.
If we consider the observed trends to be a combination of natural variability and ex-
ternal forcing, and if we use the ensemble-mean historical trend as a representation of the
forced response, we can better capture the observed trend. The last 3 columns in table 2
show the probability of obtaining the mean reanalysis trend from a combination of each
model’s natural variability and the multi-model ensemble mean historical trend (results
for ⌧lat and ⌧max are not shown, but are consistent with Ulat and Umax). The probabilities
for each metric are substantially greater, indicating that there is a significant probability,
in most models, that the observed trends are due to this combination of natural variabil-
ity and anthropogenic forcing. This does not exclude the possibility that the models are
systematically biased low, or that the reanalyses are biased high, but it suggests that the
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Figure 2.3: Correlation coefficient squared for correlation of the the 25-year linear trends in wind-
stress jet location, wind-stress jet magnitude, 850mb jet location, and 850mb jet magnitude with the
25-year trends in SAM for each model.
2.4 Conclusions
Changes in the SAM are often linked with concurrent changes in the SH westerly jet mag-
nitude and location [Hall & Visbeck, 2002]. Additionally, observational studies have shown
recent trends in these diagnostics and attribute them to a combination of ozone depletion
and greenhouse gas induced warming [Arblaster and Meehl, 2006]. By comparing CMIP5
models piControl and historical runs with reanalysis observations, we have shown that
there are significant di↵erences in the observed and modeled trends of the SAM from
those in the jet. Hence, the SAM and jet metrics cannot be used interchangeably.
Examining the natural variability of the SAM using CMIP5 preindustrial control runs
has led to the conclusion that the observed trend is not decisively outside the natural
variability as simulated by the CMIP5 models. While the modeled natural variability in
SAM in quite large, the positive bias of the model historical trends suggest influence of an
external forcing. The failure of individual historical models to simulate the magnitude of




In contrast, the observed trends in jet location and magnitude are outside the natu-
ral variability of the models. The historical model runs also seem to underestimate the
magnitude of these trends, especially in jet magnitude. Combining the natural variability
and historical trend brings the models closer to capturing the observed trends in jet loca-
tion and magnitude, but this does not eliminate the possibility that the model trends are
biased low or the reanalyses are biased high.
Changes in the SAM and SH westerly jet have been linked with significant changes
in ocean circulation, ocean heat and carbon uptake [Mignone et al., 2006], and Antarctic
sea-ice extent [Fan et al., 2014]. We suggest that changes in SAM and jet latitude may
behave di↵erently than changes in jet magnitude and thus may have independent e↵ects
on the Southern Ocean and Antarctic climate. Understanding how these atmospheric
variables interact with each other will be critical for predicting the future evolution of
ocean circulation and the earth system.
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CHAPTER 3
Ocean heat and carbon variability
The work contained in this chapter is based upon Thomas et al. [2018]
published in Journal of Climate.
3.1 Introduction
The global ocean is an important component of the climate system. Holding far more heat
and carbon than the atmosphere, it is an important sink for anthropogenic carbon and
heat generated from greenhouse gas emissions. Observational estimates suggest that as of
1995, the ocean has been responsible for the uptake of approximately 100 Pg of anthro-
pogenic carbon [Khatiwala et al., 2012; Sabine et al., 2004;Waugh et al., 2006]. Temperature
observations have also been used to estimate that the upper 2000 m of the ocean has been
a sink for 15⇥1022 J of excess heat [Levitus et al., 2009] between the years 1975–2005.
Additionally, Frölicher et al. [2014a] demonstrated that in climate model simulations the
Southern Ocean is an important region for oceanic uptake of anthropogenic carbon and
heat. They estimate that 30% of anthropogenic carbon and 75% of anthropogenic heat
that enters the ocean does so south of 30◦S.
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However, changes in the circulation due to both anthropogenic forcing and natu-
ral variability may play an important role in heat and carbon uptake. Many studies
have examined how changes in Southern Ocean circulation impact ocean carbon con-
tent [Sarmiento and Toggweiler, 1984; Sarmiento and Le Quere, 1996; Marinov et al., 2008].
Between the 1980’s to early 2000’s, multiple studies linked an acceleration of the wind-
driven Southern Ocean overturning with the resulting increase in upwelling of carbon-
rich waters resulting in a decrease in the Southern Ocean CO2 sink despite an increase in
atmospheric CO2 [Le Quere et al., 2000; Lovenduski et al., 2007; Lenton et al., 2009]. More
recently however, observational studies have suggested this weakening of the Southern
Ocean carbon sink has reversed [Landschutzer et al., 2015; Devries et al., 2017], highlight-
ing the importance of understanding natural variability. Finally, in manymodels, Weddell
Sea deep convection has been determined to cause large fluctuations in ocean heat [Latif
et al., 2013; de Lavergne et al., 2014] and carbon content [Bernardello et al., 2014]. While
significant e↵ort has gone into understanding the net uptake of both heat and carbon, less
research has focused on the natural fluctuations of heat and carbon content associated
with longer (decadal-to-centennial) timescales of variability.
It is additionally important to examine heat and carbon variations together. A recent
paper by Winton et al. [2013] showed that the impacts on heat and carbon uptake are
di↵erent in response to changing ocean circulation. A change in ocean circulation has
a larger influence on oceanic heat uptake than carbon uptake. This supports the results
of Banks and Gregory [2006] and Xie and Vallis [2012] who show that temperature in the
ocean does not in fact behave as a passive tracer.
While studies have focused on the forced response of oceanic heat and carbon and
have demonstrated that heat and carbon have di↵erent storage and uptake patterns, we
are unaware of any studies that have explored the un-forced co-variability of heat and
carbon content. In this paper, we investigate natural variability of both heat and carbon
content in multiple simulations of an Earth-system model. We examine the magnitude
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and frequency of the variability in global heat and carbon content in simulations with
various mesoscale mixing parameter settings. We then look more closely at the regional
and spatial patterns of variability and finally, we propose possible mechanisms that drive
this variability. Varying the mesoscale mixing parameters allows us to test the sensitivity
of the patterns of variability and the mechanisms driving this variability. This analysis
aims to help understand the magnitude of natural variability and provide a context with
which to view anthropogenic trends. Additionally it aids in the understanding of how
carbon and heat vary with respect to each other.
Descriptions of the model used and quantities examined is found in section 4.2.
Section 3.3 discusses the temporal and spatial variability in heat and carbon content. The
mechanisms driving this variability are examined in section 3.4, and conclusions are in
section 4.4.
3.2 Methods
3.2.1 Model and Simulation Descriptions
We use the GFDL ESM2Mc [Galbraith et al., 2011], a coarse resolution configuration of the
GFDL ESM2M [Dunne et al., 2012]. The model has an atmospheric resolution of 3.875◦⇥
3◦ with 24 vertical levels. The ocean model is non-Boussinesq, using pressure as the verti-
cal coordinate, and has a resolution of 3◦⇥ 1.5◦ and 28 vertical levels. Despite its relatively
coarse resolution, ESM2Mc has a realistic simulation of the Southern Annular Mode [Gal-
braith et al., 2011], response of Southern Hemisphere winds to an ozone hole [Seviour et al.,
2017], and El Niño Southern Oscillation [Russell and Gnanadesikan, 2014]. The vertical
tracer di↵usion coefficient (Kv) value is set within the KPP module. The value increases
with depth and buoyancy forcing. When the water column is statically unstable the value
can exceed 4 m s−2 which implies an equilibration time of approximately 5 days even for a
water column that is 4000 m deep. The oceanic model also has a coupled biogeochemical
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module referred to as the Biogeochemistry with Light Iron Nutrients and Gases (BLING)
model [Galbraith et al., 2010]. Although this module uses a highly parameterized biologi-
cal cycle, it predicts patterns of carbon and oxygen change in response to global warming
that are very similar to a more complex biogeochemistry simulation in ESM2M [Galbraith
et al., 2015].
Because of the coarse resolution, processes associated with oceanic eddies are param-
eterized. The mesoscale advection of tracers along isopycnals is parameterized using the
Gent-McWilliams parameterization scheme [Gent andMcwilliams, 2010]. The di↵usion co-
efficient, AGM, varies spatially depending on the meridional gradient of the vertical shear
between 100 m – 2000 m. A default minimum and maximum value of AGM is imposed at
200 m2s−1 and 1400 m2s−1 respectively. Additionally, the along-isopycnal di↵usion (neu-
tral di↵usion) by mesoscale eddies is parameterized using a coordinate rotation method
[Redi, 1982]. The neutral di↵usion coefficient, Aredi, is set to a spatially constant value of
800 m2s−1 by default.
The model was initialized using the World Ocean Atlas present-day observations of
temperature, salinity, and nutrients and was run for 1500 years with pre-industrial (1860)
values of greenhouse gases and aerosols. An additional 500 years were simulated using
the default value of Aredi (800 m2s−1) and this simulation is referenced as the control sim-
ulation. At year 1500, the model was branched to produce two more 500-year simulations
using di↵erent, constant values of Aredi = 400 and 2400 m2s−1. These runs are referred to
as the low eddy di↵usion and high eddy di↵usion runs respectively. As discussed in Pradal
and Gnanadesikan [2014] and Gnanadesikan et al. [2015], the value of Aredi varies signifi-
cantly across modern climate models, which tend to use values lower than observational
estimates [Ollitrault and Colin de Verdière, 2002]. The range of values used here is compara-
ble to those seen in the CMIP5 model suite. One final 500-year simulation was conducted
by branching the control run and changing the minimum value of the mesoscale eddy
advection coefficient, AGM, to be 600 m2s−1 while maintaining the default value of Aredi
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(800 m2s−1). This is referred to at the high eddy advection simulation.
Figure 3.1 shows the winter-time climatologies (JJA) for various SouthernHemisphere
metrics with comparison to observations for all simulations. The Southern Ocean temper-
ature (Figure 3.1 (a)) in the surface layer is biased warm for all simulations. Additionally,
all simulations except the high eddy di↵usion simulation have subsurface temperatures
exceeding the observations. Similarly, the modeled surface salinity (Figure 3.1 (b)) is bi-
ased fresh for all simulations except the high eddy di↵usion simulation. Figure 3.1 (c)
shows the profile of density stratification strength (σ0 − σ1500m0 ). The model simulations
envelop the observational density stratification with the high eddy advection simulation
having the strongest density stratification and the high eddy di↵usion simulation having
the weakest stratification. The comparison of the modeled Southern Hemisphere westerly
wind stress with the ERA-Interim westerly wind stress is shown in Figure 3.1 (d). All the
model simulations underestimate the strength of the wind stress south of 40◦S and have
an equatorward-biased peak in the wind stress. Finally comparison with the observational
sea ice-extent is shown in Figure 3.1 (e). All simulations under estimate the sea ice extent
in all months except the high eddy advection simulation which has accurate sea ice extent
values in the austral spring.
The various Aredi simulations are discussed at length in Pradal and Gnanadesikan
[2014] and Gnanadesikan et al. [2015], which examine the mean climate response and sen-
sitivity of anthropogenic carbon uptake to changing the Aredi parameter. Here instead,
we use the various simulations to test the robustness of the mechanisms driving the co-
variability of heat and carbon. Because the di↵erent simulations have varying Weddell
Sea convective variability (similar to the spread in CMIP5 models, see below), we can see
if convection alters the mechanisms driving the co-variability of heat and carbon in this
model. Unlike the CMIP5 suite where di↵erences in biological models, atmospheric radi-
ation code, and sea ice formation contribute to intermodel spread, our simulations di↵er
only in the mesoscale parameterizations to isolate the influence of Weddell Sea convection
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Figure 3.1: Comparison of control (blue), low eddy di↵usion (purple), high eddy di↵usion (red),
and high eddy advection (green) simulations. JJA Southern Ocean (60–90◦S) (a) temperature (b)
salinity and (c) density stratification (σ0−σ1500m0 ). (d) JJA zonal surface wind stress and (e) Antarctic
sea ice extent. Observational data for each metric is shown in black. Temperature, salinity, density
stratification are estimates from the 2001World Ocean Atlas 2001 dataset [Boyer et al., 2002]. Surface
wind stress are from ERA-Interim and averaged between 1979–2015. Sea extent is calculated using
the National Snow and Ice Data Center Sea Ice Index [Fetterer et al., 2016]
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on the co-variability of heat and carbon content.
3.2.2 Heat and Carbon Content
Heat and carbon content are calculated globally and regionally. The oceanic heat content









Similarly, carbon content is calculated using Dissolved Inorganic Carbon (DIC) con-









Because the oceanic heat and carbon reservoirs are so large (150,000 ⇥ 1022 J and
37,000 PgC, respectively), and the natural variability relatively small (±3⇥ 1022 J and ±3
PgC, respectively), we express the variability as an anomaly from the climatological mean.
3.2.3 Surface Heat Flux
We determine the surface heat flux by vertically integrating the vertical di↵usion term













QSW +QLW +Qlatent +Qsensible = Qsurf ace
(3.3)
The advantage to defining the surface heat flux with this method, as opposed to the
model-calculated surface heat flux, is that we can determine the heat lost to overlying sea
ice in addition to the atmosphere as well as track heat sinks such as the melting of snow.
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Figure 3.2: Correlation between (a) vertically integrated carbon content at each location and global
carbon content and (b) vertically integrated heat content at each location and global heat content for
the control simulation (Aredi = 800 m s−2).
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3.2.4 Southern Ocean
As has been previously documented [de Lavergne et al., 2014], ESM2Mc has a particularly
active Southern Ocean. Deep convective events occur often in the Southern Ocean, and
have a sizable impact on the climate system. Cabre et al. [2017] recently showed that South-
ern Ocean convective events in this model have an impact on the Southern Hemisphere
surface temperatures, Hadley cell, and radiative balance. In light of the Southern Ocean
influence in this model, we first assessed the contribution of Southern Ocean variability
to global heat and carbon variability. Figure 3.2 shows the correlation between vertically
integrated carbon (heat) content at each location with the global carbon (heat) content
in the control simulation. This initial analysis suggests the importance of the Southern
Ocean, and particularly the Weddell Sea on global heat and carbon variability and will be
more thoroughly examined in section 3.3.
3.3 Temporal and Spatial Variations in Heat and Carbon Content
3.3.1 Weddell Sea Convection
In the mid-1970s, an anomalous opening in the sea ice in the Weddell Sea was observed
[Carsey, 1980]. Named the Weddell Polynya, this large opening was observed for three
consecutive austral winters: 1974–1976. The polynya was formed and maintained by
vigorous convective mixing where the upward flux of deep and relatively warm waters
provided enough energy to melt the above sea ice [Gordon, 1982; Martinson et al., 1981].
This heat loss at the surface resulted in subsurface cooling deep into the water column,
depleting the subsurface heat reservoir.
While a large feature like the Weddell Polynya has not been observed since and is
considered to be a rare event, these polynya events can be quite common in climatemodels.
A recent paper by de Lavergne et al. [2014] quantifies these convective events in CMIP5
model preindustrial control simulations and shows the spread across models. They find
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that some CMIP5 models have very little convection, while others have constant deep
convection, with most models lying somewhere in between.
Changing the mesoscale eddy parameterization in our model suite has a large impact
on the Weddell Sea deep convection. Figure 3.3 shows the annually-averaged subsurface
temperature as a function of time (colored contours) and the annual mixed layer depth
(black line) averaged over the Weddell Sea (60–80◦S, 60◦W–0). The downward spikes in
mixed layer depth, and the concurrent decline in subsurface temperature indicate the
occurrence of a deep convective event. The simulations range from no convection in the
high eddy advection simulation (Figure 3.3 (d)), to constantly convecting in the high eddy
di↵usion simulation (Figure 3.3 (c)), with the control and low eddy di↵usion cases oscillating
between convective and non-convective periods (Figure 3.3 (a) and (b)).
When the neutral di↵usion coefficient (Aredi) is increased as in the high eddy di↵u-
sion simulation, the along isopycnal di↵usive mixing is increased. In the Southern Ocean
where the isopycnals slope up to the surface and the subsurface water is warmer than the
surface ocean, this increased along-isopycnal di↵usion acts to decrease the vertical gradi-
ent in temperature and salinity (also shown in Figure 3.1 (a) - (c)). This results in a lower
subsurface temperature, a weaker density contrast between deep and surface waters, less
subsurface heat build-up, and no large convective ‘events’ (Figure 3.3 (c)). Alternatively,
a lower neutral di↵usion coefficient as in the control and low eddy di↵usion simulations
does the opposite: the along-isopycnal di↵usive mixing is decreased and subsurface heat
is able to build up until a deep convective event occurs (Figure 3.3 (a) and (b)).
Changing the eddy advection coefficient (AGM) on the other hand impacts the slope
of the isopycnal surfaces. As shown in Gent et al. [1995], increasing AGM acts to flatten
the isopycnal surfaces and reduce vertical exchange. In the Southern Ocean where the
isopycnals slope up to the surface, and the AGM value is usually small, increasing the min-
imum value of AGM thus reinforces the vertical density gradient. The result is a build-up
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Figure 3.3: Annually averaged subsurface temperature (color contours) and mixed layer depth
(solid black line) averaged over Weddell Sea for (a) Control simulation (Aredi = 800 m s−2), (b) Low
Eddy Di↵usion simulation (Aredi = 400 m s−2), (c) High Eddy Di↵usion simulation (Aredi = 2400 m
s−2), and (d) High Eddy Advection simulation (GMmin = 600 m s−2).
of subsurface heat that continues to grow throughout the high eddy advection simulation.
The reinforced density gradient is strong enough to suppress deep convection throughout
the 500-year simulation (Figure 3.3 (d)).
It is important to note that while the existence of subsurface heat build-up is known
to be important for the existence of deep convective events, it is not yet known what mech-
anism initiates deep convection in the model or sets the timescales for convective variabil-
ity. We have found, however, that by changing these parameterizations, we are able to
span the range of convective variability seen in CMIP5 models as shown in de Lavergne
et al. [2014] without the additional complications introduced by di↵erent representations
of atmospheric processes and biological cycling. In this paper we will use these di↵erent
convective states of the model to identify the impact convective variability has on both
carbon and heat in the Southern Ocean and globally.
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3.3.2 Global Heat and Carbon Variability
We first aim to understand the variability in global oceanic heat and carbon content in the
control simulation. The time-series of global carbon and heat content anomaly is shown
in Figure 3.4 (a) and (b). Both quantities show strong multi-decadal-scale variability, un-
dergoing strong fluctuations roughly every 50 years. The magnitude of global carbon
variability is about ± 3 PgC which accounts for only approximately 3% of the estimated
anthropogenic uptake of carbon over the past few decades [Khatiwala et al., 2012; Sabine
et al., 2004; Waugh et al., 2006]. The variability in global heat content on the other hand
is about ± 3 ⇥1022 J. This is a much larger percentage (20%) of the estimated uptake of
anthropogenic in heat recent decades [Levitus et al., 2009]. Figure 3.4 (c) shows the time-
series of Weddell Sea (WS) subsurface temperature (averaged between 1500 m and 2500
m). This quantity has been shown to be a good proxy for WS deep convection since the
subsurface temperature is significantly decreased during convective events [Bernardello
et al., 2014]. Comparing the time-series of the WS subsurface temperature to those of
global heat and carbon anomalies, it is apparent that there is a strong relationship. In the
control simulation, the WS subsurface temperature explains 61% and 35% (r2) of the vari-
ance in global heat content and carbon content respectively (Table 3.1), with the strongest
correlation occurring at time lag = 0. The correlation betweenWS subsurface temperature
and global heat and carbon content is also high for the low eddy di↵usion simulation, while
the relationship is less strong (yet significant) for the high eddy di↵usion and high eddy ad-
vection simulations (Table 3.1). These results suggest that WS convection is closely tied to
the global heat and carbon content.
The global heat and carbon content anomaly time-series for all simulations is shown
in Figure 3.5. Themagnitude and frequency of heat and carbon content variability changes
substantially across the di↵erent simulations. Comparing the time-series of global carbon
content and heat content anomalies in the control simulation we find that they are anti-
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Figure 3.4: Carbon content anomaly, heat content anomaly and Weddell Sea subsurface temperature
(averaged between 1500–2000 m, 0◦–60◦W, 60◦–80◦S) for control simulation. Blue circles indicate
beginning of convection and red circles indicate end of convection defined using four strongest local
maxima and minima in Weddell Sea Subsurface Temperature.
correlated (r = −0.629, Figure 3.6). Given that in this model, the global heat and carbon
are primarily driven by Southern Ocean variability and Southern Ocean convection acts
to deplete the Southern Ocean of both carbon and heat content, we would expect that
global heat and carbon content should vary together. Therefore it is surprising that the
two quantities are so strongly negatively correlated.
This anti-correlation relationship between global heat and carbon content is consis-
tent in the additional simulations as well (Figure 3.5). Figure 3.6 shows the Pearson cor-
relation coefficient between global heat and carbon content for each simulation. All of
the simulations have a statistically significant negative correlation between global heat
and carbon exceeding -0.3. The two simulations which oscillate between convective and
non-convective periods (control and low eddy di↵usion) have stronger correlations at or ex-
ceeding -0.5. The fact that significant anti-correlation is found for all simulations suggests
that the mechanisms causing this anti-correlation in global heat and carbon content are
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Figure 3.5: Globally integrated carbon content anomaly (black) and heat content anomaly (red) for
(a) Control simulation (Aredi = 800 m s−2), (b) Low Eddy Di↵usion simulation (Aredi = 400 m s−2),
(c) High Eddy Di↵usion simulation (Aredi = 2400 m s−2), and (d) High Eddy Advection simulation
(GMmin = 600 m s−2).
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Table 3.1: Relationship between Weddell Sea subsurface temperature and global carbon and heat
content anomalies. All correlations are statistically significant from 0 (p = 0.005).
Simulation Carbon Content Heat Content
Correlations (r)
Control 0.59 -0.79
Low Aredi 0.61 -0.56
High Aredi 0.49 -0.20
High GMmin min 0.12 -0.24
not strongly dependent on the convective state in the WS.
In light of these results, we find it helpful to divide these simulations up into two
classes: the low mixing simulationswhich oscillate between convective and non-convective
periods (control and low eddy di↵usion) and the high mixing simulations simulations which
do not (high eddy di↵usion and high eddy advection). The low mixing simulations are
characterized by a build-up and subsequent release of abyssal heat content in the South-
ern Ocean (Figure 3.3). These two simulations also have very strong oscillations in the
global heat and carbon content, closely linked to the WS convection. The high mixing
simulations on the other hand do not show this oscillation between subsurface build-up
and release in the Southern Ocean, but rather either constant depletion in subsurface
temperature in the high eddy di↵usion (Figure 3.3 (c)) or a constant build-up of subsur-
face temperature in the high eddy advection (Figure 3.3 (d)). The lack of these oscillating
convective states results in smaller global heat and carbon variability (Figure 3.5), and a
weaker relationship (although significant) between theWS and the global heat and carbon
content.
To understand why the global heat and carbon are strongly anti-correlated, next we
look at the regional relationships between heat and carbon content.
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Figure 3.6: Pearson correlation coefficients for integrated carbon content anomaly versus integrated
heat content anomaly for each region.
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3.3.3 Regional Heat and Carbon Variability
To diagnose which regions significantly contribute to the observed variability in global
heat and carbon content, we break the global ocean into zonal bands: the Southern Ocean
(90oS–55oS), the southern mid-latitudes (55oS– 20oS), tropics (20oS–20oN), the northern
mid-latitudes (20oN– 60oN), and the Arctic (60oN–90oN). These divisions were defined
by the zonal average of the zero wind-stress curl in order to isolate the dynamical regions
(not shown). The correlation coefficients between heat and carbon content in each of these
regions are also shown in Figure 3.6. The correlation coefficients give a sense of what
remains consistent across the simulations even with the di↵erent convective states. The
Southern Ocean has a strong positive correlation between heat and carbon for all the sim-
ulations. Additionally, in the tropics there is a strong negative correlation between heat
and carbon for all the simulations. This result suggests that the negative correlation in
the tropics is key to understanding the negative correlation between heat and carbon seen
globally.
To get a better sense of which regions dominate the variability, we decompose the
global heat and carbon regionally by regressing the regional inventories of heat and car-
bon against the global inventories of heat and carbon. We first consider heat content in
the control simulation (Figure 3.7 (a), red dots). The regression highlights the importance
of three regions in contributing to the global heat content signal: the Southern Ocean,
southern mid-latitudes, and tropics. The Southern Ocean regression coefficient has a mag-
nitude similar to the southern mid-latitudes and tropics, but the opposite sign. This indi-
cates that the variability in Southern Ocean heat content is being compensated by similar
magnitude variability in heat content in both the southern mid-latitudes and tropics.
The picture is nearly identical in the low eddy di↵usion simulation (which also under-
goes oscillations between convective and non-convective states). The Southern Ocean heat
content variability is compensated by similar magnitude variability in both the southern
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Figure 3.7: Linear regression of each region’s carbon content against global carbon content (blue)
and each regions heat content against global heat content (red). Linear regression 95% confidence
interval is shown, but too small to be discerned.
mid-latitudes and tropics (Figure 3.7 (b)). However, the high mixing simulations are less
clear. The regional heat content is dominated by the southern mid-latitudes with weak
compensation between the Southern Ocean and tropics (Figure 3.7 (c) and (d)).
The linear regression of regional carbon content (Figure 3.7, blue dots), however,
suggests that the Southern Ocean carbon content variability contributes most towards the
global carbon content variability for all simulations. For the low mixing simulations, there
appears to be a compensation between the southern mid-latitude and tropical carbon con-
tent variability. This compensation in regional variability is not seen in the high mixing
simulations where the regression coefficients are both positive for these two regions. Re-
gardless of these di↵erences, the Southern Ocean is the region with the largest regression
coefficient for all simulations.
The time-series of the regional variability for heat and carbon content compared to
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Figure 3.8: Subsurface (a) potential temperature, (b) DIC, (c) remineralized DIC, and (d) preformed
DIC for convective year composite from control simulation. Only the surface ocean is shown to
highlight the strongest-magnitude features.
the global heat and carbon content are shown in the supplemental information as an ad-
ditional way to visualize the o↵setting variations in di↵erent regions.
This relationship between WS deep convection and Southern Hemisphere surface
warming is consistent with Bernardello et al. [2014] and Cabre et al. [2017]. Both papers use
the same GFDLmodel shown here in the control configuration to assess the impact of con-
vection on the climate system and both sets of analysis show similar Southern Hemisphere
surface warming in response to a convective event. Specifically, Cabre et al. [2017] show
that during these winter time convective events, substantial warming occurs in the South-
ern Ocean, increasing sea surface temperatures, decreasing sea ice and low clouds, and
increasing solar radiation absorption. The result is a substantial warming of the South-
ern Hemisphere surface ocean and atmosphere. This atmospheric warming propagates to
the rest of the atmosphere almost instantaneously, changing the meridional temperature
gradient and altering the strength of the Hadley Cell in both hemispheres. For a more
detailed look at the teleconnections between the Southern Ocean convection and tropical
SST increases, we refer the reader to Cabre et al. [2017].
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3.4 Mechanisms Driving Variability
In order to understand why global heat and carbon content are anti-correlated we look
more in depth at the mechanisms driving the regional variability of these quantities.
3.4.1 Heat Content Variability
We first examine the variability of heat content. As shown for the control simulation sub-
surface temperature in Figure 3.8 (a), convection acts to deplete the Southern Ocean of
subsurface heat, and increase the surface heat content in the southern mid-latitudes and
tropics. These processes are more explicitly shown in Figure 3.9. Periods of convection
(highlighted in grey) are consistent with deepening of the mixed layer (black line), a de-
pletion of subsurface Southern Ocean temperature (green line), an increase in Southern
Ocean heat flux into the atmosphere (negative out of ocean – red line), and an increase in
southern mid-latitude and tropical SST (blue line). These processes are consistent in the
low eddy di↵usion simulation which also oscillates between convective and non-convective
periods (not shown).
This relationship between WS deep convection and Southern Hemisphere surface
warming is consistent with Bernardello et al. [2014] and Cabre et al. [2017]. Both papers
use the same GFDL model shown here to assess the impact of convection on the climate
system and both sets of analysis show similar Southern Hemisphere surface warming in re-
sponse to a convective event. Specifically, Cabre et al. [2017] show that during these winter
time convective events, substantial warming occurs in the Southern Ocean, increasing sea
surface temperatures, decreasing sea ice and low clouds, and increasing solar radiation ab-
sorption. The result is a substantial warming of the Southern Hemisphere surface ocean
and atmosphere. This atmospheric warming propagates to the rest of the atmosphere
almost instantaneously, changing the meridional temperature gradient and altering the
strength of the Hadley Cell in both hemispheres. For a more detailed look at the telecon-
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Figure 3.9: Top: Weddell Sea subsurface temperature as in Figure 3.4 (green) and Weddell Sea
mixed layer depth (black). Bottom: Southern Ocean surface heat flux where positive indicates
into the ocean (red), Southern Hemisphere SST averaged between 0◦–55◦S (blue) for the control
simulation.
nections between the Southern Ocean convection and tropical SST increases, we refer the
reader to Cabre et al. [2017].
In this paper we show that the impact of this surface warming in the southern mid-
latitudes and tropics is strong enough to counteract the depletion of subsurface heat in
the Southern Ocean, resulting in a global increase in heat content after WS convection.
3.4.2 Carbon Content Variability
Next we examine the regional mechanisms driving variability in carbon content in order
to understand the anti-correlation between global heat and carbon content. Examining
the control simulation (Figure 3.8 (b)), we see that during convection there is a strong
subsurface depletion of DIC in the Southern Ocean, an increase in subsurface DIC in the
southern mid-latitudes, and a further depletion of surface-layer DIC in the southern mid-
latitudes to equator. To understand these spatial patterns, we break the DIC up into two
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components:
DIC = DICpre +DICremin (3.4)
where the preformed component (DICpre) is the DIC concentration of the water at
the ocean surface and the remineralized component (DICremin) is the carbon concentra-
tion due to biological accumulation. DICpre is set equal to DIC in the mixed layer and is
advected and mixed into the ocean interior with biological sources and sinks set to zero.
Thus by definition, DICremin is zero within the mixed layer and represents the component
of DIC in the interior that is due to biological sources and sinks.
When breaking the DIC down into its two components, we see that in the Southern
Ocean there is a very strong depletion of subsurface remineralized carbon and a strong
increase in preformed carbon (Figure 3.8 (c) and (d)). This signal is consistent with deep
convective mixing. The increase in subsurface DICpre occurs from mixing relatively high
surface DICpre down into the subsurface and the decrease in DICremin occurs from mixing
relatively high DICremin from the subsurface to the surface layer. Mixing these high DIC
waters from the abyssal Southern Ocean to the surface results in outgassing of CO2 to the
atmosphere (not shown) and the net result is a reduction in subsurface DIC.
The depletion in surface DIC in the Southern Hemisphere tropical region on the other
hand is entirely due to a depletion in preformed DIC. This region also experiences a strong
warming thus reducing the solubility of CO2 within the surface waters and limiting the
amount of DIC that can be held by the water in equilibrium with the atmosphere and at
constant alkalinity. To verify that the reduction in solubility is driving the subsequent
decrease in DIC, we show the DIC content versus heat content for the tropical region in
Figure 3.10 (a). The strong negative relationship supports the hypothesis that the vari-
ability in preformed DIC in this region is driven by changes in solubility. Figure 3.10 (a)
additionally shows the theoretical change in carbon content given a change in heat con-
tent due to solubility alone (constant pCO2 and alkalinity – black line) with a slope of
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Figure 3.10: Scatter of heat content anomaly vs preformed DIC integrated over the tropical region
for each simulation. Dashed grey linear line represents the linear fit of the carbon vs heat data
with slope, m, and pearson correlation coefficient r. Solid black linear line represents the projected
change in carbon content given a change in heat content with constant alkalinity and pCO2 in
equilibrium with the preindustrial atmosphere (scaled from Gruber et al. [1996]).
-0.27 PgC/1022J. This relationship is calculated using the relationship derived in Gruber
et al. [1996] and scaled to relate carbon content with heat content. There is good agree-
ment between this theoretical model and the linear regression of carbon content versus
heat content for this region, represented by the dashed grey line (linear slope values, m,
also shown on Figure 3.10), further supporting the hypothesis that carbon variability is
consistent with variability in solubility.
The above solubility mechanism appears to hold in all simulations (Figure 3.10 (b) –
(d)). All simulations have the same negative relationship between preformed carbon con-
tent and heat content integrated over the tropical region (20◦S – 20◦N) with good agree-
ment with the scaled solubility line (black line). This result suggests that the variability in
DIC in this region is driven by variability in the temperature-driven solubility, regardless
of the high-latitude convective variability.
Finally we examine the southern mid-latitude subsurface increase in DIC seen in Fig-
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ure 3.8 (b). Looking at the components of DIC, it is apparent that this increase is entirely
due to remineralized DIC. To understand why this increase of remineralized DIC occurs,
we correlate the remineralized DIC anomaly with ideal age in the southern mid-latitude
subsurface region (averaged between 40◦– 50◦S and 200–1000 m, Figure 3.11). The ideal
age is a tracer in the model simulation which quantifies the mean time since the water
last had contact with the surface. The tracer is set to zero in the mixed layer and ages at a
rate of 1 yr yr−1 after it leaves the mixed layer. In all simulations, the remineralized DIC
anomaly in this region is strongly correlated with ideal age with Pearson correlation co-
efficients exceeding 0.8 (Figure 3.11). Calculating the linear regression coefficient (m) be-
tween the remineralized DIC and ideal age yields a rate of accumulation of remineralized
DIC of approximately 0.25 µmol kg−1 yr−1 for all simulations (Figure 3.11). Comparing
this rate of accumulation of remineralized DIC to the modeled local remineralization rate
(jPO4⇥ 108 = 1.6 µmol kg−1 yr−1) we find that the rate of accumulation of remineralized
DIC in this region is significantly less than the remineralization rate. The DIC found at
a given point has accumulated along many trajectories, some largely passing through sur-
face waters where the local remineralization rate is large, and some passing through deep
waters where the local remineralization rate is small. The low slope of the relationship be-
tween DICremin and age suggests that it is changes in the fraction of waters taking deeper
trajectories that is most important in explaining the changes in Figure 3.11.
Because only changes in transport cause the ideal age to change, the strong correla-
tion between the remineralized DIC and ideal age suggest the accumulation of DICremin is
due to a slow down of exchange between the surface and subsurface waters. This conclu-
sion is only valid if the rate of local remineralization is constant, or does not impact the
time tendency of DIC in this region. Correlation analysis between the modeled remineral-
ization rate and DIC tendency suggest no significant (or very small) correlation between
the two variables (see supplemental material Figure 5) indicating the variability in subsur-
face DICremin is indeed due to variability in transport.
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Figure 3.11: Ideal age versus remineralized DIC for all simulations. Quantities are averaged over
latitudes 40◦–50◦S and 200–1000 m. Linear regression coefficients, m, and pearson correlation
coefficients, r, are included for reference.
To verify that the same spatial relationship of DIC and its components is consistent
in all simulations, we show the covariance of globally integrated DIC against zonally (and
vertically) integrated DIC, DICpre, and DICremin in Figure 3.12. The general pattern of
covariance between the global DIC and remineralized DIC shows a strong positive value
in the Southern Ocean followed by a decreasing to negative covariance in the southern
mid-latitudes and then increasing again to above zero in the tropics. This pattern is ap-
parent in all simulations, but with di↵erent magnitudes due to the di↵erent convective
variability. When comparing with Figure 3.8 it is important to note that these covariance
calculations use the DIC integrated over the entire water column, whereas Figure 3.8 only
shows the surface layer (top 1500 dbars). Due to deep spreading of decreased DICremin
values from the Southern Ocean convection into the abyssal mid-latitudes (supplemental
Figure S6), the depth-integrated global DIC and remineralized DIC covariance does not
become negative until approximately 45◦S.
The opposite pattern holds for the covariance between global DIC and preformed
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Figure 3.12: Covariance between globally integrated DIC content and DIC (black), preformed DIC
(blue) and remineralized DIC (red) for each simulation as a function of latitude. Note di↵erent
y-axis scales.
DIC: a negative covariance in the Southern Ocean, followed by an increase in covariance
in the southern mid-latitudes and a decrease below zero north of the equator. Because
of the lack of deep convection in the high mixing simulations, the Southern Ocean covari-
ance is significantly smaller than the other simulations (note di↵erent y-axis scales in
Figure 3.12), but the qualitative relationship remains the same. The consistency in the
general shape of these relationships suggests that the same mechanisms are controlling
the regional variability in all simulations.
3.5 Conclusions
Using a coupled climate model, we have quantified the global and regional natural vari-
ability in oceanic heat and carbon content. We have found that in this model, the highly
convective Southern Ocean drives strong global variability in heat and carbon content.
Additionally, these two quantities are strongly anti-correlated. Using simulations with
di↵erent parameter settings for mesoscale mixing, we show that these results are robust
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across simulations with di↵erent WS convective variability, but the anti-correlation rela-
tionship is strongest with the two simulations which oscillate between convecting and
non-convecting states.
As illustrated in Figure 3.13, the global anti-correlation between heat and carbon con-
tent is due to di↵erences in the sign and magnitude of the regional variability. The arrows
in the schematic indicate the magnitude of variability and the sign during a convective
period. As indicated, the global heat and carbon content are anti-correlated.
In the Southern Ocean, heat and carbon content are both depleted during convection,
but the southern mid-latitude and tropical regions each have heat content variability that
balance the Southern Ocean variability. The resulting global heat content variability there-
fore has the same sign and magnitude as the variability in the southern mid-latitudes and
tropics. Carbon content variability on the other hand exhibits a cancelation between the
southern mid-latitudes and tropics. Therefore, the resulting variability in global carbon
content closely follows the variability in the Southern Ocean.
The sub-surface variability structure is also depicted in Figure 3.13 and highlights
the di↵erences between heat and carbon. During convection, both quantities decrease in
the subsurface Southern Ocean. Additionally, both heat and carbon show increases in the
southern mid-latitudes, but the temperature increases are contained in the surface, while
DIC increases at depth. This increase in subsurface DIC is likely a result of decreased
ventilation. Finally, the southern mid-latitudes and tropics show an increase in surface
temperature and a decrease in surface DIC. The variability in DIC here is due to solubility
decreases as a result of the temperature increase.
Comparing the magnitude of the modeled natural variability to the size of recent
observed trends can provide information on how detectible anthropogenic trends are
[Thomas et al., 2015]. For the control simulations, the magnitude of global carbon vari-
ability is about ± 3 PgC. This accounts for only approximately 3% of the estimated an-
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Figure 3.13: Schematic summarizing regional variability in oceanic heat and carbon during a
convective year. Arrows designate the sense of global and regional inventory change during a
convective year, positive indicating an increase in oceanic content.
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thropogenic uptake of carbon over the past few decades [Khatiwala et al., 2012; Sabine
et al., 2004; Waugh et al., 2006]. The variability in global heat content on the other hand
is about ± 3 ⇥1022 J. This is a much larger percentage (20%) of the estimated uptake
of anthropogenic heat in recent decades [Levitus et al., 2009]. These results suggest that
changes in carbon content due to anthropogenic activity are unlikely to be obscured by
long-timescale variability, but changes in heat content could be obscured. This large nat-
ural variability in global heat content could explain why there is less CMIP5 model agree-
ment in oceanic heat uptake than there is for carbon uptake [Frölicher et al., 2009].
If we assume these results hold for the real ocean, we would expect that during the
current non-convective period we would experience a subsurface warming in the South-
ern Ocean and a slowdown of the intermediate water ventilation. Both these processes
have been documented in observational studies [Purkey and Johnson, 2012; Waugh et al.,
2013], but it is important to note that these changes could also be due to anthropogenic
influences such as greenhouse gas warming and ozone depletion in addition to variabil-
ity in WS convection. The frequency of modeled WS convection is a hard to compare to
real-life WS convection because of the lack of an observational record in the Southern
Ocean. Additionally, de Lavergne et al. [2014] have shown that models that have frequent
convection in preindustrial control simulations have a significant reduction in convection
under global warming scenarios. This suggests that we may not observe another strong
WS convective event, and makes it extremely difficult to determine what frequency of WS
convection is ‘correct’.
The results of this study suggest that the atmosphere could exhibit significant changes
in temperature and CO2 concentration in response to Southern Ocean convective variabil-
ity. A previous study by Cabre et al. [2017] using our control version of the ESM2Mc
model shows an increase in SH and global atmospheric temperatures. This is because the
additional flux of heat into the ocean is more than balanced (and indeed is driven) by a
decrease in clouds and ice, resulting in an additional 0.15 PW of additional shortwave
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heating of the Southern Hemisphere when convection is at its peak. An interesting ex-
tension of this study would be to examine whether relatively small preindustrial changes
in atmospheric carbon dioxide could be associated with changes in SH temperatures, as
well as a more comprehensive examination of this process in Earth System Models with
variable atmospheric carbon dioxide.
A caveat with this study is that only a single model has been used. More analysis
should be conducted with additional model simulations to examine if this relationship
and the relative magnitudes of variability between heat and carbon are consistent. Sim-
ilar analysis with additional models could help to understand the intermodel spread of
oceanic carbon content, and the larger intermodel spread in oceanic heat content [Frölicher
et al., 2014b], and also provide a better context in which to analyze recent observational
trends. Additionally, the model used in this analysis has a relatively coarse resolution
and parameterizations for mesoscale eddies. Dufour et al. [2017] assessed the impact that
model resolution has on WS convection and concluded that horizontal model resolution
has an important impact on vertical stratification and the subsurface heat reservoir build-
up. However, the impact of resolution is not straightforward - a 1/4 degree ocean behaved
more like our high eddy di↵usion model with relatively constant convection while a 1/10
degree ocean model showed more stratification and behaved more like our control model.
Griffies et al. [2015] have additionally examined the impact eddies have on Southern Ocean
heat uptake and transport in eddy-permitting models and have concluded that uncertain
model parameterizations tend to lead to model drift and less accurate lateral and vertical
heat distribution. These impacts need to be kept in mind when discussing model simula-
tions with parameterized eddies.
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CHAPTER 4
Relationship between age and oxygen
4.1 Introduction
Characterizing the ventilation of the ocean interior is a fundamental goal of oceanography.
In order to do so, signatures of biological activity and transient (i.e. a tracer with time-
varying sources or sinks) tracers such as Chlorofluorocarbons (CFCs) are used in to infer
ventilation. The goal of this work is to evaluate what we can learn from measurements
of transient tracers and oxygen that have been made in recent decades, focusing on the
relationship between oxygen utilization and water age inferred from transient tracers.
When examining the relationship between age and oxygen, it is generally assumed
that the two follow a negative relationship. Oxygen concentration is set at the surface and
generally decreases in the ocean interior due to biological consumption. Age on the other
hand, is set to zero at the surface and increases in the ocean interior, characterizing the
time spent since last in contact with the surface. This relationship between age and oxygen
is exploited in the oceanography in two ways. The first is that allows for the indirect
measurement of the oxygen utilization rate to diagnose changes in ocean productivity,
and the second is that it allows for the possibility to use oxygen as a proxy for age when
51
4.1. Introduction
examining changes in ocean circulation.
The primary sink of oxygen is the utilization by biology. For this reason, the oxygen
utilization rate (OUR) is a powerful tool for understanding ocean biology and biogeochem-
istry. In the ocean interior, the OUR is generally very small and therefore very difficult to
directly measure. A commonly used solution to this is to estimate the OUR as the deriva-








This definition of OUR is fairly ubiquitous in the ocean biogeochemistry community.
It is referenced in multiple textbooks [Sarmiento and Gruber, 2006; Emerson and Hedges,
2008], and has been used extensively in the literature to draw conclusions on organic mat-
ter transport from the surface ocean to the deep [Jenkins, 1982], and quantify biological
productivity in the ocean [Burd et al., 2010]. However, as discussed in Koeve and Kahler
[2016], this method for determining OUR assumes that the advective and di↵usive trans-
ports impact the age and oxygen in the same way. This will only be strictly true if the
two tracer fields have the same distribution of internal sinks, something which in general
is not the case. The authors found that when averaged over three coupled physical and
biogeochemical ocean models, the OUR determined by this method underestimated the
actual modeled OUR by a factor of 3. This result suggests that the relationship between
age and oxygen is not as straightforward as often assumed.
Another way that oxygen and age have been combined in the field is through the
suggestion that oxygen could be used as a proxy for age for quantifying changes in ocean
circulation. While transient tracers are a useful tool for understanding ocean circulation,
there are some well-documented complications in estimating age from such tracers [Haine
and Hall, 2002]. Additionally, transient tracer measurements are made much less fre-
quently than oxygen measurements, making it impossible to directly estimate ocean age
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from the historical record. To resolve these problems, the possibility of exploiting the
age-oxygen relationship and using oxygen as a proxy for age has been suggested in the
physical oceanography community. Changes in oxygen concentration could be used to
diagnose changes in ocean circulation when age measurements are unavailable [Deutsch
et al., 2005; Kwon et al., 2016]. Similarly, Brennan et al. [2008] use AOU to improve the
detectability of anthropogenic changes in overturning in a climate model. However, in
order for these methodologies to be successful, the negative correlation relationship be-
tween age and oxygen (or positive correlation relationship between age and AOU) would
need to be robust over time and space.
In this chapter, we evaluate the relationship between age and oxygen to shed light on
where it may be valid to use oxygen as a proxy for age and to consider the use of defining
OUR as AOU divided by mean age. Because it crosses the western boundary current in the
North Atlantic Ocean, and has measured both transient tracer and oxygen concentrations,
Line W provides a unique opportunity to investigate the assumed negative relationship
between age and oxygen and examine the robustness of the two mentioned applications
of this age-oxygen relationship. Because of the limited temporal resolution and spatial
coverage of the LineW observational data, we seek to put the observational data in context
by performing a similar analysis of an earth system model, GFDL ESM2Mc.
In the next section we introduce the Line W observational data set, describe how
transient tracer ages were derived, and discuss the earth system model specifications. In
Section 4.3 we explore the age-oxygen relationship in the observations and model, and





4.2.1 Line W Observational Data
4.2.1.1 Data Collection
The observational data set used in this analysis comes from the Woods Hole Oceano-
graphic Institute’s (WHOI) Line W ship-based repeat hydrography study [Andres et al.,
2017]. Observations include full-depth temperature and salinity profiles, horizontal ve-
locity profiles from lowered ADCPs (LADCPs), and bottle-sampled transient tracer and
oxygen concentrations. Data was collected once or twice-per-year (one cruise in the spring
and one in the fall) over the 2003-2012 period. The Line W cruise line extends from just
south of the coast of Cape Cod (40.29 N, 70.21W) and extends to Bermuda (32.16 N, 65.23
W - Figure 4.1 (a)). The water property and velocity measurements were taken at 26 fixed
sites along Line W. The stations are more densely situated across the continental shelf to
resolve the Deep Western Boundary Current. The station spacing becomes greater and
temporal sampling frequency is lower along the end of the Line W tract, near Bermuda.
Temperature and salinity data was collected using a conductivity-temperature-depth
(CTD) instrument mounted on a rosette frame. Salinity (i.e. conductivity) measurements
were then validated with bottle measurements of salinity [Millard and Yang, 1993]. Bottle
measurements were sampled using 10-L Nisken bottles mounted on a rosette. Generally,
23 bottle samples at various depths were taken at each location along the cruise line. Water
samples were analyzed on board for salts, dissolved oxygen, and transient tracer concen-
trations. The transient tracers sampled include multiple chlorofluorocarbon compounds:
CCl3F (CFC-11), CCl2F2 (CFC-12), and CClF3 (CFC-13).
The data is available on theWHOI LineWwebsite (http://www.whoi.edu/science/PO/linew).
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Figure 4.1: Observational Line W and model interpolation. (a) and (b) climatologies of observational
temperature and salinity. (c) and (d) Line W interpolated model temperature and salinity.
4.2.1.2 Data Processing
For purposes of visualization and comparison with the Earth System Model, the data has
been interpolated to a grid with a vertical resolution of 100 dbars and horizontal resolu-
tion of 10 km. Cross-sections of oxygen concentration and mean age (described below)
for two years are shown in Figure 4.2. Oxygen is generally high at the surface and de-
creases with depth, reaching a minimum between depths 250 dbars and 750 dbars. Age
on the other hand is at a minimum at the surface and increases with depth. Figure 4.2 ad-
ditionally shows the time-series of two locations along Line W (as indicated by the black
boxes). The first time-series (Figure 4.2 (e)) suggests that there is a positive correlation
between age and oxygen. The second time-series (Figure 4.2 (f)) on the other-hand shows
the anticipated negative relationship between age and oxygen.
Because temperature and salinity impact oxygen saturation, we additionally compute
the Apparent Oxygen Utilization for the observational data:
AOU = O2sat −O2 (4.2)
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where O2sat is the equilibrium saturation concentration of oxygen, calculated as a
function of temperature and salinity, and O2 is the observed oxygen concentration. The
AOU is a measure of how under-saturated the oxygen sample is. Using the AOU instead
of oxygen concentration allows us to ignore the impacts of temperature on the oxygen
measurement.
4.2.1.3 Mean Age Calculation
A critical component to understanding ocean circulation and quantifying biological respi-
ration is estimating the age of the water - or how long since the water was last in contact
with the surface. Doing this with observations is not easy, but transient tracers make it
possible. Because of the atmospheric time history of Chloroflourocarbons (CFCs), and the
fact that CFCs have no sources and sinks in the ocean, CFCs are often used to quantify
the age of ocean water. The simplest way of doing this is to assume that CFCs are in equi-
librium with the atmosphere when they leave the ocean surface and are then transported
advectively to the observation site. One can then deduce the date at which the water was
subducted by matching the partial pressure of CFCs in the water to the date at which they
had that concentration in the atmosphere. This assumes that the transport to a given point
can be characterized by a single timescale- the advective time. In reality, estimating the
age is complicated by mixing in the ocean. Because all flow is a combination of advective
and di↵usive flow, there is no one timescale that characterizes the time that a parcel of
water has taken to reach an interior location from the surface. Because of this advective
and di↵usive flow, we characterize the timescales of a given point in the ocean interior
with a distribution if transit times (or transit time distribution). The basis for this transit
time distribution (TTD) approach for estimating ocean age is that for steady transport, the




c(t − t0)G(r, t0)dt0 (4.3)
56
4.2. Methods
Figure 4.2: Observational age and oxygen for two years. Subplots (a) and (b) show observational
oxygen and age from November 2003 while (c) and (d) show the oxygen and age from August 2012.




whereG(r, t) is a function describing the TTD at location r and time t. Measurements
of CFC-12 were used to estimate the TTD assuming that (1) the TTD follows an Inverse
Gaussian distribution and (2) the ratio of the mean width to mean age (∆Γ) of the Inverse
Gaussian is approximately equal to 1 (Waugh et al, 2003; Waugh et al, 2004; Waugh et al,
2006). Making the assumptions in order to estimate G(r, t) using the Line W CFC-12 data
and using the atmospheric history of CFC-12 allows us to estimate the mean age of the
water sample.
4.2.2 Model Simulation
In addition to the observational data, we use an Earth system model (GFDL ESM2Mc)
to quantify the relationship between oxygen and age. GFDL ESM2Mc [Galbraith et al.,
2011] is a coarse resolution configuration of the GFDL ESM2M [Dunne et al., 2012]. The
model has an atmospheric resolution of 3.875◦ ⇥ 3◦ with 24 vertical levels. The ocean
model is non-Boussinesq, using pressure as the vertical coordinate, and has a resolution
of 3◦ ⇥ 1.5◦ and 28 vertical levels. The oceanic model also has a coupled biogeochemical
module referred to as the Biogeochemistry with Light Iron Nutrients and Gases (BLING)
model [Galbraith et al., 2010]. Although this module uses a highly parameterized biologi-
cal cycle, it predicts patterns of carbon and oxygen change in response to global warming
that are very similar to a more complex biogeochemistry simulation in ESM2M [Galbraith
et al., 2015]. The model also computes an ideal age [Thiele and Sarmiento, 1990], setting
this tracer to zero in the surface box and allowing it to increase at 1 yr/yr in the ocean
interior. For a full description of the model simulation, reference Section 3.2.1.
The model is interpolated to 1 ⇥ 1 grid in the North Atlantic and then interpolated to
a line extending from position (40◦N, 69◦W) to (22◦N, 60◦W) to match observational Line
W (Figure 4.1 (a)). The model shows a similar temperature and salinity profile on Line
W compared with the observations (Figure 4.1 (b) - (e)). The model simulation is used
to help put the observational analysis in in spatial context and to investigate potential
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Figure 4.3: (a) Oxygen climatology and (b) age climatology from observations along Line W. Contour
lines show average neutral density. (c) Oxygen climatology and (d) age climatology from the model
simulation. Contour lines show the average netural density.
mechanisms a↵ecting the age-oxygen relationship.
4.3 Results
4.3.1 Age and Oxygen Relationship
The climatologies of the calculated mean tracer age and oxygen concentration from the
Line W observations are shown in Figure 4.3 (a) and (b). As expected, on large spatial
scales there appears to be a negative relationship between the age and oxygen. There is
relatively high oxygen concentration and zero age at the surface, consistent with the sur-
face waters being in contact with the atmosphere, resulting in near-equilibrium in oxygen
and CFC concentrations. Age then generally increases with depth, reaching a local maxi-
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mum at just below the average depth of the 27.5 neutral density surface. Oxygen on the
other hand generally decreases with depth, reaching a local-minimum along the average
depth of the 27.5 neutral density surface. The spatial patterns of age and oxygen generally
point towards a negative relationship between the two qualities, particularly at intermedi-
ate depths. Oxygen shows a core of minimum values with two intense patches, where the
concentrations drop below 160µmol kg−1, on either side of the Gulf Stream more or less
aligned with the 27.5 neutral density surface. Age also shows two such patches of high
values on either side of the Gulf Stream at similar depths. However, there are interesting
di↵erences in the detailed structure. First, the age maximum just below the ventilated
thermocline at distances 300-500 km o↵shore occurs at a depth of 1000 dbars. This is
lower in the water column than the oxygen minimum, which occurs at an approximate
depth of 800 dbars. Additionally, there is significantly more spatial variability in the age
in the deeper regions across all distances than is seen in the oxygen climatology. These
di↵erences between the spatial patterns suggest the relationship between age and oxygen
is likely more complicated than has been suggested in previous work.
As discussed in the introduction, we also examine the age-oxygen relationship in an
Earth System Model. The vertical structure of the modeled oxygen and age climatologies
(Figure 4.3 (c) and (d)) are similar to the observed climatologies, though somewhat o↵set
in density space. The modeled oxygen concentration exhibits a local minimum close to
the 27.0 average neutral density surfaces, while the age reaches a local maximum on the
27.5 average neutral density surface. While the vertical structure of age and oxygen in the
model are similar to the observations, there is a more obvious o↵set between the depths
of the local oxygen minimum and local age maximum in the model. As with the obser-
vational data, this suggests a possible breakdown of the suggested negative relationship
between age and oxygen in this region. Note also that our relatively coarse model does
not allow for separation of two cores of low oxygen water by the Gulf Stream-only the
o↵shore core seen in the observations is simulated with some measure of fidelity.
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To better quantify the temporal relationship between mean age and oxygen, the Pear-
son correlation coefficient between age and oxygen is calculated for locations along LineW
(Figure 4.4 (a)). Although this figure shows the anticipated negative correlation between
age and oxygen, in much of the plot the correlations are relatively low. Moreover, two
regions of positive correlation are apparent between 200 and 400 km o↵shore. One pos-
itive correlation region is at approximate depths 500-750 dbars (between neutral density
surfaces 27.0 and 27.5), and the second is slightly deeper at depths 1250 - 2000 dbars.
One possible reason for the lack of a tight relationship between oxygen and age is
that oxygen concentration depends on solubility and thus on temperature and salinity. In
order to correct for this e↵ect, we also examine the relationship between the age and AOU.
The AOU is a measure of how under-saturated the oxygen concentration is. This under-
saturation is usually due to the biological consumption of oxygen but may also see an
e↵ect from incomplete equilibration of sinking source waters, particularly in convective
regions. Analyzing the relationship between AOU and age gives us similar information
to the age-oxygen relationship, however, because we are subtracting the oxygen concen-
tration from the oxygen saturation, the AOU-age relationship will be the opposite sign
(mainly positive) and the AOU-age relationship removes the impacts of temperature (and
salinity) on oxygen saturation.
The Pearson correlation coefficient between age and AOU (Figure 4.4 (b)) shows a
positive relationship between the two quantities. Similar to the pattern seen in the age-
oxygen correlation coefficients (Figure 4.4 (a)), there are two regions with anomalous cor-
relation. One upper region of near-zero correlation, corresponds with the upper region
of positive correlation seen in Figure 4.4 (a). This suggests that this positive correlation
between age and oxygen in this region largely results from temperature e↵ects. Younger
waters in this region are colder and thus hold more oxygen-countering any impacts from
less remineralization. Note however, that even with temperature e↵ects removed the AOU-
age correlation remains low. Moreover, the region with anomalous O2-age correlation in
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the deeper waters also shows an anomalous AOU-age correlation (negative). The fact that
these patterns exist in the age-AOU correlation pattern in addition to the age-O2 correla-
tion pattern suggest that we need to find a mechanism other than solubility changes for
explaining such variability.
We also show the Pearson correlation coefficient for the model simulation (Figure 4.4
(c) and (d)). Although the model also shows the expected negative correlation between age
and oxygen over much of the domain, the correlation is far from uniform with one core
of strong positive correlation in denser waters around 1000 dbars and a second layer of
negative correlation at around 300 dbars. As in the observations, there is a region of pos-
itive correlation (with correlation coefficient of approximately 0.4) between the negative
correlation layers, starting at distance 400 km and extending to the end of Line W. This
region of positive correlation is similar to the upper region of positive correlation seen in
the observational record. Interestingly, in the model simulation, there is no deeper region
of positive correlation as seen in the observational correlation, although there is a decline
in the correlations as one approaches the coast below 1500 dbars.
The modeled age-AOU temporal correlation shows a very consistent pattern with
the modeled age-oxygen correlation. The area of anomalous correlation (now negative)
around depth 500 dbars is greatly reduced in Figure 4.4 (d), suggesting that a fraction
of the positive correlation seen in the age-oxygen correlation is due to solubility- a signal
similar to that seen in the observations. However, as in the observations this region still
has a reduced positive correlation, suggesting some additional mechanism is impacting
the age-AOU relationship.
4.3.2 Age and Oxygen/AOU Scatterplots
To better visualize and analyze the relationship between the mean age and oxygen along
observational Line W, we show the scatter plot of age versus oxygen in Figure 4.5 (a). The
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Figure 4.4: Pearson correlation coefficients for age versus (left) oxygen and (right) AOU for Line W
observations. Contour lines indicate average neutral density climatology.
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scatter points are colored with each location’s temporal correlation coefficient (same as in
Figure 4.4 (a)). The “S-shape” of the age-oxygen scatterplot relationship roughly follows
the depth of the water column, with the surface waters at the left end of the “S-shape” and
the deep waters at the right end. The positive correlation regions indicated from Figure 4
(a) also appear in this relationship.
The scatter plot relationship between age and AOU is also shown (Figure 4.5 (b)).
Similar to the age-oxygen scatter plot, the age-AOU scatter plot also roughly follows depth,
with the surface waters at the left-hand side of the scatter plot, transitioning to the deeper
waters at the right hand-side. The upper region of reduced/zero correlation discussed in
Figure 4.4 (b) is seen on this diagram at an age of 50 years, just before the maximum in
AOU. Additionally, the deeper region of negative correlation discussed in Figure 4 (b) is
seen on this diagram on the almost-flat tail end of the scatterplot. Visualizing the age-
AOU relationship in this way is a powerful tool because it allows us to gain initial insight
to the mechanisms governing the AOU variability. The dashed lines represent expected
linear relationships between age and AOU with the slope of the linear relationship being
directly proportional to the rate of remineralization. At the surface, where sinking partic-
ulate matter has higher concentrations and is more easily decomposed, we have increased
rates of remineralization, and therefore we would expect the age-AOU relationship to fol-
low one of the linear relationships with a higher slope. As we move deeper in the water
column, the slopes should decrease to reflect the slower rates of remineralization in the
deep ocean.
If the variability in AOU were driven exclusively by changes in the rate of ventilation
(but not the pathways of ventilation or the rate of remineralization), we would expect the
age-AOU relationship to fall along one of the dashed lines. The upper region does follow
this linear relationship (with a slope of 1.7µmol yr−1). When the age-AOU relationship
does not follow these linear lines however, it indicates that other processes are influencing
the spatial (and thus potentially the temporal) variability in AOU. The right-hand tail of
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this relationship, where the correlation is negative, does not follow the anticipated linear
relationship, and therefore we can infer that some additional process is influencing the
AOU-age relationship. This region is also one where the correlation between AOU and
age is (unexpectedly) negative.
The shape of the modeled relationship between age and oxygen is similar to the shape
of the observed age-oxygen relationship (Figure 4.5 (a)), suggesting that the model cap-
tures the mean relationships to a surprising extent (given the coarseness of its resolution
and the simplicity of its biological model). However, there are clear di↵erences between
the modelled and observed variability. In the model, the area of positive correlation be-
tween the age and oxygen occurs in the region of the oxygen minimum, which is a region
where the age is still increasing with depth. Since the shape of the relationship roughly
follows depth, movement along this curve would correspond to vertical movement in the
water column. In this region, if we move lower in the water column, age increases and
oxygen also increases, therefore resulting in a positive correlation. This suggests that ver-
tical movement in the water column could be causing the positive correlation. In the
observations, however, the upper region of positive correlation is found above the oxygen
minimum and the lower region is found around a weak age minimum. The corresponding
point on the modelled age-oxygen plot shows some near-zero correlations, but no positive
values.
The modeled age-AOU scatter plot (Figure 4.5 (d)) has similarities to the observed
age-AOU relationship (Figure 4.5 (b)), but has a much more pronounced mid-depth age
minimum. As in Figure 4.5 (b), the dashed grey lines represent the linear relationship
between the age and AOU. In the upper region of the domain, the age and AOU follow
this linear relationship quite closely (with a slope of 1.7µmol yr−1 - similar to the ob-
servations). Slightly deeper in the water column, the age and AOU also closely follow a
linear line, with a slightly smaller slope (slope of 0.8). In the deeper waters however, the
age-AOU relationships break away from the linear model, suggesting additional processes
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Figure 4.5: Scatter plot of age versus observed (a) oxygen and (b) AOU and modeled (c) oxygen
and (d) age for distances 300-400 km. Colors indicate correlation coefficient of given relationship.
Dashed grey lines indicate linear relationship between age and AOU.
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impacting the AOU variability.
Some part of the mean relationship is driven by the well-known decrease in the
remineralization of organic material with depth [Armstrong et al., 2002; Klaas and Archer,
2002] as unprotected organic materials are preferentially consumed near the surface. This
would move points between a steeply-sloped linear relationship near the surface to lying
along a line with a flatter slope at depth. An additional factor is that the pathways of
ventilation change with depth, with waters near the deep age minima more a↵ected by
the southward flow of North Atlantic Deep Water. These di↵erent factors have the poten-
tial to a↵ect the variability as well. In particular, changing pathways of ventilation would
be expected to change the mix of water masses seen at a given point. Assuming the water
masses involved in this mixing are reflected in the AOU-age structure, such changes might
be expected to produce relationships parallel to the age-AOU curve - which in many lo-
cations would imply anti-correlation (where the mean curve slopes down to the right) or
near-zero correlation (where the mean curve is oriented either horizontally or vertically).
We note that when the age-AOU curve lies along one of these dashed lines, it is impos-
sible to distinguish changes in ventilation rate from changes in water mass type without
bringing in more information.
The region of reduced positive correlation seen in the depth profile of the age-AOU
Pearson correlation coefficient (Figure 4.4 (d)) is seen in the age-AOU scatterplot (Fig-
ure 4.5 (d)) at the apex of the scatter plot, where the AOU goes from increasing with age
to decreasing with age. This region occurs between the two regions of strong linear rela-
tionship between age and AOU as discussed above. This result suggests that it is a change
in the fraction of water associated with two water masses that is contributing to the re-
duced positive correlation in age versus AOU (or positive in the age-oxygen correlation).
This analysis provides some initial insight to why the age-oxygen relationship dis-
plays an area of positive correlation. The age-AOU scatter plot suggests that mixing be-
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tween water masses may be contributing to the anomalous correlation in the age-oxygen
and age-AOU relationships. In the next section, we will investigate the mechanisms driv-
ing the modeled variability in age and oxygen further, examining whether the results can
be simply explained in terms of vertical excursions of density, or whether more subtle
changes in circulation are involved.
4.3.3 Mechanisms Driving Age and Oxygen Variability
In this section, we will use the model simulation to assess the spatial extent of the anoma-
lous correlation outside of Line W and diagnose the most likely mechanisms responsible
for the break-down in the anticipated age-AOU relationship.
4.3.3.1 Horizontal Extent of Anomalous Correlation
To determine the horizontal extent of the anomalous correlation between age and AOU,
we show the age-AOU temporal correlation from the model on various neutral density
surfaces over the entire North Atlantic basin (see left-hand side of Figure 4.6). These
correlations show that the temporal relationship between age and AOU is largely positive
throughout the entire domain with Pearson correlation coefficients exceeding 0.6 in most
of the basin. There is a region at the end of Line W where the age-AOU correlation is
reduced. This is most prominently seen on the lower neutral density surfaces (Figures 4.6
(e) and (g)).
The subplots on the right-hand side show the correlation on each designated density
surface ignoring the impacts of vertical heave in the isopycnals, while the subplots on the
left side do include vertical isopycnal heave as described by the following equations:
rwith heave = corr(Γ,O2)|γn=27.0 (4.4)
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rwithout heave = corr(Γ|γn=27.0,O2|γn=27.0) (4.5)
In both equations (4.4) and (4.5) above, γn designates the depth of a neutral density
surface and the overbar designates the time average. It is important to distinguish be-
tween these twomethods of neutral density interpolation because the ’with heave’ method
includes the impact of vertical motion and allows us to determine the extent that vertical
motion impacts the correlation. The positive correlation appears to be more significantly
reduced on the neutral density surfaces including vertical heave (left-hand side subplots).
These results suggest that the mechanism decoupling age and AOU is spatially limited to
the region at the end of Line W and includes some component of vertical mixing.
4.3.3.2 Line W versus Line 40N
In order to diagnose what is causing this reduction in the negative age-oxygen correla-
tion and positive age-AOU correlation, we examine a region of the North Atlantic where
this breakdown of the age-AOU relationship does not occur and compare it with Line
W. We refer to this region as Line 40N, a hypothetical transect that extends from Cape
Cod eastward along latitude line 40 N. This hypothetical transect follows along a region
of the North Atlantic basin where the age-oxygen correlation is strongly negative (not
shown) and the age-AOU correlation is strongly positive for all neutral density surfaces
(Figure 4.6). Comparing Line 40N and Line W allows us to evaluate the di↵erences be-
tween the two and understand why Line W experiences these low correlations in the age-
AOU relationship.
One possible reason Line 40Nmaintains a strong positive correlation is due to strong
horizontal (primarily along-isopycnal) variability relative to Line W. In order to diagnose
the relative contributions of this along-isopycnal variability and the isopycnal heave vari-
ability, we break the time rate of change of age and AOU as follows:
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Figure 4.6: Correlation between age and AOU on various isopycnal surfaces. Left column indicate
correlation calculated on average depth of the isopycnal surface, and therefore including contribu-
tions from isopycnal heave. Right column shows correlation calculated on the isopycnal surface and
does not include contributions from heave.
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Figure 4.7: Climatologies of (a) age and (b) AOU interpolated on neutral density surface 27.0.
Bottom: Standard deviation of (c) age tendency and (d) AOU tendency interpolated on neutral
density surface 27.0. Bottom plots are calculated as the standard deviation of the first term on





































where the first term on the right-hand side refers to the age tendency on the neutral
density surface and the second term on the right-hand refers to the contribution of vertical
heave to the age variability. The climatologies of age and oxygen on the γn=27.0 surface
along with the standard deviation of the age and oxygen tendencies along this surface
are shown in Figure 4.7. The end of Line W, where the age-AOU correlation is near zero,
lies in a region where there is reduced horizontal gradient in age and oxygen. This is
significantly di↵erent to Line 40N, which lies in a region where the horizontal gradients
in age and oxygen (primarily in the meridional direction) are particularly strong. This
results in significantly more along-isopycnal variability along Line 40N than Line W, as
shown in figure 4.7 (c) and (d). Because of the reduced along-isopycnal variability on Line
W, the vertical heave component (second term on right hand side of equations 4.6 and 4.6)
may be important in setting up the reduced positive correlation between age and AOU.
To investigate the vertical heave contribution to the age-AOU correlation, we show
the correlation between age and AOU for Line W and Line 40N in Figure 4.8. As pre-
viously discussed, Line W has an anomalous region of near-zero correlation. Line 40N
on the other hand has a strong positive correlation between age and AOU in the upper
1500 dbars of the cross section. Figure 8 also compares the vertical profiles of age and
AOU along both lines. There is a visible o↵set between the depths of the age and AOU
maximum (as indicated by the stars) with the age maximum occurring lower in the wa-
ter column (900 dbars) than the AOU maximum (700 dbars). Between the age and AOU
maximums, age increases with depth and AOU decreases with depth. It is between these
depths that the reduced positive correlation occurs between age and AOU (as indicated by
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Figure 4.8: Age-AOU correlation and vertical profiles for (top) Line W and (bottom) Line 40N.
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dashed lines in Figure 4.8). We propose that the reduced correlation occurs because of ver-
tical motion acting on this particular vertical gradient in age and AOU. When comparing
the vertical profiles on LineWwith Line 40N, we see that there is no o↵set between the age
and AOUmaximums on Line 40N.We also examined the magnitude of the vertical motion
of the isopycnal surfaces (not shown) and found no significant di↵erence between Line W
and Line 40N. While both transects have similar levels vertical motion, the presence of a
depth o↵set between the age and AOUmaximum in addition to decreased along-isopycnal
variability result in Line W having a reduced correlation between age and AOU.
Line W is unusual because the along-isopycnal (horizontal) gradients are so small
that variations in mixing or along-isopcynal velocity will have relatively small impacts.
This allows the vertical heave to dominate the local variability in age and oxygen. Between
depths 500 dbars - 750 dbars, this vertical heave acts on an o↵set in the depths of the age
maximum and oxygen minimum, resulting in the observed positive correlation. In other
regions of the basin (Line 40N), the horizontal variation in transport is large enough to
dominate the local variability. Even though the same vertical heave and age maximum
and oxygen minimum depth o↵set is seen in this region, the large magnitude of horizontal
variability maintains the expected age-oxygen relationship.
4.4 Conclusions
Our analysis of the Line W observations of age and oxygen show that there is a much
more complicated relationship between the two quantities than one would naively expect.
The commonly held expectation of a negative relationship between age and oxygen breaks
down along observational LineW due to two regions of positive correlation. One region of
positive correlation is seen within the ventilated thermocline and the other is lower in the
water column. The same upper region of positive correlation is seen in an Earth System
Model (GFDL ESM2Mc) representation of Line W. We additionally remove the impacts of
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Figure 4.9: Circulation on neutral density surface 27.0
temperature on oxygen saturation, by looking at the age correlation with AOU. The age-
AOU correlation also shows anomalous (zero to negative) correlation in the observational
data set and model simulation.
Our analysis of the Line W observations of age and AOU show that there is a much
more complicated relationship between the two quantities than one would naively expect.
The commonly held expectation of a positive relationship between age and oxygen breaks
down along observational Line W in two regions. One region of low correlation is seen
within the ventilated thermocline and the other is lower in the water column. The same
upper region of near-zero correlation is seen in an Earth System Model (GFDL ESM2Mc)
representation of Line W.
Because of the limited temporal resolution and spatial extent of the observational
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data, we use the GFDL ESM2Mc to investigate the potential mechanisms causing the
anomalous correlation between and AOU. We show that the region of anomalous corre-
lation is limited to a region at the end of Line W, and to a few isopycnal surfaces (surfaces
27.0-27.5). The end of Line W lies in a unique region in the North Atlantic basin where
the horizontal gradients in age and AOU are relatively weak and thus the along-isopycnal
variability is very small. Additionally, at the bottom of the ventilated thermocline, there is
a depth o↵set between the age maximum and AOUmaximum. Any vertical motion within
this region, coupled with the limited horizontal variability, would cause a break-down of
the correlation between the age and AOU.
The end of Line W is unique because it lies in the approximate center of the North
Atlantic gyre circulation (Figure 4.9). Because the horizontal circulation in the middle
of the gyre is very small, there is little horizontal gradients in ocean tracers. In such re-
gions, the balance between vertical heaving of isopycnals (which acts to reduce age-AOU
correlation) and horizontal mixing (which mostly strengthens age-oxygen relationship)
determines whether or not the expected age-AOU relationship holds. Because of this del-
icate balance, one needs to consider the local dynamics before assuming that oxygen and




5.1 Summary of results
The focus of this thesis has been on quantifying and understanding the natural variability
of the atmosphere and ocean climate system. In particular, three features were chosen for
their importance: the Southern Hemisphere westerly jet, globally integrated carbon and
heat content, and North Atlantic age and oxygen concentrations.
In the Southern Hemisphere, a recent observed strengthening and shift in the west-
erly jet in addition to a positive SAM index has prompted numerous research studies to
designate attribution to the observed trends. Very few studies, however, have focused
on the multi-decadal natural variability of the Southern Hemisphere extropical circula-
tion. In Chapter 2, through the analysis of CMIP5 pre-industrial control simulations,
we quantified and compared the modeled natural variability of multiple climate models
and compared this natural variability with multiple observational estimated trends in the
SAM index, westerly jet location, and westerly jet strength. We found that the observed
trend in the SAM index is not decisively outside the natural variability as simulated by the
CMIP5 models. On the other hand, the observed trend in the jet location and jet strength
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was at the edge of the natural variability of the CMIP5 models. These results suggest that
while these three metrics are often assumed to be interchangeable, the observed trends
relative to the nodeled natural variability were all di↵erent, suggesting this assumption is
not strong.
In order to quantify the natural variability of oceanic carbon and heat content, we
used multiple climate simulations from a single, coarse-resolution, climate model. In
Chapter 3 we showed that in this model, deep-ocean convection in the Weddell Sea drives
a global response in both oceanic carbon and heat content, with the result of a strong
negative correlation between the two quantities. Using multiple simulations with di↵er-
ent parameter settings for mesoscale mixing, we varied the variability of this Weddell Sea
convection, to show that the negative relationship between oceanic carbon and heat con-
tent was robust. We showed that this anti-correlation between global oceanic carbon and
heat is due to a di↵erence in response in the southern mid-latitudes and tropics.
Finally, in Chapter 4, we examined the relationship between age and AOU in the
North Atlantic ocean using observations from WHOI Line W and in a global climate
model. Our analysis suggests that the relationship between age and AOU, which is typ-
ically assumed to be strongly positive, is more complicated than assumed. The Pearson
correlation coefficient between ocean age and AOU in the Line W observational data is
positive, with the exception of a region of near-zero correlation along the 27.0 netural
density surface and a region of negative correlation deeper in the water column. Com-
paring the observational age-AOU relationship with the climate model, we see a similar
region of near-zero correlation within the thermocline along Line W. Our model analysis
suggests that this region of reduced-positive correlation is due to a combination of lim-
ited along-isopycnal variability, along with a o↵set between the age and AOU maximum
depths.
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5.2 Limitations and further investigations
The majority of the work presented in this thesis has focused on the analysis of global
climate models (GCMs). This is in part because GCMs are a powerful and useful tool for
understanding the climate system, and also because of the relatively poor temporal reso-
lution and spatial extend of observational data. As more observational data is collected,
in part due to the recently deployed SOCCOM project in the Southern Ocean along with
advances in technology, it would be interesting and insigntful to supplement this analysis
with further observational analysis.
This analysis has also prompted multiple additional lines of research questions. First,
it would be worthwile to extend the analysis presented in Chapter 2 to other South-
ern Ocean quantities that have experienced significant trends in recent decades, such as
Southern Ocean SST. Additionally, with the next generation of CMIP models, and an addi-
tional decade of observational data, the analysis could be repeated to see if the conclusions
change.
With regard to Chapter 3, only one model was included in the analysis. Given the
documented strong influence of Weddell Sea convection on global climate in this model,
tt would be worthwile to repeat the analysis with a di↵erent climate model. Using a cli-
mate model from a di↵erent modeling center to examine the natural variability of globally
integrated oceanic carbon and heat would provide important insignt to wether or not the
negative correlation is robust.
Chapter 4 also proved surprising in that the expected relationship was more com-
plicated than assumed. An additional line of research could include looking at additional
observational data to see if similar regions of near-zero age-AOU correlations are seen near
the center of the gyre circulation. This analysis could prove critical for subsequent anal-
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