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The 2+1-dimensional integrable generalization of Kaup-Kuperschmidt and Sawada-Kotera equations are stud-
ied by ∂-dressing method of Zakharov and Manakov. The solutions with functional parameters and periodic
solutions are constructed.
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I. INTRODUCTION
In the last three decades the Inverse Spectral Transform (IST) method has been generalized and successfully applied
to various 2+1-dimensional nonlinear evolution equations such as Kadomtsev-Petviashvili, Davey-Stewardson, Veselov-
Novikov, Zakharov-Manakov system, Ishimory, two dimensional integrable sine-Gordon and others, see the books1–4
and references there. The nonlocal Rieman-Hilbert5, ∂-problem6 and more general ∂-dressing method of Zakharov
and Manakov7–9 are now basic tools for solving 2+1-dimensional integrable nonlinear equations, see also the books1–4
and reviews10–12.
In the present paper the ∂-dressing method is applied for the construction of new classes of solutions with functional
parameters and as their particular cases periodic solutions of 2+1-dimensional integrable generalizations of Kaup-
Kuperschmidt (2DKK),
ut + uxxxxx +
25
2
uxuxx + 5uuxxx + 5u
2ux + 5uxxy − 5∂−1x uyy + 5uuy + 5ux∂−1x uy = 0; (1)
and Sawada-Kotera (2DSK),
ut + uxxxxx + 5uxuxx + 5uuxxx + 5u
2ux + 5uxxy − 5∂−1x uyy + 5uuy + 5ux∂−1x uy = 0, (2)
equations. These equations have been discovered in paper13. Now it is well known that the Sawada-Kotera equation
belongs to the BKP hierarchy, and the Kaup-Kupershmidt equation to the CKP hierarchy14. These equations can be
represented as the compatibility conditions in the Lax form [L1, L2] = 0; for the 2DKK equation of the following two
linear auxiliary problems13,
L1ψ = (∂
3
x + u∂x +
1
2
ux + ∂y)ψ = 0, (3)
L2ψ = [∂t − 9∂5x − 15u∂3x −
45
2
ux∂
2
x − (
35
2
uxx + 5u
2 − 5∂−1x uy)∂x − (5uux −
5
2
uy + 5uxxx)]ψ = 0; (4)
and for 2DSK equation of another two linear auxiliary problems13,
L1ψ = (∂
3
x + u∂x + ∂y)ψ = 0, (5)
L2ψ = [∂t − 9∂5x − 15u∂3x − 15ux∂2x − (10uxx + 5u2 − 5∂−1x uy)∂x]ψ = 0. (6)
Here and bellow ∂x ≡ ∂/∂x, . . . and ∂−1x is an operator inverse to ∂x.
The first linear auxiliary differential problems in (3) and (5) are of the third order on ∂x, such problems in general
position have several fields as the coefficients at the various degrees of ∂x. The 2DKK (1) and 2DSK (2) equations
arise as special reductions of some integrable nonlinear systems for these fields. It is well known that the study of
a)E-mail:dubrovsky@ngs.ru
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special reductions requires more attention and may be more difficult than the consideration of nonlinear equations
integrable by auxiliary linear problems in general position.
The scheme for construction of solutions with functional parameters for 2+1-dimensional integrable equations by
the example of KP equation was developed earlier in the famous papers15,16 of Zakharov and Shabat in the framework
of their’s variant of dressing method, see also in this connection the book1.
The present paper is natural continuation of the paper17 of the first author. In the paper17 ∂-dressing method of
Zakharov and Manakov was at first used for construction of multiline soliton solutions of 2DKK and 2DSK equations;
some line solitons of considered equations were constructed earlier by another means, see for example the paper18.
The application of ∂-dressing method in nonstandard situations, in our case some nonlinear constraints on the wave
functions of the linear auxiliary problems must be satisfied as special reductions, may be very useful and instructive.
Let us underline that all of our constructions of exact solutions of considered equations are based exclusively on
∂-dressing method and not depend on the relations of 2DKK, 2DSK equations with CKP and BKP hierarchies
correspondingly.
Our paper is organized as follows. In the section II the basic ingredients of ∂-dressing method are shortly reviewed
and some useful formulas derived in the paper17 for 2DKK and 2DSK equations (1) and (2) are presented: reconstruc-
tion formulas, nonlinear constraints on the wave functions, the conditions of reality of solutions and so on. The new
classes of exact solutions with functional parameters for the 2DKK and 2DSK equations are constructed correspond-
ingly in sections III and IV. In section V as a particular cases of solutions with functional parameters the periodic
solutions of 2DKK and 2DSK equations are calculated. Section VI contains some conclusions and acknowledgements.
II. BASIC FORMULAS OF ∂-DRESSING METHOD FOR 2DKK AND 2DSK EQUATIONS.
In this section for convenience we are going to remind some useful general formulas of ∂-dressing method for 2DKK
and 2DSK equations (1) and (2), see the paper17 for more details.
At first one postulates non-local ∂-problem7–9,
∂χ
∂λ
= (χ ∗R)(λ, λ) =
∫ ∫
C
dµ ∧ dµχ(µ;µ)R(µ, µ;λ, λ), (7)
here χ and R in considered case are scalar complex valued functions. For wave function χ we choose canonical
normalization: χ → 1 as λ → ∞. We assume also that problem (7) is uniquely solvable. The solution of ∂-problem
(7) with constant normalization is equivalent to solution of the following singular integral equation:
χ(λ) = 1 +
∫ ∫
C
dλ′ ∧ dλ′
2pii(λ′ − λ)
∫ ∫
C
χ(µ, µ)R(µ, µ;λ′, λ′)dµ ∧ dµ. (8)
Then one introduces the dependence of a kernel R of ∂-problem (7) on space and time variables x, y, t17,
R(µ, µ;λ, λ;x, y, t) = R0(µ, µ;λ, λ)e
F (µ;x,y,t)−F (λ;x,y,t); F (λ;x, y, t) := i(λx+ λ3y + 9λ5t). (9)
At the next stage of ∂¯-dressing method7,8 one construct auxiliary linear problems for 2DSK and 2DKK equations,
which in general form are given by expressions17,
L1ψ = (∂y + ∂
3
x + u∂x + v)ψ = 0, (10)
L2ψ = (∂t − 9∂5x + w3∂3x + w2∂2x + w1∂x + w0)ψ = 0.
The wave function ψ in (10) is connected with wave function χ by the relation ψ := χeF (λ;x,y,t).
Reconstruction formulas for the potentials of problems (10) are express these potentials through some coefficients
of series expansions of wave function χ in terms of powers of spectral variable λ near the points λ = 0 and λ =∞,
χ = χ0 + χ1λ+ χ2λ
2 + . . . , χ = χ∞ +
χ−1
λ
+
χ−2
λ2
+ . . . ; (11)
these formulas for the potentials of the first linear problem (10) have the forms17,
v = −3iχ−1xx + 3χ−2x − 3χ−1χ−1x; u = −3iχ−1x. (12)
The coefficients χ−1 and χ−2 due to (8) are given by expressions,
χ−1 = −
∫ ∫
C
dλ ∧ dλ
2pii
∫ ∫
C
χ(µ, µ)R0(µ, µ;λ, λ)e
F (µ)−F (λ)dµ ∧ dµ, (13)
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χ−2 = −
∫ ∫
C
λdλ ∧ dλ
2pii
∫ ∫
C
χ(µ, µ)R0(µ, µ;λ, λ)e
F (µ)−F (λ)dµ ∧ dµ, (14)
here and below, for abbreviation, short notations F (λ) for F (λ;x, y, t) will be used.
It was shown in the paper13 that to 2+1-dimensional integrable generalizations of nonlinear Kaup-Kuperschmidt
(1) and Sawada-Kotera (2) equations correspond the reductions,
(2DKK) : v =
1
2
ux; (2DSK) : v = 0. (15)
In terms of the wave function χ the reductions (15) can be expressed as following nonlinear constraints on the
coefficients χ−1 and χ−217,
(2DKK) : χ−2x − i
2
χ−1xx − χ−1χ−1x = 0; (16)
(2DSK) : χ−2x − iχ−1xx − χ−1χ−1x = 0. (17)
Reconstruction formulas for the potentials of the second auxiliary problem (10) due to (12) and reductions (15)
have the forms17,
(2DKK) : w1 = −35
2
uxx + 5∂
−1
x uy − 5u2,
w2 = −45
2
ux, w3 = −15u, w0 = 5
2
uy − 5uxxx − 5uux, (18)
in the case of 2DKK equation (1) and,
(2DSK) : w1 = −10uxx + 5∂−1x uy − 5u2,
w2 = −15ux, w3 = −15u, w0 = 0, (19)
in the case of 2DSK equation (2).
One can easily obtain from (12) and (13) the restrictions on the kernel R0 of ∂-problem (7) following from reality
of u; one derives in the limit of weak fields17,
R0(µ, µ;λ, λ) = R0(−µ,−µ;−λ,−λ); R0(µ, µ;λ, λ) = R0(λ, λ;µ, µ). (20)
The conditions of reductions (15) or (16), (17) and reality (20) for u lead to some restrictions on the kernel R0
of ∂-problem (7) in the cases of the 2DSK and 2DKK equations. It is evident that conditions (20) are the same
for both 2DKK and 2DSK equations (1) and (2) but nonlinear constraints (16) and (17) for these equations have
different forms. So in order to calculate exact solutions of 2DKK (1) and 2DSK (2) equations via ∂-dressing method
one must satisfy to conditions of nonlinear constraints (16), (17) and reality (20); this is main and difficult part of all
constructions.
For degenerate kernel R0(µ, µ;λ, λ) of ∂-problem (7),
R0(µ, µ, λ, λ) = pi
N∑
k=1
fk(µ, µ)gk(λ, λ), (21)
one can easily derive general determinant formula for the class of exact solutions u(x, y, t) with functional parameters
of 2DKK and 2DSK equations (1), (2). Indeed, from (13), (14) and (21) follow compact formulas for the coefficients
χ−1, χ−2 of the expansion (11) of function χ,
χ−1 = − 1
2i
N∑
l,k=1
A−1kl αlβk, χ−2 = −
1
2
N∑
l,k=1
A−1kl αlβk x, (22)
where the matrix A has the form:
Alk = δlk +
1
2
∂−1x αlβk. (23)
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The functions αk(x, y, t), βk(x, y, t) in (22) and (23), which given by formulas,
αl(x, y, t) :=
∫ ∫
C
fl(µ, µ)e
F (µ)dµ ∧ dµ, βl(x, y, t) :=
∫ ∫
C
gl(λ, λ)e
−F (λ)dλ ∧ dλ, (24)
are known as functional parameters (in coordinate representation). The functions fk(µ, µ), gk(λ, λ) can be named as
functional parameters in spectral representation. By definitions (9) and (24) the functional parameters αn and βn
satisfy to following linear equations,
αny + αn xxx = 0, αnt + αnxxxxx + 5αnxxy − 5∂−1x αn yy = 0; (25)
βny + βnxxx = 0, βnt + βnxxxxx + 5βnxxy − 5∂−1x βnyy = 0. (26)
Here and below useful determinant identities,
Tr(
∂A
∂x
A−1) =
∂
∂x
ln(detA), T r(B A−1) =
det(A+B)
detA
− 1, 1 + TrB = det(1 +B), (27)
will be used. The matrices B and B A−1 in (27) are degenerate with rank 1. With help of the first identity in (27)
expression for χ−1 (22) takes the form,
χ−1 = i
N∑
k,l=1
A−1kl
∂Alk
∂x
= iT r(A−1
∂A
∂x
) = i ∂x(ln detA). (28)
From (28) by use of reconstruction formula (12) one obtains general determinant formula for the solution u with
functional parameters αk(x, y, t), βk(x, y, t) of 2DKK (1) and 2DSK (2) equations,
u(x, y, t) = −3iχ−1x = 3 ∂
2
∂x2
ln detA, (29)
here the elements of matrix A are given by (23).
In following sections III and IV calculations of exact solutions u(x, y, t) via simultaneous satisfaction to conditions
of nonlinear reductions (16), (17) and reality (20) are performed for convenience in cases of 2DKK (1) and 2DSK (2)
equations separately; analogous problem of calculations of multiline soliton solutions for these equations was solved
in the previous paper17.
III. SOLUTIONS OF 2DKK EQUATION.
In this section we calculate new classes of solutions with functional parameters and as their particular cases reproduce
multiline solitons17.
The reduction condition (16) imposes some restrictions on functional parameters αl(x, y, t), βl(x, y, t) (24). Substi-
tuting coefficients χ−1 and χ−2 from (22) into (16) the reduction condition for 2DKK equation can be rewritten in
the form,
∂
∂x
[
χ−2 − i
2
χ−1x − 1
2
χ2−1
]
=
N∑
k,l=1
∂
∂x
[
αlβk x − αl xβk
]
A−1kl =
∂
∂x
Tr(BA−1) = 0, (30)
where matrix B has elements,
Blk = αlβk x − αl xβk. (31)
It will be shown below that reduction condition (16), or equivalently (30), is satisfied by several choices of the kernel
R0 (21).
The condition I of reduction (16). It is clear from (30) that condition (16) of reduction for the simplest case
R = pif1g1 of N = 1 of one term in the sum (21) is satisfied if α1 and β1 proportional to each other: α1(x, y, t) =
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c1β1(x, y, t). Now let us prove that under the same interrelations between αk and βk , with some constants ck, for all
k,
αk(x, y, t) = ckβk(x, y, t), (k = 1, . . . , N), (32)
the condition (30) is satisfied also for more general case of N 6= 1 terms in the kernel (21). At first due to (32) one
transforms matrix A given by (23),
Alk = δlk +
1
2ck
∂−1x αlαk =
√
cl(δlk +
1
2
√
ckcl
∂−1x αlαk)
1√
ck
=
√
clA˜lk
1√
ck
, (33)
where A˜ = δlk +
1
2
√
ckcl
∂−1x αlαk is symmetrical matrix. One continues in this fashion transforming matrix B (31),
Blk =
1
ck
αlαk x − 1
ck
αl xαk =
√
cl(
1√
ckcl
αlαk x − 1√
ckcl
αl xαk)
1√
ck
=
√
clB˜lk
1√
ck
, (34)
where B˜ = 1√
ckcl
(αlαk x − αl xαk) is antisymmetrical matrix. Consequently under conditions (32) imposed on func-
tional parameters the reduction condition (16) or (30) for the 2DKK equation due to (33) and (34) transforms to the
form,
∂
∂x
Tr(B˜A˜−1) = 0, (35)
which satisfies for every x, y, t due to the facts that A˜−1 – symmetrical as matrix inverse to symmetrical matrix A˜
and B˜ – antisymmetrical matrix.
As a result of performed consideration it is shown that the condition of reduction (16) or (30) for the 2DKK equation
is fulfilled for the interrelations between of functional parameters αk and βk of the type (32). From definitions of the
αk, βk (24) follow due to (32) the interrelations between functional parameters fk and gk in spectral representation,
fk(µ, µ) = ckgk(−µ,−µ), (k = 1, ..., N). (36)
So in considered relatively simple but important and interesting case, which will be named as condition I of
reduction (16), the kernel R0 satisfying to the condition of reduction (16) or (30) has due to (21) and (36) the form,
R0(µ, µ, λ, λ) = pi
N∑
k=1
c−1k fk(µ, µ)fk(−λ,−λ). (37)
To the first condition of reality from (20) one can satisfy by imposing on each term of the sum (37) the following
restrictions,
c−1k fk(µ, µ)fk(−λ,−λ) = c−1k fk(−µ,−µ) fk(λ, λ). (38)
The meaning of such kind of condition is very simple: each term of the sum (37) after applying reality condition does
not change. By separating variables,
fk(µ, µ)
fk(−µ,−µ)
=
c−1k fk(λ, λ)
c−1k fk(−λ,−λ)
= vk, (39)
with some complex constants vk, one obtain the following restrictions on the functions fk(µ, µ),
fk(µ, µ) = vkfk(−µ,−µ), vk
ck
=
(
vk
ck
)
, v2k =
ck
ck
, |vk| = 1. (40)
Second condition of reality from (20) leads effectively to exactly the same relations as in (40) and will not be considered
here.
Due to definitions (24) and (36),(40) one derive the following interrelations between different functional parameters,
αk := vk
∫ ∫
C
fk(−µ,−µ)eF (µ)dµ ∧ dµ = −vkαk, βk := c−1k
∫ ∫
C
fk(−λ,−λ)e−F (λ)dλ ∧ dλ = c−1k αk. (41)
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So due to (41) the sets of functional parameters are characterized by the following properties,
(α1, . . . , αN ) := (−v1α1, . . . ,−vNαN ), (β1, . . . , βN ) := (c−11 α1, . . . , c−1N αN ) (42)
i.e. both sets αn and βn express through N independent complex functional parameters (α1(x, y, t), . . . , αN (x, y, t))
satisfying to the first relation from (41).
General determinant formula (29) with matrix A (23) corresponding to kernel R0 (37) of ∂-problem (7) gives the
class of exact solutions u with functional parameters for 2DKK equation (1). By construction due to (42) these
solutions depend on N functional parameters (α1, . . . , αN ). In the simplest case N = 1, β1 := c
−1
1 α1 and due to (41)
determinant of matrix A (23) has the form,
detA =
(
1 +
1
2c1
∂−1x α
2
1
)
=
(
1− v1
2c1
∂−1x |α1|2
)
. (43)
The corresponding solution u with functional parameters of 2DKK equation due to (29) and (43) is given by expression,
u(x, y, t) = − 3v1
2c1 detA2
(
detA · |α1|2x +
v1
2c1
|α1|4
)
, (44)
where v1/c1 due to (40) is some real parameter.
In the case N = 2 (β1, β2) := (c
−1
1 α1, c
−1
2 α2) and due to (41) determinant of matrix A (23) has the form,
detA =
(
1 + 12c1 ∂
−1
x α
2
1
)(
1 + 12c2 ∂
−1
x α
2
2
)− 14c1c2 (∂−1x α1α2)2 =
=
(
1− v12c1 ∂−1x |α1|2
)(
1− v22c2 ∂−1x |α2|2
)− v1v24c1c2
∣∣∣∂−1x α1α2∣∣∣2, (45)
where vk/ck, (k = 1, 2) due to (40) are some real parameters. The corresponding solution u is calculated with help of
reconstruction formula (29). It is interesting to note that considered simplest solutions u(x, y, t) of 2DKK equation
with functional parameters for cases N = 1, 2 are nonsingular for negative values of constants vk
ck
< 0, (k = 1, 2); for
N = 2 it follows from (45) particularly due to Cauchy-Bunyakovskii inequality (∂−1x |α1|2)(∂−1x |α2|2) ≥ |∂−1x α1α2|2.
In particular case of kernel R0 (37) of delta-functional type with fk(µ, µ) = Akδ(µ − iµk0), (k = 1, . . . , N), which
satisfy to conditions (36) and (40), due to definitions (24) functional parameters αk have the following forms,
αk = −2iAkeF (iµk0), (46)
where in accordance with (40) Ak = vkAk and µk0 are some real parameters. Such kernel leads to corresponding
exact multiline soliton solutions.
In the simplest case of N = 1 from (44), (46), under the condition v1|A1|
2
c1µ10
= e2ϕ0 > 0, one obtains the exact
nonsingular one line soliton solution of the 2DKK equation,
u(x, y, t) =
3µ210
cosh2(µ10x− µ310y + 9µ510t− ϕ0)
. (47)
This one line soliton solution was derived earlier in paper of first author17. In the case of N = 2 from (29), (45) and
(46) can be easily calculated exact two line soliton solution of the 2DKK equation.
To conditions of reality (20) of the solution of 2DKK equation (1) one can satisfy more nontrivially by imposing
another restrictions on functional parameters fk(µ, µ), gk(λ, λ) or αk(x, y, t), βk(x, y, t). For this purpose the terms
in the sum (21) or (37) for the kernel R0 can be grouped by pairs. The kernel of the ∂-problem for which condition
of reduction (16) or (30) fulfils, has due to (37) the form,
R0(µ, µ, λ, λ) = pi
2N∑
k=1
c−1k fk(µ, µ)fk(−λ,−λ) = pi
N∑
k=1
[
c−1k pk(µ, µ)pk(−λ,−λ) + c˜−1k p˜k(µ, µ)p˜k(−λ,−λ)
]
, (48)
where (f1, . . . , f2N ) = (p1(µ, µ), . . . , pN (µ, µ); p˜1(µ, µ), . . . , p˜N (µ, µ)). To the first and the second conditions of reality
from (20) one can satisfy by imposing on each pair of terms in the sum (48) the following restrictions,
c−1k pk(µ, µ)pk(−λ,−λ) = c˜
−1
k p˜k(−µ,−µ) p˜k(λ, λ), (49)
i. e. the first term in square bracket of (48) goes under considered reality conditions to second one. By separating
variables in last expression (49),
pk(µ, µ)
p˜k(−µ,−µ)
=
c˜
−1
k p˜k(λ, λ)
c−1k pk(−λ,−λ)
= v−1k , (50)
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with some complex constants vk, one obtain the interrelations between the functional parameters p˜k(µ, µ) and pk(µ, µ),
p˜k(µ, µ) = vkpk(−µ,−µ), c˜k = v2kck, (k = 1, ..., N). (51)
So the kernel which satisfies to the first and the second conditions of reality from (20) and condition of reduction
(16) or (30) due to (36), (48), (51) has the form,
R0(µ, µ, λ, λ) = pi
N∑
k=1
[
c−1k pk(µ, µ)pk(−λ,−λ) + c−1k pk(−µ,−µ) pk(λ, λ)
]
, (52)
and due to (48), (52) one can choose the following convenient sets f and g of functions fn, gn, n = 1 . . . 2N ,
f := (f1, . . . , f2N) = (p1(µ, µ), . . . , pN(µ, µ); p1(−µ,−µ), . . . , pN (−µ,−µ)), (53)
g := (g1, . . . , g2N ) = (c
−1
1 p1(−λ,−λ), . . . , c−1N pN (−λ,−λ); c−11 p1(λ, λ), . . . , c−1N pN (λ, λ)). (54)
Due to definitions (24) and (53),(54) one derive the following interrelations between different functional parameters
in coordinate representation,
βk := c
−1
k
∫ ∫
C
pk(−λ,−λ)e−F (λ)dλ ∧ dλ = c−1k αk, βk+N := c−1k
∫ ∫
C
pk(λ, λ)e
−F (λ)dλ ∧ dλ = −c−1k αk, (55)
αk+N :=
∫ ∫
C
pk(−µ,−µ)eF (µ)dµ ∧ dµ = −αk, (56)
in formulas (55) and (56) index k takes the values: k = 1, ..., N . So due to (55), (56) the sets of functional parameters
αn and βn have the following properties,
(α1, . . . , α2N ) := (α1, . . . , αN ;−α1, . . . ,−αN) (57)
(β1, . . . , β2N ) := (c
−1
1 α1, . . . , c
−1
N αN ;−c−11 α1, . . . ,−c−1N αN ), (58)
i.e. both sets express through N independent complex functional parameters (α1, . . . , αN ).
General determinant formula (29) with matrix A (23) corresponding to kernel R0 (52) of ∂-problem (7) gives another
class of exact solutions u with functional parameters of 2DKK equation (1). By construction due to (57), (58) these
solutions depend on N functional parameters (α1, . . . , αN ) given by expressions (24). In the simplest case N = 1
(α1, α2) := (α1,−α1), (β1, β2) := (c−11 α1,−c−11 α1) and due to (55), (56) the determinant of matrix A (23) is given by
expression:
detA =
(
1 +
1
2c1
∂−1x α
2
1
)(
1 +
1
2c1
∂−1x α1
2
)− 1
4c1c1
(
∂−1x α1α1
)2
=
∣∣1 + 1
2c1
∂−1x α
2
1
∣∣2 − 1
4|c1|2
(
∂−1x |α1|2
)2
. (59)
Corresponding solution u is calculated with help of reconstruction formula (29) and has the form,
u =
3
(detA)2
(
detA
(α1α1x
c
+
α1α1x
c
+
1
2|c|2
(
α1α1x∂
−1
x α
2
1 + α1α1x∂
−1
x α
2
1 − |α1|2x∂−1x |α1|2
))
−
−
(α21
2c
+
α21
2c
+
1
4|c|2
(
α21∂
−1
x α
2
1 + α
2
1∂
−1
x α
2
1 − 2|α1|2∂−1x |α1|2
))2)
, (60)
and due to (59) evidently is singular.
In the case of kernel R0 (52) of delta-functional type with pk(µ, µ) = Akδ(µ − µk), (k = 1, . . . , N), which satisfies
to the conditions (36) and (51), due to the definitions (24) functional parameters αk have the following form,
αk = −2iAkeF (µk), (k = 1, . . . , N). (61)
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Such kernel leads to corresponding exact multiline soliton solutions. In the simplest case of N = 1 from (59) and (60)
due to (61) follows the exact one line soliton solution of 2DKK equation,
u =
12
(detA)2
(
−iA21µ1
c1
e2F (µ1) +
iA
2
1µ1
c1
e−2F (µ1) +
i|A|4µ21R
|c1|2µ21I
(A21µ1
c1µ21
e2F (µ1)− A
2
1µ1
c1µ
2
1
e−2F (µ1) +
8iµ21I
|µ1|2
)
e2F (µ1)−2F (µ1)
)
,
(62)
where determinant of the matrix A has form,
detA = 1 +
iA21
c1µ1
e2F (µ1) − iA
2
1
c1µ1
e2F (µ1) − |A|
4µ21R
|c1|2|µ1|2µ21I
e2F (µ1)+2F (µ1) =
∣∣1 + iA21
c1µ1
e2F (µ1)
∣∣2 − |A|4|c1|2µ21I e2F (µ1)+2F (µ1).
(63)
Due to the expression (63) for detA last calculated solution evidently is singular.
The condition II of reduction (16). The condition of reduction (16) or (30) can be satisfied by another
restriction on functional parameters. One groups for this the terms in the kernel R0 by pairs,
R0(µ, µ, λ, λ) = pi
2N∑
k=1
fk(µ, µ)gk(λ, λ) = pi
N∑
k=1
[
pk(µ, µ)qk(λ, λ) + p˜k(µ, µ)q˜k(λ, λ)
]
. (64)
One define the following sets f and g of functions fn, gn, n = 1 . . . 2N ,
f := (f1, . . . , f2N) = (p1(µ, µ), . . . , pN(µ, µ); p˜1(µ, µ), . . . , p˜N (µ, µ)),
g := (g1, . . . , g2N ) = (q1(λ, λ), . . . , qN (λ, λ); q˜1(λ, λ), . . . , q˜N (λ, λ)). (65)
For simplicity let us rewrite the last expression in (30) for case N = 1 of one pair of terms in kernel (64),
∂
∂x
Tr(BA−1) =
∂
∂x
1
detA
(
B11A22 −B12A21 −B21A12 +B22A11
)
= 0, (66)
where Aij , Bij are elements of matrixes A (23) and B (31). Substituting Aij , Bij from (23) and (31) into (66) one
obtains, for one pair of terms in kernel (64), from the equality B11A22−B12A21−B21A12+B22A11 = 0 new condition
of reduction in terms of functional parameters,
α1β1x − α1xβ1 + α2β2x − α2xβ2 = 12 (α1β2x − α1xβ2)∂−1x α2β1 + 12 (α2β1x − α2xβ1)∂−1x α1β2 −
− 12 (α1β1x − α1xβ1)∂−1x α2β2 − 12 (α2β2x − α2xβ2)∂−1x α1β1. (67)
It is easy to check that choice α2 = cβ1 and β2 = c
−1α1, or due to (24) corresponding choice in terms of functional
parameters in spectral representation, f2(µ, µ) = cg1(−µ,−µ) and g2(µ, µ) = c−1f1(−µ,−µ), satisfies to condition
(67). These conditions can be generalized for case of kernel consisting of N pairs in (64) with following identification
of multipliers,
p˜k(µ, µ) = ckqk(−µ,−µ), q˜k(µ, µ) = c−1k pk(−µ,−µ), (k = 1, ..., N). (68)
So to the condition of reduction (16) or (30) is satisfied due to (68) following kernel R0 (64) of the ∂-problem (7),
R0(µ, µ, λ, λ) = pi
2N∑
k=1
fk(µ, µ)gk(λ, λ) = pi
N∑
k=1
[
pk(µ, µ)qk(λ, λ) + qk(−µ,−µ)pk(−λ,−λ)
]
. (69)
Formulated conditions (68) will be named as condition II of reduction (16).
The first condition of reality from (20) and condition of reduction (16) or (30) are satisfied simultaneously by
imposing on each pair of terms in the sum (69) the following restriction,
pk(µ, µ)qk(λ, λ) + qk(−µ,−µ)pk(−λ,−λ) =
= pk(−µ,−µ) qk(−λ,−λ) + qk(µ, µ) pk(λ, λ). (70)
Due to (70) two cases are possible,
A. pk(µ, µ)qk(λ, λ) = pk(−µ,−µ) qk(−λ,−λ), (71)
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B. pk(µ, µ)qk(λ, λ) = qk(µ, µ) pk(λ, λ). (72)
In the case A. by separating variables,
pk(µ, µ)
pk(−µ,−µ)
=
qk(−λ,−λ)
qk(λ, λ)
= vk, (73)
with some complex constants vk, (k = 1, ..., N), one obtain the following restrictions on the functions pk(µ, µ) and
qk(λ, λ),
pk(µ, µ) = vkpk(−µ,−µ), qk(λ, λ) = v−1k qk(−λ,−λ). (74)
In the case B. by separating variables,
pk(µ, µ)
qk(µ, µ)
=
pk(λ, λ)
qk(λ, λ)
= vk, (75)
with some another constants vk, (k = 1, ..., N), one obtain another restrictions on the functions pk(µ, µ) and qk(λ, λ),
qk(µ, µ) = v
−1
k pk(µ, µ), vk = vk. (76)
One can show that second condition of reality from (20) leads to the same restrictions on the kernel R0 as obtained
above; i. e. only the cases A. (71) and B. (72) will be discussed further.
So for the case A. (71) the kernel R0 which satisfies simultaneously to conditions of reduction (16) or (30) and
reality (20) due to (68) and (69) takes the form,
R0(µ, µ, λ, λ) = pi
2N∑
k=1
fk(µ, µ)gk(λ, λ) = pi
N∑
k=1
[
pk(µ, µ)qk(λ, λ) + qk(−µ,−µ)pk(−λ,−λ)
]
, (77)
where functions pk and qk are satisfy to conditions (74).
For the kernel (77) one choose the following convenient sets f and g of functions fn, gn, n = 1 . . . 2N ,
f := (f1, . . . , f2N ) = (p1(µ, µ), . . . , pN (µ, µ); q1(−µ,−µ), . . . , qN (−µ,−µ)), (78)
g := (g1, . . . , g2N ) = (q1(λ, λ), . . . , qN (λ, λ); p1(−λ,−λ), . . . , pN(−λ,−λ)). (79)
Due to definitions (24) and (74), (78), (79) one derive the following interrelations between different functional param-
eters,
αk := vk
∫ ∫
C
pk(−µ,−µ)eF (µ)dµ ∧ dµ = −vkαk, βk := v−1k
∫ ∫
C
qk(−λ,−λ)e−F (λ)dλ ∧ dλ = −v−1k βk, (80)
αk+N :=
∫ ∫
C
qk(−µ,−µ)eF (µ)dµ ∧ dµ = βk, βk+N :=
∫ ∫
C
pk(−λ,−λ)e−F (λ)dλ ∧ dλ = αk, (81)
where in formulas (80) and (81) index k takes the values: k = 1, ..., N . So by the use (80),(81) one concludes that the
sets of functional parameters have the following structure,
(α1, . . . , α2N ) := (α1, . . . , αN ;β1, . . . , βN) (82)
(β1, . . . , β2N ) := (β1, . . . , βN ;α1, . . . , αN ) (83)
i.e. both sets are expressed through 2N independent functional parameters (α1, . . . , αN ) and (β1, . . . , βN ) with
properties (80).
General determinant formula (29) with matrix A (23) corresponding to kernel R0 (77) of ∂-problem (7) gives the
class of exact solutions u with functional parameters of 2DKK equation (1). By construction due to (82), (83) these
solutions depend on 2N functional parameters (α1, . . . , αN ) and (β1, . . . , βN) with properties (80).
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In the simplest case N = 1 (α1, α2) := (α1, β1), (β1, β2) := (β1, α1) the determinant of matrix A due to (23) is
given by expression,
detA =
(
1 +
1
2
∂−1x α1β1
)2 − 1
4
∂−1x |α1|2 ∂−1x |β1|2, (84)
where due to (80) α1β1 = α1 β1. The corresponding solution u is calculated with help of reconstruction formula (29)
and has the form,
u =
3
(detA)2
(
detA
(1
2
α21β
2
1 −
1
2
|α1|2|β1|2 + (α1β1)x(1 + 1
2
∂−1x α1β1)−
1
4
|α1|2x∂−1x |β1|2 −
1
4
|β1|2x∂−1x |α1|2
)
−
−
(
α1β1(1 +
1
2
∂−1x α1β1)−
1
4
|α1|2∂−1x |β1|2 −
1
4
|β1|2∂−1x |α1|2
)2)
.(85)
The calculated simplest solutions u(x, y, t) (85) with functional parameters of 2DKK equation for case N = 1 may
be due (84) singular or nonsingular, it depends on concrete choice of functional parameters.
For the case of kernel R0 (77) of delta-functional type, with pk(µ, µ) = Akδ(µ − iµk0), qk(λ, λ) = Bkδ(λ − iλk0),
(k = 1, . . . , N), which satisfies the conditions (68) and (74), the functional parameters have the following form,
αk = −2iAkeF (iµk0), βk = −2iBke−F (iλk0), (k = 1, . . . , N), (86)
where in accordance with (74) Ak = vkAk, Bk = v
−1
k Bk and µk0, λk0 - some real parameters. Such kernel leads to
corresponding exact multiline soliton solutions. In the simplest case of N = 1 one obtains from (84), (85) via (86) the
exact one line soliton solution of the 2DKK equation,
detA = 1 +
4a
µ10 − λ10 e
ϕ(x,y,t) +
a2
µ10λ10
(
µ10 + λ10
µ10 − λ10
)2
e2ϕ(x,y,t),
u(x, y, t) =
12a(µ10 − λ10)eϕ
detA2
[
detA+
a(µ10 − λ10)eϕ
µ10λ10
]
, (87)
where a = A1B1 = a¯ - some real parameter, ϕ(x, y, t) := F (iµ10) − F (iλ10). This one line soliton solution for the
values of parameters, a
µ10−λ10 > 0, µ10λ10 > 0, is nonsingular and was derived earlier in paper of first author
17.
For the case B. (72) the kernel R0 which satisfies conditions of reduction (16) or (30) and reality (20) due to (68),
(69) and (76) has the form,
R0(µ, µ, λ, λ) = pi
2N∑
k=1
fk(µ, µ)gk(λ, λ) = pi
N∑
k=1
[
v−1k pk(µ, µ)pk(λ, λ) + v
−1
k pk(−µ,−µ)pk(−λ,−λ)
]
. (88)
From (88) one choose the following convenient sets f and g of functions fn, gn, n = 1 . . . 2N ,
f := (f1, . . . , f2N ) = (p1(µ, µ), . . . , pN (µ, µ); v
−1
1 p1(−µ,−µ), . . . , v−1N pN (−µ,−µ)), (89)
g := (g1, . . . , g2N ) = (v
−1
1 p1(λ, λ), . . . , v
−1
N pN(λ, λ); p1(−λ,−λ), . . . , pN(−λ,−λ)). (90)
Due to definitions (24) and (89), (90) one derive the following interrelations between different functional parameters,
βk := v
−1
k
∫ ∫
C
pk(λ, λ)e
−F (λ)dλ ∧ dλ = −v−1k αk, k = 1, . . .N ; (91)
αk+N := v
−1
k
∫ ∫
C
pk(−µ,−µ)eF (µ)dµ ∧ dµ = −v−1k αk, βk+N :=
∫ ∫
C
pk(−λ,−λ)e−F (λ)dλ ∧ dλ = αk. (92)
So using (91), (92) one concludes that the sets of functional parameters have the following structure,
(α1, . . . , α2N ) := (α1, . . . , αN ;−v−11 α1, . . . ,−v−1N αN ), (93)
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(β1, . . . , β2N ) := (−v−11 α1, . . . ,−v−1N αN ;α1, . . . , αN ), (94)
i.e. both sets express through N independent complex functional parameters (α1, . . . , αN ).
General determinant formula (29) with matrix A (23) corresponding to kernel R0 (88) of ∂-problem (7) gives the
class of exact solutions u with functional parameters of the 2DKK equation (1). By construction due to (93), (94)
these solutions depend on N functional parameters (α1, . . . , αN ) given by (24).
In the simplest case N = 1 (α1, α2) := (α1,−v−11 α1), (β1, β2) := (−v−11 α1, α1) the determinant of A due to (23) is
given by expression,
detA =
(
1− 1
2v1
∂−1x |α1|2
)2 − 1
4v21
∣∣∣∂−1x α21∣∣∣2, (95)
where due to (76) v1 = v1. The corresponding solution u is calculated with help of reconstruction formula (29);
for v1 < 0, due to (95) and to Cauchy-Bunyakovskii inequality (∂
−1
x |α1|2)(∂−1x |α1|2) ≥ |∂−1x α1α1|2, this solution is
nonsingular and has the form,
u =
3
(detA)2
(
detA
2v21
(
− 2v1|α1|2x(1−
1
2v1
∂−1x |α1|2)− α1α1x∂−1x α12 − α1α1x∂−1x α21
)
−
− 1
16v41
(
α21∂
−1
x α1
2 + α21∂
−1
x α
2
1 + 4v1|α1|2(1 −
1
2v1
∂−1x |α1|2)
)2)
. (96)
In the case of kernel R0 (88) of delta-functional type, with pk(µ, µ) = Akδ(µ − µk), (k = 1, . . . , N), which satisfies
the conditions (68) and (76), due to definitions (24), functional parameters αk have the following form:
αk = −2iAkeF (µk), (k = 1, . . . , N). (97)
Such kernel leads to corresponding exact multiline soliton solutions. In the simplest case of N = 1 one obtains from
(95), (96) via (97) the exact one line soliton solution of the 2DKK equation,
detA = 1 +
2a
µ1I
eϕ(x,y,t) +
a2
|µ1|2
µ21R
µ21I
e2ϕ(x,y,t) =
(
1 +
a
µ1I
eϕ(x,y,t)
)2 − a2|µ1|2 e2ϕ(x,y,t),
u(x, y, t) =
24aµ1Ie
ϕ
(detA)2
[
detA− 2aµ1Ie
ϕ
|µ1|2
]
, (98)
where a = v−11 |A1|2 = a¯ is some real parameter, ϕ(x, y, t) := F (µ1) − F (µ1); for aµ1I =
|A1|2
v1µ1I
> 0, due to expression
for detA in (98), this solution is nonsingular.
IV. SOLUTIONS OF 2DSK EQUATION.
In present section the classes of solutions with functional parameters are calculated for 2DSK equation (2). This
equation has condition of reduction (17) which is different from that one (16) for 2DKK equation. It is convenient
to transform this condition of reduction to determinant form, more appropriate for calculations with 2DSK equation
(2). Substituting coefficients χ−1 and χ−2 from (22) into the condition of reduction (17) one obtains,
N∑
k, l=1
(αlxβk)A
−1
kl −
( N∑
k, l=1
∂Alk
∂x
A−1kl
)2
= 0. (99)
Defining degenerate matrix V with elements Vlk = αlxβk and rank equal to unity, rankV = 1, one rewrites condition
(99) in the form,
Tr(V A−1)−
[
Tr
(∂A
∂x
A−1
)]2
= 0. (100)
By the use of identities (27) one obtains from (100) condition of reduction (17) in determinant form,
T (S − T )− T 2x = 0, (101)
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where T = detA, S = det (A+ V ).
The conditions of reality (20) and reduction (17) or (101) impose some restrictions on functional parameters. In
order to satisfy these conditions the terms in kernel R0 (21) will be grouped by pairs,
R0(µ, µ, λ, λ) = pi
2N∑
k=1
fk(µ, µ)gk(λ, λ) = pi
N∑
k=1
[
pk(µ, µ)qk(λ, λ) + p˜k(µ, µ)q˜k(λ, λ)
]
. (102)
It is convenient to define via (102) the following sets f and g of functions fn and gn, n = 1 . . . 2N ,
f := (f1, . . . , f2N) = (p1(µ, µ), . . . , pN(µ, µ); p˜1(µ, µ), . . . , p˜N (µ, µ)),
g := (g1, . . . , g2N ) = (q1(λ, λ), . . . , qN (λ, λ); q˜1(λ, λ), . . . , q˜N (λ, λ)). (103)
One shows easily that for case of N = 1, i.e. for kernel (102) of the ∂-problem with one pair of terms, the condition
of reduction (17) or (101) is fulfilled under the choice, α2 = i c
−1
1 ∂
−1
x β1, β2 = ic1α1x, with some complex constant c1.
In terms functional parameters in spectral representation, due to definitions (24), last relation is rewritten equivalently
for the choice, p˜1(µ, µ) = c
−1
1 µ
−1q1(−µ,−µ), q˜1(λ, λ) = c1λp1(−λ,−λ). By the use of symbolic calculations it was
verified that the condition of the reduction (17) or (101) is satisfied for two such pairs of terms (i.e. N = 2) in the
kernel R0 (102). Generalizing last observation to the case of N > 2 pairs of terms in (102) one choose the following
sets of functional parameters in coordinate and in spectral representations relating to each other by expressions,
αk+N = i c
−1
k ∂
−1
x βk, βk+N = ickαkx, k = 1, . . . , N,
p˜k(µ, µ)= c
−1
k µ
−1qk(−µ,−µ), q˜k(λ, λ) = ckλpk(−λ,−λ), (104)
where ck, (k = 1, .., N) are some complex constants and index k numerates the pair of terms in kernel R0; for such
choice the condition of reduction (17) or (101) is fulfilled for the choice of interrelations between functional parameters
of each pair in (102) given by expressions (104).
So due to (104) the condition of reduction (17) or (101) is satisfied by choosing kernel R0 (102) of ∂-problem (7) in
the following form,
R0(µ, µ, λ, λ) = pi
2N∑
k=1
fk(µ, µ)gk(λ, λ) = pi
N∑
k=1
[
pk(µ, µ)qk(λ, λ) +
λ
µ
qk(−µ,−µ)pk(−λ,−λ)
]
. (105)
In accordance with (105) the sets f and g of functions fn, gn, n = 1, . . . , 2N in (103) are taken the forms,
f := (f1, . . . , f2N ) = (p1(µ, µ), . . . , pN (µ, µ);
1
µ
q1(−µ,−µ), . . . , 1
µ
qN (−µ,−µ)),
g := (g1, . . . , g2N ) = (q1(λ, λ), . . . , qN (λ, λ);λp1(−λ,−λ), . . . , λpN (−λ,−λ)). (106)
The first condition of reality from (20) is satisfied by imposing on each pair of terms in sum (105) the following
restrictions,
pk(µ, µ)qk(λ, λ) +
λ
µ
qk(−µ,−µ)pk(−λ,−λ) =
= pk(−µ,−µ) qk(−λ,−λ) + λ
µ
qk(µ, µ) pk(λ, λ). (107)
Due to (107) two cases are possible,
A. pk(µ, µ)qk(λ, λ) = pk(−µ,−µ) qk(−λ,−λ), (108)
B. pk(µ, µ)qk(λ, λ) =
λ
µ
qk(µ, µ) pk(λ, λ). (109)
In the case A by separating variables,
pk(µ, µ)
pk(−µ,−µ)
=
qk(−λ,−λ)
qk(λ, λ)
= vk, (110)
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with some complex constants vk, (k = 1, ..., N), one obtain following restrictions on the functions pk(µ, µ) and qk(λ, λ),
pk(µ, µ) = vkpk(−µ,−µ), qk(λ, λ) = v−1k qk(−λ,−λ), |vk|2 = 1. (111)
In the case B by separating variables,
µpk(µ, µ)
qk(µ, µ)
=
λpk(λ, λ)
qk(λ, λ)
= vk, (112)
with some real constants vk, (k = 1, ..., N), one obtain another restrictions on the functions pk(µ, µ),
qk(µ, µ) =
µ
vk
pk(µ, µ), vk = vk = vk0. (113)
Second condition of reality from (20) for 2DSK equation (2) will be satisfied by imposing on each terms in sum
(105) the following restriction,
pk(µ, µ)qk(λ, λ) +
λ
µ
qk(−µ,−µ)pk(−λ,−λ) =
= pk(λ, λ) qk(µ, µ) +
µ
λ
qk(−λ,−λ) pk(−µ,−µ). (114)
Due to (114), also as for (107), two cases are possible,
A′. pk(µ, µ)qk(λ, λ) = pk(λ, λ) qk(µ, µ),
λ
µ
qk(−µ,−µ)pk(−λ,−λ) = µ
λ
qk(−λ,−λ) pk(−µ,−µ). (115)
B′. pk(µ, µ)qk(λ, λ) =
µ
λ
qk(−λ,−λ) pk(−µ,−µ),
λ
µ
qk(−µ,−µ)pk(−λ,−λ) = pk(λ, λ) qk(µ, µ). (116)
From first case A′ (115) by separating variables one obtain the following expressions,
pk(µ, µ)
qk(µ, µ)
=
pk(λ, λ)
qk(λ, λ)
= vk,
λ2pk(−λ,−λ)
qk(−λ,−λ)
=
µ2pk(−µ,−µ)
qk(−µ,−µ) = v˜k, (117)
with some complex constants vk and v˜k (k = 1, ..., N). It follows from the last equation in (117), due to the first
equation from (117), the relation λ2vk = µ
2vk = v˜k which is impossible for arbitrary λ, µ.
From second case B′ (116) by separating variables one obtain the following expressions,
pk(µ, µ)
µpk(−µ,−µ)
=
qk(−λ,−λ)
λqk(λ, λ)
= vk,
µqk(µ, µ)
qk(−µ,−µ) =
λpk(−λ,−λ)
pk(λ, λ)
= v˜k, (118)
with some complex constants vk and v˜k (k = 1, ..., N). It follows from the last equation in (118), due to the first
equation from (118), the relation, µ2vk = −v˜k which is impossible for arbitrary µ. So bellow will be considered only
the cases A and B defined by relations (108) and (109).
For case A (108) the kernel R0, which satisfies to conditions of reality (20) and reduction (17) or (101), has the
form (105), where functions pk(µ, µ) and qk(λ, λ) are characterized by properties (111). Due to definitions (24) and
(104), (111) one derive the following interrelations between different functional parameters,
αk := vk
∫ ∫
C
pk(−µ,−µ)eF (µ)dµ ∧ dµ = −vkαk, βk := vk
∫ ∫
C
qk(−λ,−λ)e−F (λ)dλ ∧ dλ = −vkβk, (119)
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αk+N := c
−1
k
∫ ∫
C
1
µ
qk(−µ,−µ)eF (µ)dµ ∧ dµ = i c−1k ∂−1x βk, βk+N := ck
∫ ∫
C
λpk(−λ,−λ)e−F (λ)dλ ∧ dλ = ickαkx,
(120)
where |vk|2 = 1 and (k = 1, . . . , N). So due to (119), (120) the sets of functional parameters have the following
structure,
(α1, . . . , α2N ) := (α1, . . . , αN ; i c
−1
1 ∂
−1
x β1, . . . , i c
−1
N ∂
−1
x βN ), (121)
(β1, . . . , β2N ) := (β1, . . . , βN ; ic1α1x, . . . , icNαNx), (122)
i.e. both sets are expressed through 2N independent complex functional parameters (α1, . . . , αN ) and (β1, . . . , βN )
with properties (119).
General determinant formula (29) with matrix A (23) corresponding to the kernel R0 (105) of the ∂-problem (7)
due to (111) gives the class of exact solutions u with functional parameters of the 2DSK equation (2). By construction
due to (121), (122) these solutions depend on 2N functional parameters (α1, . . . , αN ) and (β1, . . . , βN ).
In the simplest case N = 1 (α1, α2) := (α1, i c
−1
1 ∂
−1
x β1), (β1, β2) := (β1, ic1α1x) due to (119), (120) the determinant
of the matrix A (23) is given by expression,
detA =
(
1− 1
4
α1∂
−1
x β1 +
1
2
∂−1x α1β1
)2
= ∆2. (123)
The corresponding solution u is calculated with help of reconstruction formula (29) and has the form,
u =
3
2∆2
[
∆
(
α1β1x − α1xx∂−1x β1
)− 1
4
(
α1β1 − α1x∂−1x β1
)2]
(124)
Due to expression (123) for detA this solution is nonsingular for choices of functional parameters α1, β1 satisfying to
inequality, − 14α1∂−1x β1 + 12∂−1x α1β1 > 0.
In the case of kernel R0 (105) of delta-functional type with pk(µ, µ) = Akδ(µ − iµk0), qk(λ, λ) = Bkδ(λ − iλk0),
k = 1, . . . , N , which satisfy to conditions (104) and (111), due to definitions (24), the functional parameters have the
following form,
αk = −2iAkeF (iµk0), βk = −2iBke−F (iλk0), (125)
where in accordance with (111) Ak = vkAk, Bk = vkBk and λk0, µk0 - some real parameters. Such kernel leads to
corresponding exact multiline soliton solutions.
In the simplest case of N = 1 from (123), (124) due to (125) one obtains, under the condition A1B1
µ10+λ10
λ10(µ10−λ10) =
eϕ0 > 0, the exact nonsingular one line soliton solution of the 2DSK equation,
u(x, y, t) =
3(µ10 − λ10)2
2 cosh2(ϕ+ϕ02 )
, (126)
where ϕ = F (iµ10)−F (iλ10). This one line soliton solution was derived earlier in the paper17 of first author. For the
case of N = 2 one obtains the exact two line soliton solution of the 2DSK equation.
For case B (109) the kernel R0, which satisfies conditions of reality (20) and reduction (17) or (101), due to (104),
(105), (113) has the form,
R0(µ, µ, λ, λ) = pi
2N∑
k=1
fk(µ, µ)gk(λ, λ) = pi
N∑
k=1
[
v−1k λpk(µ, µ)pk(λ, λ)− v−1k λpk(−µ,−µ)pk(−λ,−λ)
]
, (127)
where vk = vk0 - some real parameters. From (127) one choose convenient sets f and g of functions fn, gn, n = 1, .., 2N ,
f := (f1, . . . , f2N) = (p1(µ, µ), . . . , pN(µ, µ);−v−11 p1(−µ,−µ), . . . ,−v−1N pN (−µ,−µ)), (128)
g := (g1, . . . , g2N ) = (v
−1
1 λp1(λ, λ, ), . . . , v
−1
N λp1(λ, λ, );λp1(−λ,−λ), . . . , λpN (−λ,−λ)). (129)
Due to definitions (24) from (128), (129) one derive the following interrelations between different functional param-
eters,
βk := v
−1
k
∫ ∫
C
λpk(λ, λ, )e
−F (λ)dλ ∧ dλ = −iv−1k αk x, k = 1, . . . , N (130)
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αk+N := −v−1k
∫ ∫
C
pk(−µ,−µ)eF (µ)dµ ∧ dµ = v−1k αk, βk+N :=
∫ ∫
C
λpk(−λ,−λ)e−F (λ)dλ ∧ dλ = iαkx, (131)
where vk = vk0 - some real parameters. So due to (130), (131) the sets of functional parameters have the following
structure,
(α1, . . . , α2N ) := (α1, . . . , αN ; v
−1
1 α1, . . . , v
−1
N αN ), (132)
(β1, . . . , β2N ) := (−iv−11 α1x, . . . ,−iv−1N αNx; iα1x, . . . , iαNx), (133)
i.e. both sets express through N independent complex functional parameters (α1, . . . , αN ).
General determinant formula (29) with matrix A (23) corresponding to kernel R0 (127) of ∂-problem (7) gives the
class of exact solutions u with functional parameters of 2DSK equation (2). By construction, due to (132) and (133),
these solutions depend on N complex functional parameters (α1, . . . , αN) given by (24).
In the simplest case N = 1, (α1, α2) := (α1, v
−1
1 α1) and (β1, β2) := (−iv−11 α1x, iα1x), the determinant of the matrix
A due to (23) is given by expression,
detA =
(
1 +
i
4v1
∂−1x (α1xα1 − α1α1x)
)2
= ∆2. (134)
The corresponding solution u is calculated with help of reconstruction formula (29) and due to (134) has the form:
u =
3
2v1∆2
[
i∆(α1xxα1 − α1α1xx) + 1
4v1
(α1xα1 − α1α1x)2
]
. (135)
Due to expression (134) for detA this solution is nonsingular for choices of functional parameter α1 satisfying to
inequality, i4v1 ∂
−1
x (α1xα1 − α1α1x) > 0.
In the case of kernel R0 (105) of delta-functional type with pk(µ, µ) = Akδ(µ+ µk), k = 1, . . . , N , which satisfy to
conditions (104) and (113), due to definitions from (24) functional parameters αk have the following form,
αk = −2iAkeF (µk). (136)
The kernels R0 with such kind of functional parameters (136) lead to corresponding exact multiline soliton solutions.
In the simplest case of N = 1 from (134), (135) and due to (136), under condition |A1|
2
v1
µ1R
µ1I
= eϕ0 > 0, one obtains
the exact nonsingular one line soliton solution of the 2DSK equation,
u(x, y, t) =
6µ21I
cosh2(ϕ+ϕ02 )
, (137)
where ϕ = F (µ1)−F (µ1). This one line soliton solution was derived earlier in paper17 of the first author. In the case
of N = 2 one obtains the exact two line soliton solution of the 2DSK equation.
V. PERIODIC SOLUTIONS OF 2DKK AND 2DSK EQUATIONS
In this section there will be calculated also the periodic solutions of 2DKK (1) and 2DSK (2) equations as particular
cases from corresponding solutions with functional parameters obtained in sections III and IV.
Periodic solutions of 2DKK equation. At first using only reduction condition (16) or (30) one calculates
via general formulas (29), (23) (without using reality conditions), taking in to account (32) or (36) (condition I of
reduction (16)), complex solution of 2DKK equation. This solution for the simplest case N = 1 in (37) has the form,
u =
3
c1
α1α1x
(
1 + 12c1 ∂
−1
x α
2
1
)− 14c1α41(
1 + 12c1 ∂
−1
x α21
)2 . (138)
For delta-functional kernel R0, with f1 := A1δ(µ − µ1) one obtains α1 = −2iA1eF (µ1), and from (138) it follows for
u at this stage complex expression,
u =
−12A2µ1eϕ(
1 + A
2
µ1
eϕ
)2 , (139)
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where 2F (µ1) = ϕ,
iA2
1
c1
= A2. Using (139) one formulates the reality condition (u = u¯),
−12A2µ1eϕ(
1 + A
2
µ1
eϕ
)2 = −12A
2
µ1e
ϕ(
1 + A
2
µ
1
eϕ
)2 . (140)
Under assumptions µ1 = µ1 = µ10 and A
2 = |µ10|eiφa (where φa - is arbitrary real constant) condition (140) fulfils,
consequently the phase ϕ = −ϕ = iφ = 2i(µ1x + µ31y + 9µ51t) is pure imaginary. Doing by this way and imposing on
(139) formulated restrictions one obtain singular periodic solutions of 2DKK equation,
µ10 > 0 : u(x, y, t) =
−3µ210
cos2(φ+φa2 )
; µ10 < 0 : u(x, y, t) =
−3µ210
sin2(φ+φa2 )
. (141)
Another periodic solutions of 2DKK equation will be derived by use condition II of reduction (68). One obtains
directly from (29), due to (23), the non real solution u 6= u, which satisfies only to condition (68) but doesn’t satisfies
to condition of reality. This solution for the simplest case one pair of terms (N = 1) in the kernel (69) is derived by
reconstruction formula (29) and due to (68), where determinant of matrix A has the form,
detA =
(
1 +
1
2
∂−1x α1β1
)2 − 1
4
∂−1x α
2
1 ∂
−1
x β
2
1 . (142)
For the choice f1 := A1δ(µ − µ1) and g1 := B1δ(λ − λ1), due to definitions (24) α1 = −2iA1eF (µ1) and β1 =
−2iB1e−F (λ1), for u one obtains (a := iA1B1) the expression,
detA = 1 +
4a
µ1 − λ1 e
ϕ(x,y,t) +
a2
µ1λ1
(
µ1 + λ1
µ1 − λ1
)2
e2ϕ(x,y,t),
u(x, y, t) = −12a(µ1 − λ1)e
ϕ
detA2
[
detA+
a(µ1 − λ1)eϕ
µ1λ1
]
, (143)
where ϕ = F (µ1)− F (λ1).
The reality condition (u = u¯) with requirement of imaginary phase ϕ = −ϕ = iφ leads to following conditions on
the parameters:
µ1 = µ1 = µ10, λ1 = λ1 = λ10 = cµ10, a = ±
√
cµ10
(
1− c
1 + c
)
, (144)
where c is real parameter. When one imposes on (143) these restrictions one obtain the singular periodic solutions,
for c > 0,
u(x, y, t) = ∓12√cµ210
(1− c)2
(1 + c)
(2 cosφ± 1+c√
c
)
(2 cosφ± 4
√
c
1+c )
2
; (145)
and for c < 0,
u(x, y, t) = ±12
√
|c|µ210
(1− |c|)2
(1 + |c|)
(2 sinφ∓ 1+|c|√|c| )
(2 sinφ∓ 4
√
|c|
1+|c| )
2
, (146)
where φ = µ10(1− c)x+ µ310(1 − c3)y + 9µ510(1− c5)t.
Another possibility to satisfy the reality condition (u = u¯) for u given by (143) with requirement of imaginary phase
ϕ = −ϕ = iφ leads to another conditions on the parameters,
λ1 = −µ1, a2 = ±|µ1|2
(
µ1R
µ1I
)2
. (147)
When one imposes these restrictions on (143) one obtains the nonsingular (for arbitrary complex constant µ1) periodic
solutions; for the choice a = ±|µ1|
(
µ1R
µ1I
)
,
u(x, y, t) = ∓12|µ1|µ
2
1R
µ1I
cosφ± µ1I|µ1|
(cosφ± |µ1|
µ1I
)2
, (148)
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and for the choice a = ±i|µ1|
(
µ1R
µ1I
)
,
u(x, y, t) = ±12|µ1|µ
2
1R
µ1I
sinφ∓ µ1I|µ1|
(sinφ∓ |µ1|
µ1I
)2
. (149)
where φ = (µ1 + µ1)x+ (µ
3
1 + µ
3
1)y + (µ
5
1 + µ
5
1)t.
Periodic solutions of 2DSK equation. At this point is shown how one calculates periodic solution u for 2DSK
equation. The solution u which satisfies only condition of reduction (17) or (101) for case of N = 1 in (105) has the
form (29) with detA due to (23) and (104) given by expression,
detA =
(
1− 1
4
α1∂
−1
x β1 +
1
2
∂−1x α1β1
)2
= ∆2. (150)
For delta-functional f1 := A1δ(µ− µ1) and g1 := B1δ(λ− λ1) due to definitions (24) follow expressions for functional
parameters, α1 = −2iA1eF (µ1) and β1 = −2iB1e−F (λ1), and for u one obtains (a := iA1B1),
detA =
[
1 + a
µ1 + λ1
λ1(µ1 − λ1)e
ϕ(x,y,t)
]2
,
u(x, y, t) =
−6a(µ21 − λ21)
λ1 detA
eϕ(x,y,t), (151)
where ϕ = F (µ1)− F (λ1). The reality condition (u = u¯) with requirement of imaginary phase ϕ = −ϕ = iφ leads to
following conditions on the parameters,
µ1 = µ1 = µ10, λ1 = λ1 = λ10, a = |a|eiφa =
∣∣∣∣λ10(µ10 − λ10)µ10 + λ10
∣∣∣∣ eiφa . (152)
When one imposes on (151) these restrictions one obtain the singular periodic solutions of 2DSK equation (2),
λ10(µ10 − λ10)
µ10 + λ10
> 0 : u(x, y, t) =
−3(µ10 − λ10)2
2 cos2(φ+φa2 )
;
λ10(µ10 − λ10)
µ10 + λ10
< 0 : u(x, y, t) =
−3(µ10 − λ10)2
2 sin2(φ+φa2 )
, (153)
where φ = (µ10 − λ10)x+ (µ310 − λ310)y + 9(µ510 − λ510)t and φa - is arbitrary real constant.
Another possibility to satisfy the reality condition (u = u¯) with requirement of imaginary phase ϕ = −ϕ = iφ leads
to another conditions on the parameters,
λ1 = −µ1, a = |a|eiφa =
∣∣∣∣µ1Rµ1I
∣∣∣∣ |µ1|eiφa . (154)
By imposing on (151) these restrictions one obtain the another singular periodic solutions of 2DSK equation (2),
µ1R
µ1I
> 0 : u(x, y, t) =
−6µ21R
cos2(φ+φa2 )
;
µ1R
µ1I
< 0 : u(x, y, t) =
−6µ21R
sin2(φ+φa2 )
, (155)
where φ = (µ1 + µ1)x+ (µ
3
1 + µ
3
1)y + (µ
5
1 + µ
5
1)t and φa - is arbitrary real constant.
VI. CONCLUSIONS AND ACKNOWLEDGEMENTS
The integrable 2DKK (1) and 2DSK (2) equations differ only by coefficients (25/2 – for 2DKK, and 5 – for 2DSK)
at nonlinear terms uxuxx. These equations arise as special reductions (15), v =
1
2ux – for 2DKK equation and v = 0
– for 2DSK equation, of more general integrable nonlinear system of equations for the corresponding fields in general
position. Such reductions lead to some nonlinear constraints (16), (17) on the wave functions of corresponding linear
auxiliary problems.
In the present paper by the use of ∂-dressing method of Zakharov and Manakov it is shown how nonlinear constraints
on wave functions are satisfied. By this way new classes of solutions with functional parameters of considered equations
were constructed, as particular cases some periodic solutions also were obtained.
It is interesting to note that in the paper19 the gauge-invariant formulation of integrable 2DKK-2DSK system of
equations was given. It was shown that 2DKK and 2DSK equations admit formulation in terms of corresponding
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gauge invariants and these equations are gauge nonequivalent to each other. Both of considered in the present paper
equations have different dispersionless partners, the investigation of these partners and calculation of theirs exact
solutions is also interesting task and will be considered elsewhere.
It was shown also that Nizhnik-Veselov-Novikov (NVN) and modifed Nizhnik-Veselov-Novikov (mNVN) equations
also admit gauge-invariant formulation19, but in contrast to the case of 2DKK and 2DSK equations, NVN and mNVN
equations belong to gauge-equivalent classes of integrable nonlinear equations, their solutions can be connected by
Miura-type transformations.
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