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Re´sume´
Les architectures modulaires inte´gre´es (IMA) sont une e´volution majeure de l’archi-
tecture des syste`mes avioniques. Elles permettent a` plusieurs syste`mes de se partager des
ressources mate´rielles sans interfe´rer dans leur fonctionnement graˆce a` un partitionnement
spatial (zones me´moires pre´de´finies) et temporel (ordonnancement statique) dans les pro-
cesseurs ainsi qu’une re´servation des ressources sur les re´seaux emprunte´s. Ces allocations
statiques permettent de ve´rifier le de´terminisme ge´ne´ral des diffe´rents syste`mes : chaque
syste`me doit respecter des exigences de bout-en-bout dans une architecture asynchrone.
Une e´tude pire cas permet d’e´valuer les situations amenant aux limites du syste`me et de
ve´rifier que les exigences de bout-en-bout sont satisfaites dans tous les cas.
Les architectures IMA utilise´s dans les avions centralisent physiquement des modules
de calcul puissants dans des baies avioniques. Dans le cadre d’une e´tude de cas he´licopte`re,
ces baies ne sont pas envisageables pour des raisons d’encombrement : des processeurs
moins puissants, utilise´s a` plus de 80%, composent ces architectures. Pour ajouter de
nouvelles fonctionnalite´s ainsi que de nouveaux e´quipements, le souhait est de distribuer
la puissance de traitement sur un plus grand nombre de processeurs dans le cadre d’une
architecture globale asynchrone.
Deux proble´matiques fortes ont e´te´ mises en avant tout au long de cette the`se. La
premie`re est la re´partition des fonctions avioniques associe´e a` une contrainte d’ordonnance-
ment hors-ligne sur les diffe´rents processeurs. La deuxie`me est la satisfaction des exigences
de communication de bout-en-bout, de´pendantes de l’allocation et l’ordonnancement des
fonctions ainsi que des latences de communication sur les re´seaux.
La contribution majeure de cette the`se est la recherche d’un compromis entre la
distribution des architectures IMA sur un plus grand nombre de processeurs et la
satisfaction des exigences de communication de bout-en-bout. Nous re´pondons a` cet enjeu
de la manie`re suivante :
1. Nous formalisons dans un premier temps un mode`le de partitions communicantes
tenant en compte des contraintes d’allocation et d’ordonnancement des partitions
d’une part et des contraintes de communication de bout-en-bout entre partitions
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d’autre part.
2. Nous pre´sentons dans un deuxie`me temps une recherche exhaustive des architec-
tures valides. Nous proposons l’allocation successive des fonctions avioniques en
conside´rant au meˆme niveau la proble´matique d’ordonnancement et la satisfaction
des exigences de bout-en-bout avec des latences de communication fige´es. Cette
me´thode ite´rative permet de construire des allocations de partitions partiellement
valides. La construction des ordonnancements dans chacun des processeurs est
cependant une de´marche couˆteuse dans le cadre d’une recherche exhaustive.
3. Nous avons conc¸u dans un troisie`me temps une heuristique gloutonne pour re´duire
l’espace de recherche associe´ aux ordonnancements. Elle permet de re´pondre aux
enjeux de distribution d’une architecture IMA dans un contexte he´licopte`re.
4. Nous nous inte´ressons dans un quatrie`me temps a` l’impact des latences de commu-
nication de bout-en-bout sur des architectures distribue´es donne´es. Nous proposons
pour celles-ci les choix de re´seaux base´s sur les latences de communication admis-
sibles entre les diffe´rentes fonctions avioniques.
Les me´thodes que nous proposons re´pondent au besoin industriel de l’e´tude de cas
he´licopte`re, ainsi qu’a` celui de syste`mes de plus grande taille.
Abstract
Integrated Modular Architectures (IMA) is a major evolution of avionics systems. A
spatial (predefined memory zones) and temporal (off-line scheduling) partitioning as well
as communication resources reservation permit several systems not to interfere in this
architecture. The determinism of systems is proved thanks to these static allocations :
each system must respect end-to-end requirements in an asynchronous architecture. A
worst-case study permits to assess the bounds of systems in order to verify that end-to-end
requirements are satisfied in all the cases.
IMA architectures physically centralize powerful computing resources in avionics bays
in aircraft. These aren’t feasible in helicopters due to size reasons : powerless processors, at
least 80% used, set these architectures. In order to add new functionalities and equipment,
the aim is to distribute processing power over a larger number of processors in the context
of a globally asynchronous architecture.
Two strong issues have been advanced throughout this thesis. The first one is the
distribution of avionics functions with an off-line scheduling constraint on the different
processors. The second one is the satisfaction of end-to-end requirements, depending
on allocation and scheduling of functions as well as communication latencies over the
networks.
This thesis proposes a trade-off between the distribution of IMA architectures on a lar-
ger number of processors and the satisfaction of end-to-end communication requirements.
We answer at this topic as follows :
1. First, we formalize a communicating partitions model based on the partitions allo-
cation and scheduling constraints on the one hand and end-to-end communication
constraints on the other hand.
2. Second, we present an exhaustive search of valid architectures. We introduce a
successive allocation of avionics functions considering altogether the scheduling
and the satisfaction of end-to-end constraints with fixed communication latencies.
This iterative method allows the building of partially valid allocations schemes,
but the scheduling search is expensive here.
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3. Third, we create a greedy heuristic to reduce the scheduling search space. It permits
to meet the challenges of the distribution of IMA architecture in a helicopter
context.
4. Finally, we focus on the impact of end-to-end communication latencies on given
distributed architectures. We define for them the networks based on eligible
communication latencies between the different avionics functions.
Our methods answer the industrial case study needs as well as bigger size systems
needs.
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Dans cette the`se, nous nous inte´ressons aux syste`mes embarque´s temps-re´el dans des
ae´ronefs tels que les avions ou les he´licopte`res. Ces syste`mes ont e´volue´ depuis un sie`cle :
d’abord comple`tement me´caniques, ces syste`mes, graˆce a` l’arrive´e de l’e´lectronique a`
la fin des anne´es 1950, puis de l’informatique a` la fin des anne´es 1970, ont e´te´ petit a`
petit remplace´s par ces derniers. Le terme avionique, me´lange d’avion et d’e´lectronique,
est un des termes les de´finissant. Dans un premier temps se´gre´gue´ physiquement avec
des e´quipements associe´s a` chaque syste`me avionique pour des raisons de suˆrete´ de
fonctionnement, ces syste`mes ont partage´ dans un premier temps les moyens de commu-
nication, puis dans un second temps les processeurs pour re´duire le poids. Ceci s’illustre
par des architectures distribue´es, puis fe´de´re´es pour terminer par des architectures dites
modulaires inte´gre´es.
Une architecture modulaire inte´gre´e permet a` plusieurs syste`mes de se partager
des ressources mate´rielles sans interfe´rer dans leur fonctionnement. Chaque syste`me
peut eˆtre modifie´ sans interfe´rer sur les autres syste`mes. Le partage des ressources de
calcul dans l’avionique est spe´cifie´ dans la norme ARINC 653 [1] : chaque fonction
assigne´e a` une partition est exe´cute´e inde´pendamment des autres graˆce a` une isolation
temporelle et acce`de a` une zone me´moire pre´de´finie graˆce a` un isolement spatial pour
e´viter les interfe´rences entre les applications et par conse´quent pour limiter la propagation
des fautes. Un motif d’exe´cution est un ordonnancement statique de´fini a` l’avance
dans chaque processeur appele´ module selon la norme ARINC 651 [2]. Le partage des
ressources de communication est effectue´ par des canaux virtuels entre des partitions
communicantes. Pour chaque canal, une bande passante maximale est pre´de´finie, e´vitant
une surconsommation des moyens de communication. Le de´terminisme du re´seau doit
eˆtre certifie´ : la latence de communication doit eˆtre ve´rifie´e pour chaque canal.
Un syste`me doit respecter des exigences de bout-en-bout : par exemple, une donne´e
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de pression doit eˆtre affiche´e en moins de 400 ms sur l’e´cran du pilote [3]. Cette donne´e
est traite´e par diffe´rentes partitions situe´es dans diffe´rents modules. Ces modules sont
asynchrones, i.e. il n’y a pas d’horloge commune : un motif d’exe´cution d’un processeur
n’est pas force´ment synchrone avec le motif d’un autre processeur. Par ailleurs, une
donne´e peut eˆtre rec¸ue a` n’importe quel moment dans un motif d’exe´cution : elle est
traite´e de`s que la partition destinatrice de´marre. Un syste`me avionique est par conse´quent
sensible aux diverses latences induites par l’exe´cutif. Le syste`me doit eˆtre pre´dictif : une
e´tude pire cas permet d’e´valuer les situations amenant aux limites du syste`me et de
ve´rifier que les exigences de bout-en-bout sont satisfaites dans tous les cas.
L’inte´gration des fonctions avioniques sur les ressources de calcul doit ve´rifier deux
crite`res. Le premier consiste a` trouver un ordonnancement statique des fonctions assigne´es
a` des partitions sur chaque processeur. Le second crite`re doit valider que les exigences de
bout-en-bout sont satisfaites dans le pire des cas.
Les architectures modulaires inte´gre´es (IMA) contiennent des e´quipements centrali-
sateurs dans des gros porteurs : les modules sont alloue´s dans des cabinets eux-meˆmes
inte´gre´s dans des baies avioniques. Ces baies permettent de fournir des ressources de
calcul puissantes refroidies par des syste`mes d’air conditionne´. Dans le cadre de plus petits
ae´ronefs tels que les he´licopte`res, ces baies avioniques ne sont pas envisageables pour des
raisons d’encombrement : des processeurs moins puissants composent ces architectures.
Par ailleurs, de nouveaux besoins apparaissent dans ce contexte : l’ajout de nouvelles
fonctionnalite´s dans des processeurs utilise´s a` plus de 80%, ainsi qu’un souhait d’y connec-
ter de nouveaux e´quipements alors que toutes les interfaces sont prises. Ceci nous me`ne a`
une distribution des architectures IMA pour offrir une plus grande possibilite´ de calcul
ainsi qu’un plus grand nombre d’interfaces pour connecter de nouveaux e´quipements.
Des architectures IMA distribue´es existent : ce sont des architectures comple`tement
synchrones, que ce soit au niveau des processeurs ou bien des re´seaux utilise´s. Dans le
cadre de ce manuscrit, nous visons des architectures IMA distribue´es asynchrones. Les
re´seaux interconnectant les e´le´ments de chaque syste`me ont un impact sur les latences de
bout-en-bout : les de´lais de communication sur les re´seaux traverse´s sont contraintes par
les exigences de bout-en-bout des syste`mes.
Motivations
Dans cette the`se, nous nous focalisons sur la distribution des fonctions avioniques
assigne´es a` des partitions sur le plus grand nombre de processeurs possibles. Une ar-
chitecture distribue´e valide existe si toutes les partitions sont ordonnanc¸ables sur les
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Nous conside´rons une architecture comple`tement asynchrone.
Dans l’avionique, diffe´rentes me´thodes ont e´te´ conside´re´es par le passe´. La premie`re
consiste a` allouer les partitions puis a` rechercher les ordonnancements satisfaisant les
exigences de bout-en-bout. La deuxie`me de´termine les partitions a` regrouper ensemble
afin de re´duire les communications. Ces deux me´thodes ne re´pondent pas a` notre proble`me
de recherche d’architectures distribue´es pour des raisons de couˆt. Nous nous appuyons
sur une troisie`me me´thode : conside´rer l’allocation, l’ordonnancement et la satisfaction
des exigences de bout-en-bout au meˆme niveau. Cette dernie`re me´thode est utilise´e
dans diffe´rents travaux conside´rant des architectures comple`tement synchrones ou des
e´le´ments des syste`mes s’activant de`s qu’une donne´e est rec¸ue. Il n’y a a` notre connaissance
aucun travail empruntant cette me´thode dans le cadre d’architecture asynchrone a` motifs
pre´de´finis.
Pour cette raison, l’objectif de la the`se est de proposer des solutions pour trouver
des architectures distribue´es respectant les exigences de bout-en-bout. Cette recherche
a amene´ a` la cre´ation d’un outil permettant d’e´nume´rer, en fonction de latences de
communication fixes, les allocations dont les ordonnancements valident les exigences des
syste`mes. Or, une architecture peut contenir diffe´rents re´seaux de communication : nous
recherchons a` quel point chaque re´seau est contraint, i.e. nous de´terminons les latences
de communication maximales que les re´seaux choisis ne doivent pas exce´der. Ce dernier
point permet a` un inte´grateur syste`me de choisir les re´seaux de communication adapte´s
a` une architecture distribue´e donne´e.
Plan du me´moire
Ce manuscrit est de´coupe´ en quatre chapitres qui abordent, dans un premier temps,
le contexte scientifique et industriel de cette the`se, pour ensuite de´tailler les contributions
propose´es.
Le Chapitre 1 pre´sente l’e´volution des architectures avioniques et leurs limites par
rapport aux nouveaux besoins de distribution des syste`mes sur un plus grand nombre de
processeurs re´partis dans tout l’ae´ronef (type he´licopte`re). Cette distribution visant a`
ajouter de nouvelles fonctionnalite´s ainsi que de nouveaux e´quipements doit s’effectuer
dans le contexte d’une architecture modulaire inte´gre´e (IMA).
Le Chapitre 2 rappelle les principaux proble`mes de distribution des partitions
avioniques dans un contexte IMA :
— allocation des partitions sur les processeurs,
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— ordonnancement des partitions sur un processeur donne´,
— prise en compte des contraintes de communication de bout-en-bout entre partitions.
Nous pre´sentons les strate´gies de recherche d’allocations valides.
Dans le Chapitre 3, nous nous focalisons sur le proble`me de distribution des par-
titions sur un plus grand nombre de processeurs tout en respectant les contraintes de
communication de bout-en-bout. Nous formalisons un mode`le de partitions communi-
cantes et proposons des algorithmes de recherche d’allocations valides en tenant en
compte des contraintes d’allocation et d’ordonnancement des partitions d’une part et des
contraintes de communication de bout-en-bout entre partitions d’autre part. Un premier
algorithme base´ sur une recherche exhaustive des ordonnancements est propose´.
Nous avons e´te´ amene´s dans une de´marche incre´mentale a` ame´liorer celui-ci dans
le Chapitre 4 afin de re´duire l’espace de recherche associe´ aux ordonnancements. Un
deuxie`me algorithme a e´te´ imple´mente´ : il s’agit d’une heuristique s’appuyant sur la
me´thode dite de  se´paration et e´valuation  se´lectionnant l’ordonnancement le plus
inte´ressant localement pour la suite de la recherche.
Le Chapitre 5 comple`te la recherche d’une architecture distribue´e en spe´cifiant
les contraintes sur les moyens de communication. Plus une architecture est distribue´e,
plus les de´lais dans une chaˆıne de partitions de´pendantes augmentent. En effet, ces
de´lais de´pendent des latences de communication entre des partitions distribue´es sur
diffe´rents processeurs. Par conse´quent, le choix de la technologie de communication est
primordial pour le respect des exigences temporelles et pour la validite´ d’une architecture
distribue´e. Nous proposons une me´thode pour spe´cifier les contraintes sur les moyens de
communication.
Nous concluons ce manuscrit en re´sumant les principales contributions de cette the`se




Au xve sie`cle, l’inge´nieur et savant italien Le´onard de Vinci dessina le premier
he´licopte`re base´ sur le principe de la vis d’Archime`de, mais son absence de connaissances
en ae´rodynamique n’a pas permis de mener l’ide´e a` terme. Ce n’est qu’en 1907 que le
premier vol en he´licopte`re a e´te´ effectue´ par le Franc¸ais Paul Cornu [4].
Nous allons nous inte´resser dans cette the`se a` l’e´volution des architectures de l’aviation
moderne, avion et he´licopte`re, et plus particulie`rement a` leurs architectures avioniques.
Une re´trospective de ces derniers est traite´ dans la partie 1.1. Celle-ci nous ame`ne a`
de´finir un syste`me avionique et l’architecture la plus en vogue actuellement dans la partie
1.2 : l’architecture modulaire inte´gre´e nomme´e Integrated Modular Avionics (IMA). Nous
y abordons ses limites et son e´volution vers des architectures IMA distribue´es. Ce dernier
point nous ame`ne a` l’objectif de cette the`se en 1.3.
1.1 Vers des architectures avioniques modulaires inte´gre´es
La cre´ation et le de´veloppement des avions et des he´licopte`res n’ont pas eu le meˆme
essor, mais chacun a suscite´ un fort inte´reˆt et connu un fort de´veloppement lors des
guerres mondiales. Depuis l’irruption de l’e´lectronique a` la fin des anne´es 1950 et surtout
de l’informatique a` la fin des anne´es 1970, l’architecture des syste`mes avioniques (me´lange
des termes avion et e´lectronique) est devenue fondamentale.
1.1.1 Les premiers pas dans l’ae´ronautique : comple`tement me´canique
Les premie`res versions des avions et des he´licopte`res sont comple`tement me´caniques.
D’abord utilise´s a` des fins militaires lors de la premie`re guerre mondiale, les avions ont
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commence´ a` transporter des passagers de`s 1919. Diffe´rentes e´volutions technologiques
sont apparues : les avions a` re´action en 1936, puis les avions a` turbo-re´acteurs en 1952. Le
premier he´licopte`re comple`tement fonctionnel date de 1936 : le Focke Wulf Fw61. Ce n’est
qu’apre`s la seconde guerre mondiale que le potentiel des he´licopte`res a e´te´ de´termine´ : ils
peuvent atteindre des zones difficiles d’acce`s. Leur de´veloppement de´buta.
Ce n’est qu’a` partir des anne´es 1955-1960 que l’e´lectronique a pris place dans les
ae´ronefs et a commence´ a` remplacer la me´canique dans de nombreux e´quipements en
commenc¸ant par des architectures avioniques distribue´es. [5]
1.1.2 Les architectures distribue´es
L’arrive´e de l’e´lectronique de`s les anne´es 1960 a permis de remplacer des e´le´ments
des architectures me´caniques par des e´quipements analogiques. Chaque unite´ analogique
effectue une taˆche pre´cise en fonction des entre´es rec¸ues. L’architecture imple´mente´e est
une architecture analogique distribue´e : chaque unite´ est relie´e aux autres unite´s d’un
meˆme syste`me par des caˆbles de´die´s. Elle s’oppose au concept d’architecture centralise´e ou`
le syste`me de´pend d’une entite´ centrale. Ces architectures analogiques sont caracte´rise´es
par un ensemble de signaux discrets pour les sous-syste`mes avioniques individuels. Ils
sont conc¸us et imple´mente´s les uns par rapport aux autres de manie`re isole´e, et sont
certifie´s se´pare´ment. Les diffe´rents e´quipements sont connecte´s point-a`-point, impliquant
une grande quantite´ de caˆbles et des syste`mes difficilement modifiables. Nous pouvons
retrouver cette architecture dans les avions Boeing 707, VC10, BAC 1-11, DC-9.
Avec l’ave`nement de l’informatique dans les anne´es 1970, les architectures analo-
giques ont e´te´ remplace´es par les architectures nume´riques distribue´es. Les calculateurs
nume´riques pour le pilotage automatique ont e´te´ utilise´s pour la premie`re fois en 1975
sur un  Myste`re 20  du Centre d’Essais en Vol (CEV). Les he´licopte`res Super Puma
et Dauphin ont e´te´ les premiers a` imple´menter un calculateur nume´rique pour le coupleur
de vol au de´but des anne´es 1980. Nous pouvons retrouver cette architecture dans les
avions tels que Boeing B737, B757, B767 et Airbus A300, A320 et A330. [5, 6]
1.1.3 Les architectures fe´de´re´es
A partir des anne´es 1980, les architectures fe´de´re´es sont implante´es. Une architecture
dite fe´de´re´e est e´quivalente a` une architecture de´centralise´e ou distribue´e : les ressources
ne se situent pas au meˆme endroit ou sur la meˆme machine. Dans l’avionique, chaque
fonction dispose de ses propres ressources mate´rielles pour son exe´cution : elle est ainsi
isole´e des autres, ce qui assure une barrie`re naturelle a` la propagation des fautes. En effet,
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en cas de dysfonctionnement de l’une d’entre elles, la faute n’influence pas les autres
fonctions a` part celle a` qui elle envoie l’information. Pour se parer a` cette propagation,
de la redondance active et des voteurs sont utilise´s : ceci implique un couˆt, du poids et de
la puissance supple´mentaires. A` la diffe´rence d’un syste`me de´centralise´ ou` une fonction
ne va communiquer qu’avec d’autres fonctions spe´cifiques, un syste`me d’une architecture
fe´de´re´e va interagir avec d’autres syste`mes. Nous retrouvons cette architecture dans
l’Airbus A340. [7–9]
Un des avantages majeurs d’une architecture fe´de´re´e est de permettre l’he´te´roge´ne´ite´
des calculateurs utilise´s pour s’adapter aux fonctions avioniques. Son inconve´nient est le
manque de flexibilite´ et de souplesse : le manque d’interope´rabilite´ entre les diffe´rentes
fonctions de l’ae´ronef re´duit son bon fonctionnement et ne permet pas d’obtenir des
nouvelles fonctionnalite´s et de meilleurs diagnostics graˆce au croisement des donne´es. Par
ailleurs, la moindre modification d’une fonction implique une nouvelle certification. [8]
1.1.4 Les architectures modulaires inte´gre´es
Une architecture modulaire est la conception d’un syste`me forme´ d’e´le´ments qui
peuvent eˆtre assemble´s puis se´pare´ment modifie´s, retire´s ou ajoute´s sans interfe´rer avec
le fonctionnement des autres e´le´ments. Une architecture inte´gre´e est la conception d’un
syste`me forme´ d’e´le´ments qui ne peuvent pas fonctionner les uns sans les autres. Les
architectures modulaires inte´gre´es, IMA, reposent sur ces deux de´finitions : un ensemble
de fonctions avioniques de diffe´rents syste`mes se partage les ressources mate´rielles sans
interfe´rer entre elles.
Cette architecture, et plus particulie`rement l’architecture logicielle, est de´crite dans
la norme ARINC 653 [1]. L’architecture physique est de´crite dans la norme ARINC
651 [2]. Cette dernie`re est compose´e d’un ensemble de modules, les processeurs, place´s
dans des cabinets ou  racks . Un ensemble de fonctions avioniques appele´es partitions
est he´berge´ dans les diffe´rents modules : les partitions se partagent leurs ressources.
L’inde´pendance dans l’exe´cution par un isolement temporel et la gestion de la me´moire
avec un isolement spatial permet d’e´viter les interfe´rences entre les applications et par
conse´quent de limiter la propagation des fautes. Par ailleurs, cette inde´pendance permet
d’he´berger des applications avec diffe´rentes criticite´s et d’offrir les garanties ne´cessaires
au bon fonctionnement de l’ae´ronef. Plusieurs avantages sont a` souligner : la re´duction
du poids, du volume et la quantite´ d’e´nergie utilise´e, la portabilite´ et la modularite´, et la
re´duction des couˆts de maintenance e´volutive. [7–11]
De`s 1994, l’architecture avionique modulaire inte´gre´e a e´te´ retenue pour re´aliser les
nouveaux he´licopte`res de la marque Eurocopter, devenue Airbus Helicopters. Le NH90
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a e´te´ le premier he´licopte`re a` be´ne´ficier de cette nouvelle architecture : les calculateurs
sous forme de modules sont inse´re´s dans les cabinets et sont connecte´s ensemble graˆce a`
des liaisons nume´riques [5].
Trois ge´ne´rations de l’IMA se sont succe´de´es depuis les anne´es 1990 dans les avions.
La premie`re inte`gre des e´le´ments de syste`me conc¸us par des fournisseurs spe´cifiques
utilisant leurs propres standards et modules proprie´taires. Cette premie`re ge´ne´ration
d’architecture se retrouve dans les Boeing B777. La seconde ge´ne´ration propose une
architecture plus ouverte utilisant des composants ge´ne´riques dits composants pris sur
e´tage`re ou Commercial Off-The-Shelf (COTS). La troisie`me et dernie`re ge´ne´ration se
de´marque par l’inde´pendance entre modules et applications. Les applications fonctionnent
sous le standard APEX de´fini par l’ARINC 653 [1] : ces applications peuvent partager
les ressources d’un meˆme e´quipement. L’inte´gration logicielle sur les modules et la
certification sont sous la responsabilite´ de l’inte´grateur. Cette dernie`re ge´ne´ration se
retrouve dans les Airbus A380 et A350. [6]
Certifier les diffe´rents syste`mes inde´pendamment des uns des autres ainsi que l’in-
terope´rabilite´ des fonctions avioniques sont les avantages majeurs de cette architecture
modulaire inte´gre´e. Son inconve´nient provient de son actuelle imple´mentation physique
dans les diffe´rents ae´ronefs : cette architecture centralise les modules dans des baies
avioniques afin de regrouper les ressources au meˆme endroit. Cette centralisation n’est
pas possible dans des avions de petite taille ou des he´licopte`res puisqu’ils n’ont pas
d’espaces de´die´s. Cette proble´matique nous me`ne a` des architectures modulaires inte´gre´es
distribue´es.
1.2 Vers des architectures IMA distribue´es
Dans cette partie, nous nous inte´ressons aux proprie´te´s d’une architecture IMA et a`
ses limites quand nous cherchons a` la distribuer.
1.2.1 Les proprie´te´s de l’IMA
1.2.1.1 Les syste`mes avioniques : des syste`mes embarque´s temps-re´el stricts
Un syste`me temps-re´el est un syste`me re´actif, i.e. un syste`me en interaction perma-
nente avec son environnement physique, qui doit respecter des contraintes de cadence
et de latence. La cadence est repre´sente´e par la dure´e s’e´coulant entre deux acquisi-
tions/traitements des e´ve´nements en entre´e d’une fonction. Celle-ci peut eˆtre pe´riodique,
sporadique ou ape´riodique. Les actions du syste`me face aux e´ve´nements d’entre´es doivent
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eˆtre effectue´es en un temps infe´rieur a` une borne maximale nomme´e latence. Le non-
respect des contraintes temporelles peut causer un mauvais comportement du syste`me
qui peut entraˆıner une faute syste`me critique [12, 13].
Un syste`me est dit embarque´ lorsque le mate´riel et le logiciel de´die´s a` une taˆche pre´cise
fonctionnent de fac¸on autonome avec des ressources limite´es telles que des contraintes
spatiales, i.e. faible encombrement, poids, partage de ressources, ou e´nerge´tiques, i.e.
faible consommation, meˆme dans des conditions de pression, tempe´rature ou humidite´
inhabituelles pour des syste`mes classiques. Ces syste`mes embarque´s sont omnipre´sents et se
retrouvent dans nos produits de consommation courants tels que les te´le´phones portables,
les te´le´visions, la domotique, les jouets, etc..., dans le me´dical, dans l’automobile, dans le
spatial et dans l’ae´ronautique. Par exemple, les syste`mes spatiaux doivent embarquer des
processeurs permettant de faire le plus d’ope´rations possibles en utilisant le moins de
puissance possible. En effet, les satellites embarquent des batteries se rechargeant graˆce
au soleil : afin d’offrir une dure´e de vie assez longue a` celui-ci, les ressources utilise´es
doivent eˆtre les plus faibles possibles.
En fonction de la criticite´ des contraintes temporelles, nous distinguons deux types
de syste`mes temps-re´el : souple et dur. Un syste`me temps-re´el souple ou mou accepte
un certain pourcentage de non respect des contraintes temporelles. Ceci peut entraˆıner
une de´gradation de ses performances sans mettre en danger le comportement de celui-
ci. A` l’inverse, un syste`me temps-re´el strict, critique, ou dur doit respecter toutes les
contraintes temps-re´el pour e´viter des comportements du syste`me ayant des conse´quences
catastrophiques telles que des pertes humaines, e´cologique, etc. Ainsi, la proprie´te´ la plus
importante d’un syste`me temps-re´el strict est d’eˆtre pre´visible plutoˆt que rapide. En
effet, un syste`me pre´visible permet de de´terminer en avance tous ses comportements et
de ve´rifier que toutes les contraintes temporelles sont respecte´es.
L’e´tude effectue´e dans cette the`se traite des syste`mes embarque´s temps-re´el stricts.
Ces derniers doivent respecter des standards de certification de´crits ci-dessous.
1.2.1.2 Certification des syste`mes avioniques
Les syste`mes avioniques sont soumis a` de nombreuses exigences spe´cifie´es par les
autorite´s de certification. Les autorite´s les plus connues sont la FAA (Federal Aviation
Administration) aux E´tats-Unis et l’EASA (European Aviation Safety Agency) en Europe.
La recommandation ARP 4754 A [14] de´finit les processus de de´veloppement des
avions civils et des syste`mes critiques. Elle inte`gre notamment : la de´termination et la
validation des exigences, le processus de certification, la gestion de la configuration et la
ve´rification de l’imple´mentation. L’ARP 4754 A permet de valider que les exigences sont
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correctes et comple`tes avec des me´thodes de haut niveau sans faire de diffe´rences entre le
logiciel (recommandation DO-178C) et le mate´riel (recommandation DO-254) comme
l’illustre la Figure 1.1.
Figure 1.1 Guide de conception et techniques de certification en phase de de´veloppement
(ARP 4754 A)
Nous nous inte´ressons dans cette the`se a` l’allocation des diffe´rentes fonctions avioniques
assigne´es dans des partitions dans une architecture distribue´e. Cette architecture doit
ve´rifier les exigences associe´es a` l’IMA (recommandation DO-297) [15]. Pour eˆtre certifie´e,
toute l’architecture doit eˆtre pre´dictible, i.e. l’e´tat d’un syste`me doit eˆtre connu a` tout
instant, et respecter les contraintes temporelles de bout-en-bout des diffe´rents syste`mes
avioniques.
1.2.1.3 Architecture distribue´e
Une architecture distribue´e ou multiprocesseur va connecter un ensemble de pro-
cesseurs ayant chacun sa propre me´moire. Les diffe´rents e´quipements peuvent eˆtre
inde´pendants entre eux. L’e´change d’information entre eux est fait par des e´changes de
messages explicites. Ce type d’architecture est peu adapte´ au partage de petites quantite´s
d’information. La performance d’une telle architecture va de´pendre des communications :
le de´bit du lien ou le temps de propagation maximal.
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A` l’inverse, la me´moire est partage´e par plusieurs processeurs dans une architecture
paralle`le. Les processeurs communiquent ensemble en e´crivant et lisant les donne´es dans
une seule et meˆme me´moire. Nous retrouvons ce type d’architecture dans les processeurs
multicœurs. Un inconve´nient majeur est l’estimation de la dure´e d’exe´cution d’une
fonction : si plusieurs fonctions veulent acce´der a` la me´moire au meˆme moment, il existe
un conflit d’acce`s me´moire qui va mettre en attente de donne´es les diffe´rentes fonctions
[16].
Figure 1.2 Architecture paralle`le vs. architecture distribue´e
Dans cette the`se, nous traitons des architectures distribue´es dites multiprocesseurs.
Ces processeurs sont asynchrones entre eux. Nous conside´rons que les processeurs utilise´s
sont identiques.
1.2.1.4 Les partitions avioniques
Un syste`me temps-re´el doit effectuer un certain nombre de taˆches, i.e. re´cupe´rer
les donne´es d’un capteur, de´finir une commande, etc. appele´es fonctions avioniques
dans l’ae´ronautique. Cet ensemble de fonctions doit eˆtre alloue´ sur cette architecture
multiprocesseur. Une fonction avionique est caracte´rise´e par un ensemble de parame`tres
de´crit ci-dessous :
— Temps d’exe´cution : Dans les syste`mes temps-re´el, le temps d’exe´cution d’une
fonction peut varier entre une borne minimale et une borne maximale. Dans le
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cadre d’une e´tude pire-cas, le pire temps d’exe´cution ou Worst-Case Execution
Time (WCET) est utilise´ : il consiste a` prendre la borne maximale de la dure´e
d’exe´cution d’une fonction.
— Pe´riodicite´ : Une fonction peut s’exe´cuter a` des intervalles re´guliers, nous parlons
alors de fonction pe´riodique, ou a` des intervalles ale´atoires ou semi-ale´atoires, nous
parlons alors de fonction respectivement ape´riodique ou sporadique [17].
— Une fonction fi pe´riodique s’exe´cute a` des intervalles re´guliers. Un premier
mode`le de fonction de´fini par le triplet (Ci, Di, Ti) a e´te´ propose´ par Liu et
Layland [18] : le WCET d’une fonction est donne´ par Ci, Di est son e´che´ance
relative dans sa pe´riode Ti. Par la suite, un parame`tre supple´mentaire a e´te´
ajoute´ : la date de re´veil ri de la fonction dans sa pe´riode, cre´ant ainsi le
quadruplet (ri, Ci, Di, Ti).
Une fonction pe´riodique peut avoir une pe´riodicite´ stricte ou laˆche. Dans
le premier cas illustre´ Figure 1.3a, la dure´e entre le de´but de deux exe´cutions
conse´cutives de la fonction fi est identique quel que soit l’instant choisi. Dans
le second cas illustre´ Figure 1.3b, fi peut s’exe´cuter quand elle le souhaite
dans sa pe´riode.
— A` la diffe´rence d’une fonction pe´riodique ou` Ti repre´sente une pe´riode fixe,
Ti correspond a` la dure´e minimale entre deux exe´cutions conse´cutives d’une
fonction sporadique comme illustre´ Figure 1.3c. Ce type de fonction est alors
mode´lise´ par le triplet (Ci, Di, Ti).
— Une fonction ape´riodique n’a pas de pe´riode propre comme le montre la
Figure 1.3d. Elle peut s’activer a` n’importe quel instant.
(a) Fonction strictement pe´riodique (b) Fonction pe´riodique laˆche
(c) Fonction sporadique (d) Fonction ape´riodique
Figure 1.3 Spe´cificite´s des fonctions
Dans le cadre de l’IMA, nous travaillons sur des fonctions strictement pe´riodiques.
Ces fonctions sont assigne´es dans des partitions de´finies dans l’ARINC 653 [1].
Une application est de´compose´e en partitions. Ces partitions sont de´finies par un temps
d’exe´cution et une pe´riode stricte respectivement de´finis par le pire temps d’exe´cution et
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la pe´riode de la fonction associe´e illustre´s Figure 1.4. Une fonction s’exe´cute alors dans le
temps que lui offre sa partition. Les partitions d’un syste`me avionique ont des pe´riodes
harmoniques entre elles. D’autres attributs existent tels que son identifiant, son nom et
ses exigences de communication inter-partition traite´es en 2.2.
Figure 1.4 Parame`tres d’une partition
Chaque partition s’exe´cute selon une se´mantique lecture-calcul-e´criture. A` l’invocation
de la partition, les ports d’entre´e, repre´sente´s par le port destination Figure 1.5, sont lus
avant d’effectuer tout calcul, puis a` la fin de celui-ci, les donne´es ge´ne´re´es sont e´crites
dans les ports de sortie, i.e le port source sur la Figure 1.5. Cette se´mantique assure
l’inde´pendance de la fonction de n’importe quelle autre activite´ concurrente de`s lors
qu’elle a commence´ son exe´cution.
Figure 1.5 Se´mantique d’exe´cution d’une partition
Une fonction est pre´empte´e si elle peut s’interrompre pendant sa taˆche pour laisser
passer une autre fonction plus prioritaire. Dans le cadre de l’IMA, les partitions ne
peuvent pas eˆtre pre´empte´es [1].
Chaque processeur he´berge de multiples partitions dans lesquelles les applications
peuvent eˆtre exe´cute´es en utilisant les ressources affecte´es. Ces partitions sont alloue´es et
ordonnance´es sur une architecture mate´rielle, graˆce a` la cre´ation d’un ordonnancement
hors-ligne de´crit ci-dessous.
1.2.1.5 Un partitionnement spatial et temporel robuste des partitions
Le standard ARINC 653 [1] propose de de´corre´ler la partie applicative des commu-
nications graˆce a` l’interface APplication/EXecution (APEX). Cette interface permet
d’homoge´ne´iser la couche applicative alors que les e´quipements mate´riels cibles sont
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he´te´roge`nes. De la meˆme fac¸on, les re´seaux interconnectant tous les e´quipements peuvent
eˆtre diffe´rents, mais les interfaces sont identiques du point de vue de la partition graˆce
aux ports de communication associe´s a` l’interface APEX.
L’ARINC 653 [1] de´finit un partitionnement spatial robuste : chaque partition se
voit allouer statiquement des zones me´moires spe´cifiques, c’est a` dire qu’aucune autre
partition ne pourra acce´der a` ces zones me´moires.
De la meˆme fac¸on, L’ARINC 653 [1] de´finit un partitionnement temporel robuste graˆce
a` l’interface APEX. Chaque partition se voit assigner une feneˆtre d’exe´cution strictement
pe´riodique dans un motif cyclique appele´ MAjor Frame (MAF). Les partitions sont
isole´es les unes des autres temporellement graˆce a` un ordonnancement hors-ligne illustre´
Figure 1.6. A` aucun moment une partition peut interrompre la partition qui s’exe´cute.
Figure 1.6 De´finition d’une MAF
Chaque processeur he´berge de multiples partitions dans lesquelles les applications
peuvent eˆtre exe´cute´es en utilisant les ressources affecte´es. Ces applications n’interfe`rent
pas entre elles e´tant donne´ qu’elles sont affecte´es a` une partition. Le choix d’allouer
une partition sur un processeur particulier est actuellement effectue´ par l’inte´grateur
syste`me. Ce proble`me d’allocation et d’ordonnancement multiprocesseur revient infine a`
un proble`me d’ordonnancement monoprocesseur.
Dans le cadre des syste`mes temps-re´el stricts, les proprie´te´s du syste`me doivent eˆtre
garanties. Ceci passe aussi par le de´terminisme du re´seau.
1.2.1.6 De´terminisme du re´seau
Il existe diffe´rentes fac¸ons de relier les processeurs et d’autres e´quipements tels que
des routeurs, des passerelles, etc. comme le montre la Figure 1.7 : topologies anneau, bus,
e´toile, hie´rarchique, line´aire ou maille´e.
L’e´change de donne´es entre deux partitions distinctes est effectue´ via la transmission
de messages. Ces messages sont transmis par une partition source vers une (transmission
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Figure 1.7 Les topologies d’interconnexion
unicast) ou plusieurs (transmission multicast ou broadcast) partitions destinatrices. Le
me´canisme utilise´ pour associer les de´pendances entre partitions est le canal virtuel dit
canal APEX dans le cadre de l’ARINC 653 [1] ou Virtual Link (VL). Un canal, ou
VL, de´finit un lien logique unidirectionnel entre une partition source et la-les partition-s
destinatrice-s. Les partitions ont acce`s a` ces canaux via des points d’acce`s de´finis appele´s
 ports . Ainsi, un canal de´crit une route connecte´e entre un port source et un-des
port-s destination-s comme nous l’illustrons Figure 1.8.
Figure 1.8 Communication entre deux partitions
Les communications ARINC 653 sont base´es sur le principe de l’inde´pendance des
me´canismes de transport au niveau partition. Ce me´canisme assure que les messages
partant d’un port source atteignent dans le meˆme ordre les ports destinations. Quelle que
soit la partition, elle n’a pas de connaissance du me´canisme de transport : les me´canismes
tels que la fragmentation, le routage, etc. sont transparents au niveau des partitions.
Chaque VL est mappe´ sur un ou plusieurs re´seaux : la latence de communication doit
eˆtre de´termine´e par des me´thodes d’e´valuation pire cas de´veloppe´es en 2.2.4.
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1.2.1.7 Exigences de communication de bout-en-bout
Les syste`mes temps re´el stricts imposent des contraintes de communication de bout-
en-bout a` respecter. Il s’agit de ve´rifier qu’une donne´e ge´ne´re´e dans une premie`re partition
est rec¸ue et traite´e par la dernie`re partition d’une chaˆıne de partitions communicantes en
un temps infe´rieur a` une borne donne´e. A` partir d’ici, l’expression  de bout-en-bout ,
pre´ce´de´e des noms  contrainte ,  de´lai  ou  exigence , signifie la distance entre
le de´but de l’exe´cution de la premie`re partition et la fin de l’exe´cution de la dernie`re
partition d’une chaˆıne de donne´es. Ainsi, pour chaque chaˆıne de donne´es traite´e, le
de´lai de bout-en-bout calcule´ doit eˆtre infe´rieur a` une borne maximale. Ceci doit eˆtre
vrai pour toutes les allocations dites valides, i.e. une allocation ou` un ordonnancement
existe. L’allocation et l’ordonnancement des partitions sur les processeurs, ainsi que
leur communication, doivent eˆtre pris en compte dans l’e´valuation des contraintes de
bout-en-bout et ce quelle que soit l’architecture.
1.2.2 E´volution des besoins et limites de l’IMA
Nos travaux s’appuient sur une demande industrielle spe´cifique : distribuer sur un
plus grand nombre de processeurs des applications avioniques existantes dans un contexte
he´licopte`re. En effet, les syste`mes avioniques sont compose´s d’un nombre croissant de
fonctions de plus en plus complexes. Ceci ame`ne a` des architectures avioniques compose´es
de processeurs de plus en plus puissants et complexes. De tels processeurs ne peuvent pas
eˆtre utilise´s dans le cadre de petits ae´ronefs tels que les he´licopte`res, ou` des contraintes
de couˆt ou physiques empeˆchent d’avoir des baies avioniques de´die´es comme dans les
Airbus A350, A380, les Boeing B777, B787, etc. pour placer l’ensemble des processeurs.
Une solution classique pour re´soudre ce proble`me est d’avoir un plus grand nombre
de processeurs, qui peuvent eˆtre moins puissants, et de les distribuer sur l’ensemble de
l’he´licopte`re. Ces e´le´ments peuvent eˆtre rapproche´s des e´le´ments d’entre´es et de sorties
tels que les capteurs, les actionneurs, les e´crans, etc. Le proble`me qui s’ensuit est la
distribution des fonctions avioniques composant les diffe´rents syste`mes sur ces processeurs,
leur ordonnancement statique selon l’IMA [1], ainsi que le respect des contraintes de
bout-en-bout des diffe´rents syste`mes. Tout au long de cette the`se, nous illustrons notre
de´marche dans un exemple d’e´tude de cas de´taille´ en Annexe A.
Diffe´rents travaux traitent de la distribution de l’architecture modulaire inte´gre´e
dite Distributed Integrated Modular Avionics (DIMA) [8]. Cette architecture combine
les avantages de l’IMA et de l’architecture fe´de´re´e. Les modules sont physiquement
distribue´s et sont connecte´s via un syste`me de communication tole´rant aux fautes [19]. La
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se´paration physique des modules permet d’obtenir une barrie`re naturelle a` la propagation
des fautes. Cette se´paration se situe au niveau des interfaces des modules. Les modules
sont toujours partitionne´s, ce qui permet par rapport a` une architecture fe´de´re´e d’avoir
une re´duction de caˆblage et ainsi de re´duire la complexite´ du syste`me : les donne´es d’une
fonction sont ainsi partage´es avec d’autres fonctions. Un avantage de cette architecture
est de re´duire le nombre d’e´quipements tout en offrant une puissance de calcul suffisante.
Un autre avantage est de pouvoir se rapprocher des e´quipements pe´riphe´riques tels que les
capteurs, les actionneurs, etc. qui sont re´partis sur l’ensemble de l’ae´ronef [20]. Ce type
d’architecture peut eˆtre ainsi plus adapte´ a` des petits porteurs tels que les he´licopte`res.
Le proble`me qui s’ensuit est l’allocation et l’ordonnancement des partitions sur un plus
grand nombre de processeurs satisfaisant les contraintes de bout-en-bout. L’augmentation
du nombre de processeurs ainsi que du nombre de partitions ame`ne a` une explosion
combinatoire, que ce soit au niveau des allocations (proble`me NP-Complet [21]) ou des
ordonnancements hors-ligne de partitions non pre´empte´es (proble`me NP-complet dans le
sens fort dans le cas d’un unique processeur [22]). Afin de re´duire le couˆt de recherche
d’allocations valides, de nouvelles strate´gies doivent eˆtre mises en place pour obtenir des
architectures distribue´es.
1.3 Objectif ge´ne´ral
Cette the`se s’inte´resse au proble`me de distribution des fonctions avioniques assigne´es
a` des partitions sur un plus grand nombre de processeurs, dans le but de de´finir les
architectures mate´rielles re´pondant a` tous les crite`res : ordonnancement hors-ligne et
satisfaction des exigences de bout-en-bout dans un milieu asynchrone. Dans le prochain
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Ce chapitre propose d’identifier les diffe´rentes me´thodes employe´es pour distribuer des
syste`mes temps-re´el embarque´s sur un plus grand nombre de processeurs. Une architecture
IMA regroupe une partie mate´rielle et une partie logicielle qui doivent eˆtre associe´es :
diffe´rentes me´thodes d’assignation et d’ordonnancement sont pre´sente´es dans la partie
2.1. La partie logicielle, de´compose´e en fonctions, peut eˆtre distribue´e dans un certain
nombre d’e´quipements. Des de´pendances entre ces fonctions existent : par exemple, une
fonction a besoin des informations d’un capteur pour envoyer une commande. Un ensemble
de communications doit eˆtre mis en place afin de transmettre toutes les informations
ne´cessaires au bon fonctionnement de l’ae´ronef. Ces techniques sont de´taille´es dans la
partie 2.2. Mais il ne suffit pas que ces informations arrivent au(x) bon(s) destinataire(s),
il faut aussi qu’elles arrivent dans les temps. Par exemple, le de´lai entre l’acquisition de la
donne´e d’un capteur et son enregistrement dans les enregistreurs de vol doit eˆtre garanti :
il ne doit pas de´passer les 500 millisecondes [23]. Ces contraintes de latence de bout-en-
bout sont de´crites dans la partie 2.3. La recherche d’une architecture IMA distribue´e
valide doit prendre en conside´ration simultane´ment l’allocation, l’ordonnancement des
diffe´rentes fonctions, ainsi que la satisfaction des contraintes de bout-en-bout. Diffe´rentes
strate´gies prenant ces trois parame`tres sont de´taille´es dans la partie 2.4. Ce chapitre se
termine par le positionnement de cette the`se dans la partie 2.5.
2.1 Distribution des partitions
Une architecture IMA est une architecture he´te´roge`ne par la nature des processeurs.
Certains processeurs ne vont s’occuper que des capteurs, d’autres ne vont ge´rer que
les calculs des syste`mes avions, etc. Nous conside´rons que les processeurs de meˆme
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type sont homoge`nes tout au long de cette the`se. Nous pre´sentons en 2.1.1 l’allocation
des partitions en fonction de leur roˆle sur ces derniers. D’autre part, il ne suffit pas
d’allouer ces partitions sur un ensemble de processeurs, il faut aussi les ordonnancer.
Nous de´taillons en 2.1.2 diffe´rents algorithmes d’allocation et d’ordonnancement sur des
architectures multiprocesseurs.
2.1.1 Allocation des fonctions avioniques
Une architecture avionique comprend un certain nombre d’e´quipements qui n’ont
pas les meˆmes roˆles. A` titre d’exemple, le syste`me Vehicle Monitoring System DAL A
(VMSA) comprend des capteurs, des actionneurs, des calculateurs, des e´crans et des
enregistreurs. De plus amples de´tails sont donne´s en Annexe A. Chaque partition est
associe´e a` l’un de ces e´quipements.
2.1.1.1 Association entre architectures mate´rielle et fonctionnelle
L’architecture IMA peut eˆtre de´compose´e en 5 classes d’e´quipements de nature
homoge`ne de´crites ci-dessous. Les partitions avioniques, selon leur roˆle, sont associe´es a`
une de ces classes repre´sente´es Figure 2.1 :
1. Les Entre´es/Sorties (E/S) : il s’agit des capteurs et actionneurs du syste`me. Un
capteur va re´cupe´rer l’e´tat d’une grandeur physique et le transformer en une valeur
utilisable, e.g. donner la tempe´rature exte´rieure. Un actionneur va transformer
l’e´nergie qui lui est fournie en un phe´nome`ne physique, e.g. le de´placement d’une
gouverne, suite a` une commande rec¸ue. Il existe une fonction spe´cifique pour
chaque capteur et chaque actionneur, le premier envoyant pe´riodiquement les
donne´es acquises, le second re´ceptionnant les commandes a` effectuer.
2. Les e´crans affichent au(x) pilote(s) l’e´tat courant du syste`me. Diffe´rentes par-
titions peuvent eˆtre associe´es a` un e´cran telles que la re´ception des donne´es,
l’affichage de celles-ci, etc.
3. On de´nombre deux enregistreurs obligatoires dans les ae´ronefs et ils peuvent
eˆtre au nombre de quatre pour de´terminer les causes d’un accident [23]. Deux
enregistreurs supple´mentaires de´taille´s en Annexe A enregistrent la sante´ ge´ne´rale
du ve´hicule et l’e´tat des e´quipements. Ces informations permettent d’e´valuer
les besoins de maintenance de l’he´licopte`re. Les donne´es a` enregistrer doivent
respecter des intervalles de temps spe´cifie´s dans [24]. Un ensemble de partitions
exe´cute´es cycliquement peut eˆtre associe´ a` chaque enregistreur.
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4. Les passerelles sont des syste`mes mate´riels et logiciels permettant de faire une
liaison entre deux re´seaux qui peuvent eˆtre diffe´rents. En avionique, trois types de
passerelles existent :
(a) Un Input/Output module (IOM) est un e´quipement qui va transformer une
donne´e analogique ou discre`te d’un capteur en une donne´e nume´rique afin
de l’envoyer au calculateur. Il fait le traitement inverse lorsqu’une donne´e
nume´rique doit eˆtre envoye´e a` un actionneur [2].
(b) Un Remote I/O Unit (RIU) est e´quivalent a` un IOM. La seule diffe´rence
re´side dans le fait qu’il est e´loigne´ physiquement des calculateurs [15].
(c) Un Remote Data Concentrator (RDC) est un e´quipement spe´cifie´ dans
l’ARINC 655 [25] qui interconnecte un ensemble d’E/S avec une plateforme
IMA. Un RDC convertit les protocoles et les formats de donne´es tels que les
donne´es ARINC 429 ou 629, le re´seau commute´ AFDX, les signaux analogiques,
nume´riques et discrets.
Nous nous inte´ressons plus particulie`rement ici aux RDCs. Ce sont des e´le´ments
qui doivent eˆtre pre´dictibles, interope´rables et adaptables selon le standard ARINC
655 [25].
5. Les calculateurs sont au cœur de l’architecture IMA. Chaque processeur est place´
dans un module interchangeable ou Line Replaceable Module (LRM). L’ensemble
des LRMs est alloue´ physiquement dans les cabinets. Ils restent interchangeables
a` tout moment. Pour des raisons de suˆrete´ de fonctionnement, ces modules seront
diffe´rents pour e´viter qu’une faute mate´rielle soit re´plique´e. Les applications,
de´compose´es en partitions, sont alloue´es dans ces modules.
2.1.1.2 Redondance
En cas de de´faillance mate´rielle ou logicielle, l’ae´ronef doit eˆtre tole´rant aux fautes
meˆme s’il fonctionne en mode de´grade´. Un me´canisme utilise´ est le me´canisme de
redondance : une meˆme fonction est effectue´e par des moyens diffe´rents. Cette dissimilarite´,
obtenue soit par des e´quipements diffe´rents, soit par diffe´rentes conceptions d’un syste`me,
permet d’e´viter qu’une meˆme erreur se reproduise [26].
2.1.2 Algorithmes d’allocation et d’ordonnancement multiprocesseur
L’ordonnancement des partitions de´crites en 1.2.1.4 de´pend des spe´cificite´s du syste`me.
Un ordonnancement peut se faire en-ligne (in-line) ou hors-ligne (off-line). Dans le premier
cas, les fonctions sont ordonnance´es a` la vole´e. Dans le second cas, une se´quence fixe est
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Figure 2.1 Ensemble des e´quipements pre´sents dans une architecture avionique
de´termine´e. Nous pre´sentons ci-apre`s les principales strate´gies d’ordonnancement en-ligne
puis hors-ligne multiprocesseur.
2.1.2.1 Terminologie sur les ordonnanceurs
Dans cette partie, nous donnons un ensemble de de´finitions sur les ordonnanceurs et
les ordonnancements.
Un ensemble de fonctions est ordonnanc¸able selon un algorithme d’ordonnancement
si la se´quence ge´ne´re´e n’engendre pas de fautes temporelles (se´quence valide).
Un ensemble de fonctions est faisable s’il existe un algorithme d’ordonnancement
avec lequel il est ordonnanc¸able.
Une politique d’ordonnancement est optimale si elle peut ordonnancer n’importe
quel ensemble de fonctions faisable.
Un ordonnanceur est non-oisif (work-conserving ou non-idling) si la-les ressource-s
est-sont toujours utilise´e-s de`s qu’il existe une fonction preˆte a` eˆtre exe´cute´e. A` l’inverse,
un ordonnanceur est oisif (non-work-conserving ou idling) si une ressource est mise en
attente alors qu’il existe au moins une fonction preˆte a` eˆtre exe´cute´e.
Un ordonnancement est monoprocesseur si toutes les fonctions ne peuvent s’exe´cuter
que sur un seul et meˆme processeur : une allocation temporelle est recherche´e. Un
ordonnancement est multiprocesseur si plusieurs processeurs sont disponibles : dans
ce cas, une allocation temporelle et une allocation spatiale, i.e. le choix du processeur a`
utiliser, sont recherche´es. Nous re´sumons ci-dessous les algorithmes en-ligne et hors-ligne
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dans le cas monoprocesseur et dans le cas multiprocesseur.
2.1.2.2 Ordonnancement en-ligne
Un ordonnancement en-ligne repose sur la notion de priorite´ : selon l’algorithme choisi,
diffe´rentes priorite´s sont affecte´es aux fonctions. Lors du de´roulement de l’algorithme,
l’ordonnanceur prend chaque de´cision d’ordonnancement selon les fonctions pre´sentes
dans la file d’ordonnancement.
Ordonnancement en-ligne monoprocesseur
Dans les ordonnancements en-ligne monoprocesseurs, deux types de politique d’ordon-
nancement existent : ceux a` priorite´ fixe (FP) et ceux a` priorite´ dynamique (DP). Dans
le premier cas (FP), une priorite´ est assigne´e au de´but de l’algorithme a` chaque fonction ;
dans le second cas (DP), la priorite´ de chaque fonction varie durant l’exe´cution.
Quel que soit la politique d’ordonnancement, des fonctions pre´emptives ou non
peuvent eˆtre ordonnance´es. Dans le second cas, les algorithmes d’ordonnancements sont
spe´cifie´es avec l’enteˆte NP pour Non-preemtive (NP). L’ordonnancement de fonctions
non-pre´emptives ont rec¸u peu d’attention avant l’ave`nement des syste`mes embarque´s.
Liu et Layland [18] ont propose´ le premier algorithme d’ordonnancement dit Rate-
Monotonic (RM). Ils conside`rent un ensemble de n fonctions pe´riodiques a` e´che´ance
sur requeˆte (D = T ). C’est un ordonnancement a` priorite´ fixe puisqu’il attribue la priorite´
la plus forte a` la partition ayant la plus petite pe´riode. Sur la Figure 2.2, trois fonctions
f1, f2 et f3 de pe´riode respective 4, 6 et 8 et de pire temps d’exe´cution 1, 2 et 3 doivent
eˆtre ordonnance´es sur le meˆme processeur. Quoiqu’il se passe, f1 est prioritaire par
rapport a` f2, qui est elle-meˆme plus prioritaire que f3. Ainsi, de`s que f1 est active´e, elle
doit s’activer tout de suite, obligeant les fonctions f2 et f3 a` s’interrompre pendant son
exe´cution. Liu et Layland [18] ont prouve´ que RM est optimal dans le cas de syste`mes
pre´emptifs avec e´che´ance sur requeˆte. Park [27] a montre´ que NP-RM est aussi optimal
si les fonctions sont non-pre´empte´es.
Propose´ par Leung et Whitehead [28], Deadline-Monotonic (DM) est aussi un
ordonnancement a` priorite´ fixe. Il attribue la plus haute priorite´ a` la fonction ayant le de´lai
le plus petit. DM est un algorithme optimal dans le cas de fonctions pe´riodiques a` de´part
simultane´ et a` e´che´ance contrainte (Di ≤ Ti) [28]. George et al. [29] ont prouve´ qu’il est
aussi optimal lorsque les fonctions sont sporadiques. Il n’y a pas a` notre connaissance de
preuve d’optimalite´ pour l’algorithme NP-DM.
Earliest Deadline First (EDF) ou ordonnancement de la premie`re e´che´ance la
plus proche en franc¸ais est un algorithme a` priorite´ dynamique : il attribue la priorite´
la plus grande a` la fonction qui a son e´che´ance la plus proche. Comme le montre la
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Figure 2.2, lors de l’exe´cution de f3 dans sa deuxie`me pe´riode, f3 est pre´empte´e par f1
puisque l’e´che´ance de cette dernie`re est la plus proche, tandis que f2 se met en attente
d’eˆtre exe´cute´e puisque f3, apre`s cette pre´emption, est la taˆche ayant l’e´che´ance la plus
proche. L’algorithme NP-EDF est optimal lorsque l’ordonnanceur est oisif et les fonctions
sont pe´riodiques [30]. Par contre, Nasri et al. [31] ont montre´ l’inverse lorsque NP-EDF
conside`re un ordonnanceur non-oisif.
Propose´ par Mok [32], l’algorithme Least Laxity First (LLF) est un algorithme
a` priorite´ dynamique. Il attribue la plus haute priorite´ a` la fonction qui a` la marge la
plus petite de son e´che´ance. Si nous prenons le dernier diagramme temporel de la Figure
2.2, nous constatons que f1 ne de´marre pas de suite dans sa deuxie`me pe´riode : comme
la marge de f3 est plus petite d’une unite´ de temps, f3 continue son exe´cution dans sa
premie`re pe´riode. Ensuite, les marges entre f1 et f3 avant que f1 de´marre son exe´cution
dans sa deuxie`me pe´riode sont les meˆmes : f1 de´bute son exe´cution, puis apre`s une unite´
de temps, f3 termine son exe´cution. Mok [32] a prouve´ que LLF est optimal tandis que
NP-LLF ne l’est pas.
Ces ordonnancements sont a` la base de quantite´s de variantes telles que group-EDF
(gEDF) [33], Precautious-RM [34, 35], etc.
Ordonnancement en-ligne multiprocesseur
Nous nous inte´ressons ici aux ordonnancements en-ligne multiprocesseurs. Les diffe´rents
algorithmes doivent prendre en compte l’assignation des fonctions a` de multiples pro-
cesseurs. Nous pouvons nous limiter au cas de processeurs identiques puisque nous
conside´rons une architecture mate´rielle avec des classes d’e´quipements homoge`nes (cf.
2.1.1).
Il existe trois classes d’algorithmes d’ordonnancement multiprocesseur : les ordon-
nancements par partitionnement, les ordonnancements globaux et les ordonnancements
hybrides.
1. Un ordonnancement par partitionnement re´partit dans un premier temps
un ensemble de n fonctions dans les m processeurs disponibles : ce choix est un
proble`me de Bin Packing, comment placer n objets dans m sacs, connu pour eˆtre
NP-Complet. Cette allocation spatiale est en ge´ne´ral effectue´e hors-ligne. Dans
un second temps, les fonctions sont ordonnance´es processeur par processeur. Ceci
revient a` un proble`me d’ordonnancement a` m processeurs. Comme les fonctions
sont pre´-alloue´es, elles ne peuvent pas migrer d’un processeur a` l’autre.
Le nombre de processeurs peut eˆtre fixe´ ou eˆtre minimise´. Deux types de me´thodes
sont utilise´s pour re´soudre ces proble`mes : les me´thodes dites exactes et les
heuristiques classiques.
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Figure 2.2 Ordonnancement en-ligne monoprocesseur de 3 fonctions pre´empte´es
pe´riodiques a` de´part simultane´ et a` e´che´ance sur requeˆte. f1 = (1, 4), f2 = (2, 6),
f3 = (3, 8)
Korf [21] propose un algorithme exact de partitionnement base´ sur la me´thode
de se´paration et e´valuation (Branch and Bound). C’est une me´thode ge´ne´rique de
re´solution de proble`me combinatoire. Elle consiste a` diviser le proble`me en plusieurs
sous-proble`mes (se´paration), puis a` ne traiter que les sous-proble`mes inte´ressants,
ou a` supprimer ceux qui ne donneront aucune solution (e´valuation). Cette technique
est re´pe´te´e jusqu’a` ce qu’au moins une solution ait e´te´ trouve´e ou qu’aucune
solution ne fonctionne. Graˆce a` cet algorithme, Korf est capable de de´terminer le
nombre de containers ne´cessaires pour ranger n e´le´ments. L’algorithme pre´sente´
passe a` l’e´chelle jusqu’a` une centaine d’e´le´ments.
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Garey et al. [36] ont propose´ les premie`res heuristiques classiques pour ge´rer
l’allocation en me´moire de n fonctions sur m processeurs. Ces heuristiques sont
au nombre de quatre repre´sente´es Figure 2.3 et sont de´crites ci-dessous :
— L’algorithme First-Fit choisit le premier processeur ou` l’espace me´moire est
assez grand pour contenir la fonction. Les fonctions sont alloue´es du nume´ro
1 au nume´ro 7 dans les diffe´rents processeurs Figure 2.3. f1 est la premie`re
fonction alloue´e et ordonnance´e. f2 est aussi ordonnance´e dans le premier
processeur car il reste assez de place pour cette dernie`re. E´tant donne´ que f3
utilise 85% du processeur, elle est alloue´e sur le processeur suivant. Comme il
n’y a pas assez de place pour f4 dans le premier ou le deuxie`me processeur,
f4 est alloue´e sur le troisie`me processeur. C’est la meˆme chose pour f5. f6 et
f7 sont alloue´es et ordonnance´es dans le premier processeur qui est capable
de les accueillir. L’avantage de cet algorithme est d’eˆtre tre`s rapide car il
s’arreˆte de`s qu’il a trouve´ le premier processeur re´pondant a` tous les crite`res.
Son inconve´nient majeur est le manque d’optimisation de l’utilisation de la
me´moire : suite a` une allocation, l’espace me´moire restant peut eˆtre trop petit
pour pouvoir allouer d’autres fonctions, cet espace devenant inutilisable par la
suite.
— L’algorithme Next-Fit est une version modifie´e de l’algorithme First-Fit. Au
lieu de commencer sa recherche a` partir du premier processeur, il la recommence
pour allouer une nouvelle fonction a` partir du processeur courant. L’algorithme
se comporte de la meˆme fac¸on que l’algorithme First-Fit jusqu’a` la cinquie`me
fonction Figure 2.3. Lorsque cet algorithme cherche a` allouer f6, il part du
processeur ou` il est actuellement, sans revenir en arrie`re, ici le processeur ou`
est f5. f6 puis f7 sont alloue´es dans ce quatrie`me processeur puisqu’il reste
assez de place pour elles. Cet algorithme a l’avantage d’eˆtre tre`s rapide mais
ses principaux inconve´nients sont la perte d’espaces me´moires et le couˆt en
nombre de processeurs.
— L’algorithme Best-Fit choisit le processeur ou` l’espace me´moire requis pour
la fonction est le plus petit. Sur la Figure 2.3 partie Best-Fit, f4, au lieu d’eˆtre
alloue´e dans le troisie`me processeur, est alloue´e sur le premier : la me´moire
restante dans le premier processeur est la me´moire ne´cessaire pour l’exe´cution
de f4. Comme aucun processeur utilise´ a d’espace suffisant pour f5, celle-ci est
alloue´e sur un nouveau processeur. L’espace me´moire restant dans le deuxie`me
processeur e´tant insuffisant pour f6, celle-ci est alloue´e dans le meˆme processeur
que f5. f7 peut eˆtre alloue´e dans le deuxie`me ou le troisie`me processeur : le
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choix se porte sur le troisie`me processeur puisque l’espace restant est plus
petit que sur le deuxie`me processeur. Son avantage est d’optimiser l’utilisation
de la me´moire en cherchant a` remplir tous les processeurs de´ja` utilise´s. Deux
inconve´nients sont souleve´s : eˆtre plus lent que les algorithmes pre´ce´dents a`
cause d’une scrutation de tous les processeurs et le risque de laisser des espaces
me´moires minuscules.
— L’algorithme Worst-Fit e´quilibre la charge de tous les processeurs en choisis-
sant le processeur le plus vide : c’est son principal avantage. L’inconve´nient
apparaˆıt de`s qu’une fonction a besoin d’un espace me´moire plus grand que
l’espace me´moire qu’offrent tous les processeurs de´ja` utilise´s : dans ce cas,
la fonction ne peut pas eˆtre alloue´e. Cette fois-ci, dans la Figure 2.3 partie
Worst-Fit, les diffe´rentes fonctions vont eˆtre alloue´es dans chaque processeur
ayant le plus d’espace me´moire disponible.
Figure 2.3 Comparaison des algorithmes First Fit, Next Fit, Best Fit, Worst Fit
Quelle que soit l’heuristique utilise´e, sa complexite´ est de l’ordre de O(n ×m)
[37].
Ces heuristiques peuvent eˆtre adapte´es a` une allocation temporelle en recherchant
les blocs de temps libre sur un intervalle donne´, e.g. sur la plus petite des pe´riodes
d’un ensemble de partitions. Elles ne semblent pas s’adapter au contexte de
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l’avionique, car il paraˆıt difficile de trouver un crite`re d’adaptation simple, les
partitions devant s’activer de fac¸on strictement pe´riodique.
2. Un ordonnancement global alloue les fonctions au fur et a` mesure sur les
processeurs. Dans ce cas, une fonction a la possibilite´ de migrer d’un processeur a`
l’autre. Parmi les ordonnancements globaux, nous pouvons citer deux courants :
PFair et DP-Fair. Ces deux courants proposent des algorithmes optimaux. PFair
pour Proportionate Fair [38] offre pour chaque fonction une dure´e d’exe´cution
proportionnelle a` son utilisation du processeur sur un intervalle T. Une fonction
peut se retrouver pre´empte´e. Nous retrouvons des algorithmes base´s sur ce principe
tels que EPDF [39], PD [38] et PD² [40]. DP-Fair pour Deadline Partitioning Fair
[41] propose de re´duire le couˆt de la pre´emption de PFair en diminuant le nombre
d’e´ve´nements d’ordonnancement : le temps est de´coupe´ en intervalles tels que
sur chaque intervalle les fonctions partagent la meˆme date d’e´che´ance [42]. Nous
pouvons citer des algorithmes tels que BF (Boundary Fair) [41], DP-WRAP [42],
LLREF (Largest Local Execution Time First) [43] s’appuyant sur ce principe.
3. Dans le but de re´duire les couˆts de pre´emption et de migration des ordonnanceurs
e´quitables, des politiques d’ordonnancements hybrides optimales telles que
QPS (Quasi-Partitioning Scheduler) ou RUN (Reduction to UNiprocessor) per-
mettent d’ordonnancer des taˆches, pour la premie`re sporadiques, pour la deuxie`me
pe´riodiques, inde´pendantes et a` e´che´ances implicites [44]. Ces deux algorithmes
encapsulent les taˆches dans des serveurs ou` un ordonnancement monoprocesseur
EDF a` budget limite´ est effectue´. L’algorithme optimal U-EDF (Unfair-EDF )
propose de re´server du temps pour des taˆches sporadiques a` e´che´ances implicites
sur les processeurs en fonction des taux d’utilisation des travaux. Un nouveau
processeur est utilise´ si les processeurs de´ja` utilise´s sont remplis [45].
Les ordonnancements globaux ou hybrides ne s’adaptent pas a` notre e´tude car les
partitions n’ont pas le droit de migrer d’un processeur a` l’autre pour des raisons
de suˆrete´ de fonctionnement et ne peuvent pas eˆtre interrompues.
2.1.2.3 Ordonnancement hors-ligne
A` la diffe´rence d’un ordonnancement en-ligne qui produit un sche´ma d’exe´cution a` la
vole´e, un ordonnancement hors-ligne utilise une se´quence d’ordonnancement pre´de´termine´e
a` l’avance. Cette se´quence est re´pe´te´e cycliquement. Ce type d’ordonnancement permet
d’eˆtre de´terministe : a` tout moment, nous connaissons l’e´tat du syste`me. Il manque
ne´anmoins de flexibilite´ de`s que des fonctions sporadiques ou ape´riodiques doivent eˆtre
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prises en compte.
L’approche hors-ligne multiprocesseur s’appuie aussi sur les deux classes d’ordon-
nancement multiprocesseur en-ligne : un ordonnancement par partitionnement ou un
ordonnancement global. Dans le premier cas, les algorithmes monoprocesseurs hors-ligne
sont utilise´s et de´crits ci-dessous.
Ordonnancement hors-ligne monoprocesseur
Les ordonnancements hors-ligne monoprocesseurs consistent a` de´finir une se´quence
d’exe´cution pour un ensemble de fonctions alloue´es sur celui-ci. Cette se´quence peut eˆtre
trouve´e a` partir de deux grandes cate´gories de techniques [46] : les techniques exactes et
les techniques approche´es.
1. Les techniques exactes utilisent des techniques d’e´nume´ration telles que la
me´thode de se´paration et e´valuation [47, 48], la programmation line´aire en nombres
entiers [49], a` base de mode`les tels que les re´seaux de Pe´tri [46, 50], les automates
finis [51] ou les chaˆınes Markoviennes [52]. La complexite´ de ces techniques est
exponentielle car elles sont exhaustives.
Baker et Su [47] proposent d’e´nume´rer toutes les permutations des fonctions
possibles graˆce a` la ge´ne´ration d’un arbre de recherche. A` chaque nouveau niveau
N, la fonction ajoute´e dans le processeur est exe´cute´e a` la Ne position. Ceci revient
a` e´nume´rer n! permutations possibles, n e´tant le nombre de fonctions. Pour re´duire
l’espace de recherche, leur ide´e est de de´velopper la branche ou` les fonctions ne
de´passent pas ou de´passent le moins possible leur e´che´ance : le nœud le plus
prometteur est a` chaque fois de´veloppe´.
Xu et Parnas [48] pre´sentent un algorithme de se´paration et e´valuation qui
recherche un ordonnancement de pre´-exe´cution sur un unique processeur en
prenant en compte l’instant de re´veil, l’e´che´ance et des relations de pre´ce´dence
entre les fonctions. Ceci est e´quivalent a` la recherche d’un ordonnancement hors-
ligne faisable.
Korst et al. [22] ont montre´ que le proble`me d’ordonnancement de fonctions
strictement pe´riodiques non-pre´empte´es est NP-complet au sens fort dans le cas
monoprocesseur, mais il reste solvable en un temps polynomial si les pe´riodes sont
harmoniques. La dure´e de la se´quence correspond a` l’hyper-pe´riode des fonctions
pre´sentes dans le processeur, i.e. le plus petit commun multiple de toutes les
pe´riodes [53] ; dans le cadre d’un ensemble de fonctions harmoniques, la dure´e de
cette se´quence est donne´e par la fonction qui a la pe´riode la plus e´leve´e. Cette
se´quence est de´coupe´e en intervalle appele´  bin . La dure´e d’un bin est de´finie
par la plus petite des pe´riodes des fonctions. Eisenbrand et al. [54, 55] proposent un
30 Distribution des architectures IMA
algorithme d’arbre de recherche utilisant les bins pour ordonnancer des fonctions
de pe´riodes harmoniques comme le montre la Figure 2.4. A` chaque niveau de cet
arbre, une nouvelle harmonique, supe´rieure a` celle du niveau pre´ce´dent, est traite´e
pour ordonnancer dans les intervalles disponibles une fonction moins fre´quente.
Figure 2.4 Ordonnancement par un arbre de recherche de bins
2. Les techniques approche´es cherchent une solution valide tout en re´duisant l’es-
pace de recherche. A` la diffe´rence des techniques exactes, elle sont non exhaustives.
Nous pouvons citer, parmi ces techniques, les algorithmes de mise en sac ou de
liste, les algorithmes stochastiques tels que les algorithmes ge´ne´tiques ou le recuit
simule´. Ramamritham et al. [56] proposent une heuristique ou` du backtracking, un
retour arrie`re, est effectue´ si l’e´che´ance d’une fonction est manque´e : la position
de la fonction est modifie´e jusqu’a` respecter toutes ses contraintes.
Ordonnancement hors-ligne multiprocesseur
L’ordonnancement hors-ligne multiprocesseur doit prendre en compte une contrainte
supple´mentaire : le choix du processeur ou` sera exe´cute´e la fonction. Cucu et Sorel [57]
ont de´montre´ que la ge´ne´ration d’une se´quence avec des fonctions strictement pe´riodiques
avec des pe´riodes non harmoniques n’e´tait pas possible : des collisions peuvent se produire
entre les fonctions.
Nous retrouvons les deux classes d’ordonnancement multiprocesseur en-ligne dans le
cadre hors-ligne.
1. Ordonnancement par partitionnement :
Shepard et Gagne [58] e´tendent les travaux de Xu et Parnas [48] dans le cadre
multiprocesseur : ils recherchent une re´partition ade´quate des fonctions sur les
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diffe´rents processeurs et effectuent l’ordonnancement par la me´thode de se´paration
et d’e´valuation sur chaque processeur.
Kermia [59] construit quant a` lui des clusters, des regroupements de fonctions base´s
sur des contraintes de pre´ce´dences, pour allouer les fonctions, et il les ordonnance
ensuite.
Eisenbrand et al. [55] utilisent l’algorithme First-Fit pour allouer les fonctions dans
les diffe´rents processeurs disponibles. Elles sont alloue´es par pe´riode croissante
pour pouvoir utiliser l’algorithme des bins dans chaque processeur.
Ces me´thodes fixent le nombre de processeurs a` la premie`re allocation trouve´e.
Elles ne permettent pas de faire une e´nume´ration exhaustive de celles-ci.
2. Ordonnancement global :
Bratley et al. [60] sont les seuls, a` notre connaissance, a` proposer un algorithme
global dans le cadre d’un ordonnancement hors-ligne multiprocesseur. Cet algo-
rithme consiste en un arbre de recherche bicolore repre´sente´ Figure 2.5 : un nœud
au niveau infe´rieur est soit rond, la nouvelle taˆche est alors place´e sur le meˆme
processeur que la taˆche du nœud supe´rieur, soit carre´, un nouveau processeur est
utilise´. L’ordonnancement dans chaque processeur est de´fini par l’ordre d’allocation
des taˆches dans ces derniers. Leur algorithme e´vite les syme´tries triviales, par
exemple, nous ne pourrons pas avoir dans une branche la fonction f1 alloue´e sur
le premier processeur, la fonction f2 sur le second et dans une autre branche, f2
alloue´e sur le premier processeur et f1 sur le second.
Figure 2.5 Arbre de recherche bicolore
Une solution classique pour distribuer un syste`me temps-re´el embarque´ avec des
contraintes dures est d’ordonnancer des fonctions non-pre´empte´es avec des pe´riodicite´s
strictes [57]. Dans cette the`se, nous traitons de l’allocation et de l’ordonnancement
hors-ligne multiprocesseur d’un ensemble de partitions, associe´es chacune a` une fonction,
strictement pe´riodiques avec des pe´riodes harmoniques. Ces partitions peuvent avoir des
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de´pendances entre elles, par exemple une partition attend les donne´es d’un capteur pour
calculer la commande a` envoyer a` un actionneur. Ces de´pendances sont de´finies par les
communications.
2.2 Communication entre partitions
Une partition interagit avec d’autres partitions afin de s’exe´cuter dans une architecture
avionique. Nous parlons de  pre´ce´dence  de`s lors qu’il existe un ordre entre deux
partitions sans qu’il y ait de transfert de donne´es. Nous parlons de  de´pendance  entre
deux partitions si l’une a besoin du re´sultat d’exe´cution de l’autre pour eˆtre exe´cute´e. Il y a
dans ce cas une pre´ce´dence entre ces partitions. Ces de´pendances passent par deux niveaux
dans les communications : les liens virtuels VL (cf. 1.2.1.6) et les ports de communication
(2.2.1). Les de´pendances n’existent pas seulement entre deux partitions, elles composent
des chaˆınes de de´pendances que nous appelons chaˆınes de communication (2.2.2). Nous
de´crivons ensuite les principaux re´seaux utilise´s dans l’avionique ou` sont alloue´s les
liens virtuels (2.2.3). Pour conclure cette partie, nous donnons les principales techniques
utilise´es pour e´valuer les pires de´lais de transmission dans les re´seaux avioniques (2.2.4).
2.2.1 Ports de communication
Un port fournit les ressources ne´cessaires a` une partition pour envoyer ou recevoir
des messages dans un canal spe´cifique. Chaque port individuel peut eˆtre configure´ pour
fonctionner dans un mode spe´cifique : le mode  queuing  ou le mode  sampling .
Le mode sampling repre´sente´ Figure 2.6 permet la transmission de messages successifs
de meˆme longueur mais avec des donne´es mises a` jour. Les messages sont e´crits dans une
file tampon ne pouvant contenir qu’un seul message de taille fixe´e. Un message reste dans
le port source jusqu’a` ce qu’il soit transmis par le canal ou qu’une nouvelle occurrence
e´crase la pre´ce´dente, quel que soit ce qu’il y a eu avant. La partition source peut ainsi
envoyer un message a` n’importe quel moment. Chaque nouvelle instance du message
e´crase le message courant quand il atteint le port destination. Il n’est de´truit qu’a` partir
du moment ou` une autre instance l’e´crase. Les partitions destinatrices peuvent ainsi
acce´der au dernier message rec¸u.
Le mode queuing repre´sente´ Figure 2.7, permet la transmission de messages contenant
des donne´es diffe´rentes, et par conse´quent ayant des tailles variables. Dans ce mode,
aucun message ne doit eˆtre intentionnellement perdu : chaque nouvelle instance d’un
message n’est pas autorise´e a` e´craser les donne´es pre´ce´dentes pendant son transfert. Les
messages e´crits dans le port source par la partition sont stocke´s dans une file d’attente
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Figure 2.6 Transmission en mode sampling
jusqu’a` ce qu’ils soient envoye´s au-x port-s destination-s par le canal selon la politique
de service premier arrive´, premier servi (First In - First Out (FIFO)). Les messages
sont aussi stocke´s dans une file d’attente FIFO dans le port destination jusqu’a` ce qu’ils
soient lus par la partition destinatrice.
Figure 2.7 Transmission en mode queuing
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Quel que soit le mode de transfert, un message rec¸u partiellement ne sera pas de´livre´
au port destination.
2.2.2 Chaˆınes de communication
Deux types de chaˆıne peuvent eˆtre conside´re´s dans les syste`mes embarque´s : les
chaˆınes par e´ve´nements et les chaˆınes de donne´es [61].
Une chaˆıne par e´ve´nements (Event triggered) est constitue´e d’un ensemble de
fonctions qui vont s’activer de`s la re´ception d’un e´ve´nement sur un port d’entre´e. Ce
type de chaˆıne n’est pas adapte´ dans le cadre de cette e´tude car la pe´riodicite´ stricte des
partitions peut ne pas eˆtre respecte´e.
Une chaˆıne de donne´es (Time triggered) est constitue´e de fonctions qui peuvent
eˆtre active´es a` des fre´quences inde´pendantes les unes des autres. A` leur activation, les
fonctions re´cupe`rent les donne´es rec¸ues et s’exe´cutent pour envoyer leur commande a` la
fonction suivante. Ce type de chaˆıne est adapte´ a` notre proble`me car une partition est
exe´cute´e strictement pe´riodiquement, sans attendre un e´ve´nement particulier en entre´e.
Dans la suite de ce manuscrit, nous utilisons le terme chaˆıne pour de´signer une chaˆıne
de donne´es.
2.2.3 Les principaux standards de communication dans l’avionique
Dans cette partie, nous proposons une bre`ve synthe`se des technologies de communica-
tion utilise´es dans l’ae´ronautique. Pour des raisons de suˆrete´ et de se´curite´ des appareils,
les re´seaux employe´s doivent eˆtre de´terministes, i.e. le temps maximal pour transmettre
un message doit eˆtre connu. Nous montrons ci-dessous comment chaque re´seau re´pond a`
cette garantie.
2.2.3.1 ARINC 429
Le bus ARINC 429 [62] est bus point-multipoint utilise´ dans les architectures avio-
niques depuis l’ave`nement des architectures fe´de´re´es. Il y a une source pour 20 destinataires
au maximum comme le montre la Figure 2.8 : ce me´dia est par conse´quent de´terministe
puisque le temps maximum pour transmettre un message est connu. Un destinataire ne
peut pas re´pondre sur le meˆme me´dia : il doit avoir son propre bus ou` il est l’e´metteur
pour pouvoir re´pondre, meˆme pour un acquittement.
Un e´metteur envoie un message de taille 32 bits dont 19 sont pre´vus pour les donne´es.
Un label de 8 bits identifie les donne´es transmises sur le bus comme l’illustre la Figure
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2.8. Un e´metteur diffuse pe´riodiquement les mises a` jour des donne´es produites. Les
destinataires lisent celles-ci a` leur rythme.
Figure 2.8 Transmission des donne´es sur un bus ARINC 429
L’avantage de ce bus est son de´terminisme. Cependant, la nature mono-e´mettrice
de chaque e´quipement ne´cessite un nombre de caˆbles devenant rapidement grand pour
connecter tous les e´quipements source de donne´es vers leur-s destinataire-s : des proble`mes
d’inte´gration peuvent apparaˆıtre.
2.2.3.2 CAN
CAN, pour Controller Area Network (CAN), est un bus de communication sur priorite´
des e´ve´nements standardise´ dans l’ARINC 825 [63]. De´veloppe´ dans un premier temps
par l’industrie automobile pour les syste`mes temps-re´el embarque´s ne´cessitant un haut
niveau d’inte´grite´, il a e´te´ repris dans un second temps dans les industries ae´ronautique et
spatiale. Il imple´mente un protocole de communication Carrier Sense Multiple Access with
Collision Resolution and Bitwise Arbitration (CSMA-CR/BA). La re´solution de collision
(CR pour Collision Resolution) permet d’eˆtre non destructif : toutes les transmissions
commencent au meˆme instant. La couche physique imple´mente un  ET  logique pour
effectuer un arbitrage bit par bit (BA pour Bitwise Arbitration) : de`s qu’une station ne
reconnaˆıt pas le bit qu’elle a transmis, elle s’arreˆte d’e´mettre. Comme chaque flux a une
priorite´ diffe´rente des autres, il restera a` la fin un seul e´metteur sur le bus. CAN est tre`s
souvent classe´ dans les protocoles de communication Carrier Sense Multiple Access with
Collision Avoidance (CSMA-CA), mais il n’essaie pas d’e´viter les collisions, il les re´sout
en prenant en compte la priorite´ de chaque flux au de´but d’une transmission.
2.2.3.3 MIL-STD-1553
Le bus MIL-STD-1553 [64] a e´te´ en tout premier lieu utilise´ dans l’avionique militaire.
Il imple´mente un protocole de communication a` acce`s controˆle´ par un chef d’orchestre,
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nomme´  polling . Ce chef d’orchestre scrute re´pe´titivement les stations et les autorise
a` envoyer un message.
C’est un bus commande/re´ponse. Diffe´rents terminaux sont connecte´s au bus : le
controˆleur du bus qui orchestre toutes les communications et les terminaux distants. Les
terminaux distants peuvent eˆtre une station distante ou une interface vers un ou plusieurs
sous-syste`mes. Le controˆleur est le proprie´taire du bus : les terminaux distants e´coutent
le bus en attendant les commandes envoye´es par le chef d’orchestre pour envoyer ou
recevoir des donne´es. C’est un syste`me centralise´ hie´rarchise´ autour du controˆleur du bus.
L’architecture du MIL-STD-1553 est une architecture commande/surveillance (
COMmand-MONitor (COM/MON)) : un nombre de surveillants e´coute le bus afin
de recueillir des donne´es pour de futures analyses. Ces surveillants sont transparents pour
tous les terminaux, meˆme pour un terminal utilise´ en mode normal alors qu’il est aussi
surveillant.
2.2.3.4 ARINC 629
Avec l’augmentation du nombre de partitions communicantes et par conse´quent du
nombre de bus ARINC 429, Boeing a propose´ en 1989 un nouveau bus multi-e´metteur,
multi-re´cepteur : l’ARINC 629. L’ARINC 629 [65] est utilise´ dans les Boeing 777 et les
Airbus 330 et 340 depuis 1995 [66, 67].
Bus de donne´es bidirectionnel a` 2 Mbps, l’ARINC 629 est capable de connecter
jusqu’a` 120 terminaux sur un meˆme bus. Le protocole de communication associe´ a` ce
bus se de´cline en deux formes : le protocole basique (Basic Protocol) et le protocole
combine´ (Combined Protocol). Le protocole basique est base´ sur du CSMA-CA avec une
notion de Time Division Multiple Access (TDMA) dynamique. Il permet la transmission
pour chaque station d’un message a` chaque pe´riode, identique pour toutes les stations.
Le protocole combine´ de l’ARINC 629 associe quant a` lui les modes pe´riodiques et
ape´riodiques. Dans ce protocole de communication, les trafics sont divise´s en trois niveaux
comme le montre la Figure 2.9 :
— Le niveau 1 contient tous les trafics pe´riodiques.
— Le niveau 2 contient tous les trafics ape´riodiques dits urgents.
— Le niveau 3 contient tous les trafics ape´riodiques non urgents. Dans ce niveau,
les messages ge´ne´re´s lors du cycle pre´ce´dent sont prioritaires par rapport a` ceux
ge´ne´re´s dans le cycle courant.
Les trafics des niveaux 1 et 2 doivent eˆtre garantis, tandis que ceux du niveau 3 sont des
trafics dits best-effort : ils sont envoye´s s’il reste du temps.
L’ARINC 629, de par son partage des ressources de communication, a permis de
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Figure 2.9 Cycle du bus dans le protocole combine´ de l’ARINC 629
re´duire le nombre de liens physiques entre les diffe´rentes stations. Il est aussi de´terministe
puisqu’il est possible de donner les de´lais de transmission maximum pour des flux garantis.
Un de ses inconve´nients est le couˆt e´leve´ des composants, qui a amene´ a` re´fle´chir a` de
nouveaux protocoles utilisant des composants sur e´tage`res.
2.2.3.5 ARINC 664 part 7 ou AFDX
Avionics Full DupleX switched Ethernet (AFDX) est un re´seau Ethernet commute´ a`
100 Mbps spe´cifie´ dans l’ARINC 664 partie 7 [68]. Il vise a` re´duire le volume et le poids
duˆs a` la complexite´ croissante de l’ajout d’e´quipements supple´mentaires.
Pour obtenir un re´seau Ethernet commute´ de´terministe, le re´seau AFDX inclut des
me´canismes spe´cifiques tels qu’une configuration statique et le controˆle du trafic.
La configuration statique consiste a` de´finir statiquement le re´seau complet avant un
de´collage : la topologie du re´seau, le nombre d’unite´s connecte´es, l’allocation des VLs
donnant une bande passante pour chaque message transitant par le re´seau AFDX, les
parame`tres et les tables des commutateurs. Chaque VL est de´fini par trois parame`tres :
1. Une bande passante alloue´e (Bandwidth Allocation Gap (BAG)) correspondant a`
la dure´e minimale entre deux e´missions d’une trame du meˆme VL (flux sporadique).
La valeur du BAG est e´gale a` 2k millisecondes, k e´tant choisi entre 0 et 7 (soit 1,
2, 4, ... ou 128 ms).
2. Une longueur maximale de la trame Ethernet Lmax en octets,
3. Une gigue maximale.
Le controˆle du trafic est utilise´ pour garantir une qualite´ de service donne´e : un de´lai
ou une gigue a` ne pas de´passer, la probabilite´ qu’une trame soit perdue a` cause d’une
congestion. Des me´canismes de re´gulation de trafic (traffic shaping) re´gulent le trafic a`
la source afin d’assurer que chaque flux est dans son mode`le donne´. Des me´canismes de
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politique de trafic (traffic policing) assurent au niveau de chaque commutateur qu’une
source ne transmet pas plus qu’elle n’est autorise´e.
2.2.3.6 TTEthernet
TTEthernet pour Time-Triggered Ethernet [69] propose une ame´lioration du standard
Ethernet pour prendre en compte a` la fois des trafics temps-re´el et non temps-re´el [70].
Pour cela, ce standard ajoute une sur-couche sur la pile Ethernet contenant les services
Time-Triggered tels que la synchronisation et le maintien d’une horloge commune pour
tous les e´quipements d’une architecture distribue´e, et la transmission des messages selon
des cycles temporels. Pour ce dernier cas, un ordonnancement de la transmission des
messages dits Time-Triggered est effectue´ hors-ligne : ceci permet d’avoir le controˆle
des de´lais de transmission et de la gigue pour la transmission de messages temps-re´el
critiques.
Trois classes de trafic peuvent eˆtre transmises sur un re´seau TTEthernet : les messages
Time-Triggered, a` taux contraint et Best-Effort.
Les messages Time-Triggered (TT) sont transmis sur le re´seau selon une se´quence
pre´de´finie hors-ligne. Par conse´quent, a` aucun moment deux messages TT peuvent se
retrouver en concurrence pour l’acce`s au me´dia de communication : la latence et la gigue
de communication sont connues a` l’avance. La priorite´ de ces messages est supe´rieure aux
deux autres classes de trafic de´finies ci-apre`s. Si une station ne transmet pas un message
TT, la bande passante re´serve´e est alors libe´re´e pour les autres classes de trafic.
Les messages a` taux contraint (Rate-Constrained (RC)) sont utilise´s par les applica-
tions ayant des exigences de de´terminisme et temps re´el moins strictes que les applications
time-triggered strictes. Ce sont des messages e´mis sporadiquement conforme´ment au
standard ARINC 664 partie 7 (AFDX). Pour chaque application, une bande passante
est pre´de´finie et les de´lais sont dans les limites de´finies. De la gigue peut apparaˆıtre a`
cause des de´lais d’attente dans les commutateurs.
Les messages dits Best-Effort (BE) sont associe´s aux trafics qui ne sont pas temps-re´el
et imple´mentent l’approche Ethernet classique. Ces messages ont la priorite´ la plus faible
et n’ont pas de garantie par rapport aux autres classes de trafic : ils sont envoye´s sur la
bande passante restante du re´seau.
2.2.4 E´valuation des de´lais de transmission pire cas
E´valuer les de´lais de transmission pire cas consiste a` certifier qu’un message arrivera
quoiqu’il se passe en un temps maximal donne´. La recherche d’une allocation distribue´e,
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sans connaissance a priori de l’architecture mate´rielle, ame`ne a` une complexite´ tant a` la
fois sur la recherche d’une allocation et d’un ordonnancement que sur l’allocation des
routes sur le re´seau. De´terminer le de´lai pire cas de bout-en-bout pour chaque message
sur un me´dia partage´ est de´pendant de tous les flux y passant. Pour ve´rifier les exigences
de bout-en-bout des syste`mes, Lauer [3] tout comme Badache [71] prennent en compte
des de´lais de traverse´e du re´seau variables mais borne´s entre un meilleur (Best-Case
Traversal Time (BCTT)) et un pire temps de traverse´e (Worst-Case Traversal Time
(WCTT)).
Dans la suite de ce manuscrit, nous conside´rons une borne supe´rieure du de´lai,
inde´pendante des re´seaux de communication. Cette borne nous permet de rechercher
une allocation distribue´e sans connaissance a priori des re´seaux utilise´s. Cette borne
peut eˆtre ve´rifie´e par diffe´rentes me´thodes de`s lors que nous connaissons l’architecture
mate´rielle et les routes sur lesquelles passent les messages. Les trois principales me´thodes
utilise´es dans l’avionique sont le calcul re´seau [72, 73], l’approche par trajectoire [74] et
la ve´rification de mode`les [75, 76].
2.3 Contraintes de latence de bout-en-bout
Dans les syste`mes temps-re´el stricts, des contraintes temporelles de bout-en-bout
doivent eˆtre ve´rifie´es. Par exemple, le de´lai entre l’acquisition de la donne´e d’un capteur et
son enregistrement dans les enregistreurs de vol doit eˆtre garanti : il ne doit pas de´passer
les 500 millisecondes [23] comme nous l’illustrons Figure 2.10. Nous nous inte´ressons
ici aux calculs des latences de bout-en-bout des syste`mes. Elles ne doivent pas exce´der
des bornes maximales spe´cifie´es par les syste´miers. Dans le cadre d’une architecture
distribue´e, l’allocation et l’ordonnancement des partitions sur les processeurs, ainsi que
leur communication doivent eˆtre pris en compte dans l’e´valuation des contraintes de
communication de bout-en-bout. Les syste`mes peuvent eˆtre caracte´rise´s par diffe´rents
parame`tres qui vont impacter le calcul de ces latences : tous les processeurs peuvent eˆtre
synchronise´s ou non a` une horloge commune (2.3.1), ou bien le traitement des donne´es
est diffe´rent d’un syste`me a` l’autre (2.3.2).
Figure 2.10 Exemple de contrainte de bout-en-bout d’une chaˆıne de donne´es
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2.3.1 Synchronisme vs. Asynchronisme des processeurs et des re´seaux
Deux processeurs sont synchronise´s si leurs cycles d’exe´cution de´marrent au meˆme
instant : leur horloge est commune. Autrement, ils sont asynchrones. De la meˆme manie`re,
un re´seau est synchrone si l’envoi des messages est effectue´ selon un espace-temps cyclique
pre´de´fini. Dans le cadre des architectures IMA, les processeurs et les re´seaux sont
asynchrones. A` l’inverse, les architectures DIMA spe´cifie´es dans [15, 20, 49, 77–81]
reposent sur une architecture ou` les processeurs et les re´seaux sont synchrones. Par
ailleurs, les communications sont synchronise´es avec les processeurs [15, 49, 77].
Cette architecture distribue´e propose´e en premier dans le standard DO-297 [15]
repose sur un syste`me comple`tement pe´riodique ou` tout est re´serve´ (Time-Triggered) :
l’exe´cution d’une partition dans un processeur et la transmission d’un message sur le re´seau.
L’avantage de cette architecture est de de´terminer a` l’avance les motifs d’exe´cution et de
transmission des applications les plus critiques [78], mais une fois conc¸ue, l’architecture
sera difficilement modifiable [82]. Graˆce a` un re´seau TTEthernet (cf. 2.2.3) par exemple,
il est tout de meˆme possible de transmettre des flux sporadiques ou ape´riodiques entre
deux messages pe´riodiques. Tout le syste`me est synchronise´ : tous les processeurs doivent
se mettre d’accord sur une horloge commune.
Dans le cadre de cette the`se, nous travaillons sur une architecture DIMA asynchrone,
que ce soit au niveau des processeurs ou des re´seaux.
2.3.2 Se´mantiques de bout-en-bout
En 2008, Feiertag et al. [83] soulignent que beaucoup de travaux traitent de l’e´valuation
des latences de transmission tandis que les latences de bout-en-bout dans des syste`mes
multi-pe´riodiques ont rec¸u peu d’attention jusqu’alors. Ils proposent quatre se´mantiques
de bout-en-bout repre´sente´es Figure 2.11 pour e´tudier les re´actions ge´ne´rales de tous types
de syste`mes automobiles, en conside´rant les me´canismes et effets spe´cifiques typiquement
pre´sents dans les plates-formes d’exe´cution automobile tels que le sur-e´chantillonnage, le
sous-e´chantillonnage et la gigue.
Chaque syste`me a ses propres contraintes. Prenons deux exemples parlants dans
l’automobile ou` la re´action du syste`me doit eˆtre de´terministe. Le syste`me de de´clenchement
des airbags doit eˆtre re´actif pour sauver des vies. Pour valider ce syste`me, l’instant le
plus de´favorable pour la  premie`re re´action  du syste`me doit eˆtre de´termine´ et ne pas
exce´der une limite, e.g. 150 millisecondes dans cas du de´clenchement de l’airbag depuis
le volant du conducteur pour e´viter un traumatisme fatal. Un second exemple concerne
les applications de controˆle du ve´hicule telles que le re´gulateur de vitesse automatique
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ou bien le correcteur e´lectronique de trajectoire. Ces applications peuvent eˆtre re´parties
sur un certain nombre de processeurs, impliquant le transit des donne´es sur le re´seau :
l’aˆge des donne´es augmente avec un impact e´vident sur la qualite´ des mode`les de controˆle
d’origine. Pour les concepteurs de syste`me, il est de la plus haute importance de controˆler
ces effets au plus toˆt pour e´viter une nouvelle conception du syste`me tardive (et couˆteuse).
Figure 2.11 Se´mantiques de bout-en-bout
Les quatre se´mantiques sont les suivantes :
1. Le de´lai Last In - First Out (LIFO) : ce de´lai est e´gal au temps e´coule´ entre
la dernie`re entre´e non e´crase´e courante de la premie`re partition de la chaˆıne de
donne´es et sa premie`re utilisation par la dernie`re partition de la chaˆıne.
2. Le de´lai Last In - Last Out (LILO) ou  aˆge maximal d’une donne´e  : ce
de´lai est e´gal au temps e´coule´ entre la dernie`re entre´e non e´crase´e courante de
la premie`re partition de la chaˆıne de donne´es et sa dernie`re utilisation par la
dernie`re partition de la chaˆıne. Ce retard trouve son importance dans de nombreux
syste`mes multi-pe´riodiques tels que les syste`mes de controˆle ou` l’inte´reˆt re´side
dans la fraˆıcheur ou l’aˆge des donne´es produites. Nous pouvons remarquer que la
dernie`re entre´e non e´crase´e qui se propage vers la dernie`re partition est autant
prise en compte dans les de´lais LIFO et LILO.
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3. Le de´lai FIFO ou  de´lai de premie`re re´action  : ce de´lai est e´gal au temps
e´coule´ entre la premie`re entre´e non e´crase´e courante de la premie`re partition de la
chaˆıne de donne´es et sa premie`re utilisation par la dernie`re partition de la chaˆıne.
Ce retard trouve son importance dans des syste`mes devant eˆtre re´actif face a` un
e´ve´nement tels que le de´clenchement d’un airbag.
4. Le de´lai First In - Last Out (FILO) : ce de´lai est e´gal au temps e´coule´ entre
la premie`re entre´e non e´crase´e courante de la premie`re partition de la chaˆıne de
donne´es et sa dernie`re utilisation par la dernie`re partition de la chaˆıne. Il spe´cifie
le temps le plus long d’existence de la donne´e e´mise par la premie`re partition.
Dans le contexte avionique, nous nous inte´ressons au de´lai de premie`re re´action pour
des syste`mes critiques tels que l’affichage des donne´es pour les pilotes ou l’enregistrement
des donne´es de vol.
2.4 Strate´gies de recherche d’allocations valides
Nous nous inte´ressons dans cette the`se a` l’allocation des diffe´rentes partitions dans
une architecture distribue´e. Cette architecture doit ve´rifier les exigences associe´es a` l’IMA
[15]. Pour eˆtre certifie´e, toute l’architecture doit eˆtre pre´dictible, i.e. l’e´tat d’un syste`me
doit eˆtre connu a` tout instant, et respecter les contraintes temporelles de bout-en-bout des
diffe´rents syste`mes avioniques. En 2.4.1, nous mettons en avant la complexite´ d’allouer,
d’ordonnancer et de ve´rifier les exigences de bout-en-bout des syste`mes avioniques. En
2.4.2, nous de´taillons les diffe´rentes strate´gies d’allocation prenant en compte ces trois
e´tapes dans diffe´rents domaines.
2.4.1 Allocation, ordonnancement, exigence
Dans le contexte avionique traite´ dans cette the`se, le proble`me est d’ordonnancer
hors-ligne un ensemble de partitions pe´riodiques avec des pe´riodes harmoniques. Korst
et al. [22] montrent que l’ordonnancement de fonctions non-pre´empte´es pe´riodique est
NP-complet dans le sens fort dans le cas d’un monoprocesseur, mais que ce proble`me
se re´sout en un temps polynomial si les pe´riodes sont harmoniques. Eisenbrand et al.
[54, 55] montrent qu’un ordonnancement de fonctions avec des pe´riodes harmoniques
sur un processeur existe si et seulement si un tel ordonnancement base´ sur une se´quence
d’intervalles cycliques appele´s  bin  existe (cf. 2.1.2.3). Ceci revient a` ordonnancer
les fonctions par pe´riode croissante dans les bins. La taille d’un bin correspond a` la
plus petite pe´riode des fonctions pre´sentes dans le processeur. Leur nombre dans une
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se´quence est donne´ par le ratio entre la plus longue et la plus petite pe´riode. E´tant
donne´ que les pe´riodes sont harmoniques, le plus petit commun multiple (PPCM) des
pe´riodes est la plus grande pe´riode de toutes les fonctions : cette valeur est appele´e
 hyper-pe´riode . La se´quence ge´ne´re´e par l’algorithme des bins est re´pe´te´e a` chaque
hyper-pe´riode. L’algorithme dans [54, 55] s’adapte bien a` notre contexte puisque nous
conside´rons des partitions avec des pe´riodes harmoniques.
Lorsque des partitions communicantes sont distribue´es sur un ensemble de processeurs,
une analyse des de´lais de bout-en-bout est ne´cessaire afin de ve´rifier que les contraintes
temporelles de bout-en-bout sont satisfaites.
Le premier aspect de cette analyse de bout-en-bout concerne le de´lai de transmission
sur le me´dia de communication. Les approches classiques dans le contexte avionique sont
base´es sur le calcul re´seau et l’approche par trajectoire [84, 85].
Le second aspect concerne l’analyse temporelle d’une chaˆıne de communication
comple`te, i.e. l’analyse du de´lai entre le de´but de l’exe´cution de la premie`re partition de
la chaˆıne jusqu’a` la fin de l’exe´cution de la dernie`re partition de cette meˆme chaˆıne. Cette
analyse est base´e sur des se´mantiques de bout-en-bout de´finies par Feiertag [83]. Comme
tous les syste`mes doivent eˆtre pre´dictibles dans l’avionique, le type de chaˆıne conside´re´
dans cette the`se est une chaˆıne dite de donne´es (cf.2.2.2) [61]. Diffe´rentes analyses pour de
telles chaˆınes ont e´te´ propose´es, e.g. [3, 86–89]. Le point de de´part de toutes ces approches
est une connaissance de l’allocation des fonctions sur les diffe´rents processeurs. Ceci
signifie qu’il faut avoir construit au pre´alable les allocations pour pouvoir les appliquer.
Toute la difficulte´ de ce proble`me est de pouvoir e´valuer la satisfaction des exigences de
bout-en-bout tout en construisant l’architecture avionique. Diffe´rentes strate´gies peuvent
eˆtre mises en place.
2.4.2 Strate´gies d’allocation
Le processus d’allocation des ressources est effectue´ par l’inte´grateur syste`me. Il
propose une allocation initiale des partitions hoˆtes sur les ressources mate´rielles offertes
par une architecture donne´e. Il ve´rifie ensuite que les ressources pre´vues ne vont pas
sur-allouer le syste`me [7]. Mais cette de´marche doit eˆtre re´pe´te´e tant qu’une allocation
ne respecte pas toutes les exigences, ce qui est couˆteux en temps et par conse´quent en
argent [14].
Diffe´rents travaux proposent de re´partir un ensemble de partitions sur une architec-
ture distribue´e depuis quelques anne´es. Les premie`res propositions sur les architectures
DIMA sont de chercher des allocations et des ordonnancements sur des architectures
comple`tement synchrones [15, 20, 49, 77–81].
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Deux strate´gies d’allocation peuvent eˆtre imple´mente´es dans le cadre d’architectures
synchrones ou asynchrones. La premie`re strate´gie dite  comple`te  assigne toutes les
partitions aux diffe´rents processeurs, avant de rechercher des ordonnancements validant
les contraintes de bout-en-bout. La deuxie`me dite  ite´rative  alloue les partitions au
fur et a` mesure que des allocations avec un ordonnancement validant ces contraintes ont
e´te´ trouve´es. Nous de´taillons ces deux strate´gies ci-dessous.
2.4.2.1 Allocation comple`te
Une allocation comple`te consiste a` allouer les partitions sur les processeurs disponibles
et a` les ordonnancer. Cette ordonnancement de´pend a` la fois des communications et
des exigences de bout-en-bout a` valider. Connaˆıtre le placement des partitions sur les
diffe´rents processeurs permet de revenir a` un ordonnancement par partitionnement (c.f.
2.1.2.3), i.e. un ordonnancement monoprocesseur. Deux groupes de solutions s’appuient
sur ce principe.
Le premier groupe de solutions porte´ par Al Sheikh [90] proce`de en deux e´tapes :
dans un premier temps, il ordonnance les partitions sur les diffe´rents processeurs, puis il
route les diffe´rents flux sur le re´seau avionique. Sur le meˆme principe, Badache [71], en
fonction d’une allocation pre´de´finie, cherche les ordonnancements permettant de satisfaire
les contraintes de bout-en-bout. De telles approches ne peuvent pas eˆtre directement
applique´es a` notre proble`me. Ces me´thodes reviennent a` d’abord allouer les partitions sur
les processeurs disponibles de telle sorte qu’au moins un ordonnancement valide existe
pour chaque processeur, puis ve´rifier que les contraintes de de´lai de bout-en-bout sont
satisfaites. Le premier proble`me souleve´ est le nombre d’allocations candidates qui explose
avec un nombre de partitions croissant. Le deuxie`me proble`me concerne l’ordonnancement
dans chaque processeur qui reste un proble`me NP-complet dans le sens fort [22].
Le deuxie`me groupe de solutions, propose´ dans les travaux de Tindell et al. [91] et
Ekelin et Jonsson [92], recherche une allocation des partitions qui minimise les couˆts de
communication. Tindell et al. [91] proposent un algorithme d’ordonnancement hors-ligne
multiprocesseur pour ordonnancer des partitions en prenant en compte le temps de
traverse´ des communications avec un protocole spe´cifique, i.e. Token Ring : les sous-
syste`mes communicants sont regroupe´s en cluster pour minimiser le trafic sur le bus et
ame´liorer le se´quencement des partitions. Ekelin et Jonsson [92] regroupent eux-aussi les
fonctions de´pendantes sur les meˆmes machines de fac¸on a` minimiser les communications
sur le re´seau. Ces approches se focalisent sur les couˆts de communication qui sont un
proble`me mineur dans notre cas : nous devons eˆtre capables de valider des contraintes de
bout-en-bout.
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Ces me´thodes, utilise´es lorsque l’architecture finale est connue, permettent de de´finir
l’allocation ge´ographique des partitions, les couˆts de communication, et par conse´quent
e´valuer les WCTTs. Des algorithmes d’optimisation tels que les me´thodes exactes ou
bien des me´ta-heuristiques peuvent eˆtre utilise´s pour trouver des ordonnancements en
fonction d’une allocation donne´e. Malheureusement, si l’allocation ne fonctionne pas
a` cause du placement de deux partitions dans deux processeurs distincts par exemple,
il faut ve´rifier tous les ordonnancements, ce qui ame`ne a` une suppression tardive des
allocations impossibles.
2.4.2.2 Allocation ite´rative
Une allocation ite´rative est une approche inte´gre´e qui consiste a` allouer et ordonnancer
chaque partition sur les processeurs disponibles et a` ve´rifier que les exigences de bout-en-
bout sont satisfaites avant de recommencer la meˆme proce´dure jusqu’a` ce que la dernie`re
partition soit alloue´e. Ce type d’approche est le plus prometteur pour notre proble`me
puisque l’allocation associe´e a` un ordonnancement et les de´lais de bout-en-bout sont
de´pendants l’un de l’autre.
Zhu et al. [93] et Mehiaoui et al. [94] adressent le proble`me d’allocation et d’ordonnan-
cement avec un respect de contraintes temporelles dans le contexte automobile. Base´s sur
une Optimisation Line´aire en Nombres Entiers (OLNE), ces deux approches permettent
d’allouer les taˆches et les messages en fonction de priorite´s qui leurs sont assigne´s. Cette
OLNE re´pond a` des syste`mes de petite taille. Pour re´soudre le proble`me d’allocation sur
des syste`mes de taille industrielle, Mehiaoui et al. [94] combinent cette OLNE avec un
algorithme ge´ne´tique. Dans [95–97], les auteurs s’inte´ressent aux modifications possibles
des contraintes dans une allocation donne´e. Ces modifications peuvent eˆtre de deux ordres.
Le premier, nomme´  extensibility , consiste a` e´valuer a` quel point les temps d’exe´cution
des fonctions peuvent eˆtre augmente´s avant de violer les contraintes du syste`me. Le
deuxie`me, nomme´  flexibility , consiste a` e´valuer si des allocations donne´es ne´cessitent
un nombre minimal de modifications en cas de mise a` jour d’exigences. A` la diffe´rence de
l’IMA ou` un ordonnancement statique strictement pe´riodique est construit hors-ligne,
ces approches se placent dans un mode`le d’exe´cution sur e´ve´nements en-ligne.
Il existe peu de travaux qui traitent des proble`mes d’allocation et d’ordonnancement
multiprocesseur de fonctions non pre´empte´es strictement pe´riodiques avec des contraintes
de de´pendances et de bout-en-bout. Les travaux de Kermia [59] se rapprochent de
notre proble´matique mais diffe`rent sur certains points. Kermia recherche une allocation
valide en trouvant un ensemble d’ordonnancement sur des processeurs synchrones. Une
allocation est inacceptable si les exigences de bout-en-bout, de´finies implicitement avec la
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se´mantique de´lai de premie`re re´action, ne sont pas satisfaites. Dans l’avionique civile, tous
les processeurs ainsi que les moyens de communication sont actuellement asynchrones.
Par ailleurs, Kermia [59] essaie de regrouper les taˆches en fonction de leur de´pendance
et ainsi de re´duire le nombre de processeurs. Afin d’obtenir une distribution accrue des
partitions, nous recherchons de notre coˆte´ a` trouver des allocations valides avec le plus
grand nombre de processeurs possibles.
2.4.2.3 Re´duction de l’espace de recherche
Comme nous l’avons e´voque´ en 2.4.1, une des complexite´s amene´e par une distribution
accrue est le nombre d’allocations qui peut exploser. Diffe´rents travaux proposent des
me´thodes pour allouer des partitions en fonction des ressources ou des proble´matiques de
redondance.
Certaines fonctions requie`rent des ressources spe´cifiques comme les E/Ss telles que
des capteurs, des actionneurs et des e´crans. Dans [56, 98–100], les auteurs prennent
en compte ces contraintes de ressources pour restreindre les processeurs auxquels une
fonction peut eˆtre attribue´e : ceci re´duit l’espace de recherche des allocations. Par ailleurs,
des me´canismes de redondance sont applique´s dans le cadre de syste`mes temps-re´el
critiques en re´pliquant les fonctions sur plusieurs processeurs [99, 101]. Islam et al. [102]
allouent en premier les fonctions pe´riodiques re´plique´es avant d’allouer les non-pe´riodiques
afin de re´duire l’espace de recherche des allocations. A` chaque fois qu’ils attribuent une
fonction a` un processeur, ils essaient de trouver un ordonnancement valide.
2.5 Positionnement
Dans cette section, nous positionnons les objectifs de la the`se parmi l’ensemble des
solutions propose´es dans la litte´rature.
2.5.1 La recherche d’architectures distribue´es dans un contexte IMA
La recherche d’architectures distribue´es est mene´e dans les domaines de l’ae´ronautique
et de l’automobile.
Dans l’ae´ronautique, l’allocation des fonctions avioniques s’effectue sur une architec-
ture mate´rielle donne´e. Une recherche des ordonnancements satisfaisant les exigences de
bout-en-bout revient a` ve´rifier que les ordonnancements monoprocesseurs satisfassent les
contraintes temporelles. L’ide´e de distribuer plus fortement les partitions a e´te´ amene´e
par l’annexe D de la DO-297 [15] sous le nom de DIMA : il s’agit de mettre en place
une architecture comple`tement synchrone, que ce soit au niveau des processeurs ou des
communications.
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Dans l’automobile, les fonctions automotives sont alloue´es et ordonnance´es sur un
mode`le d’exe´cution par e´ve´nement. La distribution de ces fonctions s’effectue par une
approche ite´rative : l’allocation, l’ordonnancement et la ve´rification des exigences syste`mes
sont traite´s en meˆme temps.
Dans ces diffe´rents travaux, le souhait reste de minimiser le nombre de processeurs
utilise´s.
Dans notre contexte industriel illustre´ en Annexe A, nous souhaitons une distribu-
tion accrue des partitions : nous cherchons un ensemble de solutions avec diffe´rents
nombres de processeurs afin d’ajouter de nouvelles fonctionnalite´s ainsi que des nouveaux
e´quipements. Le besoin de´fini par ce contexte est de garder les proprie´te´s de l’IMA,
i.e. un ordonnancement hors-ligne, l’asynchronisme des processeurs voire des moyens de
communication, et de respecter les exigences des syste`mes avioniques. Nous re´pondons a`
ce proble`me dans les Chapitres 3 et 4 en proposant deux approches inte´grant en meˆme
temps l’allocation, l’ordonnancement et la satisfaction des exigences de bout-en-bout.
2.5.2 Inte´gration des temps de transmission dans une architecture dis-
tribue´e
Une re´partition accrue des partitions implique un transit plus important des donne´es
sur le re´seau, augmentant par conse´quent les de´lais d’une chaˆıne de partitions commu-
nicantes [83]. Pour les concepteurs de syste`mes, il est de la plus haute importance de
controˆler ces effets au plus toˆt pour e´viter une nouvelle conception du syste`me tardive
(et couˆteuse).
Le choix du re´seau de communication trouve son importance ici car selon le protocole
et les liens physiques choisis, un message ne mettra pas le meˆme temps pour eˆtre transmis.
E´tant donne´ que l’architecture physique est construite au fur et a` mesure, les temps
de transmission des messages restent de´pendants de l’allocation des partitions et des
re´seaux traverse´s. Au lieu de spe´cifier les re´seaux de communication entre certains
types de processeurs, nous proposons, une fois que toutes les partitions sont place´es et
ordonnance´es, de spe´cifier les temps de transmission maximum autorise´s. Le choix du-des
re´seau-x est ensuite laisse´ a` l’inte´grateur qui ve´rifiera que les temps de transmission sont





Dans cette partie, nous nous inte´ressons a` une distribution des partitions sur un
nombre borne´ de processeurs. L’objectif est le suivant :
Un ensemble de n partitions P = {P1, ..., Pn} doit eˆtre alloue´ sur un ensemble
d’au plus maxNbPE processeurs identiques PE note´ E = {PE1, ..., PEmaxNbPE}
tout en respectant leurs contraintes temporelles.
Si maxNbPE n’est pas spe´cifie´, il prend la valeur de n, i.e. chaque partition peut avoir
son propre processeur.
Illustrons notre objectif avec l’exemple suivant. Dans l’exemple de la Table 3.1, six
partitions strictement pe´riodiques, avec des pe´riodes Ti harmoniques et des pires temps
d’exe´cution Ci, doivent eˆtre alloue´es sur au plus trois processeurs. Nous recherchons donc
les allocations possibles sur un a` trois processeurs.
Table 3.1 Spe´cification temps-re´el des parame`tres de l’exemple illustratif







Ces partitions e´changent des donne´es entre elles. Des contraintes de de´lai de bout-
en-bout entre le de´but de l’exe´cution de la partition source et la fin de l’exe´cution de
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la partition destinatrice Dchk,max peuvent exister. Chaque donne´e de´finie une chaˆıne de
partitions chk. Reprenons l’exemple de la Table 3.1 : dans cet exemple illustratif, trois
chaˆınes de communication sont de´finies ainsi :
Ch = {ch1, ch2, ch3}
ch1 = {P1, P2, P3}, Dch1,max = 30ms
ch2 = {P2, P5}, Dch2,max = 40ms
ch3 = {P4, P5, P6}, Dch3,max = 60ms
Pour simplifier l’illustration, nous conside´rons que les latences de communication
sont constantes. Dans cet exemple, lorsque deux partitions sont distantes, i.e. les deux
partitions sont sur des processeurs distincts, cette latence vaut 1 ms. A` l’inverse, cette
latence est nulle lorsque celles-ci sont sur le meˆme processeur.
Pour trouver les allocations avec des ordonnancements validant les contraintes de
bout-en-bout, nous conside´rons le mode`le de´crit ci-apre`s en 3.1. Nous proposons deux
algorithmes selon une de´marche incre´mentale : une approche inte´gre´e de´crite en 3.2 et
une heuristique gloutonne de´taille´e dans le Chapitre 4.
3.1 Mode`le de distribution
Notre mode`le se de´compose en cinq parties : la de´finition et le parame´trage des
partitions en 3.1.1, le choix d’allouer des partitions dans un ensemble particulier de
processeurs en 3.1.2, les contraintes d’ordonnancement dans le contexte IMA en 3.1.3,
l’asynchronisme des processeurs en 3.1.4 et son impact sur les contraintes de bout-en-bout
en 3.1.5. Nous terminons cette partie par le proble`me ge´ne´ral d’allocation en 3.1.6.
3.1.1 Partitions strictement pe´riodiques de pe´riode harmonique
Dans le cadre de l’ARINC 653 [1], les partitions sont strictement pe´riodiques de
pe´riode harmonique. Chaque partition est caracte´rise´e par le couple (pe´riode, pire temps
d’exe´cution) note´ (Ti, Ci) illustre´ Figure 3.1. E´tant donne´ que tous les processeurs sont
identiques, le WCET d’une partition est le meˆme quel que soit le processeur. Par
ailleurs, la stricte pe´riodicite´ des partitions implique que la dure´e entre deux exe´cutions
conse´cutives est exactement de Ti comme dans la Figure 3.1.
Chaque partition fonctionne avec une se´mantique  Lecture-Traitement-Ecriture .
Les partitions s’e´changent des donne´es au travers des canaux virtuels, appele´s canaux
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Figure 3.1 Partition strictement pe´riodique
Figure 3.2 Exe´cution et traitement des messages par une partition
APEX dans l’ARINC 653 [1] illustre´s Figure 3.2.
Nous conside´rons dans ce manuscrit la se´mantique de de´lai de premie`re re´action (cf.
2.3.2). Par conse´quent, les ports des partitions sont en mode  queuing  : a` chaque
exe´cution, la partition destinatrice utilise toutes les donne´es rec¸ues dans la file d’attente
afin de re´cupe´rer la premie`re donne´e e´mise par la partition source.
3.1.2 Allocation
Notre mode`le doit associer une architecture mate´rielle et une architecture fonctionnelle.
Le nombre de processeurs n’est pas fixe´ a` l’avance. Nous faisons donc l’hypothe`se que les
partitions sont distribue´es sur un nombre borne´ de processeurs identiques.
Chaque partition Pi doit eˆtre alloue´e sur un processeur PEj . Une partition donne´e
ne peut pas eˆtre alloue´e sur n’importe quel processeur.
— Certaines partitions doivent eˆtre alloue´es sur des processeurs spe´cifiques. Par
exemple, une partition qui e´chantillonne un capteur doit eˆtre alloue´e sur le
processeur ge´rant ce capteur.
— La redondance est souvent imple´mente´e pour des raisons de tole´rance aux fautes.
Ceci signifie qu’une fonction donne´e est re´plique´e. Deux re´plicas d’une meˆme
fonction doivent eˆtre impe´rativement alloue´s sur des processeurs diffe´rents.
Ceci signifie qu’un ensemble de processeurs candidats EPi est associe´ a` chaque partition,
avec EPi ⊂ E . Les processeurs sont retire´s de EPi lorsque des re´plicas de Pi sont alloue´s.
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3.1.3 Ordonnancement
L’ordonnancement sur chaque processeur PEj est de´fini par l’IMA. Il est base´ sur
une construction hors-ligne d’une MAF note´e MAFj : celle-ci de´finit statiquement le
motif d’exe´cution de toutes les partitions alloue´es sur PEj . Une telle MAF est illustre´e
dans la Figure 3.3. Cette figure reprend l’exemple de la Table 3.1 pre´sente´ au de´but de
ce chapitre ou` les partitions P1 et P3 sont alloue´es sur le processeur PE1. La taille Hypj
de cette MAF dans PEj est obtenue en prenant le plus petit commun multiple de toutes
les pe´riodes des partitions contenues dans PPEj . Dans notre contexte, les pe´riodes sont
harmoniques : la taille de la MAF est alors la plus grande des pe´riodes parmi toutes les
partitions alloue´es sur PPEj :
Hypj = LCMPi∈PPEj (Ti) = maxPi∈PPEj
(Ti) (3.1)
Dans la Figure 3.3, la taille de la MAF correspond a` la pe´riode de P3, i.e 20. En effet,
nous avons T1 = 10 et T3 = 20.
Chaque MAF est de´compose´e en un sous-ensemble d’intervalles pe´riodiques :





ou` tjintervalle est la plus petite des pe´riodes des partitions contenues dans PPEj :
tjintervalle = minPi⊂PEj
(Ti) (3.3)
Chaque partition Pi dans PPEj se voit allouer un slot tous les Titjintervalle intervalles.
Dans la Figure 3.3, P1 obtient un slot tous les intervalles, tandis que P3 obtient un slot
tous les deux intervalles.
Figure 3.3 Motif d’exe´cution dans le processeur PE1
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ri de´finit la dure´e entre le de´but de la MAF MAFj et le de´but du premier slot alloue´
a` la partition Pi. Dans l’exemple Figure 3.3, nous avons
r1 = 0 et r3 = 3.
Soit PPEj l’ensemble des partitions alloue´ sur le processeur PEj . Une condition
ne´cessaire pour que PPEj soit ordonnanc¸able sur PEj consiste a` ve´rifier que la charge






Cette condition n’est pas suffisante dans le contexte d’un ordonnancement hors-ligne de
partitions non-pre´empte´es [103]. Prenons deux partitions avec des pe´riodes diffe´rentes :




















Comme nous l’illustrons Figure 3.4, P1 utilise 5 unite´s de temps tous les 10 unite´s de
temps, ne laissant que 5 unite´s de temps pour que d’autres partitions puissent s’exe´cuter,
ce qui ne laisse pas assez de temps pour que P2 puisse s’exe´cuter sans eˆtre pre´empte´e.
Figure 3.4 Espace temporel insuffisant pour allouer une partition dans une MAF
Une solution pour e´valuer un ordonnancement des partitions dans PPEj sur le proces-
seur PEj est de trouver un ordonnancement faisable. Par ailleurs, un tel ordonnancement
est ne´cessaire afin de ve´rifier que les contraintes de de´lai sont ve´rifie´es.
La charge temporelle dans chaque intervalle de la MAF ne doit pas exce´der tjintervalle :





Ci ≤ tjintervalle (3.5)
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Nous proposons en 3.2.1 un algorithme de recherche d’un ordonnancement faisable.
3.1.4 Asynchronisme des processeurs
Dans un syste`me IMA, il n’y a aucune hypothe`se de synchronisation des processeurs.
En effet, chaque processeur est inde´pendant des autres, ce qui permet d’e´viter ou de
re´duire la propagation des fautes si elles existent [104]. Chaque processeur a sa propre
horloge et exe´cute les partitions en fonction de la MAF pre´de´finie. L’application doit
fonctionner quel que soit le de´calage des partitions sur les diffe´rents processeurs.
Les communications sont aussi asynchrones : chaque processeur envoie des donne´es de`s
que les partitions en ge´ne`rent. Des de´lais introduits par ces communications asynchrones
doivent eˆtre pris en compte. Ils de´pendent des messages passant par chaque lien. Comme
nous le verrons en 3.2 et 4, notre architecture mate´rielle est construite au fur et a` mesure
que nous allouons les partitions. Une borne de pire latence de traverse´e doit donc eˆtre
e´value´e a` chaque fois pour chaque donne´e transmise, en fonction de l’ensemble des donne´es
transmises et des caracte´ristiques du re´seau de communication.
3.1.5 Contraintes de bout-en-bout
Comme nous l’avons mentionne´ pre´ce´demment, les partitions s’e´changent des donne´es.
Une chaˆıne de partitions communicantes est une se´quence ordonne´e de partitions avec
une contrainte applicative de bout-en-bout entre la premie`re et la dernie`re partition de
la chaˆıne. Typiquement, la premie`re partition transmet un message a` la deuxie`me, qui
elle-meˆme transmet un message a` la troisie`me et ainsi de suite.
Plus formellement, un ensemble de chaˆınes de partitions communicantes Ch =
{ch1, ..., chm} est conside´re´. Chaque chaˆıne chk est un n-uplet compose´ d’un sous-ensemble
de P :
chk = {Pa, ..., Pe} (3.6)
La contrainte de de´lai de bout-en-bout d’une chaˆıne chk est note´e Dchk,max. Celle-ci
est de´finie selon la se´mantique  de´lai de premie`re re´action [83] pre´sente´e en 2.3.2 :
cette se´mantique permet de valider de fac¸on de´terministe une re´action du syste`me pour
par exemple sauver des vies, e.g. l’ouverture d’un airbag lors d’un accident de voiture.
Dans l’avionique, un syste`me doit re´agir a` une commande du pilote en un temps maximal
donne´ afin d’e´viter tout dommage qui pourrait eˆtre fatal. Cette se´mantique consiste
a` trouver le pire temps e´coule´ entre la premie`re entre´e rec¸ue courante de la premie`re
partition de la chaˆıne de donne´es et sa premie`re utilisation par la dernie`re partition de la
chaˆıne comme nous l’illustrons Figure 3.5.
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Figure 3.5 Se´mantique  de´lai de premie`re re´action 
D’autres se´mantiques de de´lai de bout-en-bout explicite´es en 2.3.2 ont e´te´ propose´es
par Feiertag [83], par exemple l’ aˆge maximal d’une donne´e  qui conside`re la dernie`re
utilisation de la donne´e par la partition destinatrice. Dans le contexte des applications
avioniques, c’est le plus souvent la premie`re utilisation qui compte.
Le de´lai de bout-en-bout d’une chaˆıne chk inclut le temps d’exe´cution des partitions
(WCET) et la dure´e entre leurs exe´cutions. Pour une allocation donne´e de partitions
dans P dans les processeurs E , le pire de´lai de bout-en-bout Dchk d’une chaˆıne chk est








ou` distance(i, j) est la plus grande distance possible entre la fin de l’exe´cution de Pi et
le de´but de l’exe´cution de Pj .
La pire distance distance(i, j) de´pend de l’allocation.
Si les deux partitions communicantes Pi et Pj sont sur le meˆme processeur, la
communication est locale : le de´lai entre l’exe´cution des partitions source et destination
de´pend de la MAF comme nous l’avons de´crit dans la Figure 3.6. Dans ce cas, la premie`re
exe´cution de la partition destinatrice juste apre`s l’exe´cution de la partition source doit
eˆtre conside´re´e. Soit ri (respectivement rj) l’instant de re´veil de la partition source
(respectivement destination). Le de´lai est donne´ par :














(rj+L·Tj−(ri+Ci+M ·Ti))) < Tj (3.8)
Dans l’exemple Figure 3.6, nous avons rj = 0, ri = Cj et Ti = 2 · Tj . Ainsi, M = 0 et
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L ∈ {0, 1, 2}. Le calcul de la distance entre Pi et Pj donne
0 ≤ distance(i, j) = min
L∈{0,1,2}
(L · Tj − (Cj + Ci)) < Tj .
Dans ce cas, la seule solution valide est obtenue lorsque L = 1. La distance vaut
distance(i, j) = Tj − Cj − Ci.
Figure 3.6 Distance entre deux partitions communicantes dans le meˆme processeur
Si les partitions communicantes Pi et Pj sont sur des processeurs diffe´rents, la latence
de transmission ainsi que le de´lai d’attente entre la re´ception du message et l’exe´cution
de Pj doivent eˆtre pris en compte dans le calcul du de´lai. Cette latence de transmission
peut eˆtre e´value´e a` la vole´e, a` condition de connaˆıtre les e´le´ments du re´seau traverse´s et
tous les flux les traversant [105]. Comme l’architecture est construite au fur et a` mesure
que les partitions sont alloue´es, nous conside´rons que chaque latence d’un VL est borne´e
par le pire temps de traverse´e (WCTT (i, j)) d’un message ge´ne´re´ par la partition source
Pi pour la partition destinatrice Pj . Le de´lai d’attente est borne´ par la pe´riode Tj de la
partition Pj . Ainsi, comme nous l’illustrons Figure 3.7, nous avons :
distance(i, j) = WCTT (i, j) + Tj (3.9)
Calculons maintenant le pire de´lai de bout-en-bout de la chaˆıne ch3 = (P4, P5, P6). Si
P4, P5 et P6 sont alloue´es sur trois processeurs distincts, en faisant l’hypothe`se que tous
les WCTTs sont e´gaux a` 1 ms, le calcul du pire de´lai illustre´ Figure 3.8 partie b est le
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Figure 3.7 Distance entre deux partitions communicantes alloue´es sur deux processeurs
distincts
suivant :
Dch3 = distance(4, 5) + distance(5, 6) + C4 + C5 + C6
= WCTT (4, 5) + T5 +WCTT (5, 6) + T6
+C4 + C5 + C6
= 1 + 40 + 1 + 40 + 4 + 1 + 4
= 91
E´tant donne´ que la contrainte de bout-en-bout est Dch3,max = 60, une telle allocation
n’est pas valide.
Prenons une autre allocation ou` P4 et P6 sont sur le meˆme processeur et P5 est alloue´e
sur un autre processeur. Dans ce cas, la chaˆıne ch3 reboucle sur le premier processeur.
Nous avons le meˆme calcul du de´lai de bout-en-bout puisque les messages doivent eˆtre
transmis de P4 a` P5, puis de P5 a` P6. Cependant, ce calcul est pessimiste comme nous
l’illustrons Figure 3.8 partie a.
Calculons le pire de´lai de bout-en-bout dans le cas de cette boucle illustre´e Figure
3.8 partie a. Supposons que P4 et P6, ordonnance´es dans le premier processeur, soient
se´pare´es d’un offset de 10 comme illustre´ dans la Figure 3.8 partie a. La distance maximale
entre la fin de l’exe´cution de P4 et l’instant d’arrive´e du message pour P6 est de 43 :
2×WCTT(2) +C5(1) + T5(40). Il suffit maintenant de de´terminer la distance qui se´pare
la fin de l’exe´cution de P4 et le de´but de l’exe´cution de P6. Cette distance doit eˆtre la
plus grande valeur entre 43 et 43 + T6. Ainsi, nous avons :
43 ≤ distance(4, 6) < 43 + T6 (3.10)
58 Recherche exhaustive d’allocations valides
Figure 3.8 Calcul du de´lai dans le cas d’une boucle
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avec














(r6 +L · T6− (r4 +C4 +M · T4))) (3.11)
Afin de trouver la bonne valeur de L, nous devons conside´rer dans son calcul de borne la
distance maximale entre l’e´mission du message et son retour sur le processeur (ici, 43).
La distance entre P4 et P6 est donne´e par :




(r6 + L · T6 − (r4 + C4 +M · T4)))
= min
L∈{0,1,2,3}
(r6 + L · T6 − (r4 + C4))
= min
L∈{0,1,2,3}
(10 + L · 40− 4)
= 46 avec L = 1
Le de´lai de bout-en-bout de la chaˆıne ch3 doit prendre en compte les WCET des
partitions d’extre´mite´, i.e. P4 et P6 :
Dch3 = C4 + distance(4, 6) + C6
Dch3 = 4 + 46 + 4 = 54
La contrainte est donc respecte´e.
Dans le cas ge´ne´ral, prenons ch′k = {i0, i1, · · · , ix, iy} une chaˆıne de communication ou`
i0 est alloue´e sur le meˆme processeur que iy. Soit distancemin(i0, iy) la distance minimum




distance(iz, iz+1) + Ciz+1 +WCTT (ix, iy) (3.12)
La distance entre la fin de l’exe´cution de Pi0 et le de´but de Piy illustre´e Figure 3.9 est
donne´e par :
















Celle-ci est borne´e par :
distancemin(i0, iy) ≤ distance(i0, iy) < distancemin(i0, iy) + Tiy (3.14)
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Figure 3.9 Calcul ge´ne´ral du de´lai dans le cas d’une boucle
Le de´lai de bout-en-bout Dch′k est donne´ par :
Dch′k = Ci0 + distance(i0, iy) + Ciy (3.15)
3.1.6 Proble`me ge´ne´ral d’allocation
Le proble`me ge´ne´ral consiste a` trouver des allocations a de telle sorte que :
— les partitions alloue´es a` un processeur PEk soient ordonnanc¸ables sur PEk,
— les contraintes de de´lai de bout-en-bout Dchi soient garanties pour toutes les
chaˆınes de communication.
Une allocation a ve´rifiant ces proprie´te´s est valide.
La recherche d’allocations distribue´es peut s’effectuer en deux temps. Dans un premier
temps, il s’agit de ve´rifier l’existence d’au moins une solution. Si elle existe, toutes les
allocations peuvent eˆtre de´termine´es dans un second temps. Parmi toutes les solutions
possibles, une allocation donne´e pourra eˆtre se´lectionne´e en fonction de crite`res tels que
le nombre de processeurs utilise´s, leur charge, etc.
Dans la suite de ce manuscrit, nous proposons deux approches pour re´soudre ce
proble`me.
3.2 Recherche des allocations distribue´es valides par une
approche inte´gre´e exhaustive
Dans cette partie, nous proposons une premie`re solution pour trouver des allocations
distribue´es avec leur ordonnancement respectant toutes les contraintes de bout-en-bout.
Nous cherchons toutes les allocations valides graˆce a` un parcours d’arbre en 3.2.1, en
testant les allocations partielles ge´ne´re´es a` chaque nouveau nœud. En 3.2.2, nous e´valuons
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la complexite´ de ce premier algorithme et montrons les avantages et les inconve´nients de
celui-ci sur une e´tude de cas he´licopte`re en 3.2.3 et sur une e´tude de passage a` l’e´chelle
en 3.2.4.
3.2.1 Algorithme ge´ne´ral de notre approche inte´gre´e
Comme de´fini en 3.1.6, il s’agit de construire les allocations valides a` partir d’un
ensemble de processeurs vides. Cet algorithme consiste a` assigner chaque partition a` un
processeur de telle sorte que :
— les partitions alloue´es a` un processeur PEk soient ordonnanc¸ables sur PEk,
— les contraintes de de´lai de bout-en-bout Dchi soient garanties pour toutes les
chaˆınes de communication.
Une allocation a ve´rifiant ces proprie´te´s est valide. A` la fin d’un processus re´ussi, nous
obtenons une allocation totale valide. A` l’inverse, une allocation valide a est dite partielle
si au moins une partition n’est pas encore alloue´e. Lorsque les contraintes d’une chaˆıne
chk sont ve´rifie´es, la pire distance distance(i, j) est inconnue si Pi ou Pj n’est pas alloue´e.
Dans ce cas, une borne infe´rieure de distance(i, j), i.e. 0, est conside´re´e. Par conse´quent,












Pour obtenir cette allocation a, il faut re´ussir a` construire une MAF dans chaque
processeur PEk exe´cutant au moins une partition. Si une MAF existe, il devient possible
de calculer les contraintes de bout-en-bout de toutes les chaˆınes avec l’e´quation 3.16 et
de ve´rifier que leur contrainte n’est pas de´passe´e. Si une contrainte n’est pas satisfaite,
alors un nouvel ordonnancement doit eˆtre trouve´.
Notre approche consiste en la construction d’un arbre dont tous les nœuds sont cre´e´s
au fur et a` mesure qu’une partition est alloue´e sur un processeur particulier. Pour cela,
nous cre´ons un algorithme re´cursif initialise´ dans l’Algorithme 1. Nous de´taillons les choix
d’assigner les partitions selon leur pe´riodicite´ pour ensuite de´velopper notre Algorithme
2 d’allocation et d’ordonnancement qui est valide´ par l’Algorithme 3. Ce dernier teste si
toutes les contraintes de bout-en-bout sont satisfaites.
3.2.1.1 Tri des partitions par pe´riode croissante
L’ajout d’une partition Pj a` une MAF peut modifier ses caracte´ristiques. Nous
de´taillons en Annexe B.1.1 ces modifications dans le cas ou` la pe´riode Tj de Pj est
62 Recherche exhaustive d’allocations valides
Algorithme 1 Initialisation de l’approche inte´gre´e
Pre´-conditions : les partitions trie´es et nume´rote´es par pe´riode croissante, le nombre
maximum de processeurs MaxNbPE
1: Soit a0 une allocation de MaxNbPE processeurs vides
2: pour x = 1..MaxNbPE faire
3: Le processeur PEx est repre´sente´ par un tableau de T1 unite´s de temps
4: fin pour
5: Ordonnancement de la partition P1 sur le processeur PE1 de l’allocation a0 (Algo-
rithme 2)
diffe´rente des pe´riodes des autres partitions de´ja` alloue´es que nous re´sumons ci-dessous :
— Si Tj < tintervalle, alors il faut de´couper chaque intervalle de la MAF en
tintervalle
Tj
intervalles, re´duire la valeur de tintervalle a` Tj , se´lectionner dans quel intervalle
les slots des partitions de´ja` ordonnance´es doivent eˆtre place´s et ordonnancer Pj
strictement pe´riodiquement dans tous les intervalles comme le montre la Figure
3.10. Pour reme´dier a` ce proble`me, une solution consiste a` de´finir que la dure´e de
tous les intervalles de chaque MAF soit toujours e´gale a` la plus petite des pe´riodes
des partitions. Ceci implique qu’une MAF, de`s qu’elle est cre´e´e, peut contenir
plus d’un intervalle. Nous utilisons ce principe dans la suite de cette the`se.
Figure 3.10 Cre´ation de nouvelles MAFs lorsque la valeur de l’intervalle est divise´e par
4
Dans ce premier algorithme, nous choisissons d’effectuer le tri des partitions par
3.2 Recherche des allocations distribue´es valides - Approche exhaustive 63
pe´riode croissante avant de les assigner a` un processeur. Dans ce cas, la pe´riode
d’une partition alloue´e dans un processeur PEk sera supe´rieure ou e´gale a` t
k
intervalle.
Les partitions sont ainsi trie´es et nume´rote´es par pe´riode croissante (Algorithme
1, Pre´-conditions).
— Si Hyp < Tj , alors le motif d’ordonnancement doit eˆtre duplique´
Tj
Hyp fois pour que
la nouvelle hyper-pe´riode Hypnouvelle devienne e´gal a` Tj . Il suffit ensuite d’allouer
la partition Pj dans les
Hyp
tintervalle
premiers intervalles de la MAF, les intervalles
suivants e´tant la re´pe´tition de la MAF d’origine comme le montre la Figure 3.11.
Figure 3.11 Extension de la MAF lorsque la valeur de l’hyper-pe´riode est double´e
Dans chaque nouveau processeur k, un premier tableau vide de T1 unite´s de temps,
i.e. la plus petite pe´riode de l’ensemble des partitions, est ge´ne´re´ (Algorithme 1,
lignes 2-4). Ce tableau repre´sente la MAFk du processeur k de dure´e Hypk.
La premie`re partition peut eˆtre ordonnance´e (Algorithme 1, ligne 5).
3.2.1.2 Se´lection d’une allocation et d’un ordonnancement valide
La cre´ation d’un nœud dans notre arbre correspond a` l’allocation de la partition Pi
dans le processeur PEk, k ∈ [1, NbPE + 1] donne´e par l’Algorithme 3. NbPE repre´sente
le nombre de processeurs contenant au moins une partition, et par conse´quent une
MAF. Si k ≤ NbPE , la partition est alors alloue´e dans un processeur contenant une
MAF (Algorithme 2 lignes 15-27) : la nouvelle partition doit alors eˆtre place´e dans un
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ordonnancement pre´-e´tabli dans un nœud amont. Si k = NbPE + 1, alors la partition est
alloue´e dans un nouveau processeur (Algorithme 2 lignes 5-14). Nous pouvons choisir
indiffe´remment un processeur puisqu’ils sont tous identiques. Comme pre´cise´ en 3.1.2,
deux re´plicas d’une meˆme fonction doivent eˆtre impe´rativement alloue´s sur des processeurs
diffe´rents : cette contrainte nous permet d’e´liminer un certain nombre de nœuds lors de
l’assignation des partitions sur les diffe´rents processeurs.
La premie`re MAF d’un processeur est compose´e d’une unique partition Pi. Le motif
cre´e´ contient un seul intervalle de temps Ti, qui repre´sente aussi l’hyper-pe´riode de la
MAF. La partition Pi de´bute son exe´cution a` l’instant 0 (Algorithme 2 ligne 6).
Choisir l’emplacement d’un slot pour une partition peut s’ave´rer complexe. Diffe´rents
choix de´taille´s en Annexe B.1.2 s’offrent a` nous :
— Effectuer autant de permutations qu’il y a de partitions dans le processeur. Comme
le nombre d’intervalles dans une MAF peut eˆtre supe´rieur a` 2, il faut effectuer
ces permutations dans tous les intervalles. La complexite´ augmente si plusieurs
partitions se situent dans plusieurs intervalles : il faut ve´rifier que toutes les
partitions s’exe´cutent de fac¸on strictement pe´riodique comme le montre la Figure
3.12. Si nous ajoutons la satisfaction des contraintes de bout-en-bout, la validite´
d’un ordonnancement dans un processeur peut de´pendre des ordonnancements
dans les autres processeurs. Ceci signifie que pour chaque partition ajoute´e, la
recherche d’un autre ordonnancement dans d’autres processeurs peut re´soudre le
proble`me de satisfaction des exigences de bout-en-bout. La difficulte´ revient a`
retenir et a` ne pas reve´rifier des ordonnancements invalides, ce qui est couˆteux en
temps et en me´moire.
— Intercaler la nouvelle partition dans le motif de´ja` pre´de´fini, en prenant en compte
la stricte pe´riodicite´ des partitions. Ceci revient a` de´caler temporellement les
slots alloue´s a` d’autres partitions pour exe´cuter le slot de la partition ajoute´e au
processeur, comme nous l’illustrons Figure 3.13.
Nous choisissons d’intercaler la partition ajoute´e dans le processeur PEk dans les
slots disponibles de sa MAFk. Cette solution permet de figer la MAF a` chaque niveau
de l’arbre et d’e´viter de re´pe´ter des ordonnancements infaisables.
Ainsi une nouvelle partition Pj de pe´riode Tj et de dure´e d’exe´cution Cj peut tenter




fois (Algorithme 2, lignes 1-4). La nouvelle longueur de la MAFk devient
Hypk = Tj (Algorithme 2, ligne 3). Si toutes les unite´s de temps sont libres, alors Pj est
ordonnance´e dans les Cj premie`res unite´s de temps de la MAFk (Algorithme 2, lignes
5-6). Sinon, Pj est ordonnanc¸able dans MAFk s’il existe un intervalle libre de longueur
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Figure 3.12 Tous les ordonnancements de P2, P3 et P6 possibles obtenus par permutations
et de´calages dans les intervalles d’un processeur
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Figure 3.13 De´calage des partitions lors de l’ajout d’une nouvelle partition dans une
MAF
Cj (Algorithme 2, lignes 16-17, Algorithme 3, lignes 1-3) :




x+ Cj − 1 ≤ Tj
l’intervalle [x, x+ Cj − 1] est libre.
(3.17)
3.2.1.3 Validite´ d’une architecture
Pour ve´rifier qu’une allocation respecte bien les contraintes de de´lai de bout-en-bout,
il faut qu’une MAF existe dans chaque processeur utilise´. En effet, l’e´valuation des
distances entre la fin de l’exe´cution de la partition source et le de´but de l’exe´cution de la
partition destinatrice est ne´cessaire dans le calcul des de´lais pour chaque chaˆıne, comme
nous l’avons montre´ Figures 3.6 et 3.7.
Si une nouvelle partition intercale´e a` une position dans une MAF donne´e ne permet
pas de satisfaire les contraintes de bout-en-bout comme la partition P6 illustre´e Figure
3.14 partie a, cette partition est de´place´e et a` nouveau intercale´e a` une autre position
de la MAF comme dans la Figure 3.14 partie b. Si aucun ordonnancement dans le
processeur donne´ ne fonctionne, alors les partitions les plus re´cemment intercale´es dans
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Algorithme 2 Ordonnancement d’une partition Pj sur un processeur PEk d’une alloca-
tion al
1: si Tj > Hypk alors




3: Hypk ← Tj
4: fin si
5: si MAFk vide alors
6: si am=Segment possible (0, PEk, Pj , al) existe alors
7: si la partition Pj e´tait la dernie`re partition a` ordonnancer alors
8: am est une allocation totale valide
9: sinon
10: pour h = 1..min (nombre de processeurs utilise´s + 1,MaxNbPE) faire






16: pour i = 0..Hypk − (Cj + 1) faire
17: si am=Segment possible (i, PEk, Pj , al) existe (Algorithme 3) alors
18: si la partition Pj e´tait la dernie`re partition a` ordonnancer alors
19: am est une allocation totale valide
20: sinon
21: pour h = 1..min (nombre de processeurs utilise´s + 1,MaxNbPE) faire
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les nœuds amonts sont de´place´es comme la partition P5 dans la Figure 3.14 partie c
et la partition, ici P6, est a` nouveau intercale´e a` une autre position dans la MAF de
leur nœud. Si l’ensemble des ordonnancements d’un nœud respecte les contraintes de
bout-en-bout, alors une allocation partielle valide a e´te´ trouve´e. Dans ce cas, NbPE + 1
nœuds enfants, NbPE e´tant le nombre de processeurs utilise´s dans le nœud parent, sont
cre´e´s afin d’assigner les partitions non alloue´es soit dans l’un des NbPE processeurs de´ja`
utilise´s, soit dans un nouveau processeur. Si toutes les partitions sont assigne´es a` un
processeur, alors une allocation totale valide a e´te´ trouve´e.
Figure 3.14 Modification d’ordonnancements pour valider les contraintes de bout-en-bout
de la chaˆıne ch3
Un intervalle est possible si toutes les contraintes de bout-en-bout sont satisfaites
(Algorithme 3, lignes 4-6). Si c’est le cas, une nouvelle allocation am est ge´ne´re´e et
retourne´e a` l’Algorithme 2 (Algorithme 3, lignes 7-9), sinon, l’intervalle est impossible
(Algorithme 3, lignes 10-11).
Soit am une allocation partielle valide (Algorithme 2, lignes 6 et 17). Cette allocation
est totale si Pj est la dernie`re partition a` allouer (Algorithme 2, lignes 7-8 et 18-19).
Sinon, il faut allouer la partition suivante. Celle-ci est assigne´e sur un des processeurs
utilise´s, ou sur un nouveau : pour chaque assignation, une nouvelle allocation est cre´e´e
(Algorithme 2, lignes 10-12 et 21-23). Pour e´viter de repasser par des nœuds dont tous
les nœuds enfants sont des allocations valides, nous retenons ces allocations partielles
dans une variable Avalides : nous ve´rifions a` chaque fois qu’une partition est alloue´e sur
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un processeur si la future allocation n’existe pas dans Avalides.
Algorithme 3 De´terminer si le segment de´marrant a` l’instant i dans le processeur PEk
de l’allocation al est possible pour la partition Pj
1: si le segment [i, i+ Cj − 1] est libre alors
2: am est l’allocation partielle inte´grant la partition Pj dans le processeur PEk de
l’allocation al a` l’instant i
3: fin si
4: pour p = 1..nombre de chaˆınes faire
5: Ve´rifier que Dchp,am ≤ Dchp,max
6: fin pour
7: si toutes les chaˆınes Dchp,am ≤ Dchp,max alors





3.2.1.4 Illustration de l’algorithme
Nous illustrons cet algorithme sur l’ensemble des partitions P = {P1, P2, P3, P4, P5, P6}
qui ne´cessitent d’eˆtre alloue´es sur au plus trois processeurs, i.e. E = {PE1, PE2, PE3}.
Les caracte´ristiques de ces partitions sont spe´cifie´es dans la Table 3.1, qui donne pour
chaque partition Pi son pire temps d’exe´cution (e´gal a` Ci) et sa pe´riode (Ti).
Trois chaˆınes de communication sont traite´es :
Ch = {ch1, ch2, ch3}
ch1 = {P1, P2, P3}, Dch1,max = 30ms
ch2 = {P2, P5}, Dch2,max = 40ms
ch3 = {P4, P5, P6}, Dch3,max = 60ms
Dans cet exemple, nous supposons que la latence de communication pire cas entre deux
partitions distantes, i.e. sur deux processeurs diffe´rents, est de 5 millisecondes quelles
que soient les partitions. Cela simplifie le calcul dans la mesure ou` il n’est pas ne´cessaire
d’effectuer une analyse de la latence de communication pire cas pour chaque allocation.
En revanche, cette latence pire cas globale doit englober toutes ces allocations possibles.
Elle ajoute donc du pessimisme.
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L’algorithme de recherche en profondeur est de´veloppe´ sur l’exemple ci-dessous et
partiellement illustre´ Figure 3.15.
Figure 3.15 Une recherche en profondeur dans l’arbre d’allocations
La premie`re e´tape consiste a` assigner la premie`re partition P1 au premier processeur
PE1 dans l’allocation partielle a1. La MAF est compose´ d’un intervalle qui dure 10 ms,
i.e. la pe´riode de la partition P1. La MAF est seulement compose´e d’un intervalle ou`
la partition P1 commence son exe´cution a` r1 = 0, i.e. au de´but de la MAF comme le
montre la Figure 3.16 (Algorithme 2 lignes 5-14).
Figure 3.16 Allocation de P1 sur le processeur PE1 dans l’allocation a1
Comme il n’y a qu’une seule partition alloue´e, les de´lais de premie`re re´action a` cet
instant pour Dch1,a1 , Dch2,a1 et Dch3,a1 sont respectivement e´gaux a` 7, 3, 9. Comme la
MAF respecte les contraintes d’ordonnancement et temporelle, l’allocation partielle a1
est valide (Algorithme 3 lignes 7-9).
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La seconde e´tape consiste a` allouer P2 en conside´rant la pre´ce´dente allocation partielle
valide, a1. Ici, P2 peut eˆtre alloue´e soit sur PE1, soit sur un nouveau processeur PE2 :
deux nouvelles allocations partielles enfants sont ge´ne´re´es, a2 et a3.
Si nous prenons l’allocation partielle a2, la partition P2 a la meˆme pe´riode que P1. P2
est alloue´e dans le meˆme intervalle, juste apre`s P1 comme nous l’illustrons Figure 3.17
(Algorithme 2 lignes 16-26).
Figure 3.17 Allocation de P2 sur le processeur PE1 dans l’allocation a2
En ajoutant cette partition, nous devons ve´rifier le de´lai de bout-en-bout de la chaˆıne
partielle ch1, Dch1,a2 , qui peut eˆtre calcule´ ainsi :
Dch1,a2 = distance(1, 2) + C1 + C2 + C3 (3.18)
distance(1, 2) correspond a` la distance maximale entre la fin de l’exe´cution de la partition
P1 et le de´but de l’exe´cution de P2 comme nous l’illustrons Figure 3.6. Ce calcul donne :




(r2 + L · T2 − (r1 + C1 +M · T1))) < T2
0 ≤ distance(1, 2) = min
L∈{0,1}
(3 + L · 10− 3) < 10
0 ≤ distance(1, 2) = 0 avec L = 0.
Ainsi, nous avons :
Dch1,a2 = distance(1, 2) + C1 + C2 + C3
= 0 + 3 + 2 + 2 = 7 ≤ Dch1,max (3.19)
E´tant donne´ que cette allocation partielle est valide, nous essayons d’ajouter la
partition P3 soit sur ce processeur PE1, soit sur un nouveau processeur PE2. Ainsi, deux
nouvelles allocations partielles potentielles se dessinent : a4 et a5. Sur le nœud a4, P3
est alloue´e sur le meˆme processeur que P1 et P2 mais P3 n’a pas la meˆme pe´riode que
ces dernie`res. L’hyper-pe´riode de la MAF doit eˆtre modifie´e pour prendre la valeur de
la pe´riode de la nouvelle partition. Les intervalles pre´ce´dents Figure 3.17 sont re´plique´s
afin d’e´tendre la MAF comme nous l’illustrons Figure 3.18 (Algorithme 2 lignes 1-4).
Il suffit de ve´rifier que l’allocation de la nouvelle partition sur les premiers intervalles
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est faisable, e´tant donne´ que les intervalles suivants sont une re´pe´tition des premiers
intervalles re´plique´s.
Figure 3.18 Allocation de P3 sur le processeur PE1 dans l’allocation a4
Le de´lai de bout-en-bout de la chaˆıne ch1 e´tendue doit eˆtre ve´rifie´ :
Dch1,a4 = distance(1, 2) + distance(2, 3) + C1 + C2 + C3 (3.20)
Dans ce cas :




(r3 + L · T3 − (r2 + C2 +M · T2))) < T3




(5 + L · 20− (3 + 2 +M · 10))) < 20
distance(2, 3) =

0 si M = 0 L = 0
20 si M = 0 L = 1
−10 si M = 1 L = 0
10 si M = 1 L = 1
0 ≤ distance(2, 3) = 10 < 20 avec (M,L) = (1, 1).
Dch1,a4 = 0 + 10 + 3 + 2 + 2 = 17 ≤ Dch1,max (3.21)
Toutes les contraintes sont ve´rifie´es (Algorithme 3 lignes 4-6), ainsi a4 est une allocation
partielle valide (Algorithme 3 lignes 7-9).
Dans la quatrie`me e´tape, nous essayons d’allouer P4, soit sur le meˆme processeur
PE1 dans l’allocation partielle a6, soit sur un nouveau processeur PE2 dans l’allocation
partielle a7. Si nous nous inte´ressons a` a7, la MAF1 sur PE1 n’est pas modifie´e. La
MAF2 e´tant de taille T1 < T4, la MAF2 est duplique´e 4 fois pour atteindre la taille T4
(Algorithme 2 lignes 1-4). La MAF2 e´tant vide, P4 est ordonnance´e a` l’instant 0 Figure
3.19 (Algorithme 2 lignes 5-14). Comme Dch3,a7 est e´gal a` 9, a7 est un nœud valide
(Algorithme 3).
La cinquie`me e´tape consiste en l’allocation de P5, soit sur PE1, soit sur PE2, soit sur
un nouveau processeur PE3 qui correspondent respectivement aux allocations a8, a9 et
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Figure 3.19 Allocation de P4 sur le processeur PE2 dans l’allocation a7
a10. Si nous nous concentrons sur le nœud a10, la communication entre P2 et P5 me`ne a` :
Dch2,a10 = distance(2, 5) + C2 + C5 (3.22)
distance(2, 5) = WCTT (2, 5) + T5 = 5 + 40 = 45 (3.23)
Dch2,a10 = 45 + 2 + 1 = 48 > Dch2,max (3.24)
Nous constatons que si les partitions P2 et P5 ne sont pas sur le meˆme processeur, la
contrainte de bout-en-bout Dch2 n’est pas satisfaite (Algorithme 3 lignes 10-11). Les
nœuds a9 et a10 ne peuvent pas avoir de nœud enfant.
Sur le nœud de l’allocation partielle a8, nous ajoutons P5 dans le processeur PE1
Figure 3.20. Comme la partition P5 a une plus grande pe´riode que toutes les partitions
pre´sentes dans MAF1, la MAF1 est duplique´e 2 fois afin que Hyp1 = T5 (Algorithme 2
lignes 1-4). Comme il reste assez de temps dans le premier intervalle pour que P5 puisse
s’exe´cuter, son slot est alloue´ dans cet intervalle comme le montre la Figure 3.20. Allouer
P5 dans le premier processeur permet de respecter le de´lai de bout-en-bout Dch2,max
(Algorithme 3).
Figure 3.20 Allocation de P5 sur le processeur PE1 dans l’allocation a8
Dans une sixie`me et dernie`re e´tape, nous essayons d’allouer P6. Trois nœuds enfants
sont ge´ne´re´s : a11, a12 et a13. a13 n’est pas valide a` cause des distances trop importantes
entre les trois partitions communicantes P4, P5 et P6. a11 et a12 sont valides apre`s
plusieurs modifications de l’ordonnancement. Dans le cas de l’allocation a12, la partition
P6 est retarde´e pour de´buter a` 15 ms afin de valider Dch3 avec une boucle comme nous
l’illustrons Figure 3.21 (Algorithme 2 ligne 17). Dans le cas de l’allocation a11, la partition
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P6 peut seulement eˆtre ordonnance´e a` la fin du second ou du quatrie`me intervalle comme
nous le de´taillons Figure 3.22, autrement l’ordonnancement ne respecte pas l’e´quation
3.5. Nous de´calons la dernie`re partition ordonnance´e : P5 est ici de´cale´e d’une unite´ de
temps dans le premier intervalle (Algorithme 2 ligne 17). P6 ordonnance´e dans le second
intervalle permet de valider Dch3 (Algorithme 3).
Pour finir, les allocations totales valides sont a11 et a12 (Algorithme 2 ligne 19).
Figure 3.21 Ordonnancement valide dans l’allocation a12
Figure 3.22 Modification de l’ordonnancement dans l’allocation a11
3.2.2 E´tude de complexite´
La complexite´ d’un tel proble`me provient de la recherche des allocations des partitions
et de leur ordonnancement devant respecter des exigences de bout-en-bout. En effet,
avec certaines allocations, aucun ordonnancement ne pourra satisfaire les contraintes de
bout-en-bout a` cause des communications distantes trop importantes par rapport aux
contraintes. Dans certains cas, il faut tester tous les ordonnancements meˆme si aucun ne
va fonctionner, ce qui peut revenir a` e´valuer un nombre important d’ordonnancements.
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La premie`re complexite´ provient du nombre d’allocations possibles : ceci revient a`
compter le nombre de fac¸ons de partitionner un ensemble de n e´le´ments, i.e. nos partitions,
en k sous-ensembles non vides, i.e. nos processeurs, de´fini par le nombre de Stirling de
deuxie`me espe`ce :
∀k > 0, S(n, k) = S(n− 1, k − 1) + kS(n− 1, k) (3.25)
avec les conditions initiales
{
S(0, 0) = 1
S(n, 0) = S(0, n) = 0 ∀n > 0, (3.26)












Dans cette the`se, nous recherchons toutes les allocations pour un nombre maximum
donne´ de processeurs. Au pire des cas, le nombre maximal de processeurs est n, i.e. le




S(n, k) = Bn (3.28)
Le re´sultat donne´ est le n-ie`me nombre de Bell.
La complexite´ pour trouver le nombre d’allocations est de O(nnn! ), n e´tant le nombre
de partitions a` distribuer.
La deuxie`me complexite´ provient de la recherche d’un ordonnancement des diffe´rentes
partitions dans un processeur. Korst et al. [22] ont montre´ que le proble`me d’ordonnan-
cement de taˆches pe´riodiques non-pre´empte´es est NP-complet dans le sens fort dans le
cas d’un unique processeur, mais que ce proble`me se re´sout en un temps polynomial si
les pe´riodes et les temps d’exe´cution sont divisibles.
Dans le cadre de notre algorithme, nous cherchons le nombre d’ordonnancements qu’il
est possible de ge´ne´rer dans un processeur.
Prenons dans un premier temps un processeur ou` toutes les partitions qui lui sont as-
signe´es ont la meˆme pe´riode. Soit p le nombre de partitions. Le nombre d’ordonnancements
possible est p! selon la de´finition suivante :
De´finition 1. De´nombrement des permutations
Si X est un ensemble fini de cardinal n, alors l’ensemble des permutations de X est
fini, de cardinal n !
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Soit un processeur qui contient p partitions avec des fre´quences d’exe´cution diffe´rentes.
Soit nfi le nombre de partitions de fre´quence fi. Soit N = nf1 +nf2 + · · ·+nfk le nombre
total de partitions alloue´es sur un processeur avec f1 > f2 > · · · > fk. Nos pe´riodes sont
harmoniques de 2i, ce qui nous donne fi =
1
2i−1 f1 avec i ∈ N∗.
Ordonnanc¸ons dans un premier temps les partitions de fre´quence f1. Il y a alors nf1 !
fac¸ons possibles de les ordonnancer.
Ordonnanc¸ons dans un second temps les partitions moins fre´quentes de f2 a` fi.
De´finition 2. Soit Ni = nf1 + · · ·+ nfi le nombre total de partitions de fre´quences f1 a`




(Ni+αi,j−1) pour i ≥ 2
avec 3− i ≤ αi,j ≤ 1
sachant que le nombre possible d’ordonnancements O1 = N1!.
De´monstration. — Si i = 2,
La premie`re partition de fre´quence f2 est ordonnance´e seulement dans le premier
intervalle, ce qui revient a` tester (nf1 + 1)! ordonnancements possibles. En effet, si
l’ordre des partitions de fre´quence f1 ne convient pas, il faut a` nouveau modifier
leur ordonnancement. Les partitions suivantes de fre´quence f2 peuvent eˆtre ordon-
nance´es soit dans le premier intervalle, soit dans le second. Soit N2 = nf1 + nf2 .
Le nombre d’ordonnancements possibles pour la deuxie`me partition de fre´quence
f2 sera de :
(nf1 + 2)! + (nf1 + 1)!
Pour la troisie`me :
(nf1 + 3)! + (nf1 + 2)!
...
Pour la nf2
-ie`me partition de fre´quence f2 :
(nf1 + nf2)! + (nf1 + nf2 − 1)!
= (N2 − 1)!(N2 + 1) = (N2 + 1)!
N2
avec α2,1 = 1
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La premie`re partition de fre´quence fi+1 est ordonnance´e seulement dans les






possibles. En effet, si l’ordre des partitions de fre´quences infe´rieures a` fi+1 ne
convient pas, nous devons a` nouveau modifier leur ordonnancement. Les partitions
suivantes de fre´quence fi+1 peuvent eˆtre ordonnance´es dans les 2
i intervalles. Le









(Ni + αi,j + 2)!
(Ni + αi,j + 1)
Pour la troisie`me :
2i−2∑
j=1
(Ni + αi,j + 2)!




(Ni + αi,j + 3)!
(Ni + αi,j + 2)
...
Pour la nfi+1
-ie`me partition de fre´quence fi+1 :
2i−2∑
j=1
(Ni + αi,j + nfi+1 − 1)!




(Ni + αi,j + nfi+1)!




(Ni+1 + αi,j − 1)!




(Ni+1 + αi,j − 1)
Le premier terme de cette somme donne :
2i−2∑
j=1
(Ni+1 + αi,j − 1)!




(Ni+1 + αi,k−2i−2 − 1)!
(Ni+1 + αi,k−2i−2 − 2)





(Ni+1 + αi+1,j − 1) avec αi+1,j = αi,k−2i−2 − 1
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(Ni+1 + αi,j − 1)!


















(Ni+1 + αi+1,j − 1) avec
{
αi+1,j = αi,j si 1 ≤ j ≤ 2i−2
αi+1,j = αi,j−2i−2 − 1 si 2i−2 + 1 ≤ j ≤ 2i−1
Pour i ≥ 2, 3− i ≤ αi,j ≤ 1. En effet, le plus petit αi,j est donne´ par j = 2i−1 :
αi,2i−1 = αi−1,2i−2 − 1 = · · · = α2,2 − i+ 2 = 1 + 2− i = 3− i
.














βj ×N i−2−ji )
La complexite´ pour trouver un ordonnancement dans un processeur est alors de O(N !×
Nk−1), N e´tant le nombre de partitions alloue´es sur le processeur et k le nombre de
fre´quences diffe´rentes.
Nous sur-approximons le nombre de partitions dans un processeur par le nombre total
de partitions a` distribuer :
Nk = n = N.




×N !×Nk−1) = O(NN+k−1).
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3.2.3 Etude de cas
Le syste`me a` distribuer s’appelle le  VMSA , ou  Syste`me de surveillance du
ve´hicule . Le but de ce syste`me est d’une part d’alerter le pilote de`s qu’un parame`tre
commence a` de´passer certaines limites avant d’atteindre un seuil d’alarme, et d’autre
part de fournir les valeurs de diffe´rents parame`tres de`s que le pilote les demande. Nous le
de´crivons dans le premier point et le distribuons a` l’aide de notre approche comple`tement
inte´gre´e sur celui-ci dans un second point.
3.2.3.1 Pre´sentation de l’e´tude de cas
Le syste`me VMSA peut eˆtre de´compose´ en deux parties : une partie physique
correspondant aux mate´riels utilise´s et une partie logique avec ses fonctions avioniques.
Nous de´crivons dans les prochains paragraphes les diffe´rents e´quipements utilise´s ainsi
que le roˆle des partitions pre´sentes dans chacun de ses e´quipements. Nous de´taillons
ensuite les contraintes de bout-en-bout que ce syste`me doit respecter. Une description
plus de´taille´e de l’application  VMSA  est donne´e en Annexe A.
La partie physique est de´crite Figure 3.23. Ce syste`me avionique est compose´ de
deux bi-processeurs appele´s  Aircraft Management Computer (AMC) , quatre e´crans
appele´s  Multi-Function Display (MFD)  et des E/S locales [106, 107].
Chaque processeur d’un AMC contient sept partitions, note´es P1 a` P7. Les quatre
premie`res partitions, de P1 a` P4, s’occupent de l’enregistrement de l’e´tat du ve´hicule et
du pilotage. Des comparaisons d’e´tats/de commandes sont effectue´es fre´quemment entre
les deux processeurs d’un meˆme AMC. Les trois dernie`res partitions, de P5 a` P7, ge`rent
et surveillent les e´quipements ou` elles sont alloue´es : ces partitions sont identiques dans
tous les processeurs des AMCs. Ces processeurs n’ont plus assez de place, que ce soit au
niveau temporel pour contenir de nouvelles partitions, i.e. 86% d’utilisation comme le
montre la Figure 3.23 au niveau de l’AMC 1 processeur A, ou bien au niveau physique
pour connecter de nouvelles E/S. Une solution est de distribuer ces vingt-huit partitions,
i.e. les 7 partitions imple´mente´es sur quatre processeurs, sur un plus grand nombre de
processeurs qui peuvent eˆtre moins puissants.
Concentrons-nous sur un seul processeur d’un AMC. Les re´sultats obtenus pour
ce dernier peuvent eˆtre reproduits sur les autres processeurs. Nous devons prendre en
conside´ration que les partitions P5 a` P7 doivent eˆtre recopie´es sur tous les nouveaux
processeurs, tandis que les partitions P1 a` P4 devront eˆtre assigne´es dans un seul
processeur, et leurs re´plicas, au nombre de trois, devront eˆtre alloue´s sur d’autres
processeurs pour des raisons de suˆrete´ de fonctionnement. Ces quatre partitions sont
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Figure 3.23 Architecture physique et utilisation des AMCs dans le syste`me VMSA
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note´es Pi,XY , avec X le nume´ro de l’AMC (1 ou 2) et Y le processeur sur lequel la
partition est alloue´e (A ou B). Nous conside´rons quatre types de processeurs plus ou
moins puissants dans la Table 3.2. Les caracte´ristiques de ces diffe´rentes partitions (Ci et
Ti) sont donne´es Table 3.2 en fonction du processeur ou` elles sont alloue´es, le processeur
Proc1 e´tant le processeur utilise´ actuellement.





Proc1 Proc2 Proc3 Proc4
P1 10 12 13 14.5 25
P2 10 10 11 11.5 50
P3 6 6.5 7 8 100
P4 6 6.5 7 8 50
P5 5 5.5 6 6.5 100
P6 2 2 2.5 2.5 100
P7 1 1 1 1.5 100
Diffe´rentes informations sont remonte´es au pilote graˆce aux MFD. Chaque MFD
contient cinq partitions. Parmi ces partitions, une seule sert a` traiter et comparer les
entre´es pour ensuite les afficher, les autres sont seulement pre´sentes pour ve´rifier le
bon fonctionnement de l’e´quipement. Cet e´quipement n’a pas besoin d’eˆtre modifie´ :
nous conside´rons dans la suite de cette the`se seulement la partition d’affichage note´e
Pecran = (39, 50).
Le syste`me VMSA re´cupe`re et envoie des donne´es a` une trentaine d’E/S. La commu-
nication est locale entre un E/S et un AMC, i.e. les E/S sont directement connecte´es
aux diffe´rents AMC. Nous conside´rons que le temps d’exe´cution d’une E/S est nul.
En effet, un capteur acquiert une donne´e selon une pe´riode pre´de´finie, tandis qu’un
actionneur ou un enregistreur respectivement agit ou e´crit en fonction des donne´es rec¸ues
quasi instantane´ment. Les partitions associe´es aux deux enregistreurs de vol, note´es
Penregistreur1 et Penregistreur2, s’exe´cutent tous les 62,5 ms, selon les recommandations
fournis par le National Transportation Safety Board [108]. Une donne´e est acquise par
un capteur selon une pe´riode stricte comprise entre 7 ms et 1,6 s.
Comme une syme´trie existe entre tous les processeurs des AMC, nous nous concen-
trons seulement sur la distribution d’un seul d’entre eux, les re´sultats pouvant eˆtre
reproduits sur les autres. Toutes les possibilite´s de distribution d’un processeur d’un
AMC sont repre´sente´es Figure 3.25 : de l’allocation actuelle illustre´e allocation 1 jusqu’a`
des ensembles de 2, 3 ou 4 processeurs. Les AMC, les MFD et les E/S sont connecte´s
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directement.
Six contraintes temporelles doivent eˆtre prises en compte. Celles-ci sont illustre´es
Figure 3.24. La premie`re, repre´sente´e Figure 3.24 partie a, consiste a` re´cupe´rer toutes les
informations acquises par la partition P1 afin que P2 puisse les traiter en moins de 50 ms.
La deuxie`me, illustre´e Figure 3.24 partie b, ve´rifie que le de´lai entre l’acquisition de la
donne´e d’un capteur et l’enregistrement de l’e´tat de sante´ ge´ne´rale du ve´hicule donne´
par la partition P3 soit infe´rieur a` 500 ms [23]. La troisie`me, repre´sente´e Figure 3.24
partie c, consiste a` afficher les donne´es des capteurs en moins de 400 ms [3]. Les trois
dernie`res chaˆınes illustre´es Figure 3.24 parties d, e et f, enregistrent l’e´tat des diffe´rents
e´quipements en moins de 500 ms.
Figure 3.24 Les chaˆınes de communication dans le syste`me VMSA
Toutes les distributions propose´es Figure 3.25 doivent ve´rifier deux crite`res : toutes
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les partitions sont ordonnanc¸ables dans les processeurs ou` elles sont assigne´es et toutes
les contraintes de bout-en-bout sont satisfaites.
Figure 3.25 Allocations possibles des partitions d’un processeur d’un AMC sur au plus
4 processeurs
Dans la partie qui suit, nous recherchons l’ensemble des allocations valides sur un
ensemble de processeurs identiques spe´cifie´s Table 3.2, le processeur Proc1 e´tant le
processeur actuellement utilise´. Les communications distantes sont prises nulles, i.e. le
WCTT est e´gal a` 0 ms, afin de de´terminer toutes les allocations valides sans pre´de´finir
un re´seau de communication entre les processeurs. Une e´tude sur les pires latences de
bout-en-bout peut eˆtre effectue´e a` ce niveau a` condition de de´finir les e´quipements et le
trajet des communications sur ces derniers. Les pires temps d’exe´cution des partitions
sur diffe´rents types de processeurs sont de´taille´s Table 3.2.
84 Recherche exhaustive d’allocations valides
Table 3.3 Nombre d’allocations valides selon le type de processeur avec l’approche
comple`tement inte´gre´e
Nombre de processeurs Proc1 Proc2 Proc3 Proc4
1 1 1 0 0
2 3 3 2 0
3 1 1 1 0
4 0 0 0 0
Temps d’analyse (ms) 10 6 4 <1
3.2.3.2 Temps d’analyse et recherche d’ordonnancement
Dans cette partie, nous e´valuons les performances de notre approche exhaustive sur le
syste`me VMSA. Les re´sultats, de´taille´s dans la Table 3.3, donnent le nombre d’allocations
valides en fonction du nombre de processeurs utilise´s. Le temps d’analyse pour chaque
processeur est spe´cifie´ sur la dernie`re ligne de la Table 3.3.
Lorsque les WCET augmentent, nous constatons dans le Table 3.3 qu’aucune al-
location n’est valide sur un unique processeur avec les processeurs Proc3 et Proc4. Si
nous essayons d’ordonnancer les quatre premie`res partitions Figure 3.26, P1 est alloue´e
et ordonnance´e en premie`re position sur la MAF, puis la MAF est e´tendue pour or-
donnancer P2 dans le premier intervalle. Avec le processeur Proc4, il est impossible
d’ordonnancer P2 durant 11,5 ms puisqu’il ne reste que 10,5 ms dans chaque intervalle
de la MAF. Continuons la recherche d’ordonnancement avec le processeur Proc3. P4
est ensuite alloue´e : comme le temps restant dans le premier intervalle est infe´rieur a`
1, P4 est alors ordonnance´e dans le second intervalle ou` il reste 12 ms a` une partition
pour s’exe´cuter. Il faut a` nouveau e´tendre la MAF pour ordonnancer P3 dans les deux
premiers intervalles. E´tant donne´ que le temps restant dans chaque intervalle vaut 1 ou
5, P3 s’exe´cutant en 7 ms ne peut pas eˆtre ajoute´e. Le temps d’exe´cution des partitions
devenant plus important a un impact significatif de`s lors que les partitions doivent eˆtre
alloue´es sur un petit nombre de processeurs.
Nous remarquons dans la Table 3.3 qu’aucune allocation valide n’existe lorsque les
quatre processeurs doivent eˆtre utilise´s, tandis qu’il existe une unique allocation valide
lorsque trois processeurs sont utilise´s. Si nous reprenons les contraintes de de´lai de
bout-en-bout, ch1, contenant les partitions P1 et P2, est la chaˆıne la plus contrainte. Si
nous essayons d’assigner ces deux partitions sur deux processeurs distincts comme nous
l’illustrons Figure 3.27, aucune allocation est possible. En effet, le de´lai subit la pe´riode
de P2 qui vaut Dch1,max. Si nous ajoutons les temps d’exe´cution des partitions, nous
de´passons la contrainte de bout-en-bout spe´cifie´e. Assigner les partitions appartenant
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Figure 3.26 Temps manquant pour allouer sur un seul processeur Proc3 ou Proc4 toutes
les partitions du VMSA
aux chaˆınes les plus contraintes dans un meˆme processeur ou les conside´rer au plus toˆt
dans l’algorithme d’allocation nous permettrait de guider notre recherche en e´laguant
rapidement les allocations partielles non valides.
Figure 3.27 P1 et P2 sur des processeurs diffe´rents
Lorsque trois processeurs sont utilise´s, nous remarquons qu’une seule allocation
fonctionne dans tous les cas sauf avec le processeur Proc4. Comme nous l’avons pre´cise´
dans le paragraphe ci-dessus, P1 et P2 doivent eˆtre sur le meˆme processeur. C’est possible
avec les processeurs Proc1, Proc2 et Proc3. Or, avec le processeur Proc4, il est impossible
d’allouer ces deux partitions dans le meˆme processeur car nous ne pouvons pas respecter
les contraintes d’ordonnancement donne´es par le standard ARINC 653 [1]. C’est aussi
pour cette raison qu’il n’y a pas d’allocation valide avec deux processeurs Proc4.
Lorsque deux processeurs sont utilise´s, seul le cas avec le processeur Proc3 admet
deux allocations valides au lieu de trois. L’allocation valide manquante est l’allocation
ou` les partitions P1, P2, P4, P5, P6 et P7 sont sur le premier processeur, tandis que P3,
86 Recherche exhaustive d’allocations valides
P5, P6 et P7 sont sur le deuxie`me. Reprenons l’ordonnancement de ces six partitions sur
le premier processeur : P1 est alloue´e et ordonnance´e en premie`re position sur la MAF,
puis la MAF est e´tendue pour ordonnancer P2 dans le premier intervalle. P4 est ensuite
alloue´e : comme le temps restant dans le premier intervalle est infe´rieur a` 1, P4 est alors
ordonnance´e dans le deuxie`me intervalle ou` il reste 12 ms a` une partition pour s’exe´cuter.
Il faut a` nouveau e´tendre la MAF pour ordonnancer P5 dans les deux premiers intervalles.
E´tant donne´ que le temps restant dans chaque intervalle vaut 1 ou 5, P5 s’exe´cutant en 6
ms ne peut eˆtre ajoute´e ni dans le premier ni dans le deuxie`me intervalle.
Dans cette e´tude de cas, en conside´rant une latence de communication nulle, seule
la chaˆıne la plus contrainte ch1 impose que deux partitions, P1 et P2, soient alloue´es
sur le meˆme processeur afin de satisfaire les contraintes de bout-en-bout. Re´duire la
puissance des processeurs, et par conse´quent augmenter le pire temps d’exe´cution de
chaque partition, re´duit le nombre d’allocations valides sur un petit nombre de processeurs
puisqu’il devient impossible d’ordonnancer un certain nombre de partitions sur un meˆme
processeur, e.g. 6 partitions spe´cifiques sur le processeur Proc3.
3.2.4 Passage a` l’e´chelle
Une application avionique est ge´ne´ralement compose´e d’une dizaine de partitions, sans
conside´rer ses re´plicas. Par exemple, l’application ROSACE [109], pour  Research Open-
Source Avionics and Control Engineering , est compose´e de 10 partitions de fre´quences
harmoniques entre 10 et 100 Hertz. Le FADEC, pour  Full Authority Digital Engine
Control , ge`re le syste`me moteur dans les avions. Il est compose´ de 9 partitions [110].
L’application de maintenance pre´dictive, ou  Health Monitoring , permet d’anticiper
la maintenance des moteurs d’avion. Il est compose´ de 14 partitions [110].
Dans une architecture IMA, diffe´rentes applications, critiques ou non, peuvent eˆtre
alloue´es sur un meˆme processeur. L’algorithme de distribution doit eˆtre capable d’allouer
et d’ordonnancer les partitions de ces diffe´rentes applications. Nous e´tudions dans cette
partie les performances et les limites de notre algorithme inte´gre´ en faisant varier diffe´rents
parame`tres correspondant a` la monte´e en charge des syste`mes :
— le nombre de partitions en commenc¸ant par 10 partitions,
— toutes les partitions de pe´riode T = 25ms voient leur WCET C varie´ entre 5 ms
a` 25 ms.
L’ensemble Ch est compose´ de N chaˆınes ch de deux partitions communicantes :
chi = {P2i−1, P2i}. Le de´lai de bout-en-bout Dchi,max est le meˆme pour toutes les chaˆınes :
il prend pour valeur soit 20 ms (un de´lai tre`s strict), soit 40 ms.
Ces partitions sont alloue´es sur un ensemble E contenant au minimum 10 processeurs
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PE.
Un premier test consiste a` allouer 10 partitions sur au plus 10 processeurs, en prenant
en compte diffe´rentes valeurs de WCET. Ici, Dchi,max est e´gal a` 20 ms. Nous remarquons
dans les Tables 3.4 et 3.5 que lorsque le WCET augmente, le temps d’analyse et le
nombre de MAF ge´ne´re´es de´croissent. Un e´lagage rapide des branches est effectue´ a`
cause de partitions non ordonnanc¸ables ou de la non satisfaction des contraintes de de´lai
de bout-en-bout dans les allocations partielles lorsque le WCET est grand.
Un second test consiste a` relaˆcher la contrainte de de´lai de bout-en-bout Dchi,max,
toujours avec 10 partitions. Si nous comparons les Tables 3.4 et 3.5 correspondant a`
l’analyse avec Dchi,max=20 ms et les Tables 3.6 et 3.7 correspondant a` l’analyse avec
Dchi,max=40 ms, nous constatons une explosion du nombre de MAF ge´ne´re´es et du
temps d’analyse lorsque le WCET est bas. Plus de branches sont parcourues car plus
d’ordonnancements existent et peuvent eˆtre valides.
Un troisie`me test consiste a` modifier le nombre de partitions a` distribuer. Le WCET
de toutes les partitions est e´gal a` 5 ms et la contrainte de de´lai de bout-en-bout pour
toutes les chaˆınes vaut 20 ms. D’une part, nous pouvons e´tablir graˆce a` la Table 3.8 que
le temps d’analyse atteint un seuil maximal a` partir d’un nombre de processeurs, e.g. 6,
7 et 8, ... processeurs pour respectivement 10, 12, 14, ... partitions. Si nous corre´lons ce
re´sultat avec la Table 3.9, nous constatons que le nombre de MAF ge´ne´re´es atteint une
limite. D’autre part, nous remarquons que le temps d’analyse est multiplie´ par 10 lorsque
2 nouvelles partitions sont ajoute´es : comme le nombre de possibilite´s d’ordonnancements
augmente, un plus grand nombre de branches dans notre arbre de recherche d’allocations
est parcouru. Pour finir, nous constatons dans la Table 3.8 que l’algorithme de recherche
ne termine pas a` partir de 20 partitions sur 6 processeurs. L’algorithme a ge´ne´re´ en
un mois plus d’un milliard d’ordonnancements (cf. Table 3.9), mais ce nombre reste ici
insuffisant pour trouver dans ces cas, i.e. a` partir de 6 processeurs, toutes les allocations
valides.
Cet algorithme donne des re´sultats satisfaisants sur de petites architectures telles que
le syste`me VMSA ainsi que sur des architectures comportant un plus grand nombre de
partitions. Ne´anmoins, de`s que l’architecture grossit, avec des partitions ou` le WCET
est faible par rapport a` la pe´riode ou lorsque les de´lais sont peu contraints, une explosion
du temps d’analyse apparaˆıt et devient limitant, i.e. l’analyse ne finit pas au bout d’un
mois. Ces limites proviennent dans ce cas du nombre d’ordonnancements qui augmente
et accroˆıt par conse´quent la taille de l’arbre de recherche. Une heuristique est ne´cessaire
pour re´duire l’espace de recherche des ordonnancements.
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5 10 15 20 25
2 0.04 < 10−4 < 10−4 < 10−4 < 10−4
3 0.06 1 ∗ 10−4 < 10−4 < 10−4 < 10−4
4 0.08 1 ∗ 10−4 < 10−4 < 10−4 < 10−4
5 et plus 0.09 2 ∗ 10−4 < 10−4 < 10−4 < 10−4





5 10 15 20 25
2 8752 7 2 2 1
3 11103 11 2 2 1
4 16445 15 2 2 1
5 16946 18 2 2 1
6 et plus 16947 19 2 2 1




5 10 15 20 25
2 0.06 < 10−4 < 10−4 < 10−4 < 10−4
3 235 2 ∗ 10−4 < 10−4 < 10−4 < 10−4
4 4956 6 ∗ 10−4 < 10−4 < 10−4 < 10−4
5 12866 8 ∗ 10−4 < 10−4 < 10−4 < 10−4
6 15463 1 ∗ 10−3 < 10−4 < 10−4 < 10−4
7 15560 1 ∗ 10−3 < 10−4 < 10−4 < 10−4
8 22520 1 ∗ 10−3 < 10−4 < 10−4 < 10−4
9 21625 1 ∗ 10−3 < 10−4 < 10−4 < 10−4
10 21054 1 ∗ 10−3 < 10−4 < 10−4 < 10−4
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5 10 15 20 25
2 1415 10 2 2 2
3 450923 24 2 2 2
4 2415999 52 2 2 2
5 2908636 62 2 2 2
6 2967705 93 2 2 2
7 1456829 93 2 2 2
8 1457616 93 2 2 2
9 1457662 93 2 2 2
10 1457663 93 2 2 2




10 12 14 16 18 20
2 0.04 0.04 0.04 0.05 0.05 0.06
3 0.06 0.08 5.8 6.3 6.8 7.0
4 0.08 0.7 7.6 9.9 841.3 869.4
5 0.09 0.8 12.6 155.8 2061.6 4631.9
6 0.09 0.8 12.9 177.4 4877.0 ?
7 0.09 0.8 12.9 176.2 4189.8 ?
8 0.09 0.8 12.9 175.9 4038,4 ?
9 0.09 0.8 12.9 172.8 3967,7 ?
10 0.09 0.8 12.9 171.0 4068,0 ?




10 12 14 16 18 20
2 8752 8752 8752 8752 8752 8752
3 11103 14424 822684 822684 822684 822684
4 16445 108876 913731 963771 77703186 77703186
5 16946 129861 1456356 10214991 82803486 83589411
6 16947 130864 1518394 12491602 140640952 ?
7 16947 130865 1520158 12643182 148237480 ?
8 16947 130865 1520159 12646020 148561189 ?
9 16947 130865 1520159 12646021 148565468 ?
10 16947 130865 1520159 12646021 148565469 ?
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3.3 Conclusion
Dans ce chapitre, nous nous sommes inte´resse´s a` la distribution de partitions avioniques
sur un plus grand nombre de processeurs. Un algorithme appele´  approche inte´gre´e  a
e´te´ cre´e´, base´ sur le parcours d’un arbre d’allocations valides. Chaque nouveau nœud
correspond a` l’allocation d’une partition dans un processeur : ce nœud est dit valide s’il
existe un ordonnancement respectant le standard ARINC 653 [1], si les contraintes de
communication de bout-en-bout sont respecte´es et s’il existe au moins un nœud enfant,
i.e. une allocation totale valide repre´sente´e par une feuille de l’arbre.
Cet algorithme recherche en profondeur tous les ordonnancements valides d’une allo-
cation partielle tant qu’un des nœuds enfants n’est pas valide. Si aucun ordonnancement
respectant les contraintes de communication de bout-en-bout dans le nœud courant ou
dans les nœuds enfants est trouve´, la branche est alors e´lague´e. Cette approche a e´te´
teste´e sur une e´tude de cas he´licopte`re : les re´sultats obtenus permettent de se´lectionner
un nombre de processeurs ainsi qu’une distribution des partitions associe´es au syste`me
VMSA avec un ordonnancement satisfaisant les contraintes de communication de bout-
en-bout. Cette approche permet de supprimer les allocations impossibles, par exemple
deux partitions doivent obligatoirement eˆtre assigne´es sur le meˆme processeur. Nous
avons ensuite passe´ a` l’e´chelle cette approche. Elle montre ses limites de`s lors qu’une
vingtaine de partitions doivent eˆtre alloue´es sur plus de six processeurs : ge´ne´rer la MAF
sur chaque processeur devient couˆteux en temps. Par ailleurs, de`s que les contraintes de
communication de bout-en-bout deviennent tre`s relaˆche´es, le nombre d’ordonnancements
possibles augmentent, cre´ant un arbre d’allocations valides tre`s large et par conse´quent
ne permettant pas de trouver toutes les allocations valides en un temps raisonnable. Pour




Dans l’approche inte´gre´e pre´sente´e Chapitre 3, une limite a e´te´ mise en avant : une
recherche des allocations valides qui ne finit pas de`s lors que 20 partitions doivent eˆtre
alloue´es sur plus de 6 processeurs. Nous mettons en avant les limites de ce premier
algorithme en 4.1 afin de proposer une heuristique base´e sur des choix d’allocations
partielles selon les contraintes de bout-en-bout. Ces choix sont base´s sur la me´thode
exacte de  se´paration et e´valuation  d’un parcours d’arbre. Cette me´thode est de´taille´e
en 4.2. Nous de´veloppons une heuristique qui n’a pas besoin de sauvegarder les nœuds de´ja`
parcourus valides graˆce a` la se´lection de l’ordonnancement offrant le plus de variabilite´
pour les nœuds enfants en 4.3. Dans le cadre de cette heuristique, nous montrons en 4.4
qu’il est plus inte´ressant d’allouer les partitions en fonction des contraintes des chaˆınes
plutoˆt que de les traiter par pe´riode croissante. Notre e´tude de complexite´ en 4.6 montre
un gain important d’un facteur de 1N ! par rapport a` notre approche inte´gre´e pre´ce´dente,
N e´tant le nombre de partitions a` distribuer. Nous comparons en 4.7 et en 4.8 les deux
algorithmes de´finis dans ce chapitre et le chapitre pre´ce´dent sur l’exemple d’e´tude de cas
pre´sente´e en 3.2.3 et sur leur passage a` l’e´chelle.
4.1 Limites de l’approche exhaustive
Dans l’approche inte´gre´e ci-dessus, nous ve´rifions qu’une allocation partielle satisfait
les contraintes d’ordonnancement et les de´lais de bout-en-bout. Reprenons rapidement
cette approche avec l’exemple de la Table 3.1. Un arbre contenant toutes les allocations
possibles est parcouru en profondeur. Nous repre´sentons une partie de cet arbre Figure
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4.1. La racine de notre arbre est une allocation vide. Sur le premier niveau de l’arbre,
P1 est alloue´e dans un premier processeur (cela peut eˆtre n’importe quel processeur
puisqu’ils sont tous identiques). Sur le niveau suivant, la partition suivante P2 peut-eˆtre
alloue´e sur le meˆme processeur que P1 (branche de gauche) ou sur un autre (branche
de droite). Dans chaque nœud, un ordonnancement faisable ve´rifiant les contraintes
des de´lais de chaque chaˆıne doit eˆtre trouve´. Lorsqu’une partition est ajoute´e dans un
ordonnancement existant, toutes les positions que son slot associe´ peut prendre sont
potentiellement teste´es.
Figure 4.1 Parcours partiels de l’arbre avec l’exemple Table 3.1
Conside´rons la branche ou` toutes les partitions sont alloue´es dans le premier processeur
et imaginons qu’aucune allocation valide existe. Si nous sommes oblige´s de descendre
jusqu’a` l’allocation de P6, toutes les positions possibles de chaque partition doivent eˆtre
teste´es. La Figure 4.2 illustre l’ordonnancement d’une partition Pj,j=1..6 laissant le plus
de place pour l’ordonnancement des autres partitions. P1 est ordonnance´e a` l’instant 0.
P2 peut commencer son exe´cution a` 3, 4, 5, 6, 7 ou 8 dans la MAF1. Elle peut donc eˆtre
ordonnance´e dans Hyp1 − (C1 +C2) + 1 = 10− (3 + 2) + 1 = 6 positions dans la MAF1.
P3 est ordonnance´e dans le premier intervalle pour e´viter des doublons. Elle peut prendre
10−(3+2+2)+1 = 4 positions. P4 est ordonnance´e dans le deuxie`me intervalle puisqu’il n’y
a pas assez de temps libre dans le premier intervalle. Elle peut prendre 10−(3+2+4)+1 = 2
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positions dans la MAF1. P5 peut eˆtre ordonnance´e dans tous les intervalles : elle peut
prendre 40− (3+2+2+1)+1− (3+2+4+1)+1− (3+2+2+1)+1− (3+2+1)+1 = 12
positions. P6 ici ne peut eˆtre ordonnance´e que dans le quatrie`me intervalle et prendre 2
positions. Si aucune position de P6 fonctionne, il faut ordonnancer autrement les cinq
partitions pre´ce´dentes. Ceci revient a` faire au maximum 6× 4× 2× 12 = 576 retours en
arrie`re juste pour cette branche.
Figure 4.2 Ordonnancement des partitions laissant le plus de marge pour l’allocation
des autres partitions
Un retour arrie`re est effectue´ jusqu’a` ce qu’une allocation valide soit trouve´e ou
qu’aucune allocation valide existe. Ceci revient a` tester tous les ordonnancements dans le
pire des cas. Nous avons montre´ en 3.2.2 que lorsque le nombre de partitions alloue´es
sur un processeur augmente, le nombre d’ordonnancements possibles explose. C’est le
proble`me principal du pre´ce´dent algorithme.
4.2 Me´thode de  se´paration et e´valuation 
La recherche d’allocations et d’ordonnancements de fac¸on ite´rative fait partie des
proble`mes d’optimisation combinatoire dits durs. Deux ensembles de techniques peuvent
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eˆtre utilise´s pour re´soudre ce proble`me : les me´thodes dites exactes et les heuristiques.
L’avantage des me´thodes exactes est d’effectuer une recherche exhaustive afin de trouver
une solution optimale si elle existe, mais leur inconve´nient majeur provient de leur temps
d’exe´cution qui augmente avec la taille du syste`me. Pour contrer ce temps d’exe´cution,
des heuristiques ou des me´ta-heuristiques telles que le recuit simule´, la recherche Tabou,
les algorithmes ge´ne´tiques, peuvent eˆtre imple´mente´es, mais elles ne conduisent pas en
ge´ne´ral a` une solution optimale en un temps fini. [111]
Dans cette partie, nous souhaitons trouver toutes les allocations qui satisfont les
contraintes d’ordonnancement et les contraintes de communication de bout-en-bout. Le
but est de trouver pour chaque branche l’ordonnancement partiel le plus inte´ressant, tout
en e´cartant les mauvaises solutions au plus toˆt. Pour cela, nous allons nous appuyer sur
la me´thode dite de  se´paration et e´valuation .
Cette me´thode peut eˆtre illustre´e par le proble`me du sac a` dos qui est un proble`me
NP-complet [112]. Ce proble`me consiste a` remplir un sac a` dos de capacite´ b avec des
produits x1, x2, · · · , xn qui ont un poids b1, b2, · · · , bn et rapportent un couˆt c1, c2, · · · ,
cn par unite´, de fac¸on a` maximiser le profit. Le syste`me d’e´quation associe´ a` ce proble`me
est donne´ e´quation 4.1.
maxZ = c1 · x1 + c2 · x2 + · · ·+ cn · xn
tel que b1 · x1 + b2 · x2 + · · ·+ bn · xn ≤ b
xi ∈ R (4.1)
Prenons le proble`me du sac a` dos suivant :
maxZ = x1 + 2 · x2 + 3 · x3 + 4 · x4
tel que 4 · x1 + 3 · x2 + 5 · x3 + 2 · x4 ≤ 12
x1 ∈ {0, 1, 2, 3}
x2 ∈ {0, 1, 2}
x3 ∈ {0, 1}
x4 ∈ {0, 1, 2, 3, 4} (4.2)
Toutes les combinaisons de remplissage du sac a` dos respectant la contrainte de poids
b ≤ 12 sont donne´es Figure 4.3. La valeur obtenue de Z est donne´e en dessous de chaque
feuille solution.
La me´thode de  se´paration et e´valuation , ou  branch and bound , est un outil
qui a e´te´ propose´ par Land et Doig [113] pour re´soudre les proble`mes d’optimisation
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Figure 4.3 Solutions possibles du proble`me du sac a` dos
NP-durs. Il s’agit de parcourir un arbre afin d’en arriver aux extre´mite´s, les feuilles,
repre´sentant une solution comple`te satisfaisant les contraintes du proble`me ; les solutions
temporaires sont repre´sente´es par un nœud.
A` chaque nouveau nœud, la de´cision d’explorer la nouvelle branche est prise en fonction
des deux axes suivants : la se´paration et l’e´valuation. La se´paration permet d’obtenir
une me´thode ge´ne´rique pour e´nume´rer toutes les solutions tandis que l’e´valuation e´vite
l’e´nume´ration syste´matique de toutes les solutions. Plus pre´cise´ment, l’e´valuation permet
de re´duire l’espace de recherche en e´liminant les sous-ensembles qui ne contiennent pas
la solution optimale. Le nœud candidat ge´ne´re´ est compare´ au nœud qui a le couˆt le
plus inte´ressant de´ja` explore´ dans l’arbre : si le couˆt du nœud le plus inte´ressant reste
meilleur que celui du nœud candidat, alors la nouvelle branche est e´lague´e car les solutions
sous-jacentes resteront par supposition moins bonnes, sinon, la branche courante est
explore´e. La se´paration consiste a` re´duire le proble`me en un ensemble de sous-proble`mes.
Graˆce a` l’e´valuation, les sous-proble`mes pouvant potentiellement contenir la solution
optimale sont retenus.
Reprenons l’exemple de l’e´quation 4.2. Chaque produit est ajoute´ dans le sac a` dos
dans l’ordre x4, x2, x3, x1, i.e. par ordre de´croissant du rapport couˆt/poids. Dans ce cas,
cette me´thode est dite exacte car nous sommes suˆrs de trouver le maximum global. Si les
produits sont ajoute´s dans un autre ordre, le risque est de se retrouver bloque´ dans un
maximum local. Construisons l’arbre de recherche illustre´ Figure 4.4.
1. Une premie`re e´tape consiste a` e´valuer tous les nœuds x4 ge´ne´re´s.
— Le nœud x4 = 4 correspond a` mettre quatre produits x4 dans le sac a` dos.
L’e´valuation de ce nœud prend en compte a` la fois le couˆt re´el (16) et le couˆt
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estime´ avec le produit suivant. Ce dernier est donne´ par le couˆt du produit
suivant (c2 = 2) et leur nombre potentiel proportionnel au poids restant dans
le sac a` dos sur le poids du produit suivant ( b−4×b4b2 ). L’e´valuation du nœud
est alors de 16 + 2× 12−83 = 18, 67. Le couˆt de chaque feuille sous-jacente a` ce
nœud courant ne de´passera pas cette valeur.
— Le nœud x4 = 3 a pour e´valuation 12 + 2× 12−63 = 16.
— Le nœud x4 = 2 a pour e´valuation 8 + 2× 12−43 = 13, 33.
— Le nœud x4 = 1 a pour e´valuation 4 + 2× 12−23 = 10, 67.
— Le nœud x4 = 0 a pour e´valuation 0 + 2× 12−03 = 8.
Le nœud offrant la meilleure e´valuation est le nœud x4 = 4. Ce dernier est
de´veloppe´.
2. Une deuxie`me e´tape consiste a` diviser le nœud ayant obtenu la meilleure e´valuation.
Ici, il s’agit du nœud x4 = 4. x2 peut prendre deux valeurs ici : 0 ou 1. L’e´valuation
de ces deux nœuds nous donne respectivement 18,4 et 18,6. Comme il n’y a pas
d’e´valuation supe´rieure dans notre arbre de recherche, le nœud (x4, x2) = (4, 1)
est de´veloppe´.
3. La troisie`me e´tape de´veloppe le nœud (x4, x2) = (4, 1) qui a obtenu la meilleure
e´valuation. x3 de poids 5 ne peut pas eˆtre ajoute´ au sac a` dos : le sac a` dos est
charge´ a` 11 ne laissant que 1 pour ajouter un nouveau produit. L’e´valuation du
nœud obtenu est alors de 18 + 14 = 18, 25, qui est infe´rieur a` l’e´valuation du nœud
(x4, x2) = (4, 0). Ce dernier est alors de´veloppe´.
4. Pour les meˆmes raisons que le point pre´ce´dent, x3 ne peut pas eˆtre ajoute´ au sac
a` dos. L’e´valuation du nœud obtenu est alors de 16 + 12−84 = 17. Cette valeur est
infe´rieure a` l’e´valuation du nœud (x4, x2, x3) = (4, 1, 0).
5. Le nœud (x4, x2, x3) = (4, 1, 0) est de´veloppe´ : x1 ne peut prendre que la valeur 0.
L’e´valuation exacte est alors de 18. Comme aucune autre branche a une e´valuation
supe´rieure, nous avons obtenu la valeur de la solution optimale qui consiste a`
prendre 4 unite´s du produit x4 et 1 unite´ du produit x2.
Dans cette the`se, nous recherchons toutes les allocations valides avec des ordonnance-
ments respectant les contraintes de bout-en-bout. Le premier proble`me consiste a` choisir
le processeur ou` est alloue´e une partition donne´e. Le deuxie`me proble`me doit spe´cifier
l’intervalle et la position de la partition dans un processeur donne´. Le tout doit satisfaire
les exigences de bout-en-bout. Ce dernier proble`me revient a` un proble`me de remplissage
d’un sac a` dos : de´terminer le meilleur ordonnancement d’un ensemble de n partitions.
La me´thode de  se´paration et e´valuation  nous permet de re´duire l’espace de recherche
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Figure 4.4 Recherche d’une solution optimale au proble`me du sac a` dos avec la me´thode
de se´paration et e´valuation
afin d’e´nume´rer les solutions valides. Cette me´thode est adapte´e et imple´mente´e dans
notre heuristique pour la se´lection des ordonnancements.
4.3 Se´lection des ordonnancements
Dans cette partie, nous souhaitons re´duire le temps de recherche de notre analyse.
Nous proposons ici une heuristique gloutonne visant a` supprimer le retour en arrie`re
lors des recherches d’ordonnancements, le proble`me majeur du pre´ce´dent algorithme.
Lorsqu’une nouvelle partition est alloue´e sur un processeur, tous les intervalles ou` la
partition peut eˆtre ordonnance´e sont teste´s. Chaque ordonnancement repre´sente un
nouveau nœud. Graˆce a` la me´thode de se´paration et e´valuation, nous e´valuons le potentiel
de chaque nœud. Seul l’ordonnancement avec le potentiel le plus e´leve´ est retenu (les
autres sont de´finitivement abandonne´s). Le potentiel d’un ordonnancement est e´value´,






machi,am = Dchi,max −Dchi,am (4.4)
La marge d’une chaˆıne de communication est la diffe´rence entre la contrainte de bout-
en-bout de celle-ci et son de´lai de bout-en-bout courant calcule´ graˆce a` l’e´quation 3.16.
Le but de cette me´trique est de choisir l’ordonnancement qui maximise le nombre de
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possibilite´s pour allouer les partitions restantes appartenant aux diffe´rentes chaˆınes de
communication dans les futurs ordonnancements des nœuds enfants en leur laissant le
plus de marge sur les communications, qu’elles soient locales ou distantes. Cette me´trique
permet de maximiser le potentiel d’un ordonnancement et ainsi de rapprocher toutes les
partitions communicantes dans un meˆme processeur tout en minimisant l’impact des
communications sur l’architecture cre´e´e.
Prenons l’exemple Figure 4.5. Lorsque la partition P5 est alloue´e sur le premier proces-
seur, plusieurs ordonnancements candidats existent. Nous en illustrons que deux Figure
4.5 parties b et d pour des raisons de lisibilite´. Le potentiel du premier ordonnancement
est :
fc = (30− 17) + (40− 35) + (60− 54) = 24
et celui du second ordonnancement est :
fc = (30− 17) + (40− 33) + (60− 54) = 26.
Le second ordonnancement offre une marge supple´mentaire de 2 millisecondes par rapport
au premier ordonnancement. Si nous comparons les parties b et d de la Figure 4.5,
nous constatons que cette marge de 2 millisecondes est obtenue graˆce a` l’exe´cution
conse´cutive des partitions P2 et P5 dans le second intervalle Figure 4.5 partie d alors que
P3 se´pare ces deux partitions dans le premier intervalle Figure 4.5 partie b. Ainsi, le second
ordonnancement est se´lectionne´. Nous trouvons ensuite l’ordonnancement contenant P6
illustre´ Figure 4.5 partie e qui ame`ne a` une allocation valide de toutes les partitions.
4.4 Se´lection des partitions
Dans les travaux [59], Kermia propose de regrouper les chaˆınes les plus longues en
nombre de partitions dans les meˆmes processeurs pour re´duire le nombre d’allocations
possibles. Par conse´quent, cette me´thode ne permet pas d’offrir une distribution des
partitions sur un plus grand nombre de processeurs. Par ailleurs, il ne prend pas en
conside´ration qu’une chaˆıne courte peut eˆtre plus contrainte qu’une chaˆıne plus longue
telle que dans notre exemple la chaˆıne ch2 (2 partitions) qui est plus contrainte que la
chaˆıne ch3 (3 partitions).
Dans notre approche pre´ce´dente, les partitions e´taient traite´es par pe´riode croissante.
Ceci a permis de limiter l’espace de recherche dans les niveaux les plus proches de la
base de l’arbre. En effet, allouer les partitions avec de longues pe´riodes augmente la
taille de la MAF, entraˆınant par conse´quent un plus grand nombre d’ordonnancements
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candidats. Retarder le plus possible l’allocation de ces partitions limite ainsi le nombre
d’ordonnancements candidats.
Dans notre nouvelle approche pre´sente´e ici, le proble`me est un peu diffe´rent, e´tant
donne´ qu’un seul ordonnancement est se´lectionne´, sans retour en arrie`re. Il en de´coule
que le nombre d’ordonnancements conside´re´s par le processus de se´lection dans chaque
nœud reste tre`s petit, meˆme pour des MAFs longues.
Pour obtenir la marge la plus forte pour chaque chaˆıne, il faut que les partitions
communicantes dans un meˆme processeur soient le plus proche possible. Il faut aussi que
toutes les chaˆınes respectent leur contrainte de bout-en-bout.
Nous choisissons de ce fait de traiter les partitions en fonction de la marge croissante des
chaˆınes afin d’allouer en priorite´ les partitions les plus contraintes, i.e. celles appartenant
aux chaˆınes avec les plus petites marges. Cet ordre est obtenu en triant en premier les
chaˆınes par marge croissante, base´ sur l’e´quation 3.16 ou` aucune partition n’est alloue´e
sur l’ensemble des processeurs. Ensuite, les partitions sont trie´es en fonction de leur ordre
d’apparition dans les chaˆınes. Si une partition apparaˆıt dans plusieurs chaˆınes, celle-ci
est seulement conside´re´e dans la chaˆıne avec la plus petite marge.
Comme nous l’avons pre´cise´ ci-dessus, les partitions communicantes appartenant a`
une meˆme chaˆıne et alloue´es dans un meˆme processeur doivent eˆtre les plus proches
possibles. Il faut aussi que toutes les chaˆınes respectent leur contrainte de bout-en-bout.
Pour respecter en meˆme temps ces deux contraintes, nous conside´rons qu’un ensemble de
partitions alloue´ dans le meˆme intervalle d’une MAF repre´sente un bloc indissociable
pour ne plus remettre en cause les chaˆınes les plus contraintes. Une nouvelle partition
alloue´e dans cet intervalle peut seulement prendre deux positions : la premie`re ou la
dernie`re. Elle est accole´e par ailleurs au bloc indissociable.
4.5 Algorithme ge´ne´ral de notre heuristique
Notre heuristique consiste en la construction d’un arbre dont tous les nœuds sont
cre´e´s au fur et a` mesure qu’une partition est alloue´e sur un processeur particulier. Pour
cela, nous cre´ons un algorithme re´cursif initialise´ dans l’Algorithme 4. Les partitions
sont trie´es et nume´rote´es en fonction de la marge croissante des chaˆınes (Algorithme 4,
Pre´-conditions). Dans chaque nouveau processeur k, un premier tableau vide de Tmin
unite´s de temps, i.e. la plus petite des pe´riodes de l’ensemble des partitions P , est ge´ne´re´
(Algorithme 4, lignes 3-7). Ce tableau repre´sente la MAFk du processeur k de dure´e Hypk
dont chaque intervalle a une dure´e Tmin. La premie`re partition peut eˆtre ordonnance´e
(Algorithme 4, ligne 8).
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Nous cre´ons une nouvelle variable apotentielle qui retient dans le nœud courant l’alloca-
tion ayant le plus grand potentiel selon la me´trique E´quation 4.3. Dans un premier temps,
cette allocation est vide. Nous conside´rons que la somme de ces marges de communication
fc,apotentielle est e´gal a` -1 (Algorithme 5, lignes 1-2). Une nouvelle partition Pj de pe´riode
Tj et de dure´e d’exe´cution Cj peut tenter d’eˆtre ordonnance´e dans la MAFk si Tj ≤ Hypk.
Si ce n’est pas le cas, la MAFk est re´plique´e
Tj
Hypk
fois (Algorithme 5, lignes 3-6). La
nouvelle longueur de la MAFk devient Hypk = Tj (Algorithme 5, ligne 5).
Si toutes les unite´s de temps sont libres, alors Pj est ordonnance´e dans les Cj premie`res
unite´s de temps de la MAFk (Algorithme 5, lignes 5-6). Sinon, nous conside´rons que
les partitions alloue´es dans chaque intervalle repre´sente un ensemble indissociable. Pj
est ordonnance´e en premie`re et en dernie`re position de chaque intervalle de la MAFk
(Algorithme 5, lignes 10-20).
L’algorithme 6 va ordonnancer de deux fac¸ons diffe´rentes les partitions, selon qu’elles
doivent eˆtre place´es en premie`re ou dernie`re position d’un intervalle. Si la partition prend
la premie`re place d’un intervalle (Algorithme 6, lignes 1-7), il faut dans un premier temps
de´caler les partitions pre´sentes pour laisser Cj unite´s de temps, et de´caler si ne´cessaire les
autres partitions pour l’exe´cution pe´riodiques des partitions (Algorithme 6, lignes 2-3).
Si la partition prend la dernie`re place d’un intervalle (Algorithme 6, lignes 8-13), il faut
de´terminer l’instant h ou` se termine la dernie`re partition ordonnance´e dans l’intervalle
(Algorithme 6, ligne 9). Comme les partitions ne sont pas alloue´es par pe´riode croissante,
il faut ve´rifier que chaque partition s’exe´cute de fac¸on strictement pe´riodique (Algorithme
6, lignes 4 et 10) :




x+ Cj − 1 ≤ Tj
les segments [x+ n× Tj , x+ n× Tj + Cj − 1] ,





− 1} sont libres.
(4.5)
Si l’ordonnancement respecte les strictes pe´riodicite´s des partitions, une allocation am est
ge´ne´re´e (Algorithme 6, lignes 5 et 11). Dans ce cas, les contraintes de bout-en-bout sont
ve´rifie´es (Algorithme 6, lignes 15-23). Si am est valide, i.e. la partition est ordonnance´e de
fac¸on a` satisfaire les contraintes de bout-en-bout, une allocation est retourne´e (Algorithme
5, ligne 20).
Si am existe (Algorithme 5, lignes 12-13), sa me´trique est calcule´e (Algorithme 5,
ligne 14). L’allocation am remplace l’allocation potentielle courante si et seulement si sa
me´trique est supe´rieure a` celle de apotentielle (Algorithme 5, lignes 15-17).
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Si apotentielle existe (Algorithme 5, ligne 22), une partition suivante est alloue´e (Algo-
rithme 5, lignes 26-28), ou s’il n’en reste plus, nous obtenons une allocation totale valide
(Algorithme 5, lignes 23-24).
Algorithme 4 Initialisation de l’heuristique
Pre´-conditions : les partitions trie´es et nume´rote´es en fonction de la marge croissante
des chaˆınes, le nombre maximum de processeurs MaxNbPE
1: Soit a0 une allocation de MaxNbPE processeurs vides
2: Soit Tmin = minPi∈P(Ti) la plus petite des pe´riodes de P
3: pour x = 1..MaxNbPE faire
4: Le processeur PEx est repre´sente´ par un tableau de Tmin unite´s de temps
5: Hypx ← Tmin
6: txintervalle ← Tmin
7: fin pour
8: Ordonnancement de la partition P1 sur le processeur PE1 de l’allocation a0 (Algo-
rithme 5)
4.6 Etude de complexite´
Comme en 3.2.2, nous recherchons toutes les allocations valides.
L’algorithme d’ordonnancement est diffe´rent de la partie 3.2.2. Soit k le nombre de
fre´quences de l’ensemble des partitions P . Un ordonnancement est choisi parmi 22k choix
possibles dans chaque nœud parcouru, i.e. dans chaque intervalle, une nouvelle partition
pourra prendre au maximum deux positions, la premie`re ou la dernie`re. Soit N le nombre








La complexite´ de cette heuristique est de l’ordre de O(22k×NNN ! ).
4.7 Comparaisons sur l’e´tude de cas
Reprenons l’e´tude de cas pre´sente´e en 3.2.3 et regardons les diffe´rences apporte´es par
l’heuristique, que ce soit au niveau des solutions trouve´es ou du temps d’exe´cution et
l’utilisation de la me´moire.
Comparons dans un premier temps le nombre d’allocations valides pour chaque
processeur avec les Tables 3.3 et 4.1. L’heuristique manque une allocation valide sur
les 13 trouve´es avec l’approche inte´gre´e, soit un taux de re´ussite de 92%. L’allocation
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Algorithme 5 Ordonnancement d’une partition Pj sur un processeur PEk d’une alloca-
tion al
1: Soit apotentielle une allocation vide
2: fc,apotentielle ← −1 la somme des marges des chaˆınes de communication de apotentielle
3: si Pj > Hypk alors




5: Hypk ← Tj
6: fin si
7: si MAFk vide alors
8: apotentielle ← Ordonnancement (Pj , 1, 1, PEk, al) (Algorithme 6)
9: sinon






11: pour p = 1, position de la dernie`re partition ordonnance´e dans l’intervalle i+ 1
faire
12: am ← Ordonnancement (Pj , i, p, PEk, al) (Algorithme 6)
13: si am 6= vide alors
14: Calculer fc,am
15: si fc,am > fc,apotentielle alors






22: si apotentielle 6= vide alors
23: si la partition Pj e´tait la dernie`re partition a` ordonnancer alors
24: apotentielle est une allocation totale valide
25: sinon
26: pour h = 1..min (nombre de processeurs utilise´s + 1,MaxNbPE) faire
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Algorithme 6 De´terminer si l’ordonnancement de la partition Pj dans l’intervalle i
pie`me position dans le processeur PEk de l’allocation al est possible
1: si p = 1 alors
2: De´caler les groupes de partitions appartenant aux intervalles i+ n× Tj
tkintervalle
, n ∈
{0, .., HypkTj − 1} pour laisser Cj unite´s de temps au de´but de ces intervalles
3: De´caler les groupes de partitions appartenant aux autres intervalles afin de respecter
la stricte pe´riodicite´ des partitions.





)) · Tj , (n+ i (mod Tjtkintervalle )) · Tj + Cj − 1
]
sont libres alors
5: am est l’allocation partielle inte´grant la partition Pj dans le processeur PEk de
l’allocation al aux instants (n+ i (mod
Tj
tkintervalle
)) · Tj , n ∈ {0, .., HypkTj − 1}
6: fin si
7: fin si
8: si p =dernie`re position de l’intervalle i alors
9: Soit h l’instant ou` se termine la dernie`re partition ordonnance´e dans l’intervalle i.
10: si les segments
[
h+ (n+ i (mod
Tj
tkintervalle
)) · Tj , h+ (n+ i (mod Tjtkintervalle )) · Tj + Cj − 1
]
sont libres alors
11: am est l’allocation partielle inte´grant la partition Pj dans le processeur PEk de
l’allocation al aux instants h+ (n+ i (mod
Tj
tkintervalle
)) · Tj , n ∈ {0, .., HypkTj − 1}
12: fin si
13: fin si
14: si am existe alors
15: pour q = 1..nombre de chaˆınes faire
16: Ve´rifier que Dchq ,am ≤ Dchq ,max
17: fin pour
18: si toutes les chaˆınes Dchq ,am ≤ Dchq ,max alors
19: am est une allocation partielle valide
20: Retourner am
21: sinon
22: Retourner une allocation vide
23: fin si
24: sinon
25: Retourner une allocation vide
26: fin si
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manquante se situe sur le processeur Proc2. Regardons les raisons pour lesquelles cette
allocation n’est pas trouve´e. Au lieu d’eˆtre trie´es par pe´riode croissante, les partitions
sont trie´es en fonction de l’importance des chaˆınes. Ceci nous donne P1, P2, P3, P4, P5,
P6 puis P7, correspondant au tri des chaˆınes ch1, ch2, ch3, ch4, ch5, ch6, qui ont pour
potentiel respectif 28, 349, 472, 485, 489 et 489.
Table 4.1 Nombre d’allocations valides selon le type de processeur avec l’heuristique
Nombre de processeurs Proc1 Proc2 Proc3 Proc4
1 1 0 0 0
2 3 3 2 0
3 1 1 1 0
4 0 0 0 0
Temps d’analyse (ms) 10 6 4 <1
Ordonnanc¸ons ces sept partitions sur le processeur Proc2, illustre´ Figure 4.6. P1 est
alloue´e et ordonnance´e en premie`re position sur la MAF, puis la MAF est e´tendue pour
ordonnancer P2 dans le premier intervalle. P3 est ensuite alloue´e : la MAF est a` nouveau
e´tendue pour pouvoir ordonnancer P3 dans l’un des deux premiers intervalles. Comme il
reste 3 ms et 13 ms respectivement dans le premier et le second intervalle, P3 est alloue´e
dans le second intervalle en deuxie`me position selon notre heuristique. P4 est ensuite
alloue´e dans le second et le quatrie`me intervalle de la MAF, respectivement a` la troisie`me
et a` la deuxie`me position de ces intervalles. Comme le temps restant dans le premier
et le troisie`me intervalle est infe´rieur a` 1, et e´gal a` 0 dans le deuxie`me et le quatrie`me
intervalle, P5 ne peut pas eˆtre ordonnance´e. En effet, l’heuristique conside`re les partitions
de´ja` ordonnance´es comme un seul et meˆme bloc indissociable, empeˆchant l’ajout de
nouvelle partition entre deux partitions meˆme si l’espace est suffisant. L’heuristique ne
trouve pas toutes les solutions valides mais reste tre`s proche des re´sultats de l’approche
inte´gre´e.
Inte´ressons-nous maintenant au temps d’analyse et a` l’utilisation de la me´moire
lorsque nous recherchons toutes les allocations valides avec au plus 12 processeurs Proc1,
correspondant a` la distribution maximale du syste`me VMSA avec ses re´plicas, i.e. nous
prenons en compte tous les processeurs des AMCs. Comparons l’approche exhaustive avec
et sans tri des partitions et l’heuristique. Tous ces algorithmes trouvent 625 allocations
valides. Dans ce cas, l’heuristique ne rate aucune solution. Pour cette application, avec
les parame`tres temps-re´el fournis, le choix d’ordonnancement dans chaque nœud est
judicieux.
La Figure 4.7 montre le temps d’exe´cution et le besoin en me´moire requis pour chaque
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Figure 4.6 Allocation manque´e avec l’heuristique
approche pour trouver la premie`re solution valide. Toutes les approches finissent en moins
de 100 ms, avec une utilisation de la me´moire quasi-identique.
Lorsque toutes les allocations valides sont recherche´es, l’heuristique surpasse les
approches exhaustives comme le montre la Figure 4.8, que ce soit au niveau du temps
d’exe´cution (11 secondes versus 162 lorsque les partitions sont trie´es par pe´riode croissante
et 381 lorsqu’elles ne le sont pas) ou de l’utilisation de la me´moire. Ceci est duˆ a` la
limitation drastique des ordonnancements conside´re´s.
4.8 Passage a` l’e´chelle
Nous conside´rons une premie`re configuration incluant 30 partitions. Chaque partition
a une pe´riode T = 25ms et un WCET C = 5ms. Comme en 3.2.4, deux partitions
communicantes composent chacune des chaˆınes chi qui sont au nombre de 15. La contrainte
de de´lai de bout-en-bout de chaque chaˆıne vaut 20 ms. Ces partitions sont alloue´es sur
un ensemble E contenant au minimum 2 processeurs.
Nous comparons dans un premier temps les deux approches, i.e. celle inte´gre´e et
l’heuristique, pour trouver une allocation valide. Ces deux approches trouvent la meˆme
premie`re solution, ce qui signifie que le choix d’ordonnancement n’a pas d’impact sur
le re´sultat. La Figure 4.9 montre que l’heuristique re´duit conside´rablement le temps
d’exe´cution de l’analyse : lorsque le nombre de processeurs est e´gal a` 5, notre analyse
met 177 026 secondes pour se terminer avec l’approche inte´gre´e tandis qu’elle met 3
secondes avec l’heuristique. Nous observons par ailleurs que dans les deux cas, le temps
d’exe´cution augmente jusqu’a` une limite de sept processeurs, ensuite il diminue. Comme
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Figure 4.7 Temps et me´moire pour trouver la premie`re allocation valide du syste`me
VMSA avec le processeur Proc1
nous parcourons l’arbre d’allocations en commenc¸ant par les branches les plus a` droite,
nous cherchons alors a` utiliser le plus de processeurs possibles. Sur cette configuration
particulie`re, une allocation valide est facilement trouve´e lorsqu’au minimum 8 processeurs
composent l’architecture. Ce n’est pas le cas avec moins de processeurs ou` aucune
allocation ne fonctionne.
Des re´sultats similaires sont obtenus avec diffe´rents nombres de partitions comme
le montre les courbes dans les Figures 4.10 (heuristique gloutonne) et 4.11 (approche
inte´gre´e).
Lorsque toutes les allocations valides sont recherche´es, l’approche inte´gre´e ne finit
pas en un temps raisonnable (certaines analyses ont duˆ eˆtre arreˆte´es au bout de 3 mois),
tandis que l’heuristique gloutonne les trouve en moins de 1000 secondes pour toutes
les configurations teste´es, excepte´e celle devant allouer 30 partitions sur 8 processeurs
comme le montre la Figure 4.12.
La Figure 4.13 montre que le temps d’exe´cution ne´cessaire pour trouver toutes les allo-
cations valides pour 10 partitions sur au plus 10 processeurs augmente conside´rablement
lorsque la contrainte des chaˆınes est relaˆche´e a` 40 ms. Dans ce cas, le nombre d’allocations
valides croˆıt radicalement. Tre`s peu de branches sont e´lague´es et l’algorithme doit par
conse´quent visiter un plus grand nombre de nœuds de l’arbre d’allocations. Cependant,
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Figure 4.8 Temps et me´moire pour trouver toutes les allocations valides du syste`me
VMSA avec le processeur Proc1
l’heuristique termine toujours en moins de 4000 secondes.
Tous ces re´sultats montrent que notre heuristique gloutonne finit de`s lors qu’une
solution, la premie`re, est trouve´e jusqu’a` une trentaine de partitions quel que soit le
nombre de processeurs, a` la diffe´rence de l’approche inte´gre´e pre´sente´e en 3.2. Concernant
la recherche de toutes les solutions, l’heuristique atteint des limites de`s que le nombre
de branches a` e´valuer devient supe´rieur a` 25 millions, i.e. le cas de 30 partitions e´tant
alloue´es sur au moins 8 processeurs, alors que l’approche inte´gre´e peine a` allouer une
dizaine de partitions sur 7 processeurs. Cette heuristique est une solution tre`s prometteuse
pour distribuer un ensemble d’applications avioniques telles que le VMSA, ROSACE, le
FADEC et le Health Monitoring e´tant donne´ que la taille de ces applications ne de´passe
pas ge´ne´ralement la taille des configurations que nous avons conside´re´ dans cette partie.
4.9 Conclusion
Dans ce chapitre, nous avons cherche´ a` ame´liorer graˆce a` une de´marche incre´mentale
l’ approche inte´gre´e pre´sente´e dans le Chapitre 3. Le re´sultat obtenu est une heuristique
gloutonne re´duisant le couˆt associe´ a` la ge´ne´ration de la MAF sur chaque processeur.
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Figure 4.9 Temps d’analyse pour distribuer 30 partitions et trouver la premie`re solution
avec l’approche inte´gre´e et l’heuristique, Dchi,max = 20ms
Figure 4.10 Temps d’analyse pour trouver une solution avec l’heuristique, Dchi,max =
20ms
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Figure 4.11 Temps d’analyse pour trouver une solution avec l’approche inte´gre´e,
Dchi,max = 20ms
Figure 4.12 Temps d’analyse pour trouver toutes les solutions avec l’heuristique,
Dchi,max = 20ms
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Figure 4.13 Comparaison du temps d’analyse pour trouver la premie`re et toutes les
solutions avec l’heuristique gloutonne, 10 partitions Pi = (25, 5) et Dchi,max = 40ms
Au lieu de proposer un ordonnancement satisfaisant les contraintes de bout-en-bout
aux nœuds enfants et de le modifier s’il n’y a pas une allocation sous-jacente valide, un
ordonnancement pour une allocation donne´e est fige´ pour re´duire l’espace de recherche.
A` chaque nouveau nœud, l’ordonnancement le plus prometteur pour ordonnancer les
partitions non-assigne´es est retenu, les autres e´tant e´limine´s. Sur l’e´tude de cas he´licopte`re
simplifie´e, cette heuristique manque seulement une allocation valide parmi les treize
trouve´es avec l’approche inte´gre´e, soit un taux de re´ussite de 92%. Sur l’e´tude de cas
he´licopte`re comple`te, cette heuristique permet d’obtenir toutes les allocations valides en
3 secondes au lieu de 158 secondes avec l’approche inte´gre´e. Nous retrouvons sur une
analyse de passage a` l’e´chelle des re´sultats similaires : l’heuristique permet de re´duire
conside´rablement l’utilisation de la me´moire et le temps d’analyse lorsque nous recherchons
une solution valide, permettant ainsi de terminer la recherche dans la majorite´ des cas. Par
ailleurs, toutes les solutions valides sont trouve´es en moins de trois heures si nous essayons
d’allouer une trentaine de partitions sur au maximum sept processeurs. L’algorithme
implante´ dans cette heuristique est prometteur pour l’allocation et l’ordonnancement de
syste`mes avioniques sur des architectures plus distribue´es.
Dans les Chapitres 3 et 4, nous avons conside´re´ que tous les processeurs e´taient
connecte´s par un seul et meˆme re´seau avec une latence de communication fixe. Or, dans
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une meˆme architecture, diffe´rents re´seaux interconnectant chacun deux types distincts
de processeurs peuvent eˆtre imple´mente´s. Nous proposons d’e´valuer dans le chapitre
suivant les latences de communication admissibles entre les diffe´rents processeurs pour
permettre a` un inte´grateur syste`me de se´lectionner la/les meilleure/s technologie/s de
communication pour une architecture donne´e et de de´terminer la position des E/S par
rapport aux partitions distribue´es.
Chapitre 5
Choix des latences de communication
pour une distribution donne´e
Dans le chapitre pre´ce´dent, nous nous sommes seulement inte´resse´s a` la distribution
des partitions avioniques sur un plus grand nombre de processeurs, en conside´rant que
les latences maximales de communication (WCTT) sont fixe´es. Ces latences maximales
de´pendent de la technologie de communication utilise´e et des flux qui y sont transmis. Le
choix de la technologie est donc crucial pour le respect des contraintes de bout-en-bout
et, par conse´quent, pour l’admissibilite´ d’une allocation donne´e.
Dans ce chapitre, nous proposons de rechercher toutes les allocations validant les
contraintes de bout-en-bout, ainsi que les latences de communication maximales admis-
sibles pour chacune d’entre elles. Le re´sultat de cette recherche offre a` un architecte
syste`me plusieurs solutions de re´partitions et d’ordonnancements des partitions avioniques
sur un plus grand nombre de processeurs ainsi que des spe´cifications temporelles pour le
choix des moyens de communication qu’il peut utiliser.
5.1 Recherche des latences admissibles
5.1.1 Formulation du proble`me
Comme nous l’avons vu dans les Chapitres 3 et 4, les allocations valides de´pendent des
ordonnancements. Si nous reprenons l’allocation valide a11 Figure 3.22, cette allocation
est valide avec un WCTT de 5 ms. Si nous prenons maintenant une latence maximale de
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communication de 12 ms, le calcul du de´lai est alors e´gal a` :
Dch3,a11 = C4 + distance(4, 5) + C5 + distance(5, 6) + C6















(r6 + L · T6 − (r5 + C5 +M · T5)))
+C6





(16 + L · 40− (15 + 1 +M · 40))) + 4
= 4 + 12 + 40 + 1 + min
L∈{0,1}
(16 + L× 40− (15 + 1)) + 4
= 4 + 12 + 40 + 1 + 0 + 4 avec L = 0
= 61 ms ≥ Dch3,max
(5.1)
Cette allocation, en prenant en compte un WCTT plus e´leve´, devient impossible. Les
ordonnancements ainsi que les latences maximales de communication doivent eˆtre prises
en compte en meˆme temps dans la recherche d’allocations distribue´es. Or, ces latences
de´pendent des diffe´rents flux traversant le re´seau.
Diffe´rentes me´thodes d’analyse pire cas du re´seau existent. Nous pouvons citer le
calcul re´seau, l’approche par trajectoires, la ve´rification de mode`les e´voque´s en 2.2.4.
Elles ne´cessitent de connaˆıtre tous les flux transitant sur les caˆbles de communication
afin d’e´valuer les WCTTs entre deux partitions communicantes. E´tant donne´ que
l’architecture physique nous est inconnue, nous ne pouvons pas e´tablir si un-des moyen-s
de communication, pour une allocation donne´e, re´pond-ent aux contraintes de de´lai de
bout-en-bout. L’objectif est le suivant :
Comment e´valuer les latences maximales de communication admissibles
afin de de´finir les re´seaux a` imple´menter dans une architecture donne´e ?
Dans ce chapitre, nous proposons d’e´valuer les latences maximales admissibles pour
une allocation donne´e au lieu de les figer. Cette technique permet de de´terminer les
re´seaux qui peuvent eˆtre imple´mente´s. Une fois que l’architecture de communication est
choisie par l’inte´grateur syste`me, il lui suffit de ve´rifier que les latences des moyens de
communication imple´mente´s ne de´passent pas les contraintes de WCTT donne´es par
notre outil pour une allocation avec un ordonnancement valide donne´e.
En 5.1.2, nous montrons que notre proble`me se mode´lise par un syste`me de m
ine´quations a` n inconnues. Ce type de syste`me se re´sout graˆce a` la me´thode d’e´limination
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de Fourier-Motzkin que nous illustrons en 5.1.3. Un polye`dre donne l’ensemble des
solutions d’un syste`me de m ine´quations a` n inconnues. Nous le repre´sentons par une
me´thode graphique en 5.1.4. Nous de´taillons en 5.1.5 la me´thode d’e´limination de Fourier-
Motzkin.
5.1.2 Mise en e´quation du proble`me
Comme nous l’avons vu ci-dessus, le calcul du de´lai de bout-en-bout de´pend en meˆme
temps de l’ordonnancement des partitions dans les diffe´rents processeurs et des latences
de communication entre ces derniers. Si nous reprenons l’e´quation 3.16 donnant le de´lai












Ce calcul varie selon les distances entre les diffe´rentes partitions communicantes. Si les
partitions communicantes Pi et Pj sont alloue´es sur le meˆme processeur, la distance les
se´parant de´pend de l’ordonnancement dans la MAF. A` l’inverse, si elles sont assigne´es
sur des processeurs diffe´rents, alors la distance les se´parant de´pend de la latence de
communication, i.e. le WCTT dans le cadre d’une analyse pire-cas, et de la pe´riode de
la partition destinatrice. Seuls les pires temps d’exe´cution, i.e. les WCET note´s Ci, sont
connus et fixes.
Ces de´lais doivent respecter les diffe´rentes contraintes de bout-en-bout spe´cifie´es par
un syste`me donne´. Dans les chapitres 3 et 4, nous supposions que les latences maximales
de bout-en-bout e´taient fixe´es. Ici, nous cherchons leurs limites. E´tant donne´ que ces
latences maximales de´pendent des allocations avec leur ordonnancement ainsi que des
contraintes de bout-en-bout, nous devons rechercher dans un premier temps les allocations
valides satisfaisant les contraintes de bout-en-bout avec des latences nulles. Dans un
second temps, nous recherchons les latences maximales autorise´es pour une allocation
donne´e.
Pour une allocation donne´e, chaque chaˆıne peut contenir de 0 a` NBP⊂chk − 1 com-
munications distantes, NBP⊂chk e´tant le nombre de partitions dans la chaˆıne chk. Une
chaˆıne doit satisfaire ses contraintes de bout-en-bout, ce qui signifie que :
Dchk,a ≤ Dchk,max, (5.3)
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) ≤ Dchk,max − ∑
Pi∈chk
Ci. (5.4)
La somme des distances peut-eˆtre de´compose´e en deux parties comme nous le montrons
e´quation 5.5 : la premie`re partie correspond a` la somme des distances entre deux
partitions communicantes alloue´es dans un meˆme processeur, tandis que la deuxie`me














Dans le premier cas, ces distances de´pendent de l’ordonnancement des partitions dans
le processeur PEu : ces distances sont connues graˆce a` l’e´quation 3.8. Dans le second
cas, nous ne connaissons qu’une valeur minimale de la somme puisque chaque distance
de´pend de la pire latence de communication et de la pe´riode de la partition destinatrice
(cf. e´quation 3.9). Cette dernie`re somme peut-eˆtre de´compose´e en une partie variable et

































Un syste`me tel que le VMSA est compose´ de plusieurs chaˆınes. Une meˆme latence
peut se retrouver dans plusieurs chaˆınes, et par conse´quent une meˆme latence peut eˆtre
plus ou moins contrainte selon les chaˆınes ou` elle se situe. Cette contrainte doit eˆtre
reporte´e dans le calcul des autres latences afin d’eˆtre le plus pre´cis possible dans les
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valeurs de WCTT valides. Par ailleurs, il faut prendre en compte que les latences de
communication sont positives. Notre proble`me revient alors a` re´soudre un syste`me de m
ine´quations a` n inconnues, avec m le nombre de chaˆınes contraintes et n le nombre de
latences maximales a` trouver.
Nous illustrons la re´solution d’un tel syste`me sur un exemple tre`s simple, ne corres-
pondant pas force´ment a` notre proble`me de latence maximale.
5.1.3 Exemple illustratif
Prenons le syste`me de 7 ine´galite´s a` 2 inconnues suivant :
−4x1 − x2 ≤ −9
−x1 − 2x2 ≤ −4
−2x1 + x2 ≤ 0
−x1 − 6x2 ≤ −6
x1 + 2x2 ≤ 11
6x1 + 2x2 ≤ 17
x2 ≤ 4
La me´thode d’e´limination de Fourier-Motzkin permet de re´soudre ce syste`me. Appli-
quons la phase de descente de cet algorithme explicite´ en 5.1.5 sur celui-ci. L’objectif est
de trouver un syste`me d’ine´quations solutions a` une inconnue.
La premie`re e´tape consiste a` e´liminer la variable x1. Pour cela, se´parons la variable
x1 du reste des ine´quations :
−4x1 ≤ −9 + x2
−x1 ≤ −4 + 2x2
−2x1 ≤ −x2
−x1 ≤ −6 + 6x2
x1 ≤ 11− 2x2





x1 ≥ 4− 2x2
x1 ≥ x22
x1 ≥ 6− 6x2
x1 ≤ 11− 2x2
x1 ≤ 17−2x26
x2 ≤ 4




, 4− 2x2, x2
2
, 6− 6x2) ≤ x1 ≤ min(11− 2x2, 17− 2x2
6
) (5.8)
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La deuxie`me e´tape consiste a` remplacer x1 par l’encadrement obtenu pre´ce´demment.
Le nouveau syste`me S′ apre`s l’e´limination de la variable x1 est :
9−x2
4 ≤ 11− 2x2
4− 2x2 ≤ 11− 2x2
x2
2 ≤ 11− 2x2
6− 6x2 ≤ 11− 2x2
9−x2
4 ≤ 17−2x26
4− 2x2 ≤ 17−2x26
x2
2 ≤ 17−2x26




9− x2 ≤ 44− 8x2
4− 2x2 ≤ 11− 2x2
x2 ≤ 22− 4x2
6− 6x2 ≤ 11− 2x2
34− 6x2 ≤ 68− 8x2
24− 12x2 ≤ 17− 2x2
6x2 ≤ 34− 4x2






























≤ x2 ≤ 34
10
(5.9)
Le syste`me S admet donc une solution re´elle dans R2.
















≤ x1 ≤ 13
6
(5.10)




6 pour satisfaire le syste`me S. Une solution quelconque du syste`me S est x = [2 2]
T .
5.1.4 Polye`dre des solutions
L’ensemble des solutions d’un syste`me d’ine´galite´s line´aires est de´fini par le polye`dre :
P = {x ∈ Rn|Gx ≤ h} (5.11)
ou` G est une matrice de m lignes et n colonnes et h un vecteur re´el de m composantes.
Pour obtenir le polye`dre solution par une me´thode graphique, il faut transformer
chaque ine´quation en une e´quation afin de de´finir les limites de l’espace des solutions. La
Figure 5.1 montre les e´tapes pour de´terminer l’espace des solutions du couple (x1, x2)
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associe´ au syste`me d’ine´quation de notre exemple illustratif en 5.1.3 rappele´ ci-dessous :
−4x1 − x2 ≤ −9
−x1 − 2x2 ≤ −4
−2x1 + x2 ≤ 0
−x1 − 6x2 ≤ −6
x1 + 2x2 ≤ 11
6x1 + 2x2 ≤ 17
x2 ≤ 4
La premie`re e´tape consiste a` de´finir l’ensemble des solutions possibles pour le couple
(x1, x2) avec la premie`re ine´quation du syste`me repre´sente´ Figure 5.1a. La deuxie`me
e´tape associe au premier ensemble solution les couples solutions de la seconde ine´quation
Figure 5.1b. Et ainsi de suite, nous ajoutons a` chaque fois une nouvelle ine´quation du
syste`me Figures 5.1c, 5.1d, 5.1e, 5.1f afin de re´duire l’espace des solutions.
La Figure 5.2 trace toutes les droites associe´es a` chaque ine´galite´ du syste`me S.
L’ensemble des solutions valides consiste a` ne garder que les valeurs de x2 supe´rieures a`
9−4x1, 4−x12 et 6−x16 et infe´rieures a` 2x1, 11−x12 , 17−6x12 et 4. Nous repre´sentons l’ensemble
des coordonne´es (x1, x2) respectant le syste`me S dans la partie hachure´e Figure 5.2.
5.1.5 Re´solution par la me´thode d’e´limination de Fourier-Motzkin
La re´solution d’un syste`me de m ine´quations line´aires a` n inconnues a e´te´ introduite
par Fourier en 1827 [114], puis rede´couverte par Dines en 1918-9 [115] et Motzkin en
1936 [116]. (Le lecteur peut se re´fe´rer au livre de Schrijver [117] pour plus de de´tails).
Soit G une matrice re´elle ayant m lignes et n colonnes, h un vecteur de Rm et x un
vecteur contenant les variables du syste`me de taille m× 1. Un tel syste`me s’e´crit sous la
forme :
Gx ≤ h. (5.12)
Chaque coefficient de G note´ gi,j correspond au coefficient associe´ a` la variable xj . Dans
notre cas, xj est une des latences a` trouver tandis que hj repre´sente la valeur fixe a` ne
pas de´passer donne´e par le second membre de l’e´quation 5.7.
Nous expliquons ci-dessous l’objectif de la me´thode d’e´limination de Fourier-Motzkin,
puis l’algorithme associe´ dans le cas ge´ne´ral afin de l’imple´menter dans notre e´tude.
Nous de´taillons ensuite la repre´sentation des solutions ainsi que la complexite´ de cet
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(a) 1 ine´quation (b) 2 ine´quations
(c) 3 ine´quations (d) 4 ine´quations
(e) 5 ine´quations (f) 6 ine´quations
Figure 5.1 Obtention du polye`dre solution du syste`me d’ine´quations par me´thode
graphique
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Figure 5.2 Ensemble des solutions du syste`me S
algorithme.
5.1.5.1 Objectif de la me´thode
L’objectif de la me´thode de Fourier-Motzkin est de savoir s’il existe une re´gion de
l’espace dans Rm solution du syste`me d’ine´quations line´aires 5.12. Cette me´thode consiste
a` e´liminer les variables du syste`me, ge´ne´rant de nouvelles ine´galite´s oˆte´es des variables
e´limine´es, jusqu’a` obtenir un syste`me a` une inconnue que nous pouvons re´soudre. Elle se
base sur deux phases :
1. une phase de descente : elle permet de ve´rifier l’existence d’au moins une solution
du syste`me d’ine´quations line´aires 5.12,
2. une phase de remonte´e : elle permet de trouver une solution quelconque si elle
existe.
La me´thode d’e´limination de Fourier-Motzkin s’apparente a` la me´thode de pivot de
Gauss-Jordan, sauf qu’elle s’applique a` des ine´galite´s plutoˆt qu’a` des e´galite´s.
5.1.5.2 Algorithme de Fourier-Motzkin
Nous de´crivons les deux phases de l’algorithme.
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— Phase de descente :
Soit G une matrice Mm,n(R) et h un vecteur de Rm. Conside´rons le syste`me
d’ine´galite´s linaires suivant : S = {Gx ≤ h} avec x ∈ Rm. L’e´limination des
variables x1, ..., xl consiste a` calculer un nouveau syste`me S
′ ayant les meˆmes
solutions que S sur les variables restantes xl+1, ..., xm. Conside´rons l’e´limination
de la premie`re variable x1 du syste`me S. Nous multiplions chaque ligne du syste`me
S par un scalaire tel que le coefficient de la premie`re colonne appartienne a`
{−1, 0, 1}. Le syste`me S peut se re´e´crire de la manie`re suivante :
S

+x1 + gi,2x2 + · · ·+ gi,nxn ≤ hi , i ∈ {1, · · · ,m1} ,
−x1 + gj,2x2 + · · ·+ gj,nxn ≤ hj , j ∈ {m1 + 1, · · · ,m2} ,
0x1 + gk,2x2 + · · ·+ gk,nxn ≤ hk , k ∈ {m2 + 1, · · · ,m} .
(5.13)
En conside´rant les deux premie`res lignes du syste`me S en 5.13, nous de´duisons












La variable x1 peut eˆtre e´limine´e du syste`me S. Nous obtenons un syste`me re´duit





(gi,l + gj,l)xl ≤ hi + hj , i ∈ {1, · · · ,m1} , j ∈ {m1 + 1, · · · ,m2} ,
n∑
l=2
gk,lxl ≤ hk , k ∈ {m2 + 1, · · · ,m} .
(5.15)
qui ne contient plus que n − 1 variables. Nous re´ite´rons cet algorithme jusqu’a`
obtenir un syste`me a` 1 inconnue.
— Phase de remonte´e :
A` la fin de la phase de descente, nous savons s’il existe au moins une solution au
syste`me S. Si elle existe, nous pouvons remonter graˆce aux conditions sur xn aux
conditions sur xn−1 et ainsi de suite jusqu’a` la variable x1.
5.2 Application de l’algorithme de Fourier-Motzkin a` la
recherche des latences maximales admissibles
Comme nous l’avons montre´ en 5.1.2, la recherche des latences maximales admissibles
pour une allocation donne´e peut se mode´liser par un syste`me d’ine´quations donne´es par
l’ine´quation 5.7. En 5.2.1, nous proposons un mode`le prenant en compte la connexion de
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diffe´rents e´quipements ainsi que le choix d’une allocation distribue´e. Nous adaptons en
5.2.2 l’algorithme d’e´limination de Fourier-Motzkin a` notre mode`le. Nous e´valuons son
efficacite´ sur l’e´tude de cas  VMSA  en 5.2.3 et de´terminons sa complexite´ en 5.2.4.
5.2.1 Mode`le de la recherche des latences maximales
Un syste`me est compose´ d’un ensemble de chaˆınes a` respecter temporellement. Les
partitions les composant peuvent eˆtre de plusieurs natures et ainsi eˆtre associe´es a` des
classes d’e´quipements, i.e. les E/S telles que les capteurs et les actionneurs, les e´crans, les
enregistreurs, les passerelles et les calculateurs. Nous mode´lisons dans un premier temps
la connexion entre tous les e´le´ments constituant une architecture. Dans un second temps,
nous nous inte´ressons au choix d’un ordonnancement dans une allocation distribue´e afin
de re´soudre le syste`me d’ine´quations obtenu.
5.2.1.1 Connexion des e´le´ments d’une architecture
Une architecture de type avionique est compose´e de divers e´quipements tels que des
capteurs, des actionneurs, des e´crans, des calculateurs, etc. Selon la nature des partitions,
celles-ci sont alloue´es a` ces e´quipements particuliers. Deux partitions de diffe´rentes
natures, alloue´es par conse´quent sur deux e´quipements diffe´rents, peuvent communiquer
ensemble : une partition e´chantillonnant les donne´es d’un capteur, e.g. un capteur de
pression, est alloue´e au niveau de celui-ci, tandis qu’une partition de traitement, e.g.
retourner la vitesse de l’ae´ronef, ne peut donner une information qu’en fonction de la
donne´e produite en amont. Ces partitions sont donc de´pendantes et relie´es par un canal
APEX [1].
Dans un ae´ronef, il existe diffe´rents syste`mes tels que le VMSA, le FADEC pour le
controˆle moteur, le FWS pour alerter le pilote lorsqu’un proble`me apparaˆıt par exemple.
Ces diffe´rents syste`mes peuvent partager les meˆmes e´quipements graˆce a` la se´gre´gation
des partitions de la norme ARINC 653 [1]. Ils peuvent aussi partager les meˆmes moyens
de communication. Pour e´valuer les latences de communication dans le cadre d’un seul
syste`me, il faut avoir par conse´quent une connaissance de tous les flux, i.e. les canaux
APEX, pouvant emprunter les meˆmes chemins que les flux qui nous inte´ressent. Nous
faisons une sur-approximation de la latence maximale subie par chaque canal APEX
afin de simplifier les calculs.
L’ensemble des canaux APEX est mappe´ sur diffe´rents moyens de communication
connectant les diffe´rents e´quipements. Nous conside´rons que des e´quipements de meˆme
nature sont connecte´s ensemble par des moyens de communication identiques. Par exemple,
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un ensemble de calculateurs est connecte´ graˆce un re´seau commute´ de type AFDX, ou
bien par un bus de type MIL-STD-1553 (ceci n’est pas une e´nume´ration exhaustive). Des
e´quipements de diffe´rentes natures, par exemple un capteur et un calculateur, peuvent
eˆtre connecte´s quant a` eux soit par le meˆme moyen de communication tel qu’un lien
mono-directionnel comme un ARINC 429 ou un bus de terrain comme un CAN, soit
par l’interconnexion de diffe´rents re´seaux. Une communication entre deux partitions est
alors spe´cifie´e par la nature des e´quipements ou` elles sont alloue´es, en prenant en compte
l’ordre (nature source - nature destination), e.g. comE/S−calculateur, comcalculateur−E/S ou
comcalculateur−ecran par exemple. Nous faisons l’hypothe`se que les communications de
meˆmes natures ont la meˆme latence maximale.
Diffe´rents e´quipements tels que certains capteurs ou actionneurs peuvent eˆtre connecte´s
a` des passerelles afin de re´duire le nombre de connexions directes de ces derniers aux
calculateurs. Ces passerelles peuvent eˆtre des IOMs, des RDCs, etc. Ces dernie`res sont
mode´lise´es par une unique partition, note´ PGW s’exe´cutant a` une pe´riode donne´e. Son
roˆle est d’envoyer ponctuellement les donne´es rec¸ues par les divers e´quipements vers
les e´quipements destinations. La latence subie par un flux traversant une passerelle
est la somme des communications entre l’e´le´ment source et la passerelle, cette dernie`re
et l’e´quipement destination, et l’attente maximale pour transfe´rer le message dans la
passerelle.
Regrouper les diffe´rents flux dans des classes de communication permet ainsi de
re´duire la taille de notre syste`me d’ine´quations.
5.2.1.2 Choix d’un ordonnancement pour une allocation valide
La contrainte principale de l’algorithme d’e´limination de Fourier-Motzkin est de
de´terminer s’il existe au moins une solution a` un syste`me d’ine´quations de la forme
Gx ≤ h. Cette solution n’est identifie´e qu’a` la fin de la phase de descente, a` condition
que le re´sultat donne´ pour la dernie`re variable soit cohe´rent, i.e. c ≤ xu ≤ d avec c ≤ d.
Pour s’affranchir d’une recherche infructueuse, seules les allocations valides cherche´es
avec des latences de communication nulles sont mode´lise´es par un syste`me d’ine´quations
de´crit en 5.1.2.
5.2.2 Re´solution par la me´thode d’e´limination de Fourier-Motzkin
Chaque syste`me avionique est compose´ d’un nombre de partitions de natures diffe´rentes
de´finies par classe. Chaque classe de partitions est alloue´e dans une classe d’e´quipements
(ces dernie`res sont de´taille´es en 2.1.1). Les types de communication se de´duisent des
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natures des partitions : comnature1,nature2 correspond a` une communication entre une
partition e´mettrice de nature nature1 et une partition destinatrice de nature nature2.
En conside´rant toutes les classes de partitions de´finies dans cette the`se, nous pouvons
e´nume´rer huit types de communications illustre´s Figure 5.3 :
1. comE/S−Calculateur : le message envoye´ par un capteur ne traverse qu’un seul
re´seau pour aller au calculateur,
2. comE/S−GW : la donne´e envoye´e par le capteur passe ne´cessairement par une
passerelle,
3. comGW−Calculateur : la passerelle envoie les donne´es qu’elle a rec¸u a` un calculateur,
4. comCalculateur−Calculateur : une partition d’un calculateur envoie une donne´e a` une
autre partition d’un calculateur,
5. comCalculateur−Ecran : la donne´e envoye´e par une partition d’un calculateur ne
traverse qu’un seul re´seau pour acce´der a` l’e´cran,
6. comCalculateur−E/S : les donne´es sont transmises sur un seul re´seau du calculateur
vers les E/S,
7. comCalculateur−GW : les donne´es e´mises par une partition d’un calculateur doivent
traverser une passerelle avant d’acce´der a` des e´quipements tels que des actionneurs
ou des enregistreurs,
8. comGW−E/S : la passerelle transmet les donne´es rec¸ues aux e´quipements E/S.
Leur nombre peut eˆtre e´toffe´ suivant les besoins de l’utilisateur.
Seules les partitions communicantes place´es sur deux processeurs distincts subissent
la latence du-des moyen-s de communication traverse´-s (le lecteur peut se re´fe´rer a` la
partie 3.1.5 de ce manuscrit pour plus de de´tails). Dans ce cas, le WCTT de´pend du
type de communication et est note´ WCTTnature1,nature2. Si nous reprenons la cre´ation
du syste`me d’ine´quations de´finie en 5.1.2, ce syste`me est compose´ d’ine´quations base´es
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Figure 5.3 Types de communications





































ou` WCTT (i, j) est remplace´ par WCTTnature(i),nature(j).
Le syste`me d’ine´quations obtenu pour chaque allocation valide avec des latences nulles
est re´solu graˆce a` la librairie FM (pour Fourier-Motzkin) cre´e´e en langage C par Pouchet
[118].
Nous illustrons cet algorithme sur l’exemple illustratif en introduction du chapitre 3
ou` un e´cran, deux E/S et une passerelle (GW) sont ajoute´s. L’ensemble des partitions
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peut eˆtre se´pare´ en quatre classes :
P = {PDistribuees,PEcran,PE/S ,PGW }.
PDistribuees = {P1, P2, P3, P4, P5, P6} repre´sente l’ensemble des partitions qui ne´cessite
d’eˆtre alloue´ sur au plus trois processeurs, i.e. EDistribues = {PE1, PE2, PE3}. PEcran =
{PEcran} est un ensemble d’une partition alloue´ sur un e´quipement de type e´cran PEEcran
qui va ge´rer l’affichage des informations rec¸ues. PE/S = {PE/S,1, PE/S,2} est un ensemble
de capteurs et actionneurs alloue´ dans l’ensemble des e´quipements d’entre´es/sorties EE/S .
PGW = {PGW } est compose´ d’une seule partition qui transfe`re les messages rec¸us d’un
e´quipement sur un re´seau particulier vers un e´quipement se situant sur un autre re´seau.
Les caracte´ristiques de ces partitions sont donne´es dans la Table 5.1, qui donne pour
chaque partition Pi son pire temps d’exe´cution (e´gal a` Ci) et sa pe´riode (Ti).
Table 5.1 Spe´cification temps-re´el des parame`tres de l’exemple illustratif de l’algorithme
d’e´limination de Fourier-Motzkin











Cinq chaˆınes de communication sont traite´es :
Ch = {ch1, ch2, ch3, ch4, ch5}
ch1 = {P1, P2, P3}, Dch1,max = 30ms
ch2 = {P2, P5}, Dch2,max = 40ms
ch3 = {P4, P5, P6}, Dch3,max = 60ms
ch4 = {PE/S,1, P4, P5, PGW , PE/S,2}, Dch4,max = 100ms
ch5 = {PE/S,1, P4, P5, PEcran}, Dch5,max = 120ms
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Dans cet exemple, parmi les huit types de communication de´finis pre´ce´demment, seule-
ment comE/S−Calculateur, comCalculateur−Calculateur, comCalculateur−Ecran, comCalculateur−GW
et comGW−E/S ont un impact sur les contraintes de bout-en-bout. Les WCTT associe´s a`
ces communications sont pris nuls lors de la recherche d’architectures distribue´es valides.
Si nous prenons en compte l’e´cran, les E/S ou la passerelle GW , et par conse´quent
les chaˆınes ch4 et ch5, nous passons de 25 allocations valides a` 9. Ces neuf allocations
valides sont possibles sur seulement deux et trois processeurs.
Afin d’appliquer la me´thode d’e´limination de Fourier-Motzkin, il est ne´cessaire de
ge´ne´rer un ordonnancement valide pour obtenir le syste`me d’ine´quations a` re´soudre.
Notre heuristique de´finie dans le Chapitre 4 peut re´pondre a` ce besoin puisqu’il maximise
localement les dure´es de communication. Prenons par exemple une allocation possible sur
trois processeurs illustre´ Figure 5.4. Cette allocation valide obtenue graˆce a` l’heuristique
consiste a` allouer la partition P1 sur le premier processeur, les partitions P2 a` P5 sur
le deuxie`me processeur et la partition P6 sur le troisie`me processeur disponible. Les
ordonnancements dans chacun de ces processeurs sont donne´s Figure 5.4.
Figure 5.4 Une allocation valide sur 3 processeurs de l’exemple Tableau 5.1
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Le syste`me d’ine´quations ge´ne´re´ est le suivant :
Sexemple,1 =

C1 + distance(1, 2) + C2 + distance(2, 3) + C3 ≤ Dch1,max
C2 + distance(2, 5) + C5 ≤ Dch2,max
C4 + distance(4, 5) + C5 + distance(5, 6) + C6 ≤ Dch3,max
CE/S1 + distance(E/S1, 4) + C4 + distance(4, 5) + C5
+distance(5, GW ) + CGW + distance(GW,E/S2) + CE/S2 ≤ Dch4,max
CE/S1 + distance(E/S1, 4) + C4 + distance(4, 5) + C5
+distance(5, Ecran) + CEcran ≤ Dch5,max
Seules les partitions P2, P3, P4 et P5 sont sur le meˆme processeur. Les communications
sont donc locales entre P2 et P3, P2 et P5, P4 et P5. Ainsi, les distances entre ces partitions
sont respectivement de 10, 32 et 4 millisecondes selon l’e´quation 3.8. Dans tous les autres
cas, la distance entre les diffe´rentes partitions est donne´e par l’e´quation 3.9 :
distance(i, j) = WCTT (i, j) + Tj .
Le syste`me Sexemple,1 est e´quivalent a` :
Sexemple,1 ⇔

distance(1, 2) ≤ Dch1,max − C1 − C2 − distance(2, 3)− C3
0 ≤ Dch2,max − C2 − distance(2, 5)− C5
distance(5, 6) ≤ Dch3,max − C4 − distance(4, 5)− C5 − C6
distance(E/S1, 4) + distance(5, GW ) + distance(GW,E/S2)
≤ Dch4,max − CE/S1 − C4 − distance(4, 5)− C5 − CGW − CE/S2
distance(E/S1, 4) + distance(5, Ecran)
≤ Dch5,max − CE/S1 − C4 − distance(4, 5)− C5 − CEcran
⇔

WCTTCalculateur,Calculateur + T2 ≤ Dch1,max − C1 − C2 − distance(2, 3)− C3
0 ≤ Dch2,max − C2 − distance(2, 5)− C5
WCTTCalculateur,Calculateur + T6 ≤ Dch3,max − C4 − distance(4, 5)− C5 − C6
WCTTE/S,Calculateur + T4 +WCTTCalculateur,GW + TGW +WCTTGW,E/S
+TE/S2 ≤ Dch4,max − CE/S1 − C4 − distance(4, 5)− C5 − CGW − CE/S2
WCTTE/S,Calculateur + T4 +WCTTCalculateur,Ecran + TEcran
≤ Dch5,max − CE/S1 − C4 − distance(4, 5)− C5 − CEcran
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⇔

WCTTCalculateur,Calculateur ≤ Dch1,max − C1 − C2 − distance(2, 3)− C3 − T2
0 ≤ Dch2,max − C2 − distance(2, 5)− C5
WCTTCalculateur,Calculateur ≤ Dch3,max − C4 − distance(4, 5)− C5 − C6 − T6
WCTTE/S,Calculateur +WCTTCalculateur,GW +WCTTGW,E/S
≤ Dch4,max − CE/S1 − C4 − distance(4, 5)− C5 − CGW − CE/S2
−T4 − TGW − TE/S2
WCTTE/S,Calculateur +WCTTCalculateur,Ecran
≤ Dch5,max − CE/S1 − C4 − distance(4, 5)− C5 − CEcran − T4 − TEcran
Le syste`me final Sexemple,1 a` re´soudre se re´sume a` :
Sexemple,1 ⇔

WCTTCalculateur,Calculateur ≤ 30− 3− 2− 10− 2− 10 = 3
WCTTCalculateur,Calculateur ≤ 60− 4− 4− 1− 4− 40 = 7
WCTTE/S,Calculateur +WCTTCalculateur,GW +WCTTGW,E/S
≤ 100− 0− 4− 4− 1− 0− 0− 40− 25− 25 = 1
WCTTE/S,Calculateur +WCTTCalculateur,Ecran
≤ 120− 0− 4− 4− 1− 10− 40− 50 = 11
Graˆce a` la me´thode de re´solution de Fourier-Motzkin, nous obtenons les bornes
suivantes sur les diffe´rents WCTTs :

0 ≤ WCTTE/S,GW
0 ≤ WCTTE/S,Calculateur ≤ 1
0 ≤ WCTTGW,Calculateur
0 ≤ WCTTCalculateur,Calculateur ≤ 3
0 ≤ WCTTCalculateur,Ecran ≤ 11−WCTTE/S,Calculateur
0 ≤ WCTTCalculateur,E/S
0 ≤ WCTTCalculateur,GW ≤ 1−WCTTE/S,Calculateur
0 ≤ WCTTGW,E/S ≤ 1−WCTTE/S,Calculateur −WCTTCalculateur,GW
Nous constatons que les latences associe´es aux communications d’une entre´e de type
capteur au calculateur et d’un calculateur vers une sortie telle qu’un actionneur sont
tre`s contraintes pour valider les exigences de bout-en-bout. Il est difficile dans ce cas de
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choisir des re´seaux qui peuvent avoir une latence significative par rapport aux syste`mes
a` distribuer. L’inte´grateur syste`me va choisir de pre´fe´rence des liens directs tels qu’un
ARINC 429 par exemple.
5.2.3 E´tude de cas
Dans cette partie, nous conside´rons dans un premier temps tous les e´le´ments qui
composent le syste`me  VMSA , i.e. les calculateurs, les capteurs, les actionneurs, les
enregistreurs et les e´crans. Un e´quipement supple´mentaire est ajoute´ dans un second
temps a` cet ensemble : une passerelle. Nous comparons dans cette partie les diffe´rences
entre les latences de communication valides obtenues par l’heuristique et par la me´thode
d’e´limination de Fourier-Motzkin, ainsi que les modifications de ces latences lors de l’ajout
de passerelles.
5.2.3.1 Architecture sans passerelle
Nous conside´rons dans cette premie`re partie le syste`me  VMSA  sans passe-
relle. Pour effectuer des allocations distribue´es, nous spe´cialisons un certain nombre
d’e´quipements afin d’assigner les partitions pre´-alloue´es sur ces derniers, i.e. les capteurs,
les actionneurs, les enregistreurs et les e´crans. Les partitions restantes, i.e. les partitions
a` distribuer, sont quant a` elles alloue´es sur un plus grand nombre de processeurs de type
 calculateur . Nous traitons ici l’allocation des 7 partitions d’une voie d’un AMC pour
la lisibilite´ des re´sultats.
Une distribution plus importante des partitions de type  calculateur  est obtenue
graˆce a` l’heuristique pre´sente´e partie 4 en conside´rant que les latences de communication
sont nulles. Comme en 4.7, nous retrouvons les cinq allocations valides de notre e´tude de
cas illustre´es Figure 5.5 avec leurs ordonnancements.
A` chaque allocation valide correspond un syste`me d’ine´quations solution que nous
notons Si,i∈1..5, chaque i correspondant a` une allocation illustre´e Figure 5.5. Parmi ces
cinq syste`mes d’ine´quations solutions de´finis ci-dessous, deux sont identiques : S2 et S3.
S1 =

WCTTE/S,Calculateur ≤ 0, 2865
WCTTCalculateur,Calculateur ≤ 0, 2865−WCTTE/S,Calculateur
WCTTCalculateur,Ecran ≤ 0, 275−WCTTE/S,Calculateur
WCTTCalculateur,E/S ≤ min(0, 275−WCTTCalculateur,Calculateur;
0, 2865−WCTTE/S,Calculateur −WCTTCalculateur,Calculateur)
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(a) Allocation 1 sur 3 processeurs
(b) Allocation 2 sur 2 processeurs
(c) Allocation 3 sur 2 processeurs
(d) Allocation 4 sur 2 processeurs
(e) Allocation 5 sur 1 processeur
Figure 5.5 Allocations et ordonnancements des 5 allocations valides du syste`me VMSA
- Hypothe`se : distribution d’une seule voie de l’AMC
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S2 = S3 =

WCTTE/S,Calculateur ≤ 0, 2865
WCTTCalculateur,Calculateur ≤ 0, 2865−WCTTE/S,Calculateur
WCTTCalculateur,Ecran ≤ 0, 275−WCTTE/S,Calculateur
WCTTCalculateur,E/S
≤ 0, 2865−WCTTE/S,Calculateur −WCTTCalculateur,Calculateur
S4 =

WCTTE/S,Calculateur ≤ 0, 275
WCTTCalculateur,Calculateur ≤ 0, 3265
WCTTCalculateur,Ecran ≤ 0, 275−WCTTE/S,Calculateur




WCTTE/S,Calculateur ≤ 0, 275
WCTTCalculateur,Ecran ≤ 0, 275−WCTTE/S,Calculateur
WCTTCalculateur,E/S ≤ 0, 3715−WCTTE/S,Calculateur
Nous constatons que l’allocation et l’ordonnancement des partitions sur le meˆme
nombre de processeurs, ici deux, ne permettent pas d’atteindre les meˆmes bornes de
latences comme nous le montre les syste`mes S2 a` S4. Dans le cadre de l’allocation
nume´ro 4 Figure 5.5d, les partitions P1, P2 et P3 sont sur le meˆme processeur. Dans
cette configuration, il n’existe plus de communications inter-calculateurs, puisque la
seule chaˆıne de communication ch3 ou` apparaˆıt cette latence a toutes ses partitions
de type  calculateur  sur le meˆme processeur. Dans les autres cas, cette latence
de´pend des autres e´tant donne´ que plusieurs communications diffe´rentes composent
la chaˆıne de bout-en-bout ch3, i.e. WCTTE/S,Calculateur, WCTTCalculateur,Calculateur et
WCTTCalculateur,E/S .
5.2.3.2 Architecture avec passerelles
Une des contraintes fortes amene´e par le syste`me  VMSA  de´crit dans l’Annexe
A est la connexion des entre´es/sorties sur l’ensemble des processeurs disponibles. Ce
syste`me ne peut plus accepter actuellement de nouvelles entre´es/sorties car toutes les
connectiques sont utilise´es. Une premie`re solution est une distribution plus forte des
fonctions avioniques sur un plus grand nombre de processeurs afin d’augmenter le nombre
de connecteurs disponibles. Une deuxie`me solution, qui peut eˆtre adjacente a` la premie`re,
est d’intercaler des passerelles entre les E/S et les calculateurs.
Une passerelle est un syste`me mate´riel et logiciel permettant de faire une liaison entre
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deux re´seaux qui peuvent eˆtre diffe´rents. Dans le cadre du syste`me VMSA, la partition
P1 a besoin de la majorite´ des donne´es des entre´es/sorties. Cette partition doit obtenir
toutes les dernie`res mises a` jour des donne´es a` chaque exe´cution. Pour cette raison, nous
prenons les caracte´ristiques suivantes pour les passerelles : PGW = (0, 025; 0), i.e. une
passerelle envoie les donne´es qu’elle a rec¸u toutes les 25 millisecondes, en conside´rant
que la ge´ne´ration des messages est ne´gligeable. Nous conside´rons e´galement que le re´seau
utilise´ pour interconnecter la passerelle et les calculateurs est identique a` celui utilise´
pour interconnecter les calculateurs entre eux comme le montre la Figure 5.6. La latence
de communication maximale entre une passerelle et un calculateur est e´gale a` la latence
de communication entre deux calculateurs :
WCTTGW,Calculateur = WCTTCalculateur,Calculateur.
Nous retrouvons les meˆmes allocations et les meˆmes ordonnancements que pre´ce´demment
en ajoutant une passerelle entre les capteurs et les calculateurs lorsque les latences
sont nulles. Ne´anmoins, les syste`mes d’ine´quations solutions sont diffe´rents. La latence
WCTTE/S,Calculateur se de´compose en la somme de deux latences : WCTTE/S,GW et
WCTTCalculateur,Calculateur, venant impacter le calcul du de´lai de bout-en-bout. Parmi les
cinq syste`mes d’ine´quations solutions de´crits ci-dessous, les trois premiers sont identiques.
S′1 = S′2 = S′3 =

WCTTE/S,GW ≤ 0, 2615
WCTTCalculateur,Calculateur ≤ 0, 13075− WCTTE/S,GW2
WCTTCalculateur,Ecran ≤ 0, 250−WCTTE/S,GW
−WCTTCalculateur,Calculateur




WCTTE/S,GW ≤ 0, 250
WCTTCalculateur,Calculateur ≤ 0, 250−WCTTE/S,GW
WCTTCalculateur,Ecran
≤ 0, 250−WCTTE/S,GW −WCTTCalculateur,Calculateur
WCTTCalculateur,E/S ≤ min(0, 3265−WCTTCalculateur,Calculateur;
0, 3465−WCTTE/S,GW −WCTTCalculateur,Calculateur)
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S′5 =

WCTTE/S,GW ≤ 0, 250
WCTTCalculateur,Calculateur ≤ 0, 250−WCTTE/S,GW
WCTTCalculateur,Ecran
≤ 0, 250−WCTTE/S,GW −WCTTCalculateur,Calculateur
WCTTCalculateur,E/S
≤ 0, 3465−WCTTE/S,GW −WCTTCalculateur,Calculateur
L’ajout d’une passerelle dans notre e´tude de cas modifie fortement les contraintes
sur les latences de communication et surtout sur la latence WCTTCalculateur,Calculateur.
Dans les trois premie`res allocations, cette latence maximale est divise´e par deux, pouvant
atteindre 130 millisecondes dans le meilleur des cas avec une passerelle au lieu de 261
millisecondes sans celle-ci. Dans la quatrie`me allocation, cette meˆme latence est re´duite et
devient de´pendante de la latence WCTTE/S,GW . La latence WCTTCalculateur,Calculateur
apparaˆıt comme nouvelle ine´quation dans le syste`me solution S′5 alors qu’elle n’existait
pas dans S5 auparavant. Selon les contraintes des syste`mes, des choix peuvent eˆtre fait
pour garder certaines E/S directement connecte´es aux calculateurs et d’autres regroupe´es
derrie`re des passerelles configure´es selon les besoins syste`mes.
Figure 5.6 Re´seau utilise´ entre une passerelle et les calculateurs
5.2.3.3 Re´sultats
Les re´sultats ci-dessous ont e´te´ obtenus de deux fac¸ons. Dans les cas note´s  Heuris-
tique sans GW  Figure 5.7 et  Heuristique avec GW  Figure 5.9, nous avons lance´
l’heuristique autant de fois qu’il y a d’ensemble de valeurs de WCTTs possibles. Dans
les cas note´s  FM sans GW  Figure 5.8 et  FM avec GW  Figure 5.10, l’heuristique
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a e´te´ lance´e une seule fois avec toutes les latences nulles, le nombre d’allocations valides
e´tant obtenu graˆce aux diffe´rents syste`mes d’ine´quations.
Que ce soit avec l’heuristique ou l’algorithme d’e´limination de Fourier-Motzkin, a`
aucun moment un ordonnancement d’une allocation trouve´ Figure 5.5 avec des latences
nulles n’est modifie´ lorsque les diffe´rentes latences de communication varient. L’heuristique
fige chaque partition alloue´e dans un processeur de fac¸on a` maximiser les latences de
communication. Le seul cas ou` l’heuristique peut modifier l’ordonnancement d’une
partition se situe seulement dans le cas ou` une chaˆıne reboucle sur un processeur : la
dernie`re partition destinatrice sur ce processeur est alors ordonnance´e de fac¸on a` re´duire
les temps d’attente entre l’arrive´e d’une donne´e sur le processeur et son utilisation par la
partition destinatrice. Ce cas n’est pas pre´sent dans notre e´tude.
Si nous comparons les Figures 5.7 et 5.8 qui correspondent au cas sans passerelle, nous
constatons dans le cas de l’algorithme d’e´limination de Fourier-Motzkin qu’il existe quatre
allocations possibles au lieu de cinq dans le cas de l’heuristique. Cette diffe´rence provient
de la premie`re allocation : une des ine´quations solutions obtenue graˆce a` l’algorithme
d’e´limination de Fourier-Motzkin lorsque WCTTE/S,Calculateur = 0 spe´cifie que la valeur
maximale de WCTTCalculateur,E/S ne doit pas de´passer :
WCTTCalculateur,E/S ≤ 0, 275−WCTTCalculateur,Calculateur,
or la limite donne´e par l’heuristique est :
WCTTCalculateur,E/S ≤ 0, 276−WCTTCalculateur,Calculateur.
L’algorithme d’e´limination de Fourier-Motzkin perd 3102 allocations sur 743456 duˆ a` un
proble`me d’approximation dans l’imple´mentation de la librairie FM [118]. Les re´sultats
sont ainsi identiques dans 99,6% des cas.
Si nous e´tudions plus particulie`rement le nombre d’allocations possibles en fonction
des parame`tres WCTTE/S,Calculateur, WCTTCalculateur,Calculateur, WCTTCalculateur,Ecran
et WCTTCalculateur,E/S , nous constatons que les parame`tres associe´s aux communications
de et vers les E/S influent sur la possibilite´ d’obtenir des allocations valides. En effet,
aucune allocation n’existe lorsque le WCTTCalculateur,E/S prend des valeurs supe´rieures
respectivement a` 0,372, 0,272 et 0,172 secondes lorsque le WCTTE/S,Calculateur est
respectivement e´gal a` 0, 0,100 et 0,200 secondes.
Nous remarquons e´galement sur les Figures 5.7 et 5.8 que trois allocations deviennent
de plus en plus contraintes dans le choix de la valeur de WCTTCalculateur,Calculateur
de`s lors que la valeur de WCTTE/S,Calculateur augmente. Ce dernier parame`tre influe
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fortement sur les trois premie`res allocations comme le montre les syste`mes d’ine´quations
solutions S1, S2 et S3 dans le paragraphe  Architecture sans passerelle .
Les entre´es/sorties et leurs liens vers les calculateurs ont une forte influence sur
l’obtention et le choix d’une allocation plus distribue´e puisqu’elles font parties de la
majorite´ des chaˆınes e´tudie´es (de ch3 a` ch6).
Si nous comparons les Figures 5.9 et 5.10 qui correspondent au nombre d’allocations
valides avec la passerelle de´finie pre´ce´demment, les re´sultats obtenus dans les deux cas
sont identiques. L’ensemble des syste`mes d’ine´quations solutions obtenu pour chaque
allocation graˆce a` la me´thode d’e´limination de Fourier-Motzkin donne les limites des
polye`dres solutions de notre e´tude de cas identiques par rapport a` l’heuristique.
Lorsque nous ajoutons les passerelles, nous constatons que toutes les latences de´pendent
des unes des autres. Cette de´pendance provient de l’hypothe`se WCTTGW,Calculateur =
WCTTCalculateur,Calculateur qui rend toutes les chaˆınes de communication de´pendantes
les unes des autres comme nous le montre les syste`mes d’ine´quations S′1 a` S′5 dans le
paragraphe  Architecture avec passerelle . Une diffe´rence notable par rapport au cas
sans passerelle est l’influence du parame`tre WCTTCalculateur,Ecran sur le nombre d’allo-
cations valides. Il n’existe pas d’allocation valide si WCTTCalculateur,Calculateur prend des
valeurs supe´rieurs respectivement a` 0,250 a` 0,150 puis a` 0,050 secondes pour les valeurs
de WCTTCalculateur,Ecran respectivement e´gales a` 0, 0,100 et 0,200 secondes, le tout est
abaisse´ de 0,100 a` chaque fois que WCTTE/S,Calculateur augmente de 0,100.
Pour laisser plus de marge pour la latence de communication entre calculateurs, une
solution est de re´duire la pe´riode de transmission des messages par la passerelle. Si nous
re´e´crivons ci-dessous les syste`mes d’ine´quations solutions en laissant apparaˆıtre la pe´riode
de la passerelle note´e TGW , nous remarquons que la pe´riode d’envoi des messages impacte
toutes les latences de communication.
S′′1 = S′′2 = S′′3 =

WCTTE/S,GW ≤ 0, 2865− TGW
WCTTCalculateur,Calculateur ≤ 0, 14325− TGW+WCTTE/S,GW2
WCTTCalculateur,Ecran ≤ 0, 275− tGW −WCTTE/S,GW
−WCTTCalculateur,Calculateur
WCTTCalculateur,E/S ≤ 0, 2865− TGW −WCTTE/S,GW
−2×WCTTCalculateur,Calculateur
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S′′4 =

WCTTE/S,GW ≤ 0, 275− TGW
WCTTCalculateur,Calculateur ≤ 0, 275− TGW −WCTTE/S,GW
WCTTCalculateur,Ecran
≤ 0, 275− TGW −WCTTE/S,GW −WCTTCalculateur,Calculateur
WCTTCalculateur,E/S ≤ min(0, 3265−WCTTCalculateur,Calculateur;
0, 3715− TGW −WCTTE/S,GW −WCTTCalculateur,Calculateur)
S′′5 =

WCTTE/S,GW ≤ 0, 275− TGW
WCTTCalculateur,Calculateur ≤ 0, 275− TGW −WCTTE/S,GW
WCTTCalculateur,Ecran
≤ 0, 275− TGW −WCTTE/S,GW −WCTTCalculateur,Calculateur
WCTTCalculateur,E/S
≤ 0, 3715− TGW −WCTTE/S,GW −WCTTCalculateur,Calculateur
De ce fait, plusieurs parame`tres d’architecture doivent eˆtre pris en compte en meˆme
temps : le choix des re´seaux utilise´s pour interconnecter les diffe´rents e´quipements ainsi
que les parame`tres de configuration des e´le´ments de type passerelle.
5.2.4 Complexite´ de l’algorithme de Fourier-Motzkin
Pour de´terminer la complexite´ de cet algorithme, il faut de´finir le nombre de nouvelles
ine´quations ge´ne´re´es a` chaque e´tape. Nous avons vu pre´ce´demment qu’une variable xu
peut eˆtre encadre´e par m2−m1 valeurs infe´rieures et m1 valeurs supe´rieures de´pendantes












Si nous retirons xu de l’e´quation 5.17, nous cre´ons un syste`me de (m−m1 −m2) +m1 ×
(m2 −m1) nouvelles ine´quations inde´pendantes de xu.
Dans le pire des cas ou` m1 = m2−m1 = m2 , la taille du syste`me devient e´gale a` (m2 )2.
Apre`s les n e´liminations successives, ce syste`me peut comprendre (m2 )
2n ine´quations.
L’algorithme d’e´limination de Fourier-Motzkin est ainsi un algorithme de complexite´
exponentielle. Il doit eˆtre re´serve´ a` des proble`mes de petite taille.
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Figure 5.7 Nombre d’allocations valides sans passerelle obtenu avec l’heuristique
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Figure 5.8 Nombre d’allocations valides sans passerelle obtenu avec l’algorithme
d’e´limination de Fourier-Motzkin
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Figure 5.9 Nombre d’allocations valides avec passerelle obtenu avec l’heuristique - Hy-
pothe`ses : 1/ WCTTE/S,Calculateur remplace´ par WCTTE/S,GW ; 2/ WCTTGW,Calculateur
= WCTTCalculateur,Calculateur
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Figure 5.10 Nombre d’allocations valides avec passerelle obtenu avec l’algorithme
d’e´limination de Fourier-Motzkin - Hypothe`ses : 1/ WCTTE/S,Calculateur remplace´ par
WCTTE/S,GW ; 2/ WCTTGW,Calculateur = WCTTCalculateur,Calculateur
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5.3 Conclusion
Dans ce chapitre, nous nous sommes penche´s sur les moyens de de´terminer les latences
de communication maximales admissibles pour chaque architecture devant satisfaire
des contraintes de bout-en-bout. Notre me´thode se re´sume en deux e´tapes : obtenir les
architectures valides et trouver les latences admissibles. La premie`re e´tape consiste a`
rechercher les allocations, avec leurs ordonnancements et des latences nulles, re´pondant
aux exigences de bout-en-bout. La deuxie`me e´tape recherche l’ensemble des latences
admissibles entre chaque paire d’e´quipements. Nous avons montre´ que chaque architecture
peut se mode´liser par un syste`me de m ine´quations a` n inconnues prenant en conside´ration
toutes les latences, les ordonnancements et les contraintes de bout-en-bout. Ce syste`me
se re´sout graˆce a` l’algorithme d’e´limination de Fourier-Motzkin : le re´sultat obtenu est
un syste`me d’ine´quations solutions donnant les contraintes entre les diffe´rences latences.
L’utilisation de la me´thode d’e´limination de Fourier-Motzkin donne des re´sultats
identiques a` l’heuristique a` plus de 99%, le dernier pourcentage restant provenant d’une
erreur d’approximation de la librairie FM [118] utilise´e pour obtenir les valeurs limites
du polye`dre solution du syste`me d’ine´quations. Cette me´thode donne une image rapide
de la flexibilite´ de chaque architecture par rapport aux re´seaux imple´mente´s : elle permet
de de´terminer a` quel point les moyens de communication doivent eˆtre rapides.
Le choix des latences de communication a` ne pas de´passer peut devenir pe´rilleux
de`s lors que plusieurs chaˆınes de communication ont plusieurs latences communes. Il
faut trouver un compromis entre les re´seaux que nous souhaitons utiliser et les latences
maximales a` ne pas de´passer. Par ailleurs, l’ajout d’e´quipements dans une architecture
tels que des passerelles augmente les valeurs des de´lais de bout-en-bout. La me´thode
d’e´limination de Fourier-Motzkin offre a` un inte´grateur syste`me la possibilite´ de de´finir
et de configurer les pe´riodes de transmission des messages transitant par des passerelles




Les architectures avioniques ont connu diffe´rentes e´volutions en inte´grant de nouvelles
technologies, i.e. l’e´lectronique puis l’informatique, a` bord des diffe´rents ae´ronefs. Ces
nouvelles technologies ont permis de re´duire l’encombrement et le poids en remplac¸ant
les e´quipements me´caniques. La se´gre´gation des diffe´rents syste`mes est au cœur des
pre´occupations des inte´grateurs syste`mes : aucun syste`me ne doit mettre en de´faut
un autre si une de´faillance mate´rielle ou logicielle se produit. Une e´volution majeure
des architectures avioniques a e´te´ de pouvoir regrouper dans des modules centralise´s
physiquement dans des baies avioniques diffe´rents syste`mes graˆce au concept de l’IMA
(Integrated Modular Architecture). Mais cette centralisation physique sur des processeurs
puissants et complexes n’est pas possible pour de petits porteurs tels que les he´licopte`res :
une distribution des fonctions avioniques sur un plus grand nombre de processeurs, qui
peuvent eˆtre moins puissants, est alors ne´cessaire.
Cette distribution doit re´pondre a` deux crite`res : une allocation donne´e de partitions
sur un processeur donne´ doit eˆtre ordonnanc¸able en respectant la norme ARINC 653
et doit satisfaire les exigences de communication de bout-en-bout entre partitions. Il
s’agit de trouver l’allocation de partitions strictement pe´riodiques ainsi que leur ordon-
nancement statique sur chacun des processeurs et de ve´rifier les contraintes des chaˆınes
de transmission de donne´es entre partitions. Les re´seaux utilise´s pour interconnecter
les diffe´rents e´quipements influent sur les allocations valides : la vitesse du re´seau peut
simplifier la prise en compte des contraintes de communication de bout-en-bout. Le choix
des moyens de communication est un facteur a` ne pas ne´gliger dans une architecture
distribue´e.
Dans cette the`se, nous souhaitions obtenir un outil qui permette d’identifier des
allocations avec des ordonnancements valides satisfaisant des contraintes de bout-en-bout.
Nous souhaitions aussi de´terminer les limites des moyens de communication pour chaque
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architecture trouve´e.
Nous nous sommes donc focalise´s sur le proble`me de distribution des partitions sur un
plus grand nombre de processeurs tout en respectant les contraintes de communication
de bout-en-bout. Apre`s avoir formalise´ un mode`le de partitions communicantes, nous
avons propose´ des algorithmes de recherche d’allocations valides en tenant en compte des
contraintes d’allocation et d’ordonnancement des partitions d’une part et des contraintes
de communication de bout-en-bout entre partitions d’autre part. Nous avons pre´sente´
deux algorithmes qui permettent d’allouer et d’ordonnancer les partitions sur un plus
grand nombre de processeurs, tout en respectant les exigences de bout-en-bout. Tous les
deux sont base´s sur la construction d’un arbre de recherche ou` chaque nœud repre´sente
une allocation partielle, i.e. certaines partitions ne sont pas encore alloue´es, avec un
ordonnancement validant les contraintes de bout-en-bout. Ils ont e´te´ teste´s et valide´s
sur une e´tude de cas he´licopte`re. Dans le premier algorithme, l’ordonnancement d’une
partition sur un nœud donne´ peut eˆtre modifie´ jusqu’a` ce que tous les nœuds enfants
soient ordonnanc¸ables ou qu’il n’y ait pas de solution. La ge´ne´ration couˆteuse des
ordonnancements rend cet algorithme viable que sur des syste`mes de taille petite, i.e. une
vingtaine de partitions alloue´es sur au plus cinq processeurs. Pour parer a` cette limitation,
nous avons propose´ dans une de´marche incre´mentale une heuristique gloutonne base´e sur
la me´thode de  se´paration et e´valuation . A` chaque nouveau nœud, l’ordonnancement le
plus prometteur pour ordonnancer les partitions non-assigne´es est retenu, les autres e´tant
e´limine´s. Cette heuristique permet de re´duire conside´rablement l’utilisation de la me´moire
et le temps d’analyse lorsque nous recherchons a` ve´rifier la validite´ d’une solution. Par
ailleurs, la recherche de toutes les solutions valides se termine en moins de trois heures
pour une trentaine de partitions alloue´es sur au plus sept processeurs. L’algorithme
implante´ dans cette heuristique est prometteur pour l’allocation et l’ordonnancement de
syste`mes avioniques sur des architectures distribue´es.
Ces deux algorithmes proposent une allocation et un ordonnancement en fonction
de latences de communication dont les bornes supe´rieures peuvent eˆtre fixe´es. Or, une
distribution donne´e peut fonctionner avec un certain nombre de re´seaux plus ou moins
rapide. Nous avons propose´ une me´thode permettant de spe´cifier les exigences temporelles
sur le re´seau. Chaque allocation avec un ordonnancement donne´ valide se mode´lise par
un syste`me de m ine´quations a` n inconnues ou` chaque inconnue repre´sente une latence
de communication. Base´ sur l’algorithme d’e´limination de Fourier-Motzkin, nous pouvons
alors de´terminer les contraintes pour chaque latence. Les re´sultats obtenus avec cette
me´thode sont identiques, a` plus de 99%, a` une recherche a` la vole´e avec l’heuristique.
Cette me´thode donne une image rapide de la flexibilite´ de chaque architecture par
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rapport aux re´seaux imple´mente´s : elle permet de de´terminer a` quel point les moyens de
communication doivent eˆtre rapides.
Perspectives
Suite a` ces travaux, nous pouvons envisager plusieurs perspectives.
Pour e´viter la propagation des fautes dans une architecture redonde´e, il est ne´cessaire
d’avoir des codes imple´mente´s sur des processeurs diffe´rents pour obtenir une redondance
se basant sur la dissimilarite´ des processeurs. Dans cette the`se, nous avons fait l’hypothe`se
que le pire temps d’exe´cution des partitions re´plique´es e´taient identiques et que les proces-
seurs e´taient homoge`nes. Nous faisons donc l’hypothe`se que les codes imple´mente´s pour
une fonction re´plique´e dans plusieurs partitions ont leur pire temps d’exe´cution identique
pour un processeur donne´. Si nous prenons un ensemble de processeurs he´te´roge`nes, une
partition va voir son pire temps d’exe´cution eˆtre modifie´ en fonction de son allocation
dans les processeurs donne´s. Une solution serait de nous appuyer sur les travaux de
Bate, Emberson, Zhu et al. [95–97] pour e´valuer la variabilite´, i.e. les modifications
possibles, des architectures valides trouve´es afin de de´finir la meilleure architecture valide
parmi l’ensemble des architectures valides trouve´es. Cette e´valuation peut eˆtre de deux
ordres. Le premier consiste a` augmenter les temps d’exe´cution des partitions et a` de´finir
les limites avant la violation d’une des contraintes des syste`mes ( extensibility ). Le
deuxie`me propose de s’inte´resser au nombre minimal de modifications si des mises a` jour
d’exigences ont lieu ( flexibility ).
Nous nous sommes essentiellement inte´resse´s dans cette the`se a` la distribution des
partitions et a` la satisfaction des contraintes de communication de bout-en-bout. D’autres
contraintes telles que la cohe´rence des donne´es [3] doivent eˆtre prises en compte. Cette
cohe´rence de donne´es passe dans notre exemple d’e´tude de cas par la ve´rification de
donne´es par une partition spe´cifique. Cette partition peut recevoir a` la fois des donne´es
externes comme des donne´es provenant de son homologue : elle doit par la suite les
comparer. Actuellement, cette partition est synchronise´e avec sa partition homologue
dans un autre processeur. Or, l’IMA conside`re que tous les processeurs sont asynchrones.
Une solution possible pour avoir cet asynchronisme est le sur-e´chantillonnage de certaines
partitions afin que les donne´es traite´es divergent d’un laps de temps minimal. Nous
pouvons nous appuyer sur les travaux de Badache [71] qui proposent une recherche
de la pe´riodicite´ des partitions de fac¸on a` garantir la fraˆıcheur des donne´es. Ce sur-
e´chantillonnage peut aussi amener a` de´tacher du meˆme processeur deux partitions avec
des contraintes temporelles fortes. Il peut aussi permettre a` une partition devenue plus
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fre´quente de s’exe´cuter en un temps plus court. Le proble`me qui s’ensuit peut eˆtre
l’apparition d’un overhead devenant de plus en plus important, amenant a` trouver un
compromis entre la proportion de l’overhead pendant l’exe´cution de la partition et le
sur-e´chantillonnage.
La localite´ des entre´es/sorties, i.e. les entre´es/sorties directement connecte´es aux
processeurs, est une hypothe`se que nous avons partiellement prise en compte dans nos
travaux. Nous avons pu remarquer dans le Chapitre 5 qu’il e´tait possible de placer certaines
entre´es/sorties derrie`re des passerelles. Cette dernie`re facilite le partage des ressources
d’entre´es/sorties. Or, cet e´loignement re´duit conside´rablement les latences maximales des
re´seaux traverse´s autorise´es par les syste`mes et rend certaines architectures impossibles,
duˆ a` de fortes contraintes sur certaines chaˆınes de partitions communicantes. Par exemple,
certains asservissements ne´cessitent une (contre-)re´action rapide pour arriver a` une valeur
donne´e. Une solution est de distinguer les diffe´rents flux associe´s aux entre´es/sorties afin
d’e´valuer les contraintes temporelles sur ces derniers : elles permettront de spe´cifier si
certaines entre´es/sorties doivent eˆtre directement connecte´es ou peut eˆtre e´loigne´es d’un
processeur. Dans le cas ou` les entre´es/sorties sont place´es derrie`re des passerelles ou des
bus de terrain tels que le bus CAN, il faut eˆtre capable de de´finir leurs priorite´s par
rapport aux autres flux. Ces priorite´s de´pendront des contraintes temporelles sur chaque
flux pouvant eˆtre de´finies graˆce a` la me´thode pre´sente´e dans le Chapitre 5.
Dans le cadre de cette the`se, nous avons fait l’hypothe`se de la localite´ des commu-
nications entre deux partitions alloue´es sur un meˆme processeur. Or, dans un contexte
avionique, toutes les communications doivent pouvoir eˆtre analyse´es via le re´seau de
communication pour des raisons de maintenance. Deux cas sont possibles. Le premier
consiste a` re´pliquer la donne´e envoye´e localement afin de la transmettre par une commu-
nication distante vers un e´quipement de surveillance/d’analyse. Dans ce cas, un nombre
de flux supple´mentaires doit eˆtre pris en compte dans le calcul des de´lais pires cas des
re´seaux. Notre de´marche n’est pas remise en cause ici. Le deuxie`me conside`re que toutes
les communications sont distantes. Dans ce cas, notre heuristique va trouver un nombre
plus faible d’architectures favorables. En effet, les ordonnancements ge´ne´re´s cherchent
a` rapprocher le plus possible les partitions communicantes dans un meˆme processeur.
Or, les de´lais de bout-en-bout dans le cas ou` toutes les communications sont distantes
doivent alors eˆtre calcule´s en conside´rant une latence de communication pire cas exacte
et l’instant de prochaine activation de la partition destinatrice. Si deux partitions com-
municantes sont localise´es sur le meˆme processeur, cette hypothe`se ne nous permet pas
de ge´ne´rer le meilleur ordonnancement local sans une connaissance exacte des latences
de communication pire cas sur le re´seau. Cre´er des blocs de partitions indissociables dans
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nos ordonnancements est une contrainte forte dans notre heuristique. Une solution serait
de conside´rer que chaque partition alloue´e et ordonnance´e sur un processeur ne fige plus
temporellement un bloc indissociable dans la MAF, mais juste un slot temporel dans la
MAF totale.
L’utilisation de nouvelles technologies tels que les pluri-cœurs ame`ne a` une re´flexion
sur l’allocation et l’ordonnancement des partitions sur ces derniers. Actuellement, les
processeurs mono-cœurs sont remplace´s par des processeurs multi-/pluri-cœurs. Ces
processeurs connectent un ensemble de cœurs avec un premier niveau de cache. Les
autres caches sont partage´es dans une me´moire commune graˆce a` un re´seau sur puce, ou
Network on Chip (NoC). Pour des raisons de suˆrete´ de fonctionnement/certification dans
l’avionique, un seul cœur est souvent utilise´ dans ces architectures. L’ide´e est de pouvoir
utiliser toute la puissance de calcul offerte. Nos travaux peuvent s’adapter a` ce contexte
en conside´rant que les re´seaux de type NoC sont relie´s par une passerelle a` un re´seau
fe´de´rateur tel que l’AFDX par exemple pour de´finir l’allocation et l’ordonnancement des
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Annexe A
Description de l’application VMSA
L’application Vehicle Monitoring System DAL A  (VMSA) ge`re les donne´es moteur
et ve´hicule, en ve´rifiant leur validite´ et leur cohe´rence. Le pilote doit eˆtre alerte´ de`s qu’un
parame`tre de´passe des seuils donne´s. Cette application doit aussi renvoyer les donne´es
des parame`tres demande´es par le pilote. Nous de´taillons ce syste`me ci-dessous.
A.1 Architecture mate´rielle
A.1.1 Les e´quipements
Le syste`me VMSA illustre´ Figure A.1 est compose´ de 26 capteurs, 3 e´quipements
d’asservissement, i.e. des e´quipements contenant une boucle de contre-re´action, 2 en-
registreurs, 4 actionneurs, 2 AMC et 4 e´crans note´s MFD. Les quatre premiers types
d’e´quipement sont illustre´s par l’acronyme  I/O  Figure A.1.
Un AMC est un e´quipement duplex compose´ de deux voies, A et B, contenant chacun
un processeur. Ces deux processeurs sont relie´s par un lien interne RS-422. Les deux
AMCs traitent les donne´es rec¸ues des capteurs afin de calculer les commandes a` envoyer.
Un MFD est un processeur directement lie´ a` l’e´cran. C’est un e´quipement actif
jouant trois roˆles : une premie`re partie assure sa logistique, une deuxie`me partie traite les
donne´es provenant des liens de type ARINC 429, Ethernet, des composants discrets et
analogiques, tandis qu’une troisie`me partie s’occupe de l’interface homme-machine avec
l’e´cran. Les MFDs rec¸oivent des donne´es de toutes les voies des AMCs dans un mode
 COMmande/MONiteur (COM/MON)  : la voie A d’un AMC envoie une commande
tandis que la voie B du meˆme AMC envoie un statut.
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Figure A.1 Connection des e´quipements dans le syste`me VMSA
A.1.2 Architecture re´seau
Deux re´seaux distincts, Ethernet et ARINC 429, sont employe´s pour interconnecter
les e´quipements, chacun e´tant spe´cialise´ pour un type de communication pre´cis. Le
re´seau Ethernet ge`re les communications entre partitions associe´es a` la surveillance
des e´quipements. Le re´seau ARINC 429 laisse passer les communications de donne´es
utiles au fonctionnement de l’he´licopte`re : par exemple, les donne´es des capteurs, l’envoi
d’information vers les e´crans, etc.
A.2 Architecture applicative
A.2.1 Allocation des partitions sur les e´quipements
A.2.1.1 Spe´cification des partitions
Une instance du VMSA est compose´e de sept partitions spe´cifie´es Tableau A.1. Parmi
ces sept partitions, quatre d’entre elles, i.e. de P1 a` P4, s’occupent du pilotage (P1) et
de l’enregistrement de l’e´tat du ve´hicule (de P2 a` P4). Les trois autres partitions, i.e. de
P5 a` P7, ge`rent et surveillent la voie ou` elles sont alloue´es. Ces sept partitions utilisent
actuellement 86% du processeur sur chaque voie d’un AMC.
Chaque AMC rec¸oit les acquisitions d’une quinzaine de capteurs de´die´s tels que
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Table A.1 Spe´cifications temps-re´el des partitions du syste`me VMSA dans une voie d’un









Table A.2 Pe´riode d’acquisition des capteurs associe´s a` l’application VMSA
Nombre de capteurs 1 2 3 2 3 5 1
Pe´riode d’acquisition 7 14 20 34 40 50 100
les acce´le´rome`tres pour e´valuer l’acce´le´ration normale, longitudinale, late´rale, l’attitude
de tangage, de roulis, la puissance de chaque moteur, la vitesse du rotor, etc. Chaque
capteur e´chantillonne a` son rythme ses acquisitions. Le Tableau A.2 e´nume`re la pe´riode
d’acquisition des capteurs associe´s a` l’application VMSA. Un capteur est relie´ a` une
unique voie ou aux deux voies d’un AMC. Les capteurs peuvent envoyer des signaux
analogiques, discrets ou nume´riques (ARINC 429).
Le syste`me VMSA pilote trois e´quipements asservis. Le syste`me envoie une valeur de
consigne a` atteindre et mesure en permanence l’e´cart entre la valeur re´elle et celle-ci :
il calcule la commande approprie´e a` appliquer a` l’actionneur associe´ de fac¸on a` re´duire
cet e´cart le plus rapidement possible. Ces trois e´quipements envoient leurs donne´es a`
la partition P1 toutes les 20 ms, P1 leur renvoie une consigne toutes les 25 ms pour un
e´quipement et toutes les 50 ms pour les deux autres.
Dans le syste`me VMSA, deux types de donne´es sont enregistre´s : la sante´ ge´ne´rale
du ve´hicule et l’e´tat des e´quipements. Ces informations permettent d’e´valuer les besoins
de maintenance de l’he´licopte`re. Un he´licopte`re contient un enregistreur de vol dont
les donne´es sont utilise´s en cas de crash. Cet e´quipement enregistre cycliquement les
donne´es rec¸ues toutes les 62,5 ms selon les recommandations fournis par le National
Transportation Safety Board [108]. Le syste`me VMSA n’interagit pas avec l’enregistreur
de vol, mais nous utilisons les valeurs pre´conise´es par [23] et [108] pour les enregistrements
de maintenance.
Le syste`me VMSA est connecte´ a` 4 e´crans identiques. Ces e´crans contiennent a` la fois
des partitions qui statuent sur le fonctionnement de l’appareil et des partitions qui ge`rent
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l’affichage des donne´es rec¸ues. Une partition d’une dure´e d’exe´cution de 39 ms toutes les
50 ms re´cupe`re les donne´es envoye´es par d’autres e´quipements, ve´rifient la validite´ des
informations rec¸ues graˆce a` des me´canismes de COM/MON avant de les afficher.
A.2.1.2 Allocation
L’application VMSA est instancie´e quatre fois : chaque instance est alloue´e sur une
voie d’un AMC. Toutes ces instances communiquent avec les quatre e´crans. Le VMSA
rec¸oit des donne´es des capteurs ou des syste`mes d’asservissement et envoie des donne´es
a` ces derniers et aux actionneurs. La Figure A.2 repre´sente a` partir d’un AMC les
communications entre la partition principale du VMSA note´ P1 et :
— les autres partitions de sa voie : P2, P3, P4 et P5, (P6 et P7 ne sont pas dessine´es
ici puisqu’elles n’interagissent pas directement avec P1),
— les e´crans,
— les entre´es/sorties telles que les capteurs, les actionneurs, les asservissements et
les enregistreurs.
Les E/S sont locales : elles sont directement connecte´es aux e´quipements qui ont
besoin de leurs donne´es. Ainsi une trentaine d’E/S sont rattache´es a` chaque AMC, que
ce soit sur ses interfaces discre`tes, analogiques ou nume´riques.
Avec un taux d’utilisation de 86% de chaque processeur des AMCs et un nombre
d’interfaces disponibles n’e´tant plus suffisant, il est difficile d’ajouter a` la fois de nouvelles
fonctionnalite´s dans les AMCs ou d’y connecter de nouvelles entre´es/sorties. Deux
solutions, qui peuvent eˆtre inde´pendantes, s’offrent a` nous : soit les partitions des voies
des AMCs sont distribue´es sur un plus grand nombre de processeurs qui peuvent eˆtre
moins puissants, permettant d’obtenir un plus grand nombre d’interfaces disponibles,
soit les entre´es/sorties sont regroupe´es derrie`re des passerelles ou connecte´es sur des bus
de terrain tels que le re´seau CAN, permettant ainsi la diffusion des informations des E/S
partage´es entre tous les e´quipements.
A.2.2 Contraintes applicatives
A.2.2.1 Cohe´rence des donne´es
Afin de ve´rifier la ve´racite´ des informations rec¸ues dans une voie d’un AMC, plusieurs
capteurs de meˆme nature doivent eˆtre compare´s. Cette e´tape se re´sume a` faire une
ve´rification croise´e, ou  cross-check  en anglais. Chaque voie envoie les informations
rec¸ues des capteurs a` l’autre voie graˆce au lien interne. Cet e´change est effectue´ par la
partition P1 : au de´but de son exe´cution, cette partition e´change avec son homologue
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Figure A.2 Communication avec la partition principale d’un AMC
168 Description de l’application VMSA
de l’autre voie les donne´es que chacune a rec¸u. Ensuite, chaque partition P1 croise les
donne´es rec¸ues de capteurs de meˆme nature. Pour terminer, P1 ge´ne`re les commandes
pour les envoyer vers les asservissements, les actionneurs, les e´crans et les enregistreurs.
Les e´crans rec¸oivent d’un meˆme AMC une commande de la voie A et un statut de
la voie B. Afin de ve´rifier la ve´racite´ des informations rec¸ues au niveau de l’e´cran, la
commande et le statut doivent eˆtre envoye´s au meˆme instant. Les partitions P1 dans
un meˆme AMC doivent e´changer au meˆme instant leurs donne´es, ce qui implique que
les deux processeurs contenant P1 aient une horloge commune et communiquent sans
latence ensemble.
A.2.2.2 Fraˆıcheur des donne´es
Le syste`me VMSA impose six contraintes temporelles associe´es a` la fraˆıcheur des
donne´es illustre´es Figure A.3. La premie`re, repre´sente´e Figure A.3 partie a, consiste a`
re´cupe´rer toutes les informations acquises par la partition P1 afin que P2 puisse les traiter
en moins de 50 ms. La seconde, illustre´e Figure A.3 partie b, ve´rifie que le de´lai entre
l’acquisition de la donne´e d’un capteur et l’enregistrement de l’e´tat de sante´ ge´ne´rale du
ve´hicule donne´ par la partition P3 soit infe´rieur a` 500 ms [23]. La troisie`me, repre´sente´e
Figure A.3 partie c, consiste a` afficher les donne´es des capteurs en moins de 400 ms [3].
Les trois dernie`res chaˆınes illustre´es Figure A.3 parties d, e et f, enregistrent l’e´tat des
diffe´rents e´quipements en moins de 500 ms.
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Nous pre´sentons dans cette annexe nos choix de mode´lisation des MAF pour concevoir
des ordonnancements a` la vole´e. Nous de´taillons les diffe´rentes complexite´s qui y sont
associe´es afin d’amener nos choix de mode´lisation.
Nous montrons la complexite´ de de´finir un ordonnancement a` la vole´e en nous
appuyant sur l’exemple de la Table 3.1 avec ses trois chaˆınes de communication rappele´es
ci-dessous :
Ch = {ch1, ch2, ch3}
ch1 = {P1, P2, P3}, Dch1,max = 30ms
ch2 = {P2, P5}, Dch2,max = 40ms
ch3 = {P4, P5, P6}, Dch3,max = 60ms
Table B.1 Spe´cification temps-re´el des parame`tres de l’exemple illustratif







Nous conside´rons une latence de communication de 1 ms si deux partitions sont
distantes ; elle est nulle si celles-ci sont sur le meˆme processeur.
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B.1 Ajout d’une partition dans une MAF existante
L’ajout d’une partition Pj a` une MAF peut modifier ses caracte´ristiques selon sa
pe´riodicite´. Elle peut aussi ne pas eˆtre ordonnanc¸able.
B.1.1 Pe´riodicite´ des partitions diffe´rente
L’ordonnancement de partitions multi-pe´riodiques est valide si toutes les partitions
assigne´es a` un slot peuvent s’exe´cuter dans un motif cre´e´ hors-ligne. Les caracte´ristiques
de ce motif peuvent se retrouver modifie´es selon la pe´riodicite´ Tj de la partition ajoute´e.
— Si Tj < tintervalle, alors il faut de´couper chaque intervalle de la MAF en
tintervalle
Tj
intervalles, re´duire la valeur de tintervalle a` Tj , se´lectionner dans quel intervalle
les slots des partitions de´ja` ordonnance´es doivent eˆtre place´es et ordonnancer
Pj strictement pe´riodiquement dans tous les intervalles comme nous l’illustrons
Figure B.1.
Se´lectionner un intervalle pour un slot peut s’ave´rer complexe. En effet, un slot
peut eˆtre ordonnance´ dans le premier intervalle uniquement s’il s’agit de la premie`re
partition de l’intervalle d’origine, soit dans tous les intervalles, sachant que l’ordre
des partitions n’est pas modifie´. Si un intervalle k avant qu’il soit de´coupe´ contient























nouveaux ordonnancements, avec Nk le nombre de partitions dans l’intervalle k de
la MAF d’origine. Comme le montre la Figure B.1 lorsque nous essayons juste de
re´ordonnancer 3 partitions dans 4 nouveaux intervalles, ceci ame`ne une complexite´
supple´mentaire non ne´gligeable. En effet, dans cette illustration, nous constatons
qu’il est impossible d’avoir les partitions note´es 1, 2 et 3 dans le meˆme intervalle.
Par ailleurs, si nous devons ajouter une partition note´e 4 dans tous les nouveaux
intervalles, les cas a, d et f sont cre´e´s pour rien e´tant donne´ qu’il n’y a pas assez
de temps pour que 4 s’exe´cute dans les intervalles ou` sont ordonnance´s 2 et 3.
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Figure B.1 Cre´ation de nouvelles MAFs lorsque la valeur de l’intervalle est divise´e par 4
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Pour reme´dier a` ce proble`me, une solution consiste a` de´finir que la dure´e de tous
les intervalles de chaque MAF soit toujours e´gale a` la plus petite des pe´riodes des
partitions. Ceci implique qu’une MAF, de`s qu’elle est cre´e´e, peut contenir plus
d’un intervalle. Nous utilisons ce principe dans cette the`se.
— Si Hyp < Tj , alors le motif d’ordonnancement doit eˆtre duplique´
Tj
Hyp fois pour
que la nouvelle hyper-pe´riode Hypnouvelle devienne e´gal a` Tj comme nous le
montrons Figure B.2. Il suffit ensuite d’allouer la partition Pj dans les
Hyp
tintervalle
premiers intervalles de la MAF, les intervalles suivants e´tant la re´pe´tition de la
MAF d’origine. Reprenons l’exemple Table 3.1. P1, P2 et P3 sont de´ja` alloue´es
et ordonnance´es dans le premier processeur PE1 comme le montre la Figure B.2.
Dans ce cas, l’hyper-pe´riode de la MAF est e´gal a` T3 = 20 ms. Nous souhaitons
ordonnancer P5 qui a une pe´riode T5 = 40 ms dans ce meˆme processeur. La MAF
pre´ce´dente doit alors eˆtre duplique´e 2 fois (Figure B.2 partie a), puis P5 peut eˆtre
ordonnance´e soit dans le premier intervalle, soit dans le deuxie`me (Figure B.2
partie b).
Figure B.2 Extension de la MAF lorsque la valeur de l’hyper-pe´riode est double´e
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B.1.2 Choix d’emplacement d’une partition dans une MAF
Choisir l’emplacement d’un slot pour une partition peut s’ave´rer complexe. Diffe´rents
choix s’offrent a` nous :
— Effectuer autant de permutations qu’il y a de partitions dans le processeur. Comme
le nombre d’intervalles dans une MAF peut eˆtre supe´rieur a` 2, il faut effectuer
ces permutations dans tous les intervalles. Dans l’exemple Figure B.3, il existe 18
fac¸ons d’ordonnancer les partitions P1, P4 et P5 dans un meˆme processeur.
Figure B.3 Tous les ordonnancements de P1, P4 et P5 possibles obtenus par permutations
et de´calages dans les intervalles d’un processeur
La complexite´ augmente si plusieurs partitions se situent dans plusieurs intervalles :
il faut a` la fois ve´rifier que toutes les partitions s’exe´cutent de fac¸on strictement
pe´riodique et que les contraintes de bout-en-bout sont satisfaites. Si nous or-
donnanc¸ons les autres partitions, i.e. P2, P3 et P6, il existe 10 ordonnancements
possibles pre´sente´s Figure B.4. Dans ces ordonnancements, P2 et P3 se situent
dans deux intervalles : si elles sont permute´es dans un intervalle, elles doivent
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aussi eˆtre permute´es dans tous les autres intervalles ou` elles existent afin que P2
et P3 soient exe´cute´es dans le meˆme ordre.
Figure B.4 Tous les ordonnancements de P2, P3 et P6 possibles obtenus par permutations
et de´calages dans les intervalles d’un processeur
Par ailleurs, un ordonnancement dans un processeur peut eˆtre valide si les ordon-
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nancements dans d’autres processeurs sont diffe´rents : pour un ordonnancement
donne´ dans le processeur courant, il faut aussi modifier l’ordonnancement des
autres processeurs si les contraintes de bout-en-bout ne sont pas respecte´es. Si
nous prenons le premier ordonnancement Figure B.3 et nous souhaitons seulement
valider les exigences des chaˆınes ch1 et ch3 avec une latence de communication
de 1 ms, le premier, le troisie`me et le septie`me ordonnancements Figure B.4
valident ces exigences de bout-en-bout. Les autres ordonnancements ne satisfont
pas les contraintes de bout-en-bout de ch1 et ch3, quel que soit l’ordonnancement
de la Figure B.3. L’ajout d’une nouvelle partition dans un processeur modifie
l’ordonnancement courant dans un processeur, insatisfaisant les exigences de bout-
en-bout. Rechercher un nouvel ordonnancement dans un autre processeur peut
re´soudre ce proble`me. La difficulte´ revient a` retenir et a` ne pas reve´rifier des
ordonnancements invalides, ce qui est couˆteux en temps et en me´moire.
— Intercaler la nouvelle partition dans le motif de´ja` pre´de´fini, en prenant en compte
la stricte pe´riodicite´ des partitions. Ceci revient a` de´caler temporellement les
slots alloue´s a` d’autres partitions pour exe´cuter le slot de la partition ajoute´e au
processeur, comme nous l’illustrons Figure B.5.
Figure B.5 De´calage des partitions lors de l’ajout d’une nouvelle partition dans une
MAF
Re´sume´
Nous nous inte´ressons dans cette the`se a` l’imple´mentation des architectures modulaires
inte´gre´es (IMA) dans les he´licopte`res. A` la diffe´rence des avions qui inte`grent dans
des baies avioniques des processeurs puissants, nous cherchons a` re´partir des syste`mes
he´licopte`res sur un plus grand nombre de processeurs moins puissants. Notre e´tude de cas
nous ame`ne a` trouver un compromis entre la distribution et la satisfaction des exigences
de communication de bout-en-bout de ces syste`mes. Nous re´pondons a` cet enjeu en deux
parties : 1/ la recherche d’allocations en conside´rant au meˆme niveau l’ordonnancement et
la satisfaction des exigences de bout-en-bout avec des latences de communication fige´es,
2/ les re´seaux viables dans une architecture distribue´e donne´e, base´s sur les latences de
communication admissibles entre les diffe´rentes fonctions avioniques. Les me´thodes que
nous proposons re´pondent au besoin de l’e´tude de cas industriel, y compris pour des
syste`mes de plus grande taille.
Mots cle´s : Architecture avionique, Syste`mes temps-re´el embarque´s, IMA distribue´e,
Ordonnancement multiprocesseur, Exigence de bout-en-bout, Asynchronisme.
Abstract
This thesis addresses the issue of implementing integrated modular architectures (IMA)
in helicopters. Unlike aircraft which integrate powerful processors in avionics bays, we
look for distributing helicopter systems on a larger number of less powerful processors.
Our case study leads to find a trade-off between the distribution and the satisfaction of
end-to-end communication requirements of helicopter systems. We answer at this topic
in two steps : 1/ the search of allocations schemes considering altogether the scheduling
and the satisfaction of end-to-end constraints with fixed communication latencies, 2/ the
networks in a given distributed architecture based on eligible communication latencies
between the different avionics functions. Our methods take into account an industrial
case study need, including bigger size systems.
Keywords : Avionics architecture, Real-time embedded systems, Distributed IMA,
Multiprocessor scheduling, End-to-end requirements, Asynchronism.
