Recent literature use logit analysis for point estimators of the probability of insolvency for each insurer based on financial statements data. These studies focus on selecting predictors, comparing classification techniques, and measuring classification accuracy. Our analysis differs from the previous literature by explicating and developing confidence intervals which provide measures of statistical reliability for the estimators and thus enhance the results of prior research. The main purpose of this article is to provide and illustrate a method of constructing confidence intervals for insolvency probabilities. We examine various measures of the confidence intervals, such as their minimum lengths and minimum upper bounds. Two examples show a substantial improvement (reduction) in the length and the minimum upper bound of the confidence intervals at the optimal level of the financial accounting variables. A third example depicts a confidence interval for the probability of failure for an insolvent insurer. Implications for researchers and users of financial accounting information are briefly discussed.
INTRODUCTION
Recent literature provides point estimators for measuring the probability of insolvency for each insurer using logit models (see Ambrose and Carroll 1994; Cummins, Harrington and Klein 1995; and Lamm-Tennant, Starks and Stokes 1996) . 1 Numerous studies have focused on comparing estimation procedures, selecting independent variables, and evaluating classification accuracy.
2 Our study Ran Barniv and John Hathorn are at the Department of Accounting, Kent State University; Abraham Mehrez is at the School of Management, Ben Gurion University; and Douglas Kline is at Sam Houston State University. The helpful comments of anonymous referees are greatly appreciated. 1 Trieschmann and Pinches (1973) , Hershbarger and Miller (1986) , and Ambrose and Seward (1988) use multiple discriminant analysis (MDA). More recent studies have used a logit technique that circumvents some of the problems and shortcomings of MDA. 2 A few studies concurrently used one or more techniques such as logit, probit or other qualitative response models (Barniv and Hershbarger 1990; Barniv and McDonald 1992; Carson and Hoyt 1995; Lee and Urrutia 1996) . Other procedures, or issues, have been used in prior studies, for instance, Thornton and Meador (1977) ; Gustavson and Lee (1986) ; Barrese (1990) ; Harrington (1992) ; Brockett, Cooper, Golden and Pitakiong (1994) ; Kim, Anderson, Amburgey and Hickman (1995) ; and Barniv and Hathorn (1997) . Harrington and Nelson (1986) used regression analyses and expanded the rationale for insolvency research.
adds to the literature by providing statistical reliability to insolvency prediction models.
Measuring the probability of insolvency by using small samples suffers from typical limitations of the point estimation method. Point estimators may be justified for very large samples due to properties such as consistency, convergence in distribution, and asymptotic efficiency (Judge, Hill, Griffith, Lutkepohl and Lee 1988) . However, even then the results are sensitive to data properties and concerns about reliability.
The purpose of this article is to provide control measures, defined by the confidence intervals, for the probability of insolvency. This type of control is common in econometrics and statistics (Mood, Graybill and Boes 1974; Kennedy 1985; Kmenta 1986; Judge, et al 1988) and in the management sciences (Goldsman and Schruben 1990; Mehrez and Myers 1993; Alexopoulos 1994) . The control of confidence intervals is accomplished for logit models through the selection of a vector of independent variables.
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Minimum and maximum lengths of confidence intervals provide bounds on the magnitude of the uncertainty involved in predicting the probability of insolvency. The confidence coefficient, or one minus the risk (1 -α), is determined by assessing the uncertainty set or the interval for the probability of bankruptcy. Clearly, a trade-off exists between the expected length of the interval and the risk (α) associated with it. The higher the risk the smaller the expected length.
The main purpose of this article is to provide and illustrate a method of confidence intervals for estimated insolvency probabilities. Confidence intervals for the probability of failure is important for enriching academic research by providing statistical measures which disclose the reliability of empirical results. No estimation procedure is complete without an error measure and therefore computing confidence intervals has research value. While more effort should be placed on reducing the insolvency probability itself, considering the length or the upper bound of confidence level may be a valid strategy. As discussed below, a trade-off exists between targeting levels of accounting variables, such as the liability ratio or the loss ratio, which minimize the probability of insolvency and optimizing the ratios that minimize the risk. The issue is also meaningful for: (1) regulating insurer solvency by providing statistical reliability to the estimated chance of failure; (2) controlling underwriting, investment and other aspects of operations through target predictors which minimize the probability of insolvency and reduce the associated risk; and (3) providing more potentially reliable tools for policyholders, investors and other external users with solvency concerns.
While confidence intervals are primarily important for researchers, other users are also interested in assessing the uncertainty associated with the estimated probabilities and with enhancing the reliability of the estimators. Regulators, policyholders, investors and managers are extremely concerned with estimating and predicting the probability of insolvency of an insurer and confidence intervals would provide them better tools for monitoring the insolvency event.
4 Selecting a confidence interval and its confidence coefficients, and deriving optimal levels of variables are also useful to insurers and other users of financial statements for controlling the risk associated with measuring the probabilities of other hazards including catastrophic losses and market crashes.
Some specific examples enlighten the relevant issues by using the entire financial statement data of the National Association of Insurance Commissioners (NAIC) for property-liability insurers. The examples and selected variables are presented for illustrative purposes only and can be replaced by other illustrations and different predictors without changing the relevance of the results. The first example demonstrates confidence intervals based on one predictor. The second example shows optimal values of predictors that minimize the length or minimize the upper bound (UB) of the confidence intervals. The third example provides a confidence interval for the probability of failure of an insolvent insurer and compares the result with the optimal length of the confidence interval.
The remainder of the paper is organized as follows. In the following section we derive confidence interval estimators for the probability of insolvency using logit models. The third section illustrates the three examples and provides some theoretical design and practical implications. A summary and future research directions are discussed in the final section.
CONFIDENCE INTERVAL AND ITS CONTROL

Insolvency Prediction and the Logit Model
A logit technique is used in this study, but it can be substituted with probit or similar limited-dependent-variable models (see Maddala 1991) . In previous studies the probability of insolvency was calculated for each insurer in the sample. This probability is then used to indicate the likelihood of future insolvencies by classifying the insurer as either potentially solvent or likely to be insolvent based on selected cut-off probabilities. Classification accuracy has been an important research issue that has been measured by the percentage of insurers that were correctly classified in their group (Trieschmann and Pinches 1973 ; and numerous other studies).
5 Several alternative models have been used with a major emphasis on their relationship to classification accuracy. 6 The literature indicates that point estimators provided by logit or similar techniques are sensitive to (1) data properties, such as departure from normality of 4 Regulators examine the likelihood of insolvency and have data and tools, such as the RBC ratios and programming capabilities, for implementing the methodology suggested in this study. 5 Insolvency is generally predicted if the point estimator exceeds a threshold probability level. For example, Ambrose and Carroll (1994) use a cut-off probability of 0.5. Palepu (1986) provides a discussion on the optimal cut-off probability. Other cut-off criteria, such as the probability that minimizes the number of misclassifications or the expected cost of misclassification (Dopuch, Holthausen and Leftwich 1987; Barniv 1990) , generally suggest lower cut-off probabilities. 6 Altman (1968) introduced the MDA and Ohlson (1980) introduced the logit as a probabilistic model of bankruptcy for manufacturing firms. Further bankruptcy articles used logit models and discussed issues such as classifications, predictions, cut-off points and expected cost of misclassification for equity value of the firm (Burgstahler, Jiambalvo and Noreen 1989). financial variables (Pinches and Trieschmann 1977) ; (2) overall small sample size (Noreen 1988; Stone and Rasp 1991) ; (3) multi-collinearity problems (Stone and Rasp 1991) ; and (4) choice-based sampling, incomplete data bases and arbitrary cut-off points for classification and prediction (Zmijewski 1984; Palepu 1986; Barniv and McDonald 1992) . Thus, in the presence of these limitations of point estimation techniques, a statistical risk assessment of the probability of insolvency and its control is necessary.
The qualitative response model for bankruptcy prediction generally takes the following form:
where P is the probability of insolvency, X = (X 1 ,…,X K ) is a vector of K independent variables (predictors), β = (β 1 ,…,β K ) is the vector of coefficients of the correspondent elements of X, and F(X β) is the cumulative distribution function (CDF). For example, the logit model CDF is defined as:
where a maximum likelihood estimate (MLE) is produced by maximizing the loglikelihood function and obtaining the estimated coefficients. The MLE provides the point estimator of P for a given X (see e.g., SAS 1990, IRLS procedure).
Confidence Intervals
The focus of this section is on presenting the confidence interval and estimating its variance. Let
b is the MLE for F(X β). Then, using the results from Judge et al (1988, 542) , it is possible to show that if T, the number of observations, is sufficiently large the following relationship holds: 
where " P is the MLE of P, and the information matrix I "
$1 is positive semidefinite (Judge et al 1988, 228-229) , then
The two-tailed confidence interval for F("#$%, with 1-α confidence level, is given by:
where Z (1-α/2 ) is the critical value for a standard normal distribution, LB and UB are the lower bound and the upper bound, respectively. Under equation (5) Equations (3) through (5) refer to confidence intervals for the point estimate of the probability of insolvency. Equation (3) relates the length of the confidence interval to the sample size, and as the sample size increases the accuracy of the estimated bounds improves. However, equations (4) and (5) relate the confidence intervals to the point estimate obtained by the logit model and not explicitly to the sample size.
The setting of CI and CII can be controlled for prediction of insolvency as illustrated in the following second example. We derive confidence intervals for each insurer. Then, the optimal solution for all insurers, denoted by a vector of predictors, X*, can be chosen by researchers or decision-makers. Only to control for the optimal solution, we impose lower and upper constraints on the independent variables.
10 Various nonlinear programming algorithms can be employed to obtain 8 To avoid detailed analyses we do not discuss other alternatives such as the maximum length or maximum UB. These alternatives may be less important for estimating the risk associated with the probability of insolvency. 9 The obtained interior local maximum or minimum for the length of the estimated variance of a confidence interval derived by equation (5) is a global maximum or minimum, respectively. A proof is available upon request. 10 For optimization only, we impose constraints on each independent predictor as follows:
where X j and + X j are the sample mean and standard deviation of variable Xj, and η is an integer. The constraints are only necessary during the optimization to avoid obtaining irrelevant optimal values for the independent variables. If η > 3 then almost all the constraints are not binding. Also, confidence intervals can be constructed for each insurer regardless of the constraints imposed during the optimaization.
optimal solutions for CI and CII, subject to constraints. The conjugate gradient method (Bazaraa and Shetty 1979) , provided by the Borland (1992) software, is employed in this study.
THREE ILLUSTRATED EXAMPLES
Financial data from the entire NAIC database from 1984 through 1992 are used for providing two examples. Specific data for an insolvent insurer are used for the third example. We use almost all the population of property-liability insurers, whereas most previous articles used smaller samples. 11 The examples are based on variables (predictors) used by Ambrose and Seward (1988) , but variables used by Trieschmann and Pinches (1973) and other studies are also examined, but not reported to save space. The first example (depicted in Figure 1) shows partial effects of the control of predictors on the length of the confidence intervals and the point estimator of probability of insolvency over a range of relevant values for one predictor. Figure  1 shows that the probability of insolvency increases as premium-to-surplus (net premiums written/surplus; NPWSURP) increases, where the liability ratio (total liabilities/cash and invested assets; LARAT) and the loss ratio (losses incurred and loss expenses/premium earned; LOSRAT) are set at their industry averages. The minimum length confidence interval is obtained where NPWSURP increases to 1.7, compared with 1.37 at the corresponding industry average. An important finding is that the length of the confidence interval decreases where NPWSURP increases within the range 0 to 1.7.
The second example shows results for the industry averages, minimum length, and minimum UB confidence intervals. CI and CII are evaluated at the propertyliability insurance industry average independent predictors, X j , and compared with their values at the optimal solutions, X*. We use the average ratios since management may target industry averages for future performance and regulators may use them to screen insurers that are performing worse than the average.
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While regulators prefer that insurers lower the probability of insolvency, confidence intervals provide them some control on the reliability of any point estimate of the probability of a failure. A substantial reduction in the length of the confidence intervals is observed for the optimal values. For CI the interval lengths are reduced from 0.0078 at the industry averages to 0.0026 at the optimal level of the predictors. This is an improvement of about 200 percent. The minimum UB, CII, decreases by fifty-nine percent when the independent predictors are changed from the industry averages to their optimal values.
The results suggest some useful implications for controlling the bounds associated with the probability of insolvency. For example, using minimum length confidence interval implies that during periods of increasing LOSRAT, insurers may reduce LARAT and NPWSURP, which would be encouraged by regulators. Thus, the objective should be to reduce the value of all predictors compared with the industry averages. This example demonstrates the usefulness of the proposed method only for sensitivity analysis purposes and ignores cost considerations, since the costs of changing financial variables may outweigh benefits. Another possible issue is to change α, which affects the Z value and therefore the bounds of the intervals.
FIGURE 2
Example 3: Confidence Intervals for Industry Average Predictors, Optimal
Minimum Length, and a Representative Insolvent Insurer
The third example is depicted in Figure 2 , which illustrates the length of a confidence interval for a representative insolvent insurer and compares it with confidence intervals obtained at the average variables for the property-liability Blowup of Minimum Length and Industry insurance industry and with confidence intervals at the optimal vector of predictors. The values of the predictors for this insurer are X = (NPWSURP = 4.336, LARAT = 2.996 and LOSRAT = 0.843) and the length of the generated confidence interval is approximately 0.68. For such an insurer shifting the confidence interval toward its minimum length moves the independent variables toward the direction of their optimal levels, X* = (NPWSURP = 0.750, LARAT = 0.381 and LOSRAT = 0.560). Note that only the point estimator probabilities on the CDF are observed and the confidence interval provides the chance that the true probability could be within the boundaries of the interval.
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A SUMMARY AND FUTURE RESEARCH DIRECTIONS
This study extends and expands previous analyses on insolvency prediction in the insurance industry. Most recent studies use logistic regressions or similar models to estimate the probability of insolvency. Controlling the risk associated with prediction of insolvency has not been recognized in those studies. We provide confidence intervals for point estimators of the probability of insolvency for each insurer and for the industry average. Our study illustrates the impact of sensitivity analysis on the classification and prediction of insolvency based on almost all the population of property-liability insures. The methodology enhances statistical reliability of logit prediction models for researchers and other users. The study illustrates the power and the limitations of predicting the probability of insolvency by controlling annual statement and financial ratio predictors through confidence intervals for each insurer given logistic technique. The optimal levels of the predictors are identified for all insurers under alternative examples to illustrate control over the risk associated with the point estimators of the probability of insolvency. Several issues limit the practical value of the analysis, since confidence intervals can differ significantly based on the predictors used. Also, the initial point estimations are based on asymptotic results obtained by logit, and in other settings some significant variables may become insignificant and then have no impact on ex ante probability of insolvency. While it is more important to reduce the insolvency probability itself, reducing the length or the upper bound of confidence level may be a valid strategy.
Regulators, managers and other decision makers can use confidence intervals to control the likelihood of insolvency for each insurer through examining underwriting activities, investment policies, restrictions on reserves, premium-tosurplus, and other operational as well as investment activities. The illustrated examples produce optimal predictors for the minimum length or minimum UB confidence intervals. Since changes in predictors and policy implications are not trivial, regulators and managements should consider the costs and benefits of changing these predictors toward the desired direction for a financially troubled insurer. 13 The risk of the confidence interval may be interpreted as the chance that the true probability would be outside the bounds. For example, a probability (CDF) of about 0.55 is observed for the representative insolvent insurer, but within a risk of five percent the true probability is between 0.21 and 0.89.
Future research may expand the analyses to examine RBC ratios that have been recently used by regulators and analyzed in recent studies (e.g., Cummins, Harrington and Klein 1995) . Prospective research can also be extended to other insurer-characteristics and other limited-dependent variable models such as the probit, or similar models. Further analyses may use combinations of lag variables from different years prior to insolvency. Cost and benefit considerations may also be integrated into equations (4) and (5), but this issue is beyond the scope of this shorter article.
Another possible direction for future research is to relate the study to measurement of classification and prediction accuracies. These issues may also be extended to include loss cost function or expected cost of misclassification. Alternative approaches may be explored to improve the practice of classifying insurers by including other measures of the probability of insolvency, such as the hazard model. Moreover, the methodology proposed in this study may be extended to other issues such as regulating prices, reinsurance and reserves; and predicting losses, catastrophes and other implications for hazard events. Finally, the results demonstrate that financial accounting information is useful for regulators while determining the optimal ratios and other predictors and applying statistical theory to guide relevant ranges for each ratio.
