Abstract-Radio frequency identification (RFID), which promotes the rapid development of Internet of Things (IoT), has been an emerging technology and widely deployed in various applications such as warehouse management, supply chain management, and social networks. In such applications, objects can be efficiently managed by attaching them with low-cost RFID tags and carefully monitoring them. The missing objects, therefore, can be identified by the readers in the RFID system. Most of prior missing tag identification protocols consider the ideal scenario that all the tags' IDs are known to the reader, which ignore that some tags with unknown IDs, called unknown tags, may be present in the system. In this paper, we investigate the problem of efficiently identifying the missing tags with a predefined reliability for large-scale RFID systems with unknown tags. We first propose a basic efficient and reliable missing tag identification protocol called B-ERMI. Then we propose an enhanced protocol called E-ERMI to further improve the efficiency. The parameters of our proposed ERMI protocols are optimized to minimize the execution time. We also conduct extensive simulations to evaluate the proposed ERMI protocols and the simulation results illustrate that the ERMI protocols outperform other existing ones.
Efficient and Reliable Missing Tag Identification for
Large-Scale RFID Systems With Unknown Tags in various applications such as warehouse management [25] , supply chain management [17] , and social networks [27] owing to its attractive features including low-cost, multiple simultaneous access, and nonline-of-sight reading. In general, an RFID system consists of a back-end server, multiple readers, and lots of low-cost tags (as cheap as 5 cents per tag [18] ). In most applications, the deployed RFID systems can efficiently monitor the objects by attaching them with cheap tags, whose stored information can be interrogated by the reader. To stimulate its sustained applications in industry field and our daily life, RFID has attracted much attention from the research community on cardinality estimation [12] , [31] , missing tag detection [11] , [16] , tag collection [2] , [20] , and so on. In a conventional shopping mall, the staff may need to laboriously check each item to verify whether it is missing or not. However, if the shopping mall has been equipped with an RFID system, this problem can be easily transformed into missing tag identification, which is much easier to actualize. According to a recent report [24] , the U.S. retail industry lost about $42 billion in 2013 due to shrink, including shoplifting, employee or supplier fraud, and administrative errors. Thus, there is a tremendous demand to deploy RFID systems with capacity of missing tag identification to reduce capital lost. Many protocols have been proposed for missing tag identification due to its importance [8] , [11] , [23] , [35] .
Intuitively, there are two typical solutions to identify the missing tags for RFID systems. The first one is sequentially querying the ID of each tag, during which the tags with no reply will be identified as missing. The advantage of the ID query protocol is that it can guarantee the complete identification of all the missing tags. Obviously, its disadvantage lies in low efficiency due to the time-consuming tag ID broadcast, making it severely slow, especially, for large-scale RFID systems. The other solution is collecting the response of each tag using a framed slotted Aloha protocol [8] , [11] , [22] , [23] , [35] , in which the reader can identify the missing tags if there is no reply in their associated slots. Such existing protocols do not require the time-consuming ID broadcast. However, they failed to prevent the interference from the unknown tags in the RFID systems, resulting in either reducing the efficiency or sacrificing the identification reliability. For example, in a large warehouse, the frequent loading of newcome goods will introduce unknown tags into the system, which will also reply to the reader's query.
In this paper, we concentrate on investigating the problem of efficiently and reliably identifying the missing tags for large-scale RFID systems with unknown tags. To this end, there are two challenges that need to be well addressed. The first one is the presence of unknown tags, whose involvement in the missing tag identification procedure may make the reader fail to identify some of the missing tags. For instance, originally a missing tag can be identified since the reader does not receive its response which is expected. However, if unfortunately, an unknown tag selects the same slot with the missing tag, the reader will mistake this unknown tag for the missing tag and cannot correctly identify the latter. To guarantee the missing tag identification reliability, we propose to estimate the number of unknown tags and deactivate them to prohibit their further replies to avoid interference with the missing tag identification.
The other challenge is how to improve the time efficiency, i.e., to speed up the missing tag identification process. The efforts we make in this paper to improve the missing tag identification efficiency are threefold.
1) We employ the segmentation technique to eliminate the nonsingleton slots, which are time-consuming but less useful for the missing tag identification. 2) As soon as the present tags have been identified, they will be immediately deactivated to reduce the identification scale, which contributes to reduce the execution time.
3) The parameters are theoretically optimized to minimize the execution time while satisfying the required identification reliability.
A. Main Contributions of This Paper
The main contributions of this paper are the following. 1) We formulate the problem of identifying the missing tags with a predefined reliability in the presence of unknown tags for large-scale RFID systems. 2) We propose a basic efficient and reliable missing tag identification protocol called B-ERMI, which consists of the unknown tag deactivation phase and missing tag identification phase. 3) We propose an enhanced protocol called E-ERMI to further improve the missing tag identification efficiency. 4) The parameters of our proposed ERMI protocols are theoretically optimized to minimize the execution time while satisfying the required identification reliability. 5) We conduct extensive simulations to evaluate the performance of the proposed ERMI protocols and the simulation results illustrate that the ERMI protocols outperform other existing ones. This paper is organized as follows. Section II reviews the related work. Section III presents the problem statement. We propose the B-ERMI and E-ERMI protocols with theoretical analysis in Sections IV and V, respectively. In Section VI, we conduct the performance evaluation. Finally, this paper is concluded in Section VII.
II. RELATED WORK
RFID technology has been well studied in recent years and many research works [14] , [19] , [22] , [25] have been proposed in cardinality estimation, missing tag detection and tag collection. Typically, missing tag detection can be classified into probabilistic and deterministic protocols. The probabilistic protocols, namely missing tag detection, focus on detecting the missing-tag event without exactly identifying the missing tags. While the deterministic protocols, namely missing tag identification, need to pinpoint the IDs of the missing tags. In this section, we will review the relate work in the three fields.
A. Cardinality Estimation
Cardinality estimation is to estimate the number of tags in the RFID systems with a predefined level of accuracy. In [7] , two protocols called USE and UPE were proposed to compute the cardinality of a static tag set for a given accuracy, which required much less time than the previous protocols. Xiao et al. [30] proposed two protocols to efficiently monitor the dynamic tag populations in RFID systems, which considered the presence of new tags (unknown tags). However, they did not solve the problem of missing tag identification. In ART [19] , the average run length of nonempty slots was used to estimate the cardinality, in which the parameters were optimized to achieve high performance. Xie et al. [31] proposed to estimate the number of tags in each category for the multicategory RFID systems using the singleton estimator. In [13] , the problem of estimating the number of genuine tags in the presence of blocker tags was studied, based on which the REB protocol was proposed. TKQ and SPH protocols were proposed in [12] to solve the top-k queries problem for multicategory RFID systems, which were based on an assumption that the reader can decode the messages transmitted by multiple tags simultaneously.
B. Missing Tag Detection
Missing tag detection is to detect the missing-tag event in the RFID systems. TRP [25] was the first proposed missing tag detection protocol, which can detect a missing-tag event by comparing the precomputed slots with those picked by the tags in the system. In MSMD, Luo et al. [15] , [16] proposed to use multiple seeds to increase the probability of the singleton slots, which can improve the detection efficiency and achieve an energy-time tradeoff. RUN [21] first considered the problem of missing tag detection with the existence of unexpected tags. In RUN, the cardinality of unexpected tags was estimated, which was used in the missing tag detection to guarantee the required detection reliability. In [34] , a twophase Bloom filter-based missing tag detection protocol called BMTD was proposed to detect the missing tags in the presence of unexpected tags. BMTD can dampen the interference from the unexpected tags by deactivating them using the Bloom filter.
C. Missing Tag Identification
Missing tag identification is to exactly identify which tags are absent. Sheng et al. [23] proposed detect missing tags to identify the moved out (or missing) tags using continuous canning, the idea behind which was to observe the empty slots during the slotted Aloha frame and check with the expected slot statuses corresponding to the known tags set. MTI [35] was another missing tag identification protocol, which stored the bitmap of tag responses in all rounds and compared them to identify the present and missing tags. However, MTI failed to theoretically optimize the parameters and can not achieve an arbitrary desired accuracy. In [8] , a missing tag identification protocol called IIP was proposed, which intended to reduce the collision probability by introducing the participation probability and can achieve the best performance. SFMTI [11] was proposed to improve the identification efficiency by reconciling some expected collision slots into singleton slots and filtering out the expected empty slots as well as the unreconcilable collision slots. RUN I [22] was proposed to identify the missing tags in the presence of unknown tags. In RUN I , the missing tag was identified by comparing the expected slot status with the real one. However, a uniform frame size was used for all the frames and all the unknown tags participated in each frame without being deactivated. Therefore, the identification procedure was constantly interfered by the unknown tags, which was different with our proposed schemes.
III. PROBLEM STATEMENT

A. System Model
As shown in Fig. 1 , we consider an RFID system consisting of a back-end server, a single reader, N known tags, and U unknown tags. The N known tags consist of P present tags and M missing tags. Hence, N = P + M. All tags, except the missing ones, are within the interrogating range of the reader. Each tag has a unique ID and is equipped with the same uniform hash function H(·). The IDs of known tags are prestored in the database of the back-end server, which can be connected with the reader via a high data rate communication link. However, the back-end server has no knowledge about the value of M, the value of U, and the IDs of the unknown tags. The back-end server and the reader can be considered as an integrity and hereinafter we will use "reader" to represent them for ease of description.
For a large-scale application scenario, whose area cannot be covered by a single reader, we can deploy multiple readers to tackle this problem, in which the readers should be well scheduled to be synchronized [33] and coordinated by the back-end server such as [12] , [19] , and [21] . In this paper, we only focus on the single-reader scenario. Note that our proposed ERMI protocols can be easily extended to work in the multireader scenario by conducting the logical OR operations on the executed frames from all the readers.
B. Problem Formulation
We concentrate on efficiently identifying the missing tags with a predefined reliability for a large-scale RFID system in the presence of unknown tags. The problem can be defined as follows. In an RFID system with N known tags (which consist of P present tags and M missing tags) and U unknown tags, given a required identification reliability α ∈ [0, 1), we want to ensure that the expected number of missing tags that the reader can identify is at least α · M, that is,
where M denotes the expected number of misidentified missing tags. Recall that M is not known by the reader in advance. The objective of this paper is to minimize the execution time while satisfying (1).
C. Preliminary of Reader-to-Tag Communications
We adopt the frame slotted Aloha protocol [4] for the communications between the reader and tags to resolve the problem of collisions and interference. The communications consist of a series of frames, each of which can be divided into many time slots. At the beginning of each frame, the reader broadcasts parameters f , R as a query command to the tags, where f is the frame size and R is a random seed. After receiving the query command, each tag randomly picks a slot from the frame to reply by calculating H(ID, R) mod f and loads the slot index into a slot counter sc, where H(·) is a hash function deployed by the reader and tags in advance, and ID is the tag's identification. Therefore, the slot counter sc uniformly ranges in [0, f − 1]. The reader then sequentially executes every slot in the frame. It broadcasts a "slot end" command to terminate the current slot and initiate the next one, after which each tag decreases its slot counter sc by one. When a tag's sc becomes zero, it will reply with a predetermined message to the reader in the coming slot. After completing the execution of a frame, the reader can classify each slot into one of three types: 1) empty slot with no tag reply; 2) singleton slot with exact one tag reply; and 3) collision slot with multiple tag replies. Furthermore, we use nonempty slots to denote the union of the singleton slots and the collision slots, and use nonsingleton slots to denote the union of empty slots and the collision slots. The slots can also be classified based on their lengths, which depend on what kind of message a tag transmits in each of the slots. The slot for a tag to transmit a 96-bit ID, a long-response with multibit information and a short-response with one-bit information is called tag slot, long-response slot, and short-response slot, respectively. We denote t tag , t l , and t s as the length of a tag slot, a long-response slot, and a shortresponse slot, respectively. Similarly, the reader requires t tag to broadcast a 96-bit message. Following the parameter settings in [9] , [10] , [16] , and [35] , we set t tag = 2.4 ms, t l = 0.8 ms, and t s = 0.4 ms, respectively.
In this paper, we use the segmentation technique, which divides the expected slot-status information of the frame into multiple segments, each of which consists of 96 bits and can be transmitted within t tag . The reader then sequentially sends each of the segments to the tags, after which each tag can interpret the segment it is mapping to and only the slots with certain status will be executed. For example, the reader can determine to only execute the singleton slots. Then only the tags associated with the singleton slots will reply and the nonsingleton slots will be eliminated. Slot utilization can be greatly improved by using such kind of segmentation technique, which has been adopted by [3] , [9] , [14] , and [36] .
IV. B-ERMI PROTOCOL
To identify the missing tags for the RFID system with unknown tags, we propose B-ERMI, which consists of two phases: 1) unknown tag deactivation and 2) missing tag identification. We first give a description of the B-ERMI protocol. Afterward, we discuss the parameter optimization to minimize the execution time with required identification reliability.
A. Protocol Description of B-ERMI
There are two phases in the proposed B-ERMI protocol, i.e., unknown tag deactivation and missing tag identification. In phase I, the reader estimates the cardinality of unknown tags and deactivates them until the number of remaining unknown tags is small enough. In phase II, the reader identifies the missing tags and meanwhile deactivates the remaining unknown tags (to prohibit their interference) and the identified present tags (to reduce the identification scale).
1) Phase I (Unknown Tag Deactivation):
The unknown tag deactivation phase includes r 1 rounds. At the beginning of the first round, the reader broadcasts parameters f 1 , R , where f 1 is the frame size of the first round and R is a random seed that is fresh in each round. After receiving the parameters, each tag determines which slot to reply by calculating H(ID, R) mod f 1 .
Since the reader knows the ID of each known tag in advance, it can estimate the slots' statuses in the expected frame, which can be saved as an f 1 -bit expected vector, denoted as EV 1 . Each bit in EV 1 is set to "1" if the associated slot is expected to be nonempty and "0" otherwise. As shown in Fig. 2 , all the known tags including the present and missing ones are expected to reply in the frame since their IDs are known by the reader, while the reader does not know the presence of unknown tags and their responses are not expected. Then the reader executes the frame and detects the status of each slot, i.e., 1 for nonempty and 0 for empty, the result of which will be saved as an f 1 -bit actual vector, denoted as AV 1 . Note that each bit in EV 1 and AV 1 may be different due to the missing tags or the presence of unknown tags. The scenario that a bit in EV 1 is 0 but 1 in AV 1 only occurs when the associated slot is selected by at least one of the unknown tags. Let n 01 represent the number of slots, whose statuses are 0 in EV 1 but 1 in AV 1 , then we can get the expectation of n 01 as
From (2), we can get that
Then the estimation of U, denoted as U, can be obtained as
Theorem 1: The estimator of number of unknown tags in (3) is unbiased, i.e., E( U) = U.
Proof: We omit the proof due to space limitation. A slot in the expected frame is expected to be empty if none of the known tags selects it as the replying slot. Therefore, each tag, whose replying slot is expected to be empty, is exactly an unknown tag, which should deactivate itself to prohibit its interference with the missing tag identification. To this end, the reader can broadcast EV 1 to the tags. If f 1 > 96, the reader can divide EV 1 into ( f 1 /96) segments, each of which, denoted as EV
, consists of 96 bits and can be transmitted within t tag . The reader then sequentially broadcasts each of segments. After each tag receives its associated segment, if its representative bit is 0, it determines that it is an unknown tag and immediately deactivates itself. As shown in Fig. 2 , in the first round, tags t 13 and t 14 reply in slots 6 and 8, respectively. When receiving EV 1 1 , both of them can detect that their representative bits are 0s, after which they deactivate themselves and will not participate in the following rounds.
In the following rounds, the reader only needs to deactivate the remaining unknown tags. In each arbitrary round i where 2 ≤ i ≤ r 1 , the reader just broadcasts parameters f i , R and then constructs the slots' expected vector EV i . Afterward, the reader divides EV i into ( f i /96) segments and sequentially broadcasts each of them. Each tag deactivates itself if its representative bit in the associated segment is 0.
2) Phase II (Missing Tag Identification):
The missing tag identification phase includes r 2 rounds and only the present tags and undeactivated unknown tags participate in this phase. The operations in each round of phase II can be summarized threefold: 1) deactivate the remaining unknown tags to reduce their interference; 2) identify the missing tags and exclude them in the following rounds when estimating the slots' statuses since the reader knows that they are absent; and 3) identify the present tags and deactivate them immediately to reduce the missing tag identification scale. We present the details of phase II as follows.
In an arbitrary round i where 1 ≤ i ≤ r 2 , the B-ERMI protocol works as follows. At the beginning, the reader broadcasts parameters f i , R , where f i is the frame size and R is a random seed. Each tag calculates its replying slot index after receiving the parameters. The reader expects N i known tags to participate in the current round, where N i represents the expected number of unchecked known tags before round i in phase II, where the checked/unchecked known tags are defined as follows.
Definition 1 (Checked Known Tags):
The known tags which have selected the expected nonsingleton slots, i.e., they are expected to reply in the subframes and whether they are present or not has been checked by the reader. The other known tags are called unchecked known tags.
Obviously, N 1 = N since no known tag has been checked at the beginning of phase II. The reader then maps the IDs of the N i known tags to an f i -bit deactivation vector, denoted as DV i , each bit of which is 1 if the associated slot is expected to be nonempty and 0 otherwise. Similar to phase I, the reader divides DV i into (f i /96) segments if f i > 96 and sequentially broadcasts each of them. Each tag can determine that it is an unknown tag and deactivate itself if its associated bit is 0.
To identify the missing tags, the reader constructs an f i -bit identification vector, denoted as IV i , each bit of which is 1 if the associated slot is expected to be singleton and 0 otherwise, as shown in Fig. 3 . Then it can divide IV i into (f i /96) segments and sequentially broadcast them, each of which is denoted as IV j i (0 ≤ j ≤ (f i /96) − 1) and can be transmitted within t tag . After broadcasting IV j i , the reader executes subframe j with the size equal to the number of "1s" in IV j i . Only the tags mapped to 1s in IV j i will reply in subframe j and each of them can determine its replying slot in subframe j by calculating the number of 1s prior to its associated bit. Each replying tag transmits a one-bit message in its associated slot. The reader will detect the status of each slot in the subframes and can identify the tag as missing if its associated slot is detected to be empty. If a slot is detected to be nonempty, the reader can also identify the corresponding tag as present. On the other side, the tags replying in the subframes determine that they are identified to be present by the reader and deactivate themselves in the following rounds.
For ease of description, we make the following definitions about missing tags.
Definition 2 (Checked Missing Tags):
The missing tags which have selected the expected nonsingleton slots, i.e., they are expected to reply in the subframes and whether they are present or not has been checked by the reader. The other missing tags are called unchecked missing tags.
Definition 3 (Identified Missing Tags):
The missing tags whose absence has been correctly identified by the reader, i.e., their selected slots are expected singleton slots which turn out to be empty in the executed subframes.
Definition 4 (Misidentified Missing Tags):
The missing tags which are misidentified to be present, i.e., their selected slots are expected singleton slots, which are also selected by the unknown tags and turn out to be nonempty in the subframes.
The checked missing tags include both the identified and misidentified missing tags. Note that the present tags which reply in the subframes can be identified by the reader and they will deactivate themselves. Meanwhile, the unknown tags selecting the misidentified missing tags' slots will deactivate themselves since they also reply in the subframes as the identified present tags do.
We denote N * i as the expected number of newly checked known tags in round i of phase II. In round i, the reader is expected to check N * i known tags, which may include both the missing tags and present tags. It is obvious that N * i equals the number of slots of all the subframes in round i. Note that the checked N * i known tags will be excluded in the following rounds and the reader sets N i+1 = N i − N * i . Using the above segmentation technique, the reader can eliminate the nonsingleton slots and only execute the expected singleton slots to improve the time-efficiency.
As the example shown in Fig. 3 , in the first round, tags t 2 , t 5 , t 7 , and t 10 are expected to reply in the singleton slots. After executing the subframes, t 2 and t 5 will be identified as present tags and they will deactivate themselves. t 7 can be identified as a missing tag since its associated slot is empty. As the replying slot of missing tag t 10 is also selected by unknown tag t 11 and t 10 will be misidentified as a present tag, which will reduce the actual identification reliability.
B. Parameter Optimization
To minimize the execution time of the B-ERMI protocol while achieving the required identification reliability, we need to optimize the following four parameters: f i , r 1 , f i , and r 2 , respectively.
1) Determination of f i in Phase I:
Due to the presence of unknown tags, some of the missing tags may be misidentified as present in phase II. Thus, the main objective of phase I is to deactivate the unknown tags as many as possible to reduce their interference on the missing tag identification in phase II to an accepted extent. Therefore, the frame size f i in phase I should be well determined to maximize the unknown tag deactivation efficiency of each round.
In an arbitrary round i of phase I, an unknown tag can be deactivated only if the slot it selects is not selected by any known tag. Let U * i represent the expected number of newly deactivated unknown tags in round i of phase I, then we can get
where U i is the expected number of undeactivated unknown tags before round i in phase I. Obviously, U 1 = U and U i+1 = U i − U * i . Then we need to estimate the execution time of each round in phase I. Since the first round, in which the reader conducts both the cardinality estimation and deactivation of unknown tags, is a bit different with other rounds, we discuss them separately. We denote T i as the execution time of round i in phase I. For the first round, the reader needs t tag and ( f 1 /96) · t tag to broadcast the parameters and segments, respectively. Also, there will be f 1 slots in the actual frame, which consume f 1 · t s . Thus, we can get
Therefore, the average time for deactivating an unknown tag in the first round of phase I is
The partial derivative of ( T 1 / U * 1 ) with respect to f 1 is
To minimize (
Thus, when f 1 = N, we can achieve the minimum average deactivation time for the first round in phase I.
For each round i where i ≥ 2, the reader only needs t tag to broadcast the parameters and ( f i /96) · t tag to broadcast the segments. The execution time is T i = ( ( f i /96) + 1) × t tag . Thus, the average time for deactivating an unknown tag in round i (i ≥ 2) is
Then the partial derivative of ( T i / U * i ) with respect to f i is
Similarly, to minimize the average time of deactivating an unknown tag in round i (i ≥ 2) of phase I, let (6) equal 0, we can also get
the average deactivation time for round i (i ≥ 2) is minimized when f i = N.
The above analysis illustrates that in the B-ERMI protocol, there is a uniform optimal frame size for each round in phase I to minimize the average time of deactivating an unknown tag, although the procedure of the first round is different with that of other rounds. Furthermore, the optimal frame size in phase I only depends on the number of known tags N, which is known by the reader in advance.
2) Determination of f i in Phase II:
In an arbitrary round i of the missing tag identification phase, a known tag can be checked to be present or not if it selects an expected singleton slot. Recall that only N i known tags are expected to participate in round i. Therefore, the probability that a known tag can be checked in round i equals the probability that its selected slot is not selected by any other N i −1 known tags, i.e.,
Then we can get the expected number of newly checked known tags as
We denote T i as the identification time of round i in phase II. The reader needs t tag to broadcast the parameters and 2 · (f i /96) · t tag to broadcast the deactivation vector DV i and identification vector IV i , each of which is divided into (f i /96) segments. Moreover, the number of slots in the subframes is equal to the number of expected singleton slots, i.e., N * i , each of which is with length of t s . Thus we can obtain T i as follows:
Then we can get the average time to check a known tag in round i of phase II as
The partial derivative of (T i /N * i ) with respect to f i can be obtained as
To minimize
Therefore, we can achieve the minimal average identification time when f i = N i .
As N i decreases round by round, the optimal frame size of each round in phase II will be different. Since N 1 = N, the optimal frame size of the first round equals the number of known tags. For round i where i ≥ 2, as the reader can get N * i−1 by counting the number of expected singleton slots in round i − 1, it can obtain N i as N i−1 − N * i−1 , which will be the optimal frame size of the current round.
3) Determination of r 2 in Phase II: In phase II, there will be N * i newly checked known tags in round i, which deactivate themselves and will not participate in the following rounds. Therefore, there will be fewer and fewer known tags participating in the missing tag identification. Since the number of unchecked known tags before round i is equal to that of unchecked known tags before round i − 1, namely N i−1 , minus the number of newly checked known tags in round i−1, namely N * i−1 , based on (7), we can get the expression of N i as
Therefore, the missing tag identification phase can be terminated when N i = 1, indicating that all the known tags have been checked [10] . Let N r 2 = 1 and then we can obtain
Therefore, after r 2 rounds, all the known tags, including both the present and missing tags, are expected to be checked.
4) Determination of r 1 in Phase I:
There will be some unknown tags deactivated in each round of phase I. Thus, the more rounds phase I has, the fewer undeactivated unknown tags there will be after phase I. Since the undeactivated unknown tags may make the missing tags misidentified, we need to determine the minimum number of r 1 to guarantee the required missing tag identification reliability.
We denote U * as the expected number of undeactivated unknown tags after phase I, which will participate in phase II, then we have U * = U r 1 − U * r 1 . According to (4) 
. Therefore, we can get
Let U i and U * i represent the expected number of undeactivated unknown tags before round i and the expected number of newly deactivated unknown tags in round i of phase II, respectively. Thus, U 1 = U * . In round i of phase II, each unknown tag can be deactivated in one of two cases: 1) it selects an expected empty slot and deactivates itself after receiving the deactivation vector and 2) it selects an expected singleton slot, which is selected by a known tag (present or missing tag), and deactivates itself after replying, such as t 11 in Fig. 3 . Thus, it can be achieved that
where the inequality holds as the right hand side only considers the newly deactivated unknown tags in the first case. Therefore
We denote M i as the expected number of unchecked missing tags before round i of phase II and denote M * i as the expected number of newly checked missing tags in round i of phase II. Then, M 1 = M. Since a missing tag can be checked only if it selects an expected singleton slot, it will be misidentified if this slot turns out to be nonempty and be correctly identified otherwise. Thus, we can obtain
Then we can get M i as follows:
For an unchecked missing tag, it can be misidentified in round i of phase II only when the following two conditions are both satisfied: 1) it selects an expected singleton slot, that is, its associated slot is not selected by any other N i −1 known tags and 2) its associated slot is selected by at least one of the undeactivated unknown tags. Therefore, we can get the expected number of misidentified missing tags in round i of phase II, denoted as M i , as
where a and b are the probabilities that conditions 1) and 2) are satisfied, respectively. Consequently, combining (9), (11)- (13), we can get the expected number of misidentified missing tags after phase II, denoted as M, as
To guarantee the required identification reliability, i.e., (1),
Therefore, when U = 0, we can obtain r 1 as follows:
where α and N are known, r 2 = (ln(1/N)/ ln(1 − e −1 )) + 1 and U can be replaced with U in (3).
V. E-ERMI PROTOCOL
In the B-ERMI protocol, the frame size of each round in phase II is determined by minimizing the average time of checking per known tag. However, it may not be equivalent to minimize the total execution time of the protocol.
In this section, we propose an enhanced missing tag identification protocol, called E-ERMI, which can improve the identification efficiency by minimizing the total execution time while still satisfying the required identification reliability. We first give an overview of the E-ERMI protocol. We then discuss the parameter optimization to minimize the total execution time.
A. Overview of E-ERMI
The E-ERMI protocol also consists of two phases: 1) unknown tag deactivation and 2) missing tag identification. The main difference between the E-ERMI and B-ERMI protocols lies in the parameter optimization. All the operations of the E-ERMI protocol are the same as that of the B-ERMI protocol, except the determinations of r 1 , f i , and r 2 . Therefore, we will skip the detailed descriptions of the E-ERMI protocol and the determinations of parameters r 1 , f i , and r 2 will be discussed in next section.
B. Parameter Optimization
The determination of frame size f i in phase I of E-ERMI is the same as that of B-ERMI, the principle behind which is to minimize the average time of deactivating an unknown tag. Therefore, we have f i = N. Thus, it can also be obtained that
To determine the frame size f i in phase II, we denote ρ as the load factor where ρ = (N i /f i ). For simplicity, we assume that each round in phase II has the same load factor. Note that the B-ERMI protocol can be considered as a special case of the E-ERMI protocol when ρ = 1.
Based on (9), (11) , and (12), we can get N i , U i , and M i as follows:
Let N r 2 = 1, then we can get the expression of r 2 as follows:
The expected number of misidentified missing tags in round i of phase II of the E-ERMI protocol can be obtained as
Combining (16), (17), (18) and (20), the expected number of misidentified missing tags after phase II of the E-ERMI protocol can be obtained as
To guarantee the required identification reliability, we can
Thus, when U = 0, we can get the expression of r 1 as follows:
Since our objective is to minimize the execution time while satisfying the required identification reliability, we need to estimate the total execution time of the E-ERMI protocol. As calculated in last section, in phase I, the execution time of the first round is T 1 = ( ( f 1 /96) +1)·t tag + f 1 ·t s and that of each of the other r 1 −1 rounds is T i = ( ( f i /96) +1)·t tag (2 ≤ i ≤ r 1 ). While for phase II, the reader needs (2 (f i /96) + 1) · t tag to broadcast the parameters and the segments of DV i and IV i in round i, and the execution time of all the subframes in phase II equals N · t s since the total number of the slots equals N. Then we can get the total execution time, denoted as T, as follows: where γ =
. Then our objective in this paper can be formulated as follows: Fig. 4 plots the value of total execution time T with respect to load factor ρ. We observe that T is a convex function of ρ. Thus, an optimal load factor exists, denoted as ρ opt , that minimizes the total execution time of the E-ERMI protocol. By numerically solving (22), we can get ρ opt . Given ρ opt , we can obtain r 2 and r 1 according to (19) and (21).
VI. PERFORMANCE EVALUATION
We implemented the proposed B-ERMI and E-ERMI protocols in MATLAB. For performance comparison, we implemented three of the prior missing tag identification protocols namely IIP [8] , SFMTI [11] , and RUN I [22] . Note that only the RUN I protocol in the prior work considered the presence of unknown tags. We illustrate the significance of our proposed ERMI protocols in missing tag identification with unknown tags by comparing their performance with the three existing protocols under such scenario.
In this section, we evaluate the proposed ERMI protocols and compare them with the IIP, SFMTI, and RUN I protocols. We first describe the simulation settings and address the two metrics used for performance evaluation. Afterward, we conduct the performance comparisons to illustrate the effectiveness of our proposed ERMI protocols.
A. Simulation Settings
We simulate an RFID system with a single reader and consider an error-free communication channel between the reader and tags. A symmetric transmission rate for the communication channel is considered and both the downlink and uplink rates are set as 62.5 Kb/s [16] . Consequently, it takes the reader t tag = 2.4 ms to transmit a segment with 96 bits and takes each tag t s = 0.4 ms to reply a one-bit response. Each simulation result is obtained by averaging 100 independent runs.
In this section, we adopt the following two metrics to evaluate the performance of our proposed ERMI protocols and the existing ones.
1) Actual Identification Reliability:
The ratio of the number of identified missing tags to the total number of missing tags. 2) Total Execution Time: The consumed time in both the unknown tag deactivation and missing tag identification phases, which is in terms of milliseconds. Recall that our objective is to achieve a low total execution time with the prerequisite that the actual identification reliability is not less than the required reliability. Figs. 5 and 6 show the impacts of number of known tags on the performance of actual identification reliability and total execution time of our proposed B-ERMI and E-ERMI protocols and the existing ones with different required identification reliability, i.e., when α = 0.9, α = 0.99, and α = 0.999, respectively. We set M = 1000, U = 10 000, and N is varied from 1000 to 10 000. Therefore, the ratio of missing tags to known tags varies from 0 to 1. The results in Fig. 5 illustrate that with the increase of number of known tags, the actual identification reliability of all the five protocols will increase. This is because the increase of number of known tags will decrease the ratio of number of known tags to that of unknown tags, which will finally reduce the interference of the unknown tags on the missing tag identification process. Furthermore, the proposed B-ERMI and E-ERMI protocols and the RUN I protocol can always achieve the required identification reliability when α = 0.9, α = 0.99, and α = 0.999, respectively. However, the actual identification reliability of the IIP and SFMTI protocols is significantly lower than α. Fig. 6 illustrates that the total execution time of all the protocols increases when the number of known tags increases since more tags are required to be verified. As the IIP and SFMTI protocols do not consider the presence of unknown tags, the required identification reliability α does not affect their execution time. While for the proposed B-ERMI and E-ERMI protocols and the RUN I protocol, a higher α leads to more execution time, the reason behind which is that a higher α means that more rounds are required to be executed to guarantee the required reliability. It is obvious that the RUN I protocol consumes the most execution time. The E-ERMI protocol can actually reduce the execution time based on B-ERMI protocol. The SFMTI protocol always achieves the least execution time. When α = 0.9, the IIP protocol consumes the most execution time and when α = 0.99 and α = 0.999, it consumes the second least execution time. Combining Figs. 5 and 6, we can conclude that the proposed B-ERMI and E-ERMI protocols outperform the other three protocols since the IIP and SFMTI protocols can not achieve the required identification reliability and the RUN I protocol consumes much more execution time.
B. Simulation Results
1) Impacts of Number of Known Tags:
2) Impacts of Number of Unknown Tags: The impacts of number of unknown tags on the performance of actual identification reliability and total execution time of our proposed B-ERMI and E-ERMI protocols and the existing ones with different required identification reliability, i.e., when α = 0.9, α = 0.99, and α = 0.999, respectively, are shown in Figs. 7 and 8. We set N = 10 000, M = 1000, and U is varied from 1000 to 10 000. Thus, the ratio of unknown tags to known tags varies from 0.1 to 1. Fig. 7 shows that with the increase of number of unknown tags, the actual identification reliability of the IIP and SFMTI protocols will decrease, which indicates the interference of the unknown tags on the missing tag identification. The actual identification reliability of the IIP and SFMTI protocols is much lower than α in most of the scenarios. On the other hand, the proposed B-ERMI and E-ERMI protocols and the RUN I protocol can always achieve the required identification reliability. Fig. 8 illustrates that the total execution time of the proposed B-ERMI and E-ERMI protocols and the RUN I protocol increases when the number of unknown tags increases with the same required identification reliability, as more unknown tags indicate that more rounds are required to be executed. Also, they consume more execution time with a larger α. The number of unknown tags do not affect the execution time of the IIP and SFMTI protocols. Overall, under different number of unknown tags, the SFMTI protocol consumes the least execution time, the RUN I protocol consumes the most execution time, and the proposed E-ERMI protocol requires less execution time than that of the B-ERMI protocol.
3) Impacts of Number of Missing Tags: The impacts of number of missing tags on the performance of actual identification reliability and total execution time of our proposed B-ERMI and E-ERMI protocols and the existing ones with different required identification reliability, i.e., when α = 0.9, α = 0.99, and α = 0.999, respectively, are shown in Figs. 9 and 10. We set N = 10 000, U = 10 000, and M is varied from 1000 to 10 000. Thus, the ratio of missing tags to known tags varies from 0 to 1. Fig. 9 shows that the number of missing tags do not affect the actual identification reliability of all the five protocols. Similarly, the proposed B-ERMI and E-ERMI protocols and the RUN I protocol can always achieve the required identification reliability while the actual identification reliability of the IIP and SFMTI protocols is significantly lower than α. Fig. 10 illustrates that with the increase of the number of missing tags, the total execution time of the RUN I protocol will decrease. While the number of missing tags does not affect the total execution time of the other four protocols. Also, the proposed B-ERMI and E-ERMI protocols and the RUN I protocol consume more execution time with a larger required identification reliability. The SFMTI protocol consumes the least execution time, the RUN I protocol always consumes the most execution time, and the proposed E-ERMI protocol consumes less execution time than that of the B-ERMI protocol. 
4) Summary:
Through the performance comparisons, we observe that the proposed B-ERMI and E-ERMI protocols can guarantee the required identification reliability although they consume more execution time than that of the IIP and SFMTI protocols. However, in most of the scenarios the actual identification reliability of the IIP and SFMTI protocols are significantly lower than the required identification reliability. We note that IIP and SFMTI are designed for missing tag identification in the absence of unknown tags. Nevertheless, the performance evaluation shows the importance of this paper, as our proposed B-ERMI and E-ERMI protocols can guarantee the desired identification reliability in the presence of unknown tags. Moreover, although the RUN I protocol can also achieve the required identification reliability, it consumes much more execution time since its design goal is to simplify the tags' operations. Therefore, the simulation results illustrate that the proposed B-ERMI and E-ERMI protocols are more efficient than the RUN I protocol.
VII. CONCLUSION
In this paper, we have investigated and formulated the problem of identifying the missing tags with a predefined reliability for large-scale RFID systems in the presence of unknown tags. We first proposed a basic protocol called B-ERMI. We then proposed an enhanced protocol called E-ERMI to further improve the efficiency. The parameters of our proposed ERMI protocols are optimized to minimize the execution time. We also conducted extensive simulations to evaluate the performance of the proposed ERMI protocols and the simulation results illustrate that the ERMI protocols outperform existing ones.
