Abstract. We discuss a semiparametric mixture model where some components are parameterized with common Euclidean parameter and others are fully unknown. We introduce GEE (generalized estimating equations) approach and adaptive GEE-based approach for parameter estimation. Derived estimators are consistent and asymptotically normal, and they are optimized in terms of their dispersion matrices. Proposed techniques are tested on simulated samples.
INTRODUCTION
The cumulative distribution function (CDF) of one observation in a mixture model is expressed by a linear combination of some CDFs with probabilities , (i.e. We consider the case when some parametric model is known for the first K  To do this, we derive consistent and asymptotically normal estimators, and optimize them in terms of their dispersion matrices.
NONPARAMETRIC ESTIMATE FOR DISTRIBUTION FUNCTION
CDF of the m-th component may be estimated through the weighted empirical distribution function: 
). See Maiboroda et al. (2008) for details.
Note that weights can be negative. Thus, we can improve by introducing improved empirical distribution function (see Maiboroda et al. (2005) ):
GEE ESTIMATE
Consider some set of measurable functions Theoretical moment may be estimated by the weighted empirical moment as
ˆ is the measurable function from sample
Next we assume that as .
Example. Moment estimators can be represented as GEE estimators. Let be the set of estimating functions. Denote theoretical moment of as ,
can be represented as where :
H is the inversed function to
Analogous improved moment estimate with can be introduced.
Consistency for moment estimators is shown in theorem 3.1 from Doronin (2014a).
ASYMPTOTICS OF GEE ESTIMATOR
Assume that CDFs are absolutely continuous with respect to sigma-finite measure 
Introduce the matrix of estimating functions
Expectation of from the m-th component designate as
Introduce the following notations. 
LOWER BOUND OF DISPERSION MATRIX FOR GEE ESTIMATOR
Assume that the matrix Z and nonsingular matrix V exist. Without loss of generality we can assume that two conditions for GEE estimator are fulfilled:
(i2) matrix V is the unit matrix.
Consider the minimization problem of dispersion matrix Z in Loewner
satisfying conditions (i1), (i2). Thus, we have to minimize for all The solution of this problem is the set of estimating functions ) which
give us the lower bound of dispersion matrix
Z (see theorem 4.1 from Doronin (2014a)).
ADAPTIVE ESTIMATE
Unfortunately, it is impossible to use in practice the optimal estimating functions which give the lower bound of dispersion matrix. The first reason is that they depend on unknown densities ), ;
The second one is the difficulty to solve the GEE in the general case. Therefore, we consider the adaptive approach.
Each function can be approximated as where is some matrix of coefficients to be found, and is the vector of some predefined basis functions (e.g. B-splines). Under conditions (i1), (i2) equation
we can approximate as
one can start with some consistent estimate and define adaptive estimate as
Consistency and asymptotic normality of introduced adaptive estimate is shown in lemma 3.3 from Doronin (2014b).
NUMERICAL RESULTS
We chose a three-component mixture model to simulate. 
