Abstract. We prove a sharp pointwise estimate for extremal functions of invariant subspaces of some weighted Bergman spaces on the unit disk. The allowed weights include standard radial weights and logarithmically subharmonic weights.
Introduction
Let D be the unit disk in the complex plane C and let ω be a nonnegative weight function in D. Throughout the paper we further assume that ω is continuous and has isolated zeros in D.
For 0 < p < ∞ let A [6] for general properties of such reproducing kernels.
We call a closed subspace I of A p ω invariant if pf ∈ I whenever f ∈ I and p is a polynomial. For an invariant subspace I of A p ω we let n I denote the smallest nonnegative integer n such that there exists f ∈ I with f (n) (0) = 0 and consider the extremal problem
where n = n I . Any solution to such a problem will be called an extremal function in A p ω . The purpose of this paper is to prove the following sharp estimate for extremal functions in weighted Bergman spaces for a large class of weights.
Theorem. Suppose log ω is subharmonic. Then for all 0 < p < ∞ and all extremal functions
It is customary to call ω logarithmically subharmonic when log ω is subharmonic. The theorem above will be proved under the assumption that ω is logarithmically subharmonic. However, we will explain that the result actually holds in many other situations as well, including the case of standard radial weights.
This paper is an expanded version of my previously circulated manuscript "A growth estimate for extremal functions". I thank the referee for carefully suggesting the revision.
Estimate for a general function in A p ω
In this section we give a sharp pointwise estimate for functions in A p ω . The unweighted case of our result can be found in [10] .
A weight function ω will be called representing at 0 if
for all bounded harmonic functions h in D.
Lemma 1.
Suppose ω is logarithmically subharmonic and representing at 0. Then
The second inequality is trivial, and the first one follows from the main integral formula in [4] . See also the proof of Proposition 2.5 in [1] .
Writing |k
and applying the reproducing property of the kernel function K ω , we easily arrive at the reproducing formula
where f is any bounded analytic function in D. Since |k
is a probability measure, an application of Hölder's inequality yields
for all p ≥ 1 and all analytic functions f (first do this for bounded analytic functions and then use a limit argument for the general case). We now show that the inequality above also holds for 0 < p < 1.
Lemma 2. Suppose ω is logarithmically subharmonic. Then for all 0 < p < ∞ and all f in
Proof. Without loss of generality we may assume f is bounded. Fix z ∈ D and let ϕ z be the Möbius map defined by
Then a change of variables leads to
where
It is easy to check that λ is representing at 0. Also, λ is logarithmically subharmonic since ω is. Applying Lemma 1 with ω replaced by λ, we obtain
We can now prove the main result of the section.
Theorem 3. Suppose ω is logarithmically subharmonic. If 0 < p < ∞ and f is a unit vector in
Proof. By [2] each k ω z is nonvanishing. Thus we can write
An application of Lemma 2 then yields
for all z ∈ D.
Estimate for extremal functions
In this section we show that extremal functions in A p ω grow more slowly near the unit circle than a typical function in A p ω , and we will see exactly how much more slowly.
Lemma 4. Let 0 < p < ∞ and let G be an extremal function in
Proof. This follows from the same variational arguments used in [3] and [4] . In fact, comparing the function G with
where k ≥ 1 and a ∈ C, leads to
Fix any real θ and let a = te iθ , where t ∈ (−∞, ∞). Then the differentiable function
achieves its minimum at t = 0, so that f (0) = 0. A simple computation then gives
Since θ is arbitrary, we must have
for all k ≥ 1, which easily implies that
for all bounded harmonic functions.
Corollary 5. If G is an extremal function in
for all nonnegative harmonic functions.
Proof. For 0 < r < 1 define h r by h r (z) = h(rz), z ∈ D. The desired result then follows from the lemma above and Fatou's lemma. Using |f | p ≤ h and applying Corollary 5, we obtain
so that G is a contractive multiplier from H p into A p ω . We now arrive at the main result of the paper.
