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ABSTRACT
We propose a unified compression framework that uses gen-
erative adversarial networks (GAN) to compress image and
speech signals. The compressed signal is represented by a
latent vector fed into a generator network which is trained
to produce high quality signals that minimize a target objec-
tive function. To efficiently quantize the compressed signal,
non-uniformly quantized optimal latent vectors are identified
by iterative back-propagation with ADMM optimization per-
formed for each iteration. Our experiments show that the pro-
posed algorithm outperforms prior signal compression meth-
ods for both image and speech compression quantified in var-
ious metrics including bit rate, PSNR, and neural network
based signal classification accuracy.
Index Terms— Signal Compression, GAN, ADMM
1. INTRODUCTION
In the era of big data, signal compression is a task of crit-
ical importance to minimize the network bandwidth on the
channel shared between many edge devices. Signal compres-
sion also significantly reduces the energy overhead of wire-
less data communication, which often dominates the overall
energy consumption of power-constrained Internet of Things
devices. Inspired by recent remarkable success of generative
adversarial networks (GAN) in various applications, we pro-
pose a unified signal compression framework called BPGAN
(back propagated GAN) where the compressed signal is rep-
resented by a latent vector fed into a generator network which
is trained to produce realistic high quality signals. The core
idea of BPGAN is to ‘search’ an optimal latent vector through
iterative back-propagation for a given generator (with fixed
weights) and the target signal to be compressed. This process
minimizes a loss function computed based on the generator
output and the target signal, enabling high quality compressed
signal represented by the latent vector input to the genera-
tor. This framework is generally applicable to different type
of signals including speech and image as long as a GAN is
trainable in that signal domain.
*Equally contributed first authors.
2. RELATEDWORK
Deep auto-encoder (DAE) and deep neural network (DNN)
based image compression has been demonstrated in literature
including [1] and [2]. The main idea of these prior work is to
train a DNN based encoder and decoder pair that optimizes
mean squared error (MSE) and/or other metric such as multi-
scale structural similarity (MS-SSIM) for image quality as-
sessment between the original and decoder output images.
GAN was introduced by [3], where a generator is trained
to generate realistic but synthesized images and a discrimina-
tor is trained to distinguish real vs. synthesized images. The
generator and discriminator in a GAN are trained sequentially
to outperform each other. Recently, [4] and [5] applied GAN
based training to deep (auto-)encoder networks to compress
images with extremely low data rates with aesthetically pleas-
ing details on the generated image. However, these ‘realistic’
details generated by the decoder (or generator) often fail to
capture the ‘actual’ details of the original image.
Traditional speech codec methods such as CELP [6],
Opus[7], and adaptive multirate wideband (AMR-WB) [8]
commonly employ hand-engineered encoder-decoder pipelines
relying on manually/mathematically crafted audio represen-
tation features and/or signal prediction models. Recent DNN
based approaches including [9] demonstrate the feasibility to
train an end-to-end speech codec that exhibits performance
comparable to a hand-crafted AMR-WB codec at 9-24 kbps.
[10] uses deep spiking neural networks to realizes a low bit
rate speech codec. Another strategy to realize a high qual-
ity speech codec is to use a DNN based vocoder such as
Wavenet [11] and WaveRNN[12] as a decoder to synthesize
speech. These methods, however, do not scale well to a very
low bit-rate (e.g, 2kbps). We propose BPGAN for speech
compression to overcome limitations in prior work.
3. BPGAN COMPRESSION FRAMEWORK
The BPGAN compression is applicable to any signal type as
long as it is possible to train a GAN that produces realistic
generated outputs in that type. The overall flow of the BP-
GAN compression is shown in Figure 1. Unlike other GAN
based approaches that rely on an encoder [5] that provides
a compressed signal, compression in BPGAN is performed
by iteratively searching and updating the generator input la-
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tent vector through back-propagation to minimize a target loss
function at the output of the generator. The optimal latent vec-
tor input for the generator is the compressed signal as shown
in Figure 1. Selecting a proper loss function and iteratively
updating/searching the input of the generator through back-
propagation is the key step to significantly improve the qual-
ity and/or compression ratio of the signal. As this compres-
sion framework allows applying various loss functions during
iterative back-propagation, it enables objective-aware signal
compression to obtain the optimized compression results tai-
lored for a target application such as signal classification and
recognition. The iterative back-propagation search process
is combined with alternating direction method of multipliers
(ADMM)-based non-uniform quantization and Huffman cod-
ing to further reduce the size of the latent vector (i.e., com-
pressed signal). To accelerate this iterative back-propagation
based compression process, we initialize the latent vector us-
ing the output of an encoder as an initial latent vector. It re-
duces the number of iterations from 2500 to 200 – 550. In the
decompression stage, the compressed signal (i.e., the latent
vector input for the generator) is fed into the same generator
to (re-)generate the decompressed signal.
Pre-
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vector ݖ
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Encoder 
Post-
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Fig. 1: BPGAN Compression Framework Overview
3.1. BPGAN Training Methodology
Our BPGAN training methodology consists of two stages:
Stage one: Training a GAN with floating point input for
the target signal type. This step is exactly the same as a typical
GAN training procedure in [13], where a generator G and
discriminator D are adversarially trained. An encoder can be
cascaded by the generator to form an auto-encoder structure,
where the encoder is trained to learn mappings from the signal
to a latent space vector.
Stage two: Training a GAN with quantized input. Af-
ter completing Stage one, we perform signal compression on
the training set images through iterative back-propagation and
quantization. Then we retrain the GAN by only using quan-
tized latent vectors to improve performance of the GAN in the
quantized latent vector space.
When the training is finished, the weights of the GAN
are frozen for signal compression and decompression. The it-
erative back-propagation process for the optimal compressed
vector search only updates the latent vector, not the weights
of the GAN.
3.2. Compression methodology details
Given a well-trained GAN with a generator G, the compres-
sion procedure searches for the optimal input latent vector z
of G through iterative back-propagation to generate an output
G(z) that minimizes an appropriate loss function F (x, G(z))
evaluated with the original target signal x. This compression
process can be expressed as an optimization problem:
zˆ = argmin
z
F (x, G(z)) (1)
The dimension of z is much smaller compared with that of
the original x, thus the signal is compressed. We demonstrate
in the evaluation section that by making use of appropriate
loss function and efficient quantization method, this frame-
work is capable of achieving higher compression ratio and/or
better quality signal at the same compression ratio compared
to the state-of-the-art techniques. The optimization problem
(1) is solved by the iterative back-propagation process based
on the gradient ∇Fz where z is initialized by the encoder
output and quantized at every iteration.
Quantization of z is essential to further reduce the num-
ber of bits for a higher compression ratio. Thus, we formulate
the latent vector search problem as an optimization problem
with a quantization constraint and obtain a solution based on
ADMM [14]. That is, given G, x, and F (x, G(z)), the prob-
lem of finding an optimal quantized latent vector z is formu-
lated as:
argmin
z,u
F (x, G(z)) + I(u ∈ S) s.t.u = z (2)
where S is a non-convex set whose elements are all quan-
tized vectors, u is an auxiliary variable and I(·) is an indi-
cator function. This optimization problem with non-convex
constraints is difficult to solve directly, therefore we rewrite
this equation and apply ADMM to solve it. The augmented
Lagrangian of the above optimization problem is given by:
L(z,u,η, µ) = F (x, G(z))+
I(u ∈ S) + µ
2
(‖z − u+ η)‖22 − ‖η‖22) (3)
ADMM is designed to minimize L(z,u,η, µ) by updating
variables z,u,η alternatively in every iteration. The ADMM
updating procedure for k = 0, 1, 2, . . . is given by:
zk+1 = argmin
z
F (x, G(z)) +
µ
2
‖z − uk + ηk‖22 (4)
uk+1 = argmin
u
I(u ∈ S) + µ
2
‖zk+1 − u+ ηk‖22 (5)
ηk+1 = ηk + zk+1 − uk+1 (6)
z updating steps are typical back-propagation with additional
term of L2 regularization. For u updating steps, the solu-
tion is uk+1 = Q(zk+1 + ηk) where Q(·) is a non-uniform
quantization function which directly project into the set of
quantized vectors S. The non-uniform quantization centers
of S are obtained by K-means clustering based on the distri-
bution of unquantized latent vectors. After ADMM process,
we apply quantization Q directly on the latent vectors to en-
sure quantized input, which repeats until the loss function is
minimized. Finally we apply lossless Huffman coding on the
quantized latent vectors to further compress the signal.
4. EXPERIMENT
We test our BPGAN compression on image and speech com-
pression tasks using the generator structure in Fig. 2.
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Architecture for BPGAN Audio Compression
Architecture for BPGAN Image Compression
Residual Block
TransConv+ReLU Block
Fig. 2: BPGAN generators for image and speech compression
with transpose convolution layers and residual blocks.
4.1. Image Compression Evaluation Setup
BPGAN image compression is trained and evaluated with
three benchmark datasets specified in the next subsection.
We rescale images from all datasets for the uniform size input
of 768×512 pixels. Compression performance is quantified
with objective metrics such as PSNR and MS-SSIM, which
are widely used but known to be often unreliable to capture
the subjective image quality. Hence, we include ImageNet
classification results to quantify the image quality.
The Open Images Dataset V5 [15] containing 9M images
is used for the GAN network training. The Kodak dataset [16]
is used for image compression to evaluate the PSNR and MS-
SSIM results. The ImageNet is used to measure the classifi-
cation accuracy when the decompressed images are classified
by a VGG-16 network [17]. Note that the VGG-16 network
is trained with uncompressed original images only.
For the back-propagation loss function F for image com-
pression, we combine MSE and MS-SSIM loss [18]:
F (x, G(z) = LMS-SSIM(x, G(z)) + α ·MSE(x, G(z))
The baselines for our method comparison are BPG[19],
JPEG, and another GAN based method [5].
4.2. Audio Compression Evaluation Setup
For speech compression, we use the log-magnitude of mel-
spectrograms [20] of speech as the input for compression in-
stead of using the time domain speech directly. Our experi-
ments are carried on the TIMIT dataset [21], which contains
a total of 6300 sentences spoken by 630 speakers from 8 ma-
jor dialect regions of the United States at a sample rate of 16
kHz. We divide the dataset into the training and testing subset
that are strictly disjoint.
For speech spectrogram representations, we use short-
time Fourier transform (STFT) with 128-sample stride and
512-sample frame size to compute magnitudes, resulting in
75% inter-frame overlap. Then we transform spectrograms
into mel-spectrograms with 128 mel-frequency bins for each
frame and collect 128 frames to construct a 128×128 mel-
spectrogram that corresponds to one second speech audio.
The normalized log-magnitude of mel-spectrograms in the
range of [−1, 1] is the BPGAN compression input x. To
reconstruct the time domain speech from decompressed mel-
spectrograms, we employ phase-gradient heap integration
(PGHI) [22] method followed by inverse STFT.
The loss function used in speech compression is defined
as
F (x, G(z) = Lfeat(x, G(z)) + α ·MSE(x, G(z))
where Lfeat measures the L2 distance between feature maps
from convolution layers of a VGG-BLSTM [23] network us-
ing generated and original speech signals as input. We eval-
uate the quality of the compressed signal using a phoneme
recognition task performed on TIMIT dataset using the joint
CTC-attention loss [24].
4.3. Evaluation Results
We summarize our experimental results in Table 1. PSNR and
MS-SSIM evaluation is performed on Open Image V5 and
Kodak datasets with the scaled image size of 768×512 pixels
with RGB representation (24-bit per pixel, bpp). The com-
pressed image size of 0.286bpp is obtained by using a latent
vector z size of 20000 and 64 non-uniform quantization lev-
els for each element after Huffman coding. For classification
evaluation, we use ImageNet dataset with the original resolu-
tion of 256×256 pixels. For speech compression, the original
speech is sampled at 16k samples per second with 16-bit per
sample. The compressed speech rate of 2 kilo-bits per second
(kbps) is achieved by using a latent vector z size of 512 and
16 non-uniform quantization levels for each element.
Table 1 confirms that the proposed BPGAN compression
method produces higher quality images measured in PSNR,
SSIM, and ImageNet classification accuracy for the similar
compressed rate of ≈ 0.3bpp compared to other prior com-
pression methods. Notice significant ImageNet classification
accuracy difference between the proposed BPGAN (lossless)
and others. Subjective compressed image quality comparison
can be seen in Figure 2. It is worth noting that a GAN based
method [5] synthesizes ‘realistic’ detail in the compressed im-
age but it is often inaccurate representation of the actual detail
Fig. 3: Visual comparison on Kodak: BPGAN outperforms other methods with similar bpp preserving the original details.
Table 1: Signal Compression Results
Image
Methods
Bitrate
(bpp) PSNR MS-SSIM
ImageNet
Top-1 error%
ImageNet
Top-5 error%
Original 24 - - 23.7 6.8
BPGAN 0.286 32.9 0.968 23.7 6.8
GAN based [5] 0.305 28.2 0.922 26.0 7.9
JPEG 0.306 26.9 0.864 42.5 16.6
BPG 0.298 32.3 0.961 25.8 7.4
Speech
Methods
Bitrate
(bps) PESQ MUSHRA
Kaldi
PER%
MLP
PER%
LSTM
PER%
Original 256k 4.50 95.0 18.7 18.6 15.4
BPGAN 2k 3.25 64.1 20.9 20.8 18.6
CELP 4k 2.54 32.0 28.2 27.6 27.3
CELP 8k 3.39 59.4 23.0 23.6 21.2
Opus 9k 3.47 79.3 22.7 23.7 21.2
AMR 6.6k 3.36 58.9 22.6 23.6 22.3
which is better preserved in the BPGAN compression output.
In order to assess our speech compression quality, we use
both subjective and objective metrics. PESQ [25] is a metric
ranging from -0.5 to 4.5 produced by an algorithm that pre-
dicts the subjective mean opinion score (MOS) of speech. We
also conducted a subjective evaluation with 10 users to pro-
vide a score in Multiple Stimuli with Hidden Reference and
Anchor (MUSHRA) [26] standard (higher the better). In ad-
dition, we perform phoneme recognition tests to measure the
phoneme error rate (PER, lower the better) using the combi-
nation of SGMM and Dans DNN in Kaldi [27], and also us-
ing MLP and LSTM networks [28] which take MFCC as the
input. These phoneme recognition models are trained with
original audios without any compression.
Speech compression evaluation results are summarized in
the bottom half of Table 1. While the proposed BPGAN based
compression provides the lowest data rate of 2 kbps, it ex-
hibits a better MUSHRA subjective quality score than other
methods with higher data rates except for Opus at 9 kbps
(4.5× higher data rate than ours). We have observed that
while the PESQ scores are similar among multiple methods,
it does not accurately predict the quality of speech metric.
The PER measured by phoneme recognition tests indicates
that the error rate for the proposed BPGAN is significantly
lower while providing the lowest data rate compared to other
methods.
Finally, in Figure 4, we show the tradeoff space between
the loss of compressed speech quality (x-axis, lower the bet-
ter) vs. the achievable bit rate (y-axis, without Huffman cod-
ing, lower the better). The gain of ADMM based non-uniform
quantization is also shown in the same figure. One can notice
that along the pareto-optimal line, combination of the optimal
latent vector dimension and the number of quantization levels
per element changes for various rate - quality target points.
0.2 0.4 0.6 0.8 1 1.2 1.4
Optimization Loss
0.5
1
1.5
2
2.5
3
3.5
Bi
t-R
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kb
ps
512 dims without ADMM
512 dims with ADMM
256 dims without ADMM
256 dims with ADMM
5bit
4bit
3bit
6bit
quantization bit/element
Loss Difference
from ADMM
Fig. 4: Parameter sensitivity evaluation: Tradeoff between
the rate and quality is obtained by adjusting the vector size
and number of quantization levels for each element.
5. CONCLUSION
In this paper, we demonstrated a unified GAN based sig-
nal compression framework for image and speech signals.
The proposed BPGAN compression method utilizes iterative
back-propagation to search the optimal latent vector that min-
imizes a loss function that quantifies the compressed signal
quality. Experiment results confirm that BPGAN compressed
signal exhibits significantly lower data rate and/or better sig-
nal quality compared to other methods evaluated with various
metrics including neural network based signal classification.
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