Abstract. We prove a Ramsey theorem for finite sets equipped with a partial order and a fixed number of linear orders extending the partial order. This is a common generalization of two recent Ramsey theorems due to Sokić. As a bonus, our proof gives new arguments for these two results.
The theorem
In this paper, all orders are strict orders. For the rest of the paper, we fix a natural number p > 0. By a structure we understand a set X equipped with a partial order P and p linear orders L 0 , . . . , L p−1 each of which extends P . We write L for (L 0 , . . . , L p−1 ) and (X, P, L)
for the whole structure. A structure is called finite if X is a finite set. Given two structures X = (X, P X , L X ) and Y = (Y, P Y , L Y ), a function f : X → Y is an embedding if for all x 1 , x 2 ∈ X
and, for each i < p,
. By a copy we understand the image of an embedding.
For a natural number d > 0, a d-coloring is a coloring with d colors. The theorem above gives a common generalization of the following two of its known special cases.
The first one is the case p = 1, that is, the case when structures are equipped with a partial order and a single linear order extending it. This case was proved by Sokić [4, Theorem 7(6) ] using results of Paoli, Trotter and Walker [3] and Fouché [1] . Because of certain peculiar features of Sokić's argument (for example, the usage of the ordering property to prove the Ramsey property), there has been some interest in finding a more direct proof. Our argument for Theorem 1 specialized to the case p = 1 gives just such a short and direct proof.
The second case is the case of finite sets endowed only with p linear orders. This situation corresponds to P X = P Y = ∅ (when one can obviously make P Z = ∅) in Theorem 1. It was proved by Sokić in [5, Theorem 10]. Our proof here also specializes to an argument different from the one in [5] .
In our proofs, we use some ideas from [1] and [3] . We connect them with a special case of the main theorem from [6] .
In Section 2, we prove a product Ramsey theorem that is the Ramsey theoretic core of Theorem 1. In Sections 3 and 4, we make explicit certain canonical structures and morphisms important to the proof. Once these structures are properly defined and their natural properties are established, the theorem quickly follows (Section 5). In Section 6, we make precise the relationship between the product Ramsey theorem and Theorem 1 using some notions from [7] .
A product Ramsey theorem
In this section, we prove a consequence of two known Ramsey results, this is Proposition 2.
We adopt the notational convention that each natural number is equal to the set of its predecessors, that is, m = {i : i < m}.
In particular, 0 = ∅. The set m is considered to be linearly ordered with its natural order inherited from N. For a set X and a natural number k, X k is the family of all k element subsets of X. The set X can itself be a natural number m, and then m k is the family of all k element subsets of m. We formulate all our results in terms of rigid surjections, rather than partitions, as this form fits the applications better; see Lemma 5 and the proof of Lemma 6(ii). Let A, B be two finite linearly ordered sets. A function r : B → A is a rigid surjection if it is a surjection and the images of initial segments of B are initial segments of A, in other words, if for all a 1 , a 2 ∈ A, with a 1 preceding a 2 in A, we have that a 1 is first attained by r before a 2 is first attained by r. See [7] for information on the language of rigid surjections.
Recall that we have fixed a natural number p > 0. A sequence a = (a 0 , . . . , a p−1 ) of length p of elements of A is called anchored if a 0 is the smallest element of A.
We will be considering linearly ordered sets A and B with anchored sequences a = (a 0 , . . . 
Proposition 2 is a quick consequence of two known Ramsey statements, which we now recall. The first statement is the product of the classical Ramsey theorem, see [2] . 
The following result is a particular case of . Let ψ be a coloring with
Then by the choice of n, there exists ( such that φ is constant on the set from the conclusion of the proposition.
Linear orders and a twisted product Ramsey theorem
We will need a general definition. Let K be a linear order on a set X and let x ∈ X. Put
Let L be a linear order on a finite set Y . By
we denote the set of all linear orders on Y , which we order as follows. Let
In other words, let |Y | = n and let (x i ) i<n and (
The proof of the following lemma is straightforward.
Lemma 3. lin L is linearly ordered by the above defined relation and L is its smallest element.
Assume we are given a natural number m and B ⊆ lin L . Let i, b be anchored sequences of length p of elements of m and B, respectively. For
be the unique isomorphism. Assume we are additionally given a linear order K on a finite set X, A ⊆ lin K , and an anchored sequence a of length p of elements of A. Let τ be as in (3) and let
If n is a natural number taken with the linear order <↾ N inherited from N, we let lin n = lin <↾n . 
Consider the situation when (X,
is monochromatic.
Certain canonical structures
In this section, P is a partial order on a finite set Y , and L is a linear order on
be the set of all linear orders of Y extending P . The set lin L (P ) is equipped with the linear order inherited from lin L . Let X ⊆ Y . Note that the linear order L ↾ X extends the partial order P ↾ X. Define
Now, in addition to Y , P , and L, we fix linear orders
By Lemma 3, L is an anchored sequence in lin L (P ). We set
The following lemma is essentially [3, Lemma 14]. We include a proof of it for completeness.
Lemma 5. res X is an element of
Proof. By the definition of res X , it suffices to show that res X is a rigid surjection from lin L (P ) to lin L↾X (P ↾ X).
Claim 1. If y ∈ X, then xLy or x = y.
Proof of Claim 1. Towards a contradiction, assume that yLx. Define a linear order
contradicting the choice of L 1 and proving the claim. Claim 2. If x ∈ X, xL 1 y, and there is no z ∈ X with xL 1 zL 1 y, then xLy.
Proof of Claim 2. Note that by assumption x = y, so if the conclusion fails, then yLx. Since xL 1 y, then there are z 1 , z 2 such that (i) (xL 1 z 1 or x = z 1 ) and z 1 L 1 y;
In particular, by (i) and by our assumptions,
The linear order L ′ 1 extends P . Indeed, since L 1 extends P , condition (a) is compatible with P ; by (ii) and (iii), condition (b) is compatible with P as L and
contradicting our choice of L 1 and proving the claim.
If y ∈ X, by Claim 1, we have xLy, so L 1 is below L 2 , as required. So assume y ∈ X. If x ∈ X, then (M 1 ) x = (M 2 ) y and x = y. So xLy by our assumption that M 1 is below M 2 . Thus, L 1 is below L 2 as required.
So assume that y ∈ X and x ∈ X. Let y ′ ∈ X be such that xL 1 y ′ and z ∈ X for all xL 1 zL 1 y ′ . Such a y ′ exists since xL 1 y (as (L 1 ) x = (L 2 ) y and x = y) and y ∈ X. By Claim 2, xLy
The set N is equipped with its natural linear order, which we denote by <. Let m be a natural number. We define a partial order < pr on N m by letting if and only if there exists j ≥ 0 such that k i+mj < l i+mj and k i+mj ′ = l i+mj ′ for all 0 ≤ j ′ < j, where + m stands for addition modulo m. In particular, < lx,0 is the usual lexicographic order. Note that each < lx,i extends < pr .
Fix an anchored sequence
. Recall (4) and define
Proof. (i) Since each partial order is the intersection of all the linear orders containing it, we have that, for y 1 , y 2 ∈ Y , y 1 P y 2 ⇐⇒ y 1 t(i)y 2 for all i < m.
It follows that π τ preserves P . Since
where p i , i < m, is the i-th projection from N m to N. By Lemma 5, we have
. The remainder of the conclusion, follows from the observation, made by a direct computation, that for i < m
Proof of Theorem 1
Apply Proposition 4 to this data obtaining m, n and i. We claim that the structure 
. So all of them have the same color.
On the relationship between Propositions 2 and 4 and Theorem 1
The arguments in Sections 4 and 5 show that Theorem 1 is, in a sense, a translation of Proposition 4, which, in turn, is just a particular case of Proposition 2. In the present section, we make the notion of translation precise using a variation of the concept of interpretation from [7] . As argued in [7] , many particular Ramsey statements are instances of a general Ramsey statement formulated for certain algebraic structures. Interpretation is a precise notion of "homomorphism" that allows one to transfer the Ramsey statement from one such algebraic structure to another. We explain details of this setup below. Further, we define such algebraic structures for the statements in Proposition 4 and Theorem 1 and show that the first one interprets the second one. So Propositions 2 and 4 are the Ramsey theoretic essence of the main result Theorem 1.
Consider a set A with a partial function from A × A to A: (a, b) → a · b. Let F and R be families of subsets of A. Let (F, R) → F • R be a function whose domain is a subset of F × R, whose values are subsets of A, and which is such that whenever F • R is defined, then f · r is defined for all f ∈ F and r ∈ R and F • R = {f · r : f ∈ F, r ∈ R}. We say that (F , R, •) is a pair of families over (A, ·).
Let (F , R, •) and (G, S, •) be pairs of families over (A, ·) and (B, ·), respectively. We say that S ∈ S is interpretable in (F , R) if there exists R ∈ R and a function α : S → R such that if F • R is defined for F ∈ F , then there exists G ∈ G with G • S defined, and a function φ : F → G such that for f 1 , f 2 ∈ F and s 1 , s 2 ∈ S,
Now, we formulate the Ramsey condition for a pair of families. Let (F , R, •) be a pair of families and let d > 0. We say the d-Ramsey condition holds for (F , R, •) if for each R ∈ R, there exists F ∈ F such that for each d-coloring of F • R, there exists f ∈ F with {f · r : r ∈ R} is monochromatic.
The following proposition can be checked without difficulty. , and τ · σ is defined by formula (5).
Let . A pair of families for Theorem 1. Let A 2 consist of all embeddings between structures of the form (X, P X , L X ) as in Section 1. For f, g ∈ A 2 , f · g is defined precisely when the range structure of f is equal to the domain structure of g and then we let f · g = f • g. X,P X , L X . For F ∈ F 2 and S ∈ S 2 as above, F • S is defined precisely when (Y, P Y , L Y ) = (Z, P Z , L Z ) and is then equal to {f · g : f ∈ F, g ∈ S}.
