This study presents a model of an individual factory trawler conducting fishing operations off the west coast of North America in the Pacific hake (Merluccius productus) fishery. The model is used to explore several concepts that provide new insight into fishing behavior. A central theme of the model is the role of decisionmaking at different spatio-temporal scales. Decision-making occurs at two scales: (1) choosing an area to fish, and (2) scheduling haul setting and retrievals whilst fishing within an area. These decisions are considered to be state-dependent, with state consisting of both the internal state of the vessel, represented by the amount of fish in holding bins and the amount of fish already in the net, and the external state of the environment, represented by the density of Pacific hake in the area. A novel aspect of the model is a quantitative procedure, based on the Kalman filter, for modeling expert knowledge about local fish densities gained by searching and fishing. Information about local fish density is processed by the fisherman and retained in memory as a symbolic representation, or a ''map''. Although the spatial structure of the map and the updating procedures are quite simple in the model presented in this paper, the concept is general and can be extended to other kinds of information available to the fisherman about local fish densities. The model is used to characterize the optimal decision rules and to evaluate the usefulness of indices derived from factory trawler catch data to monitor population abundance trends.
Introduction
Historically, fishery catch and effort data have been collected principally to obtain abundance indices for stock assessment. Although fishing is undeniably a rich source of information about a fish population, both experience and theoretical models have demonstrated that simple abundance indices derived from fishery catch and effort data (e.g. catch per unit effort, cpue) are not reliable indicators of population trends (Walters and Maguire, 1996; Peterman and Steer, 1981; Bannerot and Austin, 1983) . Rather than to ignore fishing experience entirely, this paper advocates the view that a better response to these limitations is to conduct research into fishing behavior. Such research can provide a better understanding of the appropriate use of catch and effort data in stock assessment, and may also result in new approaches to monitor population trends (Hilborn, 1985) . Research into fishing behavior is also important to improve communication between fishery scientists and the fishing industry. If management agencies do not acknowledge the validity of the fishing experience, they risk alienating the fishing industry, whose participation is essential to the fisheries management process.
The model developed in this paper is an attempt to synthesize the results of previous research by the author on factory trawlers into an integrated model of fishing behavior across a range of temporal and spatial scales (Dorn, 1997 (Dorn, , 1998 . The first of these papers developed a Markov decision process (or stochastic dynamic programming) model for the scheduling of haul setting and retrievals for an individual factory trawler. The second paper was a statistical analysis of mesoscale movement patterns of factory trawlers. The effort to construct a model with hierarchical structure was inspired by recent ecological models of animal foraging that emphasize the hierarchical character of decisions made by foraging animals (Holling, 1992) . A decision hierarchy appropriate for trawlers consists of at least four levels at different spatial and temporal scales: (1) the decision to participate in a fishery; (2) the selection of a patch or fishing grounds on which to operate; (3) the scheduling of fishing operations within that patch; and (4) decisions associated with fishing depth, trawling speed, and compass bearing whilst actively trawling.
The model developed in this paper can generally be classified as a model of optimal foraging, a branch of behavioral ecology that inquires into the foraging decisions made by animals. Optimal foraging models have three main components: a currency to be optimized, a set of constraints that impose limits on amount of the currency that can be obtained, and a decision variable which is under the predator's control (Krebs and Davies, 1997) . Usually optimal foraging models use some intermediary currency, such as the rate of energy intake, but ultimately the animal is assumed to be maximizing its fitness, that is, the contribution of its genes to future generations. For fishing vessels, of course, this ultimate objective is not appropriate, though intermediary currencies used in optimal foraging models for animals are still pertinent, once re-scaled to economic metrics such as revenue and cost. Depending on the complexity of the model and its stochastic assumptions, decisionmaking rules can be evaluated analytically, by using stochastic dynamic programming (Lane, 1989; Gillis et al., 1995a,b) , or by using simulation techniques, the approach used in this study.
The marginal value theorem (Charnov, 1976 ) is the prototype model of optimal foraging. The marginal value theorem considers a predator who is foraging in an environment of patches in which prey are found at differing densities. The predator encounters food within a patch, and spends time travelling between patches. The rate of energy intake declines with time spent in a patch. The question addressed is the following: How long should the predator remain in a patch so as to maximize its long-term rate of energy intake? The solution, the marginal value theorem, states that a predator should leave a patch when the capture rate in the patch drops to the average capture rate in the environment. The marginal value theorem is a deterministic result where the forager is assumed to have perfect knowledge of the environment. In this paper, the simple predictions of the marginal value theorem are compared to results for simulated environments that are stochastic and uncertain. The key aspects of decision-making that are investigated are the following:
(1) What threshold prey density should be used to decide when to leave an area in which the vessel is currently fishing (i.e. the question addressed by the marginal value theorem)?
(2) When the prey density in an area is variable and unknown, how should recent information on catch rates be combined with older information as the basis for decisions about whether to continue fishing an area? (3) How much time should be spent searching a new area before deciding whether or not to start fishing in the area? (4) What is relationship between mean fish density and standard cpue abundance indices derived from factory trawler data? The model is also used to explore several concepts that provide new insight into fishing behavior. The concept of a prey distribution map -a model for the dynamic mental image which fishermen use to track local fluctuations in catch rates -is introduced. Since the spatial pattern of the target species is changing constantly and is not known with certainty, a procedure is needed for updating the map with new information as it becomes available through search and catch rates. New information has varying degrees of trustworthiness and timeliness, so updating procedures should incorporate these properties as well.
In the model developed in this paper, maps are updated using a simple application of the Kalman filter (Harvey, 1990) , a recursive Bayesian procedure for estimating the current state of a stochastic process using current and prior information. The Kalman filter is an estimation procedure used with state-space models, that is, time series models with both process error and measurement error. The Kalman filter has been used in fisheries stock assessment applications to estimate population-level properties such as biomass trends (Schnute, 1991; Pella, 1993; Kimura et al., 1996) , and in modeling exercises to evaluate management policies (Collie and Walters, 1991) . The use of the Kalman filter in a model of fishing behavior implies a similarity between the estimation that fishermen do constantly at local scales and the population-wide assessments done by fisheries management agencies.
Factory trawlers and Pacific hake US factory trawlers are a recent and influential component of the fishing fleet off the west coast of North America. During 1991-1995, an average of 14 factory trawlers participated in the Pacific hake (Merluccius productus, also called Pacific whiting) fishery each year. These are large vessels (length 85-115 m), carry a crew of 70-100, and are capable of trips lasting several months. Between 50%-70% of the crew is engaged in surimi production. Several work shifts man the processing factory 24 h per day. Midwater trawls (mean trawl opening 90 55 m) are used exclusively for Pacific hake. Prior to 1997, the fishery operated as a ''derby'' fishery, in which all vessels competed for the fleet-wide quota. In 1997, factory trawler companies participating in the Pacific hake fishery formed a fishing cooperative to allocate harvest between vessels and reduce the competitive and inefficient ''race for fish.'' Pacific hake form aggregations of sufficient density to support fishing activity along the continental shelf break from northern California to Vancouver Island. This affinity for the shelf break habitat results in a region of potential fishing activity that is much narrower in its east-west dimension than its north-south dimension. The north-south range of fishing is 750 km, while the fishery is conducted in an area that is 10-30 km wide, over bottom depths ranging from 150-600 m. Interspersed regions of high and low density extend along the entire coast. Certain features along the shelf break tend to support higher densities of Pacific hake (e.g. Heceta Bank off central Oregon, Willapa-Guide Canyons off southwest Washington, and Juan de Fuca Canyon off Cape Flattery). In general, though, areas of high hake density are not persistent features, and so will have to be detected by the vessel before they can be exploited. From the perspective of the fisherman, then, the key spatial characteristics of the hake population are (1) a narrow elongated region of potential occurrence, and (2) transient fishable aggregations of 15-30 km in size that can be fished multiple times.
Materials and methods
The general structure of the model follows a conceptual model of intra-seasonal decision-making for an individual factory trawler adapted from Lane (1989) . (From a modelling perspective, it is reasonable to view the fishing vessel as a single agent -though it is, of course, a complex machine operated by a crew). The conceptual model describes two linked cycles. One cycle describes the events taking place onboard the fishing vessel; the other cycle describes the events taking place in the environment -the local population dynamics of the prey species. The two cycles are linked by the act of fishing. On the vessel, the sequence of events consist of (1) processing information about the environment into a form suitable for decision-making; (2) making a decision about the activity in the next time step; (3) acting on the decision; that is, fishing, not fishing, searching, or transiting; (4) incurring revenues and costs; and, finally, (5) updating the vessel state to the start of the next step. The environmental cycle consists of the spatially explicit population dynamics of the prey population, and potentially could include such processes as mortality due to fishing and natural causes, recruitment, diffusion, and aggregation. In the model developed in this paper, an empirical approach is taken in which the local population dynamics are modeled as a first-order autoregressive process, rather than modeling each biological process explicitly.
Modeling the dynamics of fish density
The Pacific hake fishery in the US management zone is conducted from 42 N to 48.5 N lat. A prohibition of at-sea processing south of 42 N establishes the southern limit of this region, whilst the northern limit is the border between the US and the Canadian management zones. This region of potential fishing activity was modeled as a linear habitat divided into 25 contiguous areas, each spanning 30 km in the north-south direction. Spatial analyses of acoustic survey data suggest that the spatial correlation of Pacific hake does not extend further than about 30 km (Dorn, 1997) . Consequently, mean fish density in each area was modeled independently.
The density of hake in each area was modeled as a first-order autoregressive process, X t = t 1 + t where X t is the mean density of hake (kg ha 1 at time step t (time is incremented in steps of 15 min duration), and t is a gamma random variate with mean and variance 2 . The gamma distribution was used for the probability model because acoustic survey data suggested that a gamma distribution was reasonable. Since the model considers only the foraging behavior of a single vessel, it is reasonable to assume to a first approximation that fishing does not affect the density of fish in an area.
The autoregressive coefficient, , used to simulate local population dynamics was estimated using at-sea fishery catch rates during 1991 -1995 (Dorn, 1997 . Standardized catch rate residuals were obtained by fitting a generalized additive model (GAM) to fishery catch rates using time of day and vessel as predictor variables (Dorn, 1997) . The lag correlogram (Rossi et al., 1992) of the catch rate residuals was estimated using pairs of hauls separated by less than 30 km, where the elapsed time between the pairs was calculated as the difference in retrieval times recorded for the two hauls. For a first-order autoregressive process, the autocorrelation function is t = t (Diggle, 1990) . The model t = 0 t was fitted to the lagged correlations using non-linear least squares, where time t is measured in 15 min units, and 0 is the nuisance parameter that specifies the correlation in the catch rate residuals at t=0 ( 0 is not equal to 1.0 because of observation error). Estimates of 0 =0.14 and =0.989 were obtained.
The inferences from fishery catch rates to the temporal persistence of hake densities at small spatial scales are somewhat indirect; however, no other source of information is available. The correlogram is still quite irregular even though the amount of data used to estimate the lagged correlations is large (number of pairs=175 000) (Figure 1 ). The fitted model is reasonable as a first-order approximation, and indicates that positive correlations decline to near zero after 3-4 d (300-400 15 min units). There is a small negative correlation at lags greater than 4 d, which is consistent with local depletion of higher fish densities.
To obtain the mean and the variance of the random innovations in the local population dynamics, acoustic data collected during Alaska Fisheries Science Center (AFSC) resource assessment surveys aboard the NOAA ship ''Miller Freeman'' in July-September of 1992 and 1995 (Dorn et al., 1994; Wilson and Guttormsen, 1997) hake were used. Hake surface densities (i.e. integrated over the vertical dimension) for 1 nmi transect segments within the latitudinal bounds of 42 -48.5 N and depth ranges of 150-600 m were used to limit the analysis to the region where the fishery typically operates. The acoustic surface densities were averaged by 30 km latitudinal blocks. The mean and variance for t was obtained from the mean and variance of 30 km block averages by the relations =s (1 ), and 2 =Var(s i ) (1 2 ), where s i is the mean surface density in area i (Diggle, 1990) . Quantile-quantile plots indicated that the gamma distribution was a reasonable probability model for these data. Implicit in this procedure is the assumption that the ''snapshot'' of spatial variability obtained from the AFSC acoustic survey approximates the temporal variability of density within a single area. Estimates of s =292.3 kg ha 1 with a CV of 0.780 were obtained. Because of the skewness of the gamma distribution and the high autocorrelation in the time series, the simulated time series of mean hake density within an area tends to show sharp increases followed by relatively slow declines.
Vessel state dynamics
When conducting fishing operations within an area, the vessel followed the internal state dynamics of the Markov decision process (MDP) model in Dorn (1998) .
The model was configured to increment time in 15 min steps, giving the model sufficient resolution to capture the pattern of net setting, fishing, and net retrieval that make up the daily schedule on a factory trawler. The internal state of the fishing vessel was measured by (1) the weight of unprocessed fish in holding bins, (2) the weight of fish currently in the net, and (3) the current activity of the vessel. The internal state variables are assumed to be observable at each time step, implying that fish bins can be monitored periodically, and that the vessel can monitor the catch already in the net whilst trawling. This assumption is reasonable because net telemetry on a factory trawler typically includes headrope-mounted side-scan sonar, used to detect fish entering the net, and net tension indicators that trigger as the net fills with fish.
The full cycle of setting the net, fishing, and retrieving the net is modeled (Figure 2 ). The catch is emptied into bins 45 min after the decision to stop fishing, and fish begin entering the net 15 min following the decision to start fishing. In each time step, the weight of fish in the bins decreases by the quantity processed by the factory (4.0 t). While the vessel is fishing, the weight of fish in the net increases by a catch increment drawn from a nonnegative probability distribution. The reward per time step is the value of surimi and fish meal produced during that time step, minus costs incurred during that time step (Table 1) . The cost per time step depends on the activity of the vessel, with different costs whilst fishing, whilst not fishing, and whilst the vessel is setting or retrieving the net. 
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At this level of detail, decision-making entails deciding when to start trawling based on the amount of fish remaining in the bins, and deciding when to stop trawling based on the amount of fish in the net and the bins. In this paper, a simple ''rule of thumb'' strategy was modeled, consisting of a bin and catch threshold strategy. A bin-and-catch threshold strategy is the following: start fishing when the weight of fish in holding bins drops below r tons, and stop fishing when the weight of fish in the net exceeds p tons. Dorn (1998) showed that a large fraction of potential yield could be obtained using this strategy across a range of mean catch rates. Comparisons in Dorn (1998) between simulated data from a vessel following a bin and catch threshold strategy and observer data from factory trawlers showed similar patterns. [See Dorn (1998) 
Fishing
The catch per time step is a random variable, y t , with expected value equal to the mean density in an area times a catchability coefficient that converts hake density in kilograms per hectare to a random catch increment in tons per 15 min time step,
Catchability is a function of the width of the net opening, trawling speed, and the proportion of fish in the water column that are captured by the net. Of these three components, the first two can be obtained from observer records, whilst the third requires some guesswork. Average towing speed in the hake fishery is 4.0 knots, and the average net opening is 90 m, so that a trawl filters 16.7 ha of surface area in 15 min. As a first approximation, it seems reasonable to assume that a midwater trawl captures all the fish in the water column, resulting in the estimate q=0.0167, so that a mean hake density of 292.3 kg ha 1 would result in an expected catch of 4.9 t in 15 min (19.6 t h 1 ). Random catch increments were modeled with a -distribution, which specifies the probability of a zero catch in a time step and models the non-zero values with a log-normal distribution (Pennington, 1983) . A similar approach was used by Gillis et al. (1995b) to model the distribution of potential catches. The coefficient of variation (CV) and probability of a zero catch were obtained by calculating these statistics for the hake density by 1 nmi acoustic survey transects segments (approximately equal to 15 min of trawling) within the 30-km blocks described above. Since fishing is not random within the area where the fishery operates, this approach may misrepresent the distribution of potential catch increments. However, out of the limited alternatives available, this method was considered to be the most reliable. With this procedure, the CV was estimated as 1.165, and probability of a zero catch as 0.114. An evaluation of the relationship between the CV, the probability of a zero catch, and mean density for a 30-km block revealed no obvious trends. Consequently, during a simulation run, the expected catch rate was generated from the stochastic population dynamics model, while the CV and the probability of a zero catch were assumed to remain constant at the above values. For the -distribution, holding the CV and the probability of a zero catch constant maintains the shape (i.e. the skewness) of the distribution as the mean changes. Conversion formulas in Pennington (1983) were used to obtain the mean and standard deviation of the log-normal distribution for the non-zero part of the distribution.
Transit and search
After the completion of each haul back the vessel has the ability to exit the fine-scale pattern of conducting fishing operations, transit to a new area, and search the new area (Figure 2 ). Decisions can be made at two points in this transit and search cycle. The first decision point occurs whenever the net is brought on board, when the vessel decides whether to remain in the same area or transit to a new area. The second decision point occurs after having searched a new area, when the vessel decides whether to start fishing in that area, or move on to the next area.
Since the spatial structure of the model consists of a linear habitat divided into areas with independent local population dynamics, the obvious movement strategy is simply to move to the adjacent area. The factory trawler fleet is based in Seattle, Washington, inshore of the north end of the linear habitat, so the simulation model starts the vessel in the northernmost area. If the vessel decides to leave that area, it moves to adjacent area to the south, and searches that area. Then the vessel decides whether to fish in that area, or move to the next area to the south, and so forth. This pattern of movement is consistent with what is observed during the course of fishery, since most vessels start in the north and progress to south during the fishery. If the vessel reaches the southernmost area, it then switches directions and works its way back north. Transiting between adjacent areas is assumed to require 1 h (four time steps).
It is not obvious a priori how much time a vessel should spend searching before deciding whether to fish in an area. Consequently, time spent searching is considered a control variable, and is evaluated simulation runs. For each time step searching an area, an index of abundance is obtained with same mean and probability distribution as fishing, but with a smaller CV to model the increased rate that information becomes available during searching. Searching for Pacific hake aggregations is usually accomplished by running a search pattern over potential trawling grounds and examining the echograms obtained from the echosounder. Since running speed is approximately three times trawling speed, searching is assumed to yield an index of abundance equal to √1/3 the CV of the catch rate while fishing.
Maps, updating procedures, and movement decision rules
The prey distribution map is a model for the dynamic mental image which fishermen use to track fluctuations in their catch rates, and is a process that is distinct from the model for the local population dynamics already described. The procedure for updating local abundance estimates is based on the Kalman filter (Harvey, 1990) , a recursive procedure for estimating the state of the environment at time t, based on the information available up to time t 1.
A map is a time-series vector of predicted catch rates, x t , where the ith element of the vector is the predicted catch rate in area i at time step t. To use the Kalman filter, the equations for the local population dynamics and fishing/searching must be re-cast as a state-space model. The following equations describe the state transition equation and the observation equation for a state-space model of the catch rate in a single area. Under the assumption that the state transitions are independent in each area, the Kalman filter can be applied to each area independently using observations from fishing and searching in that area. Let x t be the mean catch rate in an area, and y t be an observed catch rate obtained either by fishing or by searching. The state transition and observation equations are: Note also that the catchability coefficient has been dropped from the observation equation because the fisherman will be interested in estimating the catch rate in an area and not fish density. There are two steps to the Kalman filter, a prediction step and an updating step. Hats (ˆ) are used to indicate predicted values, while primes ( ) indicate updated values for the state and its variance, P t . The prediction step runs the process forward one step based on the state transition equation:
The updating step is a weighted average of the prediction and the new observation, with weights equal to the inverse of their respective variances:
These equations describe a situation where new information is available for that time step. Since the vessel can occupy only one area in a given time step, for all other areas the projections must be made without new information. In such cases, the updating step is omitted. Without new information, the predicted catch rate gradually reverts to the unconditional mean catch rate, /(1 ), while the variance increases to the unconditional variance, 2 /(1 2 ) (Diggle, 1990) . Do fishermen use a Kalman filter to catch fish? Although the mathematics of the Kalman filter would be difficult for non-scientists to appreciate, updating is an intuitive process of modifying a previous abundance estimate based on new information. Fishermen may update estimates of local abundance using relatively ad hoc procedures, but it is difficult to see how they can avoid making estimates and updating them with new information. The net revenue earned by the vessel would likely be affected by the method used to update abundance estimates. Since the Kalman filter has optimal properties as an estimator, the decision-making behavior of fishermen may take on these optimal charactersitics as they become more knowledgeable about local population dynamics and variability in catch rates.
To correctly use the Kalman filter, a fisherman will need to ''know'' the following parameters: the autocorrelation coefficient, , the transition and observation variances, 2 and 2 t , and the mean catch rate, E(x t )= / (1 ). He must also initialize the filter with estimates of x 0 and P 0 for each area. For the analysis presented in this paper, the Kalman filter was initialized with the unconditional mean and variance, and the filtering parameters used are the correct values based on the population dynamics model. Although the Kalman filter can be used to derive likelihood equations to estimate these parameters, such refinements fall outside the simulation modeling emphasis of this paper. Experienced fishermen would have an intuitive sense of many of these quantities, since they describe fundamental characteristics of fishing experience.
The importance of using the correct parameter values in the filtering equations was assessed experimentally by ''de-calibrating'' the filter and evaluating the effect on net revenue. The transition variance assumed by the fisherman was changed whilst keeping the value of fishing/search variance constant at the ''correct'' value; that is, the value used to simulate the process. Since the ratio of transition variance to observation variance determines the relative weight given to the projection based on previous observations and the new observation in the Kalman filter updating equation, increasing the transition variance by a factor of ten is equivalent to decreasing the observation variance by one-tenth. Although other Kalman filter parameters could also be evaluated in this way, the ratio of transition variance to fishing variance was considered to be the most important aspect of filtering for the foraging environment encountered by fishermen in the Pacific hake fishery. The hake population is characterized by rapid temporal changes in abundance at local spatial scales, and the absence of persistent regions of high density. Other Kalman filter parameters may be more important in other fisheries, such as the priors for the Kalman filter in fisheries for sessile organisms.
At the two points in the transit and search cycle where decisions are made, the vessel will have available a predicted catch rate of hake in the area from the Kalman filter, based on information about local abundance gained from fishing and seaching. The control rule for these decisions is the following: if the abundance estimate is above a threshold value, the vessel stays and continues to fish within the same area. If the abundance estimate is lower than the threshold, the vessel leaves. The same criterion is used to decide whether to start fishing in an area after searching produces an index of abundance. The use of a threshold value for the decision to leave an area has considerable theoretical justification, including the marginal value theorem (Charnov, 1976) , and other models of animal foraging in more realistic environments Dacorogna, 1985, 1988) .
A complete listing of the parameters used to configure the simulation model is given in Table 1 .
Results
Primary model behavior To demonstrate basic model behavior, the time paths of state variables were obtained for a simulation run where the vessel was restricted to fish within a single area. The time paths for the variables tracking the internal state of the vessel during a three-day period are shown in Figure  3 . During the three-day period, the fish density (expressed as an expected catch rate) begins at relatively low levels, increases sharply due to a large value for the simulated random innovation in the state transition equation, and then gradually declines to low levels again. In general, the state variables indicating the weight of fish in holding bins and the net show fairly realistic behavior over time. When the fish density is low, the vessel spends nearly all its time actively fishing, while during the period when fish density is high, the vessel becomes inactive between hauls until the bin level drops below 100 t. Then, as fish density decreases, it becomes increasingly difficult to keep the amount of fish in bins above 100 t, and the vessel must start fishing immediately after retrieving a haul.
The non-spatial model was also used to demonstrate how different assumptions for the transition variance affect the Kalman filter predictions of mean fish density. When high transition variance is assumed, predicted fish density is extremely variable; when low transition variance is assumed, predicted fish density deviates only slightly from the long-term mean fish density (Figure 3 ). These differences correspond to well-known personality traits, contrasting the individual who stubbornly clings to prior beliefs in the face of conflicting evidence (low transition variance), with the individual who continually changes opinions based on the latest trends (high transition variance).
Optimal decision rules for a spatial model
To identify the combination of parameter values where daily net revenue is maximized, a numerical search was conducted over the three decision parameters governing vessel movement: (1) the catch rate threshold (as estimated by the Kalman filter) for leaving an area (CRTH), (2) the multiplier for Kalman filter transition variance (KMULT), and (3) the number of steps to search a new area (SRCHSTEP). CRTH was varied from four to 40 t h 1 in increments of two, SRCHSTEP was varied from zero steps to five steps in increments of one, and KMULT was varied from e 5 to e 5 in even increments on a log scale. For each set of parameter values, 500 replicate simulations were conducted, sufficient to obtain stable estimates of the mean properties of the replicates for that parameter set. Each replicate simulation continued for 21 days (2016 time steps of 15 min), the approximate duration of a Pacific hake opening. The results from the replicate simulations were averaged. To assess how the optimum parameter values were affected by changes in mean density, this analysis was conducted for a baseline mean fish density (expected catch rate= 19.6 t h 1 ), and for a mean fish density 50% higher (expected catch rate=29.4 t h 1 ). For this analysis, the correct values for the other Kalman filter parameters at each mean fish density were assumed to be ''known'' by the fisherman. Since catchability and mean fish density are confounded, comparing different mean fish densities For the baseline fish density, the optimal combination of parameter values was to use a catch rate threshold of 18.0 t h 1 (CRTH=18.0 t h 1 ), and to search for a single time step (SRCHSTEP=1.0). The Kalman filter transition variance which resulted in the maximum net revenue was the correct value (i.e. KMULT=1.0). When the fish density was increased by 50%, the optimum values for SRCHSTEP and KMULT remain the same, but the catch rate threshold increases to 24.0 t h 1 , suggesting that the optimum controls in the model for searching and information processing are independent of mean fish density.
After locating the general region of the parameter space where mean daily net revenue was maximized, interactions between parameter values were assessed by generating contour plots with one parameter value held constant at its optimum value, and then varying the other two parameters across a range of values. The net revenue surface tended to be flat in the neighborhood of the maximum, indicating that alternate parameter combinations would yield nearly as much net revenue as the optimal combination (Figure 4) . It was possible to identify a strategy with KMULT<1 and a high catch rate threshold as a poor strategy because the vessel is always seeking high densities, but never believes the information that indicates a high density aggregation has been encountered. The converse strategy, with KMULT>1 and a low catch rate threshold, does not substantially reduce net revenue, and consists of a strategy of being overly credulous about information received from searching and fishing, but not acting on the information until it indicates that fish density is very low. Vessels have more flexibility to spend longer periods of time searching (SRCHSTEP>1), and to be overly credulous (KMULT>1) without net revenue being substantially reduced than the reverse (i.e. SRCHSTEP=0, KMULT<1). The effect of changing mean fish density on fishing strategies was explored further by doing a numerical search for the best catch rate threshold for a full range of fish densities, with both the search time and the Kalman filter transition variance multiplier held constant (SRCHSTEP=1, KMULT=1). At low fish densities, there is a relatively sharp maximum in net revenue as a function of the catch rate threshold. As mean density increases, net revenue becomes positive over a wider range of thresholds, and the slope near the maximum becomes flatter, indicating that the choice of catch rate threshold is less critical at high fish densities ( Figure 5 ). The optimum catch rate threshold is close to mean fish density at low fish densities. As mean fish density increases, the optimum catch rate threshold does not increase proportionately, so that at higher fish densities the optimum catch rate threshold is lower than the mean fish density (Figure 6 ).
The major results of these simulation runs can be summarized as follows: (1) Searching before fishing an area is advantageous, however relatively short search times produce higher net revenue than longer search times; (2) The Kalman filter performs best when the transition variance is specified correctly, though the net revenue is fairly insensitive to different assumptions of transition variance over a fairly broad range; (3) At low fish densities, the optimum catch rate threshold for moving to a new area is close to mean fish density; however as fish density increases, the optimum catch rate threshold is lower than the mean fish density.
Relationship between fish density and cpue Two common methods of estimating cpue abundance indices from fishery data are (Richards and Schnute, 1992) :
(1) Mean of the cpue for individual hauls: (catch i / duration i )/n (2) Ratio estimator: catch i / duration Simulated abundance indices were estimated using these two methods across a range of fish densities (2.0-80.0 t h 1 expected catch rate) by averaging the results of 500 replicate runs of 21 days for each fish density. Two movement strategies were evaluated: (1) an adaptive threshold catch rate for movement to a new area that adjusts to changes in mean fish density as shown in Figure 6 , and (2) a constant threshold catch rate (18.0 t h 1 ) for movement to a new area. These strategies were compared because fishermen will not know mean fish density prior to fishing, and since the optimum threshold is linked mean fish density, they would have make any adjustments to their threshold catch rate based on information obtained while fishing. The two strategies were considered to span the range of potential responses to changes in mean fish density.
For each movement strategy, the haul average (cpue estimator 1) was higher than the ratio estimator (cpue estimator 2) at all fish densities, but the relationship between fish density and the abundance index were 247 Fishing behavior of factory trawlers similar for both estimators (Figure 7 ). Since the vessel retrieves a net only when the weight of fish in the net exceeds 50 t, tows with high catch rates tend to be of shorter duration than those with low catch rates. When a simple average is calculated, the shorter tows are given equal weight as the longer tows, and thus average tends to be higher than the ratio estimate. All of these abundance indices are non-linear close to the origin, indicating that assumption of proportionality between the index and stock abundance would lead to erroneous conclusions about stock status at low abundance. The abundance indices for an adaptive catch rate threshold strategy tend to be fairly linear throughout the range of fish density, while the abundance indices for constant catch rate threshold are highly non-linear at low fish density.
Discussion
Recent research on simulation and optimization models of fishing behavior (Mangel, 1988; Butterworth, 1988; Lane, 1989; Gillis et al., 1995a,b) share with this paper an emphasis on modeling the behavior of individual fishing vessels. This emphasis reflects the growing recognition that the classical approach of treating fishing effort as an aggregate of uniform units (i.e. vesseldays) (as in Caddy, 1975; Hilborn and Walters, 1987; Anganuzzi, 1995) is an incomplete characterization that may leave out important properties. This paper and the others cited above promote the view that fishing is, fundamentally, a decision process based on uncertain information about a stochastic environment. Statedependent decision-making and information processing, consequently, are central to understanding fishing behavior, and ultimately the impact of fishing on exploited populations.
The most significant benefit of the individual-based approach is the ability to more accurately model actual fishing experience. This capability has proven useful in evaluating the effect of regulatory actions on fishing behavior (Gillis et al., 1995a; Dorn, 1998) . As fisheries management moves beyond the unit-stock paradigm and begins to address such issues as the design of marine protected areas and the broader ecosystem impacts of fishing, the ability to construct models at a variety of spatio-temporal scales will become increasingly important. At the same time, individual based models are an important tool for testing general ecological principles (Grimm, 1999) . For example, the ideal free distribution (Fretwell and Lucas, 1970 ), a theoretical model of predator distribution, has been used extensively to investigate how fleets of fishing vessels distribute their effort between areas (Hilborn and Ledbetter, 1979; Abrahams and Healey, 1990; Gillis et al., 1993) . The ideal free distribution is derived from equilibrium assumptions and assumes perfect knowledge of the prey field. An individual-based approach where these assumptions are relaxed can help interepret discrepancies from the theoretical model (Bernstein et al., 1988) .
Although the state-dependent nature of decisionmaking is a key element of the simulation model in this paper, this aspect of decision-making has not been treated in a systematic way by previous researchers. Stochastic dynamic programming (SDP) models, which explicitly address the state-dependent aspects of decision-making, have been applied to simplified fishery problems to obtain optimum decision rules (Lane, 1989; Gillis et al., 1995a Gillis et al., , 1995b . Although SDP models are a general approach to decision-making in stochastic dynamic systems, these models quickly become unwieldly for realistic systems, greatly increasing the difficulty of obtaining and interpreting solutions (Walters, 1986) . Furthermore, as demonstrated by this paper and Dorn (1998) , additional insight can be gained by studying how profitability is affected when decision rules deviate from the optimal controls, an approach that requires the use of simulation techniques.
Because of the simple spatial structure of the model and uncertainty in the parameter values used to configure the model, the combination of decision parameters that maximizes net revenue should be viewed as a fairly provisional indication of an optimal strategy for a factory trawler in the actual hake fishery. The most important results of the simulation runs are the non-monotonic relationship between each decision parameter and net revenue and the existence of a well-defined maximum. This plausible model behavior suggests that the decision-making and information processing aspects of the model are important elements of fishing behavior. The nearly one-to-one relationship between the optimum catch rate threshold for moving to a new area (CRTH) and mean fish density suggests that the marginal value theorem (Charnov, 1976 ) is relatively robust. The lower catch rate threshold at high fish densities may be due to the functional response of a factory trawler since net revenue is constrained by processing capacity at higher fish densities. In the simulation model, local prey density is stochastic, autocorrelated, and not known with certainty. Since the unconditional mean catch rate is the same in each area, moving to another area is advantageous only because of the autocorrelation in catch rates. These results suggest that autocorrelation in catch rates (regardless of the mechanism which produces the autocorrelation) is the fundamental problem that is addressed by a movement strategy.
A statistical analysis using generalized additive models (GAM) in Dorn (1997) supports the use of a threshold catch rate similar to mean fish density as the basis for the decision to leave an area. Dorn (1997) used observer data from factory trawlers to compare movement decisions with deviations from expected catch rates and other covariates associated with local fish abundance. Results indicated that there is a low probability that a vessel will leave a foraging area when its catch rate is higher than its expected catch rate, but that probability of moving increases sharply when catch rate residuals become negative. Dorn (1997) also found an exponentially-weighted average of previous catch rates was a better predicator of movement than the catch rate of the most recent haul, suggesting that a process to similar to the Kalman filter is being used. However, decisions to leave an area appeared to be based on fairly short time frames, such that information from only the most recent one or two hauls is used.
Since a vessel will move to another area only because its catch rate within an area has declined, moving between areas is a critical time for a fishing vessel. The vessel may have already run out of fish in the holding bins to process, or be in danger of doing so. The simulation result that the vessel should search a new area only for a single time step before deciding whether to start fishing should be viewed in this context. Of course, the longer that a vessel searches the more precise its estimate of the catch rate will be. However, the benefit of this increased precision has to be weighed against the higher probability of running out of fish to process and thus lowering net revenue.
The model prediction that vessels should conduct only short searches within a foraging area before deciding whether to begin fishing or move to another area could potentially be tested with suitable data. Unfortunately, searching behavior is not recorded in observer and logbook databases. Research into fishing behavior may be able to tap into the rapidly developing information technologies that are transforming the practice of fishing. Most modern fishing vessels are equipped with global positioning systems (GPS) and microcomputers running navigation and plotting software that give vessel operators the ability to plot fine-scale trawl trajectories over bathymetry and real-time environmental data. The usefulness of these new information sources to monitor population trends and to study the fine-scale distribution patterns of target species has not yet been evaluated. For example, new developments in acoustic/GPS recording systems (Melvin et al., 1998) may make it possible to record continuous-time measurements of acoustic backscatter intensity and vessel location on factory trawlers in the Pacific hake fishery. These data could be integrated with the observer database and the vessel logbooks so that it would be possible to identify trawl starting and ending locations. The complete data set could be used to characterize searching behavior and decision-making in relation to acoustic backscatter intensity. However, issues such as mass data storage, transducer calibration, and acoustic backscatter identification will need to be addressed before acoustic/GPS systems recording systems can be successfully deployed on factory trawlers.
Development of realistic foraging models is also hampered by a lack of information on fine-scale spatial structure in fish populations. Acoustic survey methods are a good approach for this research because of their high sampling rates, which make it possible to study fish distribution patterns over a range of spatial scales (both vertical and horizontal). However, standard survey designs using parallel, evenly spaced, transects can make it difficult to study fine-scale pattern. Closer spaced transects at different orientations are needed. In this paper, the spatial model was constructed of contiguous 30-km patches, and included probability models to describe the dynamics of fish density in those patches. Mesoscale aspects of the environment were the focus of the spatial model and several important features were incorporated, including temporal variation in fish density, autocorrelation in fish density, and an additional probability model for sampling error (fishing and searching). Data from Pacific hake acoustic surveys and the fishery are barely adequate to parameterize these probability models, and there is considerable room for improvement if additional data on hake spatial pattern can be obtained. However, a sensitivity analysis compared model results for different fish densities, and indicated that the results are reasonably robust.
The major methodological innovation of the simulation model is the use of the Kalman filter to model the fisherman's view of environment as a dynamic map of estimates of local abundance. To my knowledge, a virtual fisherman has never before been equipped with a Kalman filter. Mangel and Clark (1983) consider a situation where fishermen use Bayesian updating, but their model assumes that mean fish abundance within an area has no temporal variability. Lane (1989) develops a Bayesian procedure for updating information in a dynamic system in a general model of salmon migration and fishing behavior. Although the stochastic dynamic programming model in Lane (1989) uses a discretized state vector, state transition probabilities, and discrete observation probabilities, the process of updating indices of abundance in a dynamic system are comparable to the Kalman filter. The Kalman filter represents an advance over these treatments because it provides a comprehensive approach to the estimation of environmental properties (such as local mean fish density) that are both uncertain and changing. Kalman filter recognizes the presence of both transition error (temporal variability in mean fish density) and observation error (variability in catch rate and search observations); it is objective statistical procedure for combining current and prior information; and it correctly models the increase in uncertainty and gradual reversion to the unconditional mean fish density that occurs in the absence of observations.
However, since the probability distributions for the fish density dynamics and the observations (fishing and searching) are not Gaussian, not all of the optimal characteristics of the Kalman filter will apply to the filtering problem considered here. Harvey (1990) notes that in the non-Gaussian case there is no assurance that the Kalman filter will give the conditional mean of the state vector; however, the Kalman filter is still optimal in the sense that it is the minimum mean square error estimator among linear estimators. The interest in the Kalman filter in this paper stems from the need for a simple updating procedure to evaluate as a general strategy for information processing by the vessel. It is possible that relatively small declines in net revenue for KMULT>1 (high transition variance, or, equivalently, low observation variance) could be due to the skewness of the probability distributions for the local population dynamics and the fishing process.
The Kalman filter is used in this paper to model the local aspects of uncertainty and information processing. Since the overall mean fish density and the Kalman filter parameters are assumed to be known by the fisherman, the problem of global uncertainty was not explicitly addressed. For example, although the consequences of incorrectly specifying the transition variance were evaluated, the problem of how to estimate the transition variance was not considered. A more significant limitation may be that the fisherman was assumed to know the overall mean density. Knowing the mean is important because the optimum catch rate threshold is strongly related to the mean density, and because the mean is used in the Kalman filter prediction equations. An estimate based on fishing experience during the previous year may provide a sufficiently accurate overall means for local decision-making. A procedure for estimating the overall mean could be developed using the Kalman filter. Alternatively, information processing algorithms that do not require as much knowledge to implement could be tested. For example, experimentation with a Kalman filter for a random walk with measurement error (which does not require an estimate of the overall mean density) gave similar results as the Kalman filter derived from the population dynamics model.
The objective of the simulation model was to examine the primary processes using a relatively simple model for a single vessel. Consequently, no attempt was made to model interactions between vessels. It is recognized that information transfer between vessels may influence decision-making. The information processing framework of the Kalman filter can easily be generalized to include the inferences about local fish densities from the observed distribution of other vessels and reports of less than complete reliability from other fishermen. However, adding information exchange between vessels would increase the complexity of the model and its analysis, and would require a degree of speculation about how information transfer takes place that is difficult to justify at the current state of knowledge. Furthermore, the effect of fishing on the population dynamics within an area cannot be ignored in a model of the entire fishery. Despite some intriguing experimentation with a model of interacting vessels by Allen and McGlade (1986) , simulating an entire fishery is mostly unexplored territory for the individual-based modeling approach. Mangel (1988) proposes that an index of abundance should have the following characteristics: (1) consistency, such that changes in the index will always be in the same direction as changes in population abundance; (2) linearity, such that the relationship between the index and population abundance is linear with a zero intercept; and (3) low variability. The conventional cpue indices calculated from the simulated factory trawler data satisfy the first criterion, but not the second since some non-linearity is present in both indices. The third criterion was not addressed in this study, since this would require modeling the entire fishery from which the cpue data was collected. Because information exchange between vessels would tend to increase the correlation between their respective catch rates, the variability of an abundance index from a fleet of interacting vessels may be higher than if each vessel fished independently.
The simulation results suggest that standard cpue indicates calculated from factory trawler catch and effort data should not be used directly as an index of abundance for stock assessment. Without a better understanding of how targeting on small-scale aggregations affects catch statistics, it would be premature to make recommendations about alternatives to the standard cpue indices. One possibility would be to use simulation modeling to obtain the general form of the relationship between the index and population abundance (which need not be linear), and then estimate the parameters of that relationship while fitting stock assessment models.
Simulation results also suggested that the general properties of an abundance index will depend on the fishing strategy of the vessels involved. For example, the severity of the non-linearity between the cpue index and fish density will depend on whether vessels adjust their catch rate thresholds in response to changes in abundance. Statistical analyses of cpue data typically treat fishing effort as a random variable (Richards and Schnute, 1992) . When fishing is considered an activity in which decision making plays a central role, effort should be regarded as a control variable. In the simulation model, where a catch threshold is used for deciding when to retrieve the net, the variance in catch rates is converted into variance in haul durations, while the total catch per haul is relatively contant. Cpue data should be considered a censored sample of the distribution of potential catch rates. Censoring occurs at least two levels in the model: (1) on the level of a fine-scale decisionmaking in deciding when to retrieve a haul; and (2) in the choice of an area in which to conduct fishing operations. The nature of censoring will depend on the fishing strategy of the vessel; that is, the set of decision rules that govern its behavior.
