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Abstract 
 
The problem of blind source separation (BSS) refers to recovering original audio 
signals, called source signals, from the mixed signals, called convolutive mixtures or 
observation signals, in a reverberant environment. The mixture is a function of a 
sequence of original speech signals mixed in a reverberant room or ambient. The 
objective is to separate mixed signals to obtain the original signals without degradation 
and without prior information of the features of the sources, such as the locations, the 
spectral nature or the mixing method. The strategy used to achieve this objective is to use 
multiband schemes. Multiband schemes work at a lower sampling rate, have less 
computational cost and a quicker convergence than the full-band approach. Our 
motivation is the competitive results of unequal-passbands scheme applications, in terms 
of the convergence speed and computational complexity. The objective of this research is 
to improve unequal-passbands schemes by improving the speed of convergence and 
reducing the computational cost. The first proposed work is a novel maximally decimated 
unequal-passbands scheme. This scheme is applied to system identification. This scheme 
uses an arbitrary number of bands; multiple bands make it work at a reduced sampling 
rate, and low computational cost. An adaptation approach is derived with a normalised 
adaptation step that improved the convergence speed.). The performance of the proposed 
scheme was measured in different ways. First, the mean square errors of various bands 
are measured and the results are compared to a maximally decimated equal-passbands 
scheme, which is currently the best performing method. The results show that the 
proposed scheme has a faster convergence rate than the maximally decimated equal-
passbands scheme. Second, when the scheme is tested for white and coloured inputs 
using a low number of bands, it does not yield good results; but when the number of 
bands is increased, the speed of convergence is enhanced. Third, the scheme is tested for 
quick changes in the system identification. It is shown that the performance of the 
iii 
 
proposed scheme is similar to that of the equal-passbands scheme. Fourth, the scheme is 
also tested in a stationary state for both colour and white signals. The experimental 
results confirm the theoretical work. The maximally decimated unequal-passbands 
scheme has a lower computation cost than maximally decimated equal-passbands scheme 
and is the best scheme for the system identification scenario, as is proven in the 
experiments. For more challenging scenarios, an unequal-passbands scheme with 
oversampled decimation is proposed for blind source separation application; the greater 
number of bands, the more efficient the separation. The superior performance of this 
scheme is proved by: first studying the simulation time and the signal-to-interference 
ratio of the novel normalisation. The results are compared to the currently best 
performing method. Second, an experimental comparison is made between the proposed 
multiband scheme and the conventional full-band scheme. The results show that the 
convergence speed and the signal-to-interference ratio of the proposed scheme are higher 
than that of the full-band scheme, and the computation cost is lower than that of the full-
band scheme. 
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 Chapter 1                                     
Introduction 
 
1.1 Background and Motivation   
The parameters of the adaptive filter are continuously adjusted by an adaptation 
algorithm, which aims to optimise some performance metrics. Typically, the definition of 
the criterion of performance requires a reference input, which is generally ignored, when 
constructing fixed filters.  
Fig. ‎1.1 presents a general framework for supervised adaptive filtering [1], where 
x(k) and y(k) are the input and output signals, respectively, and the reference signal is 
represented by 𝑟(k). The error signal   
      kykrke  , (1.1) 
is used in the structure of the objective function (also called performance or cost 
function) which is responsible for updating the adaptive filter coefficients 
(taps). Different schemes can affect the computational cost (number of mathematical 
operations per iteration).  
 
 
 
 
 
 
 
 
 
Adaptive 
Algorithm 
x(k) 
 (k) 
y(k) 
e(k) 
Digital Filter 
Structure 
(Adjustable 
Coefficients) 
Fig. 1.1 A Supervised Adaptive filter 
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In recent decades, several algorithms have been developed [1]. Examples of these 
algorithms are: (1) the conventional Least-Mean-Square (LMS) algorithm that has low 
computational cost, but its drawback is when the input signals are strongly correlated 
(coloured signals) (2) the normalised LMS (NLMS) algorithm, which offers a higher 
computational cost than the conventional LMS algorithm in the frequency domain (FD), 
for which high-order adaptive filters have reduced the computational cost and have fast 
convergence to colour signals in relation to the conventional LMS, and (3) Recursive-
Least-Square (RLS) algorithm, which has a high convergence speed, but a high 
computational cost and possible numerical instability. Fig. ‎1.2 shows the basic adaptive 
filter structure with multiple bands. Essentially, the input and desired signals are 
partitioned into L adjacent bands using an analysis filter bank, then in each band signal is 
subsampled and the LMS algorithm is applied using the error of each band to adapt its 
adaptive filter. From there, the signals are interpolated and combined by a synthesis filter 
bank, generating the error signal of the scheme e(k), with which the Mean Square Error 
(MSE) of the scheme will be calculated. In this case, the finite impulse response will be a 
composition of the non-trivial impulse responses of filters. This subsampling reduces the 
computational complexity. On the other hand, the reduction implies an improvement in 
the condition of the correlation matrix [1]. Another factor that contributes to the 
acceleration of the rate of convergence is the normalisation step of adapting the energy of 
each band signal input of the respective adaptive filter. 
The blind source separation is the second part of our work; the basic structure is 
illustrated in Fig. ‎1.3 [1]. This problem has been investigated in recent decades. The 
signal xm(k) is captured by M sensors (microphones) as a result of a linear convolutive 
mixture, see Section 1.2.2.3, of  N noise sources and Un(k) sound sources. The output 
signals that represent the estimates of the source signals are obtained without any 
knowledge of their positions, their spectral contents, and/or the mixing system; hence, 
why it was coined “blind source separation”.  
There are numerous applications of signal separation, such as audio systems [2], 
remote sensing [3], analysis of seismic signals [4], image enhancement [5] and digital 
communications [6].  
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A model of multiple inputs and multiple outputs is used with N inputs and M 
outputs, and each signal xm(k) represents the sum of sources convolved with the impulse 
responses from each set of N sources until the m-th microphone. This mixing system is 
modelled as FIR filters whose orders (typically a few thousand) depend on the 
reverberation time of the environment [7]. 
 
 
 
 
 
 
 
 
 
 
 
 
The adaptive learning algorithm can be the gradient descent type [1], but the 
objective function to be minimised takes into account the mutual information between the 
signals xm(k), so that the coefficients of the separation system are adapted so that the 
signals yr(k) become mutually independent and satisfy the estimates of the sources. 
The speech signals of multiple speakers in a room are mixed with other audio 
sources, such as music [8], and noises [9]. Different methods have proposed to separate 
the mixed signals for different applications, such as noise cancellation and speech 
processing for people with hearing difficulties [10]. Many researchers have suggested 
different statistical solutions for blind separation applications in audio signal processing 
and cognitive psychology [11]. 
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Fig. 1.2 An example of adaptive filtering using multiple bands. 
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Nowadays, speech recognition technology is desirable in speaker identification 
applications [12]. Though, the recognition worsens rapidly when many people talk at the 
same time or background noise is added to the speech signals (e.g., air-conditioning, 
engine noises of machinery, noise, etc.). This challenge motivates researchers to find a 
way to create new devices and methods that extract the original speech signals from the 
undesired signals. This scenario is often referred to as the “cocktail party problem” [13], 
which seeks to detect an individual speech among mixtures captured by microphones. 
The motivation for this study are good performing results, which showed that the 
UEPS has a superior performance over the EPS [14] for applications that need a huge 
number of parameters, such as system identification and convolutive mixtures BSS. 
 
1.2 Principle of Blind Source Separation 
The principle of BSS can be stated as follows: it is required to reconstruct the N 
sources signals that are received by M mixtures. The processing is then blind, i.e., it has 
no prior knowledge of the mixing system and the sources are unobservable. It is 
necessary to have an additional assumption; otherwise, the blind source separation 
appears as an unsolvable problem. This is why most of the BSS techniques assume that 
 
 
  
Sensors 
  ( )   ( ) 
       Mixing System 
U
n
k
n
o
w
n
 sy
stem
 
  ( )  ( ) 
Sources 
   Separation System 
  ( )   ( ) 
Outputs 
Adaptive Learning 
Algorithm 
Fig. 1.3 The basic structure of Blind Source Separation System 
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the sources are independent. Initially, it was modelled based on a single product, i.e., the 
sensors receive at each instant a linear combination of the source signals. Later, 
modelling close to reality was introduced. One of these models considers transmission 
channel as a system based on a filtering operation. In other words, the captured signals 
are linearly dependent on both the source and their delayed versions. The mixing system 
is said to be a linear convolutive system.  
Different approaches have offered different solutions to the BSS problem, some of 
them were stated above. One approach is to use the Independent Component Analysis 
(ICA) technique, formalized by Comon in [15].  
 
  Nature of the Mixture 1.2.1
The nature of the mixture represents the assumptions made about the acoustic 
environment in which recording is made. In particular, the recordings that occur in a 
natural environment are affected by multiple echoes that result in multiple directions for 
each source. If the recording is done in an anechoic room, where it can be assumed that 
there is no echo, however the distances from a source at each microphone are different, 
the signals of the sources do not arrive at the same time to the different microphones.  
 
  Mixture and Instantaneous Linear Model 1.2.2
 Instantaneous Mixture 1.2.2.1
This is the simplest case that is usually used for theoretical derivation as it neglects 
the reverberation time (RT) in the room. The source separation is a signal processing 
technique in which multiple sensors (microphones) are expressed as a sequence of a M-
dimensional observations x(t). It is modelled as  
      tntAutx   (1.2) 
The matrix A is of M×N dimension, and has the coefficients of the linear time 
invariant (LTI) mixing system. The variable u(t) is an N-source vector whose components 
6 
 
are independent for each t and n(t) represents any additive noise, and t = 1,. . . T, is the 
time. 
The assumptions are therefore very similar to those of the ICA. However, the 
existence of a possible time dependency between successive samples makes it possible to 
exploit the statistical independence between the source signals other than in a non-
Gaussian model. This description is difficult because there is no uniformly efficient 
algorithm for several reasons. First, there are many ways of expressing independence. If 
we choose to rely on a possible temporal (or spatial) structure of the observations as 
suggested by equation (1.2), it is possible to be satisfied with Gaussian models. We can 
then use the spectral diversity (or non-stationarity) of the observations through the 
formation of spectral covariance matrices. 
Finally, it can also be effective to extract the components sequentially for each 
component by using fixed-point algorithms such as Fast-ICA. 
 
 Mathematical model of instantaneous mixture 1.2.2.2
The observed signal is xi(t), superposition of signals uj(t). The linear instantaneous 
mixture model is expressed as follows: 
                                


N
1j
t
i
nt
j
u
ij
at
i
x  (1.3) 
with  𝑖 ∈ [1,2,3, ,𝑀]. Equation (1.3) gives the vector shape of this expression, at time t. 
The instantaneous mixture model therefore reflects a spatial relationship between sources 
and sensors at every moment. 
 
 convolutive mixtures model 1.2.2.3
Equation (1.3) describes an instantaneous mixture, where the reverberation is 
neglected. In the real world, the original signals are recorded in a reverberant room and 
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they are a convolutive mixture [16]. Ignoring the noise n(t), the problem may be 
formulated as follows: 
                              tA*utx   (1.4) 
where the asterisk denotes convolution operation. The inverse matrix W, that we aim to 
find, is included in the following equation: 
    tW*xtu ~  (1.5) 
where W is the separation matrix, and the components of ?̃?(𝑡) as independent as possible. 
The calculation of the convolutive mixture in the time domain (TD) becomes complex 
and slow because the convolution operation is computationally expensive in the time 
domain. If the equation is transformed into a FD, the convolution operation will be 
changed into multiplication. This means that it is possible to apply the methods of 
instantaneous mixtures at every frequency. 
The first work on the separation of the sources from the convolutive mixtures was 
done in the time domain [17]. Inspired by the methods of blind deconvolution, Torkkola 
[18] modelled the separation process as an FIR filter which must be estimated from the 
filter coefficients 𝜔𝑟𝑐: 
      


K
0k
ktxkWtu~  (1.8) 
 
A method of maximising the mutual information is suggested by Bell and 
Senjnowski [19]. Lee [20] has modelled the separation procedure, as an IIR filter, 
assuming that the recording environment is at minimum phase, which is not always valid. 
Mukai et al. in [21] and [22] have studied the separation of convolutive mixtures 
problems. They used the STFT: 
 AUX   (1.6) 
 WXU 
~
 (1.7) 
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      t,fUfAt,fU ux   (1.9) 
where A(f) is the Fourier transform of the convolution filter, 𝑈𝑢(𝑡, 𝑓) is the sources in 
time-frequency (T-F), and 𝑈𝑥(𝑡, 𝑓) is the vector of time-frequency (T-F) of the mixture. 
By applying W(f), the separation matrix, for each frequency 
 (t,f)W(f)U(t,f)U xu ~ . (1.10) 
Smaragdis [23] has also conducted research in the same field to transform the 
convolution multiplication. The problem is defined as an estimate of the separation 
matrix for each frequency frame which may be a solution in the sense of maximum 
likelihood. Unfortunately, solving the problem independently for each frequency frame 
produces permutation problems. The permutation means that the first signal at the output 
of the BSS process is assured to be the first input source [24]. To resolve this issue 
Smaragdis proposed an adaptive scheme to apply coupling frequencies for neighbouring 
frames. 
 
 Determination of the Mixture 1.2.3
There are two kinds of mixtures (microphones), linear and nonlinear. The linear 
mixture can be further classified into instantaneous mixtures and convolutive mixtures, 
and time-varying and time-invariant [25]. These types can be classified further as:  
1. Determined case: M = N (same number of sensors and sources); 
2. Overdetermined case: M > N (more sensors than sources); 
3. Underdetermined case: M < N (fewer sensors than sources). 
 
 Level of a information on the Sources and Mixture 1.2.4
Estimating the mixture will be easier, if one knows the number of sources, 
physical location of sources and sensors, or the characteristics and the relative position of 
the sensors. Similarly a certain number of a prior knowledge on sources, for example, 
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spectral nature of information on the sources, can solve the problem of blind separation 
of sources more efficiently.  
 
1.3 List of Contributions 
An unequal-passbands (non-uniform) scheme (UEPS) is used in our two 
proposals. A tree-structured UEPS is used and designed from a 2-channel equal-
passbands (uniform) filter bank [14]. This kind of UEPS is useful for applications that 
need a large number of parameters such as system identification and convolutive 
mixtures blind source separation (BSS), which are our proposed works.   
 
 Addressing the problem: 1.3.1
The first proposal is a maximally decimated UEPS with multiple bands. This 
scheme is suitable for modelling any FIR system with an arbitrary number of bands and 
minimised aliasing. This modelling will improve the convergence speed and lower the 
adaptive algorithm computational cost. In order to achieve these improvements, a new 
normalisation approach for the adaptive algorithm is proposed and a significant reduction 
of the mean square errors between the bands is obtained.  This reduction is done by using 
a reduced decimation rate that can be applied by decomposing the frequency of the input 
signal. 
The second proposal is a blind source separation approach for reverberant rooms 
(convolutive mixtures) that uses NMD_UEPS filter bank scheme with real-coefficients, 
to extract the original speech with a better convergence speed and lower computational 
complexity. To achieve this goal, this proposed structure uses a novel normalisation 
approach for the adaptation algorithm. Multiple bands are used in the separation system. 
The rationale for using multiple bands is to enhance the convergence speed and decrease 
the computational cost as it is compared to the full-band algorithm. 
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 Importance for methodology development and applications:   1.3.2
The first proposed work is extended from [26], as the new structure is capable of 
working with an arbitrary number of bands, whereas the old one is restricted to a specific 
number of bands. To achieve our goal, an UEPS is designed from an adaptive multiband 
structure that uses an analysis filter bank and non-zero adaptive filters [27], see Section 
4.7. 
The maximally decimated UEPS can be proficiently implemented by carrying out 
the filtering at the multiple bands that operate at the highest sampling rate employing 
block processing. An extra reduction can be achieved in the complexity by using the 
octave-band tree-structured filter banks and employing fast Fourier transforms (FFT), as 
mentioned in [28]. Section 5.7 presents how the convergence rate of the proposed method 
is enhanced for coloured signals at the input with regard to the full-band LMS method. 
An adaptation algorithm is derived.  
The adaptation convergence is achieved by breaking down the input signal at low 
frequencies; results in a reduced power spectral density (PSD) ratio. This structure 
is mostly used for applications that need a large number of adaptive coefficients, for 
example, Acoustic Echo Cancellation, BSS, and Equalizer filter. 
In the second proposed structure, a multiband parameters in the separation stage 
are set individually using  an adaptation method in the time domain [28] that uses a novel 
gradient normalisation approach that leads to a rapid convergence rate and less 
computational complexity in comparison with the old normalisation approach. The goal 
of using multiple bands in our structure is to deal with the low frequencies that exist in 
the speech signal, as the input frequency will be divided by these bands into smaller 
frequencies. This will reduce the sampling rates, which results in an increased 
convergence rate and reduced complexity. In addition to that, low frequencies allow us to 
deal with the large energy that exists in the speech signal. The proposed algorithm has an 
additional benefit that utilises real filters coefficients that are used in DSP applications; it 
is also used in the BSS applications. 
 
11 
 
 The elements of the problem: 1.3.3
For both proposed methods, the elements of the problem are: 
1. increasing the convergence speed, 
2. decreasing the computational complexity of the adaptive algorithms, 
especially for implementations that need a large number of coefficients. 
 
 First contribution  1.3.4
A maximally decimated UEPS with multiple bands is proposed. This structure is 
able to model any FIR system employing an arbitrary number of bands. The aliasing 
effects between bands are eliminated. Using filters with UEPS will break down the input 
signal frequency and each adaptive filter will operate at different rates. Different rates 
will increase the quality of the proposed structure and allow us to deal with different 
normalisation step sizes. Errors that are distributed over multiple bands will make the 
adjustment of the coefficients easier in the update equation. Our proposed structure 
enhances the convergence speed and minimises the computational complexity, especially 
for systems that need a large number of coefficients. Our method is used in system 
identification. More details are presented in Section 5.4.   
 
 Relation to existing methods: 1.3.4.1
Bruno et al.  [29] studied the comparison of the performance of using multiple 
bands (MB) and full-band (FB) methods in system identification. The comparison is 
made on maximal decimation and oversampling versions in time-domain. The results 
showed that the convergence rate of the multiband (MB) method is in agreement with the 
full-band method. The computational cost of the multiband method is smaller than the 
full-band method. In our proposal, we used the LMS algorithm with a maximally 
decimated UEPS, with multiple bands, and a normalised adaptation step. Section 5.4 
explains in detail the performance of the proposed method. 
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 Gilloire and Vetterli [30] used the same maximally decimated scheme of Bruno 
et al. [29] but with only two bands. However, their analysis was restricted to a limitation 
affected by the aliasing of the filter bank. In contrast to our proposed method, we used 
different bands and found out that the optimal convergence was with four bands. The 
convergence rate of our suggested method is better than that of Gilloire and Vetterli’s 
method. 
 Yamada et al. [31] were the first to use polyphase filter banks to lower the 
complexity of the structure. This method worked without degradation of the aliasing, but 
it converges very slowly with white and colour input signals. Our proposed method 
employed the same polyphase technique that helps in designing a perfect reconstruction 
filter bank to avoid reconstruction errors. Section 4.5 gives a detailed explanation with 
equations and figures of the polyphase technique. This technique, in addition to the new 
normalisation, helps increase the speed of the convergence rate in comparison to the 
Yamada structure. 
 Boroujeny and Wand [32] designed analysis and synthesis filters with low delay 
for implementation in acoustic echo cancellation. To obtain a low delay, the optimum 
coefficients of the FIR filter are obtained by minimising the energy function that contains 
the real part of the input signal. The minimum eigenvalues can be achieved when a
T
a = 1, 
where ai are the filter coefficients. On the other hand, in our proposal, we find the optimal 
coefficients that are extracted by monitoring the coefficient error of the i
th
 band and 
taking into account the overlapping between the neighbour bands. These results will be 
formulated within an equation and then used to obtain the expected delay between the 
bands. Details of our proposed procedure are explained in Section 5.5. We will see that 
the proposed procedure will lead us to a big matrix where we can see the distribution of 
the eigenvalue of this matrix that will permit us to predict the performance of the 
algorithm for a given analysis bank and choose the best number of bands with regard to 
the convergence rapidity of the adaptation algorithm. 
Sridharan [38] presented a new oversampled multiband filtering scheme that is 
based on a new fast FIR technique; this is achieved by the restriction of non-neighbouring 
filters. They used Normalised LMS (NLMS) that is derived for the main channels by 
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reducing the mean squared error and cross filters to remove the aliasing between adjacent 
channels. The latter filters are derived from the main channel filters. The complexity was 
lower than the previous published algorithms. In the same year, Hartenecka et al. [33] 
used the same techniques, but without cross filters between bands that are usually used to 
remove the aliasing between the bands, instead they monitored the “inband” aliasing in 
each channel 𝑙 using a new criterion, Pi(z)Pi(z𝑊𝑠
𝑙Ws)≈0, where Ws is a modulation factor 
and 𝑙 =1,…,Si-1, which is interpreted as the analysis filter, Pi(z), that must not overlap 
with its modulated version.  The limitation of these two methods is in that they are tested 
in noise-free environments, where it was not clear how their resistances against white and 
colour inputs would be.  
In 2000, Liu et al. [34] presented a new technique for non-maximally decimated 
EPS using a Discrete Fourier Transform (DFT) filter bank. The prototype filter is derived 
by implementing interpolation of a two-band quadrature mirror filter (QMF) filter. The 
proposed design was effective in real-time application of the acoustic echo cancellation 
system but still limited to only high number of bands where the complexity is relatively 
high. The quadratic constrained prototype [35] is used in our proposed scheme instead of 
the QMF that is used in the latter paper where the perfect reconstruction filter banks are 
with higher stopband attenuation. 
In 2005, affine projection algorithm [36] was applied in a multiband adaptive 
filter scheme with maximal decimation (Section 3.2.5). The drawback in that its 
performance degrades in the presence of impulse interference [37]. 
In 2007, a new method for an UEPS filter bank design was presented [38]. The 
proposed filter bank consists of different EP sections which are connected together by 
transition filters. The analysis and synthesis filters are designed separately with each on 
its own constraints. The results show that the designed filter bank offers a nearly perfect 
reconstruction performance. The limitation of this work is in its large overall linear 
magnitude distortion. 
In 2008 a new structure [39] for decomposition and denoising was proposed. It 
uses an UEPS filter bank that is constructed from an EP filter bank. The advantage of this 
method is that it can identify and eliminate the narrow-band noise from the corrupted 
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signal. The aliasing distortion between adjacent bands has been removed but the 
amplitude distortion still exists. In our proposed method, we have used octave filter banks 
that are able to manipulate the low-pass features of the audio signals of the system 
identification. Chapter 5 presents more details about this issue. 
In 2010, Lalitha [40] suggested to increase the analysis filter bandwidth to 
minimise the interband overlapping produced through the downsampling stage. The 
experiments do not show the real performance of the structure for white noise input in 
comparison to other proposed methods. 
In 2012, Choi et al. [41] proposed a robust normalised multiband adaptive filter 
that is able to detect a noise in the system. The authors produced a new restricted measure 
in order to decrease Euclidean norms of the variations among the weight vectors. The 
results show robust behaviour against noise and lower stationary-state misalignment than 
the standard multiband adaptive filter. The disadvantage of this method is the severe 
decrease in the convergence performance as the noise increases. On the other hand our 
proposed algorithm shows better robustness for quick changes of the system 
identification (see Section 5.7.3). 
 
  Relation of the contribution to the elements of the problem 1.3.4.2
a. An adaptation algorithm of an LMS type through normalised step-size is 
derived. The normalisation, in addition to the use of multiple bands that let 
our structure work at a minimum sampling rate, a considerable 
enhancement is achieved in the convergence speed when coloured signals 
are applied at the input. 
b. To reduce the computational complexity, we use: 
a. multiple bands in the separation system that operate at the lowest 
sampling rates, and 
b. filter banks that are implemented using octave-band with tree-
structure and fast Fourier transform. 
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  Validation of the proposed work: 1.3.4.3
To validate our work, we compare our results with the best and most 
contemporary results [42] and [43] found in our extensive literature review. 
 
 Second contribution  1.3.5
A new BSS method is suggested using multiple bands and designed to work in 
reverberant rooms. The mixed reverberant signal is represented as a convolutive mixture 
filter bank in a non-maximally decimated (oversampled) UEPS. The filters of the mixture 
are with real coefficients. The separation system of the proposed structure consists of low 
order FIR filters. A novel gradient approach of normalisation, of a second order statistics, 
is used with an adaptation algorithm that is governed by the coefficients of each band of 
the separation filters. The suggested gradient normalisation provides improved 
convergence. As the separation filters are constructed with multiple bands at low 
sampling rates, the proposed approach is less complex than previous methods. Chapter 7 
presents a mathematical and theoretical detailed explanation of this contribution. 
 
 Relation to existing methods: 1.3.5.1
In 1995, Nguyen-Thi and Christian [44] proposed two algorithms for the 
separation of wide-band signals. These algorithms were made to deal with convolutive 
mixtures and designed using Finite Impulse Response (FIR) filters. These algorithms are 
based on fourth-order output cross-cumulants to choose a 2x2 separating system. The two 
algorithms are proposed using two similar equations that differ only in the location of one 
element, i.e., Cum31(sr(k), sc(k-i)), and Cum13(sr(k), sc(k-i)). They claimed that the 
signals are completely recovered for 2x2 mixing system. Sergio and Luis [45] studied the 
stability of the two algorithms assuming temporally independent and identically 
distributed sources. They showed that, in contrast to the first algorithm, the second one is 
stable. This proved that the sign and the magnitude of the step size are properly selected. 
In 1996, Serviere [46] used the first algorithm of Nguyen-Thi and Christian to generalise 
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the source separation problem to convolutive mixtures of wide-band sources. Serviere 
proposed cancellation of two non-symmetrical cross-cumulants that led to a solution in 
function of the sources; a good convergence is achieved. The instability, which is studied 
by Sergio and Luis, of this method is still high; this technique is avoided in our work as 
we are aiming to improve the convergence rate and keep the complexity low with a stable 
system. Full details of our method are illustrated in Chapter 7. 
The previous works were done for two sources and two outputs. In 1997, [47] a 
multiple inputs multiple outputs linear FIR blind identification system was used with a 
lower number of inputs than outputs. The experiments were made in a quite (noise-free) 
environment. The proposed work was based on two Lemmas; the first one is the 
multiplication of the coefficients of the analysis filters that are multiplied by the 
corresponding analysis filters that are equal to an identity matrix. The second Lemma 
connects the mixing matrix to the covariance matrix by a multiplication operation to 
obtain a diagonal matrix. These two Lemmas were further manipulated to lead to an 
objective function that is then used in the updated function. The second order statistics is 
used but higher order statistics was required to completely identify the system. This 
method showed an almost perfect recovery of the system parameters, but in the cost of 
high complexity. In our second proposed method, we also used second order statistics in 
addition to a novel normalisation scheme. 
In 2000, Mansour et al. [48] used second-order statistics only, to reduce the 
convolutive mixture to an instantaneous mixture, but the number of sensors were greater 
than the number of sources. The algorithm proposed some restrictions; among them 
excluding mixing signals that at a predefined constant rank are irreducible, selecting 
some column components whose number is restricted to a number of bands with a 
nonpolynomial matrix. All these limitations made the algorithm tied to these restrictions 
that are not necessarily valid for other applications. This algorithm with its restrictions 
does not seem practical to be generalised for BSS applications. 
In 2001, Araki et al. [49] explained that, the impulse response frequently used in 
the previous proposed methods was still too long. Their rationale was that the long 
impulse response restricts the performance of the separation. They suggested minimising 
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the impulse response length to the length of the FFT frame size at an 8 kHz sampling 
frequency. They summarised that; the longer the reverberation time, the more difficult it 
is to reach a good separation performance. Two years later, in 2003, Araki et al. [50] 
changed their approach in respect of the restrictions on the lengths of the room 
reverberation impulse response and the FFT frame size; they focused on changing the 
number of bands. They took into account the frequency features of the room and the 
speech signals. Frequency-dependent multiband-processing is realized in their proposed 
methods. The only limitation of this work is the long demixing filters that reduce the 
convergence rate which we have avoided it in our second proposed algorithm. However, 
we used the same sampling rate and 10 second duration for the speech signals in our 
experiments (Section 7.2.2). 
Kostas et al. published in 2006 [16] an interesting paper that proposed a novel 
idea for BSS in convolutive mixtures of speech based on two methods; a linear prediction 
method that is used to implement a temporal pre-whitening, and a spatio-temporal 
separation method that works on entropy maximisation, using a natural gradient 
algorithm. The linear prediction thoroughly keeps the original spectral features of each 
source contribution. Combining these two methods, the linear prediction and the natural 
gradient algorithm in multichannel signal separation framework, led to a novel idea for 
improving the speed of convergence and the separation performance over existing 
methods.  Furthermore, the linear prediction algorithm has some limitations in terms of 
the simulation time and memory, when the number of coefficients is large. In our 
proposed method, we use a natural gradient algorithm with a novel normalisation method.  
In 2007, Ghennioui et al. [51] proposed an algorithm that is based on the algebraic 
optimisation of a least mean-square. This algorithm deals with the nonunitary 
diagonalisation of complex matrices that are usually produced from the blind separation 
of convolutive mixtures. The algorithm does not need a pre-whitening stage. A new 
performance index is presented to measure the performance of the separation. The 
experiments in this work did not show whether there was permutation between the bands. 
In our proposed method, the experiments show how our algorithm is robust for both the 
source whitening and permutation problems.  
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In 2008, Mei et al. [52] studied the blind separation for convolutive mixtures. 
They offered an alternative generalised formulation based on joint diagonalisation (JD). 
This proposed approach permits us, through a matrix of sources with frequency and time 
dependent features, to determine some restrictions that when applied, the separation is 
achievable. This method uses frequency-domain objective functions to measure the 
degree of diagonalisation of the PSD matrices of the outputs, but the optimised 
coefficients are the separation-channel parameters in the time domain. The permutation 
problem is overcome successfully. In comparison to Buchner et al.’s approach [53], 
discussed below, the latter work still offers a better convergence rate and complexity.  
Buchner et al. [53] used second-order statistics to develop generalised 
formulations for BSS with convolutive mixtures. Many subsequent researches, including 
our research, are based on this work. Their approach avoided the internal permutation 
problem. They optimised the time-lags of the correlations by standardizing the cost 
function to derive frequency and time domain approaches. Some special cases of these 
algorithms were studied. A link between the time-domain and frequency-domain versions 
was presented. The algorithm was able to track the time-varying real acoustic 
environments by their proposed generalised weighting-function. Our proposal is based on 
the time-domain part of this approach and improved using multiband processing, octave-
band filter banks, tree-structured filter band, and polyphase techniques. The rationales for 
using the above-mentioned elements and structures in our proposed work are discussed in 
the coming chapters. 
In 2009, Zhu et al. [54] combined the natural gradient and temporal complexity 
approaches to solve the BSS problem of convolutive and temporally correlated mixtures. 
They used a measure of temporal complexity to retrieve the low frequency components 
of the source signals. The results proved that their algorithm can separate convolutive 
mixtures while keeping their structures both in time and frequency domains. The 
solutions for the scaling and permutation issues are not mentioned in the experimental 
results and it was unclear how the proposed algorithm will overcome with these two 
problems that usually arise in the frequency domain. In our approach, we choose the time 
domain to avoid the scaling and permutation issues. 
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Ghennioui et al. improved their first algorithm [51] by fixing the adaptation step 
and using spatial quadratic time-frequency spectra [55]. The main improvement of this 
algorithm is its ability to reduce the spatial whitening of the observations with regard to 
the best reachable performances in the blind sources separation context. 
In 2011, Jan et al. [56] proposed a new algorithm that consists of the ideal binary 
mask (IBM) and an independent component analysis using the (ICA), in addition to 
cepstral domain filtering. Source signals are separated from two mixtures (microphones) 
using an ICA approach. Then, the IBM is extracted by observing the separated sources 
where the energy of corresponding time–frequency (T–F) units is calculated in the 
convolutive ICA algorithm. Finally, the noise produced by (T–F) masking is eliminated 
using cepstral smoothing. The results show improved speech quality and significantly 
higher efficiency when it is compared with a latest algorithm. The disadvantage of this 
algorithm is its limitations to deal with highly reverberant mixtures.  
In 2012, Saito et al. [57] suggested a novel backward model for BSS by 
estimating the demixing matrix in frequency domain by solving block by block least 
squares that approximate to a joint diagonalisation problem. This method does not require 
solving the scaling ambiguity by other methods due to the scale constraint. The limitation 
of such frequency domain methods are still in the permutation problem that affects their 
performances.  
In 2013, Fu and Mu [58] also suggested an approach that uses the local sparsity 
speech sources in a transformed domain. This method estimates the frequency mixing 
system that requires less computation time. The drawback of this method is its weak 
resistance to the noise signals. 
In 2014, Minhas and Gaydecki [59] presented a  hybrid algorithm for blind source 
separation that uses a multiple conditions approach to solve the convolutive mixture 
issue, rather than using a single condition solely. This algorithm employs post-separation 
speech harmonic alignment that results in a significant enhancement in the performance. 
The results show that the algorithm requires fewer  computations than the best 
performing methods. The results do not show the performance of this algorithm in a 
stationary state. 
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Having introduced the existing methods related to our work, and studying their 
various advantages and disadvantages; we introduce a BSS algorithm that improves the 
convergence rate and reduces computation complexity.  
 
  Relation of the contribution to the elements of the problem 1.3.5.2
a. To improve the convergence rate, the PSD of the speech signal should be 
reduced at low frequencies, where the large amount of the speech energy 
exists. To do that, we break down the input signal into multiple bands by 
using narrow octave bands [1].  
b. a novel normalisation is done by reducing the computational complexity 
of adaptation algorithms 
 
  Validation of the proposed work: 1.3.5.3
The fair comparison that we can make, as a validation of our approach, is 
comparing our results with currently best performing method
1
, the Buchner results [53], 
where the time-domain part that we have adopted and improved in our work.  
 
 The relationship between the first and second contributions  1.3.6
In both methods, a decimated UEPS is used to improve the adaptation 
convergence. The first method uses an MDUEPS whereas the second uses an NMD  
(oversampled) UEPS. Both proposed structures offer novel normalisation approaches and 
octave-band tree-structured filter banks that help in reducing the computational 
complexity.. The first method was initially designed to solve the BSS problem, but it did 
not give the expected results. The reason is the aliasing  present among non-adjacent 
bands. However, the first structure, with maximal decimation, was implemented 
successfully on system identification , as explained in Chapter 5. The first structure is 
                                                 
1
 Our research started in 2012. 
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modified to work with separating speech signal problems, and resulted in a new (second) 
structure. The modification done to the first method is the use of UEPS oversampled 
filter banks that produces a new UEPS structure that is implemented successfully on a 
BSS. This structure is oversampled and modified from the work in [53] , where the 
signals in every band are downsampled by a factor 1/2 to decrease the effect of 
overlapping spectrum through the process of adapting the coefficients. The signals are 
downsampled by a factor of 2 at each band to retrieve the sampling rate of the structure 
before the last step that recovers the output signal. Different decimation factors are tested 
for L-channel octave-band filter banks. 
 
 
1.4 Evaluation Method and Experimental Design 
The following evaluation methods are used in this work: 
a. The ratio between the major and minor eigenvalues is used to evaluate the 
convergence rate of the multiband adaptive schemes. This evaluation allows us to 
predict the behaviour of the proposed approach for a given analysis bank. It also 
reflects the behaviour of the proposed approach to the coloured (highly 
correlated) signals (Section 5.6).  
b. The mean square error evaluation is used (Section 5.6)) to: 
- Compare between different bands of the adaptive scheme. 
- Compare the theoretical and practical estimates of the mean square errors of 
the proposed multiband adaptive scheme with prototype filters of different 
orders. 
c. The simulation time is used (Section 7.2.2.1 ) to compare a new proposed scheme 
with an old one. 
d. For performance evaluation, the signal-to-interference ratio is used to evaluate the 
quality of the full-band and multiband schemes with mixture filters of different 
sizes (Section 7.2.2.2). 
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e. Perceptual Evaluation of Speech Quality (PESQ) is used in Section 7.2.2.2 to 
compare the objective results with some standards and best performing results. 
f. The power spectrums are used to prove the robustness of the proposed approach 
for the whitening sources problem. 
g. Computational cost that represents the number of mathematical operations per 
iteration is used to calculate the number of multiplications per block (Section 
6.2.1.2). This measure is used to show the difference between EPS and UEPS. 
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1.6 Thesis Structure 
The thesis is structured as follows: 
 Chapter 2 presents a literature review on blind source separation. A brief 
history is introduced that explains the importance of blind source separation in 
various disciplines. Blind source separation is classified into several degrees 
of difficulty depending on the type of the  mixing system. A general acoustical 
description of speech signals is described. A description of the human 
auditory system and decoding the auditory scene are presented.  
 Chapter 3 reviews adaptive filtering algorithms, such as the gradient method, 
the least-square algorithm (LMS), the excess mean square error (EMSE), and 
the normalised mean square error (NLMS). The objective function and the 
recursive equation that is based on the gradient descent method are derived. 
The updating equations of the adaptive filter coefficients of the different types 
are extracted. 
 Chapter 4 presents a review of the important topics of the filter bank and 
multirate systems used for the development of this work. In this chapter, an 
MD_UEPS with random bands and a non-maximally decimated filter bank is  
discussed, as they are required to explain the proposed method in Chapter 5. A 
maximally decimated tree-structured filter bank and its equivalent 
representation are introduced. Polyphase representation is applied and studied 
for both EP and UEPS filter Banks, and then cosine-modulated filter bank is 
presented.  
 In Chapter 5, an MDUEPS with arbitrary number of bands is proposed. The 
first contribution of this research work is the derivation of the MD_UEPS 
from UEPS without decimation, which employs an analysis bank and filters 
with non-zero coefficients that are used to construct an equivalent FIR system.  
The  convergence, optimal coefficients, mean square error, and  computational 
cost are investigated. 
 Chapter 6 presents the BSS problem  of determined instantaneous mixtures . 
The ICA is again mentioned to clarify the stochastic gradient of the objective 
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function (entropy) and the natural gradient. BSS for convolutive mixtures is 
presented. Frequency and time domain BSS methods are studied. The 
permutation and scaling problems are highlighted again. Various performance 
measures are demonstrated.  
 Chapter 7 proposes adaptive multiband schemes for recovery of the sources, 
using UEPS subsampled filter banks. This approach uses separation filters 
with various sizes and is adapted at different rates. The adaptation is achieved 
using algorithms based on a natural gradient.  Experiments are presented that 
show reduction   in computational cost and increase in the SIR compared to 
the full-band scheme.  
 Chapter 8 concludes this work, discusses its limitations, and suggests some 
ideas for future work. 
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 Chapter 2                                         
Literature Review 
 
This chapter presents a literature review of the fundamental ideas of audio 
processing in blind source separation (BSS), and the general modern techniques and 
applications of the BSS. The basic characteristics of speech sounds are discussed in 
detail. Moreover, the principles of acoustics are also explored. Tables and plots are 
presented in order to explain the design of a specific room, taking into consideration 
many parameters, such as the noise sources, the frequency limitations in different 
situations, and the materials used in the room. The relationship between the reverberation 
time and the room volume is also presented. Some metrics that are usually used in sounds 
are discussed; among them is the speech intelligibility level against the distance from the 
speaker to listener. The room quality and the description of each quality level are 
described. The impulse response techniques and how it is constructed are discussed in 
depth. All this and more details are presented to give us a full understanding of the kind 
of rooms that are usually used in the research world. Standard virtual room scenery that is 
used in our work is presented. Using this standard room will allow us to validate our 
results with a corresponding work that uses the same scenery. Then, state-of-the-art in the 
BSS work is presented. Applications for different BSS methods are discussed. The basic 
principle of BSS is explained. The time- and frequency-domain BSS methods are 
discussed. The main metrics that are used to test the quality of the speech are presented. 
Chapter 3 and 4 are a continuation of our literature review. They are separated 
from Chapter 2 to highlight the literature review on the most important parts of our 
proposals. Chapter 3 describes the fundamental discussion of the adaptive algorithms, 
where our new adaptation method is developed with a novel normalisation that improves 
the convergence speed. Chapter 4 presents the most important structures that are used and 
developed in our structures, and/or used for comparison with our proposed structures. 
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Usually, statistics and computational approaches are employed to estimate the 
original sources, using ICA. This method is capable of extracting the original signals 
from the mixed signals using the non-Gaussian and linear mixture modelling.  
The problems concerning blind source separation vis-à-vis linear instantaneous 
determined mixtures (hereinafter referred to as instantaneous mixture) have long been 
resolved. However, a major challenge is to find a good solution for the problem of linear 
convolutive determined mixtures (referred to as convolutive mixtures) which involves 
delays and reverberation. An extensive research has been done in this area and there are 
essentially three ways to treat the problem of convolutive mixtures: in the frequency 
domain [60], in the time domain [61], and the hybrid solution [62]. The problem of the 
time domain solutions is the reverberation time which is the reason behind the high 
computations. The order of the reverberation time is about 0.25 seconds for a medium 
size room that is approximately 3.5 meters in width by 4.5 meters in depth by 2.5 meters 
in height. For samples sampled at a frequency of 8 kHz, for example, we would have to 
model separation filters in the order of 2000 coefficients (Assuming the separation filters 
are in the same order as the mixture filters.). Converting the convolution in the time 
domain into the frequency domain will help reduce computations as this conversion 
allows working with multiplications rather than convolution. Thus, the problem can be 
seen as a case of an instantaneous mixture in each frequency component. However, it 
should be borne in mind that in practice, there are two disadvantages of this conversion. 
The first one is that such transformation is only possible in the discrete domain when the 
convolution is circular, not linear. The second disadvantage is the need for the use of 
large blocks of signal samples, which consequently necessitate the use of long filters. In 
this case, due to the non-stationarity of the acoustic environment (mixed system) and 
audio signals, there are not enough samples in the frequency domain for a proper 
estimation of statistics in each frequency bin. These drawbacks can severely limit the 
performance of these algorithms. Some solutions were presented by the possibility of 
working with independent separation filters and a reduced order on each band. These 
systems typically use banks with complex coefficients [63], [64].  
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2.1 Characteristics of speech sounds 
This section discusses the basic acoustic characteristics of speech signals and 
explains them in terms of spectrograms and spectra [65]. 
 
 Vowels  2.1.1
Vowels are generated with open vocal tract as the air is not totally blocked. Thus, 
the voice is somewhat loud. Vowels can also be generated with a vocal fold vibration. 
The main acoustic characteristic of vowels is the position of the formant frequencies (F1, 
F2, and F3). The formation of the vocal tract defines the position of the formant 
frequencies. Variations in the location of the articulators will improve the formation of 
the vocal tract and consequently the position of the formant frequencies. As the same 
formant frequencies can be produced with multiple articulatory positions; the formant 
frequency position is a critical limit on vowel quality, instead of the locations of the 
articulators. For a speaker or a set of speakers that have similar vocal tract length, every 
vowel is inherited with an individual acoustic formant frequency pattern. The 
spectrograms of a male English speaker who uttered the vowels [a] and [i] are exhibited 
in Fig. ‎2.1 and Fig. ‎2.2 [66]. 
 
 
 Consonants 2.1.2
Consonants include a changing of the airstream, from a slight change in the 
approximants case, to a sharp change in the plosives case. In this section, we present the 
acoustic characteristics of consonants, starting with the closest one to the vowels, that is, 
approximants, and ending with plosives [67]. 
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Fig. 2.1 Spectrogram of [a], uttered by a male English speaker 
Fig. 2.2 Spectrogram of [i], uttered by a male English speaker 
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  (Central) Approximants 2.1.2.1
Approximants happen when two articulators get close to each other without 
preventing the flow of air. Therefore, the acoustic features are very similar to the vowel 
features generated at a similar position in the vocal tract. Their formant shape is clear but 
slightly lower than that for the vowels as the approximants' somewhat larger constriction 
leads to a smaller steady-state part and poorer acoustic energy. For instance, the 
approximant [j] is very similar to the vowel [i], but the blade of the tongue is nearer to 
palatal approximant for [j].  
 
 
 Fricatives 2.1.2.2
Fricatives are created by a thin contraction in the mouth. The turmoil causing by 
air crossing over this contraction is the typical sound source for all fricatives. Fricatives 
can be described in four features: spectral properties of the transition into and out of the 
adjacent vowels, spectral properties of the friction noise, duration of the noise, and 
amplitude of the noise. The total spectral shape of every fricative is typically specified by 
the shape and size of the oral cavity in front of the contraction. The filter modelling of 
speech construction, explained through the acoustic characteristics of vowels, also 
describes the acoustic features of consonants [68]. As obstruents are formed with a strong 
contraction, their resonant frequencies can be computed for the front and back cavities 
individually, without any complication.  
 
 Plosives 2.1.2.3
Plosives cause the air flow to be interrupted by a brief contraction of the oral 
cavity.  The freeing of the contraction and the next movement of the articulators to the 
subsequent sound leads to a burst frequency and formant transitions. Acoustic 
characteristics of intervocalic plosives are shown in the spectrograms of Fig. ‎2.3.  The 
presence of a gap in the spectrogram is due to the fact that the locked part of the 
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consonant does not have energy in the cases of voice bar (very low-frequency energy) in 
wholly voiced plosives and the voiceless plosives [65]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Nasals 2.1.2.4
In the nasal consonants case, the airstream is momentarily impeded by the 
contraction in the oral cavity. On the other hand, the velum is depressed in a way that air 
can get out only via the nasal cavity. The produced sound is called a nasal murmur. The 
nasal and oral resonance cavities need to be joined in a complicated way to produce 
Nasals. Nasals are characterised by low F1 formant amplitude that is also known as the 
nasal formant. This reason is because the air stream is blocked by a thin hole in the nasal 
cavity. 
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Fig. 2.3 Spectrograms of a female English speaker (a) a time with a voiceless and 
(b) a dime with a voiced intervocalic plosive. 
31 
 
 Lateral approximants 2.1.2.5
The lateral alveolar approximant [l] and the nasals characteristics are almost the 
same. During the generation of [l], a portion of the tongue touches the top of the mouth. 
The formant frequencies of a male for [l] are roughly as follows: F1 = 0.34 kHz, F2 = 1.2 
kHz and F3 = 2.8 kHz. Fig. ‎2.4 illustrates the characteristics of the lateral approximants. 
A small pocket of air is present over the tongue while air is expelled from both sides of 
the contraction [65]. It is the same scenario for the nasals where the vocal tract can be 
seen as having a leading tube and a side tube. The leading tube lengthens glottis to mouth 
opening, whereas the pocket of air is exhibited as a short side tube. The joint between the 
leading and side tubes leads to anti-formants. Formants from the side tube will wipe out 
formants from the leading tube. As the side tube is small, the anti-formant will be large, 2 
to 2.3 kHz for a male.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.4 (a) Spectrogram of the utterance [ili] together with (b) LPC and (c) FFT 
spectra of the central part of [I], spoken by a male native speaker of English. The arrow in 
the FFT spectrum points to the anti-formant at 2000 Hz. 
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 Affricates 2.1.2.6
Affricates have similar characteristics to both plosive and fricative, respectively. 
Affricates differ from fricatives in the long rise time, as the temporal interval starts from 
the beginning of the consonant to the maximum amplitude of the friction noise. However, 
affricates have a short rise time [68]. 
 
 
2.2 Acoustics: Concepts and Perception 
This section provides an in-depth discussion of room acoustics, general room-
acoustical characteristics such as reverberation time, the room impulse response, and 
different source-receiver configurations. The source of noise can be both inside and 
outside of a building. Therefore, some acoustic factors should be analysed, such as the 
location of the source and the receiver. A closed environment causes some acoustic 
phenomena, such as reverberation as the sound waves encounter physical barriers of 
propagation. However, this is not the case in free environments. 
 
 Reverberation Time (RT) 2.2.1.1
Reverberation time refers to the time taken for the sound to decay by 60 dB, after 
the sound source has ceased. This is certainly one of the most important criterion for 
analysing a room. Sound does not die the moment it is produced; instead, it continues to 
be heard for a few moments due to its reflection [69]. 
Physically, an acoustic room is characterised by its impulsive response, which is 
calculated by the source-receiver pair [70]. In other words, the response that reaches a 
given receiver positioned in the environment, which in turn suffers a source disturbance, 
completely describes the acoustic system between these two points and therefore serves 
as a good basis for interpretation of the acoustic room. . A typical example of Room 
Impulse Response or Energy Decay Curve is shown in Fig. ‎2.5 [71]. 
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When analysing Fig. ‎2.5, it can be observed that the components in the energy 
decay curve are arranged to characterise a series of pulses. It is still possible to highlight 
three distinct phases: direct sound, early reflections and the reverberant tail. The first 
impulse, direct sound, is characterised by the signal emitted by the source and that 
reaches the receiver without suffering distortion from the environment. Early reflections 
help to determine the perception of the direction of the sound incidence and the 
reflections.  
 
 
 
 
Energy 
Time 
Direct Sound 
Early Reflections 
Late Reflections 
Fig. 2.5: Decay energy curve with respect to time, Room Impulsive Response 
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 Speech intelligibility test  2.2.1.2
The term "intelligibility" refers to the quality of perception of some language 
units (phonemes, words, sentences, etc., depending on the method). The percentage of 
units correctly understood in the respective spoken units is called the "intelligibility index 
[72]. 
Speech intelligibility is a parameter used to evaluate the correct speech perception 
by the listener. The speaker-listener tests are a direct means of obtaining the speech 
intelligibility in the room [73]. 
The test consists of pronouncing a series of monosyllables representative of the 
language. This pronunciation can be done through an elaborate recording in an 
appropriate place or by a present speaker. The reading rhythm should be a monosyllable 
word every four seconds. The result of correct words is the average percentage of the 
monosyllables understood [74]. Speakers should be homogeneously distributed in the 
room, and each speaker should be present in only one room to prevent words from being 
memorised. The height of the speaker in relation to the listeners, the distance between the 
speaker and the listener, the speed of the reading, the possibility of lip reading are 
irrelevant to the results [74]. 
The words should be monosyllables without meanings, but phonetically balanced 
and representative in the specific language, and the monosyllables should be composed of 
consonant-vowel-consonant [75]. 
The mean of the intelligibility test results shows the percentage that indicates the 
intelligibility of the environment. If the speech intelligibility in a space is less than 90%, 
acoustic processing mustbe performed to minimize the reverberation and enhance the 
SNR [73], see equation (2.5). Table 2.1 shows the scale and description of the quality of 
the intelligibility in the room [72]. 
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Table 2.1: Scale and description of intelligibility quality  
Room 
Quality 
Quality description 
Excellent Very good perception without any effort to listen 
Good Good perception; Easy understanding of words 
Acceptable Understanding is difficult; Some effort is needed to listen 
Poor 
The listener has difficulty understanding and 
reconstructing words and sentences 
Bad 
It is impossible to understand, therefore, to reconstruct 
words and sentences (simply regular) 
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2.2.1.2.1 Virtual Scenario 
A virtual scenario (proposed competition for separation of signals published in 
2012 in [76] and shown in Fig. 2.6. The sound sources are placed 1 m away from the 
midpoint between the sensors in two different directions: -500 and 450. This scenario was 
proposed for a competition promoted in 2007 by the SiSEC-2006
2
, with the results 
presented [77] in a panel of discussions during the 7th International Conference on 
Independent Component Analysis and Signal Separation (ICA 2007); the results are 
updated in [76]. The scenario had N = 4 distinct sources in different directions. This 
scenario will be adopted in our experiments in Chapter 7 (Section 7.2.2); however, in our 
experiments to reduce the complexity of the BSS procedure, we will reduce it to only two 
sources. 
 
 
 
 
 
 
 
 
 
Fig. 2.6: A Virtual Room Scenario. 
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2.3 Research and State-of-the-Art in the Source Separation 
Area 
 
The speech signal can be partially or completely hidden by noise or other speech 
signals. A major operation in the voice communication systems is the extraction of the 
original speech signal from the corrupted signal by additive noise or other speech signals. 
In many situations, the signal received on a set of sensors is the sum of many 
contributions called "signal sources". In general, it is realistic to estimate which sources 
provide independent stochastic signals. To study the effects of each source on all signals, 
it is necessary to separate the sources by a filtering procedure. To achieve this separation, 
a partial identification of sources (usually not total) must be made. 
Significant work has also been done on the source separation problem using the 
statistical properties of the second order signals. Several methods using second order 
statistics of the signal have been developed to identify and detect the number of sources. 
Cardoso and Souloumiac [78] has proposed joint approximate diagonalization of 
eigenmatrices (JADE) method. JADE is an analysis of algebraic methods based on 
cumulants showing how high order correlations can be efficiently explored to find 
independent components. This algorithm is called Jacobi's Algorithm due to the fact that 
we try to maximize the measures of independence through the Jacobi diagonalization 
method. The independence measures used are based on fourth-order cumulants. The 
advantage in relation to other algorithms is that one can modify the training parameters in 
large steps without having problems of convergence. The great advantages of this method 
when compared to gradient-based methods are, that there are no parameters to be tuned in 
the basic implementation and complex learning algorithms are not required. Comon [15] 
a few years later demonstrated the validity of these methods. This work then inspired 
Belouchrani et al to propose the Second Order Blind Identification (SOBI) algorithm 
[79], in which it is exploited not only one but several covariance matrices of observations 
associated with non-zero delays. Rather, they show that, after observations of whitening, 
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a joint diagonalization of matrices in question can estimate the mixture to a near-trivial 
matrix. However, this approach requires that the sources have distinct spectra. 
In the case of a reverb environment Douglas [80] proposed an approach that is 
called Spatio-Temporal FastICA. This is a temporal method in which the authors 
combine a pre-whitening spatiotemporal multichannel via several steps of linear 
prediction of least squares with adaptive procedures. 
A BSS based on perceptual filter bank and ICA was proposed by Missaoui and 
Lachiri [81]. This is a blind separation method that employs the kurtosis maximization 
criterion (KMC) and mixes two approaches: the perceptual filter bank (PFB) and the 
ICA. The PFB was constructed by regulating an nondecimated decomposition tree to deal 
with the features of the acoustic model. This method suggested a technique that converts 
the observations signals into a new representation by employing the KMC. The goal of 
this conversion is to make the non-Gaussianity higher that is necessary for independent 
component analysis. The achieved results illustrat that the proposed approach offers a 
significant enhancement in contrast with with some standard techniques.  
The previous three approaches SOBI, JADE, and FastICA became standard 
benchmarks in the blind source separation. We have used these approaches in addition to 
Missaoui and Lachiri method [81] to validate the results of our second proposed work, 
see Section 1.3.4.3. 
  
2.4 Principle of the Ideal Separation 
The principle of separation can be summarised in Fig. ‎2.7. It is found in the ideal 
case as a filter matrix W(z) of size N × M which inverts the mixture, i.e. which provides 
the output vector: 
                 kukuzAzWkxzWnu ~  (2.1) 
The filter W(z) is: 
 
1A(z)W(z)   (2.2) 
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The general principle used to determine the filter is based on a criterion of 
independence. Indeed, if the sources uj are mutually independent, then any linear 
combination of a filtered version of two or more sources induces dependent signals 
between them. Thus, for this ideal separation to be achieved, W(z) must be selected, as 
the different outputs yi(k) are mutually independent. This concept is the basis of the 
independent Component Analysis [82] and is widely practiced in the instantaneous 
mixtures [83].  
 
 
 
 
 
2.5 Choice between Frequency Domain and Time Domain 
In fields such as audio applications, filters are estimated with more than one 
hundred coefficients. Calculations induced by convolution relationships can then quickly 
become expensive. However, the convolution relationship becomes a simple product in 
the frequency domain in which it is easy to see the advantage of the speed of the FFT 
algorithm. 
Thus, after passing through the frequency domain, the matrix A(f) of equation 
(1.6) is constant for a given f, which provides an instantaneous linear mixing of the 
contribution of the N sources . By separating the sources in each of these bands, it is then 
possible to retrieve the original signal by inverse Fourier transform and summing the 
outputs associated with each band. The ICA conventional methods is able to solve such a 
problem, i.e. applicable to linear instantaneous mixtures. 
Some work has been done using narrow band [84]. Other studies, however, deal 
with the problem with the use of broadband. Jun [85] proposed, for example a bi-spectral 
approach but he did not give details of the reconstruction source once the separation was 
performed in the frequency domain. Capdevielle et al. ( [86] and [87]) have presented an 
A(z) W(z) u(k) u(k) x
Fig. 2.7 Principle of the separation of convolutive 
mixed sources. 
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approach that utilises the continuity of the spectrum between different frequency bands. 
This solution often used in some available frequency approaches, presents certain 
restrictions on the source signals. The Fourier transform tends to gaussian signals, which 
does not facilitate their separation by conventional methods, except for special cases [86] 
and [87]. Thus, the frequency approach, despite its simplicity, has a problem of 
indeterminacy that could lead to an erroneous reconstruction of sources without realizing 
it. 
Araki et al. [50] explained that when the convolutive BSS is performed in the 
frequency domain, a tradoff must be taken into account at the windowing time between 
the frequency transformation and the reverse transformation. If the window is too long, 
there there will be less frequency samples of products and the independence assumption 
will be invalid between the sequences of spectral samples from different sources. If the 
window is too short, there is a lack of frequency resolution and temporal filters to the 
separation matrix will be too short. 
Attias and Schreiner [88] presented a very interesting approach that can combine 
the information in two domains, frequency and timeboth the time. However, it is limited 
to super-Gaussian signals, which is generally not the case for audio and speech signals.  
Wu and Principe [89] and Parra and Spence [90] also showed oriented time-
frequency approaches in which the indeterminacy is removed by a constraint on the 
length of the temporal reconstruction filters in relation to the frequency resolution. This 
condition eliminates indeterminations when signals are being restricted and in particular 
non-stationary. This is not always the case, for example in the case of communication 
signals taken at the symbol frequency. Note, however, that this is a special case and that 
this type of signals is generally cyclo-stationary. 
Because of all of the limitations that are discussed in the aforementioned previous 
methods, we decided to develop a method based on the separation of the sources in the 
time domain. Multiband signals are decomposed to decrease the input correlation. This 
decomposition increases the convergence rate. 
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2.6 Ambiguity Separation 
Separate blind sources contained in mixtures thereof are tainted by ambiguity. 
Indeed, the separation can be achieved with an abundance of solutions [91], [92]. For 
each case, instantaneous or convolutive, the existence of ambiguity affects the 
reconstruction of sources. 
 
 Ambiguity Permutation 2.6.1
An estimate of the inverse matrix of filters is not unique. This can be seen on the 
mixing model (instantaneous case) for example, by swapping two columns in the mixing 
matrix; then using the commutative property of multiplication operation and the addition 
operation, we can write: 
 MM1122MM
p
1j
2211jj auauauauauauaux 

  (2.3) 
We note, based on the initial mixture, and compared with the initial vector 
representing the sources, there has been an order changing between sources of index 1 
and 2, while maintaining the same vector mixtures. This causes a permutation of the first 
line with the second in the mixing matrix. We can conclude that the permutation does not 
change mixtures, but implies that the order of sources is unknown. 
 
 Ambiguity Scale 2.6.2
We saw in the previous subsection that the permutation of two columns in the 
mixing matrix and two sources does not change the mixtures. We will see in this section, 
the multiplication of a column (the mixing matrix) and a division by a scalar source will 
not change the vector mixtures [91]: 
     MMM
M
222
2
111
1
MM2211 aαu
α
1
aαu
α
1
aαu
α
1
auauau 

















 
 
(2.4) 
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 Filtering Ambiguity 2.6.3
In most cases, the convolutive mixture is reduced to a set of instantaneous 
separation while passing through the Fourier transform domain. Thus, ambiguities can 
occur at each frequency that involves filtering signals in time. However, this should not 
corrupt the process of source separation. The method of Minimal Distortion Principle 
(MDP) is commonly used to counteract the filter for the frequency ambiguity approaches 
[93]. Accordingly, separation of convolutive mixtures can be accomplished with filtering 
almost without jeopardizing the separation process. 
 
 Complete Ambiguity 2.6.4
In the case where the ambiguities are associated, the blind source separation, in 
addition to estimation errors, cannot recover the source signals in the linear mixtures but 
for a possible permutation and/or a possible scale factor. In the case of convolutive 
mixtures, all ambiguities can be modelled by a complex operation and the original 
sources will be estimated by a signal filtering. 
 
2.7 Evaluation of the Source Separation 
The definition of evaluation criteria is an important step in comparing different 
algorithms for source separation. In this section, we present different criteria for 
comparison and measurements. 
 
 Criteria  for Comparison  2.7.1
A message is usually a carrier of information, and speech is no exception to this 
principle. However, this information may be partially or completely obscured by noise. 
The quality of a message can set a criterion of a good message reception against the 
message with environmental attacks. However, the quality is generally quite a subjective 
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notion that it is necessary to recall the methods to quantify. The criteria for quality of a 
message can be divided into two groups; the objective criteria and subjective criteria. 
 
 Subjective Quality Criteria 2.7.1.1
Subjective criteria are judgments made by the auditor about the message it 
receives. These criteria are referred to as subjective because they involve one of the two 
communication speakers, in this case the receiver, which has no prior no knowledge of 
the message that is sent. An example is the subjective Mean Opinion Score (MOS) 
method [94]. 
In a subjective test, participants are asked to test a system under different 
conditions and to note on a quality scale, the voice quality of this system. In general, the 
quality depends on the person who judges. His/her perception involves past experience, 
expectations and their emotional state. 
Voice quality is dependent on the person who evaluates. Thus, the notes of the 
participants for a given test condition are averaged to obtain the mean opinion score, 
which reduces the subjective effect on the assessment of voice quality. In addition, the 
perception of voice quality depends on the context and environment in which the person 
who judges is placed. Indeed, if it is simply listening to a voice message (listening 
context) or if involved in a conversation with someone (conversation context), attentional 
processes involved are not the same and judgment of quality is affected. Similarly, the 
environment (noise, additional visual or audio information, etc.) influences the judgment 
of quality. Thus, the conditions to be tested are defined in terms of the objective; 
participants are likely to change and adapt to the environment. 
The scoring is conducted according to the methods defined by the International 
Telecommunication Union (ITU) in Recommendation P.800 [94], with the categories: 
Bad = 1, Poor = 2, Fair = 3, Good = 4, Excellent = 5, see Section 0. 
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 Objective Quality Criteria 2.7.1.2
Objective criteria are measures that take into account the message as delivered by 
the transmitter and is understood by the receiver. The objective criteria are accurate, 
despite the existence of some errors that may appear due to the method of approximations 
that is applied in calculations. These criteria rely on dissimilarity measures on signal and 
involve the message at the transmitter and at the receiver. In order to compare the 
different experimental results as objective methods, we present here four different 
metrics: time domain, the spectrogram, the SNR and the PESQ (Perceptual Evaluation 
Signal Quality). 
 
 Time Domain Measurements 2.7.2
Measurements in the time domain are mainly intended for encoding/transmission 
systems that attempt to reproduce the original waveform (for example, in the case of 
waveform coding techniques). The simplest and most common time domain 
measurements for signal quality evaluation are Signal-to-Noise-Ratio (SNR) and 
Segmental Signal-to-Noise-Ratio (SSNR). 
Let x(k) be the original speech and y(k) be the deformed version of the signal, the 
SNR is defined by 
 
 
    





N
1k
2
N
1k
2
10
kykx
kx
10logSNR  (2.5) 
where k is the time index covering the measurement period. 
SSNR is a variation of the SNR which operates on short segments (15 to 20 
milliseconds). This facilitates time alignment and provides results that are slightly better 
(in terms of correlation with subjective evaluation) than those of the SNR. It is calculated 
as follows: 
45 
 
 𝑆𝑆𝑁𝑅 =
1
𝑁
∑ 𝑆𝑁𝑅𝑚
𝑁
𝑚= 
 (2.6) 
This is an average of the SNR values obtained for separate frames. The frame is a 
block of samples. 
Measurements in the time domain are easy to implement and can be useful for 
detecting distortions introduced by additive noise or noise generated by the waveform 
encoder. However, they show limitations when they are used in a general context, 
especially when there are degradations, such as filtering or phase distortions. 
 
 The Spectrogram 2.7.3
The spectrogram is a combination diagram at each time t of a signal with its 
frequency spectrum. It is used to identify sounds and it is widely used in the field of 
speech recognition. 
This is a display tool that uses the technique of Fourier Transform and therefore 
the calculation of spectra. It began to be widely used in 1947, to the appearance of 
sonograph, and became an essential tool for phonetic studies for many years. 
The spectrogram allows us to highlight the different frequency components of the 
signal at a given time. A fast Fourier transform is regularly calculated at short time 
intervals. In this analysis method, the signal is considered as indefinitely stable and 
consists of an unchanging sum of sine functions of different frequencies. To overcome 
this theoretical constraint of invariability of the signal, it is necessary to convolve the 
signal with a suitable time window, since each spectrum computation requires convolving 
the signal with the time window at a particular time. 
Different time windows exist but each introduces a greater or lesser residual error 
in the spectrum obtained as a result of the chosen form, which may, in the worst case, be 
triangle or square. The choice of the window size in a number of convolution of points is 
also important with respect to the quality of the obtained frequency analysis.  
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After successful convolution, the Fourier transform is computed on the entire 
window, the rest of the "signal" is then equal to 0. This process allows us to obtain a 
spectrum which corresponds to a frame, a set of frames calculated at regular intervals to 
obtain the desired spectrogram. 
 
 The Signal-to-Interference Ratio (SIR) 2.7.4
This criterion is represents the interference between  an undesired signal and the 
required source signal. This measure was used in evaluating our experimental results and 
further details on the calculation of this ratio and its types will be explained in Chapter 6. 
 
 Perceptual Evaluation of Speech Quality (PESQ) 2.7.5
This is a tool that measures the performance of the algorithms in terms of the 
perceived quality of received speech. It is an objective measurement that evaluates the 
quality of the speech using PESQ tool. It compares the received signal and the original 
signal and assigns a score Mean Opinion Score (MOS) between 0 and 4.5. This tool is 
used in our experiment in Section 7.2.2.2.  
 
2.8  Conclusion 
This chapter presents a detailed introduction to the characteristics of sound and 
acoustics principles. Moreover, the concept of BSS is introduced. We have reviewed the 
main foundations for the development of approaches to dealing with the problem of blind 
source separation. In relation to the different methods presented in this chapter, we will 
focus on the problem of determined convolutive mixture, breaking down the inputs into 
bands using a maximally decimated filter bank. Through breaking down the signals and 
decimation of the signals observed, the computational cost will be decreased. One 
challenge will be to deal with the permutation between signals in different bands to 
recover correctly the estimated signal sources and without degradation of performance. 
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 Chapter 3                                          
Adaptive Algorithms 
 
3.1 Introduction 
This chapter presents a background literature discussion of adaptive algorithms. 
Adaptive algorithms have become a very valuable tool in signal processing because of 
their ability to modify the behaviour of a system over time, based on some performance 
criteria. This chapter reviews adaptive methods based on the gradient descent technique, 
which will be used to derive the adaptive UEPS presented in Chapter 5. The adaptive 
UEPS will also be used in the blind source separation algorithms discussed in Chapter 6. 
Then we present the Least Mean-Square and Normalised Least Mean Square (NLMS) 
algorithms that are based on stochastic gradient method [1], and that will be used for 
comparison of performance with the adaptive algorithm proposed in Chapter 5. Affine 
Projection method, The Time-Varying LMS, and recursive least-square method are also 
discussed in this chapter. 
 
3.2 Algorithms for Adaptive Filtering 
The adaptive filter has been extensively studied in recent decades due to its 
flexibility and applicability, as it self-adjusts the filter coefficients according to an 
adaptive algorithm.  
 
 System Identification 3.2.1
In this application, x(k) is considered as a white noise that is applied to the 
adaptive filter and the unknown system [95]. When the mean squared error of the scheme 
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is minimised, the adaptive filter represents the unknown system model. If the adaptive 
filter in Fig. ‎3.1 has K coefficients, its input vectors and coefficients can be defined, 
respectively, as:  
 
        TKkxkxkx 1   (3.1) 
       T1K0 kωkωkω    (3.2) 
where 𝜔(𝑘) are the coefficients of the adaptive filter. Then, 
      kxkωky T  (3.3) 
is the output signal of this filter 
 
 
 
 
 
 
 
 
The disadvantages of the conventional system identification approaches have 
motivated the use of multirate techniques for system identification [1]. System 
identification with multirate techniques is computationally efficient and the use of 
distinct bands improves the convergence rate. The following is a study of some known 
adaptive algorithms. 
 
 Gradient Method 3.2.2
The gradient method is a numerical method that is widely used to modify the 
adaptive filter coefficients 𝜔(𝑘). Fig. ‎3.2 illustrates how the objective function can be 
Fig. 3.1 System identification. 
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 (k) 
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calculated. Each iteration is based on minimising a given objective function 𝔍(k). For 
supervised adaptive filtering, this function is based on the error between the reference 
signal 𝑟(k) and the output signal y(k) as shown in Fig. ‎3.1. BSS that is based on the 
objective function does not use a reference signal, but instead, the mutual information at 
the output of the system. The procedure for finding the minimum value of objective 
function 𝔍min will be chosen as shown in Fig. ‎3.2. The recursive update equation of the 
coefficients is given below: 
        kγkω1kω   (3.4) 
where 𝜔(𝑘) is the filter coefficients, 𝛾 is a real positive constant called the adaptation 
step (learning rate or convergence factor), and the objective function gradient vector 
∇(𝔍(k)) is expressed as  
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 (3.5) 
where 𝜕𝔍(𝑘)/𝜕𝜔𝑟(𝑘) is the partial derivative of the objective function with respect to 
the r
th
 coefficient 𝜔(𝑘) [1]. 
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One of the objective functions commonly used is the MSE given by: 
 
             kykyk2rkrEkeEkς 222
k

 
(3.6) 
Substituting equation (3.3) in the objective function above, we have: 
 
                  kωkxkxkωkxnωk2rkrEkς TTT2 
 
                  kωkxkxkωEkxkωkr2EkrE TTT2   
Rbbp2ba TT   
(3.7) 
where a = E[r
2
(k)], b = 𝜔(k), 𝑅 = 𝐸[𝑥(𝑘)𝑥𝑇(𝑘)] is the autocorrelation matrix of the 
input signal, and 𝐩 = 𝐸[𝑟(𝑘)𝑥(𝑘)] is the cross correlation vector between the input 
Initial values for the filter 
coefficients 𝜔(0) of the 
adaptive filter 
Compute the gradient 
vector ) 
   STOP 
  k = k + 1 
Yes 
Is this the 
minimum 𝔍? 
NO 
Fig. 3.2 Flow chart explains how to find 𝔍min.  
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vector and the required signal. The gradient vector for the objective function above is 
expressed as:  
   
 
 
 k2Rω2p
kω
kς
k 


  (3.8) 
Substituting this result into equation (3.4) we have the recursive equation based 
on the gradient descent method given by: 
       kRωp2γkωkω 1  (3.9) 
The optimal solution to equation (3.7) is obtained by ∂𝜁(k)/∂𝜔(k) = 0. This is 
known as the Wiener-Hopf solution [25], which is defined as: 
 pRω 10
  (3.10) 
However, in practice, accurate estimates for 𝑅 and 𝐩 are not available and the 
gradient vector must be estimated from the available data. In this sense, two algorithms 
will be presented below based on statistical gradient: Least-Mean-Square (LMS) and 
normalised LMS (NLMS). 
 
 Least Mean-Square Algorithm (LMS) 3.2.3
As it is very difficult to have all of the relevant information to accurately compute 
the gradient in equation (3.8), the LMS stochastically searches the available input data to 
reach the average of the optimum solution. If acceptable estimates are obtained of both 𝑅 
and 𝐩, denoted as ?̃?(𝑘) and ?̃?(𝑘), respectively, a steepest-descent-based algorithm can be 
employed to look for the Wiener solution of equation (3.10) as explained in the two 
equations below: 
      kβγkω1kω ω
~
  (3.11) 
where 𝛽𝜔(𝑘) = 2[?̃? − ?̃?𝜔(𝑘)] represents the estimated gradient vector of the objective 
function. This estimate is obtained by deriving the instantaneous value of the squared 
error with respect to the elements of 𝜔(𝑘), i.e.: 
52 
 
 
           kωkxk2xkxk2rkβ Tω 
~
 
        kωkxkrk2x T  
                                            kxk2e , 
 
 
(3.12) 
where 𝑥(𝑘)𝑥𝑇(𝑘) and 𝑟(𝑘)𝑥(𝑘) represent the estimates of the matrix 𝑅 and the vector  
𝜌, respectively. Substituting this result into equation (3.11) will have: 
        kxke2kω1kω   (3.13) 
where 𝛾 is the learning rate that should be chosen to ensure convergence of the algorithm 
in stationary states [95]. The 𝛾 values for algorithm convergence on average is given by 
the range: 
 
maxυ
1
γ0   (3.14) 
where 𝜈max is the largest eigenvalue of matrix 𝑅. 
 
  Excess MSE (EMSE) 3.2.3.1
The adaptive filter coefficients converge on average for the optimum 𝜔 , whereas 
a deviation occurs instantly 𝑑𝜔(𝑘) = 𝜔(𝑘) − 𝜔  causing an increase (excess) of the 
MSE in the case LMS, and given by [96] 
  
 
 Rγtr1
Rγtrσ
kdζlimς
2
n 


 (3.15) 
For 𝛾𝑡𝑟[𝑅] ≪ 1, the excess MSE can be approximated to: 
   222 sLRtr   (3.16) 
the length of the adaptive filter is represented by L, and 𝜎𝑠
2 and 𝜎2are the variances of the 
input signal and additive noise, respectively. 
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 Normalised LMS Algorithm (NLMS)   3.2.4
In the LMS, e(k)x(k) correction is applied to the adaptive coefficient vector 𝜔(𝑘) 
and directly proportional to the size of the input vector x(k). When these vectors are very 
large, the LMS suffers from noise amplification in the gradient [1]. To overcome this 
difficulty, an algorithm with a normalised LMS learning rate was proposed.  The formula 
for updating the adaptive filter coefficients is as follows: 
    
   
   kxkx
kxke
kω1kω
T
  (3.17) 
In practice, a learning rate, 𝛾NLMS, can be included in the update equation. The 
parameter 𝜀 should also be included to control the learning rate variable when the product 
x
T
(k) x(k) becomes very small. Thus, we can rewrite equation (3.17): 
    
   
   kxke
kxkx
kk
T
NLMS




 1  (3.18) 
For convergence of the NLMS algorithm, the constant learning rate must satisfy 
the following condition [14]  
 2γ0 NLMS   (3.19) 
   
 Affine Projection (AP) Algorithm 3.2.5
The filter update formula of the Affine projection (AP) algorithm [14] for L 
parameters, can write be written as: 
      1kωkωkΔω LLL   (3.20) 
Minimising the following equation under N constraints 
      kΔωkΔωkΔω L
T
L
2
L   3. 21) 
results in: 
      ikrikxkω L
T
L  . (3.22) 
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xL(k) contains the latest L samples, 𝑖 = 0,1, ,𝑁 − 1, , N is the projection order, and 𝑟(k) 
is the required signal. The following is the AP update equation given by 
             kekAkAkA1kωkω N
1TT
LL

  (3.23) 
where 
             kekAkAkA1kωkω N
1TT
LL

  (3.24) 
and 𝑒𝑁(𝑘) is a vector with Nx1 size given by 
        1kωkAkrke LNN   (3.25) 
and 𝑟𝑁(𝑛) is the desired signal vector of size Nx1 
         1Nk,r,1k,rkrkrTN    (3.26) 
Equation (3.23) can be generalised to include the whole affine projection family: 
    keaakω NτL 21   (3.27) 
With a2=       
1T
ττ
T
τ δIkAkAkγA

 , a1=  β1kωL  ,  1))β(N1(nωAre LτNτNτ   
          TLLLτ τ1Nk,x,τk,xkxkA    (3.28) 
and 
          τ1Nk,r,τk,rkrkrTNτ    (3.29) 
Despite the satisfactory performance of the AP algorithm, it still has a large 
computational complexity. An Affine Projection Algorithm (AP algorithm) [14] is an 
alternative to the NLMS algorithm. The former algorithm has a convergence speed higher 
than that of the NLMS algorithm. The disadvantages of the AP algorithm are its 
computational complexity and a performance that also degrades in the presence of 
impulse interference [37]. In the AP algorithm, when the convergence is increased with 
the projection order, there is a simultaneous increase in the computational complexity.  
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 The Time-Varying LMS Algorithm 3.2.6
The behaviour of this algorithm is similar to the conventional LMS algorithm; the 
only difference is the time dependent convergence parameter  𝛾𝑘. In the case of narrow-
band signals, an optimal  𝛾  should be selected for the centre frequency 𝑓 . To achieve 
this goal, the conventional LMS algorithm would be the best choice with a single-tone 
frequency 𝑓  to catch the best 𝛾, 𝛾  which will update the convergence parameter 𝛾𝑘 
according to the formula [97]: 
 0kk γαγ   (3.30) 
where 𝛼𝑘 is a decaying factor. The decaying law that is used in [97] is: 
 nmk1
1
k
Aα  ,          (C, m, and n) >0 
(3.31) 
the constants A, m, n determine the norm and the degree of reduction for 𝛼𝑘. Considering 
equation (3.31), A should be greater than one. When A is equal to one, 𝛼𝑘 is also equal to 
one and then the time-varying LMS (TV-LMS) will behave as the conventional LMS. 
The TV-LMS is shown in the following equations [98], [97]. 
      kx1kωky T  (3.32) 
      kykrke   (3.33) 
        kxkeγ1kωkω k  (3.34) 
 
 The Recursive Least-Square (RLS) Algorithm 3.2.7
The derivation of the recursive least-square (RLS) [1] algorithm is presented as 
follows: 
    


k
1r
2rk reλk  (3.35) 
where 𝜆 is near to or less than 1. The auto- and cross-correlation vectors are written as: 
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      


k
1r
Trk rxrxλkRR  (3.36) 
and 𝐩 ≈ 𝐩(𝑛) = ∑ 𝜆𝑘 𝑟𝑘𝑟= 𝑟(𝑘)𝑥(𝑘), respectively. Taking the derivation in reference 
[1], the RLS algorithm is expressed as: 
        kekgkω1kω   (3.37) 
where the updating gain vector is defined as 
  
 
   kρkx1
kρ
kg
T
  (3.38) 
and  
      kx1kPλkρ 1    (3.39) 
The inverse correlation matrix of the input 𝑃(𝑘) ≡ 𝑅  (𝑘) is calculated as: 
        kρkg1kPλkP T1    (3.40) 
Note that the AP algorithm is getting closer to the RLS algorithm as P increases 
to M and 𝜆 = 1. There is a strong connection between the NLMS and RLS algorithms as 
both converge to the same optimum weight vector. The NLMS and AP algorithms are 
cheaper to implement than the RLS algorithm [99]. 
Chapter 4 discusses the basics of filter banks and multirate systems that will be 
used to construct our structure, due to their efficient computations and their ability to 
improve the convergence rate. Chapter 5 will  present in detail the implementation of the 
proposed structure on the system identification. 
 
3.3 Conclusion 
We summarise the performances and the limitations of the adaptive algorithms 
discussed in this chapter and their significance to the problems tackled in our work. The 
iteration in the gradient method is inexpensive. This method does not need second 
derivatives. The limitation is in that the convergence speed is highly dependent on the 
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adaptation step. The LMS is a simple algorithm with low computation and simply 
implemented. The limitation of the LMS is its sensitivity to nonstationary environments. 
The performance of the NLMS algorithm drifts in time in applications that have slow 
changes in signal statistics. The NLMS algorithm convergence is obtained when the MSE 
is decreased to a minimum value. The time required for the algorithm to converge is 
inversely proportional to the adaptation size; to avoid this problem, random and large 
adaption sizes are used to increase the convergence speed due to the stability constraint. 
In noise-free environments, the NLMS algorithm converges to the minimum MSE and 
stays there as long as the gradient is zero at the optimum solution. Actually, the NLMS 
algorithm employs an approximate estimate gradient, which causes an arbitrary update to 
the coefficients around the optimum values. This produces additional noise at the output 
in the steady state. Therefore, employing a longer filter not only more expensive, but also 
presents more noise. To reach a better steady state performance, a smaller adaptation step 
is needed; however, it leads to a slower convergence. The affine projection algorithm is 
more accurate than LMS and NLMS. However, the MSE error of the affine projection 
algorithm is less than the LMS and NLMS, respectively. In general, the affine projection 
algorithm has a better performance than LMS and NLMS. The expense of the good 
performance is a higher computational cost. The performance of the time-varying LMS is 
better than that of the LMS algorithm in terms of the convergence speed. The TV-LMS 
and the LMS algorithms have less simulation time than the RLS. On the other hand, the 
TV-LMS has better MSE performance for a higher bandwidth, and this is considered to 
be a limitation of the TV-LMS algorithm in applications that require larger bandwidth. 
The advantage of the RLS algorithm is that its convergence speed is higher than the LMS 
algorithm. On the other hand, the RLS algorithm has a computational complexity higher 
than the LMS algorithm; thus, a longer computational time will be required in addition to 
a greater propensity to numerical instability. As the problem of this research is to retrieve 
the source signals from a convolutive mixture system using an UEPS that requires a 
faster convergence speed and less computational complexity, we chose the LMS 
algorithm as it is simpler and has a lower computation cost. The algorithm uses a 
normalised adaptation step that works at the smallest decimation rate and reduces the 
errors between bands.   
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 Chapter 4                                                
Filter Banks and Multirate Systems 
 
4.1 Introduction  
This chapter presents the concept, components and types of structures used in our 
proposed works. These topics are important for understanding the forthcoming chapters. 
Filter banks and multirate systems are used in various applications: audio systems, digital 
encoding and compression of voice and image signals, adaptive filtering, A/D 
conversion, sample rate reduction, and multiplexing of signals in digital telephony [100].  
The concept of a maximally decimated filter bank with EPS is presented in 
Section 4.2; its performance limitations are discussed; a possible solution for this is 
presented by using the perfect reconstruction performance. Section 4.6.2 studies different 
prototypes solutions for the perfect reconstruction filter banks, their performance and 
limitations are highlighted. Octave bands are discussed in Section 4.3 and used in our 
work to increase the convergence speed. The non-maximally decimated filter bank is 
explained in brief in Section 4.2.1, but not used in our first proposed work as it was more 
appropriate for BSS applications with UEPS, see Chapter 7. The NMD_UEPS introduces 
less aliasing among all bands. This is an important feature that provides better 
performance in BSS applications. However, the maximally-decimated filter banks only 
cancel the aliasing between adjacent bands. This is enough in system identification, but it 
did not present satisfactory results in BSS. Section 4.4 presents the basic structure of the 
maximally decimated filter banks of an UEPS. An improvement of this structure is 
proposed in Chapter 5. Section 4.5 explains the polyphase technique that is used in our 
design for a perfect reconstruction filter bank that reduces the complexity and eliminates 
the reconstruction errors. The use of polyphase representation is discussed for EP and 
UEPS filter bank forms. The chapter concludes with a presentation of different 
prototypes. The performances and limitations of these prototypes are mentioned and their 
relevance to the motivation and aims of this work are highlighted. 
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In recent decades, some multiband adaptive filtering schemes have been presented 
with the aim of accelerating the convergence of the input signals that are correlated over 
time (colour signals). In some cases, the multiband adaptive filtering schemes are used to 
reduce the computational cost by promoting adaptation of the coefficients whose 
sampling rates are below that of the input signal. However, these schemes have an input-
output delay and spectrum overlap between the various bands that should be reduced 
prior to promoting adaptation of the filters. Lian and Wei [27]  proposed a scheme with 
maximum decimation able to make almost an exact modelling of FIR systems. They 
considered that there is a spectrum overlap between adjacent bands. In this case, both the 
input signal and the desired signal were decomposed into two bands, and the error 
generated in each band was used to update the respective adaptive filters related to the 
band. The idea of this work is used in our proposed method, but with UEPS of multiple 
bands and the use of a developed normalised adaptation step; the details are discussed in 
Section 5.4.  
In [101], two schemes were proposed of non-maximally decimated (F < L) filter 
banks. These adaptive filters were adapted at a rate 𝐹 times smaller than the input signal; 
however, as the effect of the overlapping spectrum is directly proportional to the 
decimation factor, the lower the value of 𝐹 the smaller the minimum mean square error of 
the scheme. For fixed values of L and 𝐹, one can obtain an optimum filter bank that 
minimises the mean square error of the final scheme. The difference between the two 
proposed schemes is that in the first scheme, the desired signal is decomposed; while in 
the second one, the final error signal of the scheme is decomposed into multiple bands. 
Two other schemes have been proposed in [27], [102]. The first scheme uses an 
analysis bank without decimation followed by adaptive filters of non-zero coefficients
3
, 
whereas the second one, which is derived from the first, uses a maximally decimated 
filter bank with perfect reconstruction and adaptive filters operating at a reduced rate. 
                                                 
3
 A non-zero filter is a filter in which most of its coefficients are equal to zero or assume a very small value. The other 
coefficients are the non-zero coefficients of the filter. The filter coefficients of these filters are updated separately, by 
setting the adaptation size according to the predicted filter coefficient. This filter is employed to speed up the 
convergence rate. 
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Most adaptive multiband schemes employ EP filter banks. Some works [26], 
[103], however, have shown that adaptive UEPS with multiple bands can perform better 
than EPS in terms of convergence speed and/or modelling error due to their flexibility. 
Through the dynamic allocation of these multiple bands, which avoids the high energy 
signal components in the vicinity of the multiple bands boundaries [41], or by selecting 
bandwidths and decimation factors that minimise the power of the polyphase components 
(of orders other than zero) of the unknown system. The use of adaptive filters in UEPS 
with multiple bands can result in a substantial reduction of the modelling error when 
compared to the use of the EPS with multiple bands. On the other hand, with some 
knowledge of the spectral characteristics of the input signal, the convergence rate can be 
significantly improved using adaptive algorithms in UEPS with multiple bands and a 
normalised adaptation step [26], [103]. The UEPS presented in [103] employs multiple 
bands without maximal decimation. In [26] a MD_UEPS was derived only with three 
bands. 
In this work, we will extend the results of [26] to an arbitrary number of bands, 
and derive a gradient-type matching algorithm, which works at the lowest sample rate 
among the involved bands and employs a step of normalisation, resulting in an improved 
convergence rate for coloured signals when compared to the conventional full-band LMS 
algorithm and two multiband schemes; the first one is a MD_EPS and the other one is an 
UEPS. As a consequence of the decomposition in frequency of the input signal in the 
UEPS, different adaptive filters work at different rates. This leads to some particularities 
in the adaptation algorithm, such as the use of different error samples and convergence 
factors, with different normalisations in the equation of updating the coefficients [104]. 
 
4.2 Maximally Decimated Filter Bank with Equall-Passbands 
This type is illustrated in Fig. ‎4.1. The filter sets {P0(z). . .PL-1(z)} and {Q0(z). . . 
Q L-1(z)} are called analysis and synthesis bank, respectively. In this system, the input 
signal is decomposed into L signals through the analysis filters Pi(z). Signals xi(k) are 
then decimated by 𝐹𝑖 factors, resulting in decimated signals xa,i(k), and then are 
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interpolated by a factor of 𝐹𝑖, resulting in the signals ?̃?𝑏,𝑖(𝑘). These signals are also at the 
same sampling rate as the input signal x(k) and are recombined by synthesis filters Qi(z). 
The analysis filters Pi(z) are intended to decompose the signal x(k) into L different 
frequency band levels, while the synthesis filters Qi(z) combine the signals from the L 
bands in a single signal ?̃?(𝑘). Filter bank is called maximally or critically decimated 
[100] when  
1
11
0









L
i iF
. (4.1) 
In the reconstruction output, due to the processing stage, there exists an error of 
filter bank reconstruction that may have different characteristics: amplitude distortion, 
phase distortion and overlapping of the spectrum (aliasing) between the frequency-
responses in Pi(z) and Qi(z). Fortunately, these errors are avoided in the maximally 
decimated filter bank design, leading to a perfect reconstruction of the input signal [100]. 
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Usually, ?̃?(𝑘) represents the recovered shifted input, D is the delay introduced by 
the filter bank and the factor 1/𝑘 is the resulting decimation process, then ?̃?(𝑘) =
 
 𝑘
𝑥(𝑛 − 𝐷). However, the latter can be compensated by a proper design of the analysis 
and synthesis filters. Section 4.5.1 discusses the filter bank with EP using the polyphase 
representation. 
Historically, the theory of Perfect Reconstruction (PR) began with the QMF 
Quadrature Mirror Filter (QMF) filter bank type [105], but only in [106]  and [107] it was 
shown how to eliminate the three types of distortion, mentioned above, by using a filter 
bank with two bands (L = 2).  
In fact, we use the mentioned advantages of the EP filter bank by using two bands 
to construct an “UEPS tree” [108]. This structure is also known as octave filter banks 
(Section 4.3), which shows some advantages in signals that have more energy 
concentrated in low frequencies, as audio and voice signals. An improvement to this 
structure is proposed in Section 5.2. We choose the MD_UEPS to cancel the aliasing 
between neighbouring bands, which is enough in the system identification problem, but 
did not present satisfactory results in BSS.   
 
 Non-Maximally Decimated Filter Bank  4.2.1
This type of filter bank is explained in this chapter in order to clearly distinguish 
it from the maximally decimated filter band, mentioned earlier; moreover it provides the 
opportunity to justify the use of non-maximally decimated filter bank as a part of our 
proposed structure in system identification application.  
Consider L bands and the decimation factor  
𝐹𝑖 in each band. A filter bank is called a non-maximally decimated filter bank when 
∑
 
𝐹𝑖
> 1𝐿  𝑖= .  Fig. ‎4.2 [108] shows a bank of 4 subsampled bands, decimated and 
expanded by a factor 𝐹𝑖 = 2 for i = 0, 1, 2 and 3 (in this case, ∑
 
𝐹𝑖
3
𝑖=  =2).  
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We chose to use a non-maximally decimated filtering with multiple bands in BSS 
applications because it has a smaller spectrum overlapping [108], in other words, less 
aliasing among all bands in our proposed UEPS. This important feature provides a better 
performance in BSS applications. An in depth discussion is provided in Chapter 7. 
 
 
 
 
 
 
 
 
 
 
 
 
4.3 Tree-Structured Filter Bank  
This section discusses the important part that is used to deal with the large energy 
that is concentrated in the speech signal by adding narrow octave bands. This is done by 
breaking down the signal at the input into many narrow bands to increase the speed of 
convergence.   
The input signal of this filter bank is divided into two bands by a maximally 
decimated analysis filter bank; then, the signal of each band is once again divided and 
decimated.  
Each division and decimation stage is considered as a level of decomposition. The 
higher the level number, the greater is the number of bands in the filter bank. These bands 
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Fig. 4.2 Example of a NMD filter bank. 
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are then recombined into pairs through a two-band synthesis filter bank. This is a 
MD_EPS system with two levels of decomposition as shown in Fig. ‎4.3 (a), also known 
as a binary-tree structured filter bank [109]. Filters [P
0,0
(z), P
1,0
(z)] and [Q
0,0
(z) and 
Q
1,0
(z)] construct the analysis and synthesis filter bank, respectively, with L = 2 bands, 
where the first superscript index is equal to 0 and represents a lowpass filter (LPF) and 1 
represents a high pass filter (HPF), while the second superscript index indicates the level 
of decomposition of the tree structure. Using noble identities [108], the decimators of the 
r
th
 level of the analysis bank will be moved down the filters P
0,r+1
(z) and P
1,r+1
(z) of the 
next level. Similarly, we can move the expanders r
th
  level of the synthesis bank up to the 
filters Q
0,r+1
(z) and Q
1, r+1
(z) of the previous level. We can then obtain the equivalent 
representation for the binary filter bank shown in (b), where L = 4 analysis filters Pi(z) 
that are given by 
     3zPzPzP 0,10,00  ,      2zPzPzP 1,10,01  , 
     2zPzPzP 0,11,02  ,        2zPzPzP 1,11,03  , 
(4.2) 
and synthesis filters Qi(z)  are written as 
     2zQzQzQ 0,10,00  ,       2zQzQzQ 1,10,01  , 
     2zQzQzQ 0,11,02  ,      2zQzQzQ 1,11,03   
(4.3) 
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4.4 The basic principle of the MD_UEPS 
This section presents the basic structure of MD_UEPS. This is the structure that 
we have improved and proposed in Chapter 5. The filter bank that divides the input signal 
into L bands consisting of different passbands is called a filter bank with UEPS. This type 
of filter bank can be obtained in various ways, for example, from a filter bank with EP in 
which the signals of each band are combined to produce a new UEPS. Another way is 
based on the decomposition view, given in Section 4.3 [99]. Fig. 4.4(a) shows a 
binary tree filter bank with UEPS that uses L = 4, obtained by a tree decomposition of a 
2-band MD_EP filter bank. In this case, three levels are needed for decomposition, where 
each subsequent level is obtained by decomposing the decimated signal at the output of 
the low-pass filter in the previous stage (P
0,r
(z)). The L analysis filters Pi(z) of equivalent 
representation is given by  
   



2L
0c
20,c
0 zPzP
     


 
2iL
0c
20,c2i11,L
i
ci1L
zPzPzP  
 
(4.4) 
where Qi(z) are the synthesis filters, given by 
   



2L
0c
20,c
0
c
zQzQ
 
     


 
2iL
0c
20,c2i11,L
i
ci1L
zQzQzQ  
 
(4.5) 
where i =1, …, L-1. 
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Delays di (will be further explained in Section 5.2) are needed to compensate the 
difference in the length between the analysis filters. The decimation and expansion 
factors of the equivalent representation are obtained as follows: 
 









1.Li1for,2F
,2F
iL
i
1L
0
. 
 
(4.6) 
 
Fig. 4.5 illustrates the frequency response of the analysis and synthesis filters of 
the filter bank with UEPS shown in Fig. 4.4(b). In this type, each increment of a level of 
decomposition implies a reduction of the passband width to half of the corresponding 
width of the previous level. Therefore, this type of structure is also known as a filter bank 
with octave frequency decomposition, or simply an octave filter bank. For more efficient 
implementation, Section 4.5.14.5.2 discusses the filter bank with EP using the polyphase 
representation [99]. 
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Fig. 4.4: (a) maximally decimated binary tree filter bank with UEPS and  (b) 
equivalent representation. 
 
 
 
 
 
 
Fig. 4.5: Frequency Response of an octave filter bank with L = 4. 
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4.5 Polyphase Representation 
The polyphase representation provides efficient implementation as it is used with 
cosine-modulated filter banks (Section 4.6) that is known with their real-valued nature. 
This section presents its use with EP and UEPS filter banks. 
A major improvement in multirate signal processing is attributed to the polyphase 
representation of analysis and synthesis banks. The representation made it possible to 
simplify the theoretical analysis of multirate systems and provides computation efficiency 
in implementing both decimators and interpolators as in the filter banks [108], [110] .  
 
 Filter Bank with EP 4.5.1
 Fig. ‎4.6 shows the general structure of a multirate system with EP using 
polyphase representation, assuming that the decimation and interpolation factors are all 
equal to 𝐹. Decomposing the analysis filters Pr(z) as follows:  
   



1F
0c
F
r,c
c
r zPzzP  (4.7) 
where Pr,c(z) are polyphase components of a type-I
4
 of the r
th
 analysis filter 
pr(n), i.e., 
    

 


  zcFpzP rr,c  (4.8) 
the analysis polyphase matrix 𝑃𝑚(𝑧
𝐹) of dimension L× 𝐹 is defined as 
 
     
     
     

















F
11,FL
F
1,1L
F
1,0L
F
11,F
F
1,1
F
1,0
F
10,F
F
0,1
F
0,0
F
m
zPzPzP
zPzPzP
zPzPzP
zP

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

 
 
(4.9) 
                                                 
4
 There are two types of polyphase decomposition: type I and type II. The former is associated with the analysis bank 
and the latter with the synthesis bank [108], [119]. 
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The polyphase decomposition representation of the synthesis filter bank Qr(z) of 
type-II [111]can be written as: 
     



1F
0c
F
r,c
c1F
r zQzzQ  (4.10) 
where 𝐹𝑟,𝑐(𝑧)are polyphase components of the r
th
 synthesis filter qr(k), that is, 
     

 


  z1c1FqzQ rr,c  
 
. 
(4.11) 
The synthesis polyphase matrix 𝑄𝑚(𝑧
𝐹) of dimension 𝐹 × L is defined as 
 
     
     
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, 
 
(4.12) 
Using noble identities [111], the scheme of Fig. ‎4.6 can be simplified, as shown in  
Fig. 4.7, where the analysis and synthesis filters operate at a rate 𝐹 times smaller than the 
input signal x(k). 
For a multirate system of L bands, the conditions to achieve perfect reconstruction 
were developed in [112] and [113] for an orthogonal
5
 filter bank, using the paraunitarity 
property of the polyphase matrix [110], that is; 
         IzzPzQ 0
-D
mm  , (4.13) 
 
 
 
 
 
                                                 
5
 A filter bank is said to be orthogonal when its polyphase matrices are paraunitary. In the time domain, the condition 
of paraunitarity is satisfied when the coefficients of the synthesis filters are time-reversed, with respect to the 
coefficients of the analysis filters [119]. 
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where 𝑄𝑚(𝑧) = 𝑃𝑚
𝑇(𝑧  ) and 𝐷   is the delay introduced in the polyphase domain; the 
total system delay is  𝐷 = 𝐹 − 1 + 𝐷 𝐹. 
Since the design of analysis and synthesis filters for L bands still appeared to be 
very complex, an alternative solution was to obtain them from a single filter [114], [115], 
[116].  
 
 
 
 
 
 
 
 
Fig. 4.6 Scheme of the general multirate polyphase representation 
with the analysis and synthesis banks. 
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Fig. 4.7: Simplified polyphase Filter 
 
 MD_EPS 4.5.1.1
The MD_EPS method [42] uses a filter bank with non-zero filters [27]. Some 
restrictions are added to make this structure able to model FIR. Filter bank configurations 
with maximally decimated signals at each band were attained from the non-zero adaptive 
filters. To achieve such configurations only L filters is adapted in L-band scheme. The 
performance of the adaptation approach is evaluated by studying the convergence rate for 
coloured inputs and high order filters. This approach has a low computational cost for 
high order filters. Our proposed MD_UEPS will be compared with this method, see Fig. 
5.10. 
 
 Filter Bank of UEPS 4.5.2
The basic idea is to expand the filter bank of UEPS with L bands, different 
decimation factors Fi in a filter bank with F0 bands and a single decimation factor K for 
all bands, given by the least common multiple (LCM) between different factors Fi. For 
the octave filter bank, shown in Section 4.4, the decimation and expansion factors for all 
bands are related by: 
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  01L10 F,F,,FFLCMK    (4.14) 
To achieve this goal, an i
th
 band analysis/synthesis of the tree structure with tree 
PR of UEPS is shown in Fig. ‎4.8(a) and then extended into ℓ𝑖 = 𝐹 /𝐹𝑖  bands as shown 
in Fig. ‎4.8(b).   
 
 
 
 
 
 
 
 
 
 
 
 
 NMD_UEPS 4.5.2.1
This method proposes a significant analysis for UEPS filters by connecting the 
filter bank coefficients to the Mean Square Error of each band. The MSE at each band is 
minimised when the number of filters is reduced and when the decimation factor is 
minimized. By cautiously selecting a decimation factor, the non-zero polyphase element 
power is reduced and so the mean square error. Then, by reducing the MSE of each band 
separately, the overall error will be reduced. Moreover, the bandwidth of each band is 
selected in such a way to increase the decimation factor of each band. Therefore, this 
approach is optimal. The computation cost is low as the algorithm does not run 
continuously. This method also eliminates the abrupt changes produced by altering the 
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filter bank. The drawback of this method is the slow convergence that may appear with 
oversampling during the change between the filter banks [43]. Our proposed MD_UEPS 
will be compared with this method, see Fig. 5.10. 
 
4.6 Cosine-Modulated Filter Bank 
 There are different methods in the literature for designing and implementing filter 
banks [108], [116]. This section describes the Cosine Modulated Filter Bank (CMFB). 
In these systems, all the L analysis and L synthesis filters are obtained using 
cosine modulation of a single prototype filter. Some significant advantages for this 
system are: 
- Computational cost for implementing the analysis and synthesis filter banks is 
the same as that for a single DCT (Discrete Cosine Transform) filter; 
- The required number of parameters to be optimised, in designing the filter 
bank, is reduced because only the prototype filter has to be optimised; 
Assuming that the impulse response is h(k) and the length of the prototype filter is 
Kpr, the analysis and synthesis filter banks are found as follows: 
    








  ii
2
D
k0.5i
F
π
2h(k)cosnp , (4.15) 
    








  ii
2
D
k0.5i
F
π
2h(k)cosnq , (4.16) 
 
where 𝐷 = Kpr - 1  and 𝜑𝑖 = (−1)
𝑖 𝜋
 
, for 0 ≤ 𝑖 ≤ 𝐿 − 1  and  0 ≤ 𝑘 ≤ 𝐾𝑝𝑟 − 1. 
There are different types of CMFBs, among them: 
a. Pseudo Quadrature Mirror Filter (PQMF), which is characterised by 
cancelling the overlap between adjacent spectrum bands [117]; 
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b.  Near Perfect Reconstruction (NPR) filter, which is characterised by 
cancelling errors and distortion of the spectrum overlap between 
adjacent bands [110]; 
c. A Filter bank with Perfect Reconstruction (PR), which is characterised 
by not having errors of distortion and overlapping [108]. 
 
 Errors and Aliasing Distortion 4.6.1
For a filter bank with L bands and   decimation factors, the relationship between 
the input and the output signal is [108]: 
 
   
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where 
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(4.18) 
and 𝑊𝐹 = 𝑒
 𝑗
 𝜋
𝐹 . 
 
The transfer function 𝑇 (𝑧) multiplies the original spectrum of the input signal 
and is known as the distortion function. The transfer functions 𝑇 (𝑧), , 𝑇𝐹  (𝑧) 
multiplied by the shifted versions of the input signal spectrum; they are known as transfer 
the functions of an overlapping spectrum. The objective is to design filters to ensure the 
perfect reconstruction of the input signal; this requires that: 
 
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where the overlap between adjacent bands of the spectrum is represented by 𝑇 (𝑧) and 
between non-adjacent bands are represented by 𝑇2(𝑧),. . . , 𝑇   (𝑧). 
 
 Prototypes for Cosine-Modulated Filter Bank  4.6.2
In this section, we will present four types of prototype filters: Pseudo-QMF 
(PQMF), with near-perfect reconstruction (NPR), maximally decimated with perfect 
reconstruction (PR) and non-maximal decimation to PR, from which the cosine-
modulated analysis and synthesis banks will be implemented (equations (4.15) and 
(4.16)). Fig. 4.9 (a) and (b) show the frequency response of the prototype filter and 
analysis bank, respectively. 
 
 
 
Fig. 4.9 (a) Frequency responses of the prototype filter, and (b) the analysis filter. 
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 Pseudo Quadrature Mirror Filter (PQMF) Prototype 4.6.2.1
Initially, techniques were developed for approximate reconstruction systems. 
These systems are called Pseudo Quadrature Mirror Filter (PQMF) initially studied in 
[117]. In such systems, the analysis Pi(z) and synthesis Qi(z) filters are selected so that 
only the spectrum overlap  between adjacent bands is cancelled and the distortion 
function 𝑇 (𝑧) is the only delay. These systems are acceptable in some applications such 
as speech, image and video processing [118]. For the filter bank to have a sufficient flat 
response over the full range of the frequencies [0, π], it is necessary to force the power 
complementary of the prototype through the objective function: 
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(4.20) 
In order for the filter bank to have a good selectivity and to reduce the overlap of 
the spectrum between non-adjacent bands, it is important that the prototype filter has a 
large attenuation in the rejection band. So its energy can be minimised in the rejection 
range using the following objective function [118]:  
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(4.21) 
where v controls the selectivity of the prototype. 
Finally, the coefficients 𝑝𝑝𝑟(n) in P
pr
(z) that composes the objective function can 
be optimised by combining the above functions as follows [118]: 
2211 ςAςAς     (4.22) 
The prototype P
pr
(z) is a linear phase FIR filter with real coefficients and the 
cutoff frequency is 𝜋/2𝐿 (Fig. 4.9 ). The phase error and spectral overlap between 
adjacent channels are cancelled, making 𝑞𝑖(𝑘) = 𝑝𝑝𝑟𝑖(𝑘)(𝐾𝑝𝑟 − 𝑘) and 𝜑𝑖 = (−1)
𝑖 𝜋
 
 in 
equation (4.15) [118]. 
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To prevent the mentioned aliasing, extra adaptive cross filters are added between 
the bands. These cross filters will increase the computational cost and decrease the speed 
of the convergence. This extension is considered a limitation to our objectives. Our goal 
is to increase the convergence rate and decrease the computational cost that cannot 
happen with this type of prototypes [118]. 
 
 Near-perfect reconstruction prototype 4.6.2.2
A prototype filter P
pr
(z) of length K=2(nL + n1) for all n and  
0 ≤  𝑛 ≤ 𝐿 − 1 , resulting in a near-perfect reconstruction filter bank with a cosine-
modulated input signal, that can be obtained by a spectral decomposition of a 2L filter 
bands with a linear phase [110]. This prototype performs well as the reconstruction errors 
are cancelled and the overlap error of the spectrum at the output of the filter bank is 
comparable to the attenuation of this prototype in the rejection band. Using the above 
notation, the 2L filter band is defined as follows: 
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In [110], quadratic constraints were obtained to ensure that the prototype filter 
corresponds to the spectral decomposition filter S(z) in 2L bands, making it possible to 
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obtain prototypes with near-perfect reconstruction through an optimisation with quadratic 
constraints. Considering only the case where L is even, the following restrictions to 
prototype should be imposed: 
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where 
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(4.27) 
and (𝑛L+𝑛1)×(𝑛L+𝑛1) is the dimensions of the matrices 𝔍 and 𝐷𝑘, k = 2L(𝑛-ℓ) + 2𝑛1−
1), and 𝑝𝑝𝑟 is a vector that consists of the first 𝑛L + 𝑛1 coefficients in 𝑝𝑝𝑟(k), so 
𝑝𝑝𝑟 = [𝑝𝑝𝑟(0) 𝑝𝑝𝑟(1)  𝑝𝑝𝑟(𝓃𝐿 − 𝓃1 − 1)]
𝑇 (4.28) 
It is necessary for the prototype filter to optimise its energy in the rejection range, 
according to the following objective function, meeting the 𝑛 restrictions imposed in 
equation (4.25): 
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where 𝜔𝑢 =
𝜋
𝐿
 (corresponding frequency to the start of the rejection range of the 
prototype filter). 
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The limitation of this type is in that the prototype filter output is given with a 
fewer multiplications, at the cost of increased delay. We avoid using this type, as this 
limitation will be an impediment to our design, and thus contrary to our aspiration to 
construct a robust structure with minimum delay [118]. 
 
 Maximally Decimated Perfect-Reconstruction Prototype 4.6.2.3
This prototype was obtained in [114]. The conditions for 2L polyphase elements 
of a prototype filter of length K = 2𝑛L, (𝓃 ≥ 1) and linear phase, such that the polyphase 
matrix of a filter bank is cosine modulated paraunitary [119]. A theorem in this reference 
states: p(z) matrix is the analysis filter bank obtained from the real coefficient, linear 
phase prototype filter P
pr
(z) of length K=2𝑛L, then, the matrix of polyphase components 
of p(z) is paraunitary (lossless) if and only if: 
a) When L even: 
L
zSzSzSzS iLiLii
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(4.30) 
where Si (z) are the polyphase components of type-I in P
pr
(z) for 0 ≤ 𝑖 ≤
𝐿
2
− 1. 
b) When L odd: 
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
  (4.32) 
for 0 ≤ 𝑖 ≤ [
𝐿
2
] − 1, where [x] is the largest integer less than x. 
In [35], the restrictions above (equations (4.30), (4.31) and (4.32)) were rewritten 
in a function of the prototype filter coefficients (P
pr
(z)), making it possible to obtain 
prototypes with perfect reconstruction (PR) through an optimisation with quadratic 
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constraints. Considering only the case where L is even, we can rewrite equation (4.30) as 
follows: 
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where 0 ≤ 𝑖 ≤
𝐿
2
− 1, 0 ≤ 𝑘 ≤ 𝑙 − 1, and matrices 𝔍  and 𝐷𝑘 are obtained in accordance 
with equations (4.26) and (4.27), respectively. Taking into account the symmetry of the 
prototype filter, the 
𝐿
2
 conditions of perfect reconstruction in equation (4.30) are rewritten 
as 
𝑛𝐿
2
 quadratic constraints in equation (4.33). Note that the dimensions of 𝑝𝑝𝑟, 𝛈𝑖, 𝔍  
and 𝐷𝑘  , are (𝑛L × 1), (𝑛L × l), (𝑛 × 𝑛) and (𝑛 × 𝑛), respectively. For the prototype 
filter, it is necessary to optimise its energy in the rejection range, according to the 
objective function shown in equation (4.29), meeting the 
𝑛𝐿
2
 restrictions imposed in 
equation (4.33). 
This type has good stopband attenuations. The approximate error of this type is 
affordable and can be ignored in audio applications. The complexity is low. The only 
limitation is in the restrictions of the small number of coefficients. This limitation can be 
taken into account in the design trade off [118]. For all of the above reasons, we will 
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consider this type in our design of the first proposed work of the UEPS with multiple 
bands.  
 
 Non-maximally decimated perfect-reconstruction Prototypes 4.6.2.4
The necessary conditions for PR in CMFB with arbitrary delay 𝐷, was developed 
by Kliewer and  Mertins in [120]. Considering P
pr
(z) prototype filter of length K = 2𝑛L, 
and only the case where L is even, we can write the PR conditions as follows: 
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where 𝑖 = 0, , [
𝐹
2
] − 1, and R is the ratio of the number of L bands and the factor of 
decimation 𝐹, P
pr
c
(z) are the polyphase components of type-I of the prototype filter, (𝐷 ) 
is the delay introduced by the analysis-synthesis system and ⌈x⌉ is the smallest integer 
greater than x. The delay in the polyphase domain 𝐷  is defined as: 
12R2RDD 10   (4.37) 
where 𝐷  may vary from 0 to 2𝑛 - 2; however, the prototype will have a linear phase if 
𝐷  = 𝑛 - 1. In this case, the input-output delay introduced by the analysis and synthesis 
banks is given by 𝐷 = 𝐹 - 1 + 𝐷 𝐹 (Section 4.5.1). 
For the PR prototype filter, again it will be necessary to use its energy in the 
rejection range according to the objective function shown in equation (4.29), meeting the 
2R restrictions imposed in equation (4.36). This type of filter performs well, in terms of 
implementation complexity [118]. We will use it in our second proposed work; BSS 
using NMD_UEPS.  
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4.7 Adaptive Scheme without Decimation 
This scheme uses an analysis bank followed by adaptive filters with non-zero 
coefficients. This adaptive scheme is shown in Fig. 4.10 [27] and is also used in our 
design. This scheme is capable of modelling an FIR system due to the length of the 
analysis filters that is greater than the number of adaptive coefficients. However, it is 
shown in [121] that with the correct number of the adaptive filters taps Sr(z
L
) and the 
analysis  filter bank Pr(z),the scheme shown in Fig. 4.10 will be capable to model any 
FIR structure with some delay. 
Considering the analysis polyphase bank representation of the scheme in Fig. 
4.10, the polyphase matrix of dimension L × L is defined as  [27] 
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where Pr,c(z) are polyphase components of type I of the r
th
 analysis filter 
𝑃𝑟(𝑧) = ∑ 𝑝𝑟(𝑘)𝑧
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Therefore, the system function used in Fig. 4.10 can be expressed as 
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The taps of the filters of non-zero coefficients 𝑆𝑟(𝑧
𝐿) are changed to give the 
equivalent FIR scheme which will be called U(z) [27]. The decomposition of the type I 
polyphase transfer function of the unknown system is given by 
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From equations (4.40) and (4.41), it can be noticed that the scheme accurately 
models an unknown FIR system when 
   .)()()()(P )()()( 110110 LLLLLmLLLL zUzUzUzzSzSzS     (4.42) 
 
 
 
 
 
 
 
Fig. 4.10: Adaptive scheme employing analysis filters bank and non-zero 
coefficients filters [27]. 
  
Observing equation (4.42), we can see that the equality cannot be achieved as the 
length of the adaptive filters of non-zero coefficients is L𝜅 and the length of the analysis 
filters is Kp, while the product 𝑆𝑟(𝑧
𝐿)𝑃𝑟,𝑐(𝑧
𝐿) has length 𝐿[𝐾𝑝/𝐿] + 𝐿𝜅− 1, which is 
greater than the number of coefficients L𝜅 that was adapted. However, if  [27]  
    )(zQ)(zU)(z)U(zU)(zS)(z)S(zS LmL1LL1L0L1LL1L0     (4.43) 
such that  Qm(z
L
)Pm(z
L
) = 𝑧 𝑑I, where I is the identity matrix of dimension L × L, the 
system function in Fig. 4.10 will have 
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.)()( dzzUzP   (4.44) 
The matrices Pm(z) and Qm(z) that satisfy the above conditions are, respectively, 
the polyphase matrix of the analysis and synthesis filter bank with perfect reconstruction. 
The synthesis polyphase bank matrix is defined as   
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where Qr,c(z) are polyphase components of type II and the r
th
 synthesis filter                          
𝑄𝑟(𝑧) = ∑ 𝑞𝑟(𝑘)𝑧
 𝑘𝐾𝑞  
𝑘=   is given by  [27] 
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Then, using an analysis filter bank, which allows perfect reconstruction and adaptive 
filters of non-zero coefficients with sufficient order to satisfy equation (4.43), the scheme 
of Fig. 4.10, redrawn in Fig. ‎4.11, implements exactly the FIR system with the transfer 
function given in equation (4.44). However, it should be emphasised that the delay 
introduced by the filter bank must be considered in the algorithm for adapting the filters 
coefficients.  
For analysis and synthesis filters of a linear phase of length Kp = Kq = Kpr, the 
delay is given by 𝑑 = Kpr – L [122]. The number of non-zero coefficients 𝜅 of the 
adaptive filters Sr (z
L
) must be at least: 
   1,LKKκ prun   (4.47) 
where Kun is the length of the unknown system. 
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4.8 Conclusions: 
We conclude that an appropriate choice of the number of taps of the non-zero 
adaptive filters and the analysis filter bank can implement any FIR system. Furthermore, 
using polyphase representation for the analysis bank will give high computation 
efficiency in implementing both decimators and interpolators that are used in the filter 
banks. The ployphase structure of the analysis and synthesis filters operates at a rate F 
times smaller than the input signal x(k). The perfect reconstruction filter bank is the best 
choice, among other types discussed in this chapter, as its aliasing, amplitude distortion, 
and phase distortion can be avoided in the design. 
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Fig. 4.11 Scheme for implementing FIR system with 
transfer function U(z)𝑧 d. 
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 Chapter 5                                                    
Maximally Decimated Adaptive Filtering 
with Multiple bands 
 
5.1 Introduction 
This chapter presents the first contribution of this research. The aim of this work 
is to remove the overlapping between neighbouring bands, improve the convergence rate 
and decrease the computational cost of the adaptive algorithms. The proposed work is a 
scheme that can be used in applications where a high number of taps are needed.  In this 
work we extend the work of a MD_UEPS that uses a limited number of bands in [26] to 
an arbitrary number of bands. Our method is able to cancel the aliasing between 
neighbouring bands. Thus, an LMS algorithm with a modified step rate is formulated. 
This algorithm operates at a very small decimation and decreases the errors between 
bands. An analytical explanation is presented that elaborates on the evaluation of the 
MSE of the stationary state and speed of convergence. The proposed scheme is applied to 
system identification. An important enhancement is obtained in robustness, improving the 
speed of convergence and lowering the stationary error. The experiments showed the 
high performance of the proposed method against noisy inputs.  
 
5.2 MD_UEPS with multiple bands 
This section discusses in detail, the design procedure and formulation of the 
proposed method. The construction of the filters of UEPS with perfect reconstruction is 
also explored. The UEPS with multiple bands is derived from the scheme shown in Fig. 
4.10, but by employing an UEPS analysis filter bank. Fig. ‎5.1 shows such a scheme, 
where e(k) is the error utilised in the adaptation algorithm, r(k) is the required signal, 
Pi(z) are the UEPS analysis filters of L-bands, x(k) is the input signal, and 𝑆𝑖(𝑧
𝐹𝑖) are the 
adaptive filters with non-zero coefficients. 
88 
 
The enhancement of a multiple bands scheme with a maximal decimation and of 
the corresponding adaptive approach will be accomplished for filter banks that use octave 
frequency decomposition. The low-pass features that usually exist in speech signals are 
behind this choice [7]. 
The perfect reconstruction analysis filter bank of L-bands is obtained as given in 
Section 4.4 (see equation (4.4)). These filters have orders  
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where 𝐾𝑃
 ,𝑐
 are orders of 𝑃 ,𝑐(𝑧) and 𝐾𝑃
 ,𝑐
 are orders of 𝑃 ,𝑐(𝑧). Fig. ‎5.1  shows the 
adaptive UEPS without decimation. The factors  𝑖 that appear in the filters 𝑆𝑖(𝑧
𝐹𝑖) are 
defined in equation (4.6). The delays, 𝑑𝑖, that appear with 𝑧
𝑑𝑖 are necessary to compensate 
the introduction of different delays in the bands due to the differences in the length of the 
filters that compose the analysis bank [7] and are given by 
iPPi
KKd 
0
   . (5.2) 
The input-output total delay introduced by the scheme is 
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Fig. 5.1 Adaptive UEPS without decimation. 
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0PD
Kd     . (5.3) 
 Our new maximally decimated structure is constructed using the following 
extension and assumptions: 
Extension: add filters of UEPS with PR analysis Pi(z) and synthesis filters 
Qi(z) to Fig. ‎5.1  after each of the sub-adaptive filter as explained in Fig. ‎5.2  that 
shows the i
th
 band of the resulting scheme. This extension allows, as discussed 
below, the filters to operate at a lower sampling rate. 
Assumptions: 
Assumption 1: To obtain a scheme with less complexity, we consider the 
analysis filters that are sufficiently selective to assume that there is spectrum 
interference only between the frequency responses of neighbouring bands. Non 
adjacent analysis filters,  i( ) and  j( ) for |i − j| > 1, have frequency responses 
that do not overlap; 
Assumption 2: Assuming that 
𝐹i−1
𝐹i
  is an integer
6
; 
Assumption 3: The coefficients of the filters 𝑆i( 
𝐹i) vary slowly. 
 It can be seen that Pr,c(z) = Pr(z)Pc(z) are the filters’ coefficients 𝑆𝑖(𝑧
𝐹𝑖) shifted 
forward by 𝐹𝑖. After applying the extension and the above assumptions, we will have a 
simplified scheme of the i
th
 band that is shown in Fig. ‎5.3 . The sampling rate of the 
adaptive filters in the new scheme is 𝐹𝑖 and 𝐹𝑖   times less than the rate of the input 
signal. Appendix A.1 gives a detailed explanation of applying the extension and the 
assumptions in Fig. ‎5.2  to get Fig. ‎5.3 . 
 
 
 
 
                                                 
6
 For instance, 𝐹i  = 2𝐹i for dyadic wavelets (special case of filter banks with UEPS) [106]. 
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The scheme can be further simplified by noting that Pr,c(z) = Pc,r(z) and 
combining the signals in adjacent bands. Fig. ‎5.4  illustrates the scheme for L = 4 bands, 
where 𝜂(𝑘) is a noise present in the desired signal r(k). This figure illustrates the errors 
of each band ei(l), which will be used in Section 5.45.4 for derivation of the adaptation 
algorithm. 
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Fig. 5.2 Incorporating maximally decimated filter bank 
of the i
th
 band. 
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5.3 Taps Selection 
As mentioned in Assumption-1, Section 5.2,  regarding the optimum design for an 
analysis filter that assumes that there is an overlapping  spectrum   between  neighbouring 
bands, exclusively. The parameters of the maximally decimated scheme in Fig. ‎5.3  are 
similar to the parameters of the non-zero coefficients scheme in Fig. ‎5.1 . From this 
assumption, an equation will be formulated for the best selected taps of the MD_UEPS, 
assuming the case of modelling a random FIR system. 
The adaptive filters 𝑆𝑖(𝑧
𝐹𝑖) for each band of Fig. ‎5.1  are described with regard to 
the shifted form of their ℓ𝑖 = 𝐹 /𝐹𝑖 polyphase elements [110], as illustrated in Fig. 5.5, 
leading to ℓ𝑖 filters with 𝐹  components. Defining 𝑆𝑖(𝑧) as a vector that consists of ℓ𝑖 
polyphase elements of the i
th
 filter,  
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Fig. 5.3 i
th
 band adaptive filters working at lower rates. 
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  ,(z)S(z)(z)SS(z)S Ti,i,1i,0i 1i   (5.4) 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
and ?̃?(𝑧) is expressed in terms of the polyphase vectors of L filters Si(z), given by 
   TTTTT1F10 (z)S(z)(z)SS(z)S(z)S(z)S(z)S 1L100   
~~~~
 (5.5) 
The multiband scheme of Fig. ‎5.1 can be amended to include    elements of 
?̃?(𝑧), as illustrated in Fig. 5.6. These elements are linked to the polyphase elements of 
filters the Si(z) by the following relations: ?̃? (𝑧) = 𝑆 , (𝑧) and ?̃?ℓ𝑖 𝑟(𝑧) = 𝑆𝑖,𝑟(𝑧) for i = 
1, · · ·, L - 1 and r = 0, · · ·, ℓ𝑖 - 1. For example, considering the UEPS with multiple 
bands of L = 4 (shown in Fig. ‎5.4 ), we get ?̃? (𝑧) = 𝑆 , (𝑧), ?̃? (𝑧) = 𝑆 , (𝑧), ?̃?2(𝑧) =
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Fig. 5.4 Simplified scheme with L = 4 bands applied in the system identification. 
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𝑆2, (𝑧), ?̃?3(𝑧) = 𝑆2, (𝑧), ?̃? (𝑧) = 𝑆3, (𝑧), ?̃?5(𝑧) = 𝑆3, (𝑧), ?̃?6(𝑧) = 𝑆3,2(𝑧), and 
?̃?7(𝑧) = 𝑆3,3(𝑧). Appendix A.2 gives further explanation to these relations.  
 
 
 
 
 
   
 
 
Fig. 5.5: (a) i
th
  band scheme of Fig. ‎5.1 (b) ith band with the extended 
representation of 𝑆𝑖(𝑧
𝐹𝑖). 
 
In Fig. 5.6, Pm(z) is the matrix of dimension 𝐹 x𝐹  that has the type-I polyphase 
elements of the analysis filters, written as 
 TTTTm (z)P(z)(z)PP(z)P 1L10    (5.6) 
where Pi(z) is the matrix ℓ𝑖 x 𝐹  with the r
th
 row (r = 0, · · ·, ℓ𝑖 - 1) formed by 
𝐹  polyphase elements of 𝑧
 (𝑑𝑖 𝑟𝐹𝑖)𝑃𝑖(𝑧) (see Fig. 5.5). Looking at Fig. 5.6, the system 
function applied to the UEPS in Fig. ‎5.1  can be written with regard to the L0 polyphase 
elements as : 
        T1F1FmFT 000 zz1zPzSzT  
~
. (5.7) 
To identify the unknown system, taps of 𝑆𝑖(𝑧
 𝑖) can be adjusted to model an FIR 
scheme. The system function of the unknown system is denoted by U(z) and written as 
          .zz1zUzUzUU(z) T1F1F1LF1F0 00000

   (5.8) 
 
 
  , ( 
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From equations (5.7) and (5.8), the multiband scheme accurately models the FIR filter 
U(z) at 
      .zUzUzU(z)(z)PS 1F10mT 0  
~
 (5.9) 
Post-multiplying both sides of equation (5.9) by the matrix Qm(z) yields: 
I,z(z)(z)QP mdmm
  (5.10) 
where 𝑑𝑚 is a positive integer and I is the identity matrix of dimension 𝐹  × 𝐹 . The 
following equation connects the non-zero filters and the unknown system parameters:  
       (z).QzUzUzU(z)zS m1F10dT 0m 
  
~
  (5.11) 
 
 
The matrix Qm(z) that satisfies equation (5.10) corresponds to the synthesis 
polyphase filters matrix which leads to a system with perfect reconstruction [111]. Fig. 
5.5(a) describes the i
th
 band of an analysis/synthesis system of UEPS with PR and Fig. 
5.5(b) describes the extension with ℓ𝑖   elements. The matrix Qm(z) is of dimension 𝐹  × 𝐹  
containing the elements of the type-II polyphase of the expanded synthesis filters, given 
by 
      zQzQzQ(z)Q 1L10m   , (5.12) 
where Qi(z) is the 𝐹  × ℓ𝑖 matrix with the r
th
 column (r = 0, · · ·, ℓ𝑖 - 1) constructed by 
the 𝐹  type II polyphase elements of  𝑧
 (ℓ𝑖 𝑟  )𝐹𝑖𝑄𝑖(𝑧).  
 
 
 
 
 
 
Fig. 5.6: Scheme of Fig. ‎5.1  using polyphase system.  
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The best selected taps of the i
th
 filter ?̆?𝑖(𝑧), assuming the existence of overlapping 
spectrum exclusively between neighbouring bands, are given by  




1
0r
i,r
r
i
i
i )(zSz(z)S



 (5.13) 
where filters Si,r(z) are related to ?̆?𝑖(𝑧) through equations (5.4) and (5.5). According to 
equations (5.11) and (5.13) for an UEPS of L-band with synthesis filters that have order 
𝐾𝑄𝑖,  we can write  
1
F
KK
K
i
QU
S
i
i





 
  (5.14) 
where KSi is the minimum number of taps of the Si(z) filters and KU is the required system 
order. Then, using a filter bank of UEPS that allows perfect reconstruction to be achieved 
and using adaptive filters of non-zero coefficients with orders that are sufficient to satisfy 
equation (5.14), the scheme in Fig. ‎5.3  can implement exactly any FIR system. However, 
it should be emphasised that the delay introduced by the filter bank should be considered 
in the adaptation algorithm. For more clarification, an example is given in Appendix A.3. 
 
5.4 Adaptive Algorithm   
In this section, we will derive a method based on the LMS algorithm to update the 
coefficients of the filters for the proposed MD_UEPS. The proposed adaptive algorithm 
works at a reduced sampling rate between the bands. The algorithm uses a novel 
adaptation step. This adaptation is normalised by the signals’ powers at each band. We 
define xr,c(𝑛) as the decimated signal at the output of the filters Pr,c(z) (see Fig. ‎5.3 ) at 
iteration 𝑛, and xr,c(𝑛) has the latest samples 𝐾𝑆𝑟 of xr,c(𝑛) that was decimated by a factor 
of 𝐹𝑟,𝑐 = min (𝐹𝑟 , 𝐹𝑐) in relation to input signal x(k), and sr(𝓃) consists of the coefficients 
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of the filter Sr(z). The objective function is considered as the sum of the mean squared 
errors
7
 of each band, that is  
    





1L
0i
1
0n
i
2
i
i
i
ne
1
n


 (5.15) 
where 𝑛𝑖
′ = ℓ𝑖𝑛 + 𝑘 and 𝑘 = 0, ,ℓ𝑖 − 1. The update equation of the gradient descent 
type [14] for the coefficients of the i
th
 filter:  
   
 
i
ii
s
n
2
γ
ns1ns


 , (5.16) 
where 𝛾 is the learning rate. The error of each band is shown in                    Fig. 5.7, and 
given by  
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(5.17) 
where ?⃗? 𝑖,𝑖   is a vector that contains 𝐾𝑆𝑖  samples of the signal xi,i+1(m) considering only 
(𝐹𝑖 / 𝐹𝑖  )
th
 sample, due to the ratio (𝐹𝑖 / 𝐹𝑖  ) of the filter 𝑆𝑖 𝑧
(𝐹𝑖 / 𝐹𝑖 1)  in Fig. ‎5.3 . 
Substituting equation (5.17) in equation (5.15), we get 
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(5.18) 
 
 
                                                 
7 The adaptive filters work at different sampling rates, so we consider the mean of the errors of the samples at the 
outputs of the respective filters of the bands that operate at higher rates. 
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where 
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(5.19) 
Substituting equation (5.18) and ((5.19) in equation (5.16) and considering 
different adaptation steps for each term, we obtain 
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(5.20) 
To enhance the robustness and consequently the speed of convergence if the 
colour input is considered, every step of equation (5.20) is done conversely relative to the 
total input signals’ powers, i.e. 
,
PPP
γ
γ
1,ii11,ii12,ii
1,ii




~
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
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,
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γ
γ
21,ii11,ii1i,i
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

~
 
5.21) 
where ?̃? is a constant factor and P𝜆, 𝑢
 is the power of the signal 𝑥𝜆,𝑢(𝓃) that can be 
predicted recursively by 
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(n)α)x(1(n)αP1)(nP 2λ,uλ,uλ,u   (5.22) 
with 0 ≤ 𝛼 < 1. For this reason, every term that represents the error in the recursive 
adaptation equation of (5.20) is measured by a specific normalised step value, as the error 
that is produced by the lower decimated signals has greater measure (weight). 
 
 
 
 
 
 
 
 
 
 
 
                   Fig. 5.7: Error of the i
th
 band. 
 
 
5.5 Analysis of Convergence  
To analyse the behaviour of the convergence of the adaptive algorithm in the 
previous section, we study the progress of the average error vectors of the coefficients, 
employing the independence theory and considering the stationary signals [14]. We can 
define the error vector of the coefficients of the i
th
 band as 
    iii snsns
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where ?̆?𝑖 is the corresponding vector of the best selected coefficients. Taking into account 
the assumption that the spectrum overlap of the analysis filters only happens between 
neighbouring bands (see Section 5.24.3) and that we modelled an FIR system, then the 
desired signals in each band 𝔡i, after involving the coefficients ?̆?𝑖 can be formed as 
follows:  
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(5.24) 
where ?̆?𝑖 represents the modelling error
8
 for the i
th
 band.  
Let us consider vectors of dimension 𝐾𝑆𝑟  1 containing the signals of the bands with their 
delays as follows:  
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where 𝐹𝑟,𝑐 = min (𝐹𝑟 , 𝐹𝑐). Therefore, substituting equations (5.17), (5.23) and (5.24) in equation 
(5.20), considering zero mean error of ?̆?𝑖, and taking the expected values of both sides of the 
resulting equation, we have 
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where ∑ 𝐾𝑆𝑖
𝐿  
𝑖=  represents the order of the unit matrix I. We can write   
 
                                                 
8 error obtained with the optimal coefficients. 
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where 
    ' 1iTi-2,i-1' 1i1i,i1,iii nxnXEγΘ1  ~~  , 
         'iTi-1,i'ii,ii,i' 1iTi-1,i-1' 1i1i,i1,iii nxnxEγnxnxEγΘ2 ~~~~   , 
              ' 1iT 1i,i' 1i1i,i1i,i'iTi,i'ii,ii,i' 1iT 1i,i' 1i1i,i1,iii nxnxEγnxnxEγnxnxEγΘ3   ~~~~~~   
         ' 1iT 11,ii' 1iT 1i,i1i,i'iT1,ii'ii,ii,ii nxnxEγnxnxEγΘ4   ~~~~   , 
    ' 1iT 12,ii' 1iT 1i,i1i,ii nxnxEγΘ5  ~~ , 
(5.29) 
where the dimensions of the matrices Θ1𝑖, Θ2𝑖, Θ3𝑖, Θ4𝑖 , and Θ5𝑖 are 𝐾𝑆𝑖  𝐾𝑆𝑖− , 
𝐾𝑆𝑖  𝐾𝑆𝑖−1, 𝐾𝑆𝑖  𝐾𝑆𝑖, 𝐾𝑆𝑖  𝐾𝑆𝑖 1 and 𝐾𝑆𝑖  𝐾𝑆𝑖  , respectively. 
The above matrices are expressed as follows
9
 
     Tλ,uxxr,c'uTλ,u'cr,c PRPnXnXE ~~~~  , (5.30) 
and  
    Tλ,uxxr,c
'
u
T
λ,u
'
cr,c PRPnXnXE
~
~
~
~






. (5.31) 
                                                 
9 The matrices are formed to include the autocorrelation function of the input signal and the coefficients of the analysis 
filters. 
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where 𝐑𝑥𝑥  represents the autocorrelation of the input signal of dimension KT × KT, as KT 
= ma [ 𝐹𝑐𝐾𝑆𝑟 + 𝐾𝑃𝑟,𝑐 + 1 + 𝑑𝑟 ,  𝐹𝑢𝐾𝑆𝜆 +𝐾𝑃λ,𝑢 + 1 + 𝑑λ ]; ?̃?𝒓,𝒄 is a matrix of 
dimension 𝐾𝑆𝑐    𝐾T, with the first row of non-zero elements at position 𝑑𝑟 + 1 and 
containing the coefficients of Pr,c(z) with the following rows being formed by shifting the 
elements of the previous row elements to the right position of 𝐹𝑐, and cr,
~
P

  is similar to 
 ̃𝑟,𝑐 but with shifting of 𝐹𝑟 positions from one row to the next.  
By observing equation (5.27), we can deduce that the convergence rate of in 
equation (5.20), is controlled through the ratio between the eigenvalues of Ω. This result 
tells us how to predict the behaviour of the algorithm for a specific analysis bank and can 
also be utilised if some statistical information is available about the input signal, in order 
to choose the correct number of bands with regard to the full-band algorithm. 
In Section 5.7, it will be demonstrated that the eigenvalue ratio of matrix Ω is 
notably reduced for coloured input signals when the number of bands is increased, 
resulting in a better convergence rate than that obtained by the full-band algorithm. 
 
5.6 Steady state MSE 
The mean square error will be analysed in a steady state of our suggested 
algorithm of the UEPS with multiple bands, which considers only the error caused by the 
assumption that there is no spectral overlaps between non-adjacent bands of the analysis 
filters, during the derivation of the adaptive algorithm (Section 5.4). Other errors can be 
modelled by conventional LMS analysis. Analysing the general case (i.e., considering 
that there is overlapping spectrum between non-adjacent bands), the desired signal 
𝑟𝑖(𝑛𝑖
′ − d𝑖) in the i
th
 band can be written by including the optimal coefficients ?̆?𝑖 at 𝑛 as 
   'iir
i
r'
i
r
i
1L
0r
T
r,ir
i
r'
i
1i
0r
T
r,ii
'
ii nηs
F
d
n
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xs
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d
nxdnr 
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








 





ˆ  (5.32) 
where 𝜂𝑖(𝑛) is the measurement noise of the i
th
 band. 
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Defining 𝑟(𝑙) = [𝑟 (ℓ 𝑛)  𝑟 (ℓ 𝑛) 𝑟𝐿  (ℓ𝐿  𝑛)]
𝑇
 for L bands in ℓ𝑖𝑛 time, this 
is written by: 
η(n)sX(n)r(n) 

 (5.33) 
where  ?̆? = [?̆? 
𝑇   ?̆? 
𝑇    ?̆?𝐿  
𝑇 ]𝑇 represents the vector that consists of all optimal adaptive 
filters’ coefficients, 𝛈(𝓃) is the vector formed by residual errors modelling of all L bands 
in ℓ𝑖𝓃 time, and X(𝓃) is a matrix of dimension 𝐿    ∑ 𝐾𝑆𝑖
𝐿  
𝑖=   with input signals of the 
bands whose i
th
 row:  
   )(2x)(2x)(x)(x)(x)X( ni1LT 1,iLnT1,iinTi,inT1,iinT0,iin iiiii   ~~~~~  (5.34) 
Now taking into account only the overlapping spectrum between neighbouring 
bands, the vector 𝑦(𝑛) is expressed by the output signals of the L bands of the UEPS in 
time ℓ𝑖𝓃 (see Fig. ‎5.4) as follows:  
(n)s(n)Xy(n)
~
  (5.35) 
 
 
as X̃(𝓃) can be expressed in terms of the input vectors of the adaptive filters: 
      
   T
1L
T
2ii
T
1,iii
T
i,ii
T
1,ii
T
i-2
T
0k
00n)(2xn)(xn)(x00(n)X  

 ~~
~~
 (5.36) 
and 𝑠(𝑛) = [𝑠 
𝑇(𝑛)𝑠 
𝑇(𝑛)    𝑠𝐿  
𝑇 (𝑛)]𝑇 contains coefficients with 0𝑟
𝑇 vector of 
dimension 1   𝐾𝑆𝑟  that is formed by replacing the zeros signal vector at the input of the r
th
 
adaptive filter of a non-adjacent band. Therefore, the errors vector, that is obtained from 
the assumption that states; there is no overlapping between the spectrum of the non-
neighboured analysis filters in the extraction of the maximally decimated scheme, is 
given by: 
(n).(n)s(n)XsX(n)y(n)r(n)e(n) η
~
 (5.37) 
where 𝛈(n) is the vector containing the residual modelling errors of each band. 
A filter bank is considered to be lossless when the error power at the output is 
equal to the aggregate of the error powers in each band. Therefore, the entire mean square 
error [123] is given by: 
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 (5.38) 
Substituting equations (5.33), (5.35) and (5.37) in (5.38) and considering 
𝜂 (𝑛) = 0 and 𝐸[𝑠(∞)] ≈ ?̆?, yields 
2
η
T
UU σsΨs)ς(ς 

  (5.39) 
where 
    T(n)XX(n)(n)XX(n)EΨ ~~   (5.40) 
and 𝜎𝛈
2 represents the variance of the measurement noise, and 
   n)(xn)(x(n)XX(n) iT 2,iiiT0,ii   ~~~
n)(2xn)(2x000 ii1LT 1,iLiT 2,iiT 1iTiT 1i   ~~  
(5.41) 
consists of the input elements of the i
th
 band of non-neighbouring bands. Thus, Ψ can be 
expressed using the correlation matrices of the non-neighboured bands’ signals. 
The adaptive parameters of selective analysis filters will converge roughly 
towards the optimal coefficients of the non-zero coefficients filters. Consequently, the 
elements of the vector ?̆? will be almost identical to those of the filters ?̆?𝑖 given by 
equation (5.13). It can be seen from equation (5.39) that the steady state MSE of the 
UEPS with multiple bands will be generally, greater than 𝜎𝛈
2, as the residual spectral 
overlap is not removed in the simplified scheme. On the other hand, the stopband 
attenuation of the analysis filters is behind the corresponding increment in the steady 
state MSE that is evaluated by the following simplified equation: 
  2η
2
avUU σsΨvς 

 (5.42) 
where 𝜈𝑎𝑣(Ψ) represents the average of the eigenvalues of the matrix Ψ. This simplified 
way of evaluating the excess mean square error is not dependent on prior information 
about the optimal coefficients; the only information needed concerns the corresponding 
vector ?̆?. The vector ?̆? can be obtained by finding the power ratio between the input and 
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output signals. Equation (5.42) also represents the relationship between the input 
autocorrelation sequence and the parameters of the analysis filters. 
 
5.7 Results 
In this section, using computer simulations, we compare  the performance of the 
proposed UEPS with multiple bands (Section 5.4) to the MD_EPS of  [42], and the  
NMD_UEPS of  [43].  
 
 Experiment 1 5.7.1
We consider an FIR system identification of order KU = 900. The unknown 
system coefficients are attained arbitrarily (uniformly-distributed white signal). The input 
signal was produced by passing a white Gaussian signal through a first order IIR filter 
with pole at z = 0. 95. A white noise with variance 𝜎𝑘
2= 10
-6
 is provided to the required 
signal. Our proposed structure was implemented by employing perfect reconstruction 
filter banks, and a decomposition in octaves with L = 3, 4, and 5 (see Chapter 4, Section 
4.2, and [108]).  
 
 
 
 
 
 
Table 5.1 presents the decimation factors 𝐹𝑖, the factors ℓ𝑖 = 𝐹 /𝐹𝑖, the delays 𝑑𝑖, 
and the orders 𝐾𝑆𝑖 and 𝐾𝑃𝑖 of the adaptive filters 𝑆𝑖(𝑧) and the analysis filters 𝑃𝑖(𝑧), 
respectively, that are employed in the experiment with L = 4 bands. Fig. ‎5.8 describes the 
frequency responses of the corresponding analysis filters. Trial and error is used to reach 
the best convergence from the adaptation step, ?̆? = 1/KS0, of equation (5.21). 
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The practical MSE of the proposed UEPS is evaluated for various bands to 
ascertain the number of bands that provides the best performance; shown in Fig. 5.9. 
Table 5.2 presents major and minor eigenvalues of the matrices Ω (equation (5.28) for the 
simulations in Fig. 5.9. 
When the theoretical results are analysed, it is assumed that the coefficients will 
be updated at a sampling rate of 𝐹 = 2
𝐿   times less than the rate of the input signal. 
Thus, the useful eigenvalues ratios are explained in Table 5.2 multiplied by 𝐹 . 
Considering this perception, we can confirm that the practical results in Fig. 5.9 are 
consistent with the theoretical outcomes in Table 5.2, showing that the convergence rate 
enhances when the number of bands increases compared to the full-band least mean 
square algorithm (L = 1 in Fig. 5.9). It is proved experimentally that four bands are 
enough to decorrelate the coloured signal that is used at the input. The little increase that 
is expected in the convergence speed when adding an additional decomposition level 
(L=5) has not been verified in practice, as the aggregate number of the adaptive 
coefficients of the multiband scheme increases. The effect of this increase in the number 
of adaptive coefficients will not be noticeable in the modelling of very high order systems 
like rooms and auditoriums with echo. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.8 Gain of analysis filters in Fig. 5.4  (𝑃𝑖,𝑖(𝑧): solid line, and 
𝑃𝑖,𝑖  (𝑧): dashed line). 
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Table 5.1: Parameters of the scheme with UEPS for Experiment 1. 
i 𝐹𝑖 ℓ𝑖 𝐾𝑃𝑖 d𝑖 𝐾𝑆𝑖 
0 8 1 332 0 149 
1 4 2 332 0 149 
2 4 2 155 163 256 
3 2 4 59 267 480 
 
Table 5.2: Ratio between the highest and lowest eigenvalue Ω for Experiment 1for 
the coloured input. 
L 𝜈𝑚𝑎𝑥/𝜈𝑚𝑖𝑛 
1 286. 40 
3 37.15 
4 8.04 
5 2.99 
 
Next, after proving that our proposed MD_UEPS with four bands (L=4) has a 
better  convergence rate than the conventional full-band (L=1), we will validate our work 
by using the MSE evolution as a benchmark to compare with the current state-of-the-art. 
The comparison is shown in Fig. 5.10 for L = 4 bands; it compares the performance of the 
mean square error of our proposed method with the MD_EPS in [42] and the non-
maximally (oversampled) decimated UEPS in [43]. It can be seen that the suggested 
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scheme with UEPS has the fastest convergence speed. To decrease the convergence 
problem of the oversampled scheme, we use analysis filters with wider bands. The use of 
UEPS over the EPS allows us to improve the convergence rate. The reason for the 
increase in the convergence rate of the UEPS over the EPS, is due to the use of finer 
decomposition at low frequencies of the input signal; this decreases the ratio of power 
spectral density of the bands’ signals [1]. 
In this experiment, we improved the convergence obtained with the proposed 
UEPS with multiple bands using a filter bank in octaves with decomposition that was 
observed for coloured input with low-pass characteristics. On the other hand, increasing 
the number of decomposition levels for coloured input with high-pass characteristics 
would improve the convergence rate. 
 
 
 
 
 
 
 
 
 
Fig. 5.9: Performance of the mean square error of the UEPS of Experiment 1. 
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Fig. 5.10: Comparison of the mean square error of the proposed MD_UEPS  to 
the MD_EPS of [42] and NMD_UEPS of [43], for L = 4 in Experiment 1. 
 
  Experiment 2 5.7.2
In this test, we used an FIR system identification of a similar order KU = 900 to 
that in the first experiment. However, with the input signal was produced by applying 
Gaussian white noise over an IIR filter of a first order and pole at z = 0.98.  
The evolution of the mean square error of the proposed UEPS with multiple bands 
with L = 4 and 5 bands is shown in Fig. 5.11. The eigenvalue spread is shown in Table 
5.3, for the corresponding matrix Ω of equation (5.28), for the simulations of Fig. 5.11. It 
can be seen in Table 5.3 and Fig. 5.11 that the proposed scheme with L = 4 bands is not 
suitable for reducing the autocorrelation of the coloured input signal in this test. 
However, further increase in the number of bands to L = 5 will result in a slight increase 
in the convergence rate. 
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Fig. 5.11 : MSE with UEPS for Experiment 2. 
 
 
Table 5.3: Eigenvalues of the matrix. 
L 𝜈𝑚𝑎𝑥/𝜈𝑚𝑖𝑛 
 4 33.38 
 5 9.47 
 
 Experiment 3 5.7.3
The goal of this experiment is to evaluate the ability of our proposed UEPS to 
rapidly react to changes in the unknown system. At first, we studied the system 
identification of a lowpass FIR of order KU = 299 with 0.4π bandwidth. The unknown 
system, after 15000 samples, was altered to a LPF of the same order, but with 0.2π 
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bandwidth. A coloured noise was generated at the input, as in the first experiment. A 
Gaussian white noise of 𝜎𝛈
2 = 10 5 and mean = 0 was added to the required signal. The 
scheme was carried out utilising the same perfect reconstruction filter bank of octave 
bands containing four bands from the first experiment. Fig. 5.12 shows the mean square 
error evolutions of our proposed MD_UEPS with multiple bands and the MD_EPS [42]. 
We can see from this figure that the proposed UEPS with multiple bands is reliable to 
keep abreast of the quick changes in the unknown system and has the same performance 
as the EPS. 
 
 
 
 
 
 
 
 
 
Fig. 5.12: MSE of the schemes with EPB [42] and the proposed UEPB for 
Experiment 3. 
 
 
 Experiment 4 5.7.4
In the previous experiments, we compared our proposed method with the full-
band scheme. The aim of this experiment is to choose the proper prototype. 
The mean square errors in the steady-state that is obtained experimentally and 
theoretically are compared in the system identification of order KU =127 (with arbitrarily 
produced coefficients). The types of signals that are applied at the input were coloured 
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and white. In the coloured case, there is no measurement noise introduced to the required 
signal. The simulation of the proposed UEPS with multiple bands was performed using 
four bands, using tree structured filter banks with 3-level octave bands. To show that the 
desired steady-state MSE depends on the prototype filters order used to generate the filter 
banks, we choose the following orders of the prototype filters: 𝐾𝑃 =15, 31, and 63. The 
three prototype filters with the results obtained on the steady-state mean square error 
(equation (5.42)) and the theoretical estimates (equation (5.39)) are shown in Table 5.4. 
The theoretical steady-states and the respective experimental mean square error 
evaluations of these prototype filters for UEPS with multiple bands are illustrated Fig. 
5.13 and Fig. 5.14 for white and coloured inputs, respectively. 
The frequency responses and their corresponding mean square errors results (see 
Table 5.4) for the three prototypes used in this experiment for coloured signal applied at 
the input are shown in Fig. 5.15. 
We can see from Table 5.4, Fig. 5.13 and Fig. 5.14 that both the experimental and 
theoretical results are almost identical. The correct filter banks can be chosen with the 
help of equations (5.39) and (5.42) for a desired mean square error in a steady-state.   
 
Table 5.4: Mean square errors in dB of theoretical and practical for Experiment 4. 
Input white noise colour signal 
𝐾𝑃  15 31 63 15 31 63 
𝜁
𝑈𝑈
 (equation 
(5.39)) 
-38.0 -60.0 -87.2 -37.1 -56.5 -81.3 
𝜁
𝑈𝑈
 (equation 
(5.42)) 
-36.8 -59.0 -86.5 -36.1 -56.2 -81.3 
𝜁
𝑒𝑥𝑝
 -37.1 -61.0 -88.6 -32.1 -54.0 -80.2 
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Fig. 5.13: MSE and theoretical values of the excess MSE for Experiment 4, 
considering a white input signal.(dashed lines for equation (5.37) and dotted lines for 
equation (5.40)) 
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Fig. 5.14: MSE and theoretical values for the excess MSE in Experiment 4, 
considering a coloured input signal. 
 
 
 
 
 
 
 
 
 
Fig. 5.15: Gain of prototype filter (solid line) and their MSEs experimental 
(dashed line), considering a coloured input signal. 
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5.8 Conclusions 
This chapter discusses the decomposition of the input signal using a maximally 
decimated multiband scheme that uses a tree filter bank of UEPS. The derivation of this 
scheme is presented in detail. A normalised step-size least mean square algorithm is used 
to perform the adaptation at smallest sampling rate. We present an analysis of the 
convergence of the proposed adaptive algorithm, from which we can estimate the 
convergence rate and the theoretical MSE. Computational simulations were performed 
showing that a significant improvement in the convergence speed can be achieved for 
coloured signals with the proposed algorithm in comparison to a conventional full-band 
LMS algorithm. 
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 Chapter 6                                                   
Blind Separation of Audio Signals 
 
6.1 Introduction 
This chapter presents a discussion on the background literature of blind separation 
of audio signals. Blind source separation algorithms with multiple bands have been 
proposed with the aim of reducing the computational cost and increasing the convergence 
speed of adaptation, but neglecting the effects of the spectral overlap and maintaining an 
efficient samples to evaluate the signals in these multiple bands [124], [125] and [126]. 
Our proposal is to deal with the problem of convolutive and determined time-
domain mixtures by decomposing the signals into multiple bands using maximally 
decimated filter banks with real coefficients. Through the decomposition and decimation 
of the observed signals, we aim to increase the convergence and reduce the computational 
complexity of the structure; in addition to these two advantages, the use of filters with 
real coefficients will add another advantage for using our structure in DSP (Digital Signal 
Processing) implementations. One challenge will be to remove the permutation between 
various bands to recompose the estimated signal from the sources correctly and without 
degradation of the performance. 
For real-world situations, we can consider audio signals as the original sources 
and a room or auditorium as a mixing system. The signals captured by the microphones 
are affected by the reverberation environment. Fig. 6.1 shows the multiple inputs and 
outputs system for blind source separation [7]. Considering that the mixtures are designed 
using FIR filters; we can write 





N
1n
1L
0i
nmnm i)(k(i)us(k)x  (6.1) 
Where N is number of sources, the FIR filters’ length is L, M is the number of 
microphones, m=1,…,M,  and the filter smn models the acoustic transfer function between 
the m
th
 sensor and the n
th
 source. 
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An adaptive algorithm is employed to estimate the separation FIR filters’ 
coefficients 𝜔𝑛𝑚 of U length, which makes 𝑦𝑛(𝑘) maximally independent. In this way, 
we take out the signals that are observed by the microphones (mixtures). Therefore, the 
output signals 𝑦𝑛(𝑘) are estimated by the n
th
 output described as follows: 





M
1m
1U
0i
mnmn i)(k(i)xω(k)y  6.2) 
where n = 1,…,N. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.1: A linear system for separating multiple inputs and outputs 
 
 BSS of Determined Instantaneous Mixtures 6.1.1
A special case of the separation 𝜔𝑛𝑚 and mixing smn filters’ coefficients is when 
both, U and L are equal to one, which means neither reverberation nor delay exist, only 
attenuation. Thus, our problem is reduced to the instantaneous mixture case [17]. 
Assuming the restriction M = N, we will have the case of determined instantaneous 
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mixture for which very good results can be obtained for separating mixed signals. In this 
case the mixing system can be described by the equations: 
(k)us(k)us(k)ss(k)x
(k)us(k)us(k)us(k)x
(k)us(k)us(k)us(k)x
MMM2M21M1M
M2M2221212
M1M2121111







 (6.3) 
and the system that separates the mixture (separation system) is expressed as 
(k)xω(k)xω(k)xω(k)y
(k)xω(k)xω(k)xω(k)y
(k)xω(k)xω(k)xω(k)y
MMM2M21M1M
M2M2221212
M1M2121111







 (6.4) 
Rewriting equations (6.3) in a matrix form, we have 
   kSukx   (6.5) 
where x(k) = [x1(k) x2(k). . . xM(k)]
T
 is the vector containing the k
th
 sample of the observed 
signals, u(k) = [u1(k) u2(k). . . uM(k)]
T
 is the vector containing the signals of independent 
sources, the matrix S formed by the mixing coefficients smn. From equations (6.4) we 
have: 
   kWxky   (6.6) 
where y(k) = [y1(k) y2(k). . . yM(k)]
T
 is the vector that consists of the matrix W that 
consists of the coefficients 𝜔𝑛𝑚 to separate the mixture and the sources estimates um(k). 
Substituting equation (6.5) in equation (6.6) will yield 
   kWSuky  , (6.7) 
which means that a matrix W = S
-1
 exists, if the mixing matrix is non-singular, and thus 
the mixtures can be separated. The challenge of BSS is to accurately estimate this matrix 
W from the sensors. However, there are some inherent problems in BSS, known as 
permutation and scaling. These phenomena appear when C = WS ≠ I. Thus, the learning 
algorithm is blind, i.e. devoid of any knowledge of the sources and mixing system, it only 
ensures that 
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)()( kucky mnn  , (6.8) 
where cn is a constant value
10
, other than unity, which indicates scaling of the source, and 
n ≠ m indicates existence of a permutation. The scaling and permutation effects are easily 
avoided with instantaneous mixtures but may limit the performance of the algorithm for 
convolutive mixtures as will be seen in Section 6.2. 
 
  ICA 6.1.2
The independent component analysis principle is taken from the neural networks 
[127], [128], [129], [130], where the separation matrix W was seen as a linear network. 
These techniques have been widely used to promote blind source separation of audio 
signals that are captured by multiple sensors (microphones), mixed signals and 
interference between signals received by a mobile station [131]. Some authors use the 
terms ICA and blind source separation interchangeably. Because of the diversity of its 
applications, ICA has become a good tool in various applications, such as signal 
processing, wireless communications, information theory, neural networks, etc. 
ICA estimates the W system which extracts the mixture and sources 𝑢ℓ(𝑘) from 
the observed signals 𝑥𝑖(𝑘).  The concept of independence, mentioned above, is stronger 
than the concept of decorrelation because while the latter involves second-order statistics, 
the former involves statistics of orders higher than two, which explores information that 
is not contained in the correlation matrix. Assuming a problem of nonlinear decorrelation 
of a 2×2 multiple inputs and multiple outputs-system with no loss of generality if the 
separation matrix is of the type C = WS = I, the nonlinear function Ψ(. ) is an odd 
function so that Ψ(𝑦 (𝑘)) also has mean zero and y1(k) = a and y2(k) = b are independent; 
they have zero mean [132], thus 
        0 bEaEbaE  (6.9) 
The choice of nonlinear function is based on theories developed for ICA, such as 
minimisation of mutual information, maximising non-gaussianity and maximising the 
                                                 
10 For all sources to be recovered it is necessary that cn≠0 for all n. 
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likelihood. The mutual information is a measure of statistical independence based on the 
information theory, which is always non-negative. The minimisation of mutual 
information (or entropy maximisation) can be interpreted as maximising the 
independence between components. The second approach is based on maximising the 
non-Gaussian (or maximisation of Kurtosis). In the theory of ICA, the random variables 
have non-Gaussian distributions, and this hypothesis is valid for audio signals that have 
typically super-Gaussian distributions, i.e. its probability density function (pdf) is large. 
A traditional way to evaluate the distribution of a random variable is through its kurtosis, 
defined as: 
       .224 3 xExExKurtosis   (6.10) 
For super-Gaussian distributions Kurtosis(x) > 0 for Gaussian Kurtosis(x) = 0 and 
sub-Gaussian Kurtosis(x) < 0. 
The third method uses maximising likelihood (ML) technique. This technique is 
the most popular technique used for ICA. It is interesting to notice that, in fact, the three 
approaches described above are equivalent [129], [131] and [133]. Omitting the index (k) 
to simplify the notation, the mutual information I(y1, y2) between the outputs y1(k) and 
y2(k) is expressed as 
),()()(),( 212121 yyPyPyPyyI   (6.11) 
where P(yi) is the marginal entropy and P(y1, y2) is the joint entropy of the output. 
We notice from equation (6.11) that the mutual information I(y1, y2) is minimised 
when the first two terms are minimised or when the third term is maximised. Gaussian 
signals maximise the first two terms; thus maximising the non-Gaussian leads to 
minimisation of mutual information. On the other hand, maximising joint output entropy 
will maximise the last term of equation (6.11). 
To find the W in equation (6.6) that minimises the mutual information, maximises 
the non-gaussianity or the output likelihood, we can use the gradient method [1]. 
Considering that (m(y)) is the pdf of y, a very simple algorithm was derived in [134], the 
entropy given by 
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


 .))dym(y)ln(m(yP(y)  (6.12) 
Initially, assuming a system of type y = 𝜔x (with one input and one output), in 
which a nonlinear transformation applied to the output 𝑦(𝜓(𝑦)) is monotonically 
increasing or decreasing [14] (i.e., has a unique inverse) of the pdf output can be written 
as: 
xy/
m(x)
m(y)

  (6.13) 
where m(x) is the pdf input  
Substituting equation (6.13) in (6.12):  
  m(x)lnE
x
y
lnEP(y) 







  (6.14) 
As the second term is not affected by the parameter 𝜔, to maximise the entropy of 
y, it is necessary to maximise only the first term of equation (6.14). This can be done by 
calculating the gradient of entropy with respect to the coefficient 𝜔, i.e., 











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


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x
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ωx
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x
y
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ωω
P
P
1
ω  (6.15) 
For audio signals, a nonlinear function widely used, y = 𝜓(𝑦) = tanh(y), for which 
we have 
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
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(6.16) 
and 
 (y)ωψ
ω
1
x
ψy
ω
2












ω
ψ(y)
2ωωψ(y(y)ψ1 2


    (6.17) 
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 (y)ψ12xψxψ(y(y)ψ1 22   
 (y)ψ12xψxψ(y(y))ψ(1 22   
Substituting these results into equation (6.15), the gradient of entropy is given by 
)( yxP 

 2
1
 (6.18) 
Generalising to a system of M inputs and N outputs, we have the stochastic 
gradient of the objective function (entropy) given by 
   H1HW ψ(y)x2EWP 

 (6.19) 
To increase the stability and the convergence speed of this algorithm and avoid 
problems of ill-conditioning of the mixing matrix, the natural gradient method was 
proposed in [96], which can be viewed as a special case of nonlinear decorrelation. The 
natural gradient (NG) is obtained from the traditional gradient, through the relation 
WPWP HW
NG
W   (6.20) 
Substituting equation (6.19) in equation (6.20), we obtain 
  Wψ(y)yEIP HNGW 2 . (6.21) 
Then, using the natural gradient method, the update equation is expressed as 
follows: 
          kW(k)ykyψ2EIγkW1kW H  (6.22) 
  
6.2 BSS for Convolutive Mixtures 
For sources of convolutive mixtures, the algorithms described in the previous 
section do not perform well due to the reverberant environment. A simple way to 
improve source separation is to diagonalise the correlation matrix of outputs RYY, which 
for a multiple inputs and outputs linear system M×N with M = N is given by 
122 
 
     
     
      



















H
MM
H
M
H
M
H
M
HH
H
M
HH
YY
YYYYYY
YYYYYY
YYYYYY
R





21
22212
12111
 (6.23) 
where 〈. 〉 is the statistical average operator. The filters’ coefficients, 𝜔nm(k), that dissolve 
the mixture must converge to values that minimise the mutual information between 
outputs, which correspond to elements that are outside the main diagonal of the 
correlation matrix, i.e. 
0)(  Hcr YY  (6.24) 
where  𝑟 ≠ 𝑐.  
The main diagonal elements, which control the scaling of the outputs, must be 
restricted to appropriate constants cr, i.e.: 
r
H
rr cYY  )(  (6.25) 
The iterative equation for updating the filter coefficients based on the method of 
separation of the gradient is given by 
rr1r γdWWW   (6.26) 
where 
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222212
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 (6.27) 
In the procedure described above, if Ψ(Yr) = Yr then we have a simple case of 
decorrelation that is insufficient to ensure the independence of the output signals of the 
blind source separation. However, if sources are not stationary, we can use second order 
statistics (SOS) considering several blocks of samples of the output signals. This method 
123 
 
is known as a non-stationary decorrelation (ND) [135]. Another method for coloured 
sources, which also uses SOS, considers Time-Delayed Decorrelation (TDD) block 
signals, i.e. 
0)τ(l(l)YY)YΨ(Y Hrcr
H
cr 
.
 (6.28) 
These types of decorrelation (ND and TDD) have sufficient information for estimating 
the separating filter; it is not necessary statistical information of higher orders to ensure 
the independence between the estimated samples of the sources [131]. 
On the other hand, when we consider Ψ(𝑌𝑟) = tanh (𝑌𝑟) we have 
  ,0tanh)(  Hcr
H
cr YYYY  (6.29) 
which can be seen as a case of nonlinear decorrelation, as shown in the Taylor expansion 
of tanh(Yr), given by 
0
315
17
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2
3
2
753








 Hrrrr Y
YYY
Y   (6.30) 
Therefore, this method uses higher-order statistics (HOS) or nonlinear 
decorrelation and can solve the problem of blind separation of convolutive mixtures. 
 
 BSS in TD 6.2.1
This section discusses the full-band time domain approach and our novel 
normalised approach. The BSS is based on the hypothesis that states that different signal 
sources are statistically mutually independent. In the real world, due to reverberant 
environment, the signals of the original sources are filtered by a linear system with 
multiple inputs and outputs before being captured by the microphones. From this 
moment, we assume that the number of sources is equal to the number of microphones as 
shown in  
Fig. 6.2  [136]. 
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In a blind source separation problem, we are interested in the system that 
separates the mixture; in this case, it is described by 





M
1m
1U
0i
mmnn i).(k(i)xω(k)y
~
 (6.31) 
The following extension will use the coefficients ?̃?𝑚𝑛(𝑖) as ?̃?𝑚𝑛(𝑖) = 𝜔𝑛𝑚(𝑖). 
Extending the formulation of the output signals to a matrix form, we can describe the n
th
 
output signal at time k as 
 


M
1m
mn
T
mn ωkx(k)y
~
 (6.32) 
where xm(k) = [xm(k), xm(k-1),. . . , xm(k - U +1)]
T
 has the newest U samples taken by the 
m
th
 microphone and ?̃?𝑚𝑛(𝑛) = [?̃?𝑚𝑛(0), ?̃?𝑚𝑛(1),… , ?̃?𝑚𝑛(𝑈 − 1)]𝑇 is the vector that 
consists of U coefficients of FIR which reflects the way from sensor m to the output n. 
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Fig. 6.2: Linear system with M inputs and M outputs a Convolutive mixture. 
Two new parameters needed for generalisation of the formulation are the number 
of time-delays 𝐷 taken into account in calculating the correlation (1 ≤ 𝐷 ≤ U) and size K  
of the output signal block. 
From equation (6.32), we can describe K-samples at the n
th
 output and at time l as 
follows: 
        Tnn
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mn
T
mKn
1KlUylUyωlXly  

~
~
 (6.33) 
Now, we will build  lX m
~
 in a Toeplitz matrix form, based on  lX
mK
~
, of dimension U × 
K, containing U blocks with delayed versions of the samples of the signal captured by the 
m
th
 sensor, we obtain: 
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 (6.34) 
 
Then equation (6.33) can be extended to include samples of 𝐷 blocks delayed in 
time. Therefore, the matrix with the n
th
 output, of dimension K × 𝐷, can be expressed as: 
   


M
1m
mn
T
mn WlXlY
~
 (6.35) 
      1lX,lXlX TmTmm  ~~  (6.36) 
To ensure the linear convolution of Yn(l) to the maximum number of time delay, 
𝐷 = U [136], it takes two blocks of input signals ?̃?𝑚
𝑇 . Therefore, the dimensions of Xm(l) 
and ?̃?𝑚𝑛 are K × 2U and 2U x 𝐷, respectively. The matrices Xm(l) are obtained by 
doubling the array size ?̃?𝑚: 
      1lX,lXlX TmTmm  ~~  (6.37) 
The matrix ?̃?𝑚
𝑇 (𝑙 − 1) is also a Toeplitz matrix, so that the first row of the matrix 
Xm(l) contains 2U samples of  m
th
 input signal and each subsequent row is obtained by 
shifting the previous row to the right by one sample. The matrix ?̃?𝑚𝑛  is Sylvester 
matrix type of dimension 2U x 𝐷, defined as 
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 (6.38) 
which is the latest U - D + 1 rows formed by zeros to ensure compatibility with Xm(l) for 
general case 1 ≤ 𝐷 ≤ U. To allow a convenient notation update algorithm, which will be 
seen below, we can rewrite equation (6.35) for a more compact form, i.e. 
   WlXlY
~
  (6.39) 
where 
      lYlYlY M1  (6.40) 
is a matrix of dimension K × M 𝐷 containing the building blocks of the output signals of 
all bands; 
      lXlXlX M1  (6.41) 
is a matrix of order K × 2UM containing all time-delayed blocks of all sensors, and 
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 (6.42) 
is a matrix of dimension 2UM x 𝐷M containing all coefficients of all separation filters.  
A scheme that employs filter banks of UEPS with complex coefficients applied to 
the blind source separation that was used in [137] and [138]. 
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 Objective Function and Algorithm Update 6.2.1.1
The expansion below uses ?̃?𝑛𝑚(𝑖) coefficients, where ?̃?𝑛𝑚(𝑖) =  𝑠𝑚𝑛(𝑖). Similar 
to the separation system described by equation (6.39), the mixing system can be modelled 
by 𝑿(𝑙) = 𝑼(𝑙)?̃?, where U(l) is a matrix of K ×M(L+ U −1) dimension  containing the 
delayed versions of the source signals, and ?̃? is the mixing matrix of Sylvester type of 
order M(L + U - 1) × 2MU containing the coefficients of the impulse response of all 
?̃?𝑛𝑚(𝑘) filters. These dimensions result, again, from the performed condition of 
convolution linearity. It is therefore possible to obtain a block-diagonal (bdiag) matrix 
𝐂 = ?̃??̃?, such that C – bdiag C =  boff  C = 0.  
The bdiag operator operates on a matrix formed by submatrices, zeroing all 
submatrices that do not belong to the main diagonal. Similarly, the block-off-diagonal 
(boff) operator resets all submatrices located on the off-diagonals. To achieve this goal, 
using second-order statistics, a series of correlation matrices will describe the signals, 
with time delays based on the matrix formulation presented earlier. These matrices are 
defined by 
     lXlXlR Hxx   (6.43) 
and 
     lYlYlR Hyy   (6.44) 
with dimensions 2MU x 2MU and M 𝐷 x M 𝐷, respectively. For equation (6.44) to have 
full rank, it is necessary that the length of the block output vector to be K ≥ 𝐷. 
The objective function, based on the sequence of delayed correlation matrices, is 
given by [53] 
                 



0r
HH rYrYdetlogrYrYbdiagdetlogr,lαlς  (6.45) 
whose equilibrium point solution of [139] corresponds exactly to the desired blind source 
separation, or boff C = 0. The parameter 𝛼 is a constant normalised according to 
∑ 𝛼(𝑟, 𝑙) = 1∞𝑟= . Using the matrix formulation of equation (6.39) to calculate the 
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matrices of the minimised temporal correlation of equation (6.44), the objective function 
contains 𝐷 time delays of autocorrelations and cross-correlations of output signals from 
the blind source separation.  
Considering an algorithm based on the gradient method, the recursive equation for 
updating the coefficients of the filters that extract the mixture is given by  
     lςγlW1lW
W
~
~~
  (6.46) 
Using the formulation of the natural gradient [140] which is more robust and the 
computationally complexity is reduced; we obtain the following recursive equation for 
updating the coefficients:  
     lςγlW1lW NG
W
~
~~
  (6.47) 
where the natural gradient of the objection function (equation (6.45)) can be expressed as:  
   lςWWlς
W
HNG
W
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  (6.48) 
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~
 (6.49) 
and 𝛾 is the learning rate of the algorithm, where bdiag(·) operator interprets the matrix 
to which it is applied as a composition of submatrices, zeroing all submatrices that do not 
belong to its main diagonal. To illustrate this operator, consider a system with 3 sources. 
In this case, the matrix Ryy (l) can be described as: 
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           
           
           










lYlYlYlYlYlY
lYlYlYlYlYlY
lYlYlYlYlYlY
lR
3
H
32
H
31
H
3
3
H
22
H
21
H
2
3
H
12
H
11
H
1
yy  (6.50) 
The matrices 𝐘𝑟
𝐻(𝑙)𝐘𝑟(𝑙) (with r = 1, 2 and 3) are the autocorrelation matrices of 
the r
th
 output, while the matrices 𝐘𝑟
𝐻(𝑙)𝐘𝑐(𝑙), with 𝑟 ≠ 𝑐, are the matrices of cross-
correlation between the r
th
 and c
th
 output. It is normal to subdivide Ryy(l) matrix into 
submatrices, and the autocorrelation submatrices belonging to the main diagonal of the 
matrix of submatrices. So bdiag Ryy(l) yields the following result: 
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 
   
   
   










lYlY
lYlY
lYlY
lbdiagR
3
H
3
2
H
2
1
H
1
yy
00
00
00
 (6.51) 
where 0 is a zero matrix with the same dimensions as  𝒀𝑟
𝐻(𝑙)𝒀𝑐(𝑙) =  𝑹𝒚𝑟𝒚𝑐(𝑙). 
During the process of updating the coefficients, it is necessary to ensure the 
structure of the Sylvester matrix ?̃?(𝑙 + 1). The indiscriminate use of a gradient that acts 
on the entire matrix can destroy this feature by removing the redundancy that allows a 
two-way relationship between the matrices ?̃?𝑚𝑛 and the corresponding filters(?̃?𝑚𝑛). 
This is easily imposed by selecting one of the columns of matrices ?̃?𝑚𝑛 which contains 
all coefficients of the filters ?̃?𝑚𝑛(𝑖) (for i = 0, ..., U - 1) and generates ∇?̃?
𝑁𝐺
 
𝜁(𝑙) 
according to equation (6.38).  In [53] it is shown that the choice of the first U elements 
of column ?̃?𝑚𝑛 is the best choice for optimisation purposes. The algorithm that 
processes the signal to generate an iteration to adjust the coefficients, considering a 
system with two sources and two sensors (two inputs and two outputs), is given by: 
   











1
yyyy21
1
yyyy22
1
yyyy11
1
yyyy12
22211112
22211112
RRWRRW
RRWRRW
1rWrW ~~
~~
~~
 (6.52) 
where
 
    lRdiaglR nnnn   (6.53) 
Thus, 𝐑𝑛𝑛
   (equation (6.52)) can be obtained by inverting each element of its 
diagonal, which corresponds to the inverse of the power of the blocks of the delayed-time 
of the n
th
 output signals (see equation (6.33)).  
 
  Computational Cost  6.2.1.2
We consider computational cost as the actual number of multiplications per block 
of the input signal (Nblock  ) necessary to update the coefficients of FIR separation filters, 
considering the direct form implementations. 
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The total Nblock,FB  required for full-band (FB) scheme [53], considering a linear 
system M × M (M sensors and M sources), is given by 
  












 

UcMDKKMKUD2MN
U
1c
222
blockFB
 (6.54) 
The first term relates to the cost of generating all the delay-time blocks for all 
outputs (equation (6.39)). The second term is the cost of obtaining the submatrices 
𝐑𝑦𝑛𝑦𝑚(𝑚) of the matrix 𝐑𝑦𝑦 (see equation (6.52)) for calculating the gradient. The third 
term indicates the cost of adaptation considering only the update the first U rows of the 
first column of the matrix ?̃?𝑚𝑛(𝑙) (equation (6.38)).
 
 
 BSS in FD 6.2.2
The blind source separation method in the frequency domain aims to transform 
the convolutive mixture in the time domain into an instantaneous mixture problem in the 
frequency domain, by applying the solution shown in equation (6.22) (adapted to 
complex values) in each frequency band and resolving the blind source separation [95], 
[140], [141]. Therefore, the signals captured by microphones in the transformed domain 
can be considered linear mixtures, i.e.: 
      USX  (6.55) 
where
 
      TM1 ωXωXωX   (6.56) 
is the vector that contains the Fourier transform of M observed signals,  
      TN1 ωUωUωU   (6.57) 
is the vector containing the Fourier transform of N source signals and 
 
   
   










ωSωS
ωSωS
ωS
MNM
N



1
111
 (6.58) 
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is the matrix that contains the response of the frequency ω of FIR filters 𝑠𝑚𝑛(𝑘) that mix 
the signals from all sources  𝑢𝑛(𝑘). Fig. 6.3 shows the overall scheme of the blind source 
separation, where the observed signals xm(k) in the time domain are "windowed" and 
converted to the XM(𝜔, i) signals in the frequency domain through a STFT: 
      ,erwinrixω,iX
1
2
U
2
U
r
rj
mM 


  (6.59) 
where Ω ∈ {0,
 
𝑈
2𝜋, ,
𝑈  
𝑈
2𝜋} is the normalised frequency, win(r) function with the 
window edges smoothed around zero (usually Von Hann
11
) and i is the index of the 
sample windowed signal. The relationship between the frequency 𝜔 and a particular bin f 
can be expressed as follows: 𝜔 =
2𝜋𝑓
𝑈
. Following the same notation, we can express each 
bin of the N output time series as 
     f,tXfWf,tY   (6.60) 
where 
      TN1 f,tYf,tYf,tY   (6.61) 
and 











(f)W(f)W
(f)W(f)W
W(f)
NMN1
1M11



 (6.62) 
According to the above equation, the convolutve mixture in equation ((6.1) is seen 
like [95] instantaneous mixture. 
This procedure should be applied to all frequency bins. Finally, we apply the 
inverse discrete Fourier transform (IDFT) to obtain the coefficients of the filters 𝜔nm(k) 
and obtain the resulting signal in the N outputs. 
                                                 
11
 The performance of the BSS algorithms using Von Hann is much better than the performance of the 
other windows [140]. 
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Fig. 6.3: General scheme for BSS in FD. 
 
 Adaptive Algorithm 6.2.2.1
The adaptation algorithm obtained for instantaneous real mixtures (6.22) can be 
used for the separation of convolutive mixtures in the frequency domain, by adapting it 
carefully for instantaneous mixtures with complex values. The update equation based on 
the natural gradient for each line is given by 
   (f)W(f,t)YY(f,t)2ΨIγ(f)W(f)W rt
H
r1r   
(6.63) 
the operator 〈. 〉𝑡 is the average time, the index r refers to r
th
 iteration, and 𝛾 is the 
convergence parameter,   
      TN1 (f,t)Y,,(f,t)YY(f,t)    (6.64) 
and the nonlinear function at outputs is 
       .(f,t)YImtanh(f,t)YRetanh(f,t)YΨ nnn  . (6.65) 
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 Permutation and Scaling 6.2.2.2
In blind source separation based on independent component analysis, separation 
filters are updated so that the output becomes mutually independent. This type of solution 
may have permutation between the outputs and this can be scaled by a constant factor. 
The solution in the frequency domain is performed directly in the bins of the DFT filters 
that separate the mixture. In this case, the permutation and scaling between bins of 
different filters leads to deterioration in the performance of the adaptive algorithm. This 
is the biggest challenge. 
Some proposals to reduce the occurrence of permutations can be found in this 
area: limiting the filter’s length in the time domain [142], [143], minimisation of 
correlation [144], estimating the direction of arrival for each source [145], and mixed 
solutions of the last two techniques [146]. 
To reduce the scaling ambiguity, it was proposed in [147] that forcing all matrices 
of dimension N×N to dissolve the mixture that has a determinant unit, i.e. 
Q
1
origorignorm W(f)W(f)W(f)

  (6.66) 
where 𝑾(𝑓)𝑛𝑜𝑟𝑚 is the normalised separation matrix to be used (with unit determinant) 
and 𝑾(𝑓)𝑜𝑟𝑖𝑔 is the original matrix. This ensures the conservation of the size of the 
separation matrices, keeping the spectral contents unchanged. Another way to overcome 
the problem of scaling is by the principle of minimal distortion [148], which modifies the 
separation matrix 𝑾(𝑓) after the method of convergence, as follows: 
 W(f),(f)WdiagW(f) 1  (6.67) 
where the operator diag(·) cancels all the coefficients of a matrix that are not in its main 
diagonal. Assuming that the separation is reasonable and there is permutation, we can 
approximate the matrix: 
(f),D(f)SW(f) 1  (6.68) 
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where D(f) is a diagonal matrix that contains scaling parameters. This approach implies 
that the transformation in equation (6.67) generates a matrix W(f) with a reasonable 
scaling and not with a completely random scaling.  
Another difficulty concerns the equivalence between the linear convolution, 
implemented in the time domain, and the circular convolution, implemented in the 
frequency domain. To circumvent this problem, a restriction is performed on the 
separation filters in the time domain [149]. 
 
6.3 Performance Measures 
There are several forms of performance evaluation for the source separation 
methods. A widely quantitative measure that is often used is the signal to interference 
ratio (SIR) [150], defined for determined instantaneous mixtures as 






 

N
1n
n10 SIR
N
1
10logSIR  (6.69) 
with 𝑆𝐼𝑅𝑛 = 𝑚𝑎𝑥[𝑆𝐼𝑅𝑛 , ,𝑆𝐼𝑅𝑛𝑁]  and 
 



N
n1,
2
k
m
2
k
nmn
nm
(i)SC
(k)SC
SIR


 (6.70) 
where SIRnm represents the relation between the signal power present at the output ym(k) 
if the active sn(k) exists and the output power ym(k) if sn(k) is inactive and 𝐶𝑚ℓ is the 
element of the ℓth column and the mth row of the matrix C = WP. 
There are qualitative ways to evaluate the separation performance involving the 
visualisation of signals over time; followed by a comparison between the source signals, 
mixtures and obtained outputs (estimates of the sources) or, through the spectral analysis 
of the magnitude over the time, that is, comparing the observed signals with the original 
signals’ spectrogram and how the estimated signals can realise the quality of separation. 
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A subjective form of evaluation would listen to the observed and separated signals, and 
observe the level of separation. 
In the case of convolutive mixtures, it is necessary to make a modification to the 
SIR measure evaluation presented earlier. In this case, equation (6.70) should be 
generalised as follows: 
 
 



K
r1, k
2
c
k
2
rcr
rc
(k)(k)*uc
(k)(k)*uc
SIR


 (6.71) 
 
where 𝐜𝑐ℓ(𝑘) is the sum of the convolutions of the filters. This sum is for the c
th
 row of 
the matrix W with the filters of ℓ𝑡ℎ column of the matrix P, i.e., C = W * P. The 
operator "*" represents the convolution operation. 
For instance, for a linear system with two inputs and two outputs Fig. ‎6.4(a) 
shows the estimated output y1(k) when only the source u1(k) is active and Fig. ‎6.4(b) 
shows the estimated output of y2(k) when only the source u2(k) is active. In this case, 
assuming no permutation problem, we can define: 
 
  
  2212211212
2
211211111
1
(k(k)*ωp(k)(k)*ωp(k)*u
(k)(k)*ωp(k)(k)*ωp(k)*u
SIR


  (6.72) 
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SIR


  (6.73) 
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 Global Performance Measures 6.3.1
An alternative way to evaluate the overall performance of blind source separation 
methods was proposed in [150]. This method does not require knowledge of the mixing 
system; only the original sources and their estimates. 
Assuming uncorrelated sources un (n = 1,..., N) and absence of measurement 
noise, ?̃?𝑛 (the estimate of the n
th
 source) can be decomposed as: 
artef
n
interf
n
target
nn eeuu 
~     (6.74) 
where  
2
n
nnntarget
n
u
u,uu
u
~
 ,   (6.75) 
is an acceptable distortion in the n
th
 source, 



nn'
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n'n'ninterf
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u
uu,u
e
~~
,   (6.76) 
is a distortion in the n
th
 source caused by the interference of other N-1 sources and 
interf
n
target
nn
artef
n euue 
~ ,   (6.77) 
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Fig. 6.4 Scheme for measuring SIR1 in a 2-inputs/2-outputs system 
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are the artifacts introduced by separation algorithms. 
After the decomposition that is shown in Fig. 6.5, we can define three global 
measures of performance [151], i.e. the Global SIR (SIRG), the global signal-to-artifact 
(SARG) and the global signal-to-distortion ratio (SDRG), that are given by: 
 
 
 
 
 
 
Fig. 6.5: Decomposition of the estimated n
th
 source for calculation of performance 
measures 
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The global mean performance measures can be obtained as described below: 






 

N
1n
G
n10
G SIR
N
1
10logSIR ,   (6.81) 






 

N
1n
G
n10
G SAR
N
1
10logSAR ,   (6.82) 
.SDR
N
1
10logSDR
N
1n
G
n10
G 





 

 (6.83) 
 
 
 
 ̃  
  
      
 
en
artef 
en
inerft 
    
  
    
  
    
  
139 
 
 Chapter 7                                                 
NMD_UEPS  for BSS 
 
7.1 Introduction 
In this chapter, we present our second proposal for blind separation of a 
convolutive mixture, using filter banks. An algorithm with a bank of subsampled filters 
of UEPS is used, where frequency bands are decomposed into octaves. The use of 
multiple bands in the separation filters results in lower sampling rates and lower orders. 
As a direct consequence, the proposed method has less computational cost, a greater 
convergence rate and a higher signal to interference ratio in the stationary state when 
compared to the corresponding algorithms in full-band. Filter coefficients that break 
down mixtures in each band are set independently by an algorithm in the time domain, 
which employs second-order statistics and the new normalisation scheme. 
 
7.2 Multiband Blind Source Separation in Time Domain 
We first propose a further reduction to equation (6.53) of the normalisation factor 
to a scalar. In this case, 
      IlylylR n
T
nnn   (7.1) 
with 𝑦𝑛
𝑖(𝑙) is given by equation (6.33). This reduction will significantly decrease the 
computational cost. 
For higher order separation filters, equation (6.54) can be simplified by 
considering only the dominant terms, resulting in  
32
blockFB
U4MN   (7.2) 
The expression above was obtained by considering the normalisation factor of the 
simplified equation (7.1),  𝐷 = U and K = 2 𝐷. 
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Our proposal is to use a NMD_UEPS filter bank with octave bands. Fig. ‎7.1 
shows a blind source separation system with two inputs and two outputs considering an 
UEPS filter bank with L bands. This is a modified version of the proposed work 
presented in Chapter 5 [104] . The signals at the separation filters inputs of each band 
?̃?𝑚𝑛
𝑖 (𝑘) are decimated by half of the maximal decimation factor to minimise the alaising 
throughout the adaptation process of the coefficients. The output signals for the 
separation filter of each band are decimated by a factor of 2 to restore the maximal 
sampling rate of the scheme before the reconstruction stage of the output signal. 
For PR in a two-channel cosine-modulated filter bank with EP, we can write (see 
equations (4.15) and (4.16)) [100]: 
 
  










 
 
 
2
1K
k0.5
2
π
(k)cos2p(k)p Mm
 
(7.3) 
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2
π
(k)cos2p(k)q Mm  (7.4) 
where 𝜑ℓ = (−1)
ℓ 𝜋
 
  for  ℓ = 0.1 and 0 ≤ 𝑘 ≤ 𝐾𝑀 − 1.  
For a two-channel octave-bands filter bank, (equations (7.3) and (7.4)), the 
analysis filters (Pi(z)) and synthesis filters (Qi(z)) are equivalent to the EP with L-band 
tree filter bank that are obtained as presented in Section 4.4. The number of coefficients 
of each separation filter in i
th
 band 𝜔𝑚𝑛
𝑖 (𝑘)  must be at least [104]  
𝑈𝑖 = 2 [
𝑈 − 1 + 𝐾𝑄𝑖
 𝑖
] (7.5) 
for the i
th
 synthesis filter bank, the order is 𝐾𝑄𝑖. 
Every separation filter can be regulated individually by its own coefficients. The 
full-band approach (equation (6.47)) applied to the multiple bands, and the update 
equation of the filter parameters of the i
th
 band is expressed as follows: 
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where  
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 (7.8) 
The above matrices have dimensions  𝐷i x 𝐷i (with 1 ≤ 𝐷i ≤ Ui) and Ki × 𝐷i (with 
Ki ≥ 𝐷i), respectively, 𝑏𝑖 is the number of blocks, Ki is the size of each block, and 𝛾𝑛
𝑖   is 
the n
th
 adaptation step of the i
th
 band, and r is the number of iterations for all bands (see 
Fig. ‎7.1). 
For the purpose of lower computational cost, the normalisation factor 𝑅𝑛𝑛
𝑖−1(𝑚) 
can be simplified to a scalar (see equation (7.1)). In this case, 
      IlylylR in
Ti
n
i
nn   (7.9) 
with 𝒚𝑛
𝑖 (l) corresponding with the first column of the matrix of delay-time block 
(equation (7.8)).  
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The implementation of the proposed multiband version is more flexible than the 
full-band version. For example, it can work with separation filters of different lengths and 
independent learning rates of various bands. 
Fig. 7.1 Blind source separation scheme with two inputs and two outputs. 
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 Computational Cost  7.2.1
The Nblock,  that is required to update FIR separation filters’ coefficients in L 
number of bands of the UEPS for an M × M linear system with multiple inputs and 
multiple outputs, is given by [53] 
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(7.10) 
The first two terms correspond to the cost of generating all the time-delay blocks 
of all the outputs in the L bands. The third term shows the processing cost of the synthesis 
bank to generate the full-band output blocks. The fourth term is the cost of obtaining the 
correlation submatrices 𝑅𝑚𝑛
𝑖 (𝑙) (see equation (7.7)) for calculating the gradient. The fifth 
term indicates the cost of adaptation considering only the updating of the Ui coefficients 
of the separation filter in the various bands. The denominator factor of all plots indicates 
that operations are being conducted on a sample rate 
𝐹𝑖
2
 times lower than the rate at full-
band. For separation filters of higher orders, the above equation can be simplified by 
taking the effective parts of equation (7.7), it is written as 

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.
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The above results were obtained using the simplified normalisation factor 
(equation (7.9)), 𝐷i = Ui and Ki = 2 𝐷i to the multiband algorithm. 
 
 Experimental Results 7.2.2
Through computer simulations, the performance of our NMD_UEPS filter bank is 
evaluated and its validity is verified for BSS. 
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Two speech signals are used in all experiments with sampling frequency fs = 
8kHz and 10 seconds duration , two voices, one female and the other male, are uttered in 
English. These speech signals were convolved with impulse responses [77] in a virtual 
room scenario that is discussed in Section 2.2.1.2.1. 
In our experiments, the mixtures were performed considering different 
reverberation conditions. The impulse responses were convolved with the signals as in 
[152] for fs = 8kHz. Then, they are truncated to the desired size. The mixing filters’ 
length (L = U) is fixed. The algorithms are run on Intel i3 processor with 2.53 GHz 
speed. For performance evaluation, we have used the signal-to-interference ratio (SIR) 
defined in Section 5.3. 
The separation filter coefficients of each band ?̃?𝑚𝑛
𝑖 (𝑘) were always initialised to 
zero except for m = n, and k = 0, which were made equal to 1. The same procedure is 
adopted for the full-band algorithm. Fig. ‎7.2 shows the original sources, mixtures, and 
estimated waveforms. 
 
 Experiment 1 7.2.2.1
In this experiment, a comparison is performed in full-band between (a) a novel 
normalisation (equation (7.1)) and (b) an old normalisation (equation (6.53)) [53]
12
. Fig. 
7.3, shows the performance of the SIR considering mixture lengths L = 64, 128 and 256. 
The rate is 𝛾 = 5 × 10-3, but for the new normalisation L is 256. For convergence to be 
reached we use  𝛾 to be 0.001. Table 7.1 presents the simulation time for that shown in 
Fig. 7.3. Analysing the results of Table 7.1 and Fig. 7.3, we can see that for longer length 
mixing filters (corresponding to more reverberating environments), the new 
normalisation scheme substantially enhances the speed of convergence of the full-band 
approach and significantly reduces the simulation time. 
 
 
                                                 
12
 We used this normalisation to compare the results as our work is an extension from [53]. 
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   (a) 
 
   (b) 
 
   (c) 
 
   (d) 
 
   (e) 
 
   (f) 
1.1.  Fig. 7.2 (a) source 1, (b) source 2, (c) mixture 1, (d) mixture 2, (e) 
estimated source 1, (f) estimated source 2 
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(a) 
 
 
 
 
 
 
 
(b) 
Fig. 7.3: Comparison between the two normalisations: (a) the new and  
(b) the old one. 
 
Table 7.1 Simulation time in minutes 
 
 
 
 
 
U = L New 
Normalisation 
Old  
Normalisation 
64 11 19 
128 27 63 
256 64 178 
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 Experiment 2 7.2.2.2
In this experiment, discarding the use of a filter bank with complex coefficients, 
we contrast only the full-band and multiband schemes, both with approximate 
normalisation methods according to equations (7.1) and (7.9). The UEPS is tested with 
octave-band filter banks and perfect reconstruction for L = 4 bands.  
Fig. 7.4 shows the frequency responses of the analysis filter Pi,j(z) of the 
multiband UEPS, shown in Fig. ‎7.1.  Fig. 7.4 shows the frequency responses of the 
analysis filters Pi,i(z) of the multiband UEPS shown in Fig. ‎7.1. 
 
Table 7.2 shows the decimation factors  𝑖, the orders of  analysis filters 𝐾𝑃𝑖 
(which are of equal orders of  synthesis filters 𝐾𝑄𝑖), the delays 𝑑𝑖, the orders Ui of the 
separation filter 𝜔𝑚𝑛
𝑖  and learning rates 𝛾 
𝑖   and 𝛾2
𝑖 , used in multiband simulations with L 
= U = 1024. The learning rate of the algorithm for full-band was the same as in 
Experiment 1, except for (L = 1024) where (𝛾 = 3 × 10-3) was used. These steps resulted 
in better convergence and are obtained experimentally by trial and error. Fig. 7.4 shows 
the frequency responses of the analysis filters Pi,i(z) of the multiband UEPS shown in 
Fig. ‎7.1. 
 
Table 7.2 Parameters of the scheme with UEPS  
for L = 4 and U = 1024 
 
 
 
 
 
To minimise the complexity without devolution in the separation stage, the order 
of the separation filter in the higher frequency band (i = 3), which is adjusted to the same 
i 𝑭𝒊 𝑲𝑷𝒊      𝐝𝒊   𝑼𝒊     𝜸𝟏
𝒊  𝜸
𝟐
𝒊  
0 8 381 0 337 0.0092 0.009 
1 8 381 0 337 0.0159 0.019 
2 4 177 243 700 0.0377 0.037 
3 2 72 365 603 0.0714 0.071 
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rate as the signals captured by the microphones, is reduced and compared to that of 
equation (7.5) for
13
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Fig. 7.4: The frequency responses of the analysis filters 𝑃𝑖,𝑖(𝑧) for L = 4. 
 
The above result was obtained by trial and error. The worst band in multiband 
BSS was band number 3.   There was a reduced signal-to-interference ratio caused by the 
use of short length separation filters. This reduction was   possibly due to the 
reverberation characteristics and the small concentration of speech energy signals at high 
frequencies.  
Mixing filters of lengths L = 256, 512 and 1024 are used for the full-band and 
multiband algorithms in the equations (6.52) and (7.6), respectively, and compared in 
Fig. 7.5 for the SIR performance. 
                                                 
13 It is known that the decay of the impulse responses of rooms is faster at high frequencies. Therefore, we observed 
that we could consider that the unknown system had a reduced size at the high-frequency band. In this way, we saved 
in computational complexity. This is the reason for the change from over equation (7.12) to equation (7.5). 
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(a) 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
(c) 
Fig. 7.5: The effect of Signal-to-Interference Ratio of FB and multiband Schemes 
with filters of different Ls 
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                    Table 7.3 shows the best signal-to-interference-ratio obtained for full-
band and four bands of the UEPS.  
Table 7.4 presents the simulation time that is depicted in Fig. 7.5, and the 
computational cost of the full-band (FB) multiband (MB) algorithms in accordance with 
equations (7.2) and (7.11), respectively. We can conclude from these tables and the 
results in Fig. 7.5 that at the higher mixing system order (higher reverberant 
environments), the better multiband scheme’s performance is achieved in contrast to the 
full-band scheme; thus, better rate
14
 of convergence is obtained with lower computational 
cost and a shorter simulation time. 
 
                    Table 7.3 Signal-to-Interference-Ratio 
 
 
 
 
 
 
Table 7.4: Simulation time in minutes 
 
 
 
 
 
                                                 
14 The convergence rate is quantified visually, through SIR performance; we must take into account the final SIR value 
(steady-state) and the amount of iterations (iteration number) to get this result. In other words, once SIR is no longer 
improving, or is growing very slowly, the convergence is almost complete. 
Mixtures Signal-to-Interference (dB) for different bands 
k = SIR (dB) 
U = S 0 1 2 3 
256 20.69 12.11 13.07 6.81 14.77 
512 13.91 8.55 12.19 6.81 10.57 
1024 13.60 8.98 10.09 6.34 9.99 
 
 
 
   Mixing Filters Full-band MultiBand 
U = S Simulation time Nblock Simulation time Nblock 
256 55 2.85 x 108 53 4.90 x 108 
512 137 2.01 x 109 97 1.96 x 109 
1024 389 1.83 x 1010 176 1.01 x 1010 
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Having done these tests for multiband scheme over the full-band scheme, now we 
will validate our proposed algorithm with some standards and another best performing 
work using PESQ metrics as a benchmark. 
The performance of the BSS in i = 3 is always inferior to the other bands, because 
of employing a reduced filter’s length, leading to a minimised signal-to-interference-
ratio. The perceptual evolutions are carried out by one female and one male English 
speakers using a PESQ (see Section 2.7.5) tool [153] and the results are compared with 
three standards, that are used as a benchmark, and one best performing work [81], see 
Table 7.5.  Fig. 7.6 depicts the estimates of the original sources of full-band and 
multiband for following lengths of mixtures: L = 256, 512, and 1024, and their spectral 
power. Fig. ‎7.7 provides visualization for the spectrum of the first and second original 
sources compared to the spectrum of the  estimated signals at the outputs of the first and 
second band, respectively. The Matlab code of this visualization is given in Appendix 
A.4. The obtained outcomes demonstrate how resilient the proposed scheme is to the 
scaling of the output signals and the whitening of the sources. 
 
Table 7.5: The PESQ of the proposed method is compared to three standards and 
best performing work [81]. 
 FastICA JADE SOBI [81]  Proposed Method 
PESQ of the Female 
Speaker 
3.25 3.29 2.58 3.29 3.31 
PESQ of the Male 
Speaker 
4.27 4.14 3.45 4.38 4.43 
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      (a) Mixing filter length 256 
 
 
 
 
 
(b) Mixing filter length 512 
c.  
 
 
 
 
                      (c) Mixing filter length 1024 
Fig. 7.6: FB and MBs spectrum with different filter lengths  
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7.3 Conclusions 
This chapter discussed the proposed multiband algorithm for BSS, employing 
UEPS filter banks. In this algorithm, various separation filters’ lengths are used and are 
adapted at various rates.  
Simulations are performed on speech signals. These simulations demonstrate the 
superior performance of the proposed multiband scheme over the full-band scheme. The 
proof was made in terms of the simulation time, the convergence rate and the SIR ratio.
 
Fig. 7.7 The spectra of the original sources 1 and 2, and the 
separated signals at bands y1 & y2. 
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 Chapter 8                                            
Concluding Remarks, Limitations and 
Future Work 
 
In this chapter, we present the concluding remarks of this work as well as the 
limitations to the proposed algorithm. Finally, we conclude with some suggestions for 
future work. The main focus of this work is to obtain an UEPS with multiple bands. The 
goal is to improve the convergence rate and the computational complexity. This chapter 
is divided into three subsections: concluding remarks, limitations, and future work. 
 
8.1 Concluding Remarks 
The experimental results involving audio signals showed an improvement in 
signal interference and a reduction in the computational cost obtained from the multiband 
schemes. Some remarks are presented in the following two subsections: 
 
 A MD_UEPS 8.1.1
An adaptive scheme of a MD_UEPS is derived: 
  Such a scheme helps in breaking down the signal at the input. 
Breaking down using multiple bands helps to reduce the sampling 
rate. Reducing the sampling rate helps to improve the convergence 
rate. 
  An LMS method is proposed that uses a normalised adaptation-
step to deal with the reduction in the sampling rate. This LMS 
method is used to minimise the errors in the bands and update the 
coefficients of the proposed scheme. This method works at a low 
sampling rate between the bands and uses a normalised learning 
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rate. A formula of best selected taps is derived; these taps are 
selected from the proposed scheme in order to model an FIR 
system. 
 Analysis of the convergence is done; we concluded that the 
convergence rate of the proposed method is controlled by a matrix 
that contains the coefficients of the analysis filters. This helps us to 
determine the nature of the proper analysis bank and define the 
correct number of bands by observing the convergence rate. 
 Mean square error is analysed; it is analysed in a stationary state of 
the proposed method by taking into consideration the error raised 
by the non-overlapping between the non-adjacent bands of the 
analysis filters. However, the remaining errors are modelled by the 
conventional analysis of the LMS.   
 Four experiments were conducted: 
  The first experiment was to compare various bands of the 
proposed scheme and observe the behaviour of the mean 
square error for EPS and UEPS. This experiment showed 
that the use of multiple bands with the proposed UEPS 
makes the convergence faster than that of the EPS. The 
reason for the improvement in the convergence speed is the 
use of multiple bands at the input. The signal at the input is 
broken down among the bands causing a decrease in the 
power density of the signals, and subsequently, an 
enhancement in the convergence speed. 
  In the second experiment, a white noise is applied at the 
input and the convergence speed is tested with two distinct 
bands of the proposed scheme. This experiment 
demonstrates how resilient the proposed scheme is to white 
noise. 
 The third experiment tested the proposed algorithm against 
fast changes to the unknown system by adding variance to 
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the white noise of the required signal. The results showed 
that the proposed algorithm is robust in detecting quick 
changes in the system and has a similar performance to the 
EPS. 
 The fourth experiment is done to study the theoretical and 
experimental mean square errors in the system 
identification. The theoretical and practical results were 
very similar to each other. 
 
 A NMD_UEPS 8.1.2
 An oversampled UEPS is proposed. This aims to improve the convergence 
rate and decrease the computational cost of the schemes that  need very 
large adaptive taps, such as those that are used in audio applications, for 
example acoustic echo cancellation. Two experiments are carried out: 
 A comparison is made, in the first experiment, between the old and 
the proposed scheme using different measures: 
 The simulation time that is observed for different filter 
lengths, 
 The signal-to-interface ratio for different filter lengths. 
     The results showed the proposed scheme is faster than the old one. 
 A comparison is made, in the second experiment between 
the full-band and multiband approaches: adaptation-sizes 
are measured for the quickest convergence, 
  Reduced computational cost is achieved by reducing the 
orders of the separation filter without corrupting the 
separation process. 
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8.2 Limitations 
There are some limitations to the proposed contributions: 
- The number of speakers that are used in our proposed scheme is limited to 
two; increasing the number of speakers will make the mathematical equations 
more complicated and hence the experimental results will be unachievable. 
The reasons are: 
o Overlapping between bands will be unavoidable. 
o The mean square errors will be increase and the adaptive filters will 
not be able to optimise the errors. 
o The Increased number of taps. 
o The hardware circuit will be too big and impractical. 
o The complexity cost will be higher. 
o Cannot reach a feasible signal-to-interference ratio. 
o The convergence speed cannot be achieved. 
- Reverberation environments limit the use of the proposed algorithms, as the 
results are obtained for a specific room with specific dimensions.  
- Microphones being placed too far apart may affect the results. 
- The results may change if the experiments were conducted outdoors.  
- The proposed algorithms may be unreliable for other languages.  
 
8.3 Future Work  
Based on our work, the following studies could be carried forward: 
 
1. Explore efficient ways of implementation for cosine modulated filter bank; 
2. Develop prototypes which minimise the final mean square error of the scheme 
and/or accelerate the convergence rate; 
3. To evaluate the behaviour of multiband schemes in acoustic echo cancellation 
using dedicated prototypes; 
4. Derive a maximally-decimated UEPS to be used in BSS applications; 
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5. Investigate the use of higher order statistics in the objective function that is 
used in blind source separation; 
6. Test the use of conventional wavelet functions in UEPS; 
7. Experiments can be conducted with languages other than English. 
8. Experiments can be performed for different genders and different ages. 
9. Experiments can be conducted in stressful and emotional talking 
environments. 
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 Appendix A  
Appendix A.1 
 
 
 
Fig. 5.2 Incorporating maximally decimated filter bank of the i
th
 band. 
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Step 1: using assumption A3, changing of the orders of  i and  j in Fig. 5.2. 
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Step 2: using assumption A1, keep only the paths corresponding to adjacent 
analysis filters, that is, only  𝑖(𝑧) followed by  𝑖  (𝑧),  𝑘(𝑧) and  𝑖  (𝑧). 
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Step 3: from assumption A2, the decimation by  𝑖   can be implemented as 
decimation by 𝑖 followed by decimation by 
 𝑖−1
 𝑖
. 
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Step 4: using the first Noble Identity, move  𝑖( 
 𝑖) to the above of the decimators  
 𝑖 and   𝑖  . 
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Step 5: The change in the order of the delays and filters is allowed, since there is 
no sampling rate modification, and, therefore, the delays and filters are time invariant 
systems. 
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Step 5 is implemented as shown in the figure above. 
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Step 6: rearranging the subscripts of P. 
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Step 6: Again using Nobel Identity we obtain Fig. 5,3. 
 
Appendix A.2 
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Appendix A.3 
To clarify the results obtained in Section 0, we consider an unknown system 
identification with the proposed scheme assuming a decomposition of L = 3 bands. 
According to equations (5.4) and (5.5), we can write the relationship between the 
multiband coefficients and the unknown system (see equation (5.11) assuming 𝑑𝑚 = 0) 
as follows: 
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Then, from equation (A.3.1), the optimal coefficients can be found as given by 
equation (5.13), i.e.: 
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 (A.3.2) 
where    =    = 4,  2 = 2,  ℓ = ℓ = 1  and ℓ2 = 2.  
Appendix A.4 
% Spectrum of the original sources (s1 & s2) 
 [BS1,FF,T]=specgram(s1,[],FS); 
 [BS2,~,~]=specgram(s2,[],FS); 
% Spectrum of the estimated sources (y1 & y2) 
[By1,~,~]=specgram(y1,[],FS); 
[By2,~,~]=specgram(y2,[],FS); 
for f=1:length(FF) 
    PS1(f)=norm(BS1(f,:)); 
    PS2(f)=norm(BS2(f,:)); 
    PY1(f)=norm(By1(f,:)); 
    PY2(f)=norm(By2(f,:)); 
end 
figure, subplot(2,1,1),plot(FF,10*log10(PS1),'.',FF,10*log10(PY1)) 
xlabel('Frequency (Hz)'), ylabel('Power (dB)'), legend('source 1','band 
output 1'), grid 
subplot(2,1,2),plot(FF,10*log10(PS2),'.',FF,10*log10(PY2)) 
xlabel('Frequency (Hz)'), ylabel('Power (dB)'), legend('source 2','band 
output 2'), grid 
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