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Comparative Study of Statistical Features to Detect the Target Event
During Disaster
Madichetty Sreenivasulu and M. Sridevi
Abstract: Microblogs, such as facebook and twitter, have much attention among the users and organizations.
Nowadays, twitter is more popular because of its real-time nature. People often interacted with real-time events such
as earthquakes and floods through twitter. During a disaster, the number of posts or tweets is drastically increased
in twitter. At the time of the disaster, detecting a target event is a challenging task. In this paper, a framework is
proposed for observing the tweets and to detect the target event. For detecting the target event, a classifier is
devised based on different combinations of statistical features such as the position of the keyword in a tweet, length
of a tweet, the frequency of hashtag, and frequency of user mentions and the URL. From the result, it is evident that
the combination of frequency of hashtag and position of keyword features provides good classification results than
the other combinations of features. Hence, usage of two features, namely, frequency of hashtag and position of the
earthquake keyword reduces the event’s detection time. And also these two features are further helpful for detecting
the sub-events which are used for filtering the tweets related to the disaster. Additionally, different classifiers such
as Artificial Neural Networks (ANN), decision tree, and K-Nearest Neighbor (KNN) are compared by using these
two features. However, Support Vector Machine (SVM) with linear kernel by using the combination of position of
earthquake keyword and frequency of hashtag outperforms state-of-the-art methods. Therefore, SVM (linear kernel)
with proposed features is applied for detecting the earthquake during disaster. The proposed algorithm is tested on
Nepal earthquake and landslide datasets, 2015.
Key words: disaster; twitter; Support Vector Machine (SVM); statical features
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Introduction

Micro-blogging is a communication medium used for
exchanging a small amount of information such as
short length of text or posts among the users[1–3] . The
best examples for microblogs are twitter and facebook,
etc. Twitter[4] is the most popular among the users
for exchanging information because of its real-time
nature. Due to the short length of the text, there is
an increase in the attention of users and organizations
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during disasters[5, 6] . Different users post different tweets
depending on the situation in a large volume and faster
rates during disaster[7] . Many organizations or local
government rely on the tweets to understand the situation
during disaster[8] . These tweets are categorized into two
types, namely, tweets related and not related to the
disaster based on the tweet information. The tweets need
to be detected related to the disaster which includes
injured or dead people, missing, trapped or found people,
infrastructure and utilities, shelter and supply volunteer
or professional services, and caution, etc.[5] The tweets
which are not related to disaster represent information
that may include spam tweets[9] irrelevant to the disaster.
Therefore, detection of the target event in twitter is a
challenging task during disasters.
The location of disaster can be predicted based on
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the tweets[10] and the victims in nearby areas can be
alerted by sending emails and Short Message Service
(SMS). Analyzing such tweets is very helpful to the
responders, organizations, and victims for finding the
damaged resources and helping the injured people[8, 11] .
Performing this task manually is a tedious process due to
a large number of tweets posted at the time of disasters.
Hence, there is a need for automatic analysis of tweets
in the twitter.
The tweets are differentiated from relevant and
irrelevant to the disaster based on some limited set of
features. Most prior works[5, 12, 13] detect the situational
information via twitter during a disaster with the use of
pre-processing techniques and features. In this proposed
work, sets of statistical features are considered for
detecting the tweets related to the disaster and have
been applied to a different subset of features of different
combinations. The recognized features are extracted
from the tweets and given to classification algorithms for
detecting the target event during disasters. The classifier
is trained with the different combinations of features
over tweets posted at the time of disasters and tested
with the same set of features.
The contributions of this proposed work are as
follows:
(1) Extraction of the statistical features from the tweets
uses less number of pre-processing techniques.
(2) Different combinations of statistical features were
compared and the best features for earthquake event
detection were concluded.
(3) Comparison of Support Vector Machine (SVM)
classifier with linear kernel based on proposed features
with other classifiers such as decision tree, K-Nearest
Neighbor (KNN), Artificial Neural Network (ANN), and
random forest.
(4) Comparison of SVM classifier based on the
proposed features with standard baselines for datasets
such as Nepal earthquake and landslide dataset, 2015.
The rest of the paper is as follows: The related works
are discussed in Section 2. Section 3 discusses about
the pre-processing techniques and explains extraction
of different features. The datasets, experiment results,
and performance analysis of the proposed system with
various parameters are presented in Sections 4 and 5.
Finally, the paper is concluded in Section 6.

2

Related Work

Several studies[5, 10, 14, 15] have been done by many
researchers using the micro-blogging service during

Big Data Mining and Analytics, June 2020, 3(2): 121–130

disaster time. Detecting the target events on micro-blogs
plays a very important role during disasters. Different
authors used different types of features for identifying
the situational information. In Ref. [14], the authors used
the Bag-Of-Words (BOW) as features for classifying the
situational information and non-situational information.
In Ref. [6], the authors developed Artificial Intelligence
for Disaster Response (AIDR) based on the features of
uni-gram and bi-gram features for classifying the tweets
into user-defined categories, and tested the AIDR for
classifying the informative and non-informative tweets
which are posted in the twitter during 2013 at the time
of Pakistan earthquake and achieved 80% of accuracy.
In Ref. [16], the authors used n-gram features to classify
the tweets into pre-incident, during-incident, and postincident classes. However, there is a need for preprocessing of data when content features are used for
proper utilization of features. It is a time-consuming
process. Reducing the time for detecting the target event
during disasters is one of the important tasks.
In Ref. [10], the authors used three features such as
statistical, keyword, and word context for detecting the
event. Statistical features represent the position of the
earthquake keyword and length of the tweet. Keyword
features represent the words in a tweet and word context
features represent words before and after the keyword.
Out of three methods, statistical features give the good
performance when compared to the other two features.
However, it works well only for Japanese tweets and
does not perform well in English tweets.
In Ref. [5], the authors used pre-processing techniques
such as identification of Out Of Vocabulary (OOV) and
normalization of OOV method. For identifying OOV
words, there is a need for normalization and initial
lexicon dictionaries for checking the misspelled words
and slang words. It is time-consuming. Hence, there is
a need to develop a method which takes less time and
more accurate detection.
In Ref. [15], the authors developed a method for
finding help requests in social media during disasters.
It uses the content and context features for detecting
the help request. Content features are specific keywords
which are used by the victims for requesting help
and they are translated to uni-grams, bi-grams, and
trigrams. Another content feature is extracted from the
tweets using Latent Dirichlet Allocation (LDA). Context
features are the number of URLs, user mentions, and
hashtags. It does not mention the special keywords
which are included in the content features and also
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does not provide information about the detection of
the target event. It has been suggested in Ref. [17]
that the mined informative words seem to be reliable
for detecting the resources during disaster. Informative
words include terms related to disaster, human, injured,
location, communication, and infrastructure damage.
Resources include both availability and requirement of
resources. In Ref. [18], the authors proposed a novel
retrieval methodology based on the word embeddings
for automatic detection of availability and it needs
tweets during disaster. Later in Ref. [19], the authors
proposed a neural information retrieval model which
includes both word-level and character-level embeddings
for identifying the availability and needs tweets during
disaster, and it outperforms the pattern match techniques.
In Ref. [20], the authors used re-ranking feature selection
algorithm for detecting the availability and requirement
of resources during the disaster. However, the number of
tweets related to the sub-events is less and it takes more
time for detection using existing methodologies.
During disaster, both relevant and irrelevant tweets are
posted on the twitter. Relevant tweets indicate the tweets
related to the sub-event and irrelevant tweets indicate
the tweets unrelated to the sub-event (which includes
both related and unrelated to the disaster). Among the
posted tweets, a very less number of tweets is relevant
to the sub-event compared to other tweets. Therefore,
detecting the sub-events is a time-consuming process
using the existing methods. Hence, there is a need to
develop a method which consumes less time. In this
paper, a method is developed for detecting tweets related
to the disaster in less time and is used as pre-processing
technique for detecting the sub-event. While detecting
the tweets related to sub-event, the proposed method
is used for filtering the tweets related to the disaster.
Automatically, the number of tweets used for detecting
sub-events is reduced. Therefore, it consumes less time
for detection of sub-events by applying proposed method
in the pre-processing technique.

3

Classification Algorithm

Machine learning algorithms have been effectively
utilized in text classification. Machine learning algorithm
can be widely classified as decision trees, rulebased methods, perceptron-based methods, statistical
learning methods (such as Bayesian networks and Naive
Bayes classifier), instance-based classifiers, and SVM.
Decision trees and SVM are widely used for text
classification problems[21] . Also, KNN is widely used for
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its low implementation costs on different classification
tasks[22, 23] . Hence, KNN, decision tree, ANN, and SVM
are considered for experimental evaluations.
3.1

Decision tree

A decision tree is one of the predominant methods
used for classification. It is simple to follow and
offers interpretable outcomes. In Ref. [24], the authors
succeeded in the classification and regression trees
for classification problems built on the first regression
tree algorithm for automatic interaction detection[25] .
Classification And Regression Tree (CART) method
uses Gini index for selecting the proper attribute to
partition the data. Similarly, Iterative Dichotomiser 3
(ID3) algorithm[26] uses the information gain. C4.5[27]
uses the gain ratio instead of information gain for
attribute selection. However, it reduces adverse effect
which is not solvable by information gain.
3.2

Artificial neural network

The artificial neural network is a supervised machine
learning algorithm which is inspired by the functioning
of biological neurons in the brain and central
nervous system[28, 29] . Neural network is broadly used
classification algorithm and it is trained by the
backpropagation. The backpropagation algorithm was
first proposed in Ref. [30] and re-invented in Ref. [31]. In
Ref. [32], a single hidden-layer network is typically
sufficient to interpret any problem in hand. It is suitable
to use, however, the initial weights are assigned in a
random manner. It causes dissimilarity in the training
process and tests result at each time. Another issue is
that training process will consume more time.
3.3

K-nearest neighbor

The KNN classifier has been extensively used in different
types of classification tasks[22, 23] . This classifier has
obtained its popularity on its low implementation cost
and high degree of classification effectiveness. The
KNN classifier is an instant-based learning algorithm. It
employs the nearest distance for deciding the category
of the new vector in the training dataset[22] . The KNN
classifier requires only a small number of training data
points and this causes accessibility of the KNN which
makes it better than the other classifiers[33] . The most
frequently and extensively used distance function for
KNN classifier is the Euclidean distance. It is utilized
to compute the distance between the training data points
and the new unlabeled data points. The foremost step in
the classification phase of the KNN is to calculate the
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distance to find the nearest neighbors of the alternative
input data point[22] .
3.4

Support vector machine

The SVM has shown outstanding performance in the
text classification tasks[34] . Subsequently, a variety
of approaches have been proposed using a linear
kernel[35, 36] or non-linear kernel[37, 38] to enhance the
speed for classifying large-scale datasets. Initially, it
was designed for binary classification tasks and later it
is generalized to multi-category[39] classification tasks.
The main goal of the SVM is to determine the maximum
margin of hyperplane for binary classification between
the two classes. In case of multi-classification, SVM is
used in different ways such as one vs. one, one vs. rest,
and many vs. many.
3.5

Random forest

Random forest is an ensemble-based technique primarily
on the decision trees. It comprises of various kinds of
decision trees that can separately take tweet feature
vector as input from the sample and generate the vote
for each decision tree classifier[24] . In a decision tree,
the training samples are divided into a consecutive purer
subset at each recursive phase for recursively increasing
decision tree. The nodes are divided into several subsamples as child nodes. The division is based on the
feature that minimizes infant (child) node contaminants
encircled by all features. If the node contaminant is
below the limit, the splitting method will stop and the
respective leaf node label will be allocated to the data
item as a class label. Finally, random forest generates
the majority of output from the various kinds of decision
trees.

4

Proposed Work

The existing solutions[5, 6, 14, 16] take more time for
pre-processing and feature extraction processes. The
proposed algorithm aims to reduce the time consumption
of pre-processing and feature extraction process by
applying text normalization and stop-word removal,
and extracting less number of valuable features. The
tweets collected during disasters are preprocessed to
remove stop-words and text normalization. The features
are extracted from the preprocessed data. The features
are fed to the classifier for detecting the relevant and
irrelevant tweet from the target event. The proposed
method for earthquake event detection is shown in
Algorithm 1.
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Algorithm 1 Proposed algorithm for target event detection
during disaster
(1) Collection of tweet id from datasets.
(2) Crawling the tweets from tweet id through the twitter
Application Program Interface (API).
(3) X D ftweet-1, tweet-2; . . . ; tweet-ng.
(4) For each tweet x in X;
extract the features F1, F2, F3, F4, and F5 from the tweet X.
Where
F1– position of the keyword in the tweet.
F2– length of the tweet.
F3– frequency of the hashtags.
F4– frequency of the @ (user mentions).
F5– frequency of the URL.
(5) Classify the tweets related or unrelated to the earthquake event
using SVM, KNN, ANN, and decision tree.
(6) Repeat Step 5 with different combinations of features.

The block diagram of the proposed system is shown
in Fig. 1. The steps involved in the proposed scheme are
mentioned as follows:
(1) Data collection.
(2) Preprocessing.
(a) Text normalization and tokenization.
(b) Stop-word removal.
(3) Feature extraction.
(4) Classification.
The earthquake data is collected from the twitter
through the twitter’s API. It contains both situational
and non-situational information where situational
information indicates event related to the earthquake and
non-situational information indicates event irrelevant to
the earthquake. The collected data has to be preprocessed
to remove stop-words and normalize the text by using
stop-word removal and text normalization, respectively.
These techniques consume less time when compared
to stemming, lemmatization, and searching a word in a
dictionary for replacement.

Fig. 1

Overview of the proposed event detection system.

Madichetty Sreenivasulu et al.:

The stop words are the common words which are
available in maximum tweets in the Twitter. These
words don’t provide meaning for the tweet while detecting the target events. Hence, they can be removed
from the data. The stop words for the above tweets are
More, Than, - , : , in, and, so, that, too, is, doing, a,
by, the, of, with, you, all, me, just. These words are
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removed.
The output of pre-processing is as follows:

The text normalization process is applied to the
1.[‘breaking’,‘earthquake’,‘devasta
collected tweet to convert all tweets into lower case
tes’,‘nepal’,‘killing’, ‘1300’,‘nletters, because the same word can appear in a
ew’,
different format, e.g., Earthquake, EarthQuake, and
‘york’,‘times’,‘new’,‘york’,
‘[url]’, ‘#khaatumo’,‘#khatumo’]
EARTHquake.
2.[‘150’,‘dead’,‘#nepal’,‘13’,‘#indThe above example shows that the same keyword
ia’,‘#earthquake’,‘strong’,‘tremorearthquake presents in a different format. If the
s’,‘felt’,‘across’,‘india’,‘#distext normalization
not applied
for above
Fig. 1 is
Overview
of the proposed
eventidentified
detection system
astrous’]
keywords, then the keywords such as Earthquake,
3.[‘#nepalearthquake’,‘indian’,‘medEarthQuake, and EARTHquake are considered as
ia’,‘great’,‘service’,‘reaching’,
stemming, lemmatization and searching a word in a dicseparate words.
Therefore,
text
normalization
is
essential
‘unreachable’,‘difficult’,‘times’,
tionary for replacement.
‘#proudindian’,‘@rahulkanwal’,‘@dibfor identifyingThethe
position
of
the
keyword.
After
text normalization process is applied to the colang’,‘@dibang’]
normalization
process,
tokenization
is applied.
is aletters
lected
tweet to
convert all tweets
into lowerItcase
4.[‘#nepalearthquake’,‘reminded’,
because the
word
canmultiple
appear inwords,
a different
format.
process of dividing
thesame
tweet
into
e.g.,
‘@realsportshbo’,‘featured’,‘deadly’,
Eg: Earthquake,
EarthQuake, EARTHquake.
Earthquake occurs
in the Nepal.
‘risks’,‘sherpa’,‘life’, ‘[url]’,
The above examples show that the same keyword
“Earthquake”, “occurs”, “in”, “the”, and “Nepal” are
‘[url]]
earthquake is present in a different format. If doesn't
the tokens forapply
the example
tweet.
the text normalization for above identified key2 the
Output
of pre-processing.
The third Fig.
step in
proposed
scheme is feature extracThe stop-words
are the
commonsuch
words
which areEarthwords, then
the keywords
as Earthquake,
tion.
It
plays
an
important
role
in detecting the earthavailable in maximum
in the twitter.
These words
Quake andtweets
EARTHquake
are considered
as separate
topicquake
in the
tweet.
event.
In
this
work,
five
statistical features are
words.
Therefore,
normalization
is essential
do not provide
meaning
for thetext
tweet
while detecting
the for
(4)
Frequency
of
@(user
mentions)
(F4). It counts the
extracted
and
are
given
as
follows:
the position
of the keyword.
After
normaltarget events.identifying
Hence, they
can be removed
from the
data.
number
of
times
user
mentions
occur
in
the tweets. It is
ization
process,
tokenization
applied. “Than”,
It is a process
(1) Position of the keyword in the tweet (F1).
The stop-words
for the
above
tweets areis“More”,
denoted by @. It precedes the username which is used
“-”, “:”, “in”, “and”, “so”, “that”, “too”, “is”, “doing”,
for giving a reply to the other users.
“a”, “by”, “the”, “of”, “with”, “you”, “all”, “me”, and
(5) Frequency of the URL (F5). It counts the number
“just”. These words are removed.
of times URL presents in the tweet. URL gives additional
The output of pre-processing is shown in Fig. 2.
information in the form of images, videos, etc.
The third step in the proposed scheme is feature
The five features are extracted from the example
extraction. It plays an important role in detecting the
tweets shown in Table 1. The extracted features are
earthquake event. In this work, five statistical features
shown in Table 2. After extraction of all statistical
are extracted and given as follows:
features, they are given to the SVM classifiers for
(1) Position of the keyword in the tweet (F1). It
classification of tweets into relevant or irrelevant to the
indicates the occurrence of the keyword in the resultant
earthquake event because it provides good classification
preprocessed tweet.
results[10] .
(2) Length of the tweet (F2). It counts the number of
words in a tweet after the removal of stop-words.
5 Experiment and Analysis
(3) Frequency of hashtags (F3). It counts the number
This section describes the dataset used for experiment
of times hashtag occurs in the tweet. Hashtag is a label
and analysis of the proposed algorithms.
that precedes the word and it is used for identifying the
Table 1
Tweet
No.
1
2
3

4

Example tweets of relevant and irrelevant to earthquake event.
Tweet

Breaking: Earthquake devastates Nepal, killing more than 1300 — New York Times: New York
[URL] #Khaatumo #Khatumo.
More than 150 dead in #Nepal and 13 in #India #earthquake so strong that tremors felt across India
too #disastrous.
#Nepal Earthquake Indian media is doing great service by reaching the unreachable in difficult times
’STAY STRONG people of Nepal praying you all #Nepal Earthquake #Proud Indian @rahulkanwal
@dibang.
#Nepal Earthquake reminded me @RealSport just featured deadly risks of Sherpa life [URL]
[URL].

Relevant and irrelevant
to earthquake event
Relevant
Relevant
Irrelevant

Irrelevant
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Table 2 Feature extraction for the sample tweets.
Position Length Frequency Frequency Frequency
Tweet
of the
of the
of
of the user
of
No.
keyword Tweet hashtags mentions the URL
1
2
3
4

5.1

2
6
1
1

14
12
12
10

2
4
2
1

0
0
2
1

1
0
0
2

Dataset

The proposed algorithm is implemented in Python
language[40] and it is tested with tweets collected from
the Nepal earthquake dataset and landslide dataset during
2015[41] . The dataset contains the earthquake keywords
in 1500 tweets, out of which 750 tweets are related to
earthquake event and remaining tweets are not related
to earthquake event. 1125 (75%) tweets are used for
training the SVM model and 375 (25%) tweets are
used for testing the proposed algorithm from the total
1500 tweets. And also experiment is conducted for
4098 tweets of Nepal earthquake dataset 2015, out
of which 2976 tweets are used for training the SVM
model and 1122 tweets are used for testing. It contains
different categories of tweets such as caution and advices,
injury and damage, missing and trapped people, etc.
The different categories of tweets are combined and
considered as related to earthquake event. The landslide
dataset contains 1310 tweets related to both target and
non-target events.
5.2

Performance measure

The combinations of features, namely, F1, F2, F3,
F4, and F5 are given to SVM for classification. The
performance of the proposed system can be evaluated
by three parameters, namely, Precision, Recall, and F1score. The parameters that are used in the classifiers are
shown in Table 3. The other parameters of the classifier
which are not mentioned in Table 3 are taken the default
values of scikit[40] package.
5.2.1 Precision
It is known as positive predictive value. It is defined as
TP
Precision D
(1)
TP C FP
where True Positive (TP) represents the number of tweets
predicted correctly related to an earthquake event and
False Positive (FP) represents the number of tweets
predicted wrongly related to earthquake event.
5.2.2 Recall
It is also known as true positive rate or sensitivity.
It indicates the percentage of tweets related to the

Table 3 Parameter detail of the classifiers.
Serial
Classifier
Parameter
No.
(1) Number of layers D 4
(2) Number of hidden layers D 2
(3) Number of neurons in the first hidden
1
ANN
layer D 5
(4) Number of neurons in the second hidden
layer D 2
(5) Activation function D “relu”
(1) kernel D “linear”
2
SVM
(2) Regularization parameter .C / D 1
Random (1) Attribute selection criteria D “gini”
3
forest
(2) Maximum depth D 2
Decision (1) Attribute selection criteria D “gini”
4
tree
(2) Maximum depth D 2
(1) Number of nearest neighbors .K/ D 5
5
KNN
(2) Power parameter .P / D 2

earthquake event. It is calculated using Eq. (2):
TP
Recall D
(2)
TP C FN
where False Negative (FN) represents the number of
tweets predicted wrongly unrelated to earthquake event.
5.2.3 F1-score
A measure that combines Precision and Recall is called
as harmonic mean of Precision and Recall or traditional
F-measure or balanced F-score. It can be computed
using Eq. (3):
2  Precision  Recall
F1-score D
(3)
Precision C Recall
The measures mentioned above are calculated by
using two features out of five extracted features in
which one feature is kept constant and the second
feature is changed. The calculated values for different
combinations of features are given in Table 2. It is
inferred from Tables 4 – 6 that the F1 and F3 features
give more Recall than the other combinations.
Table 4 Comparison of two different combinations of
features for Radial Basis Function (RBF) kernel.
(%)
Feature
Recall
Precision
F1-score
F1, F2
72
57
64
F1, F3
80
57
67
F1, F4
57
54
55
F1, F5
68
58
63
F2, F3
71
57
64
F2, F4
79
57
64
F2, F5
56
62
59
F3, F4
53
58
55
F3, F5
63
58
61
F4, F5
59
61
60
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Table 5 Comparison of three different combinations of
features for RBF kernel.
(%)
Feature
Recall
Precision
F1-score
F1, F2, F3
71
58
63
F1, F2, F4
68
56
62
F1, F2, F5
69
60
64
F1, F3, F4
71
60
65
F1, F3, F5
65
57
61
F1, F4, F5
74
58
65
F2, F3, F4
69
58
63
F2, F3, F5
57
62
59
F3, F4, F5
62
60
61
Table 6 All features used to detect the earthquake event in
RBF kernel.
(%)
Feature
Recall
Precision
F1-score
F1, F2, F3, F4, F5
68
59
63

Instead of considering two features, three features are
taken at a time and tested with the proposed algorithm,
and the results are evaluated and tabulated in Table 5.
All features are considered and tested with the proposed
algorithm, and results are evaluated and tabulated in
Table 6. From the observation of Tables 4–6, Recall is
high whenever the position of the keyword and frequency
of the hashtag features are used, which indicates high
detection of the earthquake event. Low Precision value
indicates detection of an irrelevant earthquake event.
Whenever the feature of the frequency of user mentions
is combined with other features, its performance is less
for the detection of earthquake event.
Figure 3 shows the result of different combinations
of features. It is observed that F1 and F3 features alone
give better recall value. From the analysis, it is found
that two extracted features (F1, F3) give more precision
than other feature combinations. However, the proposed
algorithm detects the earthquake event in a faster manner
during disaster time because of usage of less number of
pre-processing techniques and features.
The experiment is conducted for a proposed method
using SVM with three different kernels, namely, linear,
RBF, and Sigmoid for the different combinations of

Fig. 3
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features and the results are shown in Figs. 3 and 4.
From the result, it is inferred that the linear SVM kernel
gives the best recall value when compared to the other
kernels. Hence, it is concluded that the data items for the
experiment are linearly separable. In case of precision,
all the kernels give the same precision value.
One more test is conducted with 4098 tweets of
Nepal earthquake 2015 dataset. From the observations
of Tables 7–9, the features with the combination of the
frequency of URL give high precision value and features
with the combination of all features give the highest
precision value. However, they do not give high recall
and F1-score value. Therefore, it is concluded that the
combination of proposed features such as frequency of
hashtags and position of the keyword performs better

Fig. 4

Comparison of SVM classifier with different kernels.

Table 7 Comparison of two different combinations of
features in linear kernel.
(%)
1500 tweets
4098 tweets
Feature
Recall Precision F1-score Recall Precision F1-score
F1, F2 100
55
71
100
59
74
F1, F3 100
55
71
100
62
77
F1, F4 100
55
71
100
60
75
100
61
76
F1, F5 70
63
67
F2, F3 100
55
71
100
60
75
F2, F4 100
55
71
100
61
75
F2, F5 70
63
67
100
59
74
F3, F4 100
55
71
100
61
76
F3, F5 70
63
67
100
61
76
F4, F5 70
63
67
100
59
74

Overall performance of the classifier with different combinations of features.

Big Data Mining and Analytics, June 2020, 3(2): 121–130

128
Table 8 Comparison of three different combinations of
features in linear kernel.
(%)
1500 tweets
4098 tweets
Feature
Recall Precision F1-score Recall Precision F1-score
F1, F2, F3 100
55
71
100
60
75
F1, F2, F4 100
55
71
100
60
75
71
65
68
F1, F2, F5 70
63
67
F1, F3, F4 100
51
71
100
60
75
F1, F3, F5 70
63
67
71
65
68
F1, F4, F5 70
63
67
71
65
68
F2, F3, F4 100
55
71
100
60
75
71
65
68
F2, F3, F5 70
63
67
F3, F4, F5 70
63
66
71
65
68
Table 9 All features for detecting the earthquake event in
linear kernel.
(%)
1500 tweets
4098 tweets
Feature
Recall Precision F1-score Recall Precision F1-score
F1, F2, F3,
71
65
68
70
63
66
F4, F5

in the cases of Recall and F1-score than the other
combinations with length of tweet, frequency of user
mentions, and frequency of the URL. Later comparison
is made between 1500 and 4098 tweets on the parameters
such as Recall, Precision, and F1-score. SVM classifier
with a linear kernel based on the proposed features
also works well for 4098 tweets. The plot is made
for the measured metrics in Fig. 5. It is observed that
the increase in some observation leads to increase in
Precision and F1-score values. SVM classifier (linear
kernel) is compared with different classifiers such as
KNN, decision tree, ANN, and random forest and it is
tabulated in Table 10. SVM classifier (linear kernel) is
Table 10
Classifier
K-nearest neighbor
Decision tree
Neural network
SVM
Random forest

Fig. 5 Comparison of different parameters by varying the
number of tweets using the SVM classifier with linear kernel
based on the F1 and F3 features.

compared with different state-of-the-art methods such
as SVM classifier with uni-gram features similar to
baseline-1[6] and baseline-2[10] . It outperforms the stateof-the-art models and the results are tabulated in Table 11
for Nepal earthquake dataset and landslide dataset. The
proposed algorithm outperforms the BOW model for
two datasets.

6

Conclusion

Users are interacted with the real-time events such as
earthquakes and floods through social media. Millions
of tweets or messages which are related and unrelated to
the disaster are posted on social media during disaster.
A scheme is proposed in this paper to detect the tweets
related to the disaster using SVM classifier by employing
different combinations of statistical features. From the
analysis, it is evident that the position of the earthquake
keyword and frequency of hashtag features provide
better results than the other combinations. Hence, the

Comparison of different classification algorithms with proposed features.
Recall
58
65
89
100
92

1500 tweets
Precision
57
57
55
55
52

F1-score
58
61
68
71
66.4

Recall
83
91
100
100
93

4098 tweets
Precision
58
59
60
62
59

(%)
F1-score
68
72
75
77
72

Table 11 Comparison of proposed method with state-of-the-art methods such as baseline-1[6] and baseline-2[10] on different
disaster datasets.
(%)
Recall
Precision
F1-score
Dataset
Proposed
Proposed
Proposed
Baseline-1 Baseline-2
Baseline-1 Baseline-2
Baseline-1 Baseline-2
method
method
method
Nepal earthquake 2015
75
90
100
69
61
62
72
72.71
77
Landslide 2015
65
80
97
63
53
54
64
56.81
69

Madichetty Sreenivasulu et al.:
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time taken for detecting the tweets related to the disaster
is reduced by using two features. The results suggest that
the SVM classifier with proposed features outperforms
the BOW model. The proposed technique can be
applied in pre-processing stage of detecting the subevents such as infrastructure damage, resource detection,
helping requests, and so on. In future, the proposed
features can be applied to detect different disasters in
different languages using different methods to check
the scalability and compatibility of the algorithm. And
it can also be used in cross-domain (training with one
disaster event and testing with another disaster event)
applications.
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