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Abstmct- In multiple antenna communications, the im- 
pulse responses of the channels are frequently assumed to 
be Rxed. However, if multiple antennas are wed in moblie 
terminals, thie assumption is weakened. In this paper, we 
propose using a sequential Monte Carlo method, which is 
robust even in non-Gaussian environments, in conjunction 
with current detection algorithm for tracking the channel 
matrix to improve the performance of multiple antenna 
systems under time varying channels. 
I. INTRODUCTION 
Communication systems using multiple transmit and 
receive antennas [l], 121, [3] are originally designed for 
k e d  wireless communications. In such systems, hlock- 
stationarity of the channels are normally assumed. This 
assumption is valid in most cases its the channels are very 
slow varying and hence only cause slight degradation of 
the bit error rate (BER). However, if the technology is to  
be extended to mobile terminals, the detection strategy 
will have to include channel tracking to ensure at  least a 
respectable BER. In fixed wireless systems, such schemes 
can also improve the BER. 
In indoor wireless communications, i t  is known that the 
received signals are often contaminated by non-Gaussian 
noise. Disregard for this fact will result in a receiver d e  
sign which is far from optimal, and possibly unsatisfactory 
performance. It is also not unimaginable that when multi- 
ple antenna systems are used indoor, the two highlighted 
problems will pose a harrier to efficient usage of the signal 
bandwidth. 
Recently, an algorithm was proposed for use in space 
time coded systems to  track time varying channels [4]. 
Keeping the' above two highlighted problems in mind, 
we propose in this paper, to extend the algorithm 
to non-coded systems in multiple-inputfmultipleoutput 
(MIMO) channels. Particle filters will also be used in- 
stead for the tracking of the multiple channels. 
Particle filters [5] are recently proposed Monte Carlo 
methods which can be used for state tracking. They are 
able to  take into account nonlinear state transitions and 
effects of non-Gaussian noise, which makes them a very 
strong candidate for tackling the highlighted problems. 
Also, inclusion of such characteristics in the particle fil- 
ters will not result in any increase in computational com- 
plexity. In this paper, we will study the performance of 
the particle filter tracking algorithm under both Gaussian 
and non-Gaussian noise. 
In section 11, we look at the system model and also the 
way which the channels vary over time. In section 111, we 
look at  the Monte Carlo mechanism which can be used 
to track the channels and describe the algorithm used in 
conjunction with current detection method to overcome 
channel fades. Section V shows some results of the track- 
ing algorithm and everything is concluded in section VI. 
11. SYSTEM MODEL 
We consider a wireless communication system with M 
transmit antennas and N receive antennas. During the 
time interval n, the received vector can be written as 
y (n)  = H,x(n)  + ~ ( n ) ,  (1) 
where y(n) is the N x 1 observed vector, x ( n )  is the M x 1 
transmit vector and w(n) is the N x 1 noise vector where 
each element is independently distributed with variance 
of uw. H, is the N x M time varying channel matrix. 
There are several methods of modeling time varying 
wireless communication channels. These include Jake's 
method 161, [7] and autoregressive (AR) modeling [SI, 141. 
The AR or state space method is of most interest as it 
can fit well into the framework for channel tracking. 
It is shown in [SI that a narrowband time varying wire- 
less channel can be approximated by an AR(1) model, 
which in our context, can be expressed as 
Fig. 1. Channel tracking with particle filter. 
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where H, is the channel matrix at time interval n, c1 is 
the AR(1) coefficient, and v(n) is a N x M matrix of 
complex Gaussian random variables of variance m:. The 
method results in random channel coefficients with auto- 
correlation which roughly approximates the desired one. 
111. PARTICLE FILTERING 
For tracking time varying states, it is well known that 
the Kalman filter is optimal for linear Gaussian systems. 
Some sequential Monte Carlo (SMC) methods, also known 
as particle filters, proposed recently [Q], [lo] have been 
shown to perform very well in both liuear/Gaussian and 
nonlinear/non-Gaussian situations. In nonlinear/non- 
Gaussian situations, it has been shown to perform even 
better than extended Kalman filters (EKF). 
Using particle filters for channel tracking can well suit 
our purpose as it can be easily extended when the occasion 
arises to cases where the noise present is non-Gaussian 
in nature without any modification to the structure of 
the algorithm or any increase in computational complex- 
ity. This situation is especially true in indoor communi- 
cations. 
Particle filtering is a recursive process consisting of two 
stages. The prediction stage, where the previous obser- 
vations and state were used to predict the current state, 
and the update stage, where current observation is used 
to increase the accuracy of the predicted state. 
The algorithm makes two important assumptions. If 
we let Dr represent {y(n) : n = 1 , .  . . ,k}, the two as- 
sumptions can be written as : 
1. The initial state, f(HolD0) is known, and 
2. The probability function of the previous state, 
f(Hn-lJD,-l), is known. 
The prediction stage, is encompassed by the prior den- 
sity function which can be written as [9] 
' 
The update stage, acting on new observations to im- 
prove on previously "predicted" states, can be represented 
by the function 
However, as the conditional probability functions 
f(HnIDn-1) and f(HniDn) are not always easily eval- 
uated, and hence the need to approximate the functions 
by the use of discrete points known as "particles". These 
"particles" are then weighted according to their likelihood 
to form the estimated state. At the end of each recursion, 
the particles are resampled [Q], [ll] to ensure they occur 
with same probability as the weights. 
TABLE I 
MIMO CHANNEL TRACKING ALGOR" 
1. Obtain a rough estimat;, H", of current 
channel state using previous state and (5) 
2. Make an initial estimate ofthe current trans- 
mitted symbols, f ( n ) ,  using the observation 
vector, y(n), and 8, 
3. Refine the channel estimate using particle fil- 
tering and estimated symbols to yield H, 
4. Reestimate symbols, x(n), from H,. 
Although particle filters described previously work rea- 
sonably well in most cases, states occuring in the tails of 
the distribution can easily destabilize the filter, and large 
numbers of particles would be required to overcome such 
deficiency. One way to improve the efficiency of the par- 
ticles is the use of auxiliary variables [lo]. Auxiliary par- 
ticle filter tries to_choose particles which are more likely 
to be consistent with-the &rent observation vector and 
have been shown to hiave superior performance over nor- 
mal particle filters [5], [lo], hence, we have used it as the 
tracking mechanism. 
IV. TRACKING ALGORITHM 
To track the time varying channels, we exploit the r e  
cursive nature of the particle filters. We start off with 
the initial channel responses which can be obtained by 
training sequences [4]. 
First, the current channel states are estimated from the 
previous state using 
This give a rough estimate of the current channel assum- 
ing a zero mean process noise. Using this estimate, we can 
use detection methods in [2] to obtain initial estimates of 
the transmitted symbols, i ( n ) .  These include nulling and 
MMSE detection where the stronger substreams arede- 
tected first and their components subsequently removed 
from the received vector. 
These estimated symbols are then used in the parti- 
cle filtering algorithm briefly explained i! section I11 to 
obtain a more refined channel estimate, H,.-Finally, the 
refined channel estimates are used to give a more accurate 
set of transmitted symbol estimates, ?(n). The procedure 
is repeated to estimate the next symbol. 
This recursive procedure to track the channels, which 
was proposed in [4], is summarized in Table I. 
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V. SIMULATIONS 
In this section, we compare the performance of systems 
employing particle filtering for tracking and those that do 
not. In all the simulations, we employ auxiliary based 
particle filters with 100 particles unless otherwise stated. 
The system we simulate uses a frame length of 100 sym- 
bols. Nulling [2] is used as the detection method in all the 
simulations, and the modulation used is QPSK. 
We also assume that the initial channel information is 
previously estimated and known in all cases. In cases 
where pilot symbols are used, one pilot symbol is inserted 
between every 20 symbols to prevent the divergence of the 
algorithm. To ensure fairness, the algorithm is compared 
to the case where the channels are estimated from the 
pilot symbol and 3 previously estimated symbols using 
a weighted least squares criterion. All environments are 
Gaussian unless otherwise stated. 
In Fig 2, we show the BER curves of a 2 transmit, 2 r e  
ceive antennas (2 x 2) system with no tracking, tracking 
with particle filter, and system with known channel in- 
formation. Pilot symbols are used in this simulation. For 
the non-tracking case, pilots were used in a weighted least 
squares sense to estimate the channels, and the estimates 
were kept h e d  until the next pilots were received. The 
time varying channels used have a normalized Doppler 
spread of We can see that we have an improvement 
of at least 3 dB in performance at error rates of lo-' us- 
ing tracking, and it is within 4 dB of the ideal situation 
where the channel information is known. 
In Fig 3, we show the migration of the channel coeffi- 
cients through time and ability of the tracking algorithm 
to follow the movement of the channel coefficients a t  sig- 
nal to noise ratio of 20 dB. The solid lines in the graphs 
depict the true channel coefficients, while the dotted lines 
are the estimated coefficients. We can see that the al- 
gorithm is able to keep fairly close to  the true values 
throughout. 
In Fig 4, we show the simulations using the parameters 
used previously, with the exception that pilots are not 
used in this case. In the case of no tracking, we assume 
the channel to he fixed over the entire frame. We note that 
pilots are not entirely critical in preventing the divergence 
of the particle filtering algorithm as the frame length is 
short enough. Without employing pilots, the algorithm 
can be seen to maintain an advantage of 2-3 dB over the 
non-tracking case at higher SNRs. 
In Fig 5, we show the BER curves for a (2 x 4) system 
in non-Gaussian environment with known channel infor- 
mation, tracking using Kalman filter and tracking using 
particle filter. The normalized Doppler spread in this case 
is 0.005 and the number of particles used is 200. The par- 
ticle filter can be seen to achieve a consistent improvement , 
of at  least 3 dB over the Kalman filter and is within 3 dB 
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Fig, 2. BER c u m  for 2 x 2 V-BLAST using known channels, 
channels tracked by particle filter with pilots and no tracking 
but with weighted least Cquarm chmnel'estimation using the 
pilots. 
Fig. 3. Coefficients of actual varying channel ( d i d )  m d  channel 
-timated by particle filter (dotted). 
of the ideal situation where the channel is known 
VI. CONCLUSIONS 
In this paper, we propose the use of particle filters 
for tracking time varying channels in a multiple trans- 
mitlreceive antenna system. R a m  ow simulations in sec- 
tion V, we showed that the tracking algorithm results 
in significant improvements over system not employing 
any tracking in slow time varying channels. The inclu- 
sion of such algorithms in MIMO systems will greatly en- 
hance the performance under time varying channel. Non- 
linearity and non-Gaussian noise in receiver can also be 
taken into account without any added structural changes 
or computational complexity. 
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