We develop a method to estimate the three-dimensional location of straight edges captured from a mobile camera. The location uncertainty is also computed. A new direct formulation is presented that avoids both full optical flow and correspondence computations. The algorithm uses image regions that support straight edges and can be applied to small, known camera motions. When the image disparity is small, coherent depth results are obtained in a way more efficient, than with a correspondence-based approach.
Introduction
Methods to extract structure and motion information from vision can be classified as optical flowbased, correspondence-based, and direct methods. The first two approaches determine the structure and motion after the computation of the projected motion. On the other hand, direct methods enable us to extract 3-D information directly from image brightness, avoiding the computation of both correspondence and optical flow.
Direct methods presented by Negahdaripour and Horn [9] have been used to solve several specific problems of motion and/or structure from mobile vision [6] . Direct methods were also used to obtain scene depth when the camera motion is known [16] . Another direct approach consists of using the fixation of a small patch of approximately constant depth to determine motion and structure [14] . Recently, methods with a brightness model that enables time brightness variation were also proposed [10] .
The former techniques employ a motion constraint equation based on the brightness continuity assumption ( dE dt = 0). This constraint has been questioned by some researches [3] , but many works are based on it [5] . Brightness continuity depends largely on the lighting conditions and reflection properties of the observed objects. A general continuity equation cannot be established, but if the gray-value gradient is large, the influence of many of the additional terms is small [7] . Many authors conclude that the computation of the motion using the simple brightness constraint is reliable for steep gray edges, while it may be distorted in regions of small brightness gradients, even with complex models.
Direct methods have similarities with optical flow techniques, but they avoid certain computational difficulties in the computation of optical flow. In particular, it is not necessary to assume that the optical flow field is smooth. This usual assumption is often violated near object boundaries, where large brightness gradients are usually extracted.
We adopt the brightness continuity assumption only in regions supporting steep edges [13] . The line support region concept, used previously to obtain straight edges [1] , provides the opportunity of mixing both feature based and flow based methods in an integrated way (Fig. 1) . In this paper, we propose a Gray level image
Image of lines
Line support regions Figure 1 : Classical perception methods can be improved using both the geometric representation of straight edges and the intensity of line support regions. In this way the potentiality of geometric features is maintained and all the information concerning the edge in the image is considered.
direct approach to extract the 3-D localization of straight lines by using images whose relative motion is known. The brightness information from regions supporting the image edges is evaluated, linking the different steps in the computation and avoiding rejecting information in intermediate steps. At the same time, a new displacement-based formulation to determine depth from motion is proposed. A summary of the paper is as follows. Section 2 presents the displacement-based formulation to obtain directly depth from motion. In Sec. 3, we obtain the localization of straight edges by using this direct method. In Sec. 4, depth perception uncertainty is obtained. Section 5 presents some experimental results. Finally, Sec. 6 presents the conclusions. We adopt a pinhole camera model with a planar screen. The camera model is illustrated in Fig. 2 . The origin of the camera reference system OXY Z is on the projection center of the camera. The Z axis is aligned with the optical axis and the focal length is considered to be the unit. A point in the scene with (X, Y, Z) coordinates in that system is projected on the image with (x, y, 1) coordinates
Let us suppose that the camera translates following t and rotates according to R, both expressed in the camera reference system. Thus, a 3-D point appears in the first image with p = (x, y, 1) T coordinates and with (x , y , 1) coordinates in the second image. These are
whereẑ is the unit vector in the focal axis direction. Therefore, the displacement in the image is
Assuming that any given point on the 3-D object appears in the successive image frames with the same brightness, we can formulate the brightness constraint equation [5] . Assuming that a time unit has elapsed between the two images, it turns out
Instead of computing image displacements, the brightness constraint equation (4) and the displacement field equation (3) are combined and one equation that links image brightness gradients and camera motion with scene depth is obtained. Therefore, after some manipulations we arrive at
where
T is extracted from the brightness of the images. Using this expression, the depth Z can be obtained directly from the images as a function of s d and the camera motion as follows
This can be considered as the displacement-based version of the motion constraint equation [9] . Due to the discrete nature of the image acquisition system, specially in the temporal dimension, the proposed expression turns out more suitable than the classical equation. At the same time, this formulation avoids some limitations of the continuous formulation, related to the field of view and to the translation in the Z direction [4] .
To obtain reasonable values of the temporal gradient, the image disparities must be small. It implies that, in a general situation the camera translation must be small. However, large translations could be used if a control procedure of fixation in the image were available [12, 14] . On the other hand, the camera rotation is not so critical because its effect can be predicted without knowledge of the scene depth.
The proposed formulation (6) enables us to consider a general camera rotation. However, when the camera rotation is large and the translation is small, it is necessary to compensate the rotation before obtaining the temporal gradient. Thus, in this case, the depth could be obtained as
where the temporal gradient can be calculated from the intensity in two consecutive images as,
Extraction of 3-D lines with a mobile camera
The aim of the proposed method is to obtain the 3-D structure of straight lines from a mobile camera, estimating also the uncertainty of their locations. The camera motion is supposed to be known. To extract 3-D straight lines we segment one image into line support regions, and we use at least a second image to obtain the temporal brightness gradient. The image segmentation algorithm employed here is based on the work of Burns [1] . The first step in the procedure is the extraction of spatial gradients. Afterwards, pixels having gradient magnitude larger than a threshold are grouped into regions of similar direction of brightness gradient. Segmentation is globally made using fixed partitions of gradient orientation. Two overlapping sets of partitions, with a post selecting process are used in order to avoid the problems related to the arbitrary boundary of fixed partitions (Fig. 3) . From both segmentations, support regions giving a longer interpretation are selected in a subsequent process. In this way, we have the image segmented into line support regions (LSR). Each LSR (consisting of points with similar gradient direction in the neighborhood of an straight edge) contains all available information in the image about the straight edges ( Fig. 1) .
After image segmentation, we may obtain the 3-D depth Z of each point within the line support region from equation (6) . However, such estimates can be erroneous because of various sources of noise (quantization, finite difference approximations, etc.) and use of very local information [16] . Typically, depth uncertainty is much larger than the uncertainty in the 2-D projected position. Thus, we propose to first extract the 2-D straight line in one image from the LSR, which we can do with good accuracy. In a second step, we then calculate the parameters of the 3-D line through a least-square minimization along the projection plane of the line (Fig. 4) . This also enables us to estimate the line localization uncertainty due to depth estimation.
The 2-D straight line extraction
A straight line can be obtained from its LSR as in Burns's work [1] . To do that, the planar model of the brightness on the projected edge is assumed. This model is consistent with the brightness constraint used in direct methods, where a linear variation of the image brightness is considered.
To obtain a line in the image, a planar brightness surface is fitted to the LSR by a least-square approach, predicting the brightness E as a function of image coordinates. In this fitting, a weighting norm N w (x, y) proportional to the gradient magnitude is considered, so that larger changes in brightness have a greater influence on the adjustment. The minimizing function along the LSR as a function of the brightness surface parameters (A e , B e , C e ) is expressed as
The straight line is obtained as the intersection of this brightness plane and the horizontal plane of mean brightness E m in the LSR (weighted with the gradient magnitude)
To define the representation of the projected line we attach a reference system to the projection plane of the line by making two rotations (Rot(z, φ l )Rot(y, θ l )) from the camera reference system. The angle φ l describes the orientation of the line with respect to y axis. As the focal length is the unit, the distance in the image from the origin to the line can be expressed as tanθ l (Fig. 4) .
Rigid transformations can be interpreted in direct or reverse order, depending on the reference system considered [11] . Thus, these two rotations can be easily interpreted as a rotation φ l along the camera Z axis to place the new Y axis parallel to the 2-D line, followed by a rotation θ l along this new Y axis to place the X axis normal to the projection plane of the line. We take φ l in the 2π range because the gradient direction is also considered. Thus, the projected line has the equation
And therefore,
Thus, the rotation from the camera reference system (C) to the reference system attached to the line projection plane (P ) is
Depth computation
To obtain the 3-D edge localization, the depth remains to be determined. We compute the depth by fitting a line to a set of points on the line projection plane. This is accomplished by taking the image points in the LSR multiplied by their depth, which is obtained from the brightness information (6) . These points, with X p , Y p , Z p coordinates in the reference system attached to the line projection plane, are 
We propose a linear regression model to fit Y p and Z p , since X p is the coordinate in the normal direction to the line projection plane. We exclude in the parameterization the line which has the direction of the Z p axis (this appears in the image as a point). Naming Z 0 and m the parameters that define the line in its projection plane, the line may be fitted according to to Z p and Y p as the response and prediction variables, respectively. To estimate error statistics, we want the prediction variable to be independent of measurement noise [2] . However, we note in equation (7) that both variables depend on brightness information (expressed in terms of s d ). We employ a transformation to define two new response and prediction variables, where the latter is independent of measurement noise. We transform the previous model in the following way:
The inverse of A is the distance from the focal center to the line in the direction of Z p , and the slope of the line in the projection plane is B A (Fig. 5) . Denoting unit vectors along camera axes byx,ŷ,ẑ, we redefine de prediction variable as
and the response variable
Combining the projected line equation and the expressions for Y p and Z p of equation (7), the prediction variable turns out to be
and the response variable,
As desired, only the response variable is in terms of quantities that are estimated from the spatial and temporal derivatives of image brightness. Therefore, the parameters A and B can be estimated by a least-square approach along the line support region. Here the approximation has been made that pixels of a line support region are coincident to the projected line, while in fact they are close (x cos φ l + y sin φ l − tan θ l ≈ 0). This approximation works well because the projected line is at the center of the LSR, and the width of the LSR is usually small (three or four pixels).
Thus, the expression minimized along the line support region is
Taking the derivative with respect to A and B and equating to zero, we arrive at a linear set of equations as a function of some integral factors. These factors depend on the brightness information and can be sequentially obtained along the line support region (Appendix 6).
From A and B, the 3-D localization of the line in the camera reference system can be recovered. The unit vector in the direction of the 3-D line is atan2(A, B) ) ·ẑ and the distance from the optical center to the 3-D line can be obtained as
Uncertainty estimation
It is well known that in a perception process, it is of the utmost importance to obtain an estimation of the uncertainty. In order to fuse geometric information with uncertainty, we use the Symmetries and Perturbation Model [15] . This model associates a reference (F ) to every geometric feature. Its location is given by the transformation T W F relative to a global reference system (W ). These transformations are usually represented with a location vector
T , composed of three cartesian coordinates and three Roll-Pitch-Yaw angles, the order of rigid transformations being
The location estimate of a geometric feature is denoted byx W F , and the estimation error is represented by a differential location vector d F = (dx, dy, dz, dψ x , dθ y , dφ z ) T relative to the reference system attached to the feature. Thus, the true location of the feature is
where ⊕ represents the composition of location vectors.
Some degrees of freedom of this differential location vector are coincident with the symmetries of the geometric feature and therefore need not be considered as uncertainty elements. For example, the symmetries of a 3-D line are the set of continuous translations along and rotations about the line. Making systematically null the degrees of freedom of d F corresponding to the symmetries of each element [15] , the uncertainty terms of each feature can be selected in a perturbation vector e F .
Thus, the location of a geometric element is represented by three elements:x W F (which represents the estimated location of the reference system for the perturbations),ē F (which is the estimated value of the perturbation vector) and Cov(e F ) (which is its covariance matrix). Whenē F = 0 we say that the estimation is centered.
This representation model has many advantages to fuse geometric information with uncertainty, because it is general to every geometric feature. Furthermore, the uncertainty representation is not overparametrized, it is independent of the base reference system and it has no singularities. The reference system attached to a line has the X axis in the direction of the line and the origin on any of its points. Therefore, the estimated location vector of the line with respect to its projection plane may be ( Fig. 6 ):
Two sources of location error of the 3-D line with respect to the camera reference system can be considered:
• The error of the 2-D line extraction from the image.
• The error in the depth computation by this direct method. Therefore, the matrix covariance of the differential location vector is
Here, d P is the differential location vector of the line projection plane, expressed in its own reference system. J P L is the Jacobian that transforms location errors between the P and L reference systems [15] . And d L d is the depth uncertainty expressed in the reference system attached to the 3-D line. Due to the symmetries of 3-D lines, two degrees of freedom of the differential location vector are eliminated. They correspond with the translation along and rotation about the line (X axis). Therefore, the perturbation vector of the line e L is e L = (dy, dz, dθ y , dφ z )
T
We concentrate here on the depth error estimate Cov(d L d ) with the proposed direct method. The other term of line uncertainty, d P , is obtained from a previous uncertainty model of the projected line [8] . As the computation of the global uncertainty is a basic step to integrate the information, the uncertainty due to the location error of the camera must be added when the feature location is integrated in a static reference system. However, this is outside the scope of the paper.
Depth error estimate
To obtain a depth error estimate we evaluate the error in the computation of the regression line. An unbiased estimator σ 2 of the error variance σ 2 can be extracted from the residual (8) according to the following expression:
where S, S e2m , S pem and S p2m are defined in Appendix 6. The factor S − 2 is introduced because two degrees of freedom are lost in the estimation of depth parameters. The estimator of the covariance matrix of the depth parameters, Cov(A, B), can be obtained from
On the other hand, this matrix can be related with the error covariance matrix in the reference system attached to the line, by using a linear approximation. In this case we have (see Appendix 6) 
Due to the symmetries of the line, the dx error is not relevant. Error in depth exists only along two degrees of freedom (dz, dθ y ). Thus, the covariance matrix of (dz, dθ y ) due to depth errors is
Experimental results
Several experiments were carried out with real images to evaluate the proposed method. A camera is attached to a PUMA robot, that provides the motion data to the algorithm. Several masks to extract the gradient were tested. The best results were obtained with simple masks after the application of a gaussian filter to smooth the images. We observed that the method works well when the disparity in the image is small, typically less than two pixels. Small translations and rotations of the camera have been carried out to test the validity of the method. In the first experiments, simple scenes on a work table were used to easily check the computed Table 1 : Orientation errors dθ y and position errors dz, comparing the measured values with the expected depth (0 degrees in orientation and 45 focal units in position) corresponding to the lines in Fig. 7 . Uncertainty estimate of orientation σ dθy and uncertainty estimate of position σ dz . depth. We used a planar pattern with several lines of equal aspect but different lengths (Fig. 7) . The pattern is located parallel to the image plane, at a distance of approximately 45 focal units from the camera (camera has a focal length of 12 mm.). The camera motion is a translation of 1 mm. along an axis parallel to the image plane and perpendicular to the lines. In Table 1 we present an example of depth results (line numbers correspond to horizontal lines from top to bottom). The first column presents the error in orientation (dθ y ), and the second column has the error in position (dz), comparing the measured values with the expected depth. The third and fourth columns present the square root of diagonal elements of the matrix Cov(dz, dθ y ). The error in position has turned out to be coherent for all lines and experiments. The values are comparable for all lines, being greater in shorter lines. The obtained uncertainties in position are well adjusted to the differences between the expected and measured depth. The estimation of the orientation is good, but the uncertainty is large. Therefore, the 3-D orientation turns out to be less reliable than the 3-D position.
Estimated errors
In this test the position errors are about 20% of the depth, which is reasonable according to the conditions of the experiment. To evaluate these results we compare them with theoretical results in an ideal stereo system (geometrically equivalent) whose only source of error is the location of the lines in the image. Thus, our errors are similar to those of this equivalent stereo system in which the lines were extracted in the images with a location error of about 0.2 pixels. Experiments with complex scenes of the laboratory have also been performed (see Fig. 8 ). Two types of motion were used. In both cases, the estimated covariances of the error in orientation are high because the lines are far from the camera and many of them are short. Consequently the 3-D orientation of these lines cannot be considered valid. However, the 3-D position of high-contrast lines is reasonably accurate. The first motion is a translation parallel to the image plane having a disparity of about one pixel between images. Selecting the largest lines, the errors in position are about 30%, except for lines nearly parallel to the projected motion. The depth of these lines cannot be obtained due to the aperture problem. The second motion is a pure translation parallel to the focal axis. The maximum disparity is about 0.7 pixels. In this case, depth results are worse than in the previous situation, but large lines far from the image center provide qualitatively valid estimations of 3-D position. The estimated depth is erroneous near the focus of expansion (in this case, the image center), because the image disparity due to translation is negligible, and small unknown rotations can introduce large estimation errors. An experiment with a large motion has been carried out. Using the pattern in Fig. 7 , we have made a translation of 120 mm. parallel to the image plane and a rotation of 12.73 • about the other axis parallel to the image plane to compensate the disparity of the central line. This motion can be considered as a manual version of a control procedure that fixates a line in the image. In this case the depth errors of the central line are very small, about 1% of the depth, because the 3-D triangulation is much better conditioned. The 3-D position has an error of 0.39 focal units, and the 3-D orientation has an error of 0.73 degrees. The square root of diagonal elements of the matrix Cov(dz, dθ y ) are 0.28 f and 1.51
• respectively. Unfortunately, when performing large translations, the method can be applied only near the fixated region because the temporal correspondence is lost in other pixels.
Influence of motion errors
Two sources of motion errors can be considered in our experimental environment; the inherent inaccuracy of the robot arm and the location uncertainty of the camera in the robot hand (obtained from the calibration of the camera). The proposed method works well with small disparities and it assumes the motion to be known. In a general situation, a small motion is required to have small disparities, but small motion can be overridden by mechanical errors or calibration errors. We have used an angular robot to move the camera, which rotates (with angles that are too small to be corrected by the robot controller), although the commanded motion is a pure translation. Even so, the method works well and the results can be compared to those obtained with other approaches. We cannot make more precise motions, but we believe that the technique would work best in applications were the camera can be moved with high precision.
To evaluate the effect of motion errors we have used the planar pattern scene (Fig. 7) . Depth information has been obtained repeating the motion over the same scene. To simplify the exposition, we concentrate here in the position, without considering the orientation. The method estimates correctly that all the lines have the same depth, but each time, a different bias is obtained for all lines. Table 2 shows the mean and standard deviation of the depth of the ten lines in Fig 7, obtained from four different motions. This bias is probably due to errors in camera motion (0.03
• of camera rotation error could originate this bias).
Analysis of performance
The results confirm that the proposed method is valid to compute depth on lines. To apply the method, the illumination and reflection conditions must be stable. The straight edges must be steep: a minimum spatial gradient of about 12 gray level units per pixel ( The method needs small disparity (typically less than two pixels) and therefore, in general situations, small motions must be carried out. Small motions have the inconvenient that make illconditioned the 3-D triangulation, and therefore the estimated depth is very sensitive to camera motion errors. However, our method can also be applied with large motions and a fixation procedure. In this way, accurate depth can be obtained in the fixated region.
Currently, we have obtained errors that are similar to those of an ideal stereo system (geometrically equivalent) in which the lines were extracted in the images with errors of about 0.2 pixels. These results can be considered good, since most of the feature extractors do not have subpixel accuracy. Thus, our method can be used as an alternative to classical correspondence-based approaches when the 3-D triangulation is ill-conditioned and the accuracy of the feature extractor is not good enough to obtain depth information. Besides that, the computational cost of the proposed method is smaller (about a half in our system) than an equivalent system based on line correspondences because both the extraction of lines in the second image and the matching are avoided.
Conclusions
We have presented an algorithm to extract the 3-D location of straight edges by a direct method, starting from two images taken by a mobile camera. The proposed method uses a formulation that directly combines the brightness continuity assumption and the displacement of the projected line.
Compared with classical differential approaches, our method uses topological information about straightness and obtains the depth globally. This topology (which relates edge elements into lines) can be easily obtained, and captures the more relevant information, in images of man made environments. Comparing with an equivalent system based on corresponding lines, our method takes a shorter computational time. Besides that, spurious data due to the extraction and the matching steps are not present in our method, but small disparities and stable illumination are needed.
As small disparities are needed, small motions are normally required and therefore depth results are not seemingly good, but alternative methods do not provide better results in these conditions. Several experiments have been carried out to show that the method performs well, specially when large motions are used and a method to fixate a region in the image is available.
The analysis of the results showed that our method can be used as an alternative to classical correspondence-based approaches when the 3-D triangulation is ill-conditioned and the accuracy of the feature extractor is not good enough to obtain depth information. where S is the number of pixels in the LSR.
Appendix B
By using the Symmetries and Perturbation Model, the location vector of the line in the plane reference system is T and J 2⊕[x P L ,0] the Jacobian of the composition of location vectors with respect to the second one [15] .
Besides that, the line location, expressed in the reference of the plane can be written as
dA dB Therefore, with this two expressions we arrive at
