In this paper we present a new tool for the encoding of multi-level finite state machines based on the concept of evolution programming. Evolution programs are stochastic adaptive algorithms, based on the paradigm of genetic algorithms whose search methods model some natural phenomenon: genetic inheritance and Darwinian strife for survival. Crossover and mutation rates were tailored to the state assignment problem experimentally. We present results over a wide range of MCNC benchmarks which demonstrate the effectiveness of the new tool. The results show that evolution programs can be effectively applied to state assignment.
. Most of the early work in automatic state assignment has been directed at the minimization of the number of product terms in a two-level sum-of-products form of the combinational logic. Examples of tools aimed at two level minimization include KISS [7] and NOVA [25] . However, in recent years state assignment tools have emerged which target multi-level minimization. Examples of tools targeting multi-level minimization include JEDI [15] , MUSTANG [22] , MUSE [27] and MARS [24] . However most of these tools suffer from two main drawbacks. First is the limited accuracy of the cost function used to estimate the goodness of the solution including the weighing mechanism used for weighing the various constraints. The second is the limited efficiency of the graph embedding algorithms. Generally, these algorithms are based on hill climbing techniques which represent local searches of the solution space; hence they fail to adequately explore new neighborhoods.
In this paper we address the embedding problem by investigating the feasibility of using an evolution programming technique for the state assignment problem and tuning of its parameters (frequencies of crossover and mutation operators) in order to obtain a good convergence rate. Evolution programs (EP) [18] are stochastic adaptive algorithms, based on the paradigm of genetic algorithms [5, 8, [23, 24] .
The parameters to be considered include:
1. the length of the binary code (number of bits in the code), and 2. the composition of the code (which code is assigned to which state).
The optimization problem relative to state assignment traditionally involves optimizing the above parameters in order to achieve one or more of the following objectives. [7] and NOVA [25] [11] and MIS [3] . The MUSTANG algorithm [22] The MUSE algorithm [27] uses a multi-level structure derived by performing multi-level optimization on a 2-level structure obtained from 1-hot encoding.
From the multi-level representation, the algorithm evaluates the affinities of each unique pair of states, in terms of how the hamming distance between the codes assigned would affect the overall network size after multi-level synthesis.
GENETIC ALGORITHMS AND EVOLUTION PROGRAMS
In this Section we introduce genetic algorithms, present their theoretical foundations, and describe their applicability. Further, we discuss evolution programs.
Basic Concepts
Genetic algorithms (GAs) represent a class of adaptive algorithms whose search methods are based on simulation of natural genetics. They belong to the class of probabilistic algorithms; yet, they are very different from random algorithms as they combine the elements of directed and stochastic search.
In general, a GA performs a multi-directional search by maintaining a population of potential solutions. This population undergoes a simulated evolution" at each generation the relatively 'good' solutions reproduce, while the relatively 'bad' solutions die. To distinguish between different solutions, an evaluation function is used which plays the role of an environment.
The structure of a simple GA is shown in Figure  1 [26] , and experiments with modified genetic operators to meet the needs of particular applications [19] . In [20] [7413260]
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These two children replace the ones with the worst cost which is found using one of the cost functions. 
Present State Cost Function
In this cost function, the output information and the present state information of different states are considered to estimate the encoding affinity. The encoding affinity [27] Let A denote the input portion of the transition table T, A be the co-kernel of the algebraic expression associated with A, and JAil be the number of literals in the co-kernel. The encoding affinity [27] between a state pair is given by, Pnk, Figure 3 was obtained using the 'p' option, that of Figure 4 was obtained using the 'c' option, and that of Figure 5 was obtained using the 'n' option. From the graphs it is observed that the algorithm converges rapidly to good solutions. Increasing the crossover and mutation rates did not help in improving the performance of the algorithm. The mutation rates were found to be (via experimentation) much higher than those of classical genetic algorithm applications. Table II in Table I . The 
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