INTRODUCTION
Programming abounds with partial functions. Some functions are inherently partial (e.g. division and referring to the first element of a list). Other functions are partial according to their recursive definitions.
If partial functions are admitted in formulae, a programming logic is needed that handles partial functions and undefined terms. Dijkstra and Scholten [1] , Gries and Schneider [2] , Feijen, van Gasteren, and other researchers in programming methodology have discovered that programming logics are useful only if they are suited to 'proof engineering', that is, to the design and presentation of proofs. A programming logic is acceptable only if it is a handy tool without overwhelming complexity. So we search for a logic that allows us to handle partial functions and undefined terms in a convenient and simple way.
Plenty of logical calculi for partial functions have been proposed [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . We will investigate in Section 1 to what extent these calculi are convenient tools.
A BRIEF STUDY OF LOGICS FOR PARTIAL FUNCTIONS
The issue of logics for partial functions is not settled. Since many questions are questions of philosophy and style, it is not surprising to see heated discussions. In order to study logics for partial functions, we need some notation.
NOTATION. Throughout this text, function application is denoted by an infix dot '.'. The following symbols are listed in order of decreasing binding power: ¬ denotes negation, = denotes equality, ∨ and ∧ denote disjunction and conjunction respectively, ⇒ and ⇐ denote implication and consequence respectively, ≡ and ≡ denote equivalence and discrepancy respectively. As usual, the symbols ∀ and ∃ denote the universal and the existential quantifier respectively; their scope is delineated by a pair of angle brackets. The square brackets can be ignored in Section 1; they will be explained in Section 2.
Gries's and Schneider's logic
Recently Gries and Schneider gave the issue of logics for partial functions a new direction: they suggested a calculational logic for partial functions [13, 14] . The original calculational logic was designed by Dijkstra and Scholten [1] , Gries and Schneider [2] , Feijen, van Gasteren, and others. But in its original form, calculational logic is intended for total functions only. Program semantics being defined by means of weakest preconditions in [1] , partial functions do not occur at all.
Therefore the original calculational logic does not handle partial functions. Calculational logic is tailored to the needs of proof design and proof presentation. Theorems are formulated as Boolean expressions, for which, in principle, true and false are the possible values; the proofs consist of calculations evaluating these Boolean expressions to true. Calculational logic relies on Leibniz's Rule (substitution of equals for equals) instead of modus ponens as its key inference rule.
The laws of calculational logic are so useful that Gries and Schneider are not willing to sacrifice them in a logic for partial functions. Gries and Schneider retain all laws of calculational logic by using underspecification instead of partial functions. If a function is not defined for an argument, Gries and Schneider regard the function as underspecified instead of partial. For an explanation of underspecification we quote from [13] , p. 93: 'All operations and functions are assumed to be defined for all values of their operandsthey are total operations and functions. However, the value assigned to an expression need not be uniquely specified in all cases. ' According to the technique of underspecification, all types have defined values only. For example, N has the values 0, 1, 2, . . . , but no undefined value.
Since recursive function definitions are a valuable programming notation, we want a logic that handles them in a simple and convenient way. Reduced to its essentials, a recursive definition of a function f has the form
where f is a function symbol and g is a function with f 's 74 B. SCHIEDER AND M. BROY type as parameter and result type. The most important rule that relates recursive definitions to predicate logic is the fixed point rule:
The fixed point rule states that a recursively defined function f is a fixed point of its defining function g.
Let us see what happens if we add fixed point rule (1) to Gries's and Schneider's logic. Consider the classical recursive definition of division ÷ of natural numbers:
(Here some syntactic sugar has been added to the bare form (0) of recursive definitions: x and y are parameters of type N; and the square brackets may be omitted here.) The fixed point rule (1) (adapted to the syntactically sugared version of (0)) allows us to deduce ∀x, y ∈ N ::
With the rule of instantiation from predicate calculus and the classical rule for conditional expressions we conclude from the last formula
From arithmetic we know the law ∀n ∈ N :: ¬(n = n + 1) .
Function ÷ being total, like every function in Gries's and Schneider's logic, 1 ÷ 0 denotes a natural number. Hence we may instantiate n with 1 ÷ 0 in (4), and thus conclude
Thus we have deduced a formula (3) and its negation (5). Hence, adding fixed point rule (1) and recursive definition (2) to Gries's and Schneider's logic leads to an inconsistency. In Gries's and Schneider's logic, definition (2) of division would have to be written as
In general, each formula that may refer to an underspecified value has to be placed in the consequent of an implication whose antecedent describes the set of values for which the operations in the formula are specified. Then the general recursive definition (0) becomes
where Specified."g.( f, x)" is a predicate that describes the set of arguments x in which formula f.x def = g.( f, x) is specified. The formal definition of predicate Specified is far from trivial. Further, fixed point rule (1) becomes even more complicated to state:
According to Gries and Schneider, one aim of using underspecification is to allow us to continue in our usual mode of ignoring (in a suitable fashion) the fact that some functions are partial. But we see that the issue of partiality cannot be ignored when it comes to the fixed point rule.
For us, (2) is a legitimate recursive definition as it is in many programming languages. We are not willing to exclude it from our programming notation. What is more, we wish to reason about recursively defined functions as directly as possible, namely, by writing them as functions into our formulae. At the same time we have to take care that the recursive function definitions permitted in our programming notation do not lead to inconsistencies. So, if we are not willing to exclude (2) from our programming notation, we have to give up the simple fixed point rule (1) in order that we can use Gries's and Schneider's logic.
In the rest of this paper, we search for a calculational logic for partial functions that includes the fixed point rule. We begin by investigating whether other published logics for partial functions are calculational and include the fixed point rule.
Two-valued logics with 'undefined'
Two-valued logics with 'undefined' (e.g. [21] ) handle partial functions by introducing a constant ⊥ to represent an undefined value. Such logics syntactically distinguish expressions from formulae. Expressions contain computable functions only, whereas formulae may contain noncomputable predicates. In other words: expressions may occur in programs, whereas formulae may not. The value ⊥ is added to all result types of computable functions. In particular, Boolean functions, that is, functions with result type Boolean, can have the values true, false and ⊥. In contrast, predicates can have the values true and false only. Boolean expressions may thus evaluate to ⊥, but formulae may not.
Let us again take division ÷ on natural numbers as an example. Division is usually considered as partial, because it has no defined result for the divisor 0. Two-valued logics with 'undefined' model this undefinedness by giving x ÷ 0 the dummy value ⊥ (for all natural numbers x). Thus the result type of division ÷ is N ∪ {⊥}. Let ≤ be the function 'less than or equal to' on natural numbers. In order to make expressions of the shape (. . . ÷ . . . ) ≤ (. . . ÷ . . . ) typecorrect, we must give ≤ the argument type (N ∪ {⊥}) × (N ∪ {⊥}). Since ≤ is intended to be a computable function, it has the result type {true, false, ⊥}. Hence, in this example ≤ stands for a Boolean function and not for a predicate. According to the syntax rules, x ÷ 2 ≤ x is a Boolean CALCULATIONAL LOGIC WITH 'UNDEFINED' 7 5 expression and not a formula. Therefore we are forbidden to write, for example,
We must instead convert x ÷2 ≤ x into a formula. We can do so only by applying a predicate to the expression x ÷ 2 ≤ x. Suppose we have a predicate on {true, false, ⊥} that yields true if its argument is true, and false if its argument is false or ⊥ . This predicate is often written as IsTrue or = true. So we correctly rewrite (6) as
Thus we end up with formulae that are longer and more complicated than our first attempt (6) . But since we know that x ÷ 2 is defined for all natural numbers x, it would make perfect sense to allow (6) as a formula. The notational burden increases with the structure and length of formulae. Let < stand for the Boolean function 'less than'. Note that < is a Boolean function and not a predicate. So, instead of writing
we must write
And we must carry this notational burden though we know that x ÷ y is defined if (7)'s antecedent holds. We are not willing to accept such notational awkwardness if there is a way to consider (6) and (7) as formulae. Hence, two-valued logics do not solve our problem, but add a new requirement: besides being calculational and besides containing the fixed point rule, the logic we are looking for should admit Boolean expressions as formulae. Let us now look at logics that do treat Boolean expressions as formulae.
Three-valued logics with 'undefined'
Like two-valued logics with 'undefined', three-valued logics with 'undefined' (for example, [16, 18, 19] ) handle partial functions by introducing a constant ⊥ to represent an undefined value. In contrast to two-valued logics, in threevalued logics formulae can have the value ⊥. The set of Booleans with ⊥ is partially ordered, with true and false incomparable and ⊥ as the least element. The classical logical connectives are extended to the new value ⊥ so that they are monotonic with respect to this partial order (that is, 'less or equal' in the arguments is preserved in the results).
Let us investigate what happens to the laws of calculational logic in three-valued logics with 'undefined'. In this section, X, Y , Z range over formulae of any threevalued logic.
Negation has the only monotonic extension where (¬⊥) = ⊥. All monotonic extensions of disjunction have the property ⊥ ∨ ⊥ = ⊥ . Hence the equality (⊥ ∨ ¬⊥) = ⊥ holds for all monotonic extensions of negation and disjunction. Therefore all three-valued logics with monotonic connectives violate the Law of the Excluded Middle
The only monotonic extension of equivalence ≡ is strict in both arguments (that is, as soon as one argument is ⊥, equivalence yields ⊥). Therefore equivalence is not associative in three-valued logics with monotonic connectives: the law
does not hold. Moreover, in three-valued logics with monotonic connectives, true is not an identity element of equivalence: the law
does not hold. Even if we interpreted ≡ as strong equality (that is, ⊥ ≡ ⊥ evaluates to true, and ⊥ ≡ true and ⊥ ≡ false evaluate to false), which is not monotonic, the last two laws would not hold. We deduce that all three-valued logics with 'undefined' and monotonic logical connectives violate three central laws of calculational logic: the Law of the Excluded Middle, associativity of equivalence and Identity of Equivalence. Hence those logics do not meet our requirement for a calculational logic.
Bijlsma's approach
We will not repeat Gries's and Schneider's discussion of still other approaches to handling partial functions [13, 14] . We pick out only one approach that is particularly interesting in regard to calculational logic. In [5] , Bijlsma gives a model of evaluation of formulae with undefined terms, which satisfies all laws of propositional logic. It is particularly elegant that the model is defined in such a way that all laws of propositional logic are satisfied by definition. Formulae with Boolean variables that may possibly be ⊥ are evaluated as follows: if the assumption that all such variables assume an arbitrary but defined value yields a unique defined value for the formula, then this value is assigned to the formula; otherwise, the value ⊥ is assigned to the formula. But, as Gries and Schneider point out, this model of evaluation is not compositional, that is, the value of an operation does not depend entirely on the value of its operands. We quote from [13] , p. 96: 'For example, consider a state in which v has the value ⊥. Thus, v and ¬v both have the value ⊥, so we might assume that v ∨ ¬v evaluates to ⊥ ∨ ⊥, which evaluates to ⊥. However, v ∨ ¬v evaluates to true.' Therefore Gries and Schneider are not satisfied with that model and develop their solution, which we discussed in Section 1.1. Following Gries and Schneider, we add another requirement to our list: we want a compositional model of evaluation.
Not having found a logic for partial functions in the literature that meets all our requirements, we will try to design one. Since we want our logic to be calculational, we choose Dijkstra's and Scholten's calculus of Boolean structures [1] as our starting point. Our goal is to keep as much as possible of the calculus of Boolean structures and to comply with our other requirements at the same time.
DIJKSTRA'S AND SCHOLTEN'S CALCULUS OF BOOLEAN STRUCTURES WITH 'UNDEFINED'
The Gries-Schneider method of underspecification keeps the logic simple and calculational but complicates the fixed point rule. The methods discussed in Section 1.2 introduce a heavy notational burden by not considering Boolean expressions as formulae. The methods discussed in Section 1.3 complicate the logic. Bijlsma's approach leads to a non-compositional evaluation model. From these observations, the following question arises: is it possible to design a logic for partial functions that has the following nice properties:
• the laws of calculational logic hold; and • the fixed point rule holds; and • Boolean expressions are formulae; and • the logic has a compositional model?
From the discussion of Gries's and Schneider's logic in Section 1.1, we know that we cannot have the simple fixed point rule without allowing partial functions. In order to be able to apply partial functions to all arguments, even arguments for which function application is normally not defined (e.g. x ÷ 0), we introduce the special constant ⊥ and require that normally undefined function applications result in the value ⊥.
Having decided for ⊥, and taking account of partial functions into the booleans, we must add ⊥ to the Boolean values; and having decided to consider Boolean expressions as formulae, we must allow ⊥ as a possible value of formulae.
In Section 1.3, we concluded that three-valued logics with monotonic logical connectives cannot be calculational. Therefore we will extend the logical connectives to the new Boolean value ⊥ in a non-monotonic fashion. At the same time, we are interested only in compositional models of evaluation.
Let us investigate to what extent Dijkstra's and Scholten's calculus of Boolean structures [1] can be retained, if we allow ⊥ as a third Boolean value. The rest of the paper is devoted to this question.
Two symmetric models
Type boolean consists of the two Boolean scalars true and false; type extboolean (for 'extended Boolean') consists of the three scalars true, false and ⊥. In each context in which a scalar of type extboolean is expected, a scalar of type boolean will do. Not only extboolean, other types, too, may contain an undefined value ⊥. All functions are total, because the special constant ⊥ represents the undefined. In order to make an otherwise partial function total, ⊥ is added to its result type.
In the two-valued logic of [1] , each of the operators 'equivalence' ≡, 'disjunction' ∨, 'conjunction' ∧, 'implication' ⇒, 'consequence' ⇐ and 'discrepancy' ≡ is a function from a pair of structures of type boolean to a structure of type boolean. Negation ¬ is a function from a structure of type boolean to a structure of type boolean. The 'everywhere' operator, which is denoted by surrounding the argument by a pair of square brackets, is a function from a structure of type boolean to a scalar of type boolean. Universal quantification ∀ and existential quantification ∃ are functions from a pair of functions (called 'range' and 'term') to a structure of type boolean; both range and term are functions from a structure (of some type) to a structure of type boolean. Equality = is a function from a pair of structures (of some type) to a structure of type boolean.
In our three-valued logic, the types of the Boolean operators and quantifiers are different from those in [1] . Each of the operators ≡, ∨, ∧, ⇒, ⇐ and ≡ is a function from a pair of structures of type extboolean to a structure of type boolean. Negation ¬ is a function from a structure of type extboolean to a structure of type boolean. The 'everywhere' operator is a function from a structure of type extboolean to a scalar of type boolean. Universal quantification ∀ and existential quantification ∃ are functions from a pair of functions to a structure of type boolean; both range and term are functions from a structure (of some type) to a structure of type extboolean. Equality =, however, has the same type as in [1] : it is a function from a pair of structures (of some type) to a structure of type boolean.
For the Boolean operators and quantifiers with the types of the three-valued logic, we define two symmetric models of evaluation. Except for the 'everywhere' operator, we confine attention to scalar operands and punctually extend the Boolean operators and the quantifiers to structures. Let us begin with what the two models have in common. In both models, equality = is interpreted as 'strong equality' on types with ⊥: the element ⊥ is treated like any other element; that is, ⊥ equals itself, but equals no other element. In both models, all Boolean operators and quantifiers are defined to have their classical meaning on structures of type boolean. In particular, equivalence ≡ and equality = coincide on structures of type boolean, i.e. we have for any structures A, B of type boolean • In one model, ⊥ equivales true. That is, ⊥ ≡ true, true ≡ ⊥ and ⊥ ≡ ⊥ evaluate to true, and ⊥ ≡ false and false ≡ ⊥ evaluate to false.
• In the other model, ⊥ equivales false. That is, ⊥ ≡ false, false ≡ ⊥ and ⊥ ≡ ⊥ evaluate to true, and ⊥ ≡ true and true ≡ ⊥ evaluate to false.
For both models, we define for any structures X, Y of type extboolean and for any functions r , f from the types of the dummies to structures of type extboolean
where • ∈ {≡, ∨, ∧, ⇒, ⇐, ≡}, (14) where * ∈ {∀, ∃}. Note that (11) with • replaced by ≡ is satisfied by the two given interpretations of ≡; and both interpretations of ≡ satisfy for any structure X of type extboolean
Note that the evaluation of ≡, ∨, ∧, ⇒, ⇐, ≡, ¬, ∀ and ∃ follows a simple rule: in one model, argument ⊥ yields the same value as argument true; in the other model, argument ⊥ yields the same value as argument false.
Expressions are constructed as in [1] . The only difference between the expressions of [1] and ours is that they are built according to different types of the Boolean operators and quantifiers. In the two-valued logic, formulae are expressions that denote a structure of type boolean. In the three-valued logic, formulae are expressions that denote a structure of type extboolean or of type boolean. In the twovalued logic, a formula e is 'valid' if [e] evaluates to true. For our three-valued logic, we define: a formula e is 'valid' if [e] evaluates to true in both models of evaluation.
A validity result
In this section, we characterize formulae of [1] that remain valid in our three-valued logic. The proofs of this section are conducted in the two-valued calculational logic. In order to stay in two-valued logic, we consider the Boolean operators and quantifiers on structures of type extboolean as new constants, which we could have denoted with new symbols. The laws stated in Section 2.1 are the only laws of these constants that we will use in this section. When Boolean operators and quantifiers are applied to structures of type boolean, however, we have all the laws of the twovalued logic at our disposal.
We say that a function f from structures of type extboolean to structures of type extboolean 'preserves ≡' if for any X, Y
LEMMA 1. Let f be a function from structures of type extboolean to structures of type boolean; f preserves ≡ if and only if for any X
Proof. First we assume that f preserves ≡ and observe for any X
For the other direction, we assume that f satisfies (17) for any X and prove (16) In this section, the extension of the Boolean operators and quantifiers defined in [1] comes in useful. The 'everywhere' operator is extended to pairs of structures of type extboolean by
The other Boolean operators and quantifiers distribute over pair-forming, e.g.
These formulae can immediately be generalized to n-tuples. 
Negation and the 'everywhere' operator preserve ≡, i.e. we have for any structures X, Y of type extboolean
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Let * be any of the quantifiers {∀, ∃}; * preserves ≡ in range and term, i.e. we have for any functions r , s, f , g from the types of the dummies to structures of type extboolean
Proof. By (12) , formula (17) with ¬ for f is satisfied. By (13) , formula (17) with the 'everywhere' operator for f is satisfied. By (11), formula (17) with • for f is satisfied, where X denotes pairs of structures of type extboolean. By (14) , formula (17) with * for f is satisfied, where X denotes pairs of functions from the types of the dummies to structures of type extboolean. It follows from Lemma 1 that all these Boolean operators and quantifiers preserve ≡.
LEMMA 3. The constant function preserves ≡, i.e. we have for any structures X, Y , Z of type
Proof. Follows immediately from the reflexivity of ≡ in both models.
LEMMA 4. The identity function preserves ≡, i.e. we have for any structures X, Y of type extboolean
Proof. Follows immediately from the law [X ⇒ X] of the two-valued logic with X := X ≡ Y .
LEMMA 5. Let f , g and the infix · preserve ≡ in their arguments; then f.X · g.X preserves ≡ in X, i.e. we have for any X, Y
Proof. We observe for any X, Y with [X ≡ Y ], and ≡-preserving f , g and ·
From the structure of the proof, it follows that the previous lemma holds for functions · of any finite number of arguments.
Given a (possibly empty) tuple t of variables that denote structures of type boolean or extboolean, we say that an expression e is of 'restricted context in t' if ≡, ∨, ∧, ⇒, ⇐, ≡, ¬, [ ], ∀ and ∃ are the only functions in whose arguments variables of tuple t may occur.
THEOREM 1. Let expression e denote a structure of type boolean or extboolean. If e is of restricted context in a tuple t of variables, then e is an ≡-preserving function of t.

Proof.
Follows immediately from the previous four lemmata. Except for one formula, all formulae that are postulated or proved in [1] for the calculus of Boolean structures are of restricted context in the variables that denote structures of type boolean. The only exception is the formula
THEOREM 2. Let E.t be a formula of the two-valued logic and let E.u be a formula of the three-valued logic. If E.u is of restricted context in u and if E.t is valid in the two-valued logic, then E.u is valid in the three
which is not of restricted context in X, Y . From Theorem 2 it follows that except for (18) , all formulae that are postulated or proved in [1] for the calculus of Boolean structures remain valid in the three-valued logic, where the variables that denote structures of type boolean in the two-valued logic now denote structures of type extboolean. Functions may be understood as structures of their result types. Hence, if a variable denotes a Boolean function, its result type boolean may be replaced with extboolean, but boolean in an argument type may not. The only formula that loses its validity is (18), which does not hold if X, Y are structures of type extboolean. Note that Theorem 2 applies also to formulae of the twovalued logic in which variables that denote structures of type extboolean occur in an argument of =, if these variables are not included in the tuple t of Theorem 2. For example, Theorem 2 tells us that Leibniz's Rule
remains valid in the three-valued logic even if x, y are structures of type extboolean. Since x, y may be chosen of type extboolean in the two-valued logic already, they need not be included in the tuple t of Theorem 2.
Note that we could have singled out any one of the two models. That is, we could have defined validity with respect to only one of the models. Then all results of this paper would remain valid. Our reason for keeping both models is symmetry: singling out one model would groundlessly destroy a nice symmetry.
The proof format
For our three-valued logic, we adopt the proof format from [1] . This proof format was invented essentially by Feijen. Let ≺ be a function from a pair of structures of some type 
From this proof, [x ≺ z] may be deduced. Such calculations may extend to any number of lines.
Having ⊥ as a third Boolean value, we generalize the above proof format a little bit. We allow ≺ to be a function from a pair of structures of some type to a structure of type extboolean. Note that the result type of ≺ need not be boolean as in the two-valued logic, but may be extboolean. With these prerequisites, we can postulate the fixed point rule in a semantic fashion. When a programming notation is available, the semantic premises of the rule can be ensured by syntactic means. We postulate for any complete partial order (D, ), for any monotonic function f from structures of type D to (the same kind of) structures of type D, and for any structure x
The fixed point rule
The fixed point rule expresses that any recursively defined element is a fixed point of the defining function. Due to Knaster and Tarski, who proved a fixpoint theorem for complete lattices [23] , it is well known that monotonic functions on complete partial orders do have least fixed points. Programming semantics exploits this result by interpreting recursive definitions by the least-fixed points of their defining functions. Being least-fixed points, the interpretations of recursive definitions are fixed points of the defining functions. Therefore the standard denotational interpretations of recursive definitions satisfy the fixed point rule (19) . Having illustrated by means of the fixed point rule how recursive function definitions can be related to calculational logic, we will not present further rules concerning least-fixed points (for instance, fixed point induction) here.
EXAMPLES OF PROOFS
In this section, we demonstrate the application of our threevalued logic by means of two examples. In both examples we omit the 'everywhere' operator because we deal with scalars only. In the following, arithmetic operations +, −, ÷ bind tighter than relation symbols, and relation symbols =, >, <, ≥ have equal binding power. As in Section 1.2, +, − and ÷ are functions from pairs of numbers with ⊥ to numbers with ⊥, and >, < and ≥ are functions from pairs of numbers with ⊥ to extboolean. We slightly extend the notation for lists of dummies by adding the types of the dummies.
A standard example from the literature
In order to have a direct comparison between calculi for partial functions from the literature and our calculus, we begin with a standard example. It is treated with a variety of logics for partial functions in [8] and resumed in [13, 14] .
Let Z denote the set of integers (that is, defined values only). Given is the following specification of a function subp (in our notation):
The task consists in proving the following property:
In [13] , Gries writes about this property: 'Function application subp(i, j ) is normally considered to be defined only if i ≥ j . However, with the approach of underspecification, subp(i, j ) is always defined but its value is unspecified if i < j . Property [. . . ] can then be proved by induction in a straightforward manner.' In [14] , this proof is given. The proof is literally the same in our calculus, though we are working with ⊥, and function application subp(i, j ) may possibly be undefined if i ≥ j does not hold for integers i , j . Being the same as in Gries's and Schneider's logic, the proof is not repeated here.
An example in the extended proof format
Recall recursive definition (2) from Section 1.1, which defines division on natural numbers:
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Since ⊥ is a possible value of <, the proof obligation (7) could not be written in this way in a two-valued logic. In the following proof, the three-valued relation symbol < occurs even in the left column of Feijen's proof format. This slight extension of the proof format (see Section 2.3) shortens the expressions that we have to manipulate and thus avoids the repetition of subexpressions from line to line.
Proof. We prepare for a proof by induction by manipulating (7):
We prove the last formula by mathematical induction over the natural numbers. Let x be any natural number. We assume induction hypothesis ∀z ∈ N : z < x : 0 < z ⇒ ∀y ∈ N : 1 < y : z ÷ y < z and prove 0 < x ⇒ ∀y ∈ N : 1 < y : x ÷ y < x . Assume 0 < x, and let y be any natural number with 1 < y. We observe
Condition x < y is defined, because x and y are natural numbers. We distinguish two cases.
In the case (x < y) = true, we observe
In the case (x < y) = false, we observe
In order to exploit the induction hypothesis, we distinguish two cases.
In the case 0 < x − y, we observe (x − y) ÷ y + 1 < {x − y < x; 0 < x − y; 1 < y; induction hypothesis} x − y + 1 < {1 < y} x.
In the case x − y = 0, we observe (x − y) ÷ y + 1 = {x − y = 0} 0 ÷ y + 1 = {definition of ÷ (2); fixed point rule (19); conditional} 1 < {x = y and 1 < y} x.
The inner and the outer case analysis being exhaustive, the proof is complete.
The two examples illustrate how straightforward the application of our calculus with 'undefined' is. Nowhere did we notice that we were working in a logic with ⊥ as a third Boolean scalar: we could just apply the rules that are so familiar from the calculus of Boolean structures [1] . Definedness enters the picture only when laws about some program notation are applied; but definedness considerations do not affect the predicate calculus.
CONCLUSION
The methods discussed in Section 1 for dealing with partial functions have complications-in the lack of a simple fixed point rule, in the notation, in the logic, or in the fact that evaluation is not compositional. Our method maintains the four properties listed in Section 2:
(i) In our calculus, Boolean expressions are formulae. For example, x < y is a formula, even if x < y may evaluate to ⊥ for some values of x and y. Hence, we have avoided the notational awkwardness of twovalued logics, where one has to write something like (x < y) = true for a formula instead of the simpler expression x < y. (ii) Our calculus includes the fixed point rule. Hence, recursive definitions are related to predicate logic by a simple and elegant law. (iii) Our calculus maintains the simplicity of the logic.
In fact, the only deviation of our calculus from the calculus of Boolean structures [1] is that we distinguish between = and ≡. Whereas = and ≡ are alternative symbols on Boolean operands in the calculus of Boolean structures, they are not interchangeable in our three-valued logic. Surprisingly, this single adaptation is sufficient for having Dijkstra's and Scholten's calculus of Boolean structures in the context of partial functions and undefined terms, too. Except for (18) , all formulae that are postulated or proved in [1] for the calculus of Boolean structures remain valid in the three-valued logic. Let us pick out three laws that deserve special mention in our three-valued logic. First, equivalence ≡ is associative, i.e. (9) holds for any structures X, Y , Z of type extboolean. Second, true is a zero-element of the disjunction, i.e. for any structure X of type extboolean we have [X ∨ true ≡ true]. Third, the Law of the Excluded Middle (8) holds for any structure X of type extboolean. (iv) Our calculus has two models, both of which are compositional. In both models, the evaluation of expressions follows a simple rule. All results of this paper would still hold if validity of formulae were defined with respect to only one of the two models. Selecting one model, however, would destroy a nice symmetry.
In conclusion, our logic for partial functions deviates only slightly from Dijkstra's and Scholten's calculus of Boolean structures. Therefore we hope that all the practical usefulness of the calculus of Boolean structures extends to our calculus.
