Genetic Algorithms (GA) are powerful tools for solving large and complicated optimization problems. Objective functions used in parameter estimation (PE) are commonly nonlinear due to available measurements at a limited number of degrees of freedom for a structure. Sparse measurements create a fairly complicated objective function surface that requires a robust algorithm to find its global minimum without converging to a local minimum or diverging. This paper examines the potential of genetic algorithms to find the global minimum associated with modal stiffness and flexibility based objective functions used in PE. A finite element model of a six-story two-parameter shear building is used for this study. Using three-dimensional plots of the two objective functions, few cases with complex surface and several local minima are selected. FlexGA TM genetic algorithm software is then used to estimate parameters of the model. The overall performance of GA to find the global minimum for these cases is compared with gradient-based optimization methods (commonly referred to as hill climbing, HC). It is concluded that GA's performance in locating the basin of the global minimum is superior to HC. It is further recommended that when GA converges, switching to HC yields more accurate parameter estimates.
Introduction
Structural parameter estimation is a mathematical approach for model calibration and condition assessment of existing structures. This technique updates the parameters of an analytical model of a structure such as a finite element model (FEM) to match its response with the measured nondestructive test (NDT) data. The estimated stiffness parameters represent the current condition of the structure. These parameters are usually stiffness and mass properties of structural elements. PE literature is extensive as summarized by Mottershead and Friswell (1993) .
Currently several fundamental challenges limits the practical application of PE as listed by Sanayei et al. (1998) . These challenges include design and implementation of the NDT, mathematical modeling error, and error propagation in PE. These challenges are due to practical, as well as, technical issues. For instance, error propagation in PE is induced by the type of objective function, optimization techniques, degree of freedom mismatch, modeling errors, measurement errors, and selection of parameters to be estimated. This paper investigates the role of optimization technique in the success of PE.
The PARameter Identification System (PARIS Additionally, to improve accuracy of the parameter estimates after the GA's convergence, the optimization method is switched to an HC method. A systematic comparison between GA and HC methods is performed for a shear-building model using PARIS. Genetic algorithms are optimization methods based on the evolution of natural systems. Advances in the computer technology have made genetic algorithms popular in recent years. Several books have presented theory of GA such as Goldberg (1989) , and Gen and Cheng (1997) . Many researches have used GA as an optimization tool for structural system identification such as Chiang and Lai (1999) , Friswell et al. (1998) , Chou and Ghaboussi (1997) , and Mares and Surace (1996) .
The major differences between GA and conventional optimization methods are listed in Goldberg (1989) . GA conducts a global-multidimensional search, moving from one population of points to another population (not from point to point). This enables the search to escape from local optima. However, traditional optimization methods perform a local search and may get trapped in a local optimum in a multimodal search space. Unlike conventional optimization methods, GA uses only objective function information without needing any auxiliary information such as gradients. Therefore, GA can handle any type of function even non-convex and discontinuous functions. GA search is probabilistic based and not deterministic based. GA usually works with encoded parameters not the parameters themselves. In addition, GA can be applied to a variety of disciplines without much modification. This adds to the robustness of genetic algorithms.
Theory of Parameter Estimation
Parameter estimation updates the parameters of a mathematical model of a structure to reproduce its measured response. The mathematical model is usually a FEM and its parameters are stiffness and mass properties of structural elements. This paper uses modal stiffness-based and flexibility-based (Arya et al., 1999) error functions to update parameters through an iterative process. The Eigen equation is partitioned at measured and unmeasured modal coordinates. This partitioning is necessary when measurements are not available at all degrees of freedom (DOF) of the FEM. By condensing out the unmeasured portion of the mode shapes, the modal "stiffness-based error vector", {E ms (p)} j , is obtained, where {p} is the vector of the unknown parameters. [M] that uses the flexibility matrix and partitioned in terms of measured and unmeasured modal displacements for each selected frequency. Similarly, the unmeasured portion of each mode shape, is condensed out to form the modal "flexibility-based error vector",{E mf (p)} j .
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In general, the above stiffness and mass sub-matrices are implicit functions of (p}. When a subset of measurements is used, error functions (1) and (2) are algebraically nonlinear functions of (p}. For several measured modes, the scalar objective function J(p) is defined as the square of Frobenius norm of the modal error functions (1) and (2) labeled as the modal "stiffness-based objective function", (SOF), and the modal "flexibility-based objective function", (FOF), respectively.
Using PARIS, J(p) is minimized to estimate the stiffness parameters, @}, where i represents a measurement at a selected DOF andj represents a measured mode.
Theory of Genetic Algorithms
Genetic algorithms are structured random search procedures that mimic the mechanism of biological evolution and natural genetics for solving complicated optimization problems.
Holland introduced the idea of genetic algorithms in the early 1970's. He realized that any optimization problem could be transformed into a set of genetic characteristics. Therefore he incorporated natural evolution features in a computer algorithm and used it to solve difficult problems the way that nature has done through evolution (Holland 1975) .
There are different representations of GA, however basic terms are widely accepted as presented by Goldberg (1989) . Biological systems use chromosomes in their evolution process, which is analogous to strings in GA. Chromosomes are made of genes while strings are usually (but not necessarily) composed of binary bits. Strings are formed from sets of encoded parameters that are chained together. Each of these parameter sets can be a potential solution to the optimization problem. In natural systems one or more chromosomes combine to form a biological package called the genotype. Interaction of genotypes and their environment forms an organism called phenotype. In artificial systems, genotypes are population of one or more strings called structure. The environment in GA is usually an objective function (fitness measure). The artificial strings interact with the objective function via a decoding process converting them into real numbers and evaluating their fitness. The optimal solution would be the fittest string obtained through several iterations. The collection of strings in each iteration is called a generation. In other words a generation consists of a population of individual strings. The number of strings in each generation is the population size. The final solution is the decoded version of the fittest string, analogous to the natural organism or phenotype.
GA basically works using three major operators: selection, crossover, and mutation. Selection follows the Darwinian evolution concept, the survival of the fittest. It carries an old string to the new population depending on its fitness. There are several selection procedures such as roulette wheel, ranking, and tournament selection schemes. Roulette wheel selection is based on the ratio of fitness value of a string to the average fitness value of the population. Strings with more contribution to the mean value of the population are selected for reproduction.
In ranking selection, strings are linearly ranked according to their fitness and high-ranked strings are selected for reproduction.
In tournament selection the strings ,are randomly grouped (usually pairs of strings) and the fittest of each group is selected for mating with the fittest of the other groups. Crossover is the act of mating between two or more parents that are already chosen by the selection operator. The idea is to exchange pieces of information (bits) between promising pairs of string (parents) to create new pairs of strings (offspring) with an improved performance index. Strong parents are more likely to create fitter children. Parent strings exchange portions of their strings at one or n randomly selected bit positions. Selection and crossover occasionally may lose some useful genetic information in the strings and may even converge to a local optimum. This is due to the lack of diversity in the population of strings. To avoid this situation and ensure enough diversity, mutation is needed as the third operator. Mutation is an alteration in a randomly selected bit of a string. In binary coding this means changing a 0 to 1 and vice versa. In order to prevent excessive randomness in search space, a small probability of mutation should used (typically one in one thousand bit or so, FLEXGA TM 1998). However the probability of crossover should be chosen closer to 1 to ensure enough exchange of useful information. Combination of selection, crossover, and mutation will improve the global nature of search compared to when each operator is used individually.
GA operates in a distinctively simple procedure. A population of n individual strings is first created randomly in a genotype form. Next, the strings are decoded into parameter sets (potential solutions) and their fitness is measured by substitution in the objective function. Selection and reproduction is then performed according to the performance index. After the first round of selection, pairs of parent strings create new strings (offspring) by means of crossover in the current generation. Offspring may further undergo mutation depending on the probability of mutation. Selection, mating, and mutation continue until a new generation of individual strings is produced. Each generation will likely contain an improved population of strings with a better chance of containing the optimal string (solution). The process of creating new generations continues until genetic algorithm converges to the optimal solution. The absolute convergence occurs when the variance of the population fitness is zero. This cannot be always achieved therefore a criterion (threshold) is set by the user and GA is terminated when the convergence criterion is met or the userspecified number of generations is exceeded. The fittest string from the last generation or "best so far" string in decoded form (phenotype) is reported as the final solution. To avoid losing good strings through GA operations, one or more of the fittest strings may be carried into the next generation without any change (elitism). This will not only increases the chance of convergence but also makes GA convergence faster. This is called a steady state GA.
In GA, the final solution may not be exact but it is usually in the basin of the global optimum. At this stage switching the optimization technique to a classical HC method yields a more accurate value of the global optimum. Success and efficiency of GA in finding global minimum highly depends on the appropriate selection of its parameters. GA parameters mainly include number of parameters, population size, number of generations to be produced, type of selection procedure, number of crossover points, and probability of crossover and mutation. The random nature of search in GA along with inappropriate selection of its parameters occasionally results in premature convergence or incorrect solutions. This is comparable to defective organisms natural systems may produce. In order to perform a successful optimization with least computational effort fine-tuning of GA parameters may be required. Genetic algorithm is only a tool for optimization that can be applied to a variety of disciplines. Experience and knowledge in using genetic algorithms, as well as, the field of application is essential for obtaining realistic results.
Shear Building Example
In order to investigate the performance of the genetic algorithm when used in parameter estimation, a six-story shear building model (Fig. 1a) is used. Hjelmstad (1996) investigated the uniqueness of modal parameter estimation in the presence of noisy measurements using a similar example. Inspired by that, the shear building model was chosen because of its realistic representation of a typical building structure and also for its simplicity. Fig. 1(b) shows the FEM of the shear building. Only two groups of unknown parameters are considered to create a visual representation of the objective function surface. The first parametric group consists of flexural rigidity (EI) of the lower three stories, and the second group consists of flexural rigidity of the upper three stories as shown in Fig.1(c) . The modulus of elasticity (E) is assumed to be constant and only the cross sectional moment of inertia (I) Figs. (2-7) show 3D plots of the two objective functions. The objective function (3) is calculated using error functions (1) and (2) for a range of 0-200% of the true values of the unknown parameter groups (I 1 and I 2 ). Due to the large variation of the objective function values, J(p) is plotted on a logarithmic scale while I 1 and I 2 are in the real space. At the global minimum the value of J(p) is zero. Thus, for visualization purposes the value of log(J(p)) is modified to a relatively small number. In these figures MDOF represents measured DOF and MMV denotes the measured modes of vibrations. In this paper a simple GA is used with tournament selection and population size of 31. A two-point crossover with probability of 0.77 and a mutation with probability of 0.0077 are used. Maximum number of generations to be produced is limited to 30. Table 1 shows simulated cases a, b, and c for various combinations of MMV using MDOF 3, 5, and 6. For each plotted case PE is performed using both multiple hill climbing (MHC) and GA. For the MHC method each case is run with 50 sets of initial values. These initial values are randomly generated with a uniform distribution in a range of 0-200% of the true value of the unknown parameters. The number of runs that successfully converged to the true value of parameters is reported in Table  1 . It is observed that in the presence of several local minima such as Case a, MHC is not very successful in finding the global minimum. This is expected since HC methods usually converge to the closest local minimum based on the value of initial guesses. However GA finds the global minimum in a single run even for the most complex error surfaces (Case a). This shows the great potential of GA when used for PE. Even though the parameter estimates using GA are not exact, they are located in the basin of the global minimum. More accurate parameter estimates are obtained by automatically switching from GA to HC as shown in Table 1 . Figs. 2-4 show that using SOF a few ridges form at certain values of I 2 independent of change in the value of I 1 . These ridges divide the error surface into separate regions containing their own local minima. However, using FOF, the ridges are functions of both I 1 and I 2 , but they still divide the surface into several regions as shown in Figs. 5-7. This may potentially cause a conventional optimization approach to converge to a local minimum instead of the global minimum based on the initial guesses of the parameter values. Generally, GA is not hindered by the existence of these ridges for locating the global minimum.
Investigating the trend in these plots clearly shows that for both of the error functions the number of local minima increases as higher modes of vibrations are used. Although not shown here, using individual higher modes of vibrations creates more complex error surfaces containing many more local minima. When measuring only the fundamental mode, the error surface contains just one minimum for SOF (Fig. 4) and one dominant minimum for FOF (Fig. 7) . Therefore locating the global minimum is a much easier task when lower modes of vibration are measured. Also in practice, lower modes of vibrations contain lower levels of measurement error leading to more accurate parameter estimates. However, higher modes of vibration may contain more information regarding local structural damage. Consequently, when using higher modes of vibrations, the GA is more suited than HC for locating the global minimum in parameter estimation as shown in Table 1 . 
Conclusions
Genetic Algorithms (GA) are powerful tools for optimization of highly nonlinear objective functions with large number of local minima. Hill climbing (HC) optimization can potentially get trapped in the local minima. Multiple HC can assist in locating the global minimum, however, it may be computationally intensive. GA can easily locate the global minimum in presence of several local minima. Since GA's final results do not have a high degree of precision, switching to a HC method after GA convergence results in more accurate parameter estimates. This type of hybrid optimization is highly recommended for parameter estimation. Higher modes of vibration create more complicated error surfaces containing many more local minima. When higher modes of vibrations are used, it is recommended to utilize GA for optimization to increase the chance of successful parameter estimation. Hybrid optimization using GA and HC has a good potential for use in parameter estimation.
