Abstract: Many fast search motion estimation algorithms have been developed to reduce the computational cost required by fullsearch algorithms. Fast search motion estimation techniques often converge to a local minimum, providing a significant reduction in computational cost. The motion vector measurement process in fast search algorithms is subject to noise and matching errors. Therefore researchers have investigated the use of Kalman filtering in order to seek optimal estimates. In this work, the authors propose a new fast stochastic motion estimation technique that requires 5% of the total computations required by the full-search algorithm, and results in a quality that outperforms most of the well-known fast searching algorithms. The measured motion vectors are obtained using a simplified hierarchical search block-matching algorithm, and are used as the measurement part of the Kalman filter. As for the prediction part of the filter, it is assumed that the motion vector of a current block can be predicted from its four neighbouring blocks. Using the predicted and measured motion vectors, the best estimates for motion vectors are obtained. Using standard methods of accuracy measurements, results show that the performance of the proposed technique approaches that of the full-search algorithm.
Introduction
Video compression intends to reduce the amount of bits required to represent a video scene. Motion estimation and compensation are considered as the most vital processes within video coding. Motion estimation is the process that describes the transformation from one image to another using motion vectors, and it is used to determine how each motion compensated prediction frame is created from the previous frame [1] . Motion estimation algorithms can be categorised into two groups: Pel-recursive algorithms and block-matching algorithms. The former is an algorithm for iteratively refining individual pixels using gradient methods. The latter assumes that all the pixels within a block have the same motion activity, and estimates motion on the basis of rectangular blocks, producing one motion vector for each block. Block-matching algorithms are more applicable because of their lower complexities and simplicity [2] . In inter-frame coding, motion estimation and compensation are powerful techniques to eliminate the temporal redundancy, because of the high correlation between consecutive frames. In a typical block-matching algorithm, the current frame of a video sequence is divided into non-overlapping square blocks of N × N pixels. For each reference block in the current frame, the algorithm searches for the best matched block within a search window in the previous frame of size (2W + N ) × (2W + N ), where W is the window size. Next, the relative position between the reference and its best matched block is represented as the motion vector of the reference block [1] . A non-negative matching error function is defined over all the positions to be searched, that is
where a = f t (g + x, h + y), b = f t−1 (g + m + x, h + n + y)
and −W ≤ m, n ≤ W f t ( g, h) is the current frame reference block of its upper left pixel at the coordinate ( g, h), and f t21 ( g + m, h + n) is a candidate block in the previous frame. The total computations of D (m,n) are N 2 absolute values and 2N 2 2 1 additions. A straightforward method of block-matching algorithm is the full-search algorithm, which requires to compute the D (m,n) for all (2W + 1) 2 positions of candidate blocks in the search window, where W is the maximum displacement within the search window, that is, the full search needs (2W + 1) 2 × N 2 absolute values, (2W + 1) 2 × (2N 2 2 1) additions and (2W + 1) 2 comparisons for each reference block. Full-search motion estimation algorithms yield optimum results, on the cost of complexity; it is an intensive computation process, limiting its practical applications. However, there is a trade-off between the efficiency of the algorithm and the quality of the prediction image. Numerous algorithms with such a trade-off have been developed such as: cross-search, spiral-search, three-stepssearch, two-dimensional-logarithmic-search, binary-search, four-step-search, orthogonal-search and diamond-search algorithms. These algorithms are called sub-optimal because although they are computationally more efficient than the full search, they do not result in a quality that is as good as that of the full-search algorithm [3] .
Previous studies and related work
Many other fast search motion estimation algorithms have been proposed in literature [4 -10] . The wide range of algorithms available for block-based motion estimation makes it difficult to choose between them. The choice can depend on different criteria, such as matching performance, rate-distortion performance, complexity, scalability and implementation [11] . Analysing the quality and performance of motion estimation algorithms has been a popular research area since video codecs were released and different results have been obtained by different researchers. According to Ghanbari [2] in terms of speed, the twodimensional logarithmic algorithm outperforms the rest of the algorithms at the cost of quality. The three-steps search achieves a marginal improvement in terms of quality but has a high computational complexity in comparison with the two-dimensional-logarithmic algorithm. The four-stepssearch algorithm outperforms the three-steps-search algorithm in terms of complexity; however, its quality does not approach that of full search as the hierarchical algorithms do. Although the complexity of the hierarchical algorithms is worst than some of other fast search algorithms, they outperform any other algorithm in terms of quality and they almost have the same quality as the full-search algorithms, with a significant reduction in complexity.
According to Kuhn et al. [12] , alternate pixel sub-sampling depicts very similar results as the original full-search algorithm, where no extreme case of performance degradation occurs. For the search area sub-sampling algorithms, the three-step search showed the best results. The five-step diamond search performs well, but suffers in some cases from a too small search range of pixels. The hierarchical search algorithm depicted results that were not as good when compared with other algorithms.
In addition to the algorithm's searching technique, the matching criterion (distance criteria) has a huge impact on the performance of the algorithm. When comparing algorithms, different criteria should be investigated such as the well-known mean square error (MSE), the mean absolute difference and the sum of absolute difference (SAD). In addition to those standard criteria, other specific criteria were introduced by researchers such as the reduced bit mean average difference, the Min/Max error and the different pixel count [13] .
Moreover, as motion estimation is subject to noise, researchers have attempted to use the Kalman filter to enhance the motion vectors' predictions and measurements and to obtain a better performance. The Kalman filter is a predictor -corrector-type estimator; it addresses the general problem of estimating the state of a discrete-time controlled process that is governed by the linear stochastic difference [14] . Various researches have been conducted in this field to incorporate Kalman filtering with motion estimation for the purpose of obtaining better motion vectors estimates.
Kuo et al. [15] present a block-based motion estimation algorithm, combined with a Kalman filter, which exploits both predicted and measured motion information to obtain a best estimate of motion vectors. In their work, it is assumed that a large homogeneous area of an image frame is likely to move in the same direction with similar velocities and hence the displacements between neighbouring blocks are highly correlated. However, based on that assumption, the motion vector of a current block can be predicted from that of the spatial neighbouring blocks. Kuo et al. [16] proposed an improvement to their previous work done in [15] . In their work, the measurement process is done via a conventional fast search scheme, while the predicted motion vectors utilise the motion correlation between spatial neighbouring blocks. The prediction is either in one dimension and uses the left neighbouring block or in two dimensions and uses both the left neighbour and the upper neighbour block as the model support. Ruiz et al. [17] employed an 8 × 8 multilevel block-based motion estimation using Kalman filter to improve the motion vector estimates resulting from both the conventional three-stepssearch algorithm and the 16 × 16 block-based Kalman filter as proposed in the work of Kuo et al. [15] .
Kim and Woods [18] presented a 3D Markov model for motion vector fields. The three dimensions comprise the two space dimensions and a scale dimension. The authors proposed the use of a compound signal model to handle motion discontinuity in this 3D Markov random field. For motion estimation, the extended Kalman filter is used as a Pel-recursive estimator. The authors employed windowed multiple observations at each pixel to increase accuracy. These multiple observations employ different weighting values for each observation, as the uncertainty in each observation is different.
Kuo et al. [19] proposed a multi-resolution video coding system based on Kalman filtering motion estimation. The predicted and measured motions are employed to obtain the best estimate of motion vector at the lowest resolution subimage. The motion vector is used as the initial estimate of other sub-images and then refined with the conventional block-matching algorithm. The multi-resolution motioncompensated difference of each sub-band is encoded by lattice vector quantisation according to their statistical properties. Kuo et al. [20, 21] presented another motion estimation algorithm to improve the performance of the existing searching algorithms at a relatively low computational cost. The authors tried to amend the incorrect estimate of motion with higher precision by using Kalman filter. The measurement of motion vector of a block is obtained using the existing searching scheme. The predicted motion vector utilising the inter-block correlation in both the spatial and the temporal directions is also obtained. In [22] the authors presented two motion estimation algorithms using Kalman filter to enhance the performance of the conventional rate-distortion (R -D) motion estimation methods. In the first algorithm, the Kalman filter is utilised to raise the motion compensation accuracy of the conventional R -D motion estimation. In the second algorithm, the Kalman filter is embedded into the optimisation process of R-D motion estimation by defining a new R -D criterion.
Nam et al. [23] in their work presented a hierarchical motion vector estimation algorithm that uses mean pyramid and the same measurement window at each level of a pyramid. Based on tree pruning, the authors reduce the computational complexity compared to the full search.
Depending on the number of candidate motion vectors, the computational complexity of the proposed hierarchical algorithm ranges from 1/8 to 1/2 of that of the full search.
In this work, the authors propose a simplified hierarchical search block-matching algorithm incorporated with a Kalman filter that is used to predict and correct the set of motion vectors in order to increase the algorithm's accuracy. Section 3 introduces the proposed method. Section 4 provides the experiments and the analysis of the proposed work, and compares it against the benchmark algorithms. Finally, Section 5 concludes this research.
Simplified hierarchical search block matching algorithms
The proposed hierarchical search algorithm starts by searching a sub-sampled version of the image; followed by successively higher-resolution versions until it reaches the full image resolution. There has been some research on the hierarchical search algorithms such as the mean pyramids proposed by Lee and Chen [24] , and the multi-resolution video coding proposed by Kuo et al. [19] . In [24] the authors applied the concept mean pyramid data structure with each hierarchical level corresponding to a reducedresolution approximation. In their work, an image pyramid is formed by N reduced resolution levels where X n is the full-resolution image and X 0 is the lowest resolution image (X 0 has only 1 pixel). Each pyramid level data structure is formed using an averaging filter over corresponding 2 × 2 neighbouring pixels, where the bottom level is the original image and the top level represents the mean value of the image. In [19] the authors presented a similar multiresolution concept with the use of Kalman filter.
In this work, the authors propose a simplified hierarchical search algorithm, which requires lower complexity and maintains similar quality. The proposed algorithm performs the following steps: (Three hierarchical levels are used, namely level-0, level-1 and level-2):
Step 1: Level-0 consists of the current and reference frames at their full resolutions.
Step 2: Repeat sub-sampling level-0 by a factor of two in the horizontal and vertical directions in order to produce level-1.
Step 3: Repeat sub-sampling level-1 by a factor of two in the horizontal and vertical directions in order to produce level-2.
Step 4: Search the highest level (level-2) to find the best match, pass the resulted position to the next step (step 5), in this step the result is considered as the initial 'coarse' motion vector.
Step 5: Search the next lower level (level-1) around the position of the 'coarse' motion vector and find the best match, then pass the resulted position to the next step (step 6).
Step 6: Search the next lower level (level-0) around the position of the 'coarse' motion vector and find the best match. At each lower level (level-1 and level-0) only +l pixels are searched around the coarse vector, and a window of +3 positions at the highest level (level-2) is used. A full search is carried out at the top level (level-2) seeking optimal estimates; however, the complexity is relatively very low (see Table 3 ) as only 4 × 4 pixel blocks are compared at the highest level (level-2) search locations, using the standard absolute difference presented in (1) [1] . The best match is used as the centre of the level-1 search area, where eight surrounding locations are searched each with 8 × 8 block size using the same SAD matching criteria. Accordingly, the best match obtained in this level is used as the centre of the final level (level-0) search area, where eight surrounding locations are searched each with 16 × 16 block size using SAD matching criteria. In total, 49 searches are carried out at level-2, using 4 × 4 block size; 8 searches at level-1, using 8 × 8 block size; and 8 searches at level-0 using 16 × 16 pixel regions. Fig. 1 illustrates the hierarchy of the algorithm. The resulted motion vector is fed into a Kalman filter as illustrated in the next section. This algorithm can be expanded to include more than three searches with each new level consisting of half of the information related to the level below it. In such a case, and for each of the new levels, it is possible to use a 16 × 16 block size for the block-matching process with a window size of +1.
Predicting and correcting the motion vectors
The Kalman filter [25] is a predictor-corrector-type estimator, which is optimal in the sense that it minimises the estimated error covariance when certain conditions are met. The Kalman filter addresses the general problem of trying to estimate the state of a discrete-time controlled process that is governed by the linear stochastic difference equation (1), with a measurement equation given by [26] 
where X is the system state vector, the N × N matrix A in the difference equation (1) relates the state at the previous time step k 2 1, to the state at the current step k. The N × 1 matrix G relates the optional control input u to the state X. The M × N matrix H in the measurement equation (2) relates the state to the measurement Y k . It is also possible that both of the matrices H and A change with each time step or measurement [27] . The time update equation (1) can also be thought of as the predictor equation, whereas the measurement update equation (2) can be thought of as the corrector equation. The Kalman filter predictor part consists of both (3) and (4)
where X, P, A, Q are the system state, error covariance, propagation and system noise covariance matrices, respectively. The time update equations project the state and covariance estimates from time step k 2 1 to step k. The corrector part of the Kalman filter consists of the three equations (6) -(8)
where X, P, H, I, K, R, Z are the system state, error covariance, transformation, identity, Kalman gain, observation noise covariance matrix and the new observations matrix, respectively, the value of Z is continuously used to update estimator value X . The first task during the measurement update is to compute the Kalman gain K k (5). In the next step, the Kalman gain is used to generate a posterior state estimate by incorporating the measurement as in (6) . The final step is to obtain a posterior error covariance estimate via (7) . In this work, the measured motion vectors are obtained by using the simplified hierarchical search block-matching algorithm as the measurement part of the Kalman filter. As for the prediction part, it is assumed that the motion vector of a current block can be predicted from its four neighbour blocks as shown in Fig. 2 , assuming that a large homogeneous area of an image frame is very likely to move in the same direction with similar velocities. Using the predicted and measured motion vectors as an input to the Kalman algorithm, the best estimates for motion vectors should be obtained. The system noise covariance matrix Q and the observation noise covariance matrix R are expressed as follows:
where y and v are stochastic processes describing the two kinds of additive noise. Other researchers have investigated the use of Kalman filter in motion estimation, such as the work of [19] where the researchers tried to obtain the best estimate of MVs at the lowest resolution sub-image. In their work, the motion vector is used as the initial estimate of other sub-images and then refined with the conventional block-matching algorithm.
Experiments and analysis
The complication of subjective quality assessment, its variability and inconsistency between human observers have made it necessary to use automated quality assessment techniques. Among those techniques are the MSE as in (9), and peak signal-to-noise ratio (PSNR) as in (10) [28] 
where N is the number of pixels in the frame, and x i , y i are the number of pixels in the original and compressed frames, respectively, and
where L is the dynamic range of pixel values (L ¼ 255 when the luminance component is only used). As the original frame and the reconstructed frames are available, PSNR and MSE will define highly desirable quality measures that can assess the quality of the motion estimation algorithms. PSNR is widely used in video coding applications. A rule-of-thethumb states that if the PSNR result is .30 db, then the human visual system would not be able to differentiate between the original and processed image progressively, even though the processed frame quality is less. A PSNR value of ,30 db would indicate a human ability to notice the quality degradation [1] . The proposed method has been tested on several popular test video sequences. The video formats used throughout the experiments are both the (CIF 352 × 288) and (QCIF 176 × 144) file formats as shown in Table 1 . In this research, the total number of tested video frames taken from different video sequences is 650, which comprises the first 50 frames from each of the 13 video sequences listed in Table 1 . In addition to observing the results visually and evaluating them subjectively, the performance of the system has been objectively evaluated using PSNR, measured in db units, and the complexity of the proposed algorithm has been evaluated against other searching methods. In terms of quality, and as can be show in Table 2 , the use of the proposed algorithm supersedes the use of the benchmarking block-matching algorithms such as the three-step search, two-dimensional search and diamond search. However, incorporating the Kalman filter as proposed earlier would noticeably enhance the quality performance to a degree very close to the full-search algorithm. In this work, the average PSNR value for the reconstructed first 50 frames of each video sequence is taken using each of the listed methods. Fig. 3 visually summarises the results obtained in Table 2 .
In terms of complexity, Table 3 shows the result of the proposed algorithm compared against the full-search algorithm and three-step search algorithm. The comparison involves: the number of additions, multiplications, absolute differences, number of comparisons and the total number of operations per block (NOPB).
The formulation of the complexity comparison uses N ¼ 16 and W ¼ 7, where N defines the size of an N × N block, and W is the maximum displacement within the search area (note that for the proposed algorithms the value of W, and N varies through the levels). The full search requires (2W + 1) 2 search locations that is, 225 comparisons when W ¼ 7, the three step requires a fixed number of P ¼ 23 search locations and the proposed algorithm requires a total number of 65 search locations that is, 49, 8 and another 8 searches, in level-2, level-1 and level-0, respectively. In comparison with the three-step search and keeping in mind that the number of searches in our algorithm exceeds that of the three-stepsearch algorithm, results have shown that our approach has a higher accuracy and a lower NOPB. The listed results show that the proposed algorithm only requires 5% of the total operations required by the full-search algorithm and 72% of the total operations required by the benchmarking three-stepsearch algorithm. These results reflect significant complexity reduction.
The Kalman filter implementation for refining the motion estimates resulting from the hierarchical search algorithm does not significantly increase the computational complexity. Owing to the basic formulation of the motion, 
Ruiz et al. [17] TSA + 4 × 10 additions ¼ 11 793
Kuo et al. [15] TSA + 10 additions
Comparison involves fast search (FS), three-step search (TSS), the proposed simplified hierarchical search (SHSA) and the proposed SHSA with Kalman filtering the Kalman filter equations can be largely simplified and thus reduced to their scalar form. Consequently, any matrix calculation is avoided. As can be seen in Table 3 , incorporating the Kalman filter has slightly increased the NOPB value. The authors argue that, although the complexity of the proposed algorithm shows significant reduction, when compared to other searching algorithms, the obtained quality exceeds the benchmarking fast searching algorithms. PSNR and MSE are sometimes criticised for not correlating perfectly with perceived quality www.ietdl.org assessment. The obtained results can be visually seen in Figs. 4-8 . In each of the figures, part a is the reconstructed frame using the simplified hierarchical algorithm. Part b corresponds to the same frame reconstructed using the Kalman-based-hierarchical search algorithm. There are marginal visual differences between the two frames. However, this clearly appears in the PSNR values presented in Table 2 .
Conclusion
Motion estimation is the process of determining motion vectors that describe the transformation from one frame image to another; usually from adjacent frames in a video sequence. It examines the movement of objects in an image sequence to try to obtain vectors representing the estimated motion. In video coding, motion estimation plays an intrinsic part in video compression. Full-search algorithms produce optimal quality at the cost of complexity, therefore researchers have attempted to design fast search algorithms that require lower complexity at the cost of quality. Among those approaches, researchers have investigated the use of the Kalman filter that is a predictor-corrector-type estimator. In this paper, the authors attempt to merge a simplified hierarchical block-matching motion estimation algorithm with Kalman filtering, seeking an optimal estimate for frames motion vectors. Experiments have been conducted on various standard video sequences, and the results show that the proposed Kalman-based motion estimation algorithm outperforms the other fast search benchmarking algorithms, even in video sequences that contain a complex motion. Moreover, the results show that the proposed algorithm only requires 5% of the total operations needed by the full-search algorithm and 72% of the total operations requires by the benchmark three-stepsearch algorithm.
