Abstract. An IR image of the human face presents its unique heat-signature and can be used for recognition. The characteristics of IR images maintain advantages over visible light images, and can be used to improve algorithms of human face recognition in several aspects. IR images are obviously invariant under extreme lighting conditions (including complete darkness). The main findings of this research are that IR face images are less effected by changes of pose or facial expression and enable a simple method for detection of facial features. In this paper we explore several aspects of face recognition in IR images. First, we compare the effect of varying environment conditions over IR and visible light images through a case study. Finally, we propose a method for automatic face recognition in IR images, through which we use a preprocessing algorithm for detecting facial elements, and show the applicability of commonly used face recognition methods in the visible light domain.
Introduction
State-of-the-art algorithms for face recognition in the visible light domain achieve a remarkable high level of recognition under controlled environmental conditions. However, these algorithms perform rather poorly under variable illumination, position and facial expression. On the other hand, all known computer algorithms developed for face recognition seem to significantly deteriorate in their performance even when minor alterations to basic conditions are imposed (Ref. [4] ), in sharp contrast to the phenomenal ability of the human brain to correctly identify human faces (Ref. [3] ) under many variations and even after long periods of time or when the face is partially disguised. While most existing Computer Vision algorithms are naturally based on visible light, heat signature is vastly used in the animal kingdom for various tasks. We have thus set out to explore the potential benefits of using Infra Red (IR) data for object detection and recognition, and specifically for face detection and recognition. Our IR camera was sensitive to 5-12 nm, as in general body heat temperature is around 9.2 nm. The main finding of this report is that IR based face recognition is more invariant than CCD based one under various conditions, specifically varying head 3D orientation and facial expressions.
Modifying both facial expressions and head orientation cause direct 3D structural changes, as well as changes of shadow contours in CCD images, which deteriorate the accuracy of any classification method. In an IR image this effect is greatly reduced..
In the following we demonstrate this finding through a case study of two faces, and then proceed to show the benefits for a full fledged face recognition algorithm for a set of 40 persons. 
Head Orientation
3D position variations naturally give rise to 2D image variations. The hypothesis we were making, based on the type of observation depicted in Fig. 1 , is that the effect of 3D head rotation in IR images might be less prominent. 3D position variations naturally give rise to 2D image variations. The hypothesis we were making, based on the type of observation depicted in Fig. 1 , is that the effect of 3D head rotation in IR images might be less prominent. This section tests this hypothesis quantitatively over the presented test case. The comparison is done by comparing the ratio of Euclidean distances between images of the same class and the distances of images from the two different classes. First, we align all images using two manually selected interest points (later we present an automatic method to accomplish this task in IR images). Then the average face is found and subtracted from each image. Finally, the matrix of euclidean distances between every pair is calculated. In order to rule out the possibility that the mere difference between the IR and CCD images is the basic resolution, we have repeated the test with CCD images blurred to attain the same resolution of the IR images. 
Facial Expression
As was the case for head orientation, based on observation similar to Fig.2 , we have set out to examine the relative effect of varying facial expressions on their corresponding IR images. First, changing face parameters modifies the skin surface, thus creating additional image contours. By observing the CCD images, one can see that several parts of the human's face change their shadow pattern, as the expression is altered. Also important is the fact that in the IR image several elements on the face's skin, like pigmentation, are hidden, since they are exactly of the same temperature as the rest of the skin. As a result the skin in the IR image creates a more unified pattern. When the face's expression changes the rather unified pattern in the IR image creates only a slight change between two images, whereas the rich pattern in the CCD image increases the distinction between the two images, reducing the possibility of correct identification. The trivial explanation that IR based images have a better within/between ratio is just an artifact that reflects the fact that IR images "blur" images by definition (due to a more uniform heat distribution than visibly patterns distribution) is ruled out by using blurred CCD images.
In conclusion, face images taken in the IR range inherently contain characteristics that improve correct identification under varying conditions.
DETECTION AND RECOGNITION ALGORITHMS
Having obtained the basic finding contributing to facial image invariance, we have implemented an algorithm for human face recognition of infrared images. Forty face images were used in this study. Each face was captured in 10 different images. All faces were frontal, slightly varying in angle, face size (distance from camera's lens) and expression. The images of each face were divided into a training sample set (2-3 images per face) and the testing sample set. All the images were preprocessed to obtain automatic segmentation, alignment and normalization. Finally, the processed faces are used for an Eigenfaces (Ref. [1] ) based classification. We emphasize that the main motivation behind the implementation is the relative lack of data regarding the characteristics of IR face images and the validation of our IR specific segmentation and detection approach, and thus we have chosen to use a common recognition methodology.
Segmenting Background Temperature
A crucial initial stage in any face processing system involves segmentation of target (faces) and background. Looking for IR specific characteristics, we have found out that the typical distribution of gray (heat) level associated with faces, is markedly different from the typical distribution of the background heat levels. This might be related to some of he human body heat distribution, as opposed to the relatively narrow range of temperature found at "room temperature", and was found to be quite consistent under various environmental circumstances. This observation gives rise to the following background removal algorithm:
Let Nbody, Nback be the number of pixels and Maxbody, Maxback be the respective maximal value in the histogram, then, 
and,
are the value and index of maximal and median respectively (for the median value we omit zero bins). Then we seek the first bin after jmax that has value smaller then median value, Now, bins {0...k-1} represent the background temperature gray-level values and are set to 0, thus completing the stage of background segmentation and removal. Notice that it is possible that objects other than faces will be left as well after the background removal, due to their heat distribution. This, however, is being taken care of in a subsequent stage.
Clustering
Background removal leaves areas possessing certain intensity distribution levels intact. These areas consist of faces and potentially other objects. Locating and clustering the image pixel corresponding to faces is the next stage of the algorithm. This goal, which is far from trivial with regular CCD images (Ref. [15] , [18] ), could be much simpler for IR images. We carry this out by using a narrowly tuned heat filtering (Ref. [17] ), followed by removal of pixels with only a single 8-connected neighbor. Since sometimes facial elements are colder then the lower limit of the body temperature (brows, nose etc.), an additional flood-fill operation is performed. The algorithm takes a binary image I and starts 4-connected flooding from frame boundary pixels. At the end, flooded pixels J include all non-holes background pixels, therefore the new image Inew=(~J | I) is the original image with all the holes filled. We finalize the clustering stage by filtering out clusters that are not elliptical, using the following simple metric. Let ,
be the ellipse coefficients and
is calculated from the set of edge-point coordinates {X},{Y}. Ellipse parameters e should satisfy:
It follows that
From which we derive the radii {r x ,r y } and rotation angle θ. On our sample data, we have found the following thresholds (5) to be most useful:
In summation, this stage serves for two purposes. First to horizontally align the image, which is a significant for next section. Secondly, it segments the head image from the full body image, by heat filtering (which removes anything that is not skin surface including clothing) and then by elliptic fitting that removes parts of neck and shoulders).
Finding points of reference
There are quite a number of approaches in the face recognition literature for detection reference points in images (e.g eyes). We were looking for specific IR face image features that are characteristic and could be used in general. From comparing a vast database of IR images it was possible to conclude the following:
Edge enhancement Figure 5 . Edge enhancement used for emphasizing the forehead-brows-eyes pattern Since the eyes are always hotter then their surroundings (even when the eyes are closed!) and the brows were significantly colder then their surroundings, it turned out the most prominent IR related feature that is robust over all the sample data we have used is the edge created by the difference between the eyes and the brows temperature. In order to utilize this property, we have applied edge enhancement (Fig  5) , followed by thresholding (lower 1%) (Fig 6) .
And using an horizontal histogram to detect the brows (Figure 7) . Finally, by finding the average point of each of the two clusters, we get the two center points of the image. This is illustrated over the original face in Figure 8 . This method had proved to work properly for all our sample data. We finally align the face image using bilinear interpolation.
Face Recognition
The previous sections had shown that IR face images are less effected by specific factors such as face orientation and expression, and suggested methods for face detection and normalization. Still, the ability to correctly classify IR face images over a large number of faces needs to be proved. The main point that should be looked for, is whether the invariance gained using IR images and any other potential IR specific features, like face-specific heat spatial distribution compensate for the loss of specific visual information, like visible edges, skin patterns and texture and so on. We have addressed this issue by implementing an Eigenfaces based classification algorithm (See [1] , [2] , [4] and [9] , [10] ). By comparing its performance over IR images with typical CCD based algorithms, we expected to quantify the relative amount of face-specific information within IR images. The database we have used consisted of 40 different faces, under various head positions and facial expressions (see Fig 1 and 2 for typical examples). For each face 2-4 images were included in the training sample set (total of 96) images, and 5-10 images were tested for recognition quality (total of 250 images). In order to select the most significant Eigenfaces, a threshold of 99% was selected. This threshold yielded a set of 78 Eigenfaces. Some of the Eigenfaces used are shown in Fig. 9 . Figure 10 plots success rates for each of the 40 faces used, and the total success rate, which is 94%, in the last column. This rate is comparable to the typical recognition rate reported for CCD based systems (94%-98%), and is clearly superior to the typical recognition rate of CCD based systems where the sample, like in our case, consists of highly varying pose and facial expressions (around 80%). Out of the 40 faces tested, In 26 all face instances were correctly identified, in 10 faces one image classification failed, and in 4 faces two images classification failed. In all misclassification errors, the 2nd and 3rd candidates were the right ones, meaning that a more sophisticated classification algorithm (which is not the main goal of this paper) might improve the recognition results even further. 
CONCLUSIONS
IR based face processing methods have recently gained more attention ( [19] , [20] ) and tested with standard face recognition algorithms ( [9] , [10] ). This field of research still calls for further analysis in order to make optimal use of IR specific features. Some of the advantages of using IR images for face recognition (like invariance under illuminating conditions) are self evident, and some others (automatic detection of faces based on heat signature) are less self evident but natural. However, IR specific research will undoubtedly yield new features and methods that could immensely facilitate the task, comparing to CCD based methods. In this regard, the main finding of this research is that IR specific feature are significant in eliminating some pose and facial expression variance, thus increasing significantly the typical performance of face recognition algorithms over highly variable pose and expression face images. Future research along the same lines might involve similar analysis for time varying and aging effects, where IR images might prove useful.
