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Abstract. Internet topology maps collected with traceroute may be incomplete
or out-of-date because we cannot measure frequently enough to detect all rout-
ing changes without overloading the network. In this paper, we show that rout-
ing changes usually affect few routers. We exploit this property to design Re-
mapRoute, a tool to locally remap Internet routing changes that probes only the
few affected routers instead of the whole route. Our evaluation with trace-driven
simulations and a deployment shows that RemapRoute significantly reduces the
number of probes needed to remap routes, with no impact on remapping ac-
curacy or latency. This reduction in remapping cost allows us to build more
complete and up-to-date topology maps.
Resumo. Mapas topolo´gicos da Internet coletados com traceroute podem es-
tar incompletos ou desatualizados porque na˜o podemos realizar medic¸o˜es em
frequeˆncia suficiente para detectar todas as mudanc¸as de rota. Neste artigo
mostramos que mudanc¸as de rota geralmente afetam poucos roteadores. Explo-
ramos essa propriedade no RemapRoute, nossa ferramenta para remapeamento
local de mudanc¸as de roteamento que sonda apenas os poucos roteadores afeta-
dos ao inve´s de toda a rota. Nossa avaliac¸a˜o via simulac¸a˜o e um proto´tipo real
mostra que RemapRoute reduz significativamente o nu´mero de sondas de rema-
peamento, sem comprometer a exatida˜o e a lateˆncia de remapeamento. Esta
reduc¸a˜o do custo de remapeamento nos propicia construir mapas topolo´gicos
mais completos e atualizados.
1. Introduc¸a˜o
Sistemas para identificac¸a˜o de falhas na Internet coletam medic¸o˜es frequentes de rotas
na rede [Duffield 2006,Dhamdhere et al. 2007,Kompella et al. 2007,Katz-Bassett et al.
2012]. De forma similar, redes de distribuic¸a˜o de conteu´do medem rotas na Internet para
escolher o melhor servidor para atender uma requisic¸a˜o [Dilley et al. 2002]. Esses e outros
sistemas medem rotas frequentemente na esperanc¸a de rastrear mudanc¸as de roteamento
a` medida que elas acontecem.
Medic¸o˜es de rota na Internet sa˜o frequentemente coletadas com traceroute [Ja-
cobson 1989,Augustin et al. 2007,Veitch et al. 2009], que envia sondas para identificar
uma sequeˆncia de roteadores entre uma origem e um destino. A banda disponı´vel para
enviar sondas e´ finita. Medir rotas para mapear a topologia requer um grande nu´mero de
sondas e pode levar de va´rios minutos a alguns dias [Cunha et al. 2011a, Sherwood et al.
2008, Claffy et al. 2009]. E´ impossı´vel medir com frequeˆncia suficiente para detectar
todas as mudanc¸as de roteamento sem sobrecarregar a rede. Consequentemente, mapas
da topologia da Internet podem estar desatualizados ou inconsistentes pois mudanc¸as de
roteamento podem acontecer durante o processo de medic¸a˜o.
Nosso sistema DTRACK rastreia mudanc¸as de roteamento na Internet para manter
mapas da topologia da Internet mais atualizados [Cunha et al. 2011b]. O DTRACK separa
as tarefas de detectar e remapear mudanc¸as de roteamento. Para detectar mudanc¸as, o
DTRACK usa um processo de sondagem leve que combina duas ideias: (1) redirecionar
sondas de caminhos esta´veis onde mudanc¸as de roteamento sa˜o improva´veis para cami-
nhos insta´veis onde mudanc¸as sa˜o mais prova´veis; e (2) espalhar sondas de forma uni-
forme na rede para reduzir medic¸o˜es redundantes. Para remapear mudanc¸as, o DTRACK
usa o Paris traceroute [Augustin et al. 2007,Veitch et al. 2009] para medir a nova rota por
inteiro. O Paris traceroute e´ uma versa˜o moderna do traceroute capaz de identificar rotea-
dores que fazem balanceamento de carga. Usamos o Paris traceroute por que e´ impossı´vel
inferir mudanc¸as de roteamento de forma precisa sem informac¸a˜o sobre roteadores que
fazem balanceamento de carga [Cunha et al. 2011a].
O DTRACK mante´m um banco de dados com a u´ltima rota observada em cada um
dos caminhos monitorados. Para detectar mudanc¸as, o DTRACK envia uma sonda num
ponto s′ do caminho e compara a resposta da sonda com a u´ltima rota observada. Se
a resposta da sonda for incompatı´vel com a u´ltima rota observada, e.g., o enderec¸o IP
do roteador que enviou a resposta na˜o pertence a` u´ltima rota observada, uma mudanc¸a e´
detectada e o processo de remapeamento e´ disparado. Atualmente, o DTRACK remapeia
o caminho por inteiro usando o Paris traceroute. Esta abordagem garante medic¸a˜o correta
da nova rota, mas desperdic¸a va´rias sondas pois mudanc¸as de caminho envolvem poucos
roteadores (sec¸a˜o 3). Em particular, esta abordagem ignora duas informac¸o˜es disponı´veis
quando o processo de remapeamento e´ disparado: a u´ltima rota observada e o ponto s′
onde a mudanc¸a foi detectada.
Neste artigo propomos RemapRoute, uma ferramenta para reduzir o custo do re-
mapeamento de mudanc¸as de roteamento na Internet (sec¸a˜o 4). Dadas a u´ltima rota obser-
vada e um ponto onde uma mudanc¸a foi detectada, o RemapRoute envia sondas em pontos
estrate´gicos para localizar a mudanc¸a e remapea´-la localmente, sem desperdic¸ar sondas
nos roteadores que na˜o esta˜o envolvidos na mudanc¸a. Nossa avaliac¸a˜o via simulac¸a˜o diri-
gida por dados reais mostra que RemapRoute reduz pela metade o custo do remapeamento
de 88% das mudanc¸as de roteamento em nossos dados (sec¸a˜o 5). A reduc¸a˜o de custo e´
ainda maior em rotas longas ou com roteadores que fazem balanceamento de carga. Nossa
avaliac¸a˜o de um proto´tipo do RemapRoute usando o PlanetLab confirma nossos resulta-
dos via simulac¸a˜o e demonstra a efica´cia da ferramenta (sec¸a˜o 6). Sumarizando, neste
artigo fazemos as seguintes contribuic¸o˜es:
• Caracterizamos mudanc¸as de roteamento na Internet e mostramos que elas envol-
vem uma frac¸a˜o pequena dos roteadores numa rota (sec¸a˜o 3);
• Propomos me´todos para localizar e remapear mudanc¸as de roteamento que redu-
zem o desperdı´cio de sondas (sec¸a˜o 4);
• Mostramos que nossa ferramenta reduz o custo de remapeamento de mudanc¸as de
rota via simulac¸a˜o e em cena´rios reais (sec¸o˜es 5 e 6).
A economia de sondas no processo de remapeamento de mudanc¸as de roteamento
aumenta o nu´mero de sondas disponı´veis para mapeamento topolo´gico. Podemos utili-
zar estas sondas para monitorar mais caminhos na Internet e melhorar a cobertura dos
mapas da topologia, ou aumentar a frequeˆncia de sondagem e melhorar o rastreamento
de mudanc¸as de roteamento. RemapRoute e´ mais um passo na construc¸a˜o de mapas da
topologia da Internet mais completos e consistentes.
2. Definic¸o˜es e fundamentos
Seguindo a nomenclatura proposta por Paxson [Paxson 1997], chamamos de caminho vir-
tual a conectividade entre uma origem e um destino na Internet. Em um dado momento,
um caminho virtual e´ instanciado por uma rota. Devido a mudanc¸as de roteamento, um
caminho pode ser visto como um processo contı´nuo C(t) que muda de uma rota a outra ao
longo do tempo. Uma rota e´ composta de saltos (hops) que sa˜o instanciados por roteado-
res. Saltos sa˜o enumerados a partir da origem e nos referimos a um salto s numa rota C(t)
por C(t)[s]. Uma rota pode ser simples se ela tem apenas uma sequeˆncia de roteadores
da origem ao destino; ou ramificada se ela tem roteadores que realizam balanceamento
de carga e mu´ltiplas sequeˆncias sobrepostas de roteadores da origem ao destino. Todos
os saltos numa rota simples teˆm apenas um roteador e pelo menos um salto numa rota
ramificada tem mais de um roteador.
Dadas duas medic¸o˜es consecutivas de um caminho nos instantes C(ti) e C(ti+1),
definimos umamudanc¸a de caminho como uma sequeˆncia de saltos contı´guos no novo ca-
minho que altera o caminho antigo. Computamos mudanc¸as de caminho minimizando o
nu´mero de edic¸o˜es (adic¸a˜o, remoc¸a˜o e substituic¸a˜o de saltos) necessa´rias para transformar
a nova rota na rota antiga. Definimos o salto de divergeˆncia sd e o salto de convergeˆncia
sc de uma mudanc¸a como os saltos imediatamente anterior e posterior aos saltos edi-
tados pela mudanc¸a, respectivamente. Dizemos que o salto de divergeˆncia, o salto de
convergeˆncia e todos os saltos entre eles esta˜o envolvidos na mudanc¸a de roteamento.
Exemplificando, se C(ti) = {a, b, c, d, e, f, g} e C(ti+1) = {a, b, e, x, y, g}, temos uma
mudanc¸a com sd = 1 e sc = 2 (remoc¸a˜o de c e d), e outra mudanc¸a com sd = 2 e sc = 5
(troca de f por x e y).
3. Caracterizac¸a˜o de mudanc¸as de caminhos
Nesta sec¸a˜o caracterizamos um conjunto de mudanc¸as de caminho reais e verificamos que
mudanc¸as de caminho na Internet afetam poucos roteadores.
Implantamos o DTRACK [Cunha et al. 2011b] para medir caminhos em 72 mo-
nitores no PlanetLab por uma semana a partir de 4 de marc¸o de 2011. Cada monitor
escolhe 1.000 destinos aleatoriamente de uma lista com 34.820 destinos alcanc¸a´veis es-
colhidos aleatoriamente na Internet. Em cada monitor, configuramos o DTRACK para
rastrear mudanc¸as nos caminhos escolhidos enviando 8 sondas por segundo, similar a`
taxa de sondagem do DIMES [Shavitt and Weinsberg 2009]. Em uma semana observa-
mos 1.202.960 mudanc¸as de caminho. Os caminhos medidos atravessam 7.315 sistemas























Nœmero de Roteadores Envolvidos
(a) Distribuic¸a˜o do nu´mero roteadores envolvidos























Fra ªo de Roteadores Envolvidos
(b) Distribuic¸a˜o da frac¸a˜o de roteadores de uma rota
envolvidos em mudanc¸as de caminho
Figura 1. Caracterizac¸a˜o de mudanc¸as de caminho na Internet
A figura 1(a) mostra a distribuic¸a˜o do nu´mero de saltos envolvidos em mudanc¸as
de caminho na Internet. O nu´mero de saltos envolvidos numa mudanc¸a de caminho e´ o
mı´nimo de saltos que precisamos remapear para saber qual e´ a nova rota. Vemos que 78%
das mudanc¸as de caminho afetam quatro ou menos saltos, um nu´mero pequeno visto que
a mediana do tamanho das rotas em nossos dados e´ 17 saltos. O tipo de mudanc¸a de cami-
nho mais comum e´ quando o roteador de apenas um salto muda, resultando em mudanc¸as
que envolvem treˆs saltos: o salto onde o roteador mudou mais os saltos de convergeˆncia
e divergeˆncia. Notamos que 9% das mudanc¸as de caminho envolvem dois saltos. Estas
mudanc¸as apenas removem saltos da rota antiga (a nova rota esta´ contida na rota antiga) e
os u´nicos saltos envolvidos sa˜o os saltos de convergeˆncia e divergeˆncia. Causas tı´picas de
mudanc¸as de caminho que envolvem dois saltos sa˜o falhas de conectividade na Internet e
erros de medic¸a˜o onde e´ impossı´vel medir os saltos atra´s da falha ou erro.
A figura 1(b) mostra a distribuic¸a˜o da frac¸a˜o de saltos de um caminho envolvi-
dos numa mudanc¸a, i.e., o nu´mero de roteadores envolvidos na mudanc¸a dividido pelo
tamanho da nova rota, para todas as mudanc¸as nos nossos dados. Vemos que 76%
das mudanc¸as de caminho envolvem menos de 30% dos saltos no caminho. Isso mos-
tra o potencial do remapeamento local para reduc¸a˜o de sondas de medic¸a˜o, se compa-
rado com a abordagem atual de remapear o caminho por inteiro. A curva comec¸a em
x = 0.066 = 2/30 acontece porque uma mudanc¸a envolve pelo menos dois saltos e por-
que o DTRACK so´ mede os 30 primeiros saltos num caminho (o padra˜o do traceroute e do
Paris traceroute [Jacobson 1989,Augustin et al. 2007]).
A figura 2 mostra a distribuic¸a˜o do nu´mero de sistemas autoˆnomos envolvi-
dos em mudanc¸as de caminho. Convertemos enderec¸os IPs medidos pelo DTRACK
em sistemas autoˆnomos combinando as tabelas de mapeamento do Team Cymru1 e
iPlane [Madhyastha et al. 2006]. Cada enderec¸o IP que na˜o aparece na tabela de mapea-
mento combinada e´ associado a um sistema autoˆnomo que conte´m apenas um enderec¸o IP.
Essa e´ uma medida conservadora que pode sobrestimar o nu´mero de sistemas autoˆnomos
envolvidos em uma mudanc¸a. A figura 2 explica porque mudanc¸as de roteamento envol-
vem poucos saltos. Mesmo fazendo a conversa˜o de enderec¸os IP para sistemas autoˆnomos
de forma conservadora, vemos que 60% das mudanc¸as de caminho e´ interna a um sistema
autoˆnomo e apenas 7% envolve mais de dois sistemas autoˆnomos.























Nœmero de Sistemas Aut nomos Envolvidos
Figura 2. Distribuic¸a˜o do nu´mero de sistemas autoˆnomos envolvidos em
mudanc¸as de caminho
4. REMAPROUTE
Agora apresentamos nosso algoritmo para remapeamento local de mudanc¸as de caminho
implementado no RemapRoute. O algoritmo recebe como entrada a rota antiga observada
antes da mudanc¸a de roteamento C(ti−1) e o salto s′ do roteador onde a mudanc¸a foi
detectada, C(ti)[s′] ̸= C(ti−1)[s′]. Para remapear a mudanc¸a de rota, RemapRoute opera
em duas etapas: primeiro ele localiza onde a mudanc¸a aconteceu (sec¸a˜o 4.1) e depois faz
o remapeamento local da mudanc¸a (sec¸a˜o 4.2).
O processo de localizac¸a˜o e remapeamento da mudanc¸a de rota envolve rema-
pear saltos da rota atual e compara´-los com saltos na rota antiga. Para remapear cada
salto, o RemapRoute envia mu´ltiplas sondas, modificando sistematicamente os campos
do cabec¸alho IP como o Paris traceroute [Augustin et al. 2007,Veitch et al. 2009], para
identificar roteadores que fazem balanceamento de carga.
4.1. Localizac¸a˜o da mudanc¸a de roteamento
ORemapRoute parte de um salto s′ onde o roteador na rota atual e´ diferente do roteador na
rota antiga, C(ti)[s′] ̸= C(ti−1)[s′]. Se o roteador da rota atual no salto s′ na˜o pertencer
a` rota antiga, C(ti)[s′] /∈ C(ti−1), enta˜o s′ e´ um dos saltos envolvidos na mudanc¸a de
caminho e podemos passar para a pro´xima etapa para remapear a mudanc¸a (sec¸a˜o 4.2).
Se o roteador da rota atual no salto s′ pertencer a` rota antiga em outro salto s′′,
C(ti)[s′] = C(ti−1)[s′′], enta˜o temos uma mudanc¸a de roteamento em saltos anteriores
a s′ que adicionou ou removeu roteadores na rota. A figura 3 mostra um exemplo de
uma mudanc¸a de roteamento onde o roteador d foi substituı´do por dois roteadores x e
y. Uma sonda para o se´timo salto detecta uma mudanc¸a de roteamento pois a resposta
da sonda vem do roteador g = C(ti)[7], que na˜o e´ a resposta esperada na rota antiga,
h = C(ti−1)[7].
Para encontrar um roteador envolvido na mudanc¸a de caminho, i.e., um roteador
na rota atual que na˜o esta´ presente na rota antiga, o RemapRoute faz uma busca bina´ria
no caminho. O RemapRoute inicializa sesq = 0 e sdir = s′. A cada iterac¸a˜o da busca,
o RemapRoute remapeia o salto s = (sesq + sdir)/2 e procura o roteador no salto s da
rota atual na rota antiga. Se o roteador no salto s da rota atual na˜o pertencer a` rota antiga,
C(ti)[s] /∈ C(ti−1), a busca termina e passamos para a etapa de remapeamento. Se o






Figura 3. Exemplo de mudanc¸a de roteamento com adic¸a˜o de roteadores a` rota.
roteador no salto s da rota atual estiver no salto s da rota antiga, C(ti)[s] = C(ti−1)[s],
enta˜o a mudanc¸a esta´ a` direita de s e fazemos sesq = s. Se o roteador no salto s da rota
atual estiver em outro salto s′′ na rota antiga, C(ti)[s] = C(ti−1)[s′′], a mudanc¸a esta´ a`
esquerda de s e fazemos sdir = s.
Na˜o temos como comparar a rota atual com a rota antiga se o roteador no salto s
na˜o responde a sondas. Neste caso tomamos a decisa˜o conservadora de decrementar s e
continuar a busca no salto anterior, sem alterar sesq e sdir.
Se uma mudanc¸a de caminho apenas remove saltos da rota antiga, enta˜o na˜o existe
salto na rota atual que na˜o pertenc¸a a` rota antiga. Neste caso, o processo de busca termina
com sesq = sdir + 1 e nenhum remapeamento e´ necessa´rio (sec¸a˜o 4.2).
4.2. Remapeamento local
O remapeamento local parte de um salto s onde o roteador na rota atual na˜o pertence a`
rota antiga, C(ti)[s] /∈ C(ti−1). O RemapRoute remapeia sequencialmente os saltos da
rota atual posteriores a s ate´ encontrar o salto de convergeˆncia sc > s com um roteador
que pertence a` rota antiga, C(ti)[sc] ∈ C(ti−1). Se uma das rotas na˜o chega ate´ o destino,
o salto de convergeˆncia pode na˜o existir. Neste caso, o RemapRoute remapeia a rota atual
ate´ o destino ou ate´ o u´ltimo salto alcanc¸a´vel. Se o caminho na˜o chega ate´ o destino, o
RemapRoute identifica o u´ltimo salto alcanc¸a´vel apo´s encontrar treˆs saltos consecutivos
que na˜o respondem a sondas (igual o traceroute).
De forma similar, o RemapRoute remapeia sequencialmente os saltos da rota atual
anteriores a s ate´ encontrar o salto de divergeˆncia sd < s com um roteador que pertence
a` rota antiga, C(ti)[sd] ∈ C(ti−1). No pior caso, a busca pelo salto de divergeˆncia ter-
mina na origem, que pertence a qualquer rota no caminho. Se o salto sd na˜o for ideˆntico
nas duas rotas, C(ti)[sd] ̸= C(ti−1)[sd], enta˜o existe outra mudanc¸a de roteamento an-
terior a sd e voltamos a` primeira etapa (sec¸a˜o 4.1), fazendo s′ = sd, para localiza´-la e
depois remapea´-la. Esse processo e´ realizado recursivamente ate´ que na˜o reste nenhuma
mudanc¸a para remapear. O remapeamento dos roteadores nos saltos entre sd e sc precisa
ser sequencial pois todos esta˜o envolvidos na mudanc¸a de roteamento. Para mudanc¸as de
roteamento que apenas removem saltos, temos sd = sesq e sc = sdir e nenhum remapea-
mento e´ necessa´rio.
4.3. Exemplo
Considere que a mudanc¸a de roteamento mostrada na figura 3 tenha sido detectada com
uma sonda para o quinto salto no caminho. Temos C(ti−1)[5] = f e C(ti)[5] = e.



























Figura 4. Custo de remapeamento com RemapRoute variando o salto s′ de
detecc¸a˜o da mudanc¸a.
busca bina´ria para identificar o local da mudanc¸a. O RemapRoute comec¸a remapeando
o segundo salto, onde C(ti−1)[2] = C(ti)[2] = c, indicando que a inserc¸a˜o foi realizada
entre o segundo e o quinto salto. O RemapRoute remapeia enta˜o o terceiro salto, onde
C(ti−1)[3] = d e C(ti)[3] = x. Como x /∈ C(ti−1) o RemapRoute passa para a fase de
remapeamento local da mudanc¸a, onde remapeia o quarto salto e termina.
5. Avaliac¸a˜o via simulac¸a˜o com dados reais
Nesta sec¸a˜o avaliamos o RemapRoute usando simulac¸o˜es dirigidas com dados reais. Uti-
lizamos o mesmo conjunto de dados descrito na sec¸a˜o 3. Nosso foco e´ comparar o custo
de remapear mudanc¸as de caminho usando o Paris traceroute com o custo de remapear
usando o RemapRoute.
O custo de remapeamento usando o RemapRoute varia de acordo com o salto s′
onde a mudanc¸a e´ detectada. Calculamos o custo de remapeamento do RemapRoute para
todos os saltos do caminho onde a mudanc¸a pode ser detectada. A figura 4 mostra a
distribuic¸a˜o do custo de remapeamento de mudanc¸as para o RemapRoute. Mostramos a
distribuic¸a˜o dos custos mı´nimo, me´dio e ma´ximo, calculados sobre todos os saltos en-
volvidos em uma mudanc¸a. Vemos que o custo mı´nimo e ma´ximo em geral sa˜o muito
pro´ximos. Uma raza˜o para este comportamento e´ que va´rias mudanc¸as de caminho en-
volvem poucos roteadores, logo na˜o existe muita variac¸a˜o em func¸a˜o do salto s′ onde a
mudanc¸a e´ detectada. No resto deste artigo usaremos o custo me´dio como representativo
do custo de remapeamento com RemapRoute.
A figura 5(a) compara o custo de remapeamento do RemapRoute com o custo de
remapeamento do Paris traceroute. Comparando com a figura 1(a) vemos que o Remap-
Route frequentemente precisa sondar um nu´mero de saltos maior do que o nu´mero de
saltos envolvidos numa mudanc¸a. Este aumento deve-se a mudanc¸as de roteamento que
precisam ser localizadas usando a te´cnica de pesquisa bina´ria antes de serem remapeadas.
Independente do processo de localizac¸a˜o, o RemapRoute tem custo de remapeamento
significativamente menor que o do Paris traceroute. Note que o custo de remapeamento
do RemapRoute raramente e´ menor do que treˆs saltos, mesmo com 9% das mudanc¸as
envolvendo apenas dois saltos (figura 1(a)). As mudanc¸as que envolvem apenas dois
roteadores apenas removem saltos da rota antiga, e precisamos localizar o salto onde a
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(b) Reduc¸a˜o relativa do custo de remapeamento
Figura 5. Comparac¸a˜o do custo de remapeamento entre RemapRoute e Paris
traceroute.
na˜o ser que a mudanc¸a seja detectada nos treˆs primeiros saltos do caminho, o que acontece
em 0,4% das mudanc¸as em nossos dados.
A figura 5(b) mostra a distribuic¸a˜o da reduc¸a˜o no custo de remapeamento quando
usamos RemapRoute em vez do Paris traceroute. Calculamos a reduc¸a˜o do custo de
remapeamento como (CParis − CRemapRoute)/CParis, onde CParis e´ o nu´mero de saltos
remapeados pelo Paris traceroute e CRemapRoute e´ o nu´mero de saltos remapeados pelo
RemapRoute. A linha so´lida, calculada para todas as mudanc¸as de caminho em nossos
dados, mostra que a reduc¸a˜o no custo e´ significativa. O RemapRoute reduz pra menos da
metade o custo de remapeamento de 88% das mudanc¸as de caminho. As linhas tracejadas
na figura 5(b) mostram a reduc¸a˜o no custo para mudanc¸as em rotas menores que 10 saltos
(curtas) e maiores que 20 saltos (longas). Vemos que a reduc¸a˜o no custo e´ mais acen-
tuada para rotas longas, onde o Paris traceroute desperdic¸a sondas em va´rios roteadores
que na˜o esta˜o envolvidos na mudanc¸a, e que o RemapRoute traz reduc¸a˜o de custos para
remapeamento mesmo em rotas curtas.
5.1. Erros de remapeamento
O RemapRoute remapeia mudanc¸as num caminho dado um salto s′ onde uma mudanc¸a
foi detectada. Isso pode levar a inconsisteˆncias caso um caminho sofra duas ou mais
mudanc¸as disjuntas antes de detectarmos a primeira mudanc¸a. Por exemplo, um caminho
{a, b, c, d, e, f, g} pode mudar para {a, x, c, d, y, f, g} entre duas medic¸o˜es consecutivas
com Paris traceroute. Neste caso, podemos detectar duas mudanc¸as nos saltos s′ = 1 e
s′′ = 4. Infelizmente, dado s′ ou s′′, o RemapRoute remapeara´ apenas uma mudanc¸a.
Para avaliar a gravidade desse problema, a figura 6 mostra a distribuic¸a˜o do
nu´mero de mudanc¸as disjuntas para os pares de medic¸o˜es consecutivas dos caminhos
em nosso conjunto de dados.2 Vemos que 79% das medic¸o˜es consecutivas remapeiam
apenas uma mudanc¸a disjunta, que o RemapRoute remapeara´ corretamente para qualquer
salto s′ onde a mudanc¸a for detectada. Apenas 3% das medic¸o˜es consecutivas remapeiam
treˆs ou mais mudanc¸as disjuntas, indicando que o RemapRoute remapeara´ a nova rota
corretamente na maioria dos casos.
2No nosso conjunto de dados so´ medimos caminhos com Paris traceroute quando uma mudanc¸a e´ de-































Nœmero de Mudan as Disjuntas
Figura 6. Distribuic¸a˜o do nu´mero de mudanc¸as disjuntas entre duas medic¸o˜es
com Paris traceroute.
Treˆs outros fatores contribuem para minimizar o impacto de mudanc¸as disjun-
tas. Primeiro, o RemapRoute pode remapear mudanc¸as disjuntas anteriores ao salto de
detecc¸a˜o s′ caso ele as detecte durante o processo de remapeamento. Em particular, a pro-
babilidade do RemapRoute remapear uma mudanc¸a disjunta anterior ao salto de detecc¸a˜o
s′ no nosso conjunto de dados e´ 43%. Segundo, uma mudanc¸a disjunta que na˜o for re-
mapeada quando executarmos RemapRoute sera´ detectada e remapeada no futuro (assu-
mindo que o processo de sondagem para detecc¸a˜o de mudanc¸as de caminho seja capaz de
detectar todas as mudanc¸as possı´veis). Qualquer mudanc¸a disjunta que na˜o for remape-
ada causa apenas uma inconsisteˆncia tempora´ria nos dados. Terceiro, a reduc¸a˜o do custo
de remapeamento obtida com RemapRoute pode ser utilizada para aumentar a frequeˆncia
de sondagem para detecc¸a˜o de mudanc¸as e reduzir a chance de ocorrerem duas mudanc¸as
em um caminho antes de detectarmos a primeira.
Outra limitac¸a˜o do RemapRoute e´ que o mecanismo de busca bina´ria pode falhar
quando a ordem relativa de dois saltos se inverte da rota antiga para a nova rota. Um
exemplo extremo, mas ilustrativo, e´ uma mudanc¸a de C(ti−1) = {a, b, c, d, e, f} para
C(t) = {a, e, d, c, b, f}. Apenas 0,9% das mudanc¸as de caminho em nossos dados inver-
tem a ordem relativa de saltos. Como inversa˜o da ordem relativa de saltos e´ um evento
raro, tomamos a decisa˜o conservadora de remapear o caminho por inteiro (como o Pa-
ris traceroute) quando uma inversa˜o e´ detectada durante o processo de remapeamento.
Como mostram os resultados anteriores, essa limitac¸a˜o na˜o compromete a utilidade do
RemapRoute.
6. Avaliac¸a˜o com proto´tipo real no PlanetLab
Nesta sec¸a˜o avaliamos um proto´tipo do RemapRoute no PlanetLab. Implantamos o Paris
traceroute e o RemapRoute em 140 no´s PlanetLab e coletamos medic¸o˜es por 18 horas de
30 de Novembro de 2012. Cada no´ executa o Paris traceroute para medir caminhos perio-
dicamente. Como no conjunto de dados utilizado nas sec¸o˜es anteriores, cada no´ monitora
caminhos para 1.000 destinos escolhidos aleatoriamente de uma lista com 34.820 destinos
alcanc¸a´veis na Internet. Quando duas medic¸o˜es consecutivas com Paris traceroute detec-
tam uma mudanc¸a, executamos o RemapRoute para remapea´-la. Cada no´ leva em me´dia
7 horas e 42 minutos para medir os 1.000 caminhos. Devido a` baixa frequeˆncia de son-



























Figura 7. Reduc¸a˜o do custo de remapeamento com RemapRoute em cena´rios
reais.
atravessam 7.143 sistemas autoˆnomos e 95% dos sistemas autoˆnomos de grande porte na
Internet [Oliveira et al. 2010].
A figura 7 mostra a reduc¸a˜o do custo de remapeamento quando usamos o Remap-
Route em vez do Paris traceroute. Comparando com a figura 5(b), a reduc¸a˜o me´dia do
custo de remapeamento no cena´rio real e´ quantitativamente similar aos resultados obtidos
via simulac¸a˜o (linha so´lida). Por exemplo, reduzimos pra menos da metade o custo de
remapeamento de 90% das mudanc¸as de caminho no cena´rio real.
A reduc¸a˜o de custo para rotas curtas e longas e´ mais similar a` reduc¸a˜o de custo
geral no cena´rio real que nas simulac¸o˜es. Em outras palavras, as linhas tracejadas na
figura 7 esta˜o mais pro´ximas da linha so´lida que na figura 5(b). Atribuı´mos essa mudanc¸a
a treˆs fatores: (i) o menor nu´mero de mudanc¸as observadas no cena´rio real pode limitar a
variedade de mudanc¸as observadas; (ii) diferenc¸as no conjunto de caminhos monitorados;
e (iii) a diferente forma de detecc¸a˜o de mudanc¸as (os dados utilizados nas simulac¸o˜es
foram coletados com o DTRACK).
A figura 8(a) mostra os 25o, 50o e o 75o percentis da lateˆncia de remapeamento
em func¸a˜o do nu´mero de saltos sondados durante o processo de remapeamento. Avalia-
mos a lateˆncia de remapeamento por que o RemapRoute sonda saltos sequencialmente:
a decisa˜o do pro´ximo salto a sondar depende do resultado do u´ltimo salto sondado. O
Paris traceroute, em contrapartida, poderia paralelizar a sondagem de saltos (apesar da
implementac¸a˜o padra˜o na˜o fazeˆ-lo). Como a maior parte dos remapeamentos com Re-
mapRoute requer sondagem de poucos saltos (figura 5(a)), a lateˆncia de remapeamento
geralmente e´ menor que 5 segundos. A figura 8(b) mostra os 25o, 50o e 75o percen-
tis da lateˆncia de remapeamento com Paris traceroute no cena´rio real. Nosso objetivo
na˜o e´ comparar a lateˆncia de remapeamento do RemapRoute com Paris traceroute, pois
a lateˆncia e´ diretamente afetada por deciso˜es de implementac¸a˜o da ferramenta. Nosso
objetivo e´ mostrar que a lateˆncia de remapeamento com RemapRoute e´ aceita´vel para
uso em sistemas reais. Notamos ainda que um sistema de mapeamento topolo´gico como
o DTRACK pode executar o RemapRoute simultaneamente em caminhos diferentes caso
mais de uma mudanc¸a seja detectada num curto intervalo de tempo.
Por u´ltimo, avaliamos se o remapeamento com o RemapRoute e´ equivalente a























































Figura 8. Lateˆncia de remapeamento em cena´rios reais.
observada no cena´rio real, comparamos os saltos remapeados pelo RemapRoute com a
rota medida pelo Paris traceroute. Apenas 0,6% das medic¸o˜es com RemapRoute sa˜o di-
ferentes das medic¸o˜es com Paris traceroute. A identificac¸a˜o de roteadores que fazem
balanceamento de carga usando Paris traceroute ou RemapRoute e´ probabilı´stica [Veitch
et al. 2009]. Por exemplo, a configurac¸a˜o padra˜o do Paris traceroute e do RemapRoute
identifica todos os roteadores que fazem balanceamento de carga numa rota com 95% de
confiabilidade. Erros de medic¸a˜o sa˜o inevita´veis e causam diferenc¸as entre remapeamen-
tos independente da ferramenta utilizada. Outra causa para diferenc¸a nos remapeamentos
sa˜o mudanc¸as de roteamento que acontecem no intervalo entre a medic¸a˜o com Paris tra-
ceroute e a medic¸a˜o com RemapRoute.
Sumarizando, o remapeamento de mudanc¸as de caminho na Internet com Remap-
Route e´ ta˜o preciso quanto remapeamento com Paris traceroute, reduz significativamente
o nu´mero de sondas enviadas e tem pouco impacto na lateˆncia de remapeamento.
7. Trabalhos relacionados
Operadores podem utilizar mensagens dos protocolos de roteamento (e.g., OSPF e IS-IS)
e arquivos de configurac¸a˜o dos roteadores para mapear a topologia de sua rede [Feamster
and Balakrishnan 2005, Turner et al. 2010,Markopoulou et al. 2008]. Esta abordagem
resulta em mapas completos e precisos da topologia, mas so´ esta´ disponı´vel para operado-
res de redes e e´ restrita a uma u´nica rede. Para mapear mu´ltiplas redes, podemos utilizar
coletores pu´blicos de mensagens BGP3 para construir um mapa dos sistemas autoˆnomos
da Internet [Oliveira et al. 2010, Dhamdhere and Dovrolis 2008]. Infelizmente, o BGP
na˜o expo˜e todos os enlaces da rede e coletores pu´blicos de mensagens BGP na˜o cobrem
todos os sistemas autoˆnomos da Internet [Oliveira et al. 2010, Cohen and Raz 2006].
Neste trabalho tomamos a abordagem ortogonal de medir a topologia da rede no nı´vel de
roteadores usando medic¸o˜es ativas.
Pesquisa sobre mapeamento topolo´gico no nı´vel de roteadores usando medic¸o˜es
ativas teˆm treˆs objetivos principais: (i) aumentar a cobertura da Internet, (ii) aumentar a
precisa˜o da topologia construı´da e (iii) aumentar a frequeˆncia das medic¸o˜es.
3The University of Oregon Routeviews Project, http://www.routeviews.org
RIPE Routing Information Service, http://www.ripe.net/data-tools/stats/ris
A abordagem cla´ssica para aumentar a cobertura da Internet e´ monitorar um
grande nu´mero de caminhos. A plataforma Skitter/Ark da CAIDA [Claffy et al. 2009]
tenta cobrir toda a Internet usando alguns monitores para medir caminhos para todos os
prefixos /24 anunciados na Internet. O problema e´ que o Skitter/Ark demora de dois
a treˆs dias para coletar a topologia devido ao grande nu´mero de caminhos monitorados
e limitac¸o˜es de banda nos monitores. Uma alternativa e´ dividir a carga de sondagem
das medic¸o˜es entre va´rios monitores, como nos sistemas DIMES [Shavitt and Weinsberg
2009] e Ono [Choffnes et al. 2010]. Neste trabalho assumimos que o conjunto de mo-
nitores e destinos e´ fixo. Pore´m, utilizac¸a˜o do RemapRoute e´ ortogonal ao conjunto de
monitores e destinos. O RemapRoute pode ser usado por qualquer um dos sistemas acima
para reduzir a sobrecarga de rede.
Te´cnicas para aumentar a precisa˜o da topologia coletada tentam inferir mais
informac¸o˜es sobre a rede do que medic¸o˜es tradicionais com traceroute. O Paris traceroute
envia sondas adicionais variando sistematicamente os valores nos campos do cabec¸alho
IP para detectar todos os roteadores que fazem balanceamento de carga em uma cami-
nho [Augustin et al. 2007, Veitch et al. 2009]. O RemapRoute detecta roteadores que
fazem balanceamento de carga utilizando o mesmo algoritmo que o Paris traceroute. O
DisCarte usa traceroute e sondas com a opc¸a˜o Record Route do protocolo IP ativada para
coletar duas sequeˆncias relacionadas de roteadores em caminhos da Internet [Sherwood
et al. 2008]. O DisCarte po´s-processa essas sequeˆncias com ferramentas de aprendizado
de ma´quina para combina´-las em uma topologia mais precisa. Estas e outras te´cnicas en-
viam sondas adicionais e aumentam o custo de mapeamento da topologia. O objetivo do
RemapRoute e´ complementar: reduzir o custo do remapeamento de mudanc¸as de rotea-
mento, aumentando a disponibilidade de sondas para coleta de topologias mais precisas.
Nosso trabalho e´ mais relacionado com te´cnicas para aumentar a frequeˆncia de
medic¸o˜es da topologia da Internet. Em geral, monitores teˆm banda de rede limitada para
mapear a topologia. Reduzir o custo de cada medic¸a˜o da topologia aumenta diretamente
a frequeˆncia com a qual medic¸o˜es podem ser coletadas. O RocketFuel, por exemplo, re-
duz o custo para mapear a topologia de um sistema autoˆnomo alvo descartando caminhos
que teˆm roteadores de ingresso e egresso no sistema autoˆnomo alvo ideˆnticos a outro ca-
minho ja´ medido [Spring et al. 2002]. Outra abordagem e´ reduzir o custo de medic¸o˜es
escolhendo apenas um destino em cada sub-rede num sistema autoˆnomo [Beverly et al.
2010]. O Doubletree reduz sondas redundantes nos roteadores pro´ximos a monitores
(compartilhados pelos caminhos partindo do monitor) e nos roteadores pro´ximos a des-
tinos (compartilhados pelos caminhos que terminam no destino) [Donnet et al. 2005].
O RemapRoute foi desenvolvido para reduzir o custo do remapeamento de mudanc¸as no
DTRACK, nosso sistema de mapeamento topolo´gico [Cunha et al. 2011b]. O RemapRoute
e o DTRACK complementam as te´cnicas existentes para reduc¸a˜o do custo de mapeamento
topolo´gico. O DTRACK reduz sondas redundantes para roteadores pro´ximos aos monito-
res como o Doubletree e e´ compatı´vel com te´cnicas descritas acima para selecionar quais
caminhos mapear.
8. Concluso˜es e trabalhos futuros
A manutenc¸a˜o de mapas completos e atualizados da Internet e´ difı´cil devido a` grande
quantidade de sondas necessa´rias e restric¸o˜es de banda nos monitores. Neste trabalho
propomos o RemapRoute, uma ferramenta para reduzir o custo de remapeamento de
mudanc¸as de roteamento na Internet. Dadas a rota anterior a uma mudanc¸a de rotea-
mento e um salto (hop) onde a mudanc¸a foi detectada, o RemapRoute (1) realiza uma
busca bina´ria pelo salto onde a mudanc¸a aconteceu e (2) faz o remapeamento local da
mudanc¸a. Comparado com a abordagem atual de remapear a nova rota por inteiro usando
traceroute, o RemapRoute reduz significativamente o nu´mero de saltos sondados para re-
mapear mudanc¸as de roteamento na Internet. Essa reduc¸a˜o de saltos sondados aumenta
a disponibilidade de sondas, potencializando a medic¸a˜o de mais caminhos ou aumento
da frequeˆncia de medic¸o˜es. O remapeamento com RemapRoute e´ ta˜o preciso quanto re-
mapear o caminho inteiro com traceroute, e a lateˆncia de remapeamento e´ satisfato´ria
para utilizac¸a˜o do RemapRoute em sistemas reais. RemapRoute e´ mais um passo na
construc¸a˜o de mapas da topologia da Internet mais completos e atualizados.
Como trabalho futuro, pretendemos integrar o RemapRoute no DTRACK e prover
um servic¸o de mapeamento da Internet aberto para disponibilizar informac¸o˜es sobre a to-
pologia para pesquisadores e aplicac¸o˜es. Queremos tambe´m reduzir ainda mais o custo
de remapeamento de mudanc¸as no DTRACK. Atualmente, o DTRACK remapeia cada ca-
minho separadamente. Esta abordagem desperdic¸a sondas caso va´rios caminhos sejam
afetados pela mesma mudanc¸a. Pretendemos desenvolver mecanismos para prever quais
caminhos sa˜o afetados por uma mesma mudanc¸a e remapear apenas um deles.
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