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Resumen
Las imágenes por resonancia magnética (MRI por sus siglas en inglés) se han constituido como una
tecnología que permite estudiar múltiples características de los tejidos in-vivo. En el estudio del ce-
rebro, permiten describir la anatomía, la bioquímica y los cambiosmetabólicos a lo largo del tiempo.
Sin embargo, actualmente no es posible integrar esta informaciónmulti-dominio de una forma siste-
mática, y loqueesmás importante, conherramientasquepermitanusar esa integracióndeuna forma
cuantitativa. Es por ello, que esta tesis presenta el desarrollo y estudio de numerosas técnicas de pro-
cesamiento de neuroimágenes para lograr tecnologías robustas que puedan asistir en el diagnóstico
y seguimiento de enfermedades neurodegenerativas.
Primeramente, se presentan la bases conceptuales para la comprensión de los estudios realizados.
Posteriormente, se presentan los desarrollos metodológicos en el procesamiento avanzado de neu-
roimágenes, a través de los cuales es posible extraer información cuantitativa de las imágenes sin
la intervención de un operador. Se presenta un trabajo realizado como introducción a la temática
en el cual se logró la eliminación de los tejidos extra-cerebrales en las neuroimágenes y se comparó
con otros algoritmos disponibles para resolver ese proceso. Luego, se exponen desarrollos en las tres
principales modalidades con las que se ha trabajado, específicamente la imagen estructural (3D T1),
imágenes ponderadas por difusión (DWI) e imágenes funcionales (fMRI). Estos desarrollos incluyen
la segmentación automatizada de estructuras anátomo-funcionales a través de operaciones basadas
en vóxeles y superficies deformables; la extracción de información de la disposición de tractos a par-
tir de las DWI con un especial énfasis en el preprocesamiento para obtener resultados confiables; y
dos pipelines para fMRI (uno para el paradigma por bloques y otro para fMRI en reposo) para estudiar
la organización funcional del cerebro. Los métodos desarrollados permiten la integración multimo-
dal en el espacio nativo, es decir, utilizando como base de referencia el cerebro del propio sujeto en
estudio y no un atlas promedio como la mayoría de las técnicas existentes. En este contexto, se utili-
za la segmentación estructural para referenciar los resultados obtenidos a estructuras anatómicas y
funcionales comunes entre sujetos, permitiéndose así el estudio tanto individual como de grupos.
Posteriormente se presentan diferentes investigaciones, en las cuales este marco metodológico ha
sido utilizado para resolver problemas y/o responder preguntas actuales en las neurociencias. A par-
tir de ello se presentan: i) un trabajo sobre el uso de Análisis de Componentes Independientes en
fMRI en reposo y la detección automática de redes de conectividad funcional; ii) un estudio de re-
producibilidad en conectividad funcional y de cómo, mediante la aplicación de un modelo biofísico,
se pueden generar métricas altamente consistentes; iii) se presentan dos trabajos sobre el estudio
de la neuroanatomía mediante métodos automatizados en sujetos sanos, estudiando los patrones
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de normalidad a lo largo de la vida y también utilizando estos descriptores neuroanatómicos para
la detección de la Enfermedad de Alzheimer en el marco de una competencia internacional; y iv) se
muestra, en un trabajo realizado en colaboración internacional con tres clínicas especializadas en la
detección de demencias, cómo las métricas neuroanatómicas y funcionales pueden ser utilizadas de
forma combinada en el diagnóstico de demencia frontotemporal.
Finalmente, se presentan conclusiones y proyecciones, haciéndose un balance del recorrido realiza-
do durante el desarrollo de la tesis. Luego se describen proyectos en marcha, que profundizan los
estudios presentados, los cuales incluyen (1) mejorar el diagnóstico y detectar el estadío funcional en
enfermedades neurodegenerativas, (2) ampliar su uso para la obtención demedidas enmúltiples es-
calas espaciales y (3) aplicar las técnicas en el diagnóstico diferencial, es decir, para diferenciar entre
distintas patologías con presentaciones clínicas similares.
Abstract
Magnetic resonance imaging (MRI) has become one of the most important technologies to study in-
vivo tissue properties. In the study of the brain, MRI allows to describe the anatomy, the biochemistry
and themetabolic changesover time.Nevertheless, thereareno tools to integrate thesemulti-domain
information in a systematic way and, more importantly, in a quantitative way. Therefore, this thesis
presents the development and research of many neuroimage processing techniques to accomplish
robust technologies in the diagnosis and follow-up of neurodegenerative diseases.
In first place, conceptual bases are presented to facilitate understanding later studies. Then, themet-
hodological developments in the advance neuroimage processing are shown, in which no operator
intervention is needed for the extraction of MRI-based features. An introductory work is presented in
which a brain extraction tool was developed and compared with other publicly available algorithms
with the same functionality. Then, processing pipelines for the threemainmodalities used along this
work are presented, viz structural MRI (sMRI), diusion weighted imaging (DWI) and functional MRI
(acfMRI). These developments include the automated segmentation of anatomo-functional structu-
res in the brain based on voxel-based operations and deformable meshes; data extraction about the
white matter tracts in the brain using DWI with a special emphasis in the preprocessing stage to en-
sure reliable results; and two fMRI pipelines are proposed to study the functional organization in the
brain, one for block-based paradigm and another for resting-state fMRI. Thesemethods allow to unify
all the information into a single high resolution native space, i.e. using the brain of the individual un-
der study as referential base instead of an averaged brain atlas as most of the connectivity soware
packages do. In this context, the structural segmentation is used to reference anatomical and functio-
nal structures among dierent subjects, allowing the study of brain properties at single-subject level
and group-level.
Then, several research results arepresented, inwhich thismethodological frameworkwasused to sol-
ve problems and/or to answer current questions in neuroscience. These studies are: i) a work in the
automatic detection of resting state connectivity networks by using independent component analy-
sis (ICA); ii) a research about reproducibility in resting state fMRI and how the usage of a biophysical
model can help generating highly consistentmetrics; iii) twoworks about the automatic extraction of
neuroanatómical metrics using sMRI, the first one studying the evolution of these features in healthy
subjects through lifespan and, the second one, performedwithin an international competition about
the usage of these metrics in the detection of Alzheimer’s Disease; and iv) a work performed in colla-
boration with three international clinics specialized in dementia is presented in which features from
sMRI and fMRI are combined to develop highly sensitive and specific multimodal classification sys-
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tems for the diagnosis of frontotemporal dementia.
Finally, conclusions and future works are presented, in which a general overview of all the advances
made during this thesis is presented. Then, projections are shown, which include i) improvement in
the diagnostic and the detection of the functional stage in neurodegenerative diseases, ii) extend the
presented techniques formultiples spatial scales and iii) the usageof the framework in thedierential
diagnosis to distinguish between dierent pathologies with similar clinical presentation.
Introducción
En los últimos 20 años, las imágenes por resonanciamagnética (Magnetic resonance imaging, MRI por
sus siglas en inglés) hanmostrado ser una de las herramientasmás potentes para explorar el cerebro,
no solo desde el punto de vista anatómico, sino también desde su funcionalidad. En diversas investi-
gaciones se ha mostrado que las MRI permiten cuantificar de forma robusta características anatómi-
cas, así como también estimar las conexiones estructurales que existen entre regiones del cerebro e
inclusive entender las relaciones funcionales entre ellas. Ya en los últimos años se han hecho diversos
esfuerzos paramostrar cómo el uso apropiado de esta información puede tener impacto real sobre el
diagnóstico y tratamiento de pacientes.
A pesar de esto, en la práctica clínica estos avances no son aprovechados. La utilización de las neuro-
imágenes en el ámbito asistencial se limita al análisis visual por un experto (especialista en imágenes)
que dictamina, de acuerdo a su conocimiento, que diferencia encuentra en cada modalidad de imá-
genes con respecto a sumodelo mental de sujeto sano a una determinada edad. Este análisis genera
buenos resultados, pero desde la perspectiva de la ingeniería biomédica, desaprovecha información
y no considera la integración de la información, ni la distribución estadística que puede encontrarse
en la poblaciónpara unadeterminada característica (o feature) derivadade las imágenes. Este desuso
de la información se debe posiblemente a la ausencia de un trabajo interdisciplinario real, pero tam-
bién a la ausencia de herramientas que permitan realizar una integración de todas estas dimensiones
del conocimiento que las MRI posibilitan.
Esta tesis propone integrar estas dimensiones del conocimiento desde el punto de vista del desarro-
llo informático y presenta las bases para lograr analizar las neuroimágenes desde una perspectiva
analítica, cuantificada y estandarizada. Posteriormente, se utilizan las técnicas, en combinación con
algoritmos demachine learning, para la detección de patologías neurodegenerativas,más específica-
mente, se aplican en la detección de la Enfermedad de Alzheimer y de Demencia Frontotemporal.
Durante esta tesis se han publicado y presentado numerosos avances, los cuales se listan a continua-
ción:
Publicaciones en revistas
• Donnelly-Kehoe, P. A., Pascariello, G. O., Gómez, J. C., & Alzheimers Disease Neuroimaging
Initiative. (2018). Looking for Alzheimer’s Diseasemorphometric signatures usingmachine
learning techniques. Journal of neuroscience methods, 302, 24-34.
• Donnelly-Kehoe, P. A., Saenger, V. M., Lisofsky, N., Kuhn, S., Lindenberger, U., Kringelbach,
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M. L., Schwarzbach, J., & Deco, G. (2019). Consistent local dynamics in the brain across
sessions are revealed by whole brain modeling of resting state activity. Aceptada para pu-
blicación en Human Brain Mapping.
Publicaciones de Artículos completos en Proceedings de Conferencias
• Namias, R., Donnelly-Kehoe, P., Dámato, J. P., & Nagel, J. (2015). Fast, accurate, robust and
Open Source Brain Extraction Tool (OSBET). In 11th International Symposium on Medical
Information Processing and Analysis (Vol. 9681, p. 96810X). International Society for Optics
and Photonics.
• Donnelly-Kehoe, P., Gomez, J. C., & Nagel, J. (2017). Algorithm for the identification of res-
ting state independent networks in fMRI. In 12th International SymposiumonMedical Infor-
mation Processing and Analysis (Vol. 10160, p. 101601I). International Society for Optics and
Photonics.
• Donnelly-Kehoe, P., Pascariello, G., Quaglino, M., Nagel, J., & Gómez, J. C. (2017, January).
The changing brain in healthy aging: a multi-MRI machine and multicenter surface-based
morphometry study. In 12th International Symposium on Medical Information Processing
and Analysis (Vol. 10160, p. 101600B). International Society for Optics and Photonics.
Presentaciones en Congresos, Simposios y Conferencias
• Disertante en Simposio con la charla “Using whole-brain modelling and brain dynamics
to generate consistent functional metrics” en el Latin American Brain Mapping Network
(LABMAN) Meeting, llevado a cabo en el Ministerio de Ciencia y Tecnología, el 16 y 17 de
Marzo de 2017, organizado por LABMAN y la Organization for Human Brain Mapping. htt-
p//:2ndmeeting.labman.org/meeting_schedule/
• Expositor de la charla “Brain Connectomics” y “Introducción a Tract Based Spatial Statis-
tics” en el WORKSHOP INTERNACIONAL DE NEUROIMÁGENES organizador por la Facultad
de Psicología de la Universidad Nacional de Córdoba y llevado a cabo 16 al 18 de Noviem-
bre de 2016. (http://www.labneuroimagenesunc.com.ar/workshopneuroimagenes/)
• Conferencista en Sesión Interactiva junto al Dr. Jorge Nagel en el Congreso Internacional
de Radiología (ICR 2016), organizado por la INTERNATIONAL SOCIETY OF RADIOLOGY del
21 al 24 de Septiembre de 2016.
• Conferencista “Neuroimágenes&Adicciones”enelSimposioNacional:Neurociencias,Neu-
rotecnologías y Medicina de las Adicciones, Organizado por la Maestría en Neurociencias
y Neurotecnologías de la Fac. de Cs. Médicas de la Universidad Nacional de Rosario
La presente tesis se ha dividido en dos grandes ramas, primeramente se presentan tres Capítulos
Conceptuales y, posteriormente, seis Capítulos de Desarrollo y Resultados. A continuación se pre-
senta un resumen capítulo por capítulo para orientar al lector:
Capítulos Conceptuales: Estos capítulos sirven para dar al lector una buena noción de los funda-
mentos físicos y computacionales de los capítulos de desarrollo y resultados. A pesar de que el desa-
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rrollo de estos primeros capítulos resulta ser teórico, estos son fundamentales para lograr un correcto
entendimiento de la tesis y para comprender el recorrido que fue necesario realizar para integrar co-
nocimientodeneurociencias, dedesarrollo informáticoyde imágenespor resonanciamagnéticapara
la generación de conocimiento novedoso.
Capítulo 1: en el mismo se explica cuales son las bases físicas de las MRI y de qué forma se usan
las propiedades magnéticas de cada tejido para generar diferentes contrastes. Además se ex-
plica de que forma se adquiere la señal y cómo a partir de ella se reconstruyen las imágenes.
Capítulo 2: en este capítulo se explica de qué forma se utilizan las MRI para estudiar el cerebro.
Primeramente se profundiza sobre su uso en el estudio de la neuroanatomía normal y patoló-
gica, para luego explicar cuales son las diversas modalidades que aportan información com-
plementaria con respecto a diversos procesos fisiológicos y/o patológicos. Finalmente, se pre-
senta una nueva área de estudio de la neuroanatomía, la Neuromorfometría, en la cual a partir
del uso de diversas técnicas computacionales es posible cuantificar características del cerebro
como los espesores, áreas y volúmenes de las regiones constituyentes del cerebro.
Capítulo 3: este capítulo aborda la temática de la resonanciamagnética funcional(fMRI). En pri-
mer lugar se explican las bases físico-químicas de la secuencia y la interpretación fisiológica de
este tipode imágenes. En segundo lugar sedetalla cuales son losparadigmasdeutilizaciónde la
técnica yposteriormente seprofundiza sobre los paradigmasutilizados enesta tesis, el paradig-
ma basado en bloques y la fMRI en reposo. Finalmente, se explica el concepto de conectividad
funcional y qué aportes clínicos puede realizar su análisis.
Capítulos de Desarrollo y Resultados: En estos capítulos se integran los conocimientos presenta-
dos en la primera parte de la tesis y semuestra la forma en la cual estos fueron aplicados para generar
conocimiento novedoso a lo largo de la tesis. Durante esta segunda parte de la tesis. A continuación
se resume como los mismos fueron organizados en los capítulos del 4 al 9:
Capítulo 4: este capítulo presenta las técnicas desarrolladas y utilizadas a lo largo de la tesis.
Se explican los diferentes niveles de análisis de las imágenes, desde el nivel de vóxel, hasta
superficies y volúmenes con contenido neuroanatómico. Además, se explican en forma deta-
llada los sub-procesos utilizados. Por cuestiones conceptuales y prácticas, los procesamientos
se dividen en 3 pipelines1: procesamiento de análisis neuroanatómico, procesamiento de co-
nectividad estructural y procesamiento de conectividad funcional. En este Capítulo se presenta
brevemente un trabajo que se realizó durante la tesis para realizar la extracción de los tejidos
circundantes del cerebro, como un primer acercamiento al procesamiento de neuroimágenes.
Capítulo 5: en este capítulo se presenta un trabajo que se realizó para familiarizarme con el uso
del Análisis de Componentes Independientes (ICA) aplicado a las fMRI en reposo. Durante el
mismo se utilizó el algoritmo para filtrar ruidos en forma de componentes y al mismo tiempo
se desarrolló una técnica para la detección automática de redes de conectividad funcional.
1Este término no tiene una traducción que englobe el mismo significado que en inglés, pero puede ser entendido como
una secuencia (o flujo) de procesamientos para realizar una tarea determinada.
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Capítulo 6: en este capítulo se ahonda en el estudio de la reproducibilidad de las métricas con-
vencionales de fMRI en reposo y se planteanmodelos biofísicos del cerebro como herramienta
para estimarmétricas conalta reproducibilidad. Específicamente, sepresentan resultadosde la
validación de confiabilidad de lasmétricas derivadas delmodelo que se ha realizado utilizando
múltiples sesiones de fMRI en reposo de un solo sujeto y comparándolas con 50 sesiones únicas
de distintos sujetos. A partir de este abordaje semuestra que fue posible encontrar las regiones
que tienen mayor consistencia en las organización cerebral y estimar la cantidad de informa-
ción óptima (cantidad de minutos de adquisición) para estudiar la organización funcional del
cerebro.
Capítulo 7: en este capítulo se presentan resultados obtenidos en el trabajo del análisis de la
anatomía cerebral mediante los métodos presentados en el capítulo 4. En primer lugar se pre-
senta un estudio de la anatomía en sujetos sanos y posteriormente se ahonda en la utilización
de estos mismos métodos para la detección de la Enfermedad de Alzheimer.
Capítulo 8: este capítulo presenta resultados obtenidos en un trabajo realizado en colabora-
ción con tres centros especialistas en demencia a nivel mundial. En el mismo se desarrollaron
métodos para poder fusionar resultados provenientes de diferentes resonadores y protocolos
de adquisición, tanto a nivel anatómico como funcional. A partir de los mismos se desarrollan
métodos de clasificación multimodal con grandes posibilidades de uso clínico.
Capítulo 9: en este capítulo se hace una síntesis de cuales son los aportes de la presente tesis y
se establecen las proyecciones y desafíos para lograr una integración de las herramientas desa-
rrolladas en la práctica asistencial y poder provocar un impacto real en la atención médica de
las personas.
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Objetivos
Objetivo General
Desarrollar métodos de procesamiento de neuroimágenes, altamente robustos y con alta reproduci-
bilidad, que sean capaces de aportar información útil en el diagnóstico de patologías neurodegene-
rativas.
Objetivos Particulares
Profundizar en el conocimiento del procesamiento de neuroimágenes orientado a desarrollar
herramientas de uso en la clínica y en investigación.
Desarrollar pipelines de procesamiento de neuroimágenes basados en soware libre.
Desarrollar herramientas de análisis para el uso combinado de diferentesmodalidades de neu-
roimágenes por resonancia magnética.
Testear la capacidad descriptiva de las técnicas desarrolladas, así como su reproducibilidad y
poder de generalización.
Utilizar las técnicas desarrolladas para generarmétricas que posibiliten la asistencia en el diag-
nóstico de enfermedades neurodegenerativas.
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Capítulo 1
Introducción a las imágenes por
resonancia magnética
La tecnología de las MRI es, en las neurociencias clínicas, uno de los desarrollos más importantes del
siglo XX, para la cual se siguen descubriendo nuevas aplicaciones. LasMRI permiten visualizar propie-
dades químicas de los tejidos como lo son la densidad de hidrógeno, la concentración de agua libre,
el porcentaje de grasa de un tejido, la concentración de diversosmetales e inclusive la concentración
de hemoglobina oxigenada en los capilares cerebrales.
Uno de los desarrollos más novedosos ha sido el de las imágenes basadas en el tensor de difusión
(DTI -Diusion Tensor Imaging-), a través de las cuales es posible reconstruir el recorrido de los axones
en el cerebro, es decir, es posible ver el "macrocableado"del cerebro.
Otra de las técnicas más prometedoras es la resonancia magnética funcional (fMRI -functional Mag-
netic Resonance Imaging-), una modalidad de adquisición en 4 dimensiones que permite estimar la
demanda metabólica -y por ende la actividad- de las distintas regiones del cerebro, tanto corticales,
como subcorticales. Particularmente, el estudio de la conectividad funcional con fMRI, intenta cuan-
tificar la dinámica en la actividad del cerebro, dando la posibilidad de estudiar los cambios en los
patrones en patologías y en cambios fisiológicos. Sin embargo, la dificultad de sistematización de es-
ta tecnología ha provocado que todavía no haya sido explotada clínicamente como se esperaba en
un primer momento.
En este trabajo se explorará la utilidad de las MRI y se planteará, con una fundamentación científi-
ca, cómo un nuevo camino se abre a partir de esta tesis para el estudio del cerebro y principalmente
para encontrar aplicaciones clínicas. Es por ello, que en este capítulo, se presentará la resonancia
magnética y toda su potencialidad como técnica; analizándose sus bases físicas y cómo las diferentes
modalidades de adquisición permiten diferenciar tejidos y propiedades.
1.1. Breve historia de las imágenes por resonancia magnética
El origen de las MRI pueden ser rastreado al año 1924, cuando el físico Wolfgang Pauli postuló que
el núcleo atómico contaba con dos propiedades, el spin y el momento magnético, que solo podrían
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tener valores discretos de energía (cuantos); a raíz de esta hipótesis diversos experimentos fueron
llevados a cabo para poder observar los estados discretos de oscilación nuclear [1]. Posteriormen-
te, en 1937 el físico Isidor Rabi, utilizando campos magnéticos oscilantes y gases, descubrió que si la
frecuencia del campomagnético igualaba a la frecuencia de resonancia de los núcleos, entonces los
núcleos eran capaces de absorber energía del campomagnético. A través de estas experiencias, Rabi
reconoció que la frecuencia de resonancia dependía de la intensidad del campomagnético, recibien-
do el Premio Nobel de Física en 1944 [2].
En 1945, Purcell y sus colegas comprobaron la resonancia magnética enmateria sólida, utilizando un
campomagnético intenso y parafina notaron que con un campomagnético oscilante, era posible ha-
cer entrar en resonancia a los átomos del sólido. En su abordaje experimental, el equipo de Purcell
fijó la frecuencia del campomagnético oscilante y fuemodificando la intensidad del campomagnéti-
co fijo (estrategia opuesta a la que usan los resonadores magnéticos actuales). Además teorizaron el
concepto de tiempo de relajación (aunque lo sobrestimaron), que es el tiempo al que debe estar ex-
puesto un material para que los espines atómicos se alineen con un determinado campo magnético
[3].
Casi en forma simultáneaenStanford, Bloch y suequipo tambiénestudiaronel fenómenode resonan-
cia magnética en sólidos, pero usaron una técnica experimental diferente. En su experimento ellos
pusieron una caja de latón, llena de agua en un campomagnético intenso que era posible de ser ma-
nipulado. Adyacente a ello, colocaron una bobina transmisora y una receptora para poder enviar y
recibir ondas electromagnéticas correspondientemente. De esamanera, luego de un periodo de pre-
saturación de 24 horas (valores que resultaron ser excesivamente conservadores, ya que el tiempo de
relajación sonunos pocos segundos), pudieronmedir los cambios en la energía absorbida por el agua
amedida que cambiaban la intensidad del campo fijo. Por estos descubrimientos en el fenómeno de
inducción nuclear o resonancia magnética nuclear, Purcell y Bloch recibieron conjuntamente el pre-
mio Nobel de Física en 1952 [3].
Pese a estos avances, las MRI tardaron mucho tiempo más en desarrollarse, dado que el fenómeno
de resonancia magnética se volcó principalmente al estudio químico y no a la formación de imáge-
nes. No fue hasta el año 1972 que Paul Lauterbur y su equipo obtuvieron una imagen de resonancia
magnética de un tubo de ensayo lleno de agua usando la idea de gradientes espaciales en el cam-
po magnético, sin embargo la técnica utilizada era sumamente ineficiente y demandante de tiempo
[4]. En el año 1976 se empezó a pensar en la posibilidad de la utilización de las MRI para obtención
de imágenes clínicas, cuando Peter Mansfield desarrolla la técnica de echo-planar imaging (EPI) que
permitía obtener una slice por secuencia, permitiendo una optimización del proceso de obtención de
minutos a fracciones de segundo por imagen [5]. Por estos descubrimientos, Lauterbur y Mansfield
fueron galardonados conjuntamente con el Premio Nobel en Fisiología y Medicina en el año 2003 [3].
Fue en 1977 cuando se obtuvo la primera imagen médica de resonancia magnética, en esta ocasión
Damadian y su equipo construyeron una imagen de tórax, la cual les llevo 4 horas de adquisición, con
un promedio de 2 minutos por voxel [6, 7]. El primer equipo de MRI comercial es creado por General
Electric en 1982 y el procedimiento es recién aprobado para su uso clínico por la Administración de
Alimentos y Medicamentos de los Estados Unidos (FDA -US Food and Drug Administration-) en 1985.
Esta medida permitió a las instituciones médicas ver a las MRI como un medio de aumentar sus ga-
nancias y al mismo tiempo aumentar la calidad de las imágenes médicas, por lo que finalmente su
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uso se hizo masivo internacionalmente [8].
1.2. Bases físicas de la imágenes por resonancia magnética
Las MRI permiten estudiar órganos y tejidos a través de la aplicación controlada de campos mag-
néticos permanentes y transitorios, que mediante el uso de algoritmos de interpretación, filtrado y
reconstrucción computacional permiten el estudio de las diferentes propiedades de los tejidos [9]. El
principal fenómeno físico que permite la adquisición de MRI, es la capacidad de los núcleos con mo-
mento magnético permanente de orientarse ante un campomagnético externo. Dado que los proto-
nes y los neutrones tienen espines que producen momentos magnéticos, dependerá de la cantidad
de éstos que tenga el núcleo estudiado sobre si tendrá unmomento permanente o no. En la Tabla 1-1
se muestran las diferentes conformaciones posibles y los momentos magnéticos resultantes.
Número Protones Número Neutrones Espín
Par Par 0⇒ Inactivos
Par Impar 12 ,
3
2 ⇒ Semi-enteros
Impar Par 12 ,
3
2 ⇒ Semi-enteros
Impar Impar 1, 2
Tabla 1-1: Espín nuclear neto en átomos según la cantidad de protones y neutrones presentes en el núcleo.
En un material no expuesto a un campo magnético permanente que contiene núcleos magnética-
mente activos, los átomos se disponendinámicamente demanera que la sumatoria de losmomentos
magnéticos permanentes sea nula como se muestra en la Figura 1-1.
Figura 1-1: Disposición de los espines nucleares en ausencia de un campo magnético permanente [10]. Los espi-
nes nucleares y susmomentosmagnéticos permanentes se distribuyen aleatoriamente en ausencia de un campo
magnético externo, resultando en unmomento magnético neto nulo.
Cuando el material es expuesto a un campo externo permanente B0, los átomos ordenan sus mo-
mentos magnéticos de manera de estar alineados (paralelos o antiparalelos) con el mismo (Figura
1-2a) mediante unmovimiento de precesión, como se muestra en la Figura 1-2b.
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(a) (b)
Figura 1-2: Efecto de un campo magnético permanente sobre el comportamiento atómico. En a) se muestran
los estados de equilibrio, a la izquierda el antiparalelo (de mayor energía e inestable) y a la derecha el estado
paralelo (de menor energía y estable). En b) se muestra el movimiento de precesión resultante de la alineación
del campo neto con el campo externo [10]. Elmomentomagnético neto resultante delmovimiento de precesión de
cada átomo queda alineado al momento magnético permanente al que se encuentra expuesto el átomo.
Este movimiento se realiza a una frecuencia fija – la Frecuencia de Larmor (w0) – , la cual depende
únicamente de la especie atómica y del campomagnético al cual está expuesto el átomo en cuestión
y puede ser calculada a partir de la ecuación (1-1).
w0 = γB0, (1-1)
donde γ es el Coeficiente Giromagnético y B0 el campo magnético. En la Tabla 1-2 se muestran los
coeficientes giromagnéticos de las especies atómicas más importantes en el organismo, junto con la
concentración en el cuerpo [11], donde puede observarse que el 1H es la especie núcleo más abun-
dante en el cuerpo por varios ordenes de magnitud y por lo tanto sobre los que se basa toda la física
de las MRI (o la gran mayoría) y los contrastes que estas producen entre tejidos.
Núcleo Espín γ [MHz/T] Abundancia Natural Concentración en el tejido humano
Hidrógeno 1H 1/2 42.58 ∼100% 88 M
Deuterio 2H 1 6.53 0.015% 13 mM
Sodio 23NA 3/2 11.27 ∼100% 80mM
Fósforo 31P 1/2 1.131 ∼100% 75 mM
Oxígeno 17O 5/2 ∼5.77 0.04% 16 mM
Flúor 10F 1/2 2.627 ∼100% 4mM
Tabla 1-2: Coeficientes giromagnéticos de las principales especies atómicas con momentos magnéticos perma-
nentes no nulos y sus concentraciones en el tejido humano. Nótese que el átomo conmomentomagnético perma-
nente más abundante en el organismo es el 1H, con una concentraciónmil veces mayor resto de los átomos de la
tabla.
Cuando el organismo es expuesto a un campo magnético permanente, todos los átomos con dipo-
lo magnético permanente tienden a orientarse de forma paralela al campo – un estado de mínima
energía y de equilibrio estable – o antiparalela – un estado de alta energía y de equilibrio inestable –.
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Debido a que el estado paralelo es demenor energía, unamayor proporción de los átomos tenderá a
orientarse de estamanera. Esta diferencia entre átomos en estado paralelo y antiparalelo es pequeña
y depende de la intensidad del campo permanente. Por ejemplo, según los cálculos realizados por
Ness Aiver[12], para el H+ a 0.5 T la diferencia será de 3 ppm, a 1.0 T será de 6 ppm y a 1.5 T de 9
ppm. Aunque las diferencias son extremadamente bajas, la gran abundancia deH+ en el organismo
hace que esta diferencia sea la causal de la gran diferencia de calidad que existe entre una MRI en
resonadores de bajo campo (<1.5 T) y en resonadores de alto campo (1.5 T y 3 T). La diferencia entre
átomos que se disponen paralelamente y antiparalelamente produce el campo longitudinal que se
utiliza para la formación de las MRI.
1.3. La ecuación de Bloch
La ecuación de Bloch representa la base teórica de las imágenes por resonancia magnética y por lo
tantoes fundamental poder comprender las consideracionesque sehacenenella y los resultados, pa-
ra de esta manera luego poder presentar las diferentes secuencias de pulsos y que tipo de fenómeno
físico cada una resalta en las imágenes generadas. Para ello, se desarrollará de forma simplificada y
paso a paso la Ecuación de Bloch, para un desarrollo más profundo se insta al lector a consultar [9] y
[13].
La ecuación de Blochmodela los cambios que se producen cuando un conjunto de átomos alineados
por un campo magnético permanente B0 en un eje z es estimulado por un campo magnético trans-
versal que rota en el plano xy a una frecuencia w0. Para ello, se parte de la ecuación que modela el
torque (T ) producido por un campomagnéticoB,
T¯ = µ¯× B¯, (1-2)
donde µ es el espín del átomo. Este torque produce una variación de corriente (I),
dI¯
dt
= T¯ , (1-3)
la cual está relacionada con la ecuación del momento magnético del espín (µ) por la ecuación,
µ¯ = γ · I¯ . (1-4)
Por lo tanto, la variación del momento magnético en el tiempo es modelada por:
dµ¯
dt
= γ · u¯× B¯. (1-5)
Si se consideran los aportes de cadamomentomagnético individual en la magnetización por unidad
de volumenM , se calcula como:
M¯ =
1
V
∑
i
µ¯i, (1-6)
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donde V representa el volumen considerado. Si se tiene en cuenta la exposición a un único campo
longitudinalB0, la magnetización longitudinal toma la forma
M0 =
Nµ2B0
3kT
, (1-7)
en dondeN es el número demomentosmagnéticos, k la constante de Boltzmann y T la temperatura
de la muestra.
Una vez considerada lamagnetización ante el momentomagnético permanente, es necesariomode-
lar el comportamiento ante la aplicación de un campomagnético transversal al campo permanente.
En esta situación el cambio del momento magnéticoM puede ser modelado como
dM¯
dt
= γM¯ × ¯Bext. (1-8)
Esta magnetizaciónM puede ser separada en dos componentes, una paralela al campo permanente
y otra perpendicular, es decir:
M‖ = Mz, (1-9)
M¯⊥ = Mxxˆ+Myyˆ. (1-10)
Resolviendo la ecuación (1-8) ante la aplicación de un campomagnético transversal, se obtiene que:
dMz
dt
= 0, (1-11)
dM¯⊥
dt
= γM¯⊥ × ¯Bext. (1-12)
Si se considera la interacción entre protones en las ecuaciones (1-11) y (1-12), es necesario añadir los
siguientes términos:
dMz
dt
=
1
T1
(M0 −Mz), (1-13)
dM¯⊥
dt
= γM¯⊥ × ¯Bext − 1
T2
M¯⊥; (1-14)
donde T1 es conocido como el tiempo de recuperación de la magnetización longitudinal y cuan-
tifica la rapidez con la que se recupera la componente longitudinal de la magnetización cuando se
quita el ¯Bext. Físicamente, T1 representa el tiempo de relajación espín-red, que está relacionado con
la rapidez con la que la energía de losmomentosmagnéticos puede disiparse en la red amedida que
estos cambian su orientación espacial.
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T2 es conocido como tiempo de pérdida de lamagnetización transversal y cuantifica la rapidez de
ladisminuciónde la componente transversal de lamagnetización cuanto sequita el ¯Bext. Físicamente
representa el tiempo de relajación espín-espín.
La ecuación de Bloch une ambos términos en una sola expresión:
dM¯
dt
= γM¯⊥ × ¯Bext + 1
T1
(M0 −Mz)− 1
T2
M¯⊥. (1-15)
Resolviendo la ecuación diferencial, se obtiene la evolución temporal del campo magnético cuando
se retira el campo externo:
Mz(t) = M0[1− e− tT1 ]; (1-16)
M⊥(t) = M⊥(0)e−
t
T2 . (1-17)
En la Figura 1-3 se pueden ver las evoluciones temporales que resultan de las ecuaciones (1-16) y (1-17)
respectivamente, en donde, mientras que la magnetización longitudinal (MZ ) se recupera con una
constante de tiempo T1, la magnetización transversal (M⊥) se pierde con una constante T2.
Figura 1-3: Tiempo de recuperación de lamagnetización longitudinal (izquierda) y tiempo de perdida de lamag-
netización transversal (derecha) para distintos tejidos. En ambas figuras se muestra las diferencias en tiempos
T1 y T2 para diferentes tejidos. Nótese que para dos tejidos diferentes en un tiempo Ti arbitrario se recuperarán
diferentes magnitudes de señal de magnetización. Es este fenómeno el que permite generar contraste entre los
diferentes tejidos en las MRI.
De una manera muy simplificada, entonces las MRI se basan en producir campos magnéticos tran-
sitorios que alejan a los momentos magnéticos de los protones del campo permanente, siendo los
ángulos de estimulaciónmás comunes 90◦ y 180◦. Los tiempos de pérdida de lamagnetización trans-
versal y de recuperación de la magnetización permanente permiten estudiar a los tejidos a partir de
diferentes secuencias de pulsos (en duración y ángulos) mediante los cuales es posible aumentar el
contraste entre tejidos y estudiar diversas propiedades de los mismos [9].
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1.4. Los tiempos de relajación T1, T2 y T2*
Como se explicó anteriormente, el tiempo T1 es unamedida de la rapidez con la que los átomos exci-
tados recuperan la orientación del campo permanente, puede ser considerado constante para cada
tejido y describe el proceso por el cual los átomos, luego de pasar a un estado energético mayor, li-
beran la energía absorbida al medio a través de movimientos moleculares y vibraciones en la red.
Esta pérdida de energía sólo puede realizarse en paquetes discretos, por lo que las estructuras más
eficientes para permitir este intercambio tienen menores tiempos T1. Los materiales cuya energías
vibracionales y rotacionales sonmás cercanas a la frecuencia de Larmor de los núcleos de hidrógeno
tienenmayor facilidad de absorber la energía que estos ceden al medio.
Por ejemplo, la molécula del agua es pequeña y al vibrar y rotar rápidamente sus frecuencias son de-
masiado rápidas comparadas con lade Larmor, por lo tanto el intercambiodeenergía esdebaja tasa y
su T1 es elevado. En cambio, la grasa tienemayor viscosidad por lo que susmoléculas semuevenmás
lentamente, acercándose a la frecuencia de Larmor, mayormente debido a la rotación de los enlaces
Carbono-Carbono, por lo tanto su T1 es menor. En cuanto a las estructuras sólidas, estas presentan
frecuencias mucho menores a la de Larmor y por lo tanto la relajación de los espines a su estado de
menor energía es más difícil, con un consiguiente T1 elevado. En la Tabla 1-3 se muestran los valores
de T1 para diferentes tejidos y diferentes valores de campo permanente [14].
Magnitud del campo Tejido T1 (ms) T2(ms) T2*(ms) Densidad de protones
1.5 Sustancia blanca 510 67 78 0.61
Sustancia gris 760 77 69 0.69
Sangre arterial 1441 290 55 0.72
Liquido cefalorraquídeo 2650 280 no reportado 1.0
3.0 Sustancia blanca 1080 70 50 0.61
Sustancia gris 1820 100 50 0.69
Sangre arterial 1932 275 46 0.72
Liquido cefalorraquídeo 3817 1442 no reportado 1.0
Tabla 1-3: Valores de T1, T2, T2* y densidad de protones para diferentes tejidos del cuerpo humano.
Como se mencionó anteriormente, T2 es una medida de la rapidez con la cual se pierde la magne-
tización transversal y está asociada no solo a la vuelta de los dipolos permanentes a su estado de
equilibrio con el campo permanente, sino que también a la perdida de coherencia de fase entre los
diferentes átomos y contrariamente al T1, este nodependeprincipalmente deunaperdidade energía,
sinoque está asociadoaun fenómenodeaumentode la entropíaodedesincronizacióndelmovimien-
to de precesión de los dipolos permanentes. Una vez que se elimina la estimulación del campo trans-
versal, los espines de los átomos comienzan a interactuar por lo que se generan inhomogeneidades
locales que reducen el campo transversal más rápidamente de lo que se recupera la magnetización
longitudinal.
El tiempo T2* (T2 observado empíricamente) difiere del teórico principalmente por las siguientes ra-
zones:
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1. Las pequeñas inhomogeneidades del campo magnético permanente (por más pequeñas que
sean) hacen que los protones giren a diferentes frecuencias de Larmor. Por ejemplo diferencias
de 1ppmgenerandiferencias de 63Hzque en8ms (si estas diferencias están enunmismovoxel)
generan desfasajes de 180◦ que hacen que las señales se anulen, produciéndose una pérdida
de intensidad en la imagen final.
2. La composición química de lasmoléculas, por ejemplo con átomosmuy electronegativos como
el oxígeno, generan movimiento de las nubes electrónicas, lo que aumenta la frecuencia de
precesión de los protones y por lo tanto desfasajes.
3. La permeabilidad magnética de las distintas sustancias provoca que las lineas de campo tien-
dan a pasar (materiales ferromagnéticos) o a ser repelidas (materiales diamagnéticos), por lo
que seproducen inhomogeneidadesdecampomagnético ypor endediferencias en las frecuen-
cias de precesión de los núcleos, similar a lo explicado en el punto 1).
Considerando estas fuentes de desviación del tiempo teórico T2, puede obtenerse un T2* empírico
que responde a la ecuación:
1
T2∗
=
1
T2
+
1
T2′
, (1-18)
donde T2 es el tiempo de relajación intrínseco debido a la geometría de la molécula y T2′ el tiempo
de relajación debido a la inhomogeneidad de la muestra, del imán y de los gradientes.
Existen secuencias que usan pulsos que ponen en fase todos los núcleos, los cuales hacen que T2′ se
minimice y por lo tanto es posible obtener T2. Sin embargo, como se verá posteriormente el tiempo
T2∗ es sumamente útil y es la base de la fMRI.
El tiempo de relajación transversal espín-espín viene determinado por la libertad que tengan los nú-
cleos para desfasarse entre si, produciendo una desincronización, lo que dependerá principalmente
de la sustancia. Por ejemplo en el agua lasmoléculas semueven rápidamente, promediando las inho-
mogeneidades de campo rápidamente y por lo tanto el desfasaje se produce lentamente, por lo que
tiene un T2 largo. En cambio en los sólidos, al ser compactos hay una gran interacción espín-espín
que produce grandes inhomogeneidades de campo, presentando un T2 pequeño. En la Tabla 1-3 se
muestran los valores de T2 y T2* para diferentes tejidos y diferentes valores de campo permanente
[14].
Debido a que el desfajase de espines es un procesomuchomás rápido que la recuperación de lamag-
netización longitudinal, en la mayoría de los materiales el T2 << T1, mientras que el T2 general-
mente se ubica entre los 10 µs y los 100 ms, el T1 está entre los 50 µ s y 1 s. Además, se ha verificado
que el T1 depende del campo transitorio aplicado, del tipo de equipo, la temperatura e inclusive del
espesor de tejido, mientras que T2 es independiente del campo transitorio aplicado [9, 15, 16].
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1.5. Adquisición de la señal
Cuando se apaga el campomagnético transitorio en el plano xy, entonces el momentomagnético de
los núcleos comienza a volver en dirección al campo magnético permanente de acuerdo a la ecua-
ción de Bloch. Es en ese momento que las bobinas receptoras, las cuales se encuentran en el plano
xy, reciben la variación de campo únicamente transversal, por lo tanto en las antenas se observa una
señal, llamada Free Induction Decay (FID), que es producida por la corriente inducida debido a la va-
riación de campo magnético de acuerdo a la Ley de Faraday, la cual está representada en la Figura
1-4. Entonces, la envolvente de la señal recibida es la del decaimiento del campo transversal. Como
puede observarse en la figura, si se aplica un campo único solo puede recuperarse la señal T2∗, pe-
ro utilizando combinación de diferentes pulsos a diferentes ángulos es posible recuperar los tiempo
T2 y T1, y de esta forma ponderar el contraste de las imágenes producidas de acuerdo a diferentes
propiedades del tejido.
Figura 1-4: Señal de Free Induction Decay luego de la aplicación de un pulso de 90◦. Imagen modificada de [17].
En la imagen puede observarse que posterior a la eliminación del pulso de gradiente transitorio de 90◦ el tejido
produce una señal a la frecuencia de Larmour del campomagnético al que se halla expuesto elmismo. Esta señal
decaedeacuerdoal tiempodedecaimientoT2*debidoa las inhomogeneidadespropias del tejido y las interaccio-
nes internas. En gris claro se muestra la trayectoria que seguiría el decaimiento debido sólo a T2, en ausencia de
los efectos de interacciones internas. En la parte superior de la imagen se muestra la evolución de los desfasajes
entre espines amedida que pasa el tiempo.
1.6. Secuencias en MRI
Como se explicó anteriormente, en la práctica el decaimiento teórico T2 se ve afectado por las inho-
mogeneidades y la señal de decaimiento transversal obtenida es T2*, la cual es menor a T2. A partir
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de este fenómeno surgen dos familias de secuencias: Gradient Echo(GRE) y Spin Echo (SE)1.
Para poder entender estas secuencias primarias, primero es necesario explicar cuales son los tipos
de pulsos existentes. Estos pulsos semuestran en la Figura 1-5, en la cual debe destacarse que existen
dos tipos de pulso de 180◦, los primeros (Figura 1-5d) que se dan en el plano xy, que re-sincronizan los
momentosmagnéticos de todos los protones, que es llamado pulso de refoco o refocusing pulse. Y los
segundos pulsos de 180◦ (Figura 1-5 que invierten los momentos en el eje z, que se llaman pulsos de
inversión o inversion pulse. El pulso de 90◦ (Figura 1-5c) es el que se aplicó en la Figura 1-4. De acuerdo
a esto, es posible diseñar secuenciasmediante la combinación de pulsos con diferentes duraciones y
ángulos, obteniéndose así contrastes con información complementaria.
Figura 1-5:Disposición de losmomentosmagnéticos protónicos ante la aplicación de diferentes pulsos. Modifica-
do de [17].
1.6.1. Secuencias Gradient Echo
Existe una gran variedadde secuencias dentro de la familia de lasGRE, pero en general se caracterizan
por no tener unpulso de refoco (180◦) en elmedio de la secuencia, sino que la señal de eco se produce
cuando los pulsos se resincronizan al estimular con dos gradientes iguales, pero en sentido contrario.
Esta característica central hace que las imágenes GRE sean ponderadas en T2* y por lo tanto tengan
un tiempo de eco (TE) menor a las SE.
Debido a que las secuencias GRE están ponderadas por T2*, estas secuencias se caracterizan por ser
rápidas y sensibles a las inhomogeneidades del campo. Es por esta razón que la presencia demetales
(inclusive a nivel de lamicroestructura del tejido) producen artefactos, por lo que en este tipo de imá-
genes deben ser corregidas las deformaciones geométricas producidas por inhomogeneidades en el
campo del resonador.
1Estos términos usualmente son traducidos como Eco de Gradiente y Eco de Espín, pero dado que son conocidos por su
nombre en inglés, inclusive en los países de habla hispana, en esta tesis serán referidos por sus nombres en inglés.
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Figura 1-6: Secuencia Gradient Echo y la disposición de los vectores de magnetización a lo largo del proceso.
Modificado de [17]. Puede observarse que el gradiente permite recuperar la señal de eco a partir de pulsos de
gradiente opuestos luego de un tiempo de eco. En el sector superior de la figura se muestra el diagrama de la
disposición de pulsos, mientras que en el sector medio se muestra el proceso de desfasaje y resincronización de
los espines. Finalmente, en el sector inferior se muestra la señal de FID generada por la disposición de pulsos, en
la cual debe notarse que se recupera una señal que responde al tiempo T2*.
1.6.2. Secuencias Spin Echo
Estaes tambiénunagran familiade secuencias, peroque se caracterizaprincipalmentepor el pulsode
re-enfoque a la mitad de la secuencia, mediante el cual es posible sincronizar las fases, recuperando
la señal que está relacionada con T2. A esta señal que se recupera al poner en fase todos los núcleos
se le llama señal de eco y a partir de ella puede estimarse la curva del decaimiento de T2, comopuede
observarse en la Figura 1-7.
Comparadas con las secuencias GRE que están pesadas por T2*, las SE están pesadas por el tiempo
T2, lo cual les da una muy buena relación señal ruido y hace que no sean tan propensas a artefactos
generados por inhomogeneidades de campo como las que generan losmetales ferromagnéticos o las
grandes cavidades de aire como las senos paranasales.
1.7. Imágenes ponderadas
A partir de lo expuesto hasta el momento surge una pregunta natural... ¿Cómo es posible producir
secuencias que ponderen uno u otro de los tiempos de relajación? Para poder explicarlo, es nece-
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Figura 1-7: Secuencia Spin Echo y la disposición de los vectores de magnetización a lo largo del proceso. Modi-
ficado de [17]. En la parte superior se muestra el diagrama de pulsos magnéticos que componen una secuencia
Spin Echo, donde el componente característico es el pulso de refoco de 180◦ (marcado en rojo). En el sector medio
se muestra el efecto del pulso de refoco a nivel de los espínes, razón por la cual se produce la resincronización.
Finalmente, en el sector inferior semuestra la señal de FID obtenida, en lamisma semuestra que lamagnitud del
eco responde al decaimiento con un tiempo T2 en un tiempo de eco (TE).
sario introducir el concepto de Tiempo de Repetición (TR). Las MRI no se producen a partir de una
única secuencia de pulsos, sino que a partir de una serie de los mismos, es decir se repite unamisma
“estimulación” electromagnética una y otra vez, excitando periódicamente a los protones del área es-
caneada. El periodo al cual se repite esta secuencia de pulsos es el TR y como se verá es determinante
para el contraste de las imágenes generadas.
1.7.1. Imágenes ponderadas en T1
Ya sea en una secuencia GRE o SE, cuanto mayor es el TR, más cerca estarán los protones de volver
a su posición original entre estimulación y estimulación, es decir, de recuperar la magnetización lon-
gitudinal. Por lo tanto, a mayor TR, menor impacto de T1, debido a que todos los tejidos volverán al
estado basal. A medida que se reduce el TR, los tejidos con mayor T1, ya no volverán a su magneti-
zación basal, por lo que la imagen comenzará a ponderarse o a generar contraste de acuerdo a las
diferencias de T1 entre los tejidos. Es por ello que como regla general, cuantomayor sea el TR, menor
ponderación de T1 tendrán las imágenes generadas y viceversa.
1.7.2. Imágenes ponderadas en T2
Las imágenes ponderadas en T2 pertenecen a la familia de las SE y dado que no se desea que tengan
ponderación T1, tienen TR elevados. El parámetro fundamental de este tipo de imágenes es el TE y a
medida que se aumenta, el punto de trabajo se corre hacia la derecha en las curvas T2 de la Figura
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1-3. Por lo tanto, dependerá de qué tejidos quieren estudiarse, el TE que se seleccione. Como puede
verse en la Tabla 1-3, los T2 de la sustancia blanca y la sustancia gris se encuentran muy próximos
entre si, por lo tanto estas imágenes tienden a tener poco contraste entre estos tejidos. En cambio, el
liquido cefalorraquídeo (LCR) posee un valor de T2 muy superior y por lo tanto es una secuencia útil
para detectar edema.
1.7.3. Imágenes ponderadas en T2*
Las imágenes ponderadas por T2* tienen la característica de tener unamuy baja relación señal ruido
(en general), por lo tanto su utilidad esta relacionada con la capacidad de detectar cambios relacio-
nados con la inhomogeneidad del campo producidos por el hierro (en el caso de las hemorragias) o,
como se verá posteriormente, los cambios en la permeabilidad magnética de la hemoglobina en su
estado oxigenado o desoxigenado. El principio de ponderación de estas imágenes es el mismo que
para las T2, con la única diferencia que las secuencias utilizadas pertenecen a la familia de las GRE.
1.8. Codificación espacial y recuperación de la imagen
Codificación en el eje principal Hasta aquí se ha explicado la forma en la cual se generan los con-
trastes en las MRI, finalmente se presentará sintéticamente de quémanera se codifica el espacio para
poder obtener la información de cada voxel. De acuerdo a la ecuación (1-1), se puede deducir que si
junto al campo permanenteB0 se superpone un segundo campo con un gradiente espacial, es decir,
que varíe su intensidad a lo largo del eje z, entonces los protones de cada sección o slice en el eje z,
tendrán frecuencias de Larmor ligeramente distintas. En la Figura 1-8 se muestra esquemáticamente
este principio, donde en el panel rojo se puede ver que sin un gradiente todos los protones emiten
señales FID a la misma frecuencia, mientras que cuando se superpone un campo de gradiente en el
eje z, es posible separar las muestras (panel naranja) y así recuperar las cantidades de cadamuestra,
así como su ubicación en el espacio (panel verde).
Codificación en el plano transversal La codificación en el plano xy o transversal (de forma más
generalizada), se realiza con una estrategia combinada de codificación en frecuencia y en fase. En la
Figura 1-9 semuestra la estrategia usualmente usada; al igual que en la selección del slice pero con un
rangomenor, se codifica enunode los ejes de acuerdo a la frecuencia de Larmor usandoungradiente.
Con respecto a la otra dimensión, se usa un desfasaje selectivo, usando pulso de sincronización con
diferentes delays. De esta forma cada voxel genera una FID específica y es posible reconstruir así la
intensidad de la señal con un origen espacial específico.
Técnicas de optimización de secuencias En primer lugar es importante aclarar que las estrategias
mostradas para la codificación del voxel son a modo ilustrativo, ya que actualmente cada secuencia
ha sido optimizada de acuerdo a su finalidad. Por ejemplo, las secuencias 3D (donde se adquieren
volúmenes enteros, en vez de un slice a la vez) codifican los slices en la fase y además se usanmétodos
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Figura 1-8: Proceso de codificación en frecuencia usando un gradiente en el eje z. Basado en [18]. En la figura de
la izquierda se puede observar que con la única presencia de un campo permanenteB0 no es posible recuperar
la ubicación ni el conenido de cada vaso. En el centro se muestra que cuando se agrega un gradiente en el eje
delB0 se hace posible separar los vasos en el espacio debido a diferencias en las frecuencias de precesión de los
protones de cada vaso. Adicionalmente, a la derecha semuestraque la codificación en frecuencia permite estimar
las cantidades de líquido en cada vaso ya que la magnitud de cada señal responde a la cantidad de protones
presentes.
de localización espacial que se basan en medir la diferencia de amplitud entre las señales recibidas
por cada antena, las antenas que están más cerca de la fuente recibirán señales conmayor amplitud
que las más alejadas. De esta forma la localización se puede obtener de forma más precisa [19]. Una
técnica de optimización utilizada en las imágenes 2D se basa en la multiplexación de los ecos, en el
tiempo de repetición (ya que en un TR entranmuchos TE) y de esta forma se aceleran las secuencias,
ya que es posible adquirir varios slices a la vez [19].
Reconstrucciónde la imagen Para reconstruir la imagen (para el caso de las imágenes 2D) se utiliza
una Transformada de Fourier 2D, de la siguientemanera. Las antenas reciben señales FID a diferentes
frecuencias (codificación del eje x en la Figura 1-9), sin embargo la pregunta es cómo se recupera la
información de la fase. Para resolver este problema se puede plantear un ejemplo simplificado, en el
que el gradiente que codifica las fases (gradiente y en la Figura 1-9) es lineal. Entonces, el gradiente
puede ser expresado comoG(x) = G · x y por lo tanto la frecuencia en cada punto será:
f(x) = γ ·B(x) = γ ·B0 + γ ·G(x) = f0 + γ ·G · x, (1-19)
donde f0 es la frecuencia de precesión de los protones cuando son expuestos únicamente al campo
permanente B0. Entonces, se puede observar que mientras se mantiene el gradiente, el desfasaje
entre los protones a lo largo del eje x irá aumentando de acuerdo a la ecuación:
φ(x, t) = (γ ·G(x)) · t = (γ ·G · x) · t = (γ ·G · t) · x = kx(t) · x, (1-20)
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Figura 1-9: Proceso de codificación en el plano usando codificación en frecuencia y fase. Basado en [19]. En la
figura se muestra el proceso de codificación en el plano. En el eje x se muestra una codificación en frecuencia,
mientras que en el eje y se representa el proceso de codificación en la fase. Estas dos coordenadas (frecuencia,
fase) permiten reconstruir el nivel de gris de cada voxel.
donde kx es la cantidad de veces que entra el momento giromagnético γ bajo la curva de G en el
tiempo t, que justamente es la función del espacio de la transformada de Fourier. En la Figura 1-10
se muestra este principio en dos momentos de la adquisición. En un Ttemprano el desfasaje entre los
espines es pequeño, por lo que la alta sincronización produce señales de alta amplitud, que repre-
sentan los cambios espaciales de menor frecuencia. A medida que pasa el tiempo del gradiente, el
desfasaje entre los espines a lo largo del eje x aumenta y esto produce una menor sincronización de
fase y, por lo tanto, es posible obtener los cambios espaciales relativos a altas frecuencias espaciales.
Este proceso repetido para cada campo gradiente permite llenar el k-spacepara reconstruir la imagen
en el espacio anatómico.
En la Figura 1-11 semuestra como con el principio utilizado en la Figura 1-10 es posible llenar el espacio
complejo o k-space. Es de esta manera que solo haciendo la transformada inversa de Fourier del k-
space es posible recuperar la imagen original en su distribución espacial original.
Hay muchos aspectos relativos a la reconstrucción, el llenado del k-space y a la optimización de la
adquisición que escapan al alcance de esta tesis, puede verse una explicación detallada en [9, 19].
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Figura 1-10:Obtención de la señal en el k-space apartir de unpulso de gradiente. Basado en [19]. En unTtemprano
el desfasaje entre los espines es pequeño, por lo que la alta sincronización produce señales de alta amplitud, los
cuales representan cambios espaciales de menor frecuencia. A medida que pasa el tiempo, el desfasaje entre
espines aumenta, produciéndose unamenor sincronización y, por lo tanto, representando los cambios espaciales
en altas frecuencias espaciales. Este proceso es repetido para cada campo gradiente, llenándose así el k-space.
Figura 1-11: Reconstrucción de la MRI a partir del barrido en el k-space. Basado en [17]. En la figura se muestra
en primer lugar el proceso de llenado del k-space (arriba), con el que luego se utiliza la transformada inversa de
Fourier para reconstruir la imagen en el espacio anatómico (abajo).
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Capítulo 2
El estudio del cerebromediante imágenes
por resonancia magnética
El progreso en el estudio del cerebro que se ha logrado en los últimos 30 años, ha sido impulsado en
gran medida por el desarrollo intenso en diversas tecnologías [20]. Dentro de estas, las MRI son las
que permiten unificar el estudio de un amplio espectro de propiedades del cerebro, específicamen-
te permiten unificar una gran resolución espacial y de contrastes de tejidos, junto a indicadores de
integridad física e inclusive contar con imágenes que reflejan el estado bioquímico del tejido.
En esta tesis se realizó un desarrollo para el análisis combinado de toda la información contenida en
las MRI en diversas modalidades. Es por eso que para poder explicar los alcances, primero es nece-
sario hacer un breve repaso de cuales son las modalidades que se integraron en este trabajo y que
información es posible extraer de cada una de ellas.
2.1. Neuroanatomía normal y patológica con MRI
La primera pregunta que surge cuando se aborda tal título es: ¿Qué es normal? Hasta que punto es
posible asegurar que algo es normal o patológico y de acuerdo a qué criterios. A lo largo de los años
el cerebro va cambiando en su forma, en los volúmenes y espesores de las estructuras constitutivas
y es por ello que se vuelve difícil poder definir qué es normal y qué es patológico. En la Figura 2-1 se
muestran cerebros de pacientes sanos de diferentes edades, en la que puede verse como a medida
que pasan los años el tejido (tanto sustancia blanca como gris) reduce su volumen y en consecuencia,
las cavidades con LCR se agrandan. Estos cambios han sido estudiados desde diversos focos y la evi-
dencia actual muestra que no están relacionados a una atrofia, sino que a cambios a nivel del tejido
de soporte del tejido nervioso [21, 22, 23].
Entonces, parapoder estudiar laneuroanatomía senecesita enprimer lugaruna secuenciaquepermi-
ta distinguir las marcas anatómicas, es decir, tejidos constituyentes, surcos, cavidades, tejido circun-
dante al cerebro. Estas son las secuencias ponderadas en T1, en las que los tejidos se puedenobservar
con un contraste similar al que puede encontrarse en un preparado histológico: la sustancia blanca
se ve hiperintensa, la sustancia gris menos intensa y el LCR y el hueso se ven oscuros. En la Figura 2-2
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Figura 2-1: Cerebro de sujetos sanos de diferentes edades (i) 24 años, (ii) 46 años, (iii) 64 años y (iv) 86 años. Extraí-
do de [24]. En la figura se muestran para cortes correspondientes el efecto del envejecimiento a nivel estructural.
Puede observarse el agrandamiento de los volúmenes que contienen líquido cefalorraquídeo (ventrículos y espa-
cios entre corteza y cráneo) y consecuentemente un achicamiento de los volúmenes de sustancia gris y blanca.
se muestra un ejemplo de estas secuencias en los tres cortes estándar en los que se analizan las neu-
roimágenes (sagital, coronal y axial) y también se incluyen referencias espaciales con terminología
imagenológica.
Además de las secuencias ponderadas en T1, en el ámbito clínico se utilizan otras para resaltar proce-
sos patológicos desde el punto de vista anatómico e histológico, algunas de ellas se listan a continua-
ción [9, 19]:
T1 con contraste (Gadolinio): Este tipo de estudio se utiliza para resaltar los vasos sanguíneos
(que de otra forma son hipointensos) y para detectar la rotura de la barrera hematoencefálica.
Es muy utilizada en el diagnóstico de tumores. El Gadolinio es también utilizado en una se-
cuencia especial (angioresonancia) para estudiar los vasos sanguíneos del cerebro y posibles
malformaciones u obstrucciones.
T2:Esta secuencia tieneuncontraste opuesto a las imágenesT1, es decir, el LCReshiperintenso,
y los tejidos son hipointensos (la sustancia gris tienemayor intensidad que la blanca). Este tipo
de secuencia es útil para estudiar procesos que producen edema en el tejido, ya que, a mayor
proporción agua/grasa, mayor intensidad. Una de las desventajas de las secuencias T2 es que
las anomalías en regiones rodeadas de LCR pueden ser enmascaradas por la saturación de la
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Figura 2-2: Secuencia ponderada en T1 junto con referencias de planos y posiciones espaciales anatómicas.
señal que produce el líquido.
T2FLAIR (FluidAttenuated InversionRecovery):Esuna secuenciaponderadaporT2, endonde
se agrega un pulso de inversión para producir una pérdida de señal en el LCR y por lo tanto se
logra corregir la debilidad descrita en las imágenes T2, es decir, el líquido se ve hipointenso. En
esta secuencia las lesiones intra-tejido se ven hiperintensas, lo que la hace sumamente útil en
la práctica clínica.
STIR (Short TI Inversion Recovery): Es una secuencia que permite combinar contrastes de las
T1 y las T2, en donde gracias a un tiempo corto de inversión se logra atenuar la señal de la grasa.
Tiene utilidad para estudiar los nervios ópticos en enfermedades como la esclerosis múltiple.
GRE de alta resolución): este tipo de secuencias son ponderadas por T2*, que como se explicó
en el Capítulo 1 hace sensibles a las imágenes a agentes que puedan provocar inhomogeneida-
des de campo. La acumulación de metales en el tejido genera este tipo de inhomogeneidades,
es por eso que estas imágenes tienen gran utilidad en hemorragias, calcificaciones y en acu-
mulación de otro tipo de metales, como por ejemplo el cobre en la Enfermedad de Wilson o
acumulación de hierro en patologías hepáticas [25].
Secuencia BOLD (Blood-oxygen-level dependent): esta secuencia produce otro tipo de imáge-
nes ponderadas por T2*, pero a diferencia de las anteriores son extremadamente rápidas (un
volumen entero puede ser adquirido entre 1 a 2 segundos) y poseen una resolución espacial
baja. Se utiliza para estimar la actividad cerebral en el tiempo y es la base de la resonanciamag-
nética funcional, por lo que será desarrollada en el Capítulo 4 en profundidad.
SecuenciaDWI: Es una secuencia que se caracteriza por ser sensible almovimiento del agua en
el tejido, por lo que es posible estimar diferentes propiedades referentes a la microestructura
del tejido. A partir de esta secuencia es posible estimar la disposición de las fibras nerviosas
dentro del cerebro, es decir, la forma en la cual se conecta estructuralmente el cerebro [26, 27,
28].
En la Figura 2-3 se muestran algunas de las secuencias descritas anteriormente para un caso clíni-
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co estudiado durante la realización de esta tesis paramostrar las diferencias de contraste. El paciente
presentaun tumor enel lóbulo temporal izquierdo (en la convención radiológica el hemisferio izquier-
do se ve a la derecha y viceversa), que está produciendo un edema. Esto puede verse dado que en la
secuencia T1 seobservaunahipointensidad (aumentode la proporcióndeaguaenel tejido), quepue-
de confirmarse por la hiperintensidad en la secuencia T2. Las áreas tumorales específicas (donde la
barrera hematoencefálica está dañada) puede verse en las imágenes con contraste, como hiperinten-
sidades. Nótese que los vasos sanguíneos también se tornan hiperintensos en la misma secuencia,
por efecto del contraste con Gadolinio. Finalmente en la imágenes T2 FLAIR es posible ver que el tu-
mor se ve hiperintenso y también es interesante observar la baja resolución de los cortes sagitales y
coronales, lo que se debe a que la secuencia no es 3D, sino que solamente es un conjunto de cortes
axiales (a eso se debe la alta resolución axial).
Figura 2-3: Secuencias T1, T1 con contraste, T2 y T2 FLAIR para un caso con un tumor en el lóbulo temporal iz-
quierdo, se pueden observar los efectos producidos por el proceso patológico en cada una de ellas. En la figura
puede observarse el proceso patológico en cada secuencia. En la secuencia T1 puede observarse como una hipo-
intensidad con respecto a lamisma región en el hemisferio derecho. Con la introducción de contraste se puede ver
que la lesión se vuelve hiperintensa, indicando una rotura de la barrera hematoencefálica. En la secuencia T2 se
observa la región hiperintensa, que indice un edema y unmayor contenido de agua en el tejido. Finalmente en la
secuencia T2 FLAIR se puede observar una hiperintensidad en la lesión.
2.2. Las MRI en el diagnóstico diferencial de neuropatologías
En la actualidad las MRI tienen un rol crucial en el diagnóstico de neuropatologías, así como en las
decisiones terapéuticas de variadas enfermedades. A continuación se expone un breve resumen de
algunas de las patologías más usuales:
Enfermedades neurodegenerativas: las patologías como la Enfermedad de Alzheimer, De-
mencia Fronto-Temporal, Enfermedad de Parkinson, atrofiamultisistémica son diagnosticadas
deacuerdoal gradodeatrofia con respectoalmodelomental de cerebroque tienen losmédicos
especialistas en imágenes y los médicos tratantes con respecto a la edad. Claro que las MRI no
dejan de ser un estudio complementario y gran parte del diagnóstico tiene que ver con los sig-
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nos y síntomas clínicos que observa el neurólogo a partir de diversos estudios y/o instrumentos
de análisis. A pesar de ello, las MRI tienen un rol fundamental en este proceso [29, 30, 31, 32].
A pesar de que en la clínica solo se utiliza la información estructural y por lo general de forma
cualitativa, hay indicios de que en los próximos años se impondrá el uso demedidas cuantitati-
vas, con el uso de herramientas derivadas de laminería de datos y el machine learning, usando
no sólo información estructural, sino también funcional [33, 34, 35].
Epilepsia: el uso de neuroimágenes en el estudio de la epilepsia en sus diversos tipos esta sien-
do desarrollado. Desde el punto de vista clínico es muy común que las neuroimágenes solo
sean usadas para buscar anomalías estructurales que pudiesen estar relacionadas con el foco
epileptogénico [36] como las displasias corticales [37] o los tumores cerebrales[38].
Entre los desarrollos que se están realizando en la actualidad se pueden destacar la optimiza-
ción en el uso de la información estructural, como por ejemplo el espesor de corteza y el con-
traste intensidad de sustancia gris/intensidad de sustancia blanca para encontrar displasias de
forma automatizada o semi-automatizada. También se está desarrollando el uso de la informa-
ción multimodal (T1+T2 FLAIR) para encontrar lesiones o displasias corticales [39]. El uso de la
conectividad funcional (que se explicará en el Capítulo 4) y estructural (que se explicará en el
Capítulo 3) también se está explorando para poder encontrar focos epilépticos o posibles tera-
péuticas no ablativas [40].
Tumores ymalformaciones arterio-venosas (MAVs): Este tipo de patologías requiere un aná-
lisis de cuáles son las estructuras comprometidas por el proceso patológico y las MRI general-
mente se utilizan para su seguimiento y para la planificación prequirúrgica. En este análisis pre-
quirúrgico se estudia cuales son las alternativas para realizar la cirugía y se tienen en cuenta las
imágenes estructurales (las cuales sirvenpara estudiar la extensióndel proceso), así como la co-
nectividad estructural (cómo los paquetes de fibras conectan grupos corticales y subcorticales
de cuerpos neuronales) y también la conectividad funcional (cuales son los grupos neuronales
implicados en una o varias tareas). De este modo es posible estimar cuales son las consecuen-
cias funcionales de cada alternativa prequirúrgica. Esta aplicación será presentada con ejem-
plos en el Capítulo 6.
Esclerosis múltiple: esta es la patología en donde se puede tener una magnitud de la real uti-
lidad de las MRI en las neurociencias clínicas. Los criterios de diagnóstico y seguimiento de la
esclerosismúltiple estándefinidosdeacuerdoa los resultadosde lasMRI [41] y los pacientesde-
ben seguir un régimen de seguimientomuy estricto, en donde deben hacerseMRI cada 6meses
para estudiar su evolución.
Debido a esto, existen diversos desarrollos tecnológicos deMRI para cuantificar la evolución de
la materia gris y más especialmente la materia blanca [42, 43, 44]. Debido a la gran cantidad
de estudios y a su frecuencia, esta es una de las patologías donde existe mayor interés en tener
herramientas robustas de cuantificación estructural y funcional [45, 46, 47].
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2.3. Neuromorfometría con MRI
La neuromorfometría es un área que conjuga la neurología, la neurorradiología y la bioingeniería,
cuyo objetivo es la descripción cuantitativa de diferentes características del encéfalo (volúmenes, su-
perficies, espesores, núcleos, parcelas corticales, formas y otras) a partir de las imágenes (principal-
mente MRI). Este conjunto de técnicas surge como una alternativa al análisis visual de las imágenes y
permite realizar estudios cuantificados de la estructura cerebral, que no dependan del observador.
El proceso de segmentación de estructuras está dividido en diversos pasos y de acuerdo a las carac-
terísticas del cerebro que se quieran estudiar, se utilizan diferentes abordajes. A partir de ello han
surgido subdivisiones de la neuromorfometría, las más importantes son:
Morfometría basadas en voxel (Voxel-based morphometry (VBM)) [48]: fue la primera técnica
desarrollada para realizarmorfometría. Generalmente se utiliza un atlas (un cerebro promedio)
para detectar diferentes zonas de interés y a partir de ello se comparan niveles de grises y ca-
racterísticas a nivel de voxel entre sujetos o entre grupos de sujetos. Lamayor debilidad de esta
técnica en que todos los cerebros deben registrarse1 al cerebro estándar y ello provoca que los
cerebros conmalformaciones y/o atrofias significativas produzcan resultados con artefactos. A
pesar de ello, esta técnica es utilizada y está implementada enpaquetes de soware (comoSPM
(Statistical Parametric Mapping [49])). Un ejemplo del resultado de una segmentación VBM se
muestra en la Figura 2-4, en donde se indican algunas de las regiones segmentadas.
Morfometría basada en superficies (Surface-based morphometry (SBM)) [50]: Fue una técnica
posterior, que mejora las deficiencias de la VBM, ya que genera superficies (utilizando mallas)
corticales y subcorticales y a partir de allí utiliza los surcos y saliencias (circunvoluciones) del
cerebro para registrar el cerebro a un atlas y así determinar las diferentes regiones. Uno de los
procesos que se puede realizar con este abordaje es estirar la corteza, como si se pudiese ”in-
flar” el cerebro (como se verá en el Capítulo 5), pudiéndose observar áreas corticales que de
otra forma quedan ocultas por lo pliegues. En la Figura 2-5 se muestra el resultado final de un
procesamiento utilizando SBM, donde es posible obtener todo tipo de métricas respecto al es-
pesor, volumen, área, curvatura, desvío estándar del espesor y otras métricas de cada región
marcada.
Morfometríabasadaendeformación (Deformation-basedmorphometry (DBM)) [51, 52]: este tipo
demorfometríapermite valorar la formade lasdiversas estructuras y realizar un seguimientode
cómo cambian con el tiempo. Existen investigaciones que demuestran que estructuras cortica-
les se deforman selectivamente de acuerdo a una enfermedad, y que posiblemente estas defor-
maciones tienenun significadopatológicoparticular.Múltiples ejemplos de ello semuestran en
la Figura 2-6. En esta tesis no se abordará este tipo demorfometría, pero paramás información
consultar2.
Morfometría basada en regiones o parcelas (Region- or label-based morphometry (RBM)): este
1Término que proviene del término Image Registration en inglés y se refiere al proceso de encontrar la función que rela-
cione ambos espacios, pudiéndolos llevar a un mismo espacio de coordenadas y así encontrar regiones ya etiquetadas en
el atlas, en la imagen nueva.
2http://gsl.lab.asu.edu/
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Figura 2-4: Regiones subcorticales segmentadas por VBM usando FreeSurfer.
abordaje intenta responder a la pregunta sobre cómo es más apropiado dividir al cerebro en
diferentes regiones y sub-regiones. Se halla sumamente relacionado con la VBM y con la SBM,
ya que dependiendo del abordaje de registración y modelado tridimensional del cerebro, la
delimitación de regiones será planteada de una manera diferente [55]. Adicionalmente, diver-
sos estudios plantean la necesidad de parcelar al cerebro de forma individualizada, ya no de
acuerdo amarcas neuroanatómicas, sino que a los perfiles de conectividad estructural [56] y/o
funcional [57, 58].
Otros (Detección y cuantificación de lesiones, source-basedmorphometry, etc) [59, 60]
Es razonable esperar que la neuromorfometría tenga un uso extensivo, con un gran impacto en la
práctica médica, ya que una de las principales limitaciones en la inspección visual del cerebro es la
dificultad para analizar una estructura irregular tridimensional a partir de observar diferentes planos.
Esta particularidad del cerebro limita la capacidad de un profesional a detectar (y cuantificar) proce-
sos que se extienden en el espacio de forma tridimensional. Es por ello que la morfometría pueden
ser aplicada en las siguiente áreas:
Seguimiento de procesos fisiológicos (crecimiento, desarrollo, envejecimiento) [61, 62, 63].
Asistencia en la detección de patologías [64, 65, 66, 67].
Asistencia en el seguimiento de patologías progresivas o de procesos patológicos [68, 69].
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Figura 2-5: Resultados de una segmentación cortical usando FreeSurfer. A la izquierda semuestra la corteza ”in-
flada” y a la derecha la corteza dividida en regiones, de acuerdo a la distribución anatómica original. Nótese que
en la corteza ”inflada” se puede ver un gran área amarilla (la ínsula), que en la superficie anatómica (superficie
pial) se oculta dentro de la Cisura de Silvio.
Asistencia en el diagnóstico diferencial [70, 71].
Usodeherramientasdeclasificaciónestadísticaen ladeteccióndepatronespatológicosenneu-
roimágenes [34, 60, 72].
Uso de la segmentación obtenida como base anatómica para un posterior análisis multimodal
[56, 56, 57, 58].
A lo largo de esté trabajo se abordarán varios de los aspectos de las aplicaciones enumeradas y se
mostrarán ejemplos prácticos de su desarrollo y utilización.
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Figura 2-6: Ejemplos del proceso de análisis de deformación para estructuras subcorticales. Imagenmodificada
de http://gsl.lab.asu.edu/conformal/substructure.png (Accedido el 20/09/2017). En la figura se muestra que me-
diante análisis de forma se encontraron cambios específicos en los ventrículos en el virus de inmunodeficiencia
humana (VIH) [51], en los hipocampos en enfermedad de Alzheimer [53] y en el tálamo en niños nacidos prematu-
ramente [54].
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Capítulo 3
Resonancia magnética funcional y
conectividad funcional
La fMRI es una técnica que permite estudiar al cerebro en funcionamiento. A pesar de que existen
numerosas tecnologías para realizar esta tarea, las principales ventajas que tiene la fMRI son su gran
rangode resolución espacial y temporal, almismo tiempoquees completamente inocua yno invasiva
[73]. Si se compara con el electroencefalograma (EEG), las fMRI tienen unamejor resolución espacial y
permiten tener información de estructurasmediales y subcorticales. Por otro lado, el EEG cuenta con
una excelente resolución temporal y el equipamiento necesario para su realización es sumamente
accesible.
Una de las principales ventajas de la fMRI es que la información obtenida puede ser combinada con
el resto de las modalidades de MRI. De esta manera, es posible caracterizar al funcionamiento del
cerebro teniendo en cuenta la información estructural y de conectividad estructural. A pesar de ello,
actualmente este uso es prácticamente inexistente en la clínica y escaso en el ámbito de la investiga-
ción, es por ello que esta tesis intenta avanzar en el uso sinérgico de las diferentes modalidades en
MRI.
3.1. El contraste dependiente del nivel de oxígeno en sangre (BOLD)
Como se ha explicado hasta elmomento, lasMRI nos permiten extraer una gran cantidad del informa-
ción estructural sobre el cerebro de un determinado sujeto. Es esperable que la información estructu-
ral pueda tener un grado de correlación con ciertos aspectos funcionales. Por ejemplo, un sujeto con
una demencia tipo Alzheimer generalmente presenta algún tipo de atrofia en los lóbulos temporales,
en los hipocampos y regiones aledañas. Sin embargo, también es cierto que existen ciertos aspectos
que pueden no tener un correlato estructural y que solo tienen una expresión funcional. Por ejem-
plo, muchas veces es importante conocer si frente a la extracción de un tumor en el lóbulo frontal
izquierdo un paciente puede o no quedar afásico. Para poder responder este tipo de cuestiones, es
necesaria una herramienta como la fMRI, la cual nos permite entender al cerebro como un fenómeno
dinámico, en el cual diferentesmódulos deprocesamiento trabajan en conjunto, de formaorganizada
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y descentralizada para lograr una tarea [74].
El principio de funcionamiento de la fMRI surge en el año 1936, cuando Pauling describe el cambio
de las propiedades magnéticas de la hemoglobina de acuerdo a su estado de oxigenación [75]. En el
trabajo demuestra que la hemoglobina es diamagnética cuando está unida a moléculas de oxígeno
(oxi-hemoglobina o HbO2), es decir, es fuertemente repelida por los campos magnéticos; mientras
que cuando está desoxigenada (desoxi-hemoglobina oHb) es paramagnética, es decir, es débilmente
atraída hacia los campos magnéticos. En 1990, Ogawa utiliza este principio físico-químico para mos-
trar que las secuencias pesadas por T2* (GRE) eran sensibles a este cambio en la propiedades de la
hemoglobina y mostró cambios en las imágenes de la corteza de una rata frente a diferentes condi-
ciones de oxigenación [76]. En la Figura 3-1 se muestran los resultados obtenidos por Ogawa [76], en
donde puede observarse la diferencia en contraste que produce la sangre cuando esta oxigenada y
desoxigenada. Es por esta razón que a la señal producida por este fenómeno se la llamo señal depen-
diente del nivel de oxígeno en sangre (BOLD por Blood-oxigen-level-dependent).
Figura 3-1: Influencia de la oxigenación de la hemoglobina en la señal T2*. En A se muestran las diferencias en
contraste SE y GRE frente a sangre oxigenada y desoxigenada. En B semuestra la utilización de estemismo efecto
en un tejido in-vivo, en este caso con el cerebro de una rata. Debe observarse que la presencia de sangre desoxi-
genada a nivel de los capilares produce una caída en la señal de BOLD (imagen inferior). Imagen modificada de
[76].
De los experimentos de Ogawa se concluyó que la concentración de Hb reduce la señal de BOLD y por
lo tanto es posible obtener una estimación de la concentración de oxígeno a nivel de los capilares a
través de una MRI con una secuencia GRE.
3.2. Bases fisiológicas de la resonancia magnética funcional
Para asociar la señal de BOLD con la actividad neuronal, es necesario responder varios interrogantes:
1) ¿Cuál es el significado fisiológicode la concentracióndeoxígenoen los capilares cerebrales?, 2) ¿Existe
alguna correlación entre el flujo cerebral y la actividad?, 3) ¿Hay alguna relación entre la actividad eléc-
trica neuronal y el consumo de oxígeno? y 4) ¿Qué mecanismos fisiológicos locales y globales se ponen
enmarcha frente a una determinada actividad?.
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Estas son preguntas que tienen mucha historia dentro de la investigación neurofisiológica y que han
generado mucho debate en las comunidades científicas. Para responderlas de forma ordenada, pri-
mero se debe repasar cual es la organización celular en el tejido nervioso y de qué manera se realiza
el consumo metabólico en las neuronas. Contrariamente al tejido muscular, la neuronas no tienen
la capacidad de realizar trabajo anaeróbico durante tiempo prolongado, es por ello que el consumo
de oxígeno a nivel neuronal refleja de forma fiable las demandas metabólicas [8]. Sin embargo, no
es seguro que las necesidades metabólicas del tejido nervioso estén altamente relacionadas con la
actividad de procesamiento. Profundizando en este sentido, Attwell y Laughlin cuantificaron en roe-
dores la cantidad de energía que es utilizada para cada función y hallaron que alrededor del 75%
es usada para actividades de procesamiento, mientras que únicamente el 25% es para mantener la
homeostasis del tejido [77, 78].
Además, diversas investigaciones han corroboradoque frente a unaumento en la demandaneuronal,
hayuna respuestahemodinámica en la cual el aumentode lademandadeoxígenoporpartedel tejido
es menor al aumento de disponibilidad que se da localmente, por lo que se dice que hay una sobre-
compensación [8]. En la Figura 3-2 se muestran los cambios fisiológicos que se producen frente a un
aumento de la actividad neuronal. En primer lugar se produce un aumento del consumometabólico,
que genera un estímulo al sistema vascular para que se produzca un aumento del volumen minuto
que llega a la región. Este aumento genera una marcada disminución de la concentración de Hb a
nivel de los capilares periféricos a la población neuronal. Como consecuencia de ello, se produce un
aumento en la intensidad en las secuencias con contraste T2* [79].
Figura 3-2:Cambios fisiológicos implicados en la señal deBOLD. Imagenmodificadade [79]. En la figura semues-
tran todos los procesos implicados en la generación de la señal de BOLD, desde el consumo energético producido
por la respuesta neuronal (75%), que luego da lugar a una respuesta hemodinámica a nivel de los capilares, lo
cual da como resultado un cambio en la concentración de Hb en sangre a nivel de los capilares cerebrales y un
cambio en el volumen sanguíneo, que provocan en un cambio en la señal de BOLD registrada por la secuencia
ponderada por T2*.
Entonces, hasta el momento se ha explicado cuales son los procesos fisiológicos que hacen que la
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señal de BOLD y la actividad neuronal estén correlacionados entre si, pero todavía quedan dos inte-
rrogantesmuy importantes: 1) ¿Qué tipo de relación vincula a la actividad neuronal y la señal de BOLD?
y 2) ¿Existe alguna respuesta estereotipada que podamosmodelar y de ser así es similar entre regiones
y entre sujetos?
Laprimeradeestaspreguntas fue investigadaporHeeger enanimales, a travésdeestudiosneurofisio-
lógicos, en donde se observó que la relación entre la señal de BOLD y la actividad eléctrica neuronal.
En el año 2000 Heeger y colaboradoresmostraron la relación que existe entre la activación de grupos
neuronales en la corteza visual V1 de los monos y la señal de BOLD, la cual se muestra en la Figura
3-3A [80]. Reforzando estos hallazgos, diversas investigaciones concluyeron que, en grupos de cuer-
pos neuronales, la señal de BOLD está altamente correlacionada con la actividad electro-fisiológica
[80, 81]. La segunda de las preguntas también fue estudiada y encontrándose que la respuesta ob-
servada en la señal de BOLD es una respuesta estereotipada con respecto a un estímulo, es decir, fue
posible hallar una función de transferencia con la cual, a partir de una entrada estímulo x(t) es posi-
ble predecir la señal de salidaBOLD y(t) (Figura 3-3B). A esta señal se la llamóHemodynamicResponse
Function (HRF), la cual fue estudiada en diversas zonas corticales y subcorticales frente a diferentes
estímulos [82, 83]. En la Figura 3-3C y 3-3D se muestra que la HRF presenta cierta variabilidad, pero
a pesar de ello conserva su forma inalterada frente a diferentes estímulos, respondiendo de manera
lineal a la amplitud y duración del mismo [82, 84, 85].
Figura 3-3: La señal deBOLD y su relación con la actividadneuronal. En A) semuestra los resultados de un estudio
realizado enmonos, relacionando la actividadneuronal y la señal deBOLDparadiferentes imágenes con contras-
tes en aumento(eje x) (Imagen basada en [80]). En B) se muestra un diagrama esquemático de la señal HRF. En
C) los resultados de un estudio sobre la variación de la HRF frente a estímulos de diferente duración y amplitud,
en la cual se puede observar la linealidad de la respuesta de la HRF (Imagen basada en [83]). En C) se muestra la
linealidad de HRF (Imagen basada en [83]) y en D) la variabilidad inter-sujetos e intra-sujeto de la HRF (Imagen
basada en [84])
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3.3. Paradigmas en fMRI
Dado que se tiene una técnica que permite estimar la actividad neuronal a partir de una imagen 4D,
surge la pregunta ¿Cómo se utiliza la técnica para responder preguntas biomédicas relevantes?, es allí
donde surgen los distintos paradigmas de estimulación. A continuación se resumen brevemente cua-
les son las bases de cada paradigma y sus aplicaciones más típicas:
Paradigmapor bloques: Este paradigma fue el primero en ser desarrollado y es actualmente el
más utilizado en las aplicaciones clínicas. Su alto éxito se debe a que tiene menor cantidad de
problemasconel ruidoyesmás sencillode implementar experimentalmente. En laFigura3-4 se
muestra la disposición de los bloques, en los que generalmente A y B son dos tareas diferentes.
Estos bloques serán definidos dependiendo de la pregunta que se quiera responder [86].
En la práctica clínica, como se verá en el Capitulo 6, generalmente la pregunta responde a ¿Qué
regiones están implicadas con una determinada tarea?, es por ello que en uno de los bloques
se utiliza el reposo o un no estímulo. Además, en las investigaciones neurocognitivas muchas
veces se intenta responder preguntas como ¿Qué regiones se reclutan frente a una tarea con un
grado de complejidadmayor? o ¿Qué áreas se utilizan cuando una determinada imagen tiene un
contenido emocional, frente a imágenes neutras?, en estos casos ambos bloques tendrán estí-
mulos.
Con respecto a los tiempos para cada bloque, es importante utilizar tiempos de bloques dema-
nera que se respeten los procesos fisiológicos implicados en la señal de BOLD. Como semostró,
la HRF tiene un tiempo hasta que vuelve al reposo que es importante tener en consideración
(aproximadamente 12 segundos). En la práctica clínica, debido a que los métodos de procesa-
miento implementados por los soware proporcionados por los fabricantes de los resonadores
sonmuy rudimentarios, es necesario tener esto en consideración. Es por ello que generalmente
se recomiendan tiempos de bloque de aproximadamente 30 segundos. Sin embargo, dado que
la señal BOLD pueden ser modelada como un sistema lineal invariante en el tiempo (LTI), exis-
ten métodos de procesamiento en los que el tiempo de bloque puede ser fijado en cualquier
duración.
A pesar de que la duración del bloque puede ser de cualquier duración, es importante tener
en cuenta ciertos puntos para obtener resultados de mejor calidad. El tiempo de cada bloque,
debe teneruna frecuenciaquenose solapeconningúnproceso fisiológico conocido (frecuencia
cardíaca y frecuencia respiratoria) y el estímulo nodebe estar asociado a algúnmovimientoque
tenga lamisma frecuencia que el estímulo. Esto se debe a que si existe algún ruido a unamisma
frecuencia que los bloques, entonces los resultados estarán contaminados por un proceso que
será difícil de filtrar.
Paradigma por eventos: El paradigma por eventos es una generalización del paradigma por
bloques, en donde los eventos son interpretados como bloques de duración arbitraria. En la
práctica clínica no es utilizado por su difícil sistematización y procesamiento, pero esmuy utili-
zado en investigaciones neurocognitivas [86].
La mayor problemática metodológica es que la actividad espontánea cerebral es considerada
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Figura 3-4: Diseño por bloques en fMRI. En la figura se puede observar que el diseño por bloques esta compuesto
por dos tareas que se intercalan en el tiempo. A partir de la diferencia entre ambas tareas, se puede hipotetizar
que las regiones activadas diferencialmente son las implicadas en el proceso cerebral diferencial entre ambas
tareas.
”ruido”, aunque esta explica (comomínimo) el 80%de la varianza de la señal. Esta hipótesis de
trabajo lleva a una muy baja relación señal/ruido por realización de un evento, por lo que para
poder sortear este problemaunmismoeventodebe ser repetido numerosas veces, para a partir
de ello utilizar técnicas de promediación coherente para aumentar la relación señal/ruido [87].
Paradigma de reposo: Este paradigma será tratado en la próxima sección, pero se basa en ha-
cer que el sujeto simplemente se recueste en el resonador, sin una tarea definida. Una de las
dificultades de esta técnica es que no se puede definir una señal de entrada (estímulo) y por lo
tanto no se puede usar las mismas técnicas de procesamiento que en los métodos anteriores
[88].
Paradigma de estímulos naturales: En este paradigma se estimula al sujeto con una serie de
estímulos continuos y complejos, los cuales pueden ser descompuestos en diversas compo-
nentes semánticas. Utilizando esto se puede mapear al cerebro realizando tareas reales, y así
estudiar la organización del procesamiento a lo largo del tiempo, encontrandomódulos de pro-
cesamiento semántico específico [89, 90, 91, 92, 93]. Es una de las áreas de mayor desarrollo
actualmente en el estudio de la neurocognición [93].
3.4. Resonancia funcional en reposo
La resonancia magnética funcional en reposo o resting state fMRI (rs-fMRI) es una técnica que surge
en el año 1995, con un estudio realizado por Bharat Biswal [94], pero que, como él mismo cuenta, fue
muy difícil que fuese aceptada e inclusive fue muy criticado en su momento por sus compañeros de
laboratorio [95]. Sin embargo, no fue hasta el 2002/2003 que la idea de estudiar al cerebro en reposo
fue acuñada por otros científicos [96, 97].
En un principio, la rs-fMRI fue una serie de observaciones científicas fenomenológicas, sin bases fi-
siológicas que pudieran justificarlas. Se reportó que diversas regiones distantes entre si presentaban
patronesdeactividad (ode señal BOLD) altamente correlacionados yque, interesantemente, estas re-
giones estaban relacionadas con tareas en estudios de fMRI en bloques y también con otros tipos de
abordajes neurofisiológicos [94, 96, 97, 95]. Uno de los hechos que fomentó el estudio de la rs-fMRI
fue que existían muchas preguntas relacionadas con la variabilidad intrínseca de la señal de BOLD
debido a la varianza explicada por la ejecución de una tarea representaba comomáximo el 5% de la
señal BOLD, mientras que la variabilidad propia del reposo representaba un 80% de la varianza de la
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señal [87, 98].
Estudiosposterioresencontraronque laactividad intrínsecadel cerebroen reposo tieneunaorganiza-
ciónestructuradaendiferentes redes yqueéstas sonconsistentes entre sujetos. En2006,Damoiseaux
y colaboradores respondieron dos preguntas centrales de la resonancia magnética en reposo, 1) Si
existían redes funcionales1 que podían ser encontradas a partir de registros de resonanciamagnética
funcional en reposo y 2) Si estas redes podrían ser consistentemente encontradas en diferentes suje-
tos. Ambas preguntas fueron respondidas favorablemente y, utilizando la técnica de procesamiento
Análisis de Componentes Independientes o Independent Component Analysis (ICA), fue posible ais-
lar redes que consistentemente pueden ser encontradas en diferentes sujetos [99]. Posteriormente,
Smith y colaboradores profundizaron este trabajo, comparando las redes de conectividad en reposo
o Resting State Networks (RSNs) encontradas en 36 sujetos con una base de datos de 7.342 mapas de
activación en fMRI (provenientes de 29.671 sujetos), en donde se encontró que las RSNs estaban re-
lacionadas con diferentes redes asociadas a distintas tareas y que por lo tanto es posible estudiar la
organización funcional del cerebro a través de la actividad del cerebro en ”reposo” [100]. En la Figura
3-5 semuestran las 10 redesmás importantes que fueron descritas por ser lasmás consistentes, junto
a su interpretación funcional a partir de la correlación con estudios de fMRI por bloques o eventos
[100].
Figura 3-5: Redes de conectividad en reposo y los dominios funcionales implicados según [100]. Imagen basada
en [100]. En la izquierda se muestran las 10 redes de conectividad en reposo principales encontradas por Smith y
colaboradores, las cuales se encontró están altamente relacionadas con procesos cerebrales específicos como se
muestra en la derecha. Se puede observar como las RSNs de la 1 a la 3 están relacionadas con la percepción visual
y su procesamiento. Otro ejemplo es la RSN número 10, la cual está relacionada a procesos relacionados con el
lenguaje y la memoria.
Hallazgos posteriores mostraron que la organización (o conectividad) funcional y la conectividad es-
tructural estaban relacionadas [88, 101, 102, 103] e inclusive se ha descrito cómo esta relación cambia
durante la vida [104]. A pesar de ello, también existe evidencia de que la conectividad funcional tiene
aportes dinámicos y cambios de estados que no pueden ser explicados únicamente por la conectivi-
dad estructural [105, 106, 107, 108].
1Se entiende por Red Funcional a un conjunto de regiones separadas espacialmente y que presentan un alto grado de
correlación en sus patrones de actividad.
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3.5. Conectividad funcional
Hasta elmomento se han desarrollado algunos de los conceptos implicados en lo que es la Conectivi-
dad Funcional, sin embargo, en esta sección se profundizarámás en algunos aspectosmetodológicos
de su estudio y algunos de los interrogantes actuales que serán retomados en el Capítulo 8.
El concepto de conectividad funcional se halla ligado a que dos regiones del cerebro que se encuen-
tran separadas espacialmente, pueden tener algún tipo de relación funcional entre si. Experimental-
mente, esta relación puede ser medida de distintas formas, de manera de que es posible redefinir la
conectividad funcional de acuerdo a la manera en la cual se cuantifica el parecido en la actividad de
dos regiones. La correlación lineal ha mostrado ser capaz de captar la relación funcional que existe
entre dos regiones [109] y por ello se ha establecido como un estándar para cuantificar la conectivi-
dad funcional entre dos regiones. Para corregir la correlación de Pearson, demanera de asegurar una
distribución gaussiana, se usa la transformación de la correlación a Z-score, usando la transformación
de Fisher [110, 111, 112].
En la Figura 3-6 se muestra la comparación de resultados utilizando la correlación para estimar la
conectividad funcional en reposo y los vóxeles funcionales en un protocolo de fMRI por bloques de
finger tapping (movimiento de dedos). Como puede observarse las áreas que trabajan en conjunto
para realizar una tarea tienen una alta conectividad funcional también en reposo, que en un principio
permitiría estudiar una gran cantidad de redes específicas del cerebro a partir de una única adquisi-
ción y con un protocolo experimental simple.
Considerando al registro de BOLD como una imagen 4D, en donde la señal de cada vóxel puede ser
seguida en el tiempo, es posible interpretar a la fMRI como un conjunto de señales temporales (como
en el electroencefalograma). Si se utiliza una parcelación y se promedia la intensidad del conjunto de
vóxeles que componen cada parcela para cada instante de tiempo es posible obtener un conjunto de
señales temporalespromedioporparcela. Apartir deello, sepuedeexpresar la conectividad funcional
a travésde lamatrizdeconectividad funcional, queconsisteenunamatrizdecorrelaciónde las señales
temporales de cada parcela con las demás.
Además, diversas investigaciones han mostrado que la conectividad funcional (inclusive en reposo)
no es un fenómenoestacionario y que, por lo tanto, es necesario considerar sudinámica [107, 113, 114].
A partir de ello, se han desarrollado métricas que tienen en cuenta esta dinámica de la conectividad
funcional o functional connectivity dynamics (FCD) [115], en contraposición con la conectividad fun-
cional que considera la sesión de rs-fMRI en su totalidad, a la cual se designó como static functional
connectivity [107] o grand average funcional connectivity[116] o simplemente Functional Connectivity
(FC) dependiendo del autor. La formamás sencilla de estudiar la FCD consiste en el estudio del cam-
bio de la correlación entre las diferentes parcelas cerebrales en el tiempo. En la Figura 3-7 semuestra
un resumen del concepto de la FCD (en a) y posteriormente se muestra la evolución temporal de la
correlación para diferentes regiones.
El estudio de la conectividad funcional se encuentra endesarrollo actualmente y existenmuchos con-
ceptos que no han podido ser abordados en este capítulo por cuestiones de extensión. Cada red fun-
cional de las que se han presentado en la Figura 3-5 ha sido estudiada en procesos fisiológicos y pa-
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Figura 3-6: Concepto de conectividad funcional utilizando un vóxel como semilla (en a) y su comparación con los
resultadosdeunexperimentode fMRI conbloques (b) utilizandoelmismovóxel semilla. Imagenbasadaen [88]. En
la figura semuestra los resultados comparativos entre la conectividad funcional hallada para las regiones impli-
cadas en el movimiento de dedos usando el paradigma basado en tareas (en b) y las regiones halladasmediante
el uso de la correlación de las señales de BOLDmediante un paradigma de reposo. Como puede observarse abajo
a la derecha, si se utiliza una semilla en la cortezamotora las regiones con alta correlación recuperan lasmismas
regiones que las involucradas en el movimiento durante la tarea.
tológicos, y actualmente hay un gran interés en la profundización sobre cada una de las redes. Para
más información sobre estos temas se recomienda la lectura de [79].
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Figura 3-7: Concepto de FCD utilizando ventanas de tiempo (en a) y el estudio del cambio de la correlación entre
áreas, junto a la matriz de correlación estática (en b). Imagen basada en [107]. En a) puede observarse que me-
diante el uso de un paradigma estacionario los cambios en el tiempo son colapsados en un único indicador de
correlación mediante la matriz de correlación, mientras que mediante el paradigma de la FC dinámica se consi-
deran los cambios temporales y por lo tanto se pueden plantear hipótesis que consideran cambios de estados en
el tiempo. En b) se muestran los cambios de las correlaciones en el tiempo para cinco ”conexiones” a modo de
ejemplo. Los puntos que representan cada curva en la derecha están representados como flechas alrededor de la
matriz estática abajo a la izquierda.
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Capítulo 4
Procesamiento de avanzado de
neuroimágenes
4.1. Definición del procesamiento avanzado de neuroimágenes
Seentiende comoprocesamientoavanzadodeneuroimágenes a losprocesos y algoritmos tendientes
agenerar informaciónapartir de lasneuroimágenesde forma tal que sea independientedel operador.
Para ello, es necesario desarrollar pipelines de procesamiento que sean automatizados, con puntos
de control de calidad y, a su vez, recopilar información de diferentes grupos de sujetos sanos y de
pacientes que respondan a patologías específicas. De esta manera es posible definir cuales son los
patrones característicos y, a partir de ello, ayudar al diagnóstico y seguimiento de patologías.
En los Capítulos anteriores se ha presentado el marco conceptual necesario para entender el desa-
rrollo realizado en esta tesis. En este Capítulo se presentará una serie de pipelines o flujos de proce-
samiento, los cuales han sido desarrollados para poder resolver el proceso completo de extracción
de características a partir de las neuroimágenes, es decir, para utilizar como entrada las neuroimáge-
nes tal cual salen del resonador y obtener como salida métricas que se puedan usar para desarrollar
tecnología de información adecuadas para la investigación y/o la asistencia en la práctica médica.
Para diseñar e implementar los pipelines que serán presentados en este Capítulos fue necesario rea-
lizar una gran cantidad de tareas entre las que se encuentran:
Investigación crítica de metodologías utilizadas: el primer desafío en una tarea de investi-
gación+desarrollo+innovación es poder interpretar a partir de la información disponible (tesis,
artículos científicos, páginasweb, libros, informacióndeexpertos), cuáles son lasmetodologías
que se usan para abordar una problemática. En el caso de mi tesis esta tarea no fue fácil, dado
que, al ser una temática altamente interdisciplinaria, existen múltiples razones por las que se
usa una determinada tecnología.
En el problema del procesamiento de neuroimágenes se encontró una gran dificultad a la ho-
ra de seleccionar la ”mejor” tecnología. Por un lado, los médicos especialistas por imágenes
que se dedican a la clínica utilizan el soware proporcionado por el fabricante del resonador
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y tienen un conocimiento específico en el uso de ese soware, el cual carece de capacidad de
realizar cualquier tipo de procesamiento adecuado para la innovación que esta tesis plantea.
Por otro lado, los centros de investigación que publican artículos científicos y que, en teoría,
dominan el proceso de extracción de características, en general están compuestos en sumayo-
ría por investigadores conmucha experiencia en la interpretación de resultados y la generación
de conocimiento biomédico, pero que a la hora de seleccionar la tecnología para procesar las
imágenes desconocen cuales son las limitaciones y/o el sesgo que una determinada selección
puede generar. Luego de haber observado y trabajado con laboratorios de diferentes partes del
mundo y con perfiles disímiles, en general se utiliza la tecnología más fácil de usar y que, al
mismo tiempo, no sea cuestionada por revisores; ignorando muchas veces cuales son las con-
secuencias del uso de una determinada tecnología y sin una validación adecuada.
Para desarrollar una tecnología que integre las mejores alternativas existentes, se realizaron
los siguientes pasos: 1) se investigó cuales eran las alternativas, 2) se testearon las diferentes
alternativas, 3) se generó un conocimiento profundo en las tecnologías que se consideraron
mejores.
Investigacióndel flujode la informaciónenel entorno clínico yde la estructurade recursos
humanos implicados: para desarrollar una tecnología utilizable, es necesario conocer la reali-
dad del entorno al cual se deberá acoplar esta tecnología. Por esta razón, parte del trabajo de
desarrollo implicó conocer cuál es la forma de trabajo de los servicios de neurorradiología, pro-
fundizando en el proceso de obtención de neuroimágenes, pero sin perder de vista el contexto
administrativo y comercial, ya que los requerimiento de calidad de la tecnología desarrollada
deben ser implementables en la práctica clínica y considerar el contexto regional.
Con respecto a la organización de recursos humanos, resultó importante conocer cual es el per-
fil de los profesionales implicado en la producción de imágenes médicas y cual es su dinámica
de trabajo. De estamanera sepuedediseñar estrategias organizacionales de los recursos huma-
nos para asegurar una correcta adquisición de las imágenes que serán la entrada a la solución
tecnológica desarrollada.
Relevamiento de requerimientos para el desarrollo tecnológico: esta etapa constituye una
síntesis de los dos puntosmencionados anteriormente. Una vez que se conoció en profundidad
la calidad de las imágenes que podían generarse, la manera de gestionarlas y las tecnologías
disponibles para su procesamiento, se procedió a considerar un punto de intersección en for-
ma de requerimientos, que desembocaron en la propuesta presentada en la presente tesis. Por
cuestiones de claridad y orden, cada conjunto de requerimientos específicos para cada etapa
de procesamiento será presentado en la presentación del pipeline específico.
Diseño del flujo de procesamiento: Una vez que se tuvieron los requerimientos, se procedió
a diseñar el flujo desde el punto de vista conceptual, es decir, cuales eran los procesos y la se-
cuencia para obtener los resultados buscados.
Selección de tecnologías: Se seleccionó la tecnologíamás adecuada para cada proceso, inten-
tandomantener la complejidad de cada proceso lomás baja posible, es decir, tratando de utili-
zar lamenor cantidaddepaquetesde soware y considerando laposibilidaddeautomatización
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de la mayor cantidad de procesos. También se tuvo en cuenta para la selección de tecnologías
la posibilidad de implementación de control de calidad a lo largo de los procesos.
Desarrollo de los pipelines y automatización de procesos: Se desarrollaron los pipelines di-
señados, se automatizaron la mayor cantidad de procesos posibles y se establecieron puntos
de ajuste y control de calidad para asegurar el correcto procesamiento.
Validación del funcionamiento adecuado de las tecnologías:Una vez desarrollados los pipe-
lines se realizaron pruebas o estudios para comprobar el correcto funcionamiento y posterior-
mente se optimizaron procesos a partir de la experiencia práctica.
Testeo real en casos prácticos: Finalmente se testeó el funcionamiento en casos reales y se
comprobó su utilidad.
4.2. Un ejemplo del procesamiento de neuroimágenes a nivel de vóxe-
les
A continuación se muestra uno de los primeros trabajos que realicé, para introducirme al procesa-
miento de imágenes [117].
4.2.1. Resumen
La remoción de tejido no cerebral es una tarea crítica en el preprocesamiento de neuroimágenes. La
extracción del cerebro (EC) depende de diferentes factores como el nivel de ruido de la imagen, la
anatomía del sujeto y la secuencia de adquisición. Por estas y otras razones, una EC ideal debe ser
rápida, precisa, fácil de usar, de código abierto y con bases conceptuales explicitas (para conocer los
métodos y podermodificarlos en caso de ser necesario). Estas características permiten obtener resul-
tados estables y automatizados, para procesar así gran cantidad de imágenes de forma automática.
Actualmente existen una gran cantidad de herramientas para realizar estas tareas, pero ninguna de
ellas cumple con todos los criterios buscados. En este trabajo se describe una herramienta de códi-
go abierto para realizar la EC, la cual llamamos OSBET por (Open Source Brain Extraction Tool). Esta
herramienta esta compuesta por cuatro pasos, utilizando operaciones conocidas del procesamien-
to de imágenes: i) umbralizado óptimo, ii) morfología binaria, iii) etiquetado y iv) análisis geométri-
co; los cuales apuntan a ensamblar todas las características deseadas. Se presenta un experimento
comparando aOSBET con seis otros algoritmos utilizados actualmente, públicamente disponibles en
paquetes de soware de referencia. Para evaluar los resultados se utilizó una base de datos publica
con 40 imágenes 3D T1 y sus segmentacionesmanuales. OSBETmostró un bajo costo computacional,
baja duración del proceso y una excelente precisión, obteniendo además elmejor coeficiente deDice.
Futuros trabajos deberán evaluar su precisión y desempeño en poblaciones patológicas para poder
generalizar su uso al campo clínico.
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4.2.2. Introducción
La remoción de tejidos no cerebrales en las neuroimágenes es una tarea muy importante, que es re-
querida por la mayoría de los algoritmos usados en el ámbito biomédico como por ejemplo en la
segmentación automática, el análisis volumétrico, el registro de imágenes e inclusive para la visuali-
zación. Esta etapa es normalmente llamada extracción del cerebro (EC) y es frecuentemente realizada
a partir de las imágenes 3D T1.
Un importante número de técnicas ha sido desarrollado para lograr realizar la EC eficientemente y
con una alta precisión [118, 119]. Estudios previos han comparado el desempeño de los métodos más
utilizados y concluyeron que los mismos poseen fortalezas y debilidades [120, 121, 122, 123, 124]. El
sowaremás utilizado para la EC es elBrain Extraction Tool (BET) de FSL [125], el Statistical Parameter
Mapping (SPM) en sus múltiples versiones [126], el Model-based Level Sets (MLS) [127] y el Hybrid Wa-
tershedAlgorithm (HWA) de FreeSurfer [128]. Estos algoritmos tienenproblemas conocidos quedeben
ser mejorados para lograr obtener una EC ideal.
Unmétodo ideal debe ser rápido, preciso, amigable con el usuario y no debe requerir la configuración
de parámetros, demanera de permitir la automatización de procesos y la obtención de resultados ro-
bustos cuandograndesbasesdedatosde imágenes sonprocesadas. Por estas razones, eneste trabajo
se presenta un método que cumple con esos requerimientos. Adicionalmente se presenta una com-
paración con los seismétodosmás utilizados y se enumeran y describen las ventajas y desventajas de
la estrategia desarrollada.
4.2.2.1. Métodos de segmentación del cerebro
A continuación se hace un resumen de los seis métodos más utilizados en la actualidad para realizar
la EC. Todos ellos están disponibles públicamente e incluyen la segmentación del cerebelo y el tallo
cerebral:
Brain Extraction Tool (BET) de FSL [125]: Este algoritmo es parte del paquete FSL y usa unmode-
lo deformable inicializado como una malla esférica en el centro de gravedad de la cabeza que
gradualmente crece usando una tesselation triangular de la superficie de la malla. BET es muy
rápido y relativamente insensible a los parámetros, obteniéndose buenos resultados teniendo
en consideración su simplicidad. Su uso sistemático y sin control de calidad usualmente pro-
duce falsos positivos alrededor del tallo cerebral, lo que puede ser solucionado utilizando un
pipeline de preprocesamiento que consiste de, 1) correr BET, 2) registrar el resultado a un atlas
y, 3) finalmente correr BET nuevamente. A pesar de que este método mejora los falsos positi-
vos, al mismo tiempo se aumenta en granmedida el costo computacional, como veremos en la
sección de resultados. Una debilidad deBET es que es necesario realizar la extracción del cuello
previamente a su utilización o en caso contrario se obtendránmalos resultados [129].
Model-based Level Sets (MLS)[127]:Como su nombre lo indica, estemétodo implementa un algo-
ritmo que genera curvas de umbral en el espacio usando niveles basados en ecuaciones dife-
renciales, donde la evolución de la curva es controlada por dos términos en las ecuaciones de
determinación del umbral. Los valores de estos términos representan fuerzas que determinan
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la velocidad de evolución de la curva. La primera fuerza es derivada de la curvatura media de
la superficie que modela el límite y la segunda está relacionada al cambio de intensidad entre
la corteza y el líquido cefalorraquídeo en las MRI. La combinación de estas dos fuerzas generan
una superficie que termina rodeando al cerebro.
Statistical ParameterMapping (SPM)[126]: Este es un paquete deMatlab que permite el procesa-
miento de neuroimágenes en un amplio espectro, incluyendo la segmentación, el registro y el
procesamiento de fMRI. En este trabajo hemos usado SPM v12 para realizar la EC y como espe-
ramos, al estar desarrollado en Matlab, la mayor desventaja radica en su costo computacional.
Adicionalmente, esta versióndeSPMutiliza unprocesodeECquenoes trivial y debe ser realiza-
do en dos pasos. Primero, el usuario debe generar, a partir de la imagen original (Oi), mapas de
probabilidadde tejidosdemateriablanca (Pw) ydemateria gris (Pg), a travésde lautilizaciónde
la herramienta de segmentación spm_imcalc. El segundo paso consiste en realizar una opera-
ción aritmética representada por (•) en la ecuación (4-1), entre tres entidades como es descrito
en la misma, donde Bi es la imagen cerebral y el umbral Th debe ser manualmente definido.
Este paso se realiza usando el módulo spm_imcalc para realizar operaciones aritméticas entre
imágenes. En resumen, el procedimiento no solo requiere la definición de un parámetro libre,
sino que además no es nada trivial para una persona que no está familiarizada con la aplicación
en si.
Bi = Oi • ((Pw + Pg) > Th) (4-1)
AFNI[130]: este soware contiene un paquete específico para la EC, llamado 3dSkullStrip, que
combinado con el paquete 3dcalc provee una solución similar a la implementada en BET, pero
con algunasmodificaciones. De acuerdo con los autores [131], las diferencias radican en los ojos
y los ventrículos, reduciendo las fallas hacia el cráneo y utiliza datos externos a la superficie
límite (no solo internos) para guiar la evolución de la superficie.
FiltrodeEC implementadoen ITK (InsightSegmentationandRegistrationToolkit) [132]:esteméto-
do de código abierto fue desarrollado usando la librería ITK y esta basado en un procedimiento
de dos pasos. En el primero se registra la imagen a un atlas usando una transformación afín (en
inglésaine) de 12 gradosde libertad yposteriormente lamáscara cerebral del atlas es traslada-
da a la imagen del paciente a través de la transformación inversa. El segundo paso es la erosión
de lamáscara cerebral y la optimización de lamáscara usando unmétodo basado en curvas de
nivel (en inglés level-sets)
ROBEX[129]: este sistema usa una solución híbrida que combinamodelos discriminativos ymo-
delos generativospara lograr unaECadecuada. ElmodelodiscriminativoesunclasificadorRan-
dom Forest, entrenado para detectar el límite del cerebro y el generativo es un modelo que es-
tima las probabilidades de que la distribución obtenida sea plausible. Cuando una nueva ima-
gen es presentada al sistema, el modelo generativo es usado para estimar qué contorno de los
generados por el modelo discriminativo tiene la mayor probabilidad de ser el contorno real.
Dado que muchas veces el contorno obtenido no responde a la anatomía real, posteriormente
el contorno es refinado utilizando cortes de grafos para obtener la segmentación final. La ma-
yor desventaja de estemétodo radica en que es altamente dependiente del registro, que puede
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llegar a fallar.
En la Tabla 4-1 se resumen las principales características relevadas en el rol de usuarios finales por
los autores de este trabajo. Como puede verse, todos los métodos fallan en al menos una de las ca-
racterísticas deseadas. Por esta razón, en este trabajo se estableció como objetivo el desarrollo de un
método de EC de código abierto que presente alto desempeño y sea libre de parámetros, que pueda
ser utilizado de forma simple y produzca resultados robustos. Paramantener el diseño lomás simple
posible, hicimosqueOSBET sea independiente deunatlas, evitandoasí el registro a un espacio están-
dar y además se utilizaron procesos simples y de bajo costo computacional para generar un algoritmo
rápido.
Método Requerimientos/Limitaciones Velocidad Facilidad de uso Parámetros necesarios
BET Se necesita remover el cuello Rápida Buena Opcional
Se recomienda la alineación estándar
MLS Intermedia Intermedia Si
SPM Basado en atlas (dependiente de la orientación) Lenta No trivial Si
AFNI Remoción del cuello recomendada Intermedia Intermedia Si
ITK-Filter Basado en atlas (dependiente de la orientación) Lenta No trivial No
ROBEX Basado en atlas (dependiente de la orientación) Intermedia Intermedia No
Tabla 4-1: Comparación de los principales algoritmos de EC testeados durante el análisis exploratorio.
4.2.3. Métodos
ElmétododeOSBETesunaversión3DmejoradadelpropuestoporSomansundaramyKalaiselvi [124].
Está compuestopor cuatropasos, en contraste con losdospropuestosoriginalmente. Enprimer lugar,
se creaunamáscara estimadadel cerebrousandounetiquetadode tejidosbasadoen la intensidadde
la imagen. En segundo lugar, un filtro basado en el histograma remueve lamayor parte de los nervios
ópticos, para evitar falsos positivos en el procesamientomorfológico posterior. Tercero, una segmen-
taciónmorfológica 3D se llevó a cabo, incluyendo un filtrado de componentes conectados. Finalmen-
te, se realiza un rellenadode agujeros en 2Dque recupera vóxeles que pueden ser eliminados durante
los pasos de segmentación 3D. OSBET fue implementado en C++ como un filtro de ITK. Una distri-
bución del código puede ser descargada de http://www.cifasis-conicet.gov.ar/namias/Files/Filters/-
OSBET.tar.gz.
4.2.3.1. Etiquetados de tejidos y detección del cerebro
Estaprimeraetapadel procesamientoestá compuestapor trespasosqueestán resumidosen la Figura
4-1. Cada uno de estos se encarga del etiquetado de los diferentes tejidos y órganos presentes en la
cabeza.
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Entrada: Imagen 3D T1
Umbralizado óptimo
Detección del con-
torno de la cabeza
Etiquetado de te-
jidos principales
Detección de re-
giones cerebrales
Salida: Máscara ce-
rebral estimada
Oi
Mt
Mh
L3
Mrb
Detección
estim
ada
delcerebro
Figura 4-1: Diagrama de flujo del primer paso: Detección estimada del cerebro.
Generación de la máscara de la cabeza. En el primer paso se realiza un procedimiento iterativo,
en el cual se aplica un umbral óptimo a la imagen utilizando la técnica propuesta por Ridler[133] a la
imagen de entrada (Oi). El valor óptimo del umbral Top se calcula iterativamente utilizando la ecua-
ción:
T t+1 =
µtbg + µ
t
fg
2
, (4-2)
dondeµtbg yµ
t
fg son lamedia del fondo (hipointensidades) y de las partes activas (hiperintensidades)
en cada iteración t respectivamente. Posteriormente, la imagenOi es binarizada aplicando el umbral
óptimo ymanteniendo los vóxeles tal que I(x, y, z) ≥ Top. Lamáscara volumétrica resultante (Mt) es
luego etiquetada usando la técnica de emisión de rayos (del inglés ray-cast) en los ejes x y y. En cada
rodaja correspondiente al eje z, un rayo en x y otro en y sobre cada fila y columna respectivamente
son generados buscando la primer transición [0, 1] de vóxeles (afuera-adentro) y la última transición
[1, 0] (adentro-afuera). Por lo tanto, cada rayomarcará el inicio y el final del cráneo en las direcciones
x y y. A todos los vóxeles del interior del cráneo se les otorga el valor de 1, constituyéndose así la
máscara de la cabezaMh.
Etiquetado de regiones. CombinandoMt yMh, se procede a identificar las regiones hipointensas
y el LCR con la etiqueta 2. La salida de este etiquetado es unamáscara con tres etiquetas (L3):
L3(x, y, z) =

0 siMt(x, y, z) = 0 yMh(x, y, z) = 0
1 siMt(x, y, z) = 1
2 siMt(x, y, z) = 0 yMh(x, y, z) = 1
(4-3)
En esta máscara de tres niveles el fondo es etiquetado con el valor 0, los vóxeles pertenecientes al
cuero cabelludo y los tejidos cerebrales como 1 y los vóxeles del CSF, el cráneo y otros son etiquetados
con el valor 2.
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Detección del cerebro. Para generar una máscara estimativa del cerebro, se utiliza una recorrida
lineal como el descrito en [134] sobre la máscara de 3 niveles L3. Se buscan por las líneas que se
inicien con 1 y terminen con 2, que representan los tejidos cerebrales (Rbt). De estamanera, se realiza
esta identificación sobre los tres ejes, obteniendo una máscara cerebral estimada a los vóxeles que
cumplan con:
Mrb =
{
Mh(x, y, z) si (x, y, z) ∈ Rdbt
0 otherwise
(4-4)
dondeRdbt = R
x
bt ∪Rybt ∪Rzbt representa un voxelRbt en alguna de las tres direcciones d = {x, y, z}.
Como puede verse en la Figura 4-2), la máscara resultanteMrb tiene regiones adicionales que serán
removidas en la etapa de segmentación morfológica. A pesar de ello, los nervios ópticos son espe-
cialmente difíciles para lograr su eliminación. Estos nervios son hiperintensos en las imágenes 3D T1,
de forma similar a la materia blanca del cerebro. Por esta razón, es muy difícil que estas estructuras
sean eliminadasmediante operacionesmorfológicas de lamáscara enMrb (abajo a la izquierda en la
Figura 4-2).
4.2.3.2. Extracción de ojos y nervio óptico
Este segundopasoseencargadeeliminar losojos yelnervioópticoparaevitar falsospositivosenel re-
sultado final. Este filtro utiliza la hiperintensidad característica de los nervios ópticos en las imágenes
3D T1. Para ello, se calcula la función de distribución acumulativa (CDF por el inglés Cumulative Distri-
bution Function) a partir del histograma de la imagen y se selecciona el umbralTlim = CDF(x ≥ 0,99)
(Figura 4-3a). Posteriormente, se genera la máscara de los nervios ópticos (Mop), usando el umbra-
lamiento binario con T = Tlim (Figura 4-3b). Finalmente, se obtiene la máscara cerebral mejorada
(M ′rb) a partir de la extracción deMop de la máscara cerebral estimativa:M
′
rb = Mrb −Mop.
4.2.3.3. Segmentaciónmorfológica
El objetivo de esta etapa es obtener una máscara del cerebro (Mbr) de la máscara estimada refinada
M ′rb de la etapa anterior. Se realiza una aperturamorfológica 3D (erosión seguida de dilatación) asín-
crona con un filtrado de componentes conectadas entre ambas operaciones, como se muestra en la
Figura 4-4.
Figura 4-2: Ejemplo del primer paso: máscara cerebral estimada (Mrb) en sus cortes sagital y axial.
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(a) (b)
Figura 4-3: Ejemplo del segundo paso: Extracción del nervio óptico. (a) Detección del nivel automático Tlim a
partir de la función de distribución acumulativa (CDF por el inglés Cumulative Distribution Function). (b) máscara
de los nervios ópticos (Mop)(dark-violet): vistas axial y coronal.
Entrada: Máscara del ce-
rebro estimativa mejorada
Erosión 3D
Selección del vo-
lumen cerebral
Dilatación 3D
Salida: Más-
cara cerebral
Segm
entación
M
orfológica
Figura 4-4: Diagrama de flujo del tercer paso: Segmentación morfológica.
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Erosión 3D. La máscara cerebral mejoradaM ′rb es erosionada por una estructura esférica de radio
4 mm. Luego de la erosión, se obtiene una máscara compuesta por una serie de regiones separadas
en el espacio (Ri, i = 1 . . . n). Estas regiones desconectadas en el espacio son etiquetadas usando
una técnica clásica de componentes conectadas.
Selección del volumen cerebral. El próximo paso es seleccionar de todas las regiones desconecta-
dasRi, la correspondiente al cerebro. Por lo tanto, se calcula el volumen de cada región V (Ri), i =
volvoxel . . . n y se selecciona la región con el mayor volumen (Rl):
Rl = ma´x
i=1..n
V (Ri), (4-5)
dondeRl representa la máscara al final de la erosiónMer.
Dilatación 3D. Como se mencionó antes, el procedimiento completo de segmentación está com-
puesto por una operación asimétrica de apertura morfológica 3D. Para obtener mejores resultados,
se utilizó una estructura esférica de mayor radio para realizar la dilatación 3D, con un radio de 5 mm.
Luego de la dilatación, se obtuvo lamáscara cerebral (Mbr). Aunque lamáscara cerebral tiene bordes
suaves, algunas vecespresentaagujeros internos (Figura4-5). Enel próximopasoesas imperfecciones
internas son solucionadas.
4.2.3.4. Rellenado de huecos
El rellenadodehuecos final usaunaestrategia 2D, slicea slice, usandoun filtrode ITKpara el rellenado
de huecos en máscaras binarias [135]. A pesar de que el filtro funciona en 3D, su uso volumétrico no
es conveniente, dado que no se rellenan zonas comunicadas con el exterior, como en el caso de los
ventrículos. Por esta razón, se utilizó una estrategia de rellenado slice a slice en el plano axial (Figura
4-6). En resumen, en este paso final se obtiene la máscara final (Mf ) mediante la aplicación de un
filtro 2D para el rellenado de agujeros a la máscaraMbr. En la Figura 4-7 se muestran los cambios
producidos durante este último paso en rosa.
Figura 4-5: Ejemplo del tercer paso: Máscara generada por la segmentación morfológica (Mbr). Cortes axial y
coronal.
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Rellenado de
agujeros 2D
Rellenado de
agujeros 2D
Rellenado de
agujeros 2D
Rellenado de
agujeros 2D
Mbr Mf
Figura 4-6: Diagrama del cuarto paso: Rellenado de agujeros 2D.
Figura 4-7: Ejemplo del cuarto paso: Rellenado de agujeros 2D, resultando en lamáscara final (Mf ). Los agujeros
rellenados son mostrados en rosa sobre la máscara resultante de la segmentación morfológicaMbr en violeta
oscuro. Se muestran las vistas axial y coronal.
4.2.4. Validación
4.2.4.1. Dataset
SeutilizóeldatasetdeLONIProbabilisticBrainAtlas (LPBA40) [136], queestápúblicamentedisponible
en http://sve.loni.ucla.edu/. Esta base de datos consiste de 40 imágenes 3D T1 (20 varones y 20muje-
res, edad promedio 29.24±6.30 años), con sus correspondientes datos demográficos. Las imágenes
fueron adquiridas con una secuencia 3D T1, Spoiled Gradient Echo (SPGR) en un resonador General
Electrics (GE) de 1.5 T. Los parámetros de adquisición fueron: TR: 10.0-12.5 ms; TE 4.22-4.5ms; ángulo
de flip 20◦. Los cortes coronales fueron adquiridos con un espesor de 1.5mmyuna separación de 0.86
mm (en 38 sujetos) o 0.78 mm (en 2 sujetos). Para cada volumen, expertos realizaron una segmenta-
ción manual del cerebro y de 56 estructuras del mismo.
4.2.4.2. Proceso de comparación
El método propuesto fue comparado con los métodos actualmente disponibles descritos en 4.2.2.1,
sin ningún tipo de preprocesamiento previo. Para cadamétodo que requería algún tipo de configura-
ción de parámetros, se utilizó la mejor práctica descripta en la bibliografía.
En el caso de BET, se testearon dos configuraciones diferentes:
BET rápido: En esta configuración, se utilizó el procesamiento estándar y por defecto, en el que
se usó un umbral de intensidad fraccional de 0.5.
BET sugerido por sus desarrolladores (BET-AS por el inglés BET author’s suggestion): Está fue
la configuración sugerida por sus desarrolladores y es citada en [131], la cual consiste en una
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extracción iterativa del cerebro, seguida de una alineación con un atlas y finalmente una nueva
EC. Estemétodo incrementa el costo computacional y por lo tanto el tiempo de procesamiento.
De acuerdo a los desarrolladores de BET, también es necesario previo al procesamiento la remoción
del cuello [131]. Este requerimiento no fue aceptado para este trabajo debido a que para poder llamar
robusto a unmétodo de EC, su desempeño no debe verse influenciado por la presencia del cuello en
la imagen.
Para la herramienta 3dSkullStrip de AFNI, se probaron dos configuraciones:
Por defecto:Una EC por defecto se realizó utilizando los parámetros por defecto.
Configuración sugerida por los desarrolladores (AFNI-AS): consiste en la utilización de dos pa-
rámetros en valores no estándares, particularmente shink_fac_bot_lim=0.65 y shink_fac=0.72
[131].
Las segmentaciones realizadas por los métodos computacionales fueron comparadas con las seg-
mentacionesmanuales para cuantificar la efectividad de cadamétodo de EC. Lasmétricas para cuan-
tificar la precisión, robustez y velocidad de cadamétodo fueron:
Coeficiente de Sorensen-Dice (DC): Este coeficiente toma valores entre 0 y 1 representa el grado
de similitud entre dos máscaras A y B, y se calcula mediante la ecuación:
D(A,B) =
2|A ∩B|
|A|+ |B| (4-6)
Una debilidad de este coeficiente es que pequeños volúmenes conmucha importancia pueden
ser subestimados ya que esta métrica considera que todos los vóxeles tienen el mismo peso.
Falsos positivos (FP): indica en qué proporción los vóxeles de la máscara del cerebro fueron in-
correctamente clasificados.
Falsos negativos (FN): indica en qué proporción los vóxeles marcados como no-cerebrales fue-
ron clasificados incorrectamente.
Distancia de Hausdor (DH): es la máxima desviación enmm de la máscara de referencia [137].
Especificidad (Sp): mide laproporciónde vóxeles no-cerebrales que fueron correctamente iden-
tificados.
Sensibilidad (S): mide la proporción de vóxeles cerebrales que fueron correctamente identifica-
dos.
Duración promedio (DP): cuantifica el costo computacional a través del tiempo promedio que
tardó el proceso por cada volumen.
El método de EC ideal debe tener una DC, S y Sp iguales a 1, y consecuentemente una FP y FN iguales
a 0. Además la DP debe ser lo más corta posible .
53
CAPÍTULO 4. PROCESAMIENTO DE AVANZADO DE NEUROIMÁGENES
4.2.5. Resultados
Como se explicó anteriormente, realizamos un experimento aplicando a OSBET y los otros métodos
de EC presentados en 4.2.2.1 usando 40 neuroimágenes de la base de datos LPBA, realizando poste-
riormente un análisis cuantitativo. BET y el método de AFNI fueron testeados usando dos configura-
ciones diferentes, como se explicó en 4.2.4. En la Tabla 4-2 se muestran las 7 alternativas testeadas,
utilizando además 2 configuraciones diferentes para BET y AFNI. En lamisma, podemos observar que
OSBET obtuvo elmejor DC, lo cual significa que para el experimento planteado es elmétodomás pre-
ciso. Además, esto es reforzado por el bajo valor de DH. Cuando analizamos el costo computacional,
se puede observar que OSBET es el segundo método más rápido, en donde debe notarse que en el
código no se han implementado paralelización y/o optimización del mismo. El tiempomedio de BET
fue de 2,72± 0,850, mientras que para OSBET fue de 4,28± 0,146, lo cual significa que en promedio
BET fue más rápido pero que, a pesar de ello, OSBET tuvomenor dispersión.
Es interesante observar que el peor desempeño lo obtuvo el otro método de EC implementado en
ITK (además de OSBET). Este filtro obtuvo un DC de 0.910 y una DP muy grande, mostrando que no
es rápido, ni robusto y ni siquiera fácil de utilizar, dado que utiliza un atlas y las imágenes tuvieron
que ser reorientadas para poder ser procesadas adecuadamente. El método de SPM obtuvo lamenor
DH, pero el tiempo requerido por cada volumen hace que no sea utilizada en grandes bases de datos.
BET-AS tuvo un desempeño mejor que BET, pero a expensas de un gran incremento en el tiempo
requerido por cada volumen, con una media de 65.29 segundos. MLS resultó un algoritmo de fácil
utilización y buenos resultados en general, lamentablemente algunos defectos en la segmentación
del nervio óptico incrementaron significativamente la DH. AFNI-AS mostró sre sumamente robusto
con una elevado DC, con una baja DH y una DP regular.
En el caso de ROBEX, en primer lugar se testeo la versión 1.2, disponible en http://www.nitrc.org/-
projects/robex, pero detectamos un error importante en el registro. Luego de contactar a sus autores,
ellos nos comunicaron que el registro fue cambiado entre la versión 1.0 [129] y la 1.2. Por esta razón,
finalmentedecidimosutilizar ROBEX v1.0 y, comopuede verse en la Tabla 4-2,mostró unbuendesem-
peño. Como desventaja podemos destacar que ROBEX v1.0 no acepta imágenes en formato NIFTI y
que las imágenes debieron ser reorientadas para corresponderse con el atlas que utiliza el paquete
de soware. En cuanto a la usabilidad, este paquete resultó de muy fácil utilización y no requiere la
optimización de ningún parámetro.
Luegode este análisis principal, se seleccionarondos indicadores secundarios, laS y laSp, quemues-
tran la tendencia de cadamétodo en la clasificación de vóxeles, es decir, si unmétodo esmás preciso
en detectar vóxeles cerebrales (alta S), muchas veces a expensas de una sobre-segmentación (baja
Sp); o si por el contrario, es más preciso en detectar vóxeles no-cerebrales (alta Sp), frecuentemente
a expensas de una sub-segmentación (baja S). La Tabla 4-3 muestra los resultados obtenidos en el
segundo análisis, donde se puede observar quémétodos presentan un comportamiento equilibrado.
En el caso del BET se puede observar que presentó la mayor S, pero con la menor Sp, lo cual signifi-
ca que hay una sobre-segmentación, mientras que el BET-AS mostró una S considerablemente baja
y una Sp elevada, realizándose una sub-segmentación. En SPM, MSL, ROBEX y OSBET ambos valo-
res están equilibrados. La segmentación de AFNI mostró bajas S y Sp, lo cual significa que es un mal
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Método Coeficiente
de Dice
Distancia
de
Hausdor[mm]
Duración
promedio[s]
BET 0,945±0,032 28,54±10,93 2,72
BET-AS 0,951±0,022 20,06±9,16 65,29
SPM 0,952±0,020 11,19±2,65 210,10
MLS 0,957±0,022 30,02±17,45 51,86
AFNI 0,936±0,026 23,48±13,04 58,59
AFNI-AS 0,954±0,007 13,70±2,96 52,21
Filtro ITK 0,910±0,017 14,92±3,50 311,84
ROBEX 0,966±0,003 12,18±3,94 60,40
OSBET 0,968±0,012 13,83±5,19 4,28
Tabla 4-2: Análisis comparativo de los diferentes métodos de extracción cerebral testeados utilizando múltiples
indicadores de desempeño. El método propuesto (OSBET) tiene el mayor valor de Coeficiente de Dice, una baja
Distancia de Housdor y la segundamenor duración promedio.
método, mientras que en el caso de AFNI-AS la Sp fue aceptable y la S baja, presentándose una sub-
segmentación. El filtro de ITK está realizando una sub-segmentación severa.
QueremosdestacareldesempeñodeOSBET,quemostróunexcelentebalanceentre la sub-segmentación
y la sobre-segmentación y por lo tanto puede ser visto como un buen método de EC, adicionándose
que es rápido y no requiere configuración de parámetros.
Los experimentos fueron realizaron con un procesador Intel(R) Core(TM) i5-3570 CPU@ 3.40GHz y 16
Gb dememoria RAM, utilizándose un kernel de Linux versión: 3.11.0-26-generic.
4.2.6. Conclusión
En este trabajo se presentó un método de extracción cerebral totalmente automatizado, que no re-
quiere la optimización de parámetros. Los objetivos del diseño fueron la búsqueda de unmétodo de
código abierto, que sea rápido, preciso, robusto, sin la configuración de parámetros, permitiendo el
Método Sensibilidad (S) Especificidad (Sp)
BET 0,985± 0,006 0,982± 0,014
BET-AS 0,917± 0,042 0,998± 0,001
SPM 0,969± 0,011 0,988± 0,009
MLS 0,957± 0,015 0,992± 0,008
AFNI 0,959± 0,010 0,983± 0,011
AFNI-AS 0,958± 0,009 0,991± 0,004
Filtro ITK 0,860± 0,037 0,995± 0,006
ROBEX 0,958± 0,009 0,995± 0,011
OSBET 0,964± 0,027 0,995± 0,002
Tabla 4-3: Análisis comparativo entre los diferentes métodos de extracción cerebral, utilizando a la sensibilidad
y la especificidad como indicadores. El método propuesto (OSBET) muestra un excelente balance entre ambas
métricas. Debe ser notado que muchos métodos presentan una alta sensibilidad a expensas de una baja especi-
ficidad y viceversa.
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procesamiento de grandes cantidades de volúmenes de neuroimágenes. El método propuesto está
compuesto por cuatro pasos y utiliza como entrada una imagen 3D T1. En el primer paso se etiquetan
diferentes regiones y se genera una máscara estimativa del cerebro, posteriormente se realiza la ex-
tracción de nervios ópticos y de los ojos, luego se realiza una segmentaciónmorfológica y finalmente
se rellenan los agujeros interiores en el cerebro.
Elmétododesarrollado fue validado conuna base de datos pública, la cual consiste de 40 volúmenes.
Durante el testeo se comparó a OSBET con seis de los métodos de EC más utilizados y para dos de
ellos se consideraron diferentes formas de uso. Los métodos de este trabajo están basados en datos
y métodos públicamente accesibles, por lo que todas las experiencias pueden ser reproducidas.
Para cuantificar los resultados se seleccionaron 3 parámetros principales: DC, DH y DP; y dos indica-
dores secundarios: S y Sp. OSBET mostró el mejor DC, con un valor de 96,8 %, seguido por ROBEX
con un 95,9 %, y también obtuvo una de las DH más pequeñas, con un valor de 13.83 mm, mientras
que el de menor DH fue el SPM con 11.19 mm. Es interesante destacar que OSBET fue uno de los dos
métodos que obtuvo una DP menor a 10 segundos, con una media de 4.28 segundos. Con respecto
a los indicadores secundarios, muchos métodos obtuvieron buena S y baja Sp, o viceversa, mientras
que OSBET fue uno de los pocos, junto con MLS, SPM y ROBEX que obtuvieron un comportamiento
balanceado.
Comparado con otrosmétodos, OSBET es una interesante alternativa ya que presenta características
deseadas como una alta velocidad, es preciso, fácil de utilizar y es de código abierto. Además no usa
ningún atlas, trabajando en el espacio estándar y es independiente de la orientación y de problemas
en el registro.
4.3. Pipeline de procesamiento neuromorfométrico
El procesamiento morfométrico tiene un impacto muy grande sobre todos los resultados que uno
puede obtener, ya que en general la parcelación realizada en el procesamiento morfométrico es la
base para la extracción de señales o la construcción de streamlines en el estudio de la conectividad
estructural.
A continuación se detalla la lista de requerimientos planteados en esta etapa:
Requerimientos generales
Los requerimientos generales tienen como objetivo que todos los pipelines desarrollados puedan ser
utilizados en múltiples entornos, implementados en servidores (por la posibilidad de montar servi-
cios de procesamiento en la nube) y también en clusters sin costos de licencias. Además se buscó
poder chequear la forma en la que están implementados diferentes métodos críticos y (de ser ne-
cesario) actualizarlos de acuerdo a nuevos avances en la temática. A continuación se enumeran los
requerimientos generales:
1. Los paquetes usados deben ser (dentro de lo posible) soware con código abierto.
2. Los paquetes usados deben poder ser utilizados en un cluster.
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3. Los paquetes usados nodeben requerir soware propietario (ej: MATLAB) y dentro de lo posible
deben poderse automatizar para no utilizar interfaz gráfica.
Requerimientos específicos
Los requerimientos específicos fijados para este proceso en particular buscaron utilizar las mejores
prácticasde segmentaciónapartir del estadodel artedescrito enel Capítulo 2 yalmismo tiemposean
de fácil articulación con cualquier servicio de neuroimágenes tanto nacional como internacional. A
continuación se enumeran los requerimientos específicos:
1. El procesamiento estructural debe realizarse en el espacio nativo.
2. El registro a un atlas debe realizarse utilizando información de surcos y no de volumen cerebral.
3. La segmentación morfométrica debe poder realizarse con imágenes de diversas resoluciones.
4. El resultado de la segmentación debe tener poca dependencia del modelo del resonador, su
marca, campo permanente y resolución de adquisición.
5. Para la segmentación debe ser necesaria una única imagen T1 3D.
Una vez planteados los requerimientos se encontró un único paquete que cumplía con todos ellos de
manera adecuada. El paquete FreeSurfer1, es un soware desarrollado por el Laboratory for Compu-
tational Neuroimaging, perteneciente al Athinoula A. Martinos Center for Biomedical Imaging, el cual
fue seleccionado por el Human Connectome Project para ser su soware de procesamiento estructu-
ral.
FreeSurfer es el resultado de un proyecto que se inicia en el año 1999 [138, 139, 140] con trabajos en
la delimitación de la corteza cerebral a través demallas con fines de visualización y delimitación cor-
tical. Posteriormente FreeSurfer se convirtió en un soware para la cuantificación de propiedades
morfométricas como volúmenes subcorticales; volúmenes, áreas y espesores corticales y medición
de curvaturas a nivel de corteza [141, 142]. Este paquete se transformó en una gran herramienta pa-
ra poder cuantificar todo tipo de propiedades globales y también locales del cerebro, con la ventaja
de tener poca influencia de la secuencia de MRI [143] y que al mismo tiempo permite lograr una par-
celación del cerebro para poder aplicarla a otros análisis (por ejemplo en conectividad estructural y
conectividad funcional) [144]. Otras de las ventajas de FreeSurfer es que es un procesamiento suma-
mente automatizable, lo que lo hace óptimo para procesar grandes volúmenes de imágenes. En la
Figura 4-8 se muestra un resumen de los pasos implicados en el pipeline de FreeSurfer.
A continuación se resumen brevemente los pasos implicados y su objetivo:
0. Recepción de la imagen de entrada: Se recibe una imagen en formato DICOM, NIFTI (formato
que será explicado en la sección 4.3.1) o MGZ. La cual se transforma en caso de ser necesario.
Nótese que este paso se númera con 0 (cero) dado que muchas veces no se tiene control del
mismoyunodebeadaptarse aldataset suministradoporotro grupode investigacióne inclusive
realizar control de calidad sobre el mismo.
1. Preprocesamiento: Tiene como objetivo quitar el efecto de las inhomogeneidades de campo,
1https://surfer.nmr.mgh.harvard.edu/
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normalizar las intensidades (de manera de que las características del resonador tengan poca
influencia), remover el tejido no perteneciente al cerebro y llevar el cerebro a un espacio donde
se puedan establecer semillas para posteriores análisis.
2. Segmentación basada en vóxel: Este procedimiento tiene como objetivo delimitar las estruc-
turas subcorticales y dividir al cerebro en sus estructuras constituyentes para posteriores aná-
lisis basados en superficie.
3. Normalización de intensidadmejorada: En esta segunda normalización de intensidad se uti-
liza la informaciónproveniente de la segmentaciónpara optimizar el contraste entre los tejidos.
4. Segmentación precisa de la materia blanca: Esta es la última etapa de procesamiento vo-
lumétrico, en la que se realiza una segmentación precisa de la materia blanca para las etapas
basadas en superficies.
5. Modelado de la corteza cerebral: Es un conjunto de procesos que se encargan de construir
de forma sumamente precisa dos superficies que delimitan la corteza cerebral. Del lado más
interno del cerebro se genera la superficie de materia blanca, que rodea la segmentación de
materia blanca generada en el paso anterior, considerando las etiquetas de espacios no permi-
tidos. Desde el lado más externo del cerebro se genera la superficie pial, que rodea al cerebro.
Entre estas dos superficies, siempre que haya una etiqueta de materia gris entre cada nodo de
las mallas, se genera un espacio de materia gris, que es el modelado de la corteza cerebral.
6. Registro aunatlas esférico: Una vez que se obtuvo unmodelo de superficie de la corteza cere-
bral, es posible utilizar herramientas que provienen del uso demallas. Una de las herramientas
más potentes es el proceso de inflado de la corteza, esto es, es posible generar una corteza pla-
na, inflada, y mapear información en la misma, sin el inconveniente de los surcos y giros que
tiene la superficie cerebral original. En la Figura 4-9 se muestra un resumen de los cambios de
espacio que se realizan en FreeSurfer y las diferentes superficies, las cuales serán descritas en
la sección 4.3.2.
4.3.1. Preprocesamiento
Para entender en profundidad unmétodooun conjunto demétodos comoes un pipeline es necesario
tener una visión amplia de cuales son losmétodos y cuales son las dificultades que se deben afrontar
para desarrollarlo. Es por eso que es importante mencionar que durante el curso de esta tesis, he
desarrollo unmétodo propio de extracción del cerebro, el cual se encuentra publicado en [117] y se ha
presentadoen laSección4.2. Además, hedesarrolladopipelinesdepreprocesamientoestructural con
otras tecnologías, específicamente con el FSL 2, los cuales se hallan publicados en [145] y presentado
en el Capítulo 5. Es por ello que a pesar de presentar un único método en esta sección, previamente
ha habido un proceso de selección exhaustivo.
2https://fsl.fmrib.ox.ac.uk/
58
CAPÍTULO 4. PROCESAMIENTO DE AVANZADO DE NEUROIMÁGENES
Figura 4-8: Resumen esquemático de los pasos implicados en el pipeline de FreeSurfer.
4.3.1.1. Formatos de archivos en neuroimágenes
Antes de abordar el preprocesamiento realizado por FreeSurfer, es importante dedicarle un segmen-
to de esta sección a los formatos de imágenesmédicas utilizados en neurociencias. Existenmúltiples
formatos de imágenesmédicas que coexisten que pueden ser separados en dos categorías, 1) Forma-
tos de los fabricantes del equipamiento y de los prestadores médicos y 2) Formato de investigación y
desarrollo.
En la primera categoría se encuentra el formato DICOM por Digital Imaging and Communication in
Medicine, que se caracteriza por ser un formato robusto a los posibles errores en la gestión de la in-
formación, es decir, se centra en la trazabilidad tanto del paciente y del estudio realizado, así como
también en la seguridad en la transmisión de la información entre diferentes equipos. En contraposi-
ción es un formato que tiene una redundancia muy grande de datos, por ejemplo en neuroimágenes
una serie de fMRI rutinaria puede estar compuesta por alrededor de 4000 slices, es decir, en 4000 ar-
chivos DICOM, y en cada uno se repite toda la metainformación del paciente, fabricante, datos del
estudio. Como resultado, la serie puede llegar a ocupar 400Mb. En conclusión, es un formato seguro,
pero ineficiente.
En la segunda categoría se encuentra una serie de formatos que han ido evolucionando (y siguen ha-
ciéndolo actualmente). El más importante es el formato NIFTI por Neuroimaging Informatics Techno-
logy Initiative, el cual se encargadeeliminar la redundanciapropiadel formatoDICOM,pero sinperder
los datos que pueden ser de relevancia clínica, como la referencia espacial. Estos archivos pueden ser
de diferentes dimensiones de acuerdo al tipo de estudio, 2D (en estudios por slices), 3D (en estudios
volumétricos) y 4D (en estudios funcionales o de difusión). Su desarrollo está auspiciado por elNatio-
nal Institute of Mental Health y elNational Institute of Neurological Disorders and Stroke de los Estados
Unidos y tiene una capacidad de compresión de unas 10 veces. Es un formato soportado por lamayo-
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Figura 4-9: Resumen de superficies y espacios en FreeSurfer.
ría de los paquetes de soware de desarrollo y procesamiento en neuroimágenes, entre ellos losmás
importantes son:
AFNI (Analysis of Functional NeuroImages)3
FreeSurfer4
FSL5
MIPAV (Medical Image Processing, Analysis, and Visualization)6
SPM (Statistical Parametric Mapping)7
BrainVoyager 8
Trackvis y Diusion Toolkit9
Finalmente, actualmente se encuentra en desarrollo una evolución conceptual en el formato de neu-
roimágenes, que comprende la estandarización de la estructura de archivos en estudios, usando el
formato NIFTI, para que de esta forma sea posible realizar procesamientos multimodales de forma
3https://afni.nimh.nih.gov/
4https://surfer.nmr.mgh.harvard.edu/
5https://fsl.fmrib.ox.ac.uk/
6https://mipav.cit.nih.gov/
7http://www.fil.ion.ucl.ac.uk/spm/
8http://www.brainvoyager.com/products/brainvoyager.html
9http://www.trackvis.org
60
CAPÍTULO 4. PROCESAMIENTO DE AVANZADO DE NEUROIMÁGENES
semiautomatizada con pipelines validados por grandes laboratorios mundiales. Este formato se lla-
ma BID (Brain Imaging Data Structure) [146] y se centra en la reproducibilidad de las investigaciones
y en la automatización de procesos.
4.3.1.2. Compresión de los archivos DICOM
Entonces, el primer paso para poder realizar cualquier tipo de procesamiento es extraer el/los estu-
dio/s de la computadora de adquisición. Este proceso generalmente no es trivial, es lento y se pro-
ducen múltiples errores en la grabación ya sea del DVD o de un dispositivo de almacenamiento USB
debido a la gran cantidad de archivos DICOM.
El segundo paso es la transformación del formato DICOM a NIFTI, para esto se utiliza el soware
dcm2nii10, el cual puede ser utilizado mediante una línea de comandos o con una interfaz gráfica
a través de la aplicación dcm2niigui. Para automatizar el proceso y generar automáticamente una
estructura de archivos sistematizada y anonimizada, en el marco de esta tesis se desarrolló una apli-
cación de Python (llamada ordenador_bd.py) el cual lee un árbol de carpetas con archivos DICOM
y genera una organización de archivos en NIFTI con sus respectivas subcarpetas de acuerdo a las se-
cuencias incluidas en la adquisición de la MRI.
4.3.1.3. Preprocesamiento en FreeSurfer
El preprocesamiento realizado por FreeSurfer está explicado en dos artículos complementarios [138]
y [139]. Brevemente está compuesto por los siguientes pasos:
1. Registro a la orientación de Tailarach: En este procesos se usa un descenso por el gradiente
(a muchas escalas espaciales), maximizando la correlación entre la imagen y una imagen pro-
medio generada como el promedio de un gran número de imágenes previamente orientadas.
2. Normalización de la intensidad previa a la segmentación: Debido a que las imágenes gene-
ralmente poseen variaciones en la intensidad y el contraste debidas a las variaciones de cam-
po, elmismo tejido en diferentes partes del espacio pueden tener diferentes intensidades. Para
que una herramienta sea independiente del resonador, es necesario aplicar una normalización
que pueda eliminar estas variaciones. FreeSurfer implementa una normalización que presupo-
ne que lamáxima intensidad en un slice en el plano X-Y estará en la materia blanca y a partir de
ello fija puntos de control, que luego son utilizados en un proceso de 11 pasos iterativos (des-
critos en [138]). Como resultado de este proceso se obtiene un mapa de corrección de campo,
que es aplicado a la imagen original para obtener una en la cual la intensidad de la imagen no
dependa de la posición en el espacio. Este proceso es sumamente importante para los pasos
subsiguientes y cualquier error en el mismo puede llegar a arruinar el proceso globalmente. Es
por eso que es importante que frente a una nueva secuencia T1 3D, sea testeado el procesa-
miento antes de empezar a adquirir sujetos en un experimento.
10https://www.nitrc.org/projects/dcm2nii/
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3. Extracción del cráneo y tejidos circundantes (Skull-Stripping): Tiene como objetivo extraer
de forma robusta el cráneo y los tejidos anexos para contar con una nueva imagen que conten-
ga únicamente el tejido nervioso intra-craneal. El procedimiento utilizado está basado en un
proceso iterativo con una malla deformable, en la cual el proceso de deformación es dirigido
por dos fuerzas, 1) Una fuerza que es guiada por los cambios de intensidad de la imagen deMRI,
que está diseñada para detectar el límite entre el tejido y el LCR y 2) Una fuerza que penaliza
la inhomogeneidad de la malla, con el objetivo que sea una superficie suave. El procedimiento
completo está descrito con detalle en [138] y su versión actualizada en [128].
4. Segmentación de la materia blanca: En este proceso se utiliza una serie de intensidades de
referencia y un conjunto de decisiones lógicas en conjunto con un algoritmo basado en vecin-
dades para generar una máscara de la materia blanca cerebral [138]. Este paso es crítico, ya
que se utiliza esta segmentación de la materia blanca para posteriores pasos de generación de
superficies.
5. Cortes conplanos: Se separa la imagen en una serie de sub-imágenes para definir operaciones
lógicas posteriormente y evitar ”conectividad” entre estas sub-imágenes. Se realiza un corte
sagital en el cuerpo calloso para separar los dos hemisferios, que a partir de aquí se procesan
por separado. Un segundo corte en el plano horizontal se realiza a la altura de la protuberancia
para separar tejidos supra y sub-tentoriales.
6. Generación de componentes conectados: Con el fin de darle una continuidad a la materia
blanca, se aplica un algoritmo que busca completar vacíos o discontinuidades en la segmenta-
ción de la materia blanca.
7. Generación de las superficies deformables: Utilizando la segmentación de la materia blan-
ca y la segmentación del cerebro y mediante el uso de superficies deformables, se generan la
superficie de materia blanca y la superficie pial, las cuales fueron señaladas en la Figura 4-9.
4.3.2. Segmentación y parcelación
Una de las características que hace único al paquete FreeSurfer, es la capacidad de segmentar de
forma sumamente precisa regiones corticales y subcorticales en el espacio nativo del sujeto, es decir,
generandomáscaras precisas en la imagen original de sujeto teniendo en cuenta las particularidades
del cerebro individual que está siendo analizado.
La técnicade segmentación subcortical se halla descrita en [142] y sebasa en la generacióndeunatlas
probabilístico realizadopormúltiples segmentacionesmanuales realizadasporexpertos y registradas
en un espacio común (MNI305). Posteriormente, de acuerdo a las intensidades de la imagen T1 y la
función no lineal de transformación entre el espacio del atlas y el cerebro analizado, se calcula una
función de probabilidad de pertenencia a cada región subcortical teniendo en cuenta tres factores: 1)
La distribuciónde intensidades normalizadas para cada estructura, 2) La distribuciónde intensidades
en la vecindad y 3) Las reglas anatómicas de relación espacial entre estructuras. Para considerar estas
reglas seutilizancamposaleatoriosdeMarkov[147], la cual esun técnicaquepermiteestablecer reglas
condicionales a una tarea de asignación de etiquetas de acuerdo a diferentes factores.
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Con respecto a la parcelación cortical, se utilizan las mismas técnicas que en las subcorticales, pero
en este caso a nivel de superficies y utilizando operaciones de transformación adecuadas para los es-
pacios de superficies. El procedimiento de parcelación cortical se encuentra descrito en [144]. Es de
particular interés remarcar que el registro entre superficies corticales con un atlas parceladomanual-
mente se realiza utilizando la transformación de registro pasando por el espacio esférico descrito en
[139] ymostrado en las Figuras 4-8 y 4-9. Una vez considerado elmétodode registro cortical y utilizan-
do superficies corticales segmentadasmanualmente, es posible utilizar campos aleatorios deMarkov
para generar un atlas probabilístico que tenga en cuenta intensidades y distribuciones espaciales lo-
cales y globales (como en el caso de la segmentación subcortical).
Ambos procedimientos fueron validados en los artículos que presentan las técnicas y han mostrado
tener un desempeño similar a la segmentación manual, pero con la ventaja de seguir reglas que no
dependen del desempeño humano y pudiendo contar con un proceso totalmente automatizado.
Utilizando este conjunto de técnicas es posible obtener un cerebro totalmente segmentado en 83 re-
giones en un tiempo promedio de 8 horas de procesamiento y con una utilización de entre 4 a 8 Gb.
Para validar y comprobar el desempeño de este procesamiento se realizó un trabajo en el cual se
procesaron alrededor de 600 imágenes de una base de datos pública [61]. El algoritmo demostró un
excelente desempeño y una gran estabilidad, además se pudieron describir los cambios en el cerebro
durante la adultez de forma consistente con estudios realizados con otras técnicas.
Finalmente, es importantemencionar que la parcelación cortical y subcortical realizada por FreeSur-
fer ha demostrado ser relativamente independiente de los parámetros de adquisición [143] y que la
división en parcelas realizada tiene un correlato anátomo-funcional, lo que es de suma importancia
en la aplicación de esta segmentación para la extracción de señalesmedias BOLD que se explicará en
la sección 4.5.3 [148]. A pesar de ello, existen investigaciones que plantean que la parcelación usada
por FreeSurfer divide a la corteza en porciones demasiado grandes y por lo tanto inhomogéneas fun-
cionalmente [55], por lo que en esta tesis se ha implementado un método para poder subdividir las
parcelas en porciones progresivamentemás pequeñas de forma estandarizada (la cual se presentará
en la sección 4.7).
4.4. Pipeline de análisis de la conectividad estructural
El modelado de la conectividad estructural se realiza a partir de la imágenes de difusión. Para este
procesamiento, además de respetar los requerimiento generales presentados en la sección 4.3 se de-
finieron los siguientes requerimientos específicos:
1. Todo el procesamiento de difusión debe ser realizado en el espacio nativo.
2. El preprocesamiento debe eliminar los efectos indeseados de movimiento y de efectos que re-
duzcan la relación señal/ruido.
3. Debe poder utilizarse la información de la segmentación morfométrica para seleccionar regio-
nes de forma automatizada.
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4. Los resultados obtenidos deben poder ser usados para una exploración manual de los tractos
(por ejemplo para un estudio prequirúrgico) o para un procesamiento automatizado (matriz de
conectividad estructural).
4.4.1. Preprocesamiento
4.4.1.1. Fuentes de distorsión en DWI
Las fuentes de distorsión en DWI pueden englobarse en tres tipos [149]:
Artefactos debidos al movimiento: Las DWI usualmente consisten en la adquisición de volú-
menes enmúltiples direcciones y la duración de unprotocolo completo de adquisición puede ir
entre los 50 segundos (6 direcciones), unamedia de entre 6 y 10minutos (para 32 direcciones) y
hasta horas (actualmente se hacen adquisiciones de 128 omás direcciones). Dada una duración
media de entre 6 y 10 minutos es lógico pensar que el sujeto va a moverse durante el escaneo,
lo que llevará a la generación de artefactos [150].
Inhomogeneidades del campomagnético:Debido a que las secuencias DWI utilizan unméto-
dode adquisición rápido llamado EchoPlanar Imaging (EPI) –en el cual cadaplano (slice) puede
ser adquirido en alrededor de 50 a 100 [ms]–, están expuestas a artefactos de inhomogeneida-
des en el campo magnético. Estas inhomogeneidades se producen por una combinación de
efectos, 1) El campomagnético permanente no es constante en el tubo y 2) Cuando el sujeto se
introduce en el resonador, la diferencia de susceptibilidadmagnética de los diferentes espacios
anatómicos (por ejemplo los senos paranasales) y tejidos, produce inhomogeneidades locales
que son especialmente observables en las secuencias EPI [150].
Corrientes de Foucault:Durante la adquisición de las DWI se producen cambios rápidos en los
gradientes magnéticos, que a su vez generan corrientes parásitas de Foucault y las cuales ge-
neran secundariamente cambios en los campos magnéticos y por lo tanto artefactos llamados
Eddy Current Artifacts. Estos camposmagnéticos ”parásitos” han sido reportados como genera-
dores de artefactos de escalado, cizalla (shearing) y de traslación por lo que esmuy importante
su corrección [150, 151]. La distorsión generada por estas corrientes es altamente dependiente
no sólo del resonador, sino también de la dirección particular de adquisición de cada volumen
[150].
4.4.1.2. Secuencias adecuadas para un correcto preprocesamiento
Para un correcto preprocesamiento es necesario contar con una buena secuencia de adquisición. De-
bido a la complejidad de la temática, las diferentes secuencias están fuera de los aspectos a analizar
dentro de esta tesis, pero aun así se delinean algunos de los parámetros básicos recomendados a
partir del conocimiento teórico-práctico:
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Parámetro Valores Observaciones
Numero de B0s Un volumen cada 10 direcciones Es utilizado para disminuir las distorsiones
por corrientes de Foucault
Cantidad de direcciones 32 para modelo acDT Respetar el numero de direcciones es esencial
64 omás para modelos más complejos (HARDI) para tener buenas estimaciones en los modelos.
Parámetro b 1000 para 32 direcciones.
1500 para 64 direcciones.
Disposición de las direcciones Deben distribuirse uniformemente en el espacio En secuencias conmúltiples valores de parámetros b,
esférico de radio b (nomapear únicamente la semiesfera superior) debenmapear uniformemente cada una de las esferas.
Tamaño del vóxel Preferentemente isotrópico. Un tamañomuy común es 2x2x2 mm.
Corrección de inhomogeneidades Para realizar este tipo de corrección se recomienda adquirir uno
de campo o varios volúmenes en el orden contrario al que normalmente se
realiza la adquisición (conocido como inversión de fase). Es decir, si
las 32 direcciones se adquieren desde el plano anterior a posterior,
previamente se deben adquirir uno omás volúmenes desde el plano
posterior al anterior [152].
Tabla 4-4: Recomendaciones para secuencias de DWI. El Módelo Tensor de Difusión se abrevia como DT.
4.4.1.3. Pipeline de preprocesamiento en DWI
Cómo se resumió en la Tabla 4-4, es importante que en la adquisición de DWI se obtenga la infor-
mación para construir un mapa del campo magnético. A pesar de ello, muchas veces el soware de
control del resonador no lo permite o no se dispone del tiempo necesario. Es por ello que en esta sec-
ción se describen dos opciones de preprocesamiento, una con y otra sin la adquisición con inversión
de fase.
En la Figura 4-10 semuestran los pipelines sugeridos para este proceso. En el mismo puede verse que
todos losprocesos realizadospertenecenalpaqueteFSL11 yacontinuación sedescribeendetalle cada
uno de ellos:
Pasos obligatorios
Selección de imagen B0 de referencia: En este proceso se utiliza el comando FSL ROI12, el
cual permite la extracción de un subconjunto de puntos de una imagen. En este caso, dado
que la imagen es 4D, se extrae el volumen de referencia B0, que será utilizado posteriormente
para construir el mapa de deformaciones de campo, así como también en las correcciones de
deformaciones de corrientes de Foucault.
Extracción del cerebro: Para una mejor corrección de deformaciones y de movimiento es ne-
cesario contar con una máscara del cerebro. Ésta se genera utilizando el programa FSL BET13
(por brain extraction tool) [125, 153], que puede ser completamente controlado desde la línea
de comandos y genera excelentes resultados. En este punto del proceso recae en el valor de un
parámetro crítico, el umbral de intensidad, que en casos patológicos debe ajustarse adecuada-
mente para tener buenos resultados.
Corrección delmovimiento: Este proceso está integrado dentro del comando eddy14 y es una
de las novedades de la nueva versión de FSL. Durante este proceso se alinean las imágenes de
difusión (en cada dirección). Además, la última versión de este comando tiene la novedad de
11https://fsl.fmrib.ox.ac.uk/
12https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Fslutils
13https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/BET/UserGuide
14https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/eddy
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corregirmovimientodentrode laadquisicióndeunmismovolumen, esdecir entre slicesapartir
de la detección de valores incongruentes (outliers) [149, 154].
Corrección de corrientes de Foucault: El efecto de estas corrientes se corrige en simultáneo
con elmovimiento. Se utilizan algoritmospredictivos (utilizandomodelos generativos) queúni-
camente asumen que la difusión es un proceso gaussiano. Para detalles sobre el algoritmo ver
[149, 154]. El algoritmo de corrección se implementa en el comando eddy.
Pasos opcionales (con imagen B0 con inversión de fase)
Alineación: Se realiza una co-registro entre la B0 de las DWI y la B0 con inversión de fase para
que queden solapadas espacialmente. El comando utilizado para este proceso es el FLIRT15, el
cual es un comando de registro lineal muy potente que permite realizar alineación entre imá-
genes de mismas o diferentes secuencias y entre el mismo sujeto o inclusive distintos. Dado
que en este caso las imágenes son del mismo sujeto e inclusive de la misma modalidad se usa
comométrica de comparación la correlación y se utilizan 6 grados de libertad (3 traslaciones +
3 rotaciones, sin escalado de ningún tipo).
Estimación de mapa de deformaciones de campo: Mediante el uso de dos imágenes adqui-
ridas a contra fase, por ejemplo Anterior->Posterior y Posterior->Anterior, es posibles utilizar
el comando topup16 para estimar las distorsiones del campo. Como salida de este proceso se
obtiene unmapa de distorsiones [152].
Corrección dedeformaciones de campo:Mediante un parámetro opcional del comando eddy
es posible tomar la salida del topup y utilizarla para corregir las distorsiones de campo en si-
multáneo con la corrección demovimiento y de corrientes de Foucault[154].
Figura 4-10: Resumen del preprocesamiento para DWI. En verde se grafican los paquetes de datos, mientras en
amarillo los procesos. En lineas punteadas se denotan los pasos opcionales.
4.4.2. Obtención de tractos para la exploraciónmanual
Unavezque sehanpreprocesado lasDWI, unode losprincipales usosque tienen las imágenesdedifu-
sión es poder estudiar visualmente la disposición de los tractos a nivel espacial, por ejemplo durante
15https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT
16https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/topup
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un análisis prequirúrgico [155, 156]. Para ello, es necesario recuperar la disposición de los tractos, así
como también llevar la información de las diferentes modalidades adquiridas a un espacio común.
Finalmente, se debe utilizar un soware de visualización y filtrado de la información para poder se-
leccionar y observar la porción de la información que se considere más relevante.
En la Figura 4-11 se muestra este proceso, junto con las tecnologías empleadas para cada uno de los
pasos. A continuación se describe en detalle cada uno de ellos:
Selector de Volumen: Este paso es el mismo que el explicado en la sección 4.4.1.3, solo se
incluye aquí a fines didácticos, pero en realidad es el mismo proceso dentro del pipeline.
Alineación a espacio DWI: Este proceso es similar al de alineación presentado en la sección
4.4.1.3, pero en este caso con la diferencia de que son modalidades (secuencias) y tamaños de
vóxeles generalmente diferentes, por lo que al usar la aplicación FSL FLIRT es necesario utilizar
como función de costo la informaciónmutua y como imagen de referencia a la B0. En este caso
la salida estará alineada con el espacio de DWI y tendrá el mismo tamaño de voxel que la B0 y
el resto de las imágenes de DWI.
Es importante mencionar que como producto secundario de esta alineación se obtiene la ma-
triz de transformación del espacio anatómico (de alta resolución) al espacio DWI y es posible,
utilizando el comando convert_xfm17 de FSL con el parámetro -inverse, generar la matriz de
transformación para llevar todos los resultados al espacio anatómico de alta resolución (como
se verá posteriormente).
Semilleo: Para generar las semillas de reconstrucción de tractos es necesario utilizar una es-
trategia quemapee todas las zonas por donde posiblemente pasa un tracto. Una de las formas
máscomunesesutilizarunumbralde fraccióndeanisotropía (FA)delModeloTensordeDifusión
(DT), generalmente 0.3, para generar unamáscara donde aleatoriamente se generará un núme-
ro N de semillas. Otra de las formas que puede utilizarse (y la que se propone en esta tesis), es
utilizar la segmentación de la materia blanca realizada por el FreeSurfer, llevada al espacio de
difusión para generar semillas aleatoriamente distribuidas en esta. Utilizando esta estrategia es
posible utilizar cualquiermodelo y no se tendrá un bias propio de la utilización de unmodelo u
otro.
Para realizar esta tarea se utiliza en primer lugar, la funciónmri_binarize18, un comando que
forma parte del paquete de FreeSurfer, el cual permite generar unamáscara a partir de una lista
de valores de intensidad. Luego, se utiliza una función del paquete de Dipy, específicamente
la función seeds_from_mask19 para generar un número N de puntos que luego servirán para
inicializar el proceso de tracking.
Modelo DT: En esta etapa se ajusta el modelo de DT a partir de las DWI. Para ello es necesario
contar con las DWI preprocesadas, las direcciones y los parámetros b utilizados; y además una
máscara del cerebro, la cual fue obtenida en la etapa de preprocesamiento (será la región en
donde se ajuste elmodelo). Existen dos estrategias para realizar este proceso, la aplicaciónDTI-
17https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT/UserGuide
18https://surfer.nmr.mgh.harvard.edu/fswiki/mri_binarize
19https://github.com/nipy/dipy/blob/master/dipy/tracking/utils.py
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FIT20 de FSL y la función fit de la clase TensorModel21. A partir de ello es posible obtener las
distintas imágenes escalares propias del modelo DT. En la Figura 4-11 semuestran estas imáge-
nes abajo a la derecha. Particularmente es importante aclarar que las imágenes V# son las V1, V2
y V3, que son imágenes vectoriales, en las que el valor de cada voxel es un vector de tres compo-
nente, que apunta en la dirección principal, secundaria y terciaria respectivamente. Asimismo,
las imágenes L# (L1, L2 y L3) son imágenes de los autovalores λ1, λ2 y λ3 respectivamente. To-
dasestas imágenesescalareshanprobado tenerunagranutilidadparael estudiode fenómenos
fisiológicos (como la plasticidad cerebral[157, 158]) y también patológicos [159, 160]. Sin embar-
go, el nivel de aprovechamiento actual de este tipode imágenes todavía esmuy reducido, por lo
que hay muchos proyectos enmarcha para mejorar la utilización de estas imágenes escalares.
Otros modelos: La utilización de otros modelos dependerá principalmente de la cantidad de
direcciones que se puedan adquirir y por lo tanto del tiempo que se disponga para la adquisi-
ción de las DWI. En la práctica clínica generalmente la cantidad máxima de direcciones que se
pueden adquirir son 32, por lo que en ese caso el únicomodelo que se podrá utilizar adecuada-
mente será el DT. En cambio, en investigaciónmuchas veces es posible adquirir 64 direcciones
o más, por lo que en ese caso se podrá utilizar modelos como las QBall [161] o SD [162].
–QBall: Este es unmodelo alternativo al deDT [163, 164] y actualmente ha sido superadopara la
tarea de reconstrucción de tractos y cuestionado para su uso clínico[165]. Sin embargo, puede
ser utilizado para generar una interesante imagen escalar, el índice Fracción de Anisotropía Ge-
neralizado (GFA), el cual es una extensión del FA, pero contrariamente a este no se ve reducido
en los cruces de fibras. A pesar de que este escalar también ha sido cuestionado, es interesante
tenerlo en cuenta para investigación [165]. Para utilizar este modelo se utiliza la función fit de
la clase CsaOdfModel22 en Dipy, que implementa el algoritmo de QBall mejorado presentado
en [166].
– Spherical Deconvolutions (CSD):Este es elmodelo complejo que actualmenteproducemejores
resultados y puede ser realizado con secuencias de adquisición relativamente sencillas. Puede
ser utilizado en Dipy con la función fit de la claseConstrainedSpherical-DeconvModel23. Con-
trariamente a losmodelosDTyQBall, estemodelo sirve únicamentepara el procesodeTracking
y no produce ningún tipo de imagen escalar.
Tracking: Este proceso consiste en unir las direcciones procedentes del modelo ajustado en
cada voxel para la generación de tractos y puede ser determinístico o probabilístico. Cuando
la tractografía se produce para una inspección visual, es mejor la utilización de un tracking de-
terminístico, dado que produce una informaciónmás concreta para poder entender unmodelo
simplificado de la disposición de los tractos. Para realizar el tracking son necesarios unmodelo,
la máscara de lamateria blanca y un conjunto de semillas de inicio de la generación de tractos.
A partir de ello se utiliza la función EuDX de Dipy, la cual implementa un novedoso algoritmo
desarrollado por Eleherios Garyfallidis en su tesis doctoral de la Universidad de Cambridge
[167]. Posteriormente, la información de los tractos es integrada con la información de localiza-
20https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FDT/UserGuide
21https://github.com/nipy/dipy/blob/master/dipy/reconst/dti.py
22https://github.com/nipy/dipy/blob/master/dipy/reconst/shm.py
23https://github.com/nipy/dipy/blob/master/dipy/reconst/csdeconv.py
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ción espacial (información del tamaño de los vóxeles y orígenes del espacio de coordenadas) y
se guarda en el formato .trk24 para su posterior visualización.
Visualización: Una vez que se han generado todos los archivos en el mismo espacio, es nece-
sario visualizar los resultados. Para ello existen dos alternativas, la primera y que se realiza para
inspeccionar visualmente los resultados es revisarlos en el espacio de difusión (generalmente
con un tamaño de voxel de 2x2x2mm). La segunda, es transformar a todos los archivos al espa-
cio de alta resolución espacial de 1x1x1 mm. Una vez comprobada la calidad de los resultados,
generalmente se realiza este proceso de transformación para el encuadre de todos los resul-
tados en un mismo espacio de alta resolución, para una mejor visualización de las imágenes
finales.
Independientemente del espacio de visualización, el procedimiento consiste en el cargado de
los tractos en el soware TrackVis25, el cual es parte de un conjunto de programas llamado
Diusion Toolkit[168]. Adicionalmente se cargan también los volúmenes en sus diferentes mo-
dalidades y a partir de ello es posible generar regiones de interés (ROIs) para segmentar paque-
tes de tractos (fascículos) de interés clínico. En esta etapa muchas veces también se generan
máscaras con información clínica relevante (por ejemplo: la segmentación de un tumor) para
superponerlo con el resto de la información. Para dicha tarea se utiliza el soware FSL View26,
parte del paquete FSL. Tanto la utilizacióndel Trackvis comodel FSL View requieren experiencia
por parte del operador y el desarrollo de su uso no será explicado en esta tesis, ya que estámás
relacionado con aplicaciones clínicas de análisis de casos.
Figura 4-11: Resumen de procesos para la generación de tractos para su exploración visual. En verde se grafican
los paquetes de datos, mientras en amarillo los procesos. En los recuadros amarillos semuestra en cursiva la tec-
nología seleccionadapara cadaproceso. La flechaazul representa la salida deunpaquete de imágenes escalares
basadas en difusión.
24http://www.trackvis.org/docs/?subsect=fileformat
25http://www.trackvis.org/
26https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FslView
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4.4.3. Obtención de la matriz de conectividad estructural
La matriz de conectividad estructural consiste en estimar cuán conectado está un núcleo funcional o
una parcela con otro/a. Una de las complicaciones que surge a la hora de estimar conectividad con
los tractos, en combinación con una parcelación nativa, es que por lo general las parcelas o núcleos
funcionales están compuestos pormateria gris y por lo tanto se encuentran fuera del espacio de trac-
king (o espacio trackeable) conDWI. Es por ello, que si para realizar el tracking utilizamos semillas que
se encuentran en las parcelas funcionales, se estima una conectividad con un sesgomuy grande.
Para evitar este sesgo y poder generar semillas vinculadas a cada núcleo funcional y al mismo tiem-
po dentro del espacio trackeable, se desarrolló una estrategia de proyección de las parcelas hacia la
sustancia gris, la cual se resume en los siguientes pasos:
Se genera la máscara con la parcelación demateria gris.
Se dilatan la máscara con un algoritmo que permite una dilatación sin generar conflicto en re-
giones contiguas. Este proceso se implementó utilizando el paquete de Python Easy Lausan-
ne27, el cual está basado en la aplicación Connectome Mapper[169], la cual empaqueta estas
funcionalidades de unamanera inaccesible como procesos.
Se hace una resta entre la parcelación y la dilatada de manera de obtener las cáscaras envol-
ventes de cada parcela.
Se hace una intersección entre las envolventes y la máscara demateria blanca. Una alternativa
más restrictiva para la máscara de intersección con las envolventes es utilizar el espacio trac-
keable, el cual en general se toma como lamáscara resultante de aplicar un umbral de 0.20 a la
imagen de FA. Esta alternativa asegura que todos los puntos que se usan como semilla puedan
iniciar tractos. En la Figura 4-12 se muestra un ejemplo gráfico del proceso de proyección de la
parcelación hacia el espacio trackeable.
En la Figura 4-13 se resumen los pasos que comprenden el pipeline para obtención de la matriz de
conectividad estructural. Muchos de los pasos implicados ya han sido descritos en los pipelines ante-
riores, por lo que el diagramaha sido simplificadopara resaltar los procesos específicos de esta etapa.
A continuación se describe en detalle cada uno de ellos:
Transformación al espacioDWI: En este paso se realiza el registro descrita en la etapa anterior.
Se puede añadir que en este proceso es importante considerar la función de interpolación uti-
lizada durante la transformación de un espacio a otro, la cual es un parámetro en FLIRT. Para
transformaciones de imágenes con niveles de grises o valores escalares se utiliza la interpola-
ción trilinear, la cual interpola con funciones lineales en los tres ejes principales. Contrariamen-
te, cuando se quiere transformar una imagen con valores enteros (etiquetas) como es el caso
de una segmentación o un atlas, es necesario utilizar una interpolación que no genere nuevos
valores de etiquetas y por lo tanto se debe utilizar la interpolación por vecinos cercanos. En
la Sección 4.7 se discutirán algunos de los cuidados necesarios cuando se utiliza este tipo de
interpolación en el caso de contarse con regiones pequeñas.
27https://github.com/mattcieslak/easy_lausanne
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Figura 4-12: Ejemplo de una proyección de la parcelación hacia la materia blanca.
Proyección de sustancia gris a sustancia blanca: Este es el proceso descrito anteriormente
(Figura 4-12).
Generación del modelo de difusión: Este paso ya fue descrito en la etapa anterior. En la mis-
ma se obtiene el modelo de la difusión del agua con el modelo DT y otros (si la cantidad de
direcciones así lo permite). Además, a partir del modelo DT se obtienen las imágenes escalares
descritas en la etapa anterior y se utiliza el FA para definir el espacio trackeable. Por el contrario,
en el caso de que se realice un proceso tracking probabilístico se utilizará el GFA para definir el
espacio trackeable.
Semilleo: El procesodependede cual será elmétodode trackingutilizado. En el casodeutilizar
un tracking determinístico, se utiliza una vez cada uno de los vóxeles que componen cada una
de las parcelas en sustancia blanca.
Tracking: Como se mencionó antes, este proceso puede ser determinístico o probabilístico. El
caso determinístico ya ha sido explicado en la etapa anterior. En el caso del tracking probabi-
lístico, se inicia el proceso un gran número de veces por cada semilla (≈ 5000), lo que permite
estimar una probabilidad de que dos regiones estén conectadas entre sí de acuerdo a la pro-
porción de veces que al iniciarse el proceso en una semilla, se llega a la otra. Es importante re-
marcar que cuando se utiliza está técnica la probabilidad de que se llegue de una región a otra
es inversamente proporcional a la distancia. Además, dadoque con el trackingprobabilístico es
posible que se generen bucles o caminos demasiado largos para lo biológicamente posible, es
muy importante establecer un largomáximo de tracto para cortar el proceso y declararlo como
no válido.
A nivel de la implementación, el proceso del tracking probabilístico se realizó con Dipy y está
comprendido por dos procesos principales. El primero consiste en mapear de forma discreta
la función ODF para obtener las probabilidades en las diferentes direcciones, lo cual se realiza
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con la función ProbabilisticDirectionGetter28. El segundo paso consiste en utilizar esta infor-
mación y las semillas para realizar el tracking, el cual se realiza con la clase LocalTracking29.
Cómputo dematriz de conectividad estructural:Una vez obtenidos todos los tractos, se con-
tabiliza la cantidad de veces que partiendo de cada una de las parcelas se llega a cada una de
las otras, resumiéndose este proceso en unamatriz de conectividad estructural.
Figura 4-13: Resumen de procesos para la generación de la matriz de conectividad estructural. En verde se gra-
fican los paquetes de datos, mientras en amarillo los procesos. En los recuadros amarillos se muestra en cursiva
la tecnología seleccionada para cada proceso. Los procesos ya explicados en las etapas anteriores han sido sim-
plificados paramayor claridad conceptual.
4.5. Pipelines de análisis de resonancia magnética funcional
Como se mencionó en el Capítulo 4, generalmente la fMRI se realiza de dos formas, 1) la más general
en la práctica clínica actual es la fMRI por bloques de tareas (Tarea/Reposo) o (Tarea A/Tarea B) y 2) la
fMRI en reposo. Estas dos formas de utilización difieren mayormente en que en la primera se conoce
la función de entrada (función estímulo) y la función de transferencia (función HRF) y por lo tanto
puede modelarse al sistema estimándose una salida esperada, mientras que en el segundo caso no
es posible realizar esto.
4.5.1. Preprocesamiento
Dado que en cada Pipeline de las secciones subsiguientes los preprocesamientos son ligeramente
distintos, en esta sección se describirán los procesos implicados en el preprocesamiento de la fMRI y
cuál es su importanciaparael resultado final. Ademássediscutiránalgunascuestionesmetodológicas
y algunas alternativas de preprocesamiento.
28https://github.com/nipy/dipy/blob/master/dipy/direction/probabilistic_direction_getter.py
29https://github.com/nipy/dipy/blob/master/dipy/tracking/local/localtracking.py
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4.5.1.1. Corrección demovimiento
Cuando un sujeto se encuentra en un resonador, existen numerosas fuentes de movimiento que ge-
neran pequeños (o no tan pequeños) cambios en la posición del cerebro a medida que transcurre el
tiempo. Las fuentes demovimientomás usuales son unamala sujeción de la cabeza del sujeto dentro
de la bobina, un protocolo que induce a que el paciente (consciente o inconscientemente) mueva su
cabeza, vibraciones que se trasladen a la camilla y finalmente movimientos relacionados con la res-
piración y la onda de pulso. El movimiento tiene tanta influencia en los resultados finales obtenidos
en los experimentos de fMRI, que generalmente se establecen criterios de exclusión de registros fren-
te a grandes desplazamientos o rotaciones [170]. Es por eso que a la hora de diseñar el protocolo de
adquisición deben extremarse las medidas para reducir al máximo las fuentes de ruido.
Másalláde lasmedidasquese tomen, seproducemovimientoquedebeserpreprocesadoyeliminado
de la mejor manera. Existen diferentes herramientas para eliminar el movimiento en los registros de
BOLD, las cuales pueden verse comparadas en [171].
Habiendo considerado las diferentes alternativas se seleccionópara este paso la aplicación de correc-
ción demovimiento de FSLMCFLIRT30, la cual utiliza a la herramienta antes presentada para registro
entre imágenes (FLIRT) para la corrección de movimiento [172]. Es una herramienta que puede ser
utilizada desde linea de comandos y que permite corregir elmovimiento, obtener una imagen 3Dme-
dia a partir de registros 4D y generar informes gráficos del movimiento a través del tiempo, los cuales
son mostrados para un ejemplo en la Figura 4-14. En investigación (más específicamente en fMRI en
reposo) desplazamientos del orden del milímetro o los 2 milímetros hacen al registro inaceptable y
debe ser eliminado o aunque sea los volúmenes en donde se concentra la mayor cantidad de movi-
miento. En la práctica clínica, en donde generalmente se usa el paradigma por bloques y es complejo
reprogramar una nueva cita para el paciente, existen límites más permisivos y muchas veces se debe
recurrir a técnicas de extracción demovimiento adicionales como ICA.
4.5.1.2. Corrección de desfase de planos durante la adquisición o slice timing correction
La optimización de tiempos en las secuencias – en especial en secuencias 4D – ha generado que las
estrategias de adquisiciónmuchas veces generen un desfase entre diferentes rodajas (o slices) del ce-
rebro. Una de las estrategias más comunes en la adquisición de la señal BOLD es adquirir las rodajas
pares en un tiempo y las rodajas impares en otro para evitar que se produzca interferencia entre ro-
dajas contiguas. Esta estrategia produce que diferentes rodajas tengan un muestreo distinto de los
fenómenos temporales que están siendo medidos. Es por ello que para corregir este desfase se rea-
liza una interpolación, de manera de tener todos los planos sincronizados y con unmuestreo común
[173].
Para realizar este proceso se utiliza la aplicación slicetimer31 de FSL, la cual puede ser utilizada des-
de linea de comandos y por lo tanto es automatizable. A partir del uso de esta aplicación, la señal
temporal de cada voxel es procesada independientemente y las intensidades son estimadas en un
30https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/MCFLIRT
31http://poc.vl-e.nl/distribution/manual/fsl-3.2/slicetimer/index.html
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Figura 4-14: Gráficos generados por la herramienta de corrección de movimiento MCFLIRT. En la parte superior
se muestran los desplazamientos a través del tiempo (el eje x representa el tiempo en volúmenes), en el gráfico
central se muestran las rotaciones y en el inferior los desplazamientos totales, tanto absolutos(con respecto al
volumen central) como relativos (con respecto al volumen previo). Es importante observar un gran movimiento
producido alrededor del volumen 75, el cual debe ser tenido especialmente en cuenta durante el procesamiento.
tiempo común para todos los vóxeles, generando una nueva imagen en la que todos los puntos están
sincronizados. La aplicación usa una interpolación Sinc con una ventana de Hann.
4.5.1.3. Corrección de la deformación EPI
Al igual que enel casodelpipelinedepreprocesamientoparaDWI, este es unpasoopcional y se realiza
en el caso de contar con la adquisición de imágenes con la fase invertida. En resonadores demuy alto
campo es muy recomendable realizar esta corrección ya que la secuencia de BOLD genera muchas
deformaciones en la zona órbito-frontal.
En el caso de contar con las imágenes de inversión de fase es necesario seguir un procedimiento si-
milar al descrito en la sección 4.4.1.3, utilizando la herramienta topup de FSL.
4.5.1.4. Extracción del cerebro
Al igual que en los pipelines anteriores, es importante extraer el cerebro del cráneo para mejorar los
resultados de el corregistro con el espacio anatómico de alta resolución. Para ello se utiliza la herra-
mienta BET de FSL.
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4.5.1.5. Suavizado Gaussiano
Dado que las imágenes de fMRI tienen una baja relación señal ruido, es necesario utilizar técnicas
que permitan eliminar ese ruido. Una de lasmás utilizadas en fMRI en bloques es el suavizado con un
kernel Gaussiano. A partir de ello y dado que el ruido se distribuye aleatoriamente y con una media
de cero, es posible eliminar parcialmente los ruidos puntuales. Para realizar este proceso se utiliza la
aplicación fslmaths32 con el parámetro -kernel gauss <radio enmilímetros>. En general se utilizan 3 o
4milímetros de radio.
4.5.1.6. Extracción de primeros volúmenes
Dadoque los gradientes durante la secuenciadeBOLD tardanun tiempoenestabilizarse, es necesario
eliminar los primeros 5 a 10 volúmenes. Para ello se utiliza la herramienta fslroi del paquete FSL.
4.5.1.7. Filtrado frecuencial
Debido a que la señal de BOLD intrínsecamente tiene una componente de ruido de baja frecuencia
(entre 0 y 0.015 Hz) a lo largo de un registro [174], es necesario aplicar un filtro pasa altos a la señal
cruda demanera de eliminar este efecto. Además, existen ruidos de alta frecuencia que deben ser eli-
minados por un filtro pasa bajos. En el caso de los registros de fMRI en reposo, se conoce que la señal
relacionada con la actividad neuronal se encuentra en un rango de frecuencias acotado (entre 0.04 y
0.07 Hz) [94, 175, 176, 177], mientras que en la fMRI por bloque el filtrado pasa bajos genera cambios
notorios en los resultados dado que la estimulación tiene patrones bien marcados.
Para realizar el filtrado de pasa altos, que es común a ambos tipos de fMRI se utiliza el filtro proporcio-
nado por FSL en la función fslmaths -bptf que permite aplicar un filtro pasa banda, pero es preferible
aplicar con el mismo solamente el filtro pasa altos.
Para realizar el filtrado pasa bajos (en el caso de fMRI) se recomienda utilizar un filtro diseñado de
acuerdo al problema concreto estudiado. En el pipeline propuesto en esta tesis se utiliza un filtro digi-
tal Butterworth de sexto orden con fase cero, utilizando el módulo scipy.signal33 de Python. En este
paso es muy importante realizar una inspección visual de los resultados cuando se procesa una nue-
va secuencia o una nueva frecuencia de corte, comparando la señal original con la filtrada para un
subconjunto acotado de canales.
4.5.1.8. Regresión de efectos indeseados
Una práctica común en el preprocesamiento (y también en el procesamiento en si) de la señal de
BOLD es considerar diferentes efectos indeseados –por ejemplomovimiento y sus derivadas, respira-
ción, pulsaciones cardíacas– y eliminarlos de la señal [178, 179]. El método más sencillo para realizar
este proceso es utilizar unmodelo lineal paramodelar la señal provocada por un determinado efecto
32https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Fslutils
33https://docs.scipy.org/doc/scipy/reference/signal.html
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indeseado para posteriormente eliminarla de la señal de cada voxel. La señal de BOLD (yBOLD) pue-
de ser explicada como una señal relacionada a fenómenos fisiológicos (yreal) más una señal de ruido
(yregresor) generada por un efecto indeseado (Xregresor). Si se considera que el efecto indeseado pro-
voca un efecto lineal en la señal de yBOLD, entonces ese efecto puede sermodelado por la ecuación:
yBOLD = Xregresorβ + ε, (4-7)
donde ε es el error entre la predicción lineal y la variable dependiente yBOLD. Aplicando mínimos
cuadrados sepuedeencontrar lamatrizβ óptimademanerade reducir ladiferencia entre la señalmo-
delada por el modelo lineal yˆ. Utilizando la matriz β es posible calcular una señal temporal yregresor
a lo largo del tiempo y a partir de ello recuperar la señal sin el efecto del ruido( ˆyreal) de la forma:
ˆyregresor = Xregresorβ; (4-8)
ˆyreal = yBOLD − ˆyregresor. (4-9)
Existe controversia de si usar este procedimiento es positivo para la recuperación real o no, pero ac-
tualmente se ha convertido casi en un estándar en las publicaciones de lasmejores revistas de neuro-
imágenes y a partir de ello se generan resultados consistentes con otras técnicas [180, 181, 182]. Dado
que se ha demostrado que está técnica está lejos de ser efectiva para eliminar realmente los efectos
de los diferentes factores, esta es un área de desarrollo activo en la actualidad [183, 184].
En elpipeline la regresiónde efectos indeseados se realiza utilizando la función lstsq34 implementada
en el paquete numpy de Python. Utilizando esta técnica es posible generar regresores de los factores
que se crea necesario. En este caso se utiliza para eliminar la señal media de la sustancia blanca y del
liquido cefalorraquídeo, dado que se supone que no generan una señal de BOLDque esté relacionada
con la actividad neuronal.
4.5.2. Pipeline de análisis para resonancia funcional en bloques
El pipeline de procesamiento para la fMRI en bloques está compuesto por dos grandes etapas que se
muestran en la Figura 4-15. Los procesos implicados en la etapa de preprocesamiento han sido expli-
cados en su totalidad en la sección anterior. Con respecto a la etapa de estimación de zonas signifi-
cativas, el procesamiento se basa en la utilización del Modelo Lineal General (GLM por General Linear
Model) con un post-procesamiento para la selección de zonas altamente explicadas por el estímulo.
4.5.2.1. El modelo lineal general aplicado a la fMRI
El GLM es una generalización de la regresión lineal, el cual permitemodelar una variable dependiente
como una combinación lineal de diferentes variables explicativas. La ecuación del GLM es:
34https://docs.scipy.org/doc/numpy-1.13.0/reference/generated/numpy.linalg.lstsq.html
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y = Xβ + ε, (4-10)
dondey es la señal observable (en este caso la señal de BOLD de un voxel a lo largo del tiempo),X es
unamatriz que contiene la evolución temporal de cada variable explicativa (VE) a lo largo del tiempo,
β es el vector de coeficientes de combinación lineal y ε el vector de error en el tiempo. Si expandimos
la ecuación (4-10) para un único vóxel i se puede expresar como:
yi(t) = βi0 + βi1xi1(t) + βi2xi2(t) + ...+ βiNxiN (t) + εi(t). (4-11)
Esta ecuación puede ser resuelta utilizandomínimos cuadrados mediante la solución:
βˆ = (XTX)−1XTy = (
∑
xix
T
i )
−1(
∑
xiyi). (4-12)
El estimador βˆ es consistente siempre y cuando el error tenga una varianza finita y no este correlacio-
nados con las variables explicativas, es decir, siempre que se cumpla que:
E(ε|X) = 0. (4-13)
Entonces, utilizando el GLM es posible estimar cuanta influencia ha tenido cada VE sobre la señal de
BOLD en cada voxel. Pero previamente es necesario calcular cual es la señal de BOLD que se podrá
predecir a partir de conocer un estímulo determinado. Para ello es necesario retomar los conceptos
desarrollados en el Capítulo 4, donde se mostró que la señal de BOLD puede ser modelada como un
sistema lineal invariante en el tiempo, en donde la función de transferencia es la señal HRF (función
de respuesta hemodinámica). Entonces a partir de una función estímulo fe es posible estimar una
función de respuesta hemodinámica al estímulo fhe de la forma:
fhe(t) = fe(t) ∗ hrf(t). (4-14)
Por lo tanto, el procesamiento que se realiza en fMRI con tareas puede resumirse en los siguientes
pasos:
1. Se calcula la fhe a partir de la Ecuación (4-14).
2. Se genera una matriz de variables explicativas con la fhe, las funciones de movimiento (trasla-
ción y rotación) y sus derivadas.
3. Se realiza un análisis masivo de GLMs (uno por cada voxel) para estimar los coeficientes βi.
4. Se realiza una prueba estadística para saber en qué vóxeles se puede rechazar la hipótesis nula
para β1 (el relacionado con la fhe). Es decir para cuantificar en que vóxeles la señal de BOLD
respondió significativamente al estímulo.
5. Se corrigen los resultados por múltiples comparaciones para eliminar los falsos positivos.
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6. Se genera una imagen en la que el valor del vóxel responda al estadístico de la prueba realizada
en el paso anterior.
Una temáticamuy importante en el procesamiento individual (y también grupal) de fMRI es la correc-
ción por múltiples comparaciones con respecto a la prueba estadística. Un volumen de fMRI puede
tener alrededor de 167.936 vóxeles (64 x 64 x 41) y por lo tanto en el caso de no corregir por múlti-
ples comparaciones y considerando un valor p < 0,05, la cantidad de falsos positivos será el 5% de
167.936, es decir, 8.396 vóxeles. Existenmúltiplesmétodos de correcciones por comparacionesmúlti-
ples, elmás conocidoes la correcciónporBonferroni, en la cual el valor pumbral debe ser divididopor
la cantidad de comparaciones, en este caso ejemplo el valor p corregido es 0.0000003. Sin embargo,
la corrección de Bonferroni es utilizada para comparaciones múltiples que son independientes entre
si y en este caso la señal temporal de cada vóxel no es independiente de su vecindad, por lo que este
tipo de corrección resulta demasiado conservadora.
La alternativa utilizada en cambio es una combinación de tres estrategias: 1) Por un lado se realiza
un aumento del valor p umbral para lograr una menor cantidad de falsos positivos. Por ejemplo, con
un Z=3.5 (p=0.0005) la cantidad de falsos positivos baja a 78 vóxeles. 2) Dado que es esperable que
las zonas activadas ocupen varios vóxeles, mientras que los falsos positivos tengan una distribución
homogénea en el volumen, se realiza un filtrado de vóxeles aislados, manteniéndose únicamente los
grupos de vóxeles conexos significativos. 3) Se verifica que los patrones anatómicos obtenidos tengan
un sustento clínico y fisiológico a partir de la experiencia práctica y la bibliografía.
Todo este procesamiento es posible realizarlo con la herramienta FEAT35 de FSL, la cual es una aplica-
ción sumamenteversátil que tieneuna implementaciónpor líneadecomandos, así como tambiénpor
interfaz gráfica. FEAT permite integrar todo el pipeline en un solo proceso (siempre que no se corrija
por deformaciones de campo) y obtener informes del procesodeunamaneramuypráctica. En el caso
de querer realizar procesos más complejos es posible llamar a todas sus funcionalidades mediante
la línea de comandos. Además del procesamiento de un único sujeto la aplicación permite realizar
análisis de "segundo nivel", en el cual es posible generar medias grupales o comparar grupos de su-
jetos y obtener métricas estadísticas. Dado que esta tesis se centra en procesamientos para analizar
un paciente a la vez este tipo de análisis no serán explicados.
4.5.3. Pipeline para resonancia funcional en reposo
La fMRI en reposo es una técnica que actualmente se utiliza únicamente en el ámbito de la investi-
gación y por lo tanto los procesos que deben utilizarse para su procesamiento están mucho menos
estandarizados y consensuados. El pipeline que se diseñó fue realizado a partir de la lectura crítica
de numerosos trabajos de investigación y ya ha sido testeado en investigaciones propias, con bue-
nos resultados. En la Figura 4-16 se muestra un esquema de los procesos implicados en el pipeline
propuesto para fMRI en reposo.
Fundamentalmente, el pipeline está compuesto por dos etapas de preprocesamiento: 1) El Preproce-
samiento #1 en el que se realizan las correcciones a nivel imagenológico y 2) El Preprocesamiento #2
35https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FEAT
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Figura 4-15: Resumen de procesos para la estimación de áreas significativas en fMRI por bloques. En verde se
grafican los paquetes de datos, mientras en amarillo los procesos. En los recuadros amarillos se muestra en cur-
siva la tecnología seleccionada para cada proceso. Los procesos ya explicados en las etapas anteriores han sido
simplificados paramayor claridad conceptual.
en el cual se realizan procesamientos de las señales temporales.
El Preprocesamiento #1 está compuesto por los siguientes pasos:
1. Corrección demovimiento.
2. Corrección demuestreo (slice timing correction).
3. Corrección de deformaciones EPI: este paso es opcional y depende de si se tiene la adquisición
de inversión de fase.
4. Extracción del cerebro.
5. SuavizadoGaussiano: estepasoesopcional yaqueposteriormente se realiza unapromediación
de todos los vóxeles de una parcela.
6. Extracción de primeros volúmenes.
El Preprocesamiento #2 está compuesto por los siguientes pasos:
1. Regresión del movimiento: en este paso se utiliza la información generada por la corrección de
movimiento en un archivo (.par) para generar un regresor y eliminar la influencia delmovimien-
to en las señales temporales.
2. Regresión señal de sustancia blanca y del LCR: Utilizando las máscaras generadas por la seg-
mentación anatómica, llevadas al espacio de las imágenes BOLD, es posible extraer las señales
medias de estos dos tejidos y posteriormente utilizarlos para corregir a la imagen por efectos
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aleatorios que puedan estar generando ruidos indeseados. Este paso presupone que tanto la
SB como el LCR no producen cambios señal de BOLD relacionados con la actividad neuronal.
3. Filtro pasa altos: se realiza un filtrado para eliminar ruidos de baja frecuencia que se sabe que
no están relacionados con la actividad neuronal. La frecuencia de corte utilizada generalmente
es de 0.01 Hz.
Una vez generada la imagen 4D con ambos preprocesamientos, el único proceso restante es utilizar
la parcelación estructural (con estructuras corticales y subcorticales) para extraer la señal media de
cada una de ellas. Para este proceso se utiliza el comando fslmeants36. Como producto final de este
proceso se obtienen las señales temporales asociadas a cada una de las parcelas en un archivo de
texto, las cuales que pueden ser abiertas desde cualquier soware de programación o procesamiento
estadístico.
Para implementar este pipeline se utilizó de base uno disponible públicamente37, se corrigieron erro-
res de programación y se lo integró en un análisis que usa el espacio nativo con la parcelación de
FreeSurfer (en contraposición del algoritmo original que utiliza el espacio estándar). Además se corri-
gieron errores en el filtrado frecuencial y se acopló su funcionamiento a un procesamiento integral,
desde los archivos estructurales y funcionales hasta los archivos de señales.
4.5.4. Obtención de la matriz de conectividad funcional
Los pasos a seguir para la obtención de la matriz de conectividad funcional son simples:
1. Abrir el archivo de señales temporales.
2. Filtrado frecuencial (pasa bajos y/o pasa altos).
3. Control de calidad de las señales.
4. Generación de la matriz de conectividad funcional y graficación.
Todos estos pasos han sido automatizados en Python (incluyendo el control de calidad). Además el
pipeline genera un archivo .csv para poder utilizar los valores de la matriz con algoritmos de inteli-
gencia artificial o con pruebas estadísticas. En la Figura 4-17 se muestra la salida generada en uno de
los procesamientos. Los títulos de los gráficos están en ingles debido a que el paquete se programó
para poder ser distribuido internacionalmente.El control de calidad al filtradode las imágenes y seña-
les (paso 3) consiste en la impresión de la Figura 4-17 para cada registro de fMRI para posteriormente
realizar una exploración visual de cada una. De este modo es posible encontrar errores en los regis-
tros como por ejemplo el exceso demovimiento, el cual genera matrices ”hiperconectadas”, es decir,
matrices en donde el nivel de correlación medio es mucho mayor, resultado en matrices casi en su
totalidad rojas.
36https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Fslutils
37https://wiki.biac.duke.edu/biac:analysis:resting_pipeline
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Figura 4-16: Resumen de procesos para la extracción de señales temporales a partir de registros de fMRI en re-
poso. En verde se grafican los paquetes de datos, mientras en amarillo los procesos. En los recuadros amarillos
se muestra en cursiva la tecnología seleccionada para cada proceso. Los procesos ya explicados en las etapas
anteriores han sido simplificados paramayor claridad conceptual.
4.6. Integraciónmultimodal
La integraciónmultimodal está referida a poder conectar la información de diversas modalidades de
MRI cerebral demanerade analizar la información globalmente y así relacionar los hallazgos de forma
complementaria. Para lograr esto se abordó la integración de dos formas: 1) Integración orientada a
la asistencia del profesional médico y 2) Integración para el desarrollo demétricas de procesamiento
automatizado.
4.6.1. Integración orientada a la clínica
Esta integración se realizóutilizando lasmatricesde trasformaciónde cadapipeline y apartir deFLIRT
también es posible integrar todas las modalidades 3D que sean necesarias. A partir de este tipo de
trasformaciones es posible llevar todos los resultados (parcelaciones, tractos, imágenes escalares de
lautilizacióndelmodeloDT, áreas elocuenciadasen fMRI,máscarasde tumores,máscarasde lesiones
vasculares, etc.) a unmismo espacio de alta resolución (se usa el espacio de la imagen T1 3D).
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Llevando los resultados a este espacio de alta resolución se posibilita al profesional médico a que
analice la información de unamanera más cómoda a la que esta acostumbrado, pudiendo combinar
la información y tomarmejores decisiones. Este tipo de integración no será desarrollado en esta tesis.
4.6.2. Integración orientada al desarrollo demétricas
Este tipo de integración esta orientado a poder utilizar los resultados de forma automatizada en com-
binación con algoritmos de aprendizaje automatizado, de manera de poder detectar patrones mul-
tidominio. Para realizar esta integración se utilizó un modelo biofísico que integra la información es-
tructural (mediante la parcelación), la información de la conectividad estructural (lamatriz de conec-
tividadestructural) y la informacióndeconectividad funcional (la señales temporalesdecadaparcela)
para generar métricas únicas por región.
En los Capítulos 6 y 8 seránmostrados ejemplos de integraciónmultimodal desarrollados durante la
tesis.
4.7. Análisis de escalas múltiples
Una de las desventajas de la parcelación realizada por FreeSurfer es que divide al cerebro en un total
de 83 regiones, lo que resulta en zonas corticales demasiado extensas ymuy heterogéneas funcional-
mente. Este factor es una contra para los pipelines presentados en la tesis. Para poder solventar esta
desventaja se buscó contar con un algoritmo que permita subdividir las áreas originales en subregio-
nes progresivamente más pequeñas y se llamó a este concepto Análisis de escalas múltiples.
Para la implementación está subdivisión progresiva se utilizó el paquete Easy Lausanne38, el que
permite contar con 5 diferentes escalas de acuerdo a [28], cada escala tiene la siguiente cantidad de
parcelas:
1. Escala 0: con 83 regiones (original de FreeSurfer).
2. Escala 1: con 129 regiones.
3. Escala 2: con 234 regiones.
4. Escala 3: con 463 regiones.
5. Escala 4: con 1015 regiones.
A partir de ello es posible extraer las señales temporales de cada parcela y construir las matrices de
conectividad estructural de la mismamanera que se realizó con la parcelación original (escala 0).
En la Figura 4-18 se muestra la construcción de matrices de conectividad funcional en escalas múl-
tiples, junto a una muestra de las distribución de las parcelas en cortes estructurales para un corte
coronal y uno axial.
38https://github.com/mattcieslak/easy_lausanne
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Figura 4-17: Figura producida por el pipeline para realizar el control de calidad del algoritmo de generación de
matrices de conectividad funcional para un registro de fMRI. En A) se grafican las señales temporales para dos
regiones antes y después del proceso de filtrado, donde en azul se grafican las señales sin filtrar y en verde las
filtradas. EnB) segrafican lasmatricesdeconectividad funcional, con tres versionesde lamatriz (sin filtrar, filtrada
y con un umbral mínimo de correlación). El control de calidad consiste en una comprobación visual en la cual
se observa que las señales filtradas sigan a las sin filtrar pero con ausencia de fluctuaciones rápidas y que las
matrices de conectividad antes y después del filtrado sean similares.
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Figura 4-18:Matrices de conectividad funcional para diferentes escalas de parcelación. Las parcelaciones a nivel
estructural se muestran en los cortes coronales y axiales, mientras que en el centro de la figura se muestran las
matrices de conectividad en donde puede observarse que a medida que se usan escalas de mayor resolución los
grupos de parcelas altamente correlacionadas pueden estudiarse enmayor detalle.
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Capítulo 5
Análisis de Componentes Independientes
y Conectividad Funcional
5.1. Resumen
Diversos estudios hanmostradoque el cerebro esta constituidopor regiones específicas que están se-
paradas anatómicamente y funcionalmente, que trabajan sinérgicamente, constituyendo redes com-
plejas. En este contexto, cuando un individuo no realiza ninguna tarea en particular, el cerebro se en-
cuentra realizandoúnicamente tareaspasivasde recepcióny respuesta, sinoqueactivamentemantie-
ne una representaciónmodulada por la información sensorial. Usando ICA sobre registros de rs-fMRI
sehanpodido identificar unnúmerodiscretodeRSNs, las cuales sehanencontrado sistemáticamente
en las personas. Estás RSNs pueden ser modificadas por el estado de consciencia y también por en-
fermedades. El mayor inconveniente de ICA es que las componentes consisten en una serie demapas
estadísticos 3D en donde el ruido y las componentes fisiológicas se encuentran mezcladas aleatoria-
mente. En este trabajo se presenta un método computacional en el cual los registros de rs-fMRI son
filtrados del ruido usando ICA y posteriormente mediante un algoritmo de identificación basado en
plantillasquecombinamétricasdecomparacióna travésdeunsistemadevotación, seencuentran las
RSNs propias de cada sujeto y ordenadas de acuerdo a la plantilla de mapas. Para validar el método
se utilizó unabase dedatos que consiste de 75 registros de rs-fMRI con tres sesiones de 25 voluntarios.
Para la mayoría de las RSNs el candidato correcto ganó la votación el 93% de las veces y fue votada
al menos una vez el 99%. A partir de ello, se probó que la correspondencia (utilizando la correlación
de mapas espaciales) de cada RSNs entre sesiones es mayor que entre diferentes sujetos. Finalmen-
te, se compararon los mapas medios obtenidos en la experiencia con otros obtenidos a partir de un
análisis con 30,000 participantes y se mostró que el método presentado arroja resultados muy simi-
lares, constituyendo un aporte importante para acortar la distancia entre la investigación de RSNs y
sus posibles aplicaciones clínicas.
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5.2. Introducción
El cerebro puede ser analizado como un sistema complejo de subsistemas de procesamiento alta-
mente especializados que se encuentran organizados anatómica y funcionalmente, trabajando sinér-
gicamente [74, 185, 28]. Desde el punto de vista metabólico, aunque el cerebro representa el 2% de
lamasa corporal, consume aproximadamente el 20%del consumometabólico, el cual tiene poca va-
riación sin importar el nivel de las actividades cognitivas o la estimulación sensorial [186, 187, 28]. La
conectividad neuronal del cerebro y su alto consumo energético sugiere que el cerebro no se dedica
a sensar información pasivamente y responder, sino que mantiene activamente una representación
de las respuestas cognitivas y comportamentales, independientemente de la realización de una ta-
rea [188, 189, 190]. Bajo estas premisas, el rol de la actividad espontánea cerebral es la de mantener
una representación activa, la cual es modulada por la información sensorial recibida. Por lo tanto,
la actividad espontánea no debe ser considerada ”ruido”, sino que como un conjunto de patrones
estructurados espacio-temporalmente que reflejan la arquitectura funcional del cerebro [191].
Para estudiar esta arquitectura funcional o conectividadfuncional en la cual se presentan patrones
espacio-temporales de actividad altamente correlacionada entre regiones distantes del cerebro, se
handesarrolladonumerososmétodos [94, 192, 193, 194].Usandoalgoritmosde identificaciónde fuen-
tes sobre registrosde rs-fMRI, numerososestudioshanmostradoque laactividadespontáneacerebral
está organizada en un conjunto finito de patrones, llamadas redes de conectividad funcional (RSNs)
y que estas RSNs reflejan arquitecturas y distribuciones funcionales ya descritas en paradigmas de
tareas como las redes sensoriales,motoras, visuales, auditivas, atencionales y las relacionadas al len-
guaje y a lamemoria [99, 100, 195]. Otros estudios encontraronquealgunasde lasRSNsestán también
presentes en ratas [196] y monos [197] y que algunas características de las RSNs son modificadas por
los diferentes estados de consciencia [198, 199] y por múltiples enfermedades, incluyendo la enfer-
medad de Alzheimer [200, 201, 202], enfermedad de Parkinson [203, 204], esclerosis múltiple [205] y
esclerosis lateral amiotrófica [206].
Debido a estos descubrimientos y dada la simplicidad experimental del rs-fMRI, se ha hecho foco en
el desarrollo de métodos de procesamiento para el uso clínico de las RSNs [207, 189, 87, 208]. Se
han desarrollado múltiples herramientas para la obtención de RSNs, incluyendo FSL [209, 210, 211],
DPARSF [212] y REST [213], entre otras, así como para el post-procesamiento y visualización de las
mismas como es el caso de FIX [214, 215] y BrainNet [216].
Un pipeline de procesamiento para obtener RSNs debe empezar por un preprocesamiento que gene-
ralmente consiste en la conversión y compresión de las imágenes, la remoción de los primeros volú-
menes, la corrección de movimiento, la corrección del desfasaje temporal o slice timing, la remoción
de tejidos no cerebrales o EC, normalización, suavizado espacial y filtrado pasa-banda [217, 218]. Lue-
go, se realiza una etapamás específica en la cual se analizan los patrones espacio-temporales usando
la señal de BOLD y las coordenadas de los vóxeles [219, 209, 210, 211, 212, 213]. Uno de los métodos
más utilizados para esto es el ICA [220, 221], en el cual los datos son analizados en ausencia de reglas
definidas a priori, buscándose fuentes de información estadísticamente independientes. A partir de
ello, se construyen mapas de los grupos de regiones con alta correlación a la señal temporal de ca-
da fuente (o componente). El ICA puede extraer fuentes relacionadas a diversos procesos, como ser
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componentes relacionadas a la realización de una tarea específica, a procesos fisiológicos e inclusive
a efectos artifactuales o indeseados [222].
Uno de los mayores problema del uso de ICA para el análisis de sujetos individuales o la compagi-
nación de resultados grupales analizados sujeto a sujeto, es que las componentes son obtenidas sin
seguir un orden particular y, por lo tanto, es difícil utilizarmétodos de análisis automático para explo-
rar alguna red funcional particular en busca de features relevantes. Por estas razones, en este trabajo
exploramos cómo se pueden usar algoritmos de preprocesamiento basados en ICA, en combinación
conmétricas de comparación de patrones espaciales para detectar RSNs de forma efectiva. Paramos-
trar el indice de acierto en la detección de RSNs se utilizó un grupo de redes conocidas y definidas por
Smith y colaboradores en 2009 [100], en el cual se identificaron las 10 redesmás consistentes usando
un ICA grupal en 36 sujetos sanos y se comparó con un análisis demiles demapas de activación de la
base de datos BrainMap, que reúne resultados de alrededor de 30.000 sujetos sanos. De esta mane-
ra, los métodos propuestos representan un primer paso para desarrollar métricas clínicas basada en
descriptores basados en RSNs.
Se utilizó una base de datos públicamente disponible, comprendida por tres sesiones de rs-fMRI en
25 sujetos sanos [223].
Finalmente, se realizó un análisis para caracterizar diferencias en la consistencia de las RSNs entre
sesiones y entre sujetos.
5.3. Materiales y Métodos
5.3.1. Datos y diseño experimental
Se utilizó una base de datos públicamente disponible en (http://www.nitrc.org/projects/nyu_trt/). En
el experimento se reclutaron 25 sujetos (edadmedia, 29.4±8.6 años, 10 varones) y fueron escaneados
tres veces cadauno.Ningúnparticipante tuvohistorial de enfermedadespsiquiátricas oneurológicas,
lo cual fueconfirmadoclínicamente. Seobtuvoel consentimiento informadode todos los sujetos, pre-
vio a su participación. Los datos fueron adquiridos de acuerdo a protocolos aprobados por directorio
de la Universidad de Nueva York (NYU) y de la escuela de medicina de la NYU [223].
Además se utilizó un conjunto de imágenes, tipo plantillas, de mapas de RSNs generado por Smith y
colaboradores [100] y por Laird y colaboradores [195], disponible en http://fsl.fmrib.ox.ac.uk/analy-
sis/brainmap+rsns/.De este conjunto se utilizó un subconjunto conformado por las 10 RSNs mayor-
mente mapeadas en la base de datos de BrainMap, que involucró a alrededor de 30.000 sujetos sa-
nos.
5.3.2. Adquisición de las fMRI
Para cada sujeto se adquirieron tres sesiones de rs-FMRI usandoun resonador SiemensAllegra 3 T. Ca-
da sesión consistió de 197 imágenes contiguas de una secuencia eco-planar (EPI) (TR=2000ms; TE=25
ms; ángulo de flip=90◦, 39 slices, matriz= 64 × 64; campo de visión (FOV)=192 mm; tamaño de cada
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voxel=3× 3× 3mm). La segunda y tercer sesión fueron obtenidas en un único encuentro con 45 mi-
nutos de separación, luego de entre 5 a 16meses (media, 11± 4 meses) luego de la primer sesión. La
única instruccióna los individuos fue relajarse ymantener losojos abiertosdurante la adquisición. Pa-
ra la normalización espacial y la localización de estructuras anatómicas, se adquirió una imagen 3DT1
del tipomagnetization-prepared rapid gradient-echo (MPRAGE), TR=2500ms; TE=4.35ms; TI=900ms;
ángulo de flip=8◦; 176 slices, FOV=256mm)[223, 224].
5.3.3. Procesamiento de las imágenes y análisis de los datos
5.3.3.1. Preprocesamiento
El preprocesamiento fue automatizado mediante scripts de Bash en linux y está compuesto por tres
pasos:Preprocesamiento #1, Preprocesamiento #2 y Preprocesamiento #3. Luego de preprocesar to-
dos los datos, los resultados fueron inspeccionados visualmente para encontrar defectos en el pre-
procesamiento. El pipeline de preprocesamiento se muestra en la Figura 5-1.
Figura 5-1: Diagrama de flujo del pipeline de preprocesamiento. El diagramamuestra los diferentes pasos impli-
cados enel preprocesamiento, donde seaclara el paquetede sowareutilizado. Los recuadrosazules representan
los paquetes de datos, mientras que los verdes representan subprocesos.
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Paso 1: Preprocesamiento #1 El procesamiento de los datos de fMRI fue llevado a cabo por el pa-
quete FEAT (FMRI Expert Analysis Tool) Versión 6.00, parte de FSL. Los siguientes pasos fueron llevados
a cabo: corrección de movimiento con MCFLIRT [172]; extracción cerebral usando BET [125]; suaviza-
do espacial usando un kernel Gaussiano FWHM (Full width at halfmaximum o Anchura amedia altura)
5mm; una normalización de media global se realizó usando todo el registro 4D de fMRI usando un
único factor multiplicativo; un filtrado temporal pasa altos ( filtro gaussiano con un optimización de
mínimos cuadrados, con sigma=0,50 segundos). Se realizó un registro al espacio de alta resolución
3D T1 y al espacio estándar usando FLIRT, con 6 grados de libertad y 12 grados de libertad correspon-
dientemente [225, 172].
El análisis de componentes independientes fue realizado de acuerdo almétodo presentado por Beck-
mann [220] e implementadoenMELODIC (Multivariate Exploratory LinearDecomposition into Indepen-
dent Components) Versión 3.14, parte de FSL. Los siguiente procedimientos fueron aplicados a los da-
tos de entrada: enmascaradode vóxeles no cerebrales;media cerode cada voxel a lo largodel tiempo;
normalización de la varianza (desvío estándar igual a uno) para cada voxel a lo largo del tiempo; pos-
teriormente los datos fueron blanqueados y proyectados en el plano N-dimensional usando análisis
de componentes independientes, en donde la cantidad de componentes (N) fue estimado usando la
aproximación de Laplace almodelo bayesiano [226, 220]. Cada señal luego del blanqueo fue descom-
puesta en vectores para describir la variación en el curso temporal (usando las señales temporales) y
en el dominio espacial, mediante la creación demapas optimizados usando el modelado de una dis-
tribución no-gaussiana mediante una técnica de punto fijo iterativa [227]. Los mapas espaciales de
pertenencia a cada componente fueron divididos por el desvío estándar del ruido residual y umbrali-
zados usando unmodelo de mezcla con el histograma de intensidades [220].
Paso 2: Preprocesamiento #2 Usando la salida del Preprocesamiento #1 (ICA1.ica en la Figura 5-1),
se realizó un filtrado de efectos indeseados de los de datos de fMRI mediante la combinación del ICA
con una fusión jerárquica de clasificadores usandoMRIB’s ICA-based Xnoiseifier (FIX) v1.061 Beta[214,
215]. Para esta etapa se utilizaron los datos de entrenamiento Standard.RData y un umbral de 20 en el
parámetro librequecontrola la sensibilidad (paramás informaciónsepuedeconsultarhttp://fsl.fmrib-
.ox.ac.uk/fsl/fslwiki/FIX).
Paso 3: Preprocesamiento #3 En este paso se utilizaron los datos de fMRI filtrados (la salida del
Preprocesamiento #2) y se implementó un procesamiento ICA similar al Preprocesamiento #1, pero
en este caso utilizando un número fijo de 20 componentes. Finalmente los mapas de Z-score fueron
registrados al espacio estándar MNI152 [228] usando FLIRT [225, 172] con el flujo
[imagen fMRI]->[3D T1]->[atlas MNI152], usando 6 grados de libertad en la primera transformación y
12 en la segunda.
La salida final estuvo compuesta por el grupo de componentes, consistiendo de losmapas de Z-score
registrados al MNI152 y las señales temporales de cada componente.
89
CAPÍTULO 5. ANÁLISIS DE COMPONENTES INDEPENDIENTES Y CONECTIVIDAD FUNCIONAL
5.3.3.2. Identificación de componentes de referencia
La extracción de componentes estándar fue implementada mediante el lenguaje de programación
estadística R [229] y fue dividido enmúltiples pasos, los cuales se resumen en la Figura 5-2. Todos los
archivos de imágenes fueron leídos en R en el formato .nii.gz usando el paquete AnalyzeFMRI [230].
Figura 5-2: Diagrama de flujo del pipeline de procesamiento. El diagramamuestra el flujo de los datos y los sub-
procesos implicados. Los recuadros azules representan los paquetes de datos, mientras que los verdes represen-
tan subprocesos.
Definición de lasmáscaras Se definió unamáscara representativa del cerebro en el espacio están-
dar MNI152 [228]. Esta máscara fue definida extrayendo los ojos y ventrículos de la máscara original,
para de está forma hacer que el procesamiento no sea influenciado por estás regiones sin actividad
neuronal.
Vectorización de los volúmenes Las plantillas de mapas de Z-score y los mapas de cada individuo
fueron vectorizados de acuerdo a la máscara para lograr una coincidencia espacial de los vóxeles re-
levantes.
Normalización y filtrado según significancia estadística En este paso las plantillas y los mapas
de cada individuo fueron procesados estadísticamente basados en [231]. En primer lugar se llevo a
unamedia cero y desvío estándar de uno a cadamapa. Formalmente, si se denota cada componente
i como ICi yM iZ a su mapa de Z-score, la normalización se puede expresar como:
M iZ = (ICi −mean(ICi))/std(ICi)
.
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Posteriormente, cadaM iZ fue filtrada de acuerdo a la siguiente regla:
MiZ(x, y, z) =

M iZ(x, y, z) : si |M iZ(x, y, z) |≥ ZT
ZL : siM iZ(x, y, z) ≤ ZL
ZU : siM iZ(x, y, z) ≥ ZU
0 : para otros valores
En lamisma, seutilizóunumbralZT = 1,96 (el cual correspondealp-valor<0.05),ZU = 6yZL = −6
(ambos correspondientes a valores de p-valor< 5× 10−9).
Selección del patrónmás similar Para detectar cual de las componentes de cada individuo se co-
rrespondían con cada plantilla, se utilizaron las siguientes métricas:
Coeficiente de correlación de Pearson: implementado usando el paquete Stats de R.
Coeficiente de información mutua: usando la versión discretizada de cada mapa, se utilizó el
paquete ”infotheo” de R para el cálculo de este coeficiente.
Reducción/expansióndel espaciodeanálisis:amboscoeficientes (correlacióndePearsone infor-
maciónmutua fueron calculados varias veces (la correlación tres veces y la informaciónmutua
dos). Estas diferentes formas de computar se realizaron usando un nuevo concepto desarrolla-
do en este trabajo, el cual se llamo reducción y expansión del espacio.
El espacio reducido es considerado el que incluye únicamente los vóxeles que son distintos de
cero en el volumen de referencia de la operación. El volumen que es tomado como referencia
es considerado el centro de la operación. De esta manera, si se tienen dos mapas de Z-score, la
componente (C) y la plantilla (T) y se comparan usando la correlación reducida que considera
únicamente los vóxeles distintos a cero en T, entonces esa operación será llamada correlación
reducida centrada en T y será expresada como rCor(T ).
El espacio expandido es el que incluye todos los vóxeles que no son cero en cualquiera de los
dos mapas, la plantilla o en el mapa de Z-score propuesto en la operación.
Luego de una serie de pruebas preliminares, se seleccionaron 5 coeficientes de comparación y fueron
nombrados de acuerdo al proceso realizado:
rCor(T) (correlación reducida, centrada en la plantilla): esta operación calcula el coeficiente de
correlacióndePearsonentre la componente y laplantilla, considerandoúnicamente los vóxeles
que no son cero en la plantilla T.
eCor (correlación expandida): esta operación calcula el coeficiente de correlación de Pearson
entre el vector de la plantilla y el vector de la componente, considerando los elementos que no
son cero en la plantilla o en la componente propuesta.
rCor(C) (correlación reducida, centrada en la componente): esta operación calcula el coeficien-
te de correlación de Pearson entre la componente y la plantilla, considerando únicamente los
vóxeles que no son cero en la componente C.
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rMI(T) (información mutua, centrada en la plantilla): esta operación calcula el coeficiente de in-
formaciónmutua entre la componente y la plantilla, considerando únicamente los vóxeles que
no son cero en la plantilla T.
rMI(C) (información mutua reducida, centrada en la componente): esta operación calcula el co-
eficiente de información mutua entre la componente y la plantilla, considerando únicamente
los vóxeles que no son cero en la componente C.
Para evitar la posibilidad de empates en la votación y luego de las pruebas preliminares, se decidió
darle 1,5 puntos al ganador del ranking usando rCor(T) y 1 punto a los ganadores del ranking utilizan-
do el resto de las métricas. De esta manera, rCor(T) fue la métrica prioritaria en el caso de que todas
las métricas dieran como ganadora a una componente diferente.
Luego del calculo de cada métrica y de la votación, las componentes de cada individuo fueron orde-
nadas de acuerdo con el conjunto de plantillas, para coincidir con las plantillas realizadas por Smith
y colaboradores [100].
Para validar la identificación computarizada, se realizó una identificaciónmanual entre componentes
y las correspondientesplantillas, generándoseasí una tablade referencia. Por lo tanto, encadaunode
los 75 grupos de componentes se identificaron (cuando fue posible) cada una de las 20 componentes.
En los casos en los que no se encontró la componente, se marcó como no encontrada.
Análisis del proceso de selección. Para validar el algoritmo de detección se realizaron tres análisis
diferentes:
Nivel de coincidencia con la tabla de referencia (TT del inglés Truth Table): se construyó para po-
der cuantificar cuantas de las componentes fueron correctamente seleccionadas en el proceso
de votación, cuantos fueron sugeridas (votadas por aunque sea un método de comparación,
pero no resultó ganadora) y cuantos errores el algoritmo de detección realizó (la componente
no fue votada ni siquiera una vez).
Análisis de patrones espaciales medios: para conocer la potencia del método para realizar aná-
lisis de componentes basados en el procesamiento individuo a individuo, se compararon los
patrones medios de cada componente con las plantillas utilizadas. Adicionalmente, se cuanti-
ficó el grado de coincidencia de cada RSN detectada con la plantilla correspondiente.
Análisis de coincidencia inter-sesión e inter-sujetos: en este análisis se buscó cuantificar el nivel
de coincidencia de la componente detectada para unmismo individuo en distintas sesiones de
rs-fMRI, comparándola también con la variabilidad inter-sujetos.
5.4. Resultados
5.4.1. Preprocesamiento
Como se mencionó anteriormente, todo el preprocesamiento fue automatizado mediante scripts de
bash. Todos los registros de fMRI en la base de datos (N=75) fueron procesados satisfactoriamente
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luego de la verificación visual usando el soware FSL View. Por lo tanto, se puede afirmar que la au-
tomatización del proceso fue implementada satisfactoriamente.
5.4.2. Procesamiento
5.4.2.1. Construcción de la tabla de referencia
En la Figura 5-3 se muestra el resumen de la tabla de referencia construida, en donde las RSNs defi-
nidas por Smith y colaboradores son listadas en el eje x [100] y en el eje y se muestra el número de
veces que cada RSN fue encontrada en la salida del pipeline de preprocesamiento. La RSN #1 y la RSN
#4 fueron encontradas en la mayoría de las sesiones, mientras que la RSN #3 y la RSN #5 fueron las
menos encontradas. Además debe notarse que una sesión tuvo que ser eliminada debido al excesivo
ruido, por lo que el N final fue de 74.
En correspondencia con lo esperado, la corteza visual primaria (RSN #1) estuvo presente en todas las
sesiones y la red neuronal por defecto (DMN por Default mode network) no pudo ser identificada solo
en dos de todas las sesiones. Por otro lado, la red del cerebelo (RSN #5) fue encontrada solo en 32 de
las 74 sesiones, posiblemente debido a quemuchas veces el cerebelo no es completamente cubierto
por el escaneo, priorizándose las regiones corticales. Con respecto a las RSN #2 y RSN #3, ambas pre-
sentan un solapamiento funcional y espacial con la RSN #1, dado que las tres están relacionadas con
el procesamiento visual y están ubicadas en el lóbulo occipital. Por esta razón, muchas veces estas
tres componentes se presentaron englobadas en una gran componente (de procesamiento visual).
Es por ello que se explican los bajos porcentajes de aparición de las RSN #2 y RSN #3. Adicionalmente,
RSN #8 está espacialmente superpuesta con la RSN #4, la RSN #9 y la RSN #10; es por esta razón que
creemos que fue encontrada únicamente en 58 sesiones de un total de 74.
5.4.2.2. Detección de redes de conectividad funcional en reposo estándares
Luego de la construcción de la tabla de referencia y teniendo en cuenta las observaciones realizadas
en el proceso, primeramente se analizó cuales de las RSNs eran detectables considerando posibles
superposiciones funcionales y espaciales, dado que esto conlleva a imposibilidades desde el punto
de vista técnico. Por esta razón, aunque se decidió no eliminar ninguna RSN, se definió un subgrupo
prioritario para los análisis subsecuentes. Se decidió excluir a las RSNs #2, #3, #5 y #8 del subgrupo
prioritario debido a las razones expuestas en la sección anterior.
Por lo tanto, para los análisis en profundidad se priorizaron las RSNs: #1 (red visual), #4 (DMN), #6 (red
témporo-parietal), #7 (red auditiva), #9 (red fronto-parietal derecha) y #10 (red fronto-parietal izquier-
da). Comosedescribió previamente, para evaluar al algoritmodedeteccióndosposibles casos fueron
tenidos en cuenta: i) cuando la componente seleccionada manualmente resultó ganadora en el pro-
ceso de votación, la votación semarcó como seleccionada correctamente; y ii) cuando la componente
seleccionada manualmente no resultó ganadora del proceso de votación, pero resultó elegida por
algunas de las métricas de comparación, entonces esa red fuemarcada como sugerida. Estas dos ca-
tegorías fueron definidas considerando que este estudio puede ser utilizado para el desarrollo de un
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método de detección semi-automatizado, en el que el usuario final tenga que seleccionar finalmente
entre las componentes candidatas.
Los resultados del método de identificación computarizada para cada RSN son presentados en la Fi-
gura 5-3, en donde debe ser notado que para las RSNs prioritarias, concretamente #1, #4, #6, #7, #9 y
#10, el porcentaje de selección correcta fuemuy alto, con unmáximo de 98,6% en el caso de la RSN #1
y un mínimo de un 85% en el caso de la RSN #6. Con respecto al porcentaje de sugerencia, el mismo
grupo de RSNs osciló entre un 100% para las RSNs #1, #4, #6 y #9, mientras que el mínimo se registró
en la RSN #7 con un 96.9%.
Figura 5-3: Comparación entre la detección visual de las componentes y la detección computacional. En la com-
paración,Componentes encontradas yNoencontradas se refierena la cantidadde veces queunaRSN fue encon-
trada o no, respectivamente, en la salida del ICAmediante inspección visual. Además,Sugeridas y Seleccionadas
correctamente se refieren a si la componente correcta fue votadas almenos una vez o si fue ganadora del proceso
de votación respectivamente, mediante el método computacional.
La Tabla 5-1muestra la rCor(T)media para la componente ganadora en los casos en que la RSNbusca-
da estaba presente y en los casos en los que no. Como puede verse, el valor de la rCor(T) fue el doble
cuando la RSN estuvo presente entre las candidatas, sugiriendo que este coeficiente puede ser usa-
do no solo para seleccionar la mejor candidata, sino que también si está presente en el conjunto. La
significancia estadística entre ambos casos no pudo ser calculado debido a la baja cantidad de casos
en el que las RSNs no fueron encontradas (para las redes seleccionadas como relevantes).
5.4.2.3. Nivel de coincidencia con la tabla de referencia
La Figura 5-4 muestra la efectividad de cada métrica utilizada para detectar la componente correc-
ta. En general, la mejor métrica resultó la rCor(T), seguida por la rMI(T), rCor(C), rMI(C) y finalmente
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RSN1 RSN2 RSN3 RSN4 RSN5 RSN6 RSN7 RSN8 RSN9 RSN10
Componentes encontradas
rCor(T) media 0.51 0.43 0.27 0.49 0.27 0.26 0.33 0.32 0.36 0.38
Componentes encontradas
rCor(T) DE 0.11 0.15 0.12 0.09 0.15 0.15 0.1 0.11 0.07 0.13
Componentes no encontradas
rCor(T) media — 0.23 0.12 0.11 0.12 0.14 0.17 0.20 0.24 0.17
%Diferencia — 47 56 78 56 46 48 38 33 55
Tabla 5-1: Diferencias de la rCorr(T)media de lamáxima candidata en los grupos de RSN cuando la componente
fue Encontrada y No encontrada. El desvío estándar se abrevia como DE.
eCor, sugiriendo que los métodos expandidos no son efectivos para la detección de las RSNs y para
la comparación de mapas espaciales. Como puede verse en la figura, para la mayoría de los casos el
resultado de la votación resultó más precisa que cualquiera de las métricas sugeridas. Por ejemplo,
en el caso de la DMN (RSN #4) la métrica más precisa fue rCor(T) con 63 de 72 aciertos, mientras que
la votación obtuvo 71 de 72.
Figura 5-4: Evaluación de métricas individuales y su uso mediante votación. El gráfico de barras muestra el nú-
mero de identificaciones correctas para cadamétrica por separado y para la votación. Es importante resaltar que
para cada RSN la máxima cantidad posible de detecciones correctas depende de la cantidad de veces que pudo
ser identificada visualmente (mostrado en la Figura 5-3).
5.4.2.4. Análisis inter-sesiones
Se realizóunanálisis espacial para estudiar la variabilidaden losmapasde cadaRSNenelmismo indi-
viduo, en diferentes sesiones (variabilidad inter-sesión) y compararlo con la variabilidad de todas las
detectadas (variabilidad inter-sujetos). Para calificar la coincidencia espacial se utilizó la correlación
reducidamedia, que para dosmapas A y B es computada como (rCor(A) + rCor(B))/2. En la Tabla
5-2 se muestran los resultados comparativos entre la variabilidad inter-sesión y la inter-sujetos. En la
mismapuedeobservarse que la variabilidad inter-sesión es significativamentemenor a la encontrada
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inter-sujetos.
# RSN #1 #4 #6 #7 #9 #10
Correlaciónmedia inter-sesión (N) 0.56 (71) 0.41 (67) 0.31 (45) 0.31 (46) 0.47 (56) 0.36(47)
Correlación inter-sesión (DE) 0.177 0.154 0.184 0.155 0.142 0.17
Correlaciónmedia inter-sujetos (N) 0.44* (2628) 0.31* (2485) 0.21** (1596) 0.20* (1653) 0.28* (2016) 0.23* (1770)
DE correlación inter-sujetos 0.14 0.10 0.125 0.088 0.08 0.092
(*) Las medias son significativamente diferentes de acuerdo a una prueba t de Student (alpha = 0.01; prueba a dos colas; p<0.0001)
(**) Las medias son significativamente diferentes de acuerdo a una prueba t de Student (alpha = 0.01; prueba a dos colas; p<0.001)
Tabla 5-2: Análisis de variabilidad inter-sesión e inter-sujetos. Comparación entre la correlación reducida media
entre las RSNs detectadas correctamente para unmismo sujeto (variabilidad inter-sesión) y la variabilidad gene-
ral inter-sujetos.
5.4.2.5. Redes de conectividad en reposomedias obtenidas
Como resultado final se obtuvieron las RSNs de cada sujeto y a partir de ello se calculó la RSNmedia
para cada una de las 6 RSNs de interés. Las Figuras 5-5 a 5-7 muestran las RSNs medias obtenidas en
nuestroanálisis grupal basadoen ICAde sujeto único, que comopuedeobservarse sonmuy similares a
las obtenidas por Smith y colaboradores usando ICA grupal [100]. Esto sugiere que elmétododesarro-
llado permite extraer y detectar RSNs en una forma de trabajo sujeto-a-sujeto, muchomás orientada
a la forma de trabajo de la clínica médica.
Figura 5-5: Comparación entre las RSNsmedias obtenidasmediante el procedimiento sujeto-a-sujeto desarrolla-
do (en la imágenes superiores con una escala de rojo a amarillo) y su análoga correspondiente hallada por Smith
y colaboradores en un análisis ICA grupal [100] (imágenes inferiores con una escala de azul a celeste). En A) la
corteza visual primaria (RSN #1) y en B) la red neuronal por defecto (DMN)(RSN #4).
5.5. Conclusión
En este trabajo [145] se diseñó y testeó un pipeline filtrar sesiones de rs-fMRI basado en componen-
tes de ICA y luego obtener RSNs ordenadas y categorizadas de forma personalizada para un sujeto
de acuerdo a un conjunto de plantillas. El método fue testeado en una base de datos públicamente
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Figura 5-6:Comparación entre las RSNsmedias obtenidasmediante el procedimiento sujeto-a-sujeto desarrolla-
do (en la imágenes superiores con una escala de rojo a amarillo) y su análoga correspondiente hallada por Smith
y colaboradores en un análisis ICA grupal [100] (imágenes inferiores con una escala de azul a celeste). En A) la red
parieto-temporal (RSN #6) y en B) la red auditiva (RSN #7).
Figura 5-7: Comparación entre las RSNsmedias obtenidasmediante el procedimiento sujeto-a-sujeto desarrolla-
do (en la imágenes superiores con una escala de rojo a amarillo) y su análoga correspondiente hallada por Smith
y colaboradores en un análisis ICA grupal [100] (imágenes inferiores con una escala de azul a celeste). En A) la red
fronto-temporal derecha (RSN #9) y en B) la red fronto-temporal izquierda (RSN #10).
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accesiblequeconsistede75 sesionesde rs-fMRI ymostró ser robustoen los casos enel que laRSNbus-
cada estaba presente en la salida del ICA. A pesar de ello, quedó pendiente el desafío de la detección
de si la RSN está presente o no en dicha salida. Dicho impedimento puede ser superado mediante la
combinación del algoritmo desarrollado con la selección manual por parte de un usuario, mediante
la implementación en un sistema de sugerencia de RSNs. Considerando esta alternativa, el sistema
mostró unamuy alta efectividad para la sugerencia de la RSNsmás comunes (#1, #4, #6, #7, #9 y #10),
en las cuales obtuvo un porcentaje de sugerencia del 99% (409 de 413 casos) y en las mismas el 93%
de las veces la candidata ganadora de la votación fue la correcta. Por estas razones, se puede concluir
que el uso del pipeline presentado puede ayudar a reducir tiempo y esfuerzos para detectar y analizar
RSNs sujeto a sujeto de forma sistemática.
Con respecto a la detección de si la RSN buscada se encuentra o no en la salida del ICA, se encontró
que la correlación puede ser utilizada para detectar si la red se encuentra o no entre las candidatas.
En este caso no pudo medirse la significancia estadística de la diferencia, dada la baja cantidad de
RSNs que no fue hallada.
Además, se analizó qué métricas son más precisas para detectar las RSNs, mostrándose que los in-
dices expandidos tienen el peor rendimiento y que los reducidos, en particular los centrados en la
plantilla tienen unmejor funcionamiento que los centrados en el candidato evaluado. A pesar de es-
to, la combinación de todas las métricas mediante el proceso de votación obtuvomejor rendimiento
que cualquiera de las métricas por separado.
Para estudiar la variación inter-sesión de las RSNs detectadas se realizó un análisis espacial, encon-
trándose que la variabilidad inter-sesión en los mapas de las RSNs, medida mediante la correlación
reducida media fue significativamente menor que la variabilidad inter-sujetos.
Finalmente, se obtuvieron las RSNs grupales usando las estrategia sujeto-a-sujeto y mostró una alta
similitud a las obtenidasmediante un ICA grupal por Smith y colaboradores [100], lo cual sugiere que
lametodología de trabajoplanteadaeneste capítulopuede ser utilizadapara realizar análisis deRSNs
centradas en el sujeto, lo cual constituye un procedimiento más compatible con el trabajo clínico,
constituyendo un avance para la traslación de la investigación a las aplicaciones clínicas.
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Capítulo 6
Estudio de reproducibilidad en
conectividad funcional
6.1. Introducción
Para entender el aporte que genera este capítulo se explicará el contexto. El trabajo expuesto se inicia
a partir de una instancia de pasantía en elCenter for Brain andCognition,Computational Neuroscience
Group, Department of Information and Communication Technologies, Universitat Pompeu Fabra, Bar-
celona, España. El grupode investigación conel que se trabajó en lamismaesdirigidopor el Dr. Gusta-
vo Deco, y se especializa en el desarrollo demodelos computacionales aplicados a las neurociencias.
En la pasantía se realizó un relevamiento de las líneas de trabajo y se seleccionó junto al Dr. Deco la
línea quemayor potencial de aplicación clínica tuviese hasta el momento.
ElModelo deHopf, como fue presentado en sumomento, era en sumomento unmodelo computacio-
nal enel quevarios investigadoresdel centro seencontraban trabajandoenvarias líneasdeaplicación
a nivel de comparación de sujetos. El trabajo consistía hacer estudios exploratorios de la organización
cerebral [116] o comparar estados, por ejemplo estados de consciencia [232] o estudiar los efectos de
la estimulación cerebral profunda enpacientes conEnfermedaddeParkinson [233]; pero siempre con
una misma operatoria de trabajo. Para aumentar la relación señal ruido y para generar un único pa-
trón descriptivo se concatenaban todos los registros de fMRI pertenecientes a un mismo grupo y a
partir de ellos se obtenían patrones de organización cerebral que luego podían ser comparados entre
grupos o usados para simular señales representativas de los mismos.
Dado que el modelo tenía una utilidad a nivel grupos, pero que hasta ese momento era imposible
utilizarlo para analizar caso por caso, es decir, era inaplicable en un uso clínico, se propuso adaptar
el modelo para que pueda ser utilizado para un uso caso a caso y además estudiar cómo la exactitud
de los descriptores que el modelo suministra a medida que se adicionaba información, pudiéndose
simular así diferentes longitudes de registros de fMRI. En este Capítulo se presentan los resultados
obtenidos durante esa investigación, que fueron publicados preliminarmente en [234] y aceptados
para publicación a la revista Human Brain Mapping.
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6.2. Marco conceptual del modelo
El cerebro puede ser entendido como un conjunto de módulos de procesamiento interconectados a
partir de conexiones que transmiten información de un módulo a otro. Dependiendo de la actividad
que se esté realizando, estos módulos de procesamiento pueden tener diferentes roles dentro de la
red. En general se pueden identificar 3 roles: (1) Un rol pasivo que no aporta información a la red,
ni cambia su comportamiento cuando se producen cambios en las señales de entrada procedentes
de otrosmódulos, (2) Un rol de integración en donde el módulo genera nueva información pero res-
pondiendo a las señales de entrada procedentes de otrosmódulos y (3) Un rol emisor ciego en el que
el módulo genera nueva información que se propaga en la red, pero que no depende de las señales
de entrada. Estos roles generarían entonces una escala continua, desde el rol pasivo puro, pasando
luego por un rol integrador puro y finalmente hasta un rol emisor ciego.
Bajo este marco, es de esperarse que diferentes estados cerebrales, ya sea por cambios de tareas,
por cambios en el estado de consciencia, el estado de salud/enfermedad o inclusive la interacción
con equipamiento biomédico como ser un estimulador magnético transcraneal o un estimulador ce-
rebral profundo; puedan afectar o cambiar los roles de los módulos del cerebro en el tiempo y que
estos cambios tengan información neurofisiológica que pueda ser usada con fines descriptivos, diag-
nósticos o terapéuticos. Por ejemplo, un foco epileptogénico podría ser entendido como un módulo
que en una situación específica (cuando se desata la crisis) se convierte en un emisor ciego.
La concepción del cerebro en reposo, es decir, cuando no se está centrando la atención en ningún
proceso particular, puede pensarse como un estado que se ha desarrollado evolutivamente para po-
der responder al entorno de una forma rápida y flexible [116]. Por lo tanto, sería esperable que cuando
el cerebro se encuentra en reposo, exista una mayoría de nodos en el rol de integración. Cuando un
estímulo llega a la percepción y el cerebro tiene que adaptar su estado para responder al ambiente,
algunos módulos migrarían hacia un rol más emisor (comandando la acción concreta), mientras que
otros se inhibirían, migrando a un estadomás pasivo.
6.3. Modelado de la señal nodal
Basado en los comentarios anteriores, se puede plantear que es posiblemodelar la actividad cerebral
considerando a cada nodo del cerebro como un generador de señal [106, 116]. Para modelar la señal
de cada nodo j con una máxima flexibilidad se utiliza el Modelo de Bifurcación de Hopf en su for-
ma normal (también conocido como oscilador de Landau-Stuart), cuyo comportamiento puede ser
descrito por la ecuación:
dzj
dt
= z[BPj + iωj − |z2j |] + βηj(t), (6-1)
en donde
zj = ρje
iθj = xj + iyj , (6-2)
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y donde ωj es la frecuencia de oscilación óptima para el nodo j y ηj(t) es un ruido gaussiano aditivo
con desviación estándar β = 0,02.
Podemos obtener la parte real y la parte imaginaria de la ecuación (6-1) utilizando la ecuación (6-2):

xj
dt = [BPj − x2j − y2j ]xj − ωjyj + βηj(t)
yj
dt = [BPj − x2j − y2j ]yj − ωjxj + βηj(t)
(6-3)
El comportamiento del modelo depende mayormente de un único parámetro, el parámetro de bi-
furcación (o en inglés Bifurcation Parameter) BPj y tiene un punto de bifurcación supercrítico para
BPj = 0, por lo que el comportamiento se puede caracterizar por intervalos:
Para valores deBPj < 0 la ecuación tiene una solución estable en el punto zj = 0 por lo que la
salida del sistemaestará condicionadadinámicamente por el ruido aditivo gaussianoque viene
dado por el términoβηj(t). Por lo tanto, para valores deBPj < 0, el sistema se comporta como
un nodomayormente asíncrono y por lo tanto con un rol pasivo dentro de la red.
Para valores de BPj > 0 la solución del sistema se convierte en un ciclo límite estable con
oscilaciones a una frecuencia fj = ωj/2pi. Variando el valorBPj en el rango positivo el sistema
puede simular un generador sincrónico, que puede ser visto como un nodo con rol de emisor
ciego.
De esta manera la función xj(t) puede describir la señal generada por un nodo aislado con una gran
versatilidad, desde una señal asíncrona paraBPj < 0 hasta una señal completamente oscilatoria pa-
raBPj > 0 e inclusive puede simular una señal con ambos componentes sincrónicos y asincrónicos
a la vez, para valores deBPj ≈ 0.
6.4. Acoplamiento de los nodos en una red
Para acoplar a los nodos en una red y no simular señales aisladas se utiliza un término adicional en
la ecuación (6-3), el cual incorpora los aportes realizados por los nodos a los que cada nodo j está
conectado. Para ello se utiliza un término de conectividadCij que refleja lamodulación específica de
la conexión entre el nodo j y el nodo i. Adicionalmente, se agrega un parámetro de acople global de
las conexiones G para encontrar el punto óptimo de ajuste entre los coeficientes C y las señales de
salida generadas por el modelo. A partir de ello, las ecuaciones diferenciales del sistema acoplado en
red toma la forma:

xj
dt = [BPj − x2j − y2j ]xj − ωjyj +G
∑
Sin(t) + βηj(t)
yj
dt = [BPj − x2j − y2j ]yj − ωjxj +G
∑
Sin(t) + βηj(t)
(6-4)
Reemplazando la señal de entrada Sin:
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
xj
dt = [BPj − x2j − y2j ]xj − ωjyj +G
∑
iCij(xi(t)− xj(t)) + βηj(t)
yj
dt = [BPj − x2j − y2j ]yj − ωjxj +G
∑
iCij(yi(t)− yj(t)) + βηj(t)
(6-5)
6.5. Integraciónmultimodal mediante el modelo de Hopf
La ecuación (6-5) permite simular la generación de señales temporales xj(t) dentro de una red co-
nectada, con pesos de conexión descritos por los valores Cij . Esta característica permite utilizar a
este modelo para obtener una integración multimodal de la siguiente manera:
1. Es posible utilizar como parámetros de conexión Cij a los valores obtenidos por la matriz de
conectividad estructural.
2. Por otro lado se puede usar un método de búsqueda de los valores G y de los parámetros de
bifurcación óptimosBPs para lograr que la red se comporte de unamanera similar al compor-
tamiento observado empíricamente en los registros de fMRI.
3. Una vez ajustados los valores óptimos del modelo, se pueden utilizar para describir al sistema
cerebro tanto global como localmente.
En la Figura 6-1 semuestra unesquemade la integraciónmultimodal usandoelmodelodebifurcación
deHopf. A la izquierda semuestra que los datos provenientes de lamatriz de conectividad estructural
sirve para establecer pesos de conexión de una red inicial de nodos. Cada nodo es modelado por un
sistema de ecuaciones diferenciales que permiten generar señales con un amplio de características,
desdeuna señal asíncrona (BP << 0) hastaunacompletamenteoscilatoria (BP >> 0). A laderecha
la figura esquematiza que los parámetros de cada nodo son optimizados para lograr que la red se
comporte de unamanera similar a los registros de fMRI del sujeto, es decir para que pueda simular un
conjunto de señales equivalente al observado empíricamente.
6.6. Estrategias para la optimización del modelo de Hopf
El modelo de Hopf aplicado a información de conectividad fue desarrollado por el Dr. Gustavo Deco
[116], con el que se trabaja en colaboración en la adaptación del mismo para poder utilizarlo en apli-
caciones clínicas [108]. La optimización del modelo tiene como objetivo lograr elegir los parámetros
G y los BPs de manera de que el sistema se comporte de la forma más similar al sistema real. Es en
esta instancia que surge la pregunta de qué significa que elmodelo se parezca al sistema real. En este
caso, se definenmedidas de semejanza, tanto a nivel local como global.
6.6.1. Medidas de semejanza local
Diversas investigaciones han encontrado que la señal de BOLD esta compuesta por diversos factores
y que dentro de estos la señal relacionada a la actividad neuronal ocupa un ancho de banda acotado
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Figura 6-1: Integración multimodal usando el modelo de bifurcación en Hopf. En A) se muestra el acople de in-
formación funcional y estructural. En B) se muestra la variación de la señal generada por un nodo a medida que
se varia el parámetro BP. En la figura se muestra la forma en la cual los datos provenientes de la conectividad
estructural sirven para establecer unmarco de conectividad (en A) que serámodulado por los datos provenientes
de la conectividad funcional. Estos datos son integrados modelando a cada nodo en la red como un modelo de
bifurcacióndeHopf conunparámetro librequepermitemodelara la señal generadaenunaampliagamadecom-
portamientos (en B), desde una actividad asíncrona (ruido) pasando por una mezcla entre ruido y oscilaciones y
finalmente como una señal puramente oscilatoria.
entre 0.04 y 0.07 Hz [94, 175, 176, 177]. Por lo tanto, una manera de comparar si dos nodos se com-
portan de forma similar es comparar la proporción de energía en el ancho de banda útil con respecto
al ancho de banda total. Es decir, considerando que un nodo j tiene una función de espectro de fre-
cuencia pj(f), entonces la proporción de banda útil (pbu) se define como:
pbuj =
∫ 0,07
0,04 pj(f)df∫ 0,25
0,01 pj(f)df
. (6-6)
A partir de estamétrica se puede decir que un nodo simulado jˆ se comportarámás similar al empírico
j a medida que
abs(pbuj − pbujˆ)→ 0. (6-7)
Esta concepción toma especial importancia para comparar localmente dos nodos debido a que en la
resonancia funcional en reposo no se tiene una señal de control y por lo tanto no se conoce la diferen-
cia de fase entre dos señales que son adquiridas en diferentes instantes de tiempo. Adicionalmente,
la métrica pbu está relacionada con dos métricas ampliamente difundidas en el estudio de la fMRI
en reposo a nivel de vóxel como lo son la ALFF (por el término en inglés amplitude of low-frequency
fluctuation) y la fALFF (del término en inglés fractional ALFF), la cuales han probado tener muy alta
reproducibilidad entre sujetos y entre sesiones [235, 236].
103
CAPÍTULO 6. ESTUDIO DE REPRODUCIBILIDAD EN CONECTIVIDAD FUNCIONAL
6.6.2. Medidas de semejanza global
6.6.2.1. Meta-estabilidad
Lamedidademeta-estabilidadsederivadelmodelodeKuramoto [237], el cualplanteauna resolución
al problemademedir la sincronizacióndeun sistemacompuestopormúltiples osciladores acoplados
con diferentes frecuencias y que inclusive permite considerar la inclusión de ruido [238, 239]. El mo-
delo de Kuramoto consiste en una población deNosciladores acoplados en fase θi(t) con frecuencias
naturales ωi en los cuales la dinámica está gobernada por la ecuación,
dθi
dt
= ωi +
N∑
j=1
Kijsin(θj − θi), i = 1, 2, ..., N (6-8)
dondeKij es el acoplamiento entre los osciladores i y j y θ son las fases. En el modelo, cada oscila-
dor trata de funcionar independientemente del resto, a su propia frecuencia interna, mientras que el
acoplamiento tiende a sincronizarlo con los otros.
ElmodelopermiteunasoluciónexactaparaN →∞utilizando losparámetrosdeordendeKuramoto,
r y ψ demanera tal que,
reiψ =
1
N
N∑
j=1
eiθj , (6-9)
donde r representa la coherencia de fase de la población de osciladores y ψ indica el promedio de
fase. Por lo tanto, a partir de la ecuación (6-9) es posible definir una función R(t) la cual representa el
nivel de sincronización de todos los osciladores a lo largo del tiempo [116],
R(t) = |
N∑
j=1
eiψj(t)|/N, (6-10)
donde ψj(t) es la fase instantánea de la señal de BOLD en el nodo j. Cuando los osciladores trabajan
con una total independencia, las fases se encuentran distribuidas uniformemente y por lo tantoR ≈
0, mientras que cuando las fases son todas iguales (bajo sincronización total), R = 1. A partir de
R(t), se define lameta-estabilidad comouna variable global del sistema que se calcula como el desvío
estándar de la función de orden de Kuramoto (R(t)).
Para obtener la fase instantánea de la señal s(t) se utiliza la transformada de Hilbert para descom-
poner a s(t) = A(t)cos(ψ(t)). Utilizando la transformada de Hilbert es posible obtener a la señal
compleja z(t), dada por z(t) = s(t) + iH[s(t)] donde H es la transformada de Hilbert y a partir de la
cual es posible obtener θ(t).
Entonces, dado un conjunto de señales s1(t), s2(t), s3(t), ..., sN (t), es posible encontrar una función
meta-estabilidad demanera de cuantificar la sincronización del sistema. Estamétrica puede ser utili-
zada para cuantificar el parecido entre el sistema real y el simulado, utilizando las señales temporales
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empíricas y simuladas.
6.6.2.2. Fitting
La medida de similaridad se conoce como Fitting, la cual puede ser traducida como Ajuste. En esta
tesis se conservará el nombre original. Se refiere a la comparación de lasmatrices de correlación con-
siderando todo el tiempo del registro. A partir de ello se vectorizan ambas matrices a comparar y se
utiliza la correlación de Pearson para medir el parecido entre ambas matrices. Por lo tanto, el Fitting
se acercará a 1 cuanto mayor sea el parecido global entre el sistema empírico y el simulado.
6.6.2.3. KSDist
Debido a que el Fitting considera a la conectividad como un fenómeno estacionario, es importante
incluir unamétrica de comparación que tenga en cuenta los cambios temporales y que considere los
cambios de fase entre las señales en el tiempo. Para ello, se utiliza lamétrica KSDist, la cual se obtiene
de la siguiente manera [240, 234]:
1. Utilizando las señales de BOLD filtradas entre 0.04-0.07 Hz se calcula la función de fase instan-
tánea (ψk(t)) para cada nodo k usando la transformada de Hilbert (Figura 6-2A).
2. El conjunto de señales de fase instantánea constituyen un estado de coherencia cerebral en
donde puede obtenerse para cada nodo k una matriz de coherencia utilizando como métrica
el coseno de la diferencia de fases para cada tupla de tiempos (t1, t2), como muestra la Figura
6-2B.
3. Utilizando este método y promediando en ventanas de tiempo pequeñas (≈ 10 segundos) es
posible obtener matrices para las señales empíricas y simuladas (Figura 6-2C) para posterior-
mente generar histogramas como se muestra en la Figura 6-2D.
4. Amboshistogramaspueden ser comparados con la pruebaestadística deKolmogorov-Smirnov,
la cual es una prueba no paramétrica que permite cuantificar la bondad de ajuste entre dos dis-
tribuciones de probabilidades. De estamanera es posible tener un índice que cuantifica dema-
nera global que tanto se parecen los comportamientos con respecto a la coherencia de fases. Al
estadístico resultante de esta prueba se lo llama KSDist (de distancia de Kolmogorov-Smirnov)
y los valores aceptables sonmenores 0.25, con un deseable de 0.15 o menos.
6.6.2.4. Similitud Global
A partir de los índices de semejanza global presentados y con el fin de poder buscar un óptimo global,
se diseñó una métrica que pudiera unificar todas las escalas [234]. Para ello, se definió a la escala de
similitud global (GS – del inglés Global Similarity)– como:
GS = (1− |EmpMet− SimMet|)× Fit× (1−KSDist)2, (6-11)
105
CAPÍTULO 6. ESTUDIO DE REPRODUCIBILIDAD EN CONECTIVIDAD FUNCIONAL
Figura 6-2: Estimación del índice KSDist. En A) semuestran las señales de fase instantánea calculadas a través de
la transformada de Hilbert. En B) Se muestra la construcción de matrices de coherencia de fase para cada nodo.
En C) Se muestran matrices de coherencia para señales empíricas y simuladas y finalmente, en D, se muestra la
construcción de histogramas globales y la comparación a través de la Prueba de Kolmogorov-Smirnov. Imagen
basada en [106, 116].
106
CAPÍTULO 6. ESTUDIO DE REPRODUCIBILIDAD EN CONECTIVIDAD FUNCIONAL
donde EmpMet es la Meta-estabilidad empírica del registro de fMRI en reposo; SimMet la meta-
estabilidad simulada de un registro simulado con la misma cantidad de muestras que el empírico;
Fit es el Fitting entre la matriz de correlación empírica y la simulada ; y finalmente KSDist es la
distancia de Kolmogorov-Smirnov entre los histogramas de coherencia de fase empírico y simulado.
Cuanto mayor sea el GS, entonces más parecida serán las señales empíricas y las simuladas. Se adi-
ciona el factor cuadrático al termino que depende de la KSDist para priorizar el parecido dinámico
antes que los de Meta-estabilidad y Fitting.
6.6.3. Optimización del modelo para un valor de acople global
La optimización del modelo esta compuesto por dos etapas, una primera que consiste en encontrar
los parámetros nodales BPj para cada nodo con un valor de acople global Gi fijo, y una segunda
etapa que consiste en elegir unGopt para lograr un acople óptimo en el sistema.
La optimización del sistema para un Gi fijo se realiza utilizando información únicamente local, de
manera de poder simular al sistema usando información regionalizada y evitar un sobre-ajuste del
sistema. Para lograr encontrar los BP óptimos se utiliza una estrategia de descenso por gradiente uti-
lizando comométrica de semejanza al pbu. Se utiliza una estrategia iterativa, en el quepara cadanodo
j el valor de BP para un instante t+ 1 se actualizará de la siguiente manera:
BPj(t+ 1) = BPj(t) + η(pbu
empirico
j − pbusimuladoj ), (6-12)
hasta lograr la convergencia, que heurísticamente se observó se logra conmenos de 200 iteraciones.
Además se fijó un factor de aprendizaje η = 0,005. Luego de las 200 iteraciones se elije el BP en el cual
el sistema obtuvo la mejor performance global, es decir en la cual se minimizó la distancia espectral
global (SpD), la cual se calcula como:
SpD =
∑
j |pbuempiricoj − pbusimuladoj |∑
j pbu
empirico
j
. (6-13)
6.6.4. Estrategias para la obtención del acople global óptimo
Para lograr obtener un modelo óptimo es necesario optimizar los BPs y también el factor de acople
global óptimo, que representa el punto en donde la información de conectividad estructural acopla
óptimamente la red. Para ello, es necesariohallar el conjuntodeBPsparadistintos valoresdeG, desde
un valor de 0, hasta un valor de 12 con un paso de 0.1, consistiendo en un total de 120 optimizaciones
con 200 iteraciones cada una. Una vez recorrido se obtiene para cada uno de los valores de G, las
métricas globales y se elije el punto en donde la GS esmáxima. En la Figura 6-3 semuestra un ejemplo
de las métricas obtenidas para un proceso de optimización.
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Figura 6-3: Valores de métricas globales de similitud para diferentes valores de G como ejemplo de la búsqueda
de un punto de funcionamiento óptimo del modelo. En la figura se puede ver que la meta-estabilidad simulada
tiende a mantenerse cercana a la empírica. Por otro lado, la métrica que describe el comportamiento dinámico
tiene un comportamientomás cambiante con los distintos valores de G, llegando a unmínimo alrededor de 6. Por
otro lado puede observarse que el Fitting tiene un comportamiento estable alrededor de 0,20 con picos de 0,30.
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6.7. Adaptaciones para la obtención demétricas derivadas del modelo
6.7.1. Normalización de los parámetros de bifurcación
Uno de los problemas del modelo para poder realizar estudios comparativos o para usarlo a nivel de
un único sujeto, como se podría realizar en un ámbito clínico, es que los valores óptimos de los BPs
dependen del valor de Gopt y por lo tanto valores de BPs de distintos procesos de optimización no
pueden ser comparados o procesados estadísticamente. Es por ello que se diseñó una estrategia de
normalización [234]. El proceso de normalización se resume en el siguiente procedimiento:
1. Para cadaGi se divide los BPs en valoresmayores a cero (pBPs) y valoresmenores a cero (nBPs).
2. Se obtiene el BPmás positivo (mpBP) y el BPmás negativo (mnBP).
3. Finalmente se obtienen los BPs normalizados (NBPs) de la forma,
NBPsi =
 BPimpBP , para los BPs ∈ pBPsBPi
mnBP , para los BPs ∈ nBPs
(6-14)
Este procedimiento permite obtener parámetros de bifurcación entre -1 y 1 en donde se logra tener
un rango fijo y además seminimizan los cambios con respecto a diferentesGi como semuestra en la
Figura 6-4.
Figura 6-4: Resultados del proceso de normalización de lo parámetros de bifurcación. En A) se muestran los BPs
para diferentes valores de G, sin normalizar. En B) se muestra el cambio producido con el proceso de normaliza-
ción y en C) se puede observar el resultado de la normalización en la derivada de los NBPs con respecto a G para
50 optimizaciones diferentes (con 50 registros de fMRI en reposo diferentes) en todo el rango de G. La normali-
zación provoca que el valor de los parámetros de bifurcación sea independiente del valor de G, permitiendo así
realizar operaciones estadísticas y comparaciones entre los resultados de valores óptimos obtenidos condistintos
registros de fMRI.
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6.7.2. El núcleo dinámico del cerebro o Dynamical Core
A partir de todo lo explicado, se plantea que el conjunto de todos los NBPs puede ser entendido como
un conjunto de descriptores que puedenmostrar de forma simple cual es el estado organizacional del
cerebro, considerando tanto la conectividad estructural, como la funcional. Debido a que el conjunto
de NBPs permite simular la señales de fMRI producidas por el cerebro con una alta correspondencia
en la dinámica, se plantea a este conjunto como el núcleo dinámico del cerebro o Dynamical Core
(DynCore) [116, 234].
6.8. Validación de las métricas derivadas del modelo
En la esta sección se mostrará el proceso de validación para medir la consistencia inter-sesión del
DynCore y se comparará con la consistencia inter-sujeto. Además, se presentará un ejemplo de como
el DynCore puede ser usado para estudiar características organizacionales del cerebro [234].
6.8.1. Materiales ymétodos
6.8.1.1. Datos de neuroimágenes
Para validar la técnica se utilizaron datos proporcionados por diferentes centros de investigación. A
continuación se resume la técnica utilizada para cada tipo.
Datos de fMRI. Los datos de fMRI fueron proporcionados por el Center for LifespanPsychology,Max
Planck Institute for Human Development, Berlin, Alemania. Los mismos se proporcionaron en forma
dematrices numéricas de 90 nodos por 140 puntos temporales.
Para obtener los datos, 51 participantes fueron reclutados, de los cuales una participante fue volunta-
ria (mujer de 29 años) para someterse a un estudio longitudinal en el cual se la escaneó 50 veces en el
transcurso de 6meses. Los 50 participantes restantes (todasmujeres, edad = 24± 3,14, rango: 18-32)
fueron sometidos a un único escaneo con la misma secuencia de MRI.
En cuanto al protocolo de adquisición de fMRI, se utilizó un resonador 3 T Magnetom Trio (Siemens
Medical System, Erlangen, Alemania) usando una bobina de cabeza de 12 canales. Las imágenes es-
tructurales fueron obtenidas usando una secuencia T1 3D (MPRAGE) basada en el protocolo del pro-
yecto Alzheimer’s DiseaseNeuroimaging Initiative (ADNI). Las imágenes deBOLD fueronobtenidas con
una secuencia EPI pesada en T2*, con un TR=2000ms, TE=30ms, un tamaño de vóxel de 3 x 3 x 3mm
yun factor de aceleración de 2, con una duración total de 5:08minutos. Paramás información técnica
se sugiere consultar [61].
Debido a que los datos fueron suministrados ya preprocesados, no se utilizó la estrategia propuesta
en la tesis durante esta etapa. A pesar de ello se utilizó una estrategia similar y los resultados obteni-
dos durante este capítulo pueden ser extrapolados a lo que puede obtenerse utilizando los pipelines
propuestos en esta tesis. Debido a que los sujetos escaneados durante esta investigación son jóvenes
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y sanos, el preprocesamiento utilizado no tiene mayores incidencias, sin embargo, en poblaciones
con atrofia es necesario utilizar los pipelines basados en superficies y espacio nativo propuestos en
esta tesis.
El preprocesamiento consistió en (1) la eliminación de los primeros diez volúmenes para permitir un
equilibrio dinámico en lamagnetización, (2) corrección de slice timing, (3) corrección del movimiento
de la cabeza, (4) remoción de las tendencias lineales y (5) normalización al atlas estándar MNI usan-
do el paquete SPM51[49] y el soware DPARSF2[212] (Data Processing Assistant for Resting-State fMRI),
ambos paquetes se ejecutan dentro del entorno de MATLAB. Posteriormente, se aplicó un filtro espa-
cial de kernel gaussiano de FWHM de 4 mm (σ = 1,70mm). Un registro de fMRI fue descartado por
presentar movimientos de traslación mayores a 3 mm y rotaciones mayores a 1.0◦. Para reducir fluc-
tuaciones espurias se utilizó regresión lineal para eliminar los efectos del movimiento con mínimos
cuadrados [241].
Finalmente, las señales de cada vóxel fueron filtradas en el rango amplio entre 0.01 y 0.25 Hz para
reducir cambios de muy baja frecuencia y ruidos de alta frecuencia como los relacionados a la respi-
ración y la frecuencia cardíaca [94]. Luego se extrajeron las señales temporales usando la parcelación
AAL (Automated Anatomical Labelling) [242]. A partir de cada registro de fMRI se obtuvieron señales de
140 puntos temporales en 90 regiones de interés (nodos corticales y subcorticales). Adicionalmente
se obtuvieron las señales de ancho de rango angosto (0.04-0.07 Hz) utilizando un filtro digital fase
cero de Butterworth de sexto orden programado en Python.
Datos de DWI. Debido a que no se contaba con datos de conectividad estructural de los sujetos
evaluadoscon fMRI, el Center forMusic in theBrain (MIB) (Dept. ofClinicalMedicine, AarhusUniversity,
Dinamarca) suministróunamatriz de conectividadestructural promedioapartir de 16 sujetos, que fue
utilizada para toda la experiencia.
Los participantes fueron 16 sujetos (diestros, 11 hombres y 5mujeres, edad = 24,75±2,54), reclutados
online en la Universidad de Aarhus. En el estudio, todos los participantes con desórdenes psiquiátri-
cos o neurológicos (o historia de losmismos) fueron excluidos. Los datos deMRI fueron adquiridos en
una única sesión utilizando un resonador 3 T Siemens Skyra en el Center of Functionally Integrative
Neuroscience, Aarhus University, Dinamarca.
Se adquirió una imagen estructural T1 3D con tamaño de vóxel isotrópico de 1 mm, con un TR = 2300
ms y un TE = 3.8 ms.
En cuanto al protocolo de adquisición de DWI, se utilizó una secuencia con un TR = 9000 ms, TE = 84
ms, ángulo de flip = 90◦, con un tamaño de vóxel de 1.98 x 1.98 x 2mm. Se adquirieron 62 direcciones
no colineales con un b = 1500 s/mm2. Adicionalmente, se adquirió una imagen b0 cada 10 direccio-
nes para evitar distorsiones debidas a las corrientes de Foucault. Se adquirieron imágenes con inver-
sión de fase para corregir distorsiones de campo. Se utilizó la parcelación AAL y se obtuvo unamatriz
de conectividad estructural utilizando tractografía probabilística, utilizando el modelo de CSD con el
Soware MRTrix3. Para más detalles técnicos consultar [116, 234].
1http://www.fil.ion.ucl.ac.uk/spm/soware/spm5/
2http://rfmri.org/DPARSF
3http://www.mrtrix.org/
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Se obtuvo unamatriz de conectividad estructural promedio que fue utilizada en el modelo de Hopf.
6.8.1.2. Análisis realizados con el Modelo de Hopf
Objetivos. Para estudiar la reproducibilidad del DynCore se diseñaron análisis que pudiesen mos-
trar el comportamiento con respecto a los siguientes factores:
Reproducibilidad inter-sesiones para un mismo sujeto. A partir de este análisis se define un
DynCore de referencia.
Error respecto al DynCore de referencia a medida que se agrega información de fMRI.
Comparación del error respecto al DynCore de referencia para diferentes tiempos de escaneo
inter-sesión e inter-sujeto.
Estudio de la estabilidad de los NBPs de acuerdo a la región cerebral para unmismo sujeto.
Análisis combinatorio. Para responder todas estas cuestiones se diseñó un análisis combinatorio
tipo Bootstrapping, en el cual tanto para los 50 registros inter-sesión (para un mismo sujeto) como
inter-sujeto (diferentes sujetos) se siguieron los siguientes pasos:
1. Se obtuvo el DynCore concatenando los 50 registros de fMRI en uno solo como en [116].
2. Para cada sesión por separado se obtuvo su DynCore, resultando en 50 DynCores.
3. Aumentando la cantidad de sesiones entre 2 y 20, seleccionadas al azar, se calculó el DynCore
utilizando su concatenación. Este proceso se repitió 50 veces. De esta forma se simuló el efecto
de sesiones de diferente duración en la estimación del DynCore.
Métricas auxiliares. Para cuantificar los diferentes resultados obtenidos se utilizaron métricas au-
xiliares de comparación. Las cuales son:
Para la comparación entre diferentes DynCores se utilizó la distancia euclidiana, de manera de
obtener una referencia de cuan alejadas estaban dos DynCores en el espacio N dimensional.
Para analizar la consistencia del valor de cada nodo, es decir la consistencia de cada NBP se
diseño una medida relativa, que se llamo diferencia de errores nodales relativos (RNE – por
relative nodal error dierence en inglés–), la cual se definió como:
RNE =
error local mediobs − error local mediows
error local mediobs
, (6-15)
donde el error local medio es la media del error para cada NBP con respecto a su valor en el
DynCore de referencia, para las distintas estimaciones en el análisis combinatorio. Los subín-
dicesws y bs significan intra-sujeto (intra-sesión) y inter-sujetos correspondientemente por su
siglas en inglés (within-subject y between-subjects).
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La métrica RNE tiene la utilidad de cuantificar la diferencia nodal con respecto a la variabili-
dad entre sujetos, por lo tanto cuantomás elevado es el RNE, entoncesmás consistente es una
región con respecto a lo esperado entre distintos sujetos.
6.8.2. Resultados
6.8.2.1. Estudio de consistencia a nivel global
Análisis de la variabilidad de los DynCore paramúltiples sesiones. En primer lugar, se realizó un
análisis únicamente intra-sujeto para analizar la variabilidad que se observa entre diferentes cálculos
del DynCore utilizando diferentes sesiones. Para ello, se graficó la mediana de los valores de NBPs
calculado para cada nodo (cada región) y la distribución de las medianas del análisis combinatorio
intra-sujeto. Se utilizó lamediana (y no lamedia) para evitar que valores extremospudiesendesviar la
tendencia central. Además se comparó la distribuciones de lasmedianas a lo largo del análisis combi-
natorio con el DynCore obtenido concatenando los 50 registros de fMRI delmismo sujeto. En la Figura
6-5 se muestran los resultados obtenidos.
Como puede verse en la Figura 6-5, se encontró que el cómputo del DynCore tiene un alto nivel de
consistencia, así como también de simetría inter-hemisférica. Por lo que el DynCore resulta un buen
candidato comométrica para caracterizar al cerebro como un sistema dinámico con una base de co-
nectividadestructural. Debidoal alto gradode consistencia que se encontró en los resultadosnodales
en el análisis combinatorio, se decidió utilizar a lasmedias de cada distribución demedianas deNBPs
como el DynCore de referencia (reference DynCore) para los subsecuentes análisis (valores unidos por
líneas verdes en la Figura 6-5).
Determinación de una duración óptima de escaneo para el cálculo del DynCore. Utilizando el
DynCore formado por las medianas de cada número combinatorio i con (i=1,2...,20), se usó a la dis-
tancia euclidiana delDynCorei al DynCore de referencia para estimar como varia el error de la es-
timación a medida que se incrementa el tiempo de fMRI (simulado por el análisis combinatorio). En
la Figura 6-6 se muestra como, a medida que se incrementa el número de sesiones utilizadas en la
estimación, la distancia desciende llegando a un valor que se mantiene aproximadamente constan-
te para más de 4 sesiones (20 minutos de fMRI). Adicionalmente, y para su uso como referencia, se
muestra la distancia de la referencia al DynCore calculado usando las 50 sesiones del mismo sujeto,
en donde como semuestra en la Figura 6-5, la diferencia al DynCore de referencia es muy baja.
Estimación de la exactitud de una única estimación. En la práctica clínica, generalmente no es
posible realizar múltiples mediciones a un mismo paciente. Es por ello, que para evaluar al DynCore
como un descriptor de utilidad clínica, también se analizó su desempeño usando estimaciones úni-
cas. Esto se realizó estudiando la variaciónde ladistancia euclidianaalDynCorede referencia utilizan-
do cada estimación y no de estimadores estadísticos puntuales como es lamediana (que fue utilizada
en los análisis anteriores). Para estudiar el error de cada estimación, se utilizó el análisis combinato-
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Figura 6-5: Distribución de los NBPs para cada región. En las cajas verdes se muestra la distribución de las me-
dianas para distintos números de registros concatenados, desde uno hasta veinte. Lasmedias de cada caja están
conectadas por lineas verdes. Además, en lineas punteadas grises se muestra el DynCore obtenido a partir de un
único computo concatenando los 50 registros del mismo sujeto. Es importante observar la poca dispersión de los
resultados obtenidos para estimaciones utilizando sesiones individuales para diferentes duraciones y la forma en
que se corresponden con la estimación utilizando las 50 sesiones concatenadas.
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Figura 6-6: Evolución de la distancia euclidiana al DynCore de referencia para ambos hemisferios en función
del tiempo de escaneo, simulado a través del análisis combinatorio. En líneas punteadas se muestra la distancia
obtenida para la estimación usando 50 (DynCore50) registros concatenados a forma de referencia. Es importante
notar que a partir de las 4 sesiones concatenadas el error de ambos hemisferio es menor al de las 50 sesiones
concatenadas, lo cual indica una convergencia del valor del DynCore con 20minutos de registro.
rio inter-sesión y además se comparó con el resultado delmismoprocesamiento pero inter-sujeto (en
donde también se estimó el DynCore de referencia).
En la Figura 6-7 semuestran los errores para ambos análisis para cadahemisferio por separado. Como
puede verse, el hemisferio izquierdo presenta mayores diferencias entre la consistencia global inter-
sesiones que inter-sujetos. Adicionalmente, se puede observar que a medida que más sesiones son
agregadas, el error de ambos análisis disminuye progresivamente, lo que demostraría el porque es
más fácil encontrar resultados significativos comparando grupos de sesiones concatenados.
Adicionalmente, este análisis muestra que, a pesar de que los errores para estimaciones únicas son
mayores a los obtenidos para las estimaciones puntuales, los resultados se acercan al valor de refe-
rencia y pueden ser utilizados como estimaciones con cierta estabilidad alrededor del valor deseado.
Por lo tanto, se mostró que la técnica sigue siendo válida y por lo que dependerá del efecto a medir,
cual deba ser la duración del registro necesario para poder observarlo. Para ello, es necesario realizar
estudios similares con sujetos patológicos.
6.8.2.2. Estudio de consistencia local
Finalmente, se estudió la relevancia de los DynCore para describir propiedades del cerebro a nivel
de regiones. Para ello, en primer lugar se comparó el error local medio obtenido en ambos análisis
combinatorios (inter-sesión e inter-sujetos). En la Figura 6-8 se muestran los resultados obtenidos,
en donde puede verse que existen regiones en donde la consistencia intra-sujeto (inter-sesiones) es
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Figura 6-7: Distancia euclidiana al DynCore de referencia. En la Figura se comparan las distancias euclidianas
al DynCore de referencia para cada estimación de DynCore en el análisis combinatorio. En el eje x se muestra el
cambio a medida que se concatenan mayor cantidad de sesiones de fMRI, mientras que en colores se comparan
los errores inter-sesiones e inter-sujetos. Los niveles de significancia han sido calculados usando un t-test con co-
rrección demúltiples comparaciones de Bonferroni.
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varias veces mayor que la inter-sujetos (regiones en la parte superior de la figura), mientras que exis-
ten otras regiones en donde los errores son similares o superiores (regiones en la parte inferior de la
figura).
Es muy importante observar que las regiones con mayor consistencia intra-sujeto son en general es-
tructuras relacionadas con funciones cognitivas superiores como la memoria (hipocampo, corteza
temporal inferior, polo temporal) y las funciones ejecutivas (corteza orbito-frontal superior, media e
inferior). Además se encuentran regiones que han sido relacionadas con la organización del cerebro
en reposo comoel precúneoyel tálamo [243]. Porotro lado,muchasde las regionesdebaja consisten-
cia inter-sesión se corresponden con regiones cuya principal función es de procesamiento sensorial
como la corteza post-central (corteza sensitiva primaria), la corteza occipital (corteza visual primaria)
y el polo temporal superior (corteza auditiva primaria).
Finalmente, para establecer unamétrica de cuan consistente es una región en unmismo sujeto (inter-
sesión) con respecto a la variabilidad inter-sujeto esperada, se utilizó el RNE para establecer un ran-
king de regiones más consistentes y además se generó una imagen escalar de la distribución del
RNE en el cerebro, que se muestra en la Figura 6-9. Nuevamente puede observarse que las regio-
nes del hemisferio izquierdo resultaronmás consistentes, siendo las regiones órbito-frontales lasmás
consistentes. Adicionalmente, los patrones de consistencia intra-sujeto resultan muy similares inter-
hemisféricamente, esto podría indicar que estas regiones pueden tener funciones importantes en el
mantenimiento de la organización dinámica del cerebro. Por otro lado, las regiones sensitivas como
las parietales y occipitales mostraron bajos niveles de consistencia.
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Figura 6-8: Errores localesmedios para cada región. Las regiones se hallan ordenadas de acuerdo a la diferencia
absoluta del error localmedio inter-sujeto - inter-sesiones. Es importante notar que las regiones superiores tienen
una alta consistencia en el valor de su NBP en comparación con la dispersión encontrada cuando se calculan los
NBPs con registros inter-sujetos. Por otro lado los valores inferiores tienen una variabilidad similar inter-sesiones
que inter-sujetos, lo cual indicaría que son regiones con alta variabilidad
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Figura 6-9: RNE para las distintas regiones del cerebro. En A) se muestran las regiones ordenadas de izquierda
a derecha de acuerdo al valor de RNE decreciente. Las regiones más consistentes inter-sesión en comparación
con las inter-sujeto se muestran a la izquierda. En lineas punteadas verdes se muestra un umbral de 0.25 que se
estableció como umbral para considerar una región como consistente inter-sesión, el cual representaría que la
diferencia entre ambos errores representa el 25% del valor de la variabilidad inter-sujeto. En B) se muestra la
distribución espacial de los valores de RNE, con valores extremos de 0 a 1. Los valores negativos (donde la varia-
bilidad inter-sesión resultómayor a la inter-sujeto) semuestran en negro, mientras que los valoresmayores a 1 se
saturan en amarillo.
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Capítulo 7
Estudio de la neuroanatomíamediante
métodos automatizados
7.1. Estudio del envejecimiento normal mediante técnicas de análisis
automatizados
7.1.1. Resumen
El uso clínico en neuroimágenes históricamente estuvo basado en el análisis comparativo de un ojo
entrenado para ver si las características de una o varias imágenes responden a un patrón saludable
o no. Múltiples estudios han descrito que en el envejecimiento saludable se produce una disminu-
ción del volumen de los tejidos en el cerebro, así como una expansión de las cavidades con líquido
cefalorraquídeo, haciendo que elmencionado patrón saludable unmodelo dinámico y complejo. Por
estas razones, en este trabajo se propone que la neurorradiología estructural debe ser asistida por un
modeladocuantitativo y estadísticoquepuedadarun significadoa lasmedidasmorfométricasdel ce-
rebro, dándole de esta manera información adicional al médico clínico sobre posibles desviaciones
que sean indicios de procesos patológicos. Con este objetivo, en este trabajo se obtuvo una base de
referencia de valores morfométricos del cerebro en sujetos sanos de diferentes edades, mediante un
pipeline automatizado que utilizamétodos demodelado a nivel de vóxeles y de superficies,mediante
el paquete de soware FreeSurfer. Para ello se utilizó una base de datos públicamente disponible, la
IXI del Imperial College London de la cual se obtuvieron 135 métricas en 539 personas sanas de en-
tre 20 y 86 años de edad. En concordancia con las investigaciones previas, se encontraron cambios
en la mayoría de métricas analizadas para los volúmenes y los espesores corticales. Finalmente, se
exploró cómo se estratifican los percentilos con la edad, encontrándose que los cambios en el enve-
jecimiento no pueden ser descritos por unamedia, ya que, por el contrario, cada percentilo presenta
una dinámica específica que debe ser considerada.
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7.1.2. Introducción
El uso clínico de las MRI del cerebro generalmente consiste en que un médico altamente entrenado
(especialistapor imágenes) compare la estructuraneuroanatómicadel pacienteencuestión, así como
las intensidades en diferentes modalidades con su modelo mental de un sujeto saludable, teniendo
en consideración (a veces) la edad y la historia clínica del paciente en evaluación. Las propiedades
analizadas del tejido normalmente dependen de caso clínico y del grupo de secuencias que ha sido
adquirido. Las medidas anatómicas analizadas usualmente incluyen el espesor cortical (CT por corti-
cal thickness) y los volúmenes de SG y SB de las diferentes estructuras, las cuales son un importante
indicador del estado de salud y normalmente se realizamediante una evaluación cuantitativa ”a ojo”
y nomediante técnicas cuantitativas, que tengan consideración el modelado estadístico de estas va-
riables.
Los estudiosdeMRIhan reportadoconsistentementequeexisteunaasociaciónentre el envejecimien-
tonormal yunapérdidadevolumenenel tejidoneural (tejidoneuronal + tejidode sosténoneuroglia),
que complementariamente produce una expansión de las cavidades de LCR como son los ventrícu-
los cerebrales [244, 245, 246, 247, 248, 24]. Como fue confirmado por estudios post-mortem, estos
cambios están asociados principalmente a una reducción de los tejidos de soporte, con una reduc-
ción menor de dendritas, terminales sinápticas y fibras nerviosas; es por ello que esta reducción de
volúmenes no está relacionada directamente a una pérdida de neuronas [21, 22, 23].
Durante los últimos 15 años, se han realizado un importante número de estudios que describen los
cambios en los volúmenes cerebrales, los cuales utilizan una variada cantidad de alternativas tec-
nológicas, las cuales van desde la segmentación manual de regiones hasta segmentaciones semi-
automatizadas e inclusive técnicas totalmente automatizadas usando VBM y SBM, las cuales encon-
traron patrones específicos de cambios en los volúmenes y espesores para las diferentes regiones
[244, 245, 246, 247, 248, 21]. Por ejemplo, Lemaitre y colaboradores hicieron uno de los primeros es-
tudios sobre envejecimiento utilizando SBM, analizando 216 voluntarios de entre 18 y 87 años, en el
cual encontraron mayores ritmos de atrofia en regiones frontales y temporales que en las regiones
sensitivas primarias [21].
Lamorfometría cerebral (BMporBrainMorphometry) tambiénhaproducidoavances en ladescripción
de diferentes patologías como la Enfermedad de Alzheimer (AD por Alzheimer’s Disease) [249, 250,
251, 252], la Enfermedad de Parkinson (PD por Parkinson’s Disease) [253, 254, 255, 256], la Esquizofre-
nia (SCZ por Schizofrenia) [52, 257, 258, 259], la Enfermedad de Hungtington (HuD por Hungtington’s
Disease) [260, 261] y la Esclerosis Múltiple (MS por Multiple Sclerosis) [262, 263, 60]. Hay numerosos
ejemplos de morfometría cerebral que muestran una alta madurez en las técnicas y en sus posibles
usos, comoes el caso de Steenwijk y colaboradores, publicado en 2015, en el cual utilizaron una técni-
ca llamada morfometría basada en la fuente (source-based morphometry) para mostrar que la MS es
unaenfermedadno solode la SB, sinoque tambiénde la SG, atrofiándola conpatrones característicos
y clínicamente relevantes [60]. Otra evidencia de lamadurez de la técnica es que la FDAde los Estados
Unidos aprobó el primer sistema de procesamiento y reporte morfométrico computarizado para ser
utilizado en la clínica médica (http://www.cortechslabs.com/neuroquant/general/) [264, 265, 266].
Complementariamente a estos hechos, la accesibilidad de bases de datos públicas de neuroimáge-
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nes, disponibles en línea ha aumentado significativamente y sigue aumentando día a día [267, 268,
269, 270]. A partir de los expuesto se puede afirmar que se están abriendo nuevos desafíos para com-
binar la información cuantitativa basada en neuroimágenes con algoritmos de aprendizaje automa-
tizado y minería de datos para detectar así anomalías y optimizar procesos médicos tanto en el diag-
nóstico comoen el tratamiento. Para realizar esto de forma exitosa es necesario un trabajo rigurosos y
analítico, dado que cuando se trabaja en un campo altamente interdisciplinario en donde confluyen
la biología, estadística, procesamiento de señales,matemáticas, computación ymedicina, hay nume-
rosas posibilidades de tener sesgos o errores indetectables que perjudiquen los resultados obtenidos
[271].
En este trabajo utilizamos una base de datos públicamente disponible de 539 sujetos sanos para ob-
tener una base de referencia de métricas del cerebro basadas en VBM y SBM en diferentes etapas de
la vida, usando un pipeline de procesamiento completamente automático usando el paquete de so-
ware FreeSurfer [138, 272, 141, 273, 142, 143, 139, 140, 144, 274, 275, 128, 276, 277]. Adicionalmente, se
comparan los resultados obtenidos con estudios similares y se analizan las diferencias entre los re-
sultados [245, 278, 24, 21].
7.1.3. Materiales ymétodos
7.1.3.1. Base de datos
Seutilizó unabase dedatos de acceso público, la IXI creadapor el Imperial College London (disponible
en http://brain-development.org/ixi-conjunto de datos/). La base de datos está compuesta por MRI
de cerca de 600 sujetos escaneados con cinco secuencias diferentes: T1, T2, densidad de protones,
angiografía por resonancia magnética y imágenes pesadas por difusión adquiridas en tres hospita-
les diferentes: el Hospital Hammersmith usando un resonador Philips 3T (MRIm1), el Hospital Guy
usando un resonador Philips 1.5T (MRIm2) y el Instituto de Psiquiatría de Londres usando un reso-
nador General Electrics (MRIm3). Los sujetos enrolados fueron de diferentes etnias, ocupaciones y
niveles educativos. Debido a los objetivos de esta publicación, solo se utilizaron las imágenes 3D T1
(TR = 9.6 s, TE = 4.6 s, matriz = 208 x 208, ángulo de flip = 8◦). La información de la base de datos fue
filtrada para eliminar los individuos con información demográfica incompleta o registros repetidos.
El grupo final de sujetos estuvo compuesto por 539 individuos (241 varones) con edades en el rango
de [20.07,86.2] (media 45.8 +/- 31.8) y 298 mujeres con edades en el rango [19.98, 86.32] (media 49.4
+/- 32.4).
7.1.3.2. Procesamiento de los datos
Todos los volúmenes 3D T1 fueron procesados para obtener una descripciónmorfométrica completa
de cada sujeto. La reconstrucción cortical y la segmentación fue realizada con el paquete de soware
FreeSurfer, el cual está documentado, es de libre su uso en investigación y puede ser descargado en
http://surfer.nmr.mgh.harvard.edu/. Los detalles técnicos de los procedimientos están descritos en
estudios previos [138, 272, 141, 273, 142, 143, 139, 140, 144, 274, 275, 128, 276, 277] y fueron resumidos
en el Capítulo 4.
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Una vez que el procesamiento de FreeSurfer fue realizado, las cuantificaciones fueron procesadas
usando programas propios realizados en Python v2.7 para transformar los datos de archivos de texto
(salida de FreeSurfer) a datos estructurados para realizar análisis estadísticos. Finalmente, todos los
volúmenes fueron expresados como un porcentaje del volumen intracraneal estimado (eTIV) (sumi-
nistrado también por FreeSurfer) para hacer las medidas comparables entre sujetos, independiente-
mente del tamaño de la cabeza [279, 280]. Paramedidas de áreas y espesores corticales no se realizó
ningún tipo de normalización [148].
7.1.3.3. Cálculo del espesor medio por lóbulo
Para comparar los resultados con otro estudio realizado por Long y colaboradores en 314 individuos,
con un pipeline de procesamiento similar [24], se realizó el calculo del espesor medio cortical por
lóbulo. Para hacerlo, se agruparon varias parcelas corticales, listadas en la Tabla 7-1 y graficadas en el
ejemplomostrado en la superficie pial de la Figura 7-1. A partir de ello, se computó el espeso de lóbulo
medio como se muestra en las Ecuaciones (7-1), (7-2) y (7-3).
V olumenregion = Espesorregion × rearegion (7-1)
V olumenlobulo =
∑
i en regiones
V olumeni (7-2)
Espesorlobulo =
V olumenlobulo∑
i en regionesAreai
(7-3)
Figura 7-1: Agrupamiento de regiones corticales en lóbulos: la Figura muestra en la superficie pial de uno de los
individuos analizados el agrupamiento de regiones en lóbulos para poder analizar el espesor cortical medio por
lóbulo durante el envejecimiento. Los colores representan los lóbulos de acuerdo a: lóbulo Frontal en verde, lóbu-
lo Parietal en naranja, lóbulo Occipital en rojo, lóbulo Temporal en Violeta/Azul, corteza Cingulada enmagenta e
Ínsula en amarillo (puede verse entre el lóbulo Frontal y el Temporal). Es importante notar que la porción supe-
rior del lóbulo Occipital no pudo ser perfectamente delimitado debido a que su parte superior y superior medial
pertenecen a una gran parcela de FreeSurfer llamada parietal_superior [148] y no pudo ser subdividida.
7.1.3.4. Optimización de los rangos de edades
Para estudiar la evolución de las medidas cerebrales en el tiempo fue necesario dividir los datos en
grupos etarios homogéneos. Para dividir estos rangos etarios se establecieron los siguientes criterios:
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Lóbulo cerebral Región
Frontal Polo Frontal, Frontal órbito-medial, Órbito-frontal lateral, Frontal rostral medial,
Frontal caudal medial, Parsorbitalis, Precentral, Parsopercularis, Parstriangula-
ris, Frontal superior
Parietal Post-Central, Para-Central, Supramarginal, Parietal superior, Parietal inferior
Temporal Temporal superior, Temporal medio, Temporal inferior, Polo temporal, Tempo-
ral transverso, Corteza entorrinal, Surco temporal superior, Giro parahipocampal,
Corteza fusiforme
Ínsula Ínsula
Occipital Occipital Lateral, Corteza Lingual, Cuneo, Precúneo, Corteza Pericalcarina
Cíngulo Cíngulo caudal anterior, Cíngulo rostral anterior, Istmo del giro cingular, Cíngulo
posterior
Tabla 7-1: Agrupamiento de regiones de la parcelación de FreeSurfer [148] en lóbulos para el calculo del espesor
medio de cada lóbulo.
1) El número de individuos por cada rango etario debería estar entre 30 y 90; y 2) El número de indivi-
duos por grupo debía ser lo más parejo posible entre los diferentes grupos, considerando no solo el
grupo general de sujetos, sino la subdivisión interna por resonador dentro de cada grupo (MRIm1,
MRIm2 andMRIm3).
Con este objetivo, se desarrolló un algoritmo para la determinación automática de límites entre gru-
pos etarios, el cual itera en un rango de individuos por grupo (N) y usa una prueba estadística Chi-
Cuadrado para distribuciones uniformes sobre los histogramas para optimizar la distribución de los
grupos (globalmente y por resonador). La Figura 7-2 muestra un diagrama de flujo esquemática del
algoritmo, el cual consistió de los siguientes pasos:
1. Se cargan los datos demográficos de los pacientes y del resonador de cada estudio.
2. Los sujetos son ordenados por edad.
3. Los siguientes pasos son repetidos para cada N en el intervalo de 30 a 90:
a) Los sujetos son elegidos uno a uno en orden ascendente de edad, dividiendo los datos en
MgruposdeNsujetos cadauno,haciendoqueel últimogrupo (losmásmayores) absorban
el residuo de la división deN/M .
b) De acuerdo a la división del paso previo, se van determinando los límites de edad entre
los grupos etarios.
c) Usando los límites del paso anterior, se generaron 4 histogramas. Uno usando a todos los
individuos y otros tres usando los datos de cada resonador.
d) Para cada uno de los cuatro histogramas se realiza la prueba de Chi-cuadrado para distri-
buciones uniformes (χ2). A partir de ello, se calcula el valor de Chi-cuadrado medio (χ¯2,
de acuerdo a la Ecuación (7-4) y guardado con los límites de edades de ese N.
χ¯2 = mean(χ2Global, χ
2
MR1 , χ
2
MR2 , χ
2
MR3) (7-4)
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4. Una vez que las iteraciones fueron terminadas, el mínimo Chi-cuadrado medio absoluto es se-
leccionado y por lo tanto se obtiene la división óptima de edades para ese conjunto de datos
(ver el círculo rojo en la Figura 7-2).
Figura 7-2: Algoritmo de agrupamiento óptimo por edades: flujo esquemático para la determinación del agru-
pamiento óptimo de sujetos por edades y equipos. Los cuadros de texto en azul representan conjuntos de datos,
mientras que los verdes representan funciones o procedimientos. El gráfico central a la derecha muestra la evo-
lución del valor del de Chi-cuadradomedio amedida que se incrementan la cantidad de participantes por grupo,
desde 30 hasta 90. El histograma inferior presenta el histograma óptimo obtenido por el algoritmo.
7.1.3.5. Estudiando el envejecimiento saludable
La evolución temporal del tamaño de diferentes estructuras (volumen y/o espesor) fue analizado
usandométodosgráficos yestadísticos. Seutilizarondiagramasdepuntos (scatterplots) paraestudiar
la relación entre las estructuras del cerebro y la edad. Para modelar la evolución de cada estructura
se ajustó una regresión a los datos empíricos y se usó la métrica Coeficiente de Determinación (R2)
para cuantificar que tan bien el modelo representó a los datos. Además se analizó la evolución de las
estructuras a través de las diferentes edades de dosmaneras: 1) Computando lamedia y la dispersión
para cada grupo (mediante gráficos de cajas y percentilos) para cada grupo, y 2) calculando el por-
centaje medio de cambio por año (%CR por el inglés change rate) entre los grupos calculados por
la Ecuación (7-5).
%CR =
x˜i − x˜i−1
x˜i−1 × (t˜i − t˜i−1)
× 100
[
%
year
]
, (7-5)
donde x˜ es el valor medio de la estructura en el grupo i y t˜ es el centro del intervalo de edades. Co-
mo puede verse en la Ecuación (7-5) el ritmo de cambio fue expresado en porcentaje con respecto al
intervalo de edades inferiores (el grupo de sujetos más jóvenes).
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7.1.4. Resultados
7.1.4.1. Distribución de los participantes en los grupos etarios
En la Tabla 7-2 se muestra la división final en grupos etarios, la distribución general y por resonador
(MRIm1,MRIm2 yMRIm3). Comopuede verse yposteriormente serádiscutido, no sepudo lograr
una distribución homogénea por resonador ya que elMRIm3 presentó un desbalance insalvable. De
cualquier modo, se logro un buen balance general y para los resonadoresMRIm1 andMRIm2.
Grupo etario Individuos (Hombres/Mujeres) Edadmedia (Rango)Todos MRIm1 MRIm2 MRIm3 Todos MRIm1 MRIm2 MRIm3
20.00 - 28.50 78 (35/43) 36 (19/17) 28 (13/15) 14 (3/11) 24.83 (20.07 - 28.48) 24.71 (20.17 - 28.35) 24.47 (20.07 - 28.12) 25.85 (21.15 - 28.48)
28.50 - 35.40 77 (46/31) 21 (12/9) 40 (25/15) 16 (9/7) 31.66 (28.51 - 35.07) 32.20 (28.56 - 35.02) 31.19 (28.51 - 35.07) 32.10 (28.81 - 34.28)
35.40 - 43.50 79 (39/40) 25 (15/10) 43 (20/23) 11 (4/7) 39.38 (35.41 - 43.46) 39.70 (35.41 - 43.16) 39.51 (35.80 - 43.46) 38.17 (35.46 - 43.08)
43.50 - 53.50 77 (37/40) 22 (12/10) 45 (20/25) 10 (5/5) 48.23 (43.82 - 53.41) 48.78 (43.82 - 53.33) 48.28 (44.02 - 53.41) 46.82 (44.38 - 50.57)
53.50 - 60.10 77 (29/48) 23 (12/11) 52 (17/35) 2 (0/2) 57.25 (53.54 - 60.08) 57.22 (53.57 - 60.07) 57.20 (53.54 - 60.08) 58.89 (58.79 - 58.99)
60.10 - 67.70 79 (25/54) 30 (8/22) 43 (16/27) 6 (1/5) 63.54 (60.10 - 67.53) 63.48 (60.11 - 67.53) 63.48 (60.10 - 67.33) 64.23 (61.37 - 67.24)
67.70 - 87.30 70 (30/40) 23 (9/14) 39 (19/20) 8 (2/6) 72.50 (67.70 - 86.32) 72.13 (67.82 - 81.94) 72.35 (67.70 - 86.20) 74.31 (68.13 - 86.32)
Tabla 7-2: Información descriptiva del agrupamiento de edades final
7.1.4.2. Cambios de volúmenes en el envejecimiento saludable
Para analizar los cambios globales se ajustaron regresiones para las principales estructuras globales,
las cuales se muestran en la Figura 7-3. Mientras que la materia gris total (del lado izquierdo) decae
monótonamente con la edad, la materia blanca (en el centro) se incrementa de forma sutil hasta los
50 años y luego comienza a decrecer. Finalmente, las cavidades ventriculares (a la derecha) parecen
tener una dinámica exponencial de expansión en el tiempo, la cual puede ser explicada por la reduc-
ción del volumen de los tejidos circundantes.
Figura 7-3: Análisis de ajuste por regresiones para estructuras globales en el cerebro: gráfico de dispersión con
curvas de regresión para la materia blanca total (a la izquierda), materia blanca (en el centro) y cavidades ven-
triculares (a la derecha). Para cada estructura el volumen fue expresado como un porcentaje del eTIV a través de
los rangos etarios.
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Para cadamedida se optimizó una curva de regresión a los datos empíricos: para la materia gris total
una función lineal (R2 = 0,26), para la materia blanca una regresión cuadrática (R2 = 0,048) y para
las cavidades ventriculares una curva exponencial simple (R2 = 0,41). El bajo R2 para las curvas
se debió a la gran dispersión (a pesar de la normalización) producida por la variabilidad intrínseca
inter-sujeto, sumado a que fueron utilizados múltiples resonadores.
Se obtuvo evidencia deuna reducciónde volumen con la edad enprácticamente todas las estructuras
subcorticales. En la Figura 7-4 se muestran los volúmenes normalizados para las diferentes estructu-
ras subcorticales y su cambio en los diferentes rangos etarios solo para el hemisferio izquierdo, dado
que el comportamiento para el hemisferio derecho fue similar.
Algunas estructuras subcorticales como el Tálamo, Hipocampo, Amígdala y tres porciones del tronco
y el rostro del cuerpo calloso (CC) muestran que en los jóvenes hay unmenor ritmo de reducción que
en las edades avanzadas, mientras que otras estructuras como el Núcleo Caudado y el Globo Pálido
tienenunmayor ritmode reducción en sujetos jóvenesqueen los de edades avanzadas. Por otro lado,
en todos los grupos etarios se puede observar una reducción continua del volumen del Putamen, el
Diencéfalo Ventral y el Núcleo Accumbens, mientras que el Esplenio del Cuerpo Calloso mantiene su
volumen en todos los grupos.
En laTabla 7-3 (porción superior) semuestran losporcentajesmediosdedecrecimientoanual (%CR)
para el volumen normalizado de las estructuras globales y todas las estructuras subcorticales.
En los últimos dos periodos (56.5-63.5 y 63.5-77) hay un incremento de los valores absolutos del
%CR, lo cual indica una aceleración en el achicamiento de las estructuras cerebrales y también un
incremento en el agrandamiento de las cavidades ventriculares como se describió en estudios pre-
vios [244, 245, 246, 247, 248, 21]. En contraposición con lamayoría de las estructuras subcorticales, el
Núcleo Caudado y el Globo Pálido (izquierdo) no mostraron modificaciones significativas de %CR
en los sujetos de edades avanzadas.
7.1.4.3. Cambios en el espesor cortical durante el envejecimiento saludable
Se obtuvieron espesores corticales para cada region y con fines de comparación se analizó la evo-
lución del espesor medio por lóbulo. Los resultados del lóbulo Frontal se muestran en la Figura 7-5,
donde una recta decreciente se pudo ajustar, con una dispersión similar en todas las edades hasta
los 70 años de edad, donde se pueden observar casos con una reducción no lineal. Además, se pue-
de ver en los gráficos para la corteza Temporal (Figura 7-6), la Parietal (Figura 7-7), la Insular (Figura
7-8), la Cingular (Figura 7-9) y Occipital (Figura 7-10) exhiben un comportamiento similar a la corteza
Frontal (se muestran solo los gráficos del hemisferio izquierdo, ya que los derechos tienen el mismo
comportamiento). En los gráficos de percentilos en el lado izquierdo de las Figuras 7-5 a 7-10 se puede
notar que todos los lóbulos tienen una reducción del espesormedio constante con la edad, lo cual es
evidenciado también por la pendiente negativa de los coeficientes de regresión lineal ajustados a los
datos empíricos para cada lóbulo (en el lado derecho).
Mientras que en los percentilos superiores (80, 90 y 100) la declinación del espesor se da al mismo
ritmo que para la mediana, los percentilos inferiores (0 y 10) tiene una caída más abrupta (especial-
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Figura 7-4: Volumen de las estructuras subcorticales como porcentaje del eTIV a través de los diferentes rangos
etarios. En el lado izquierdo, se muestran los valores medios con puntos, mientras que el rango de los percentilos
25 y 75 se expresanmediante la barra para el Tálamo, Putamen, Hipocampo, Diencéfalo Ventral, Núcleo Caudado,
Globo Pálido, Amígdala y Núcleo Accumbens para el hemisferio izquierdo (se observó el mismo comportamiento
enel hemisferioderecho). Enel rectángulo superior (de la izquierda) seamplificó el rangoparaGloboPálido, Amíg-
dala yNúcleo Accumbens paramostrarmejor la dinámica. En el gráfico de la derecha semuestran las evoluciones
de las distintas porciones del cuerpo calloso (Esplenio, Tronco Posterior, Tronco Medio, Tronco Anterior y Rostro).
mente en los sujetos de edades avanzadas).
La Tabla 7-3 (porción inferior) muestra el (%CR) con una constante negativa con el envejecimiento
y un aumento importante de esta pendiente en el último periodo (63.5 - 77) para las cortezas Frontal,
Parietal, Temporal, Occipital e Insular, en el cual el (%CR) de reducción prácticamente dobla a los
periodos anteriores
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Figura 7-5: Espesor de la corteza Frontal izquierda durante los rangos etarios: en el lado izquierdo se puede ver
el gráfico de percentilos, donde las medianas están unidas por una línea roja, los percentilos 25 y 75 están repre-
sentados por las cajas azules y los percentilos 5 y 95 por líneas azules de puntos. Los valores anormales (outliers)
están representados por puntos azules. Los valores centrales que contienen 100%, 80% y 60% de los sujetos es-
tán dentro del área con intensidades crecientes respectivamente. En el lado derecho se puede ver un diagrama
de dispersión, donde el espesor de cada individuo es situado con respecto a la edad y se ajustó un regresor lineal
a los datos.
Figura 7-6: Espesor de la corteza Temporal izquierda durante los rangos etarios: en el lado izquierdo se puede ver
el gráfico de percentilos, donde las medianas están unidas por una línea roja, los percentilos 25 y 75 están repre-
sentados por las cajas azules y los percentilos 5 y 95 por líneas azules de puntos. Los valores anormales (outliers)
están representados por puntos azules. Los valores centrales que contienen 100%, 80% y 60% de los sujetos es-
tán dentro del área con intensidades crecientes respectivamente. En el lado derecho se puede ver un diagrama
de dispersión, donde el espesor de cada individuo es situado con respecto a la edad y se ajustó un regresor lineal
a los datos.
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Figura 7-7: Espesor de la corteza Parietal izquierda durante los rangos etarios: en el lado izquierdo se puede ver
el gráfico de percentilos, donde las medianas están unidas por una línea roja, los percentilos 25 y 75 están repre-
sentados por las cajas azules y los percentilos 5 y 95 por líneas azules de puntos. Los valores anormales (outliers)
están representados por puntos azules. Los valores centrales que contienen 100%, 80% y 60% de los sujetos es-
tán dentro del área con intensidades crecientes respectivamente. En el lado derecho se puede ver un diagrama
de dispersión, donde el espesor de cada individuo es situado con respecto a la edad y se ajustó un regresor lineal
a los datos.
Figura 7-8: Espesor de la corteza Insular izquierda durante los rangos etarios: en el lado izquierdo se puede ver
el gráfico de percentilos, donde las medianas están unidas por una línea roja, los percentilos 25 y 75 están repre-
sentados por las cajas azules y los percentilos 5 y 95 por líneas azules de puntos. Los valores anormales (outliers)
están representados por puntos azules. Los valores centrales que contienen 100%, 80% y 60% de los sujetos es-
tán dentro del área con intensidades crecientes respectivamente. En el lado derecho se puede ver un diagrama
de dispersión, donde el espesor de cada individuo es situado con respecto a la edad y se ajustó un regresor lineal
a los datos.
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Figura 7-9: Espesor de la corteza del Cíngulo izquierdo durante los rangos etarios: en el lado izquierdo se puede
ver el gráfico de percentilos, donde las medianas están unidas por una línea roja, los percentilos 25 y 75 están
representados por las cajas azules y los percentilos 5 y 95 por líneas azules de puntos. Los valores anormales
(outliers) están representados por puntos azules. Los valores centrales que contienen 100%, 80% y 60% de los
sujetos están dentro del área con intensidades crecientes respectivamente. En el lado derecho se puede ver un
diagrama de dispersión, donde el espesor de cada individuo es situado con respecto a la edad y se ajustó un re-
gresor lineal a los datos.
Figura 7-10: Espesor de la cortezaOccipital izquierdadurante los rangos etarios: en el lado izquierdo se puede ver
el gráfico de percentilos, donde las medianas están unidas por una línea roja, los percentilos 25 y 75 están repre-
sentados por las cajas azules y los percentilos 5 y 95 por líneas azules de puntos. Los valores anormales (outliers)
están representados por puntos azules. Los valores centrales que contienen 100%, 80% y 60% de los sujetos es-
tán dentro del área con intensidades crecientes respectivamente. En el lado derecho se puede ver un diagrama
de dispersión, donde el espesor de cada individuo es situado con respecto a la edad y se ajustó un regresor lineal
a los datos.
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Rango etario 24 - 31.5 31.5 - 39.5 39.5 - 48 48 - 56.5 56.5 - 63.5 63.5 - 77
Vo
lu
m
en
no
rm
al
iz
ad
o
Materia gris total -0.0092 -0.1425 -0.3383*** -0.2786 -0.1680** -0.3449**
Materia blanca 0.2235** 0.2261 0.0606 -0.0288 -0.6303*** -0.0776
Ventrículos 0.5748 1.3543 0.6884 0.7106 5.3984*** 2.5732***
Tálamo (HI) 0.1555 -0.0029 -0.3075 -0.3248* -0.4665 -0.5111***
Tálamo (HD) 0.0901 -0.0700 -0.0462 -0.5386** -0.2589 -0.4161**
Putamen (HI) 0.0996 -0.5812 0.0215 -0.5479 -0.3261* -0.3839
Putamen (HD) -0.0402 -0.3236 -0.3201** -0.5411 -0.0990 -0.3038
Hipocampo (HI) 0.0469 0.5442 -0.3038 0.0605 -0.4037* -0.6754***
Hipocampo (HD) 0.1952 0.2216 0.0777 -0.0968 -0.3916** -0.5610**
Diencéfalo Ventral (HI) -0.0660 -0.1899 0.0002 -0.5210 0.0941 -0.1694
Diencéfalo Ventral (HD) -0.1213 0.0214 -0.0686 -0.2745 -0.1458 -0.2248**
Núcleo Caudado (HI) -0.1580 -0.3865 -0.2794 -0.3589 0.3588 0.0254
Núcleo Caudado (HD) 0.1349 -0.0344 -0.3549 -0.0666 0.0729 0.0254
Globo Pálido (HI) -0.4546 -0.5385 0.4327 -0.2723 0.0163 0.0709
Globo Pálido (HD) -0.0295 -0.6272 0.5032 -0.6797 0.1927 -0.4351
Amígdala (HI) -0.3129 0.1793 -0.1906 0.1648 -0.5607* -0.5665**
Amígdala (HD) 0.2546 0.0146 -0.0813 -0.2144 -0.0596 -0.4666**
Núcleo Accumbens (HI) -0.5394 -0.9460** -0.4110 -0.1036 -0.9389* -0.9030***
Núcleo Accumbens (HD) 0.1476 -1.1557** -0.2269 -0.3810 -0.3881 -0.4860**
Esplenio(CC) 0.2609 -0.2358 0.4632 -0.1301 0.4365 -0.2975
Tronco Posterior(CC) -0.1469 -0.5656 -0.1526 -0.3957 -1.6077* -0.7297**
Tronco Medio (CC) -0.3597 -0.0256 -0.3173 -0.6651 -0.6442** -0.8484**
Tronco Anterior (CC) -1.0016 0.0758 0.2759 -0.7943 -0.7385 -0.5981***
Rostro (CC) 0.3184 -0.1916 -0.2760 -0.2856 0.1057 -0.8352**
Corteza del Cerebelo (HI) -0.0784 -0.2677 -0.1545 -0.1610 -0.3609** -0.2796
SB del Cerebelo (HI) -0.1449 0.6174 0.2080 -0.1907 -0.4137* -0.2984
Corteza del Cerebelo (HD) 0.0195 -0.3104 -0.1320 0.0556 -0.9136*** -0.1880
SB del Cerebelo (HD) -0.2686 0.5525 0.1115 -0.0880 -0.0544 -0.3968
Tallo cerebral 0.1571 0.3638* 0.0822 -0.1842 -0.2392* -0.2248
Es
pe
so
rc
or
tic
al
Frontal (HI) -0.3279*** -0.1549 -0.1900* -0.3464*** 0.1579 -0.2762***
Frontal (HD) -0.3684*** -0.1025 -0.2381** -0.2936*** -0.0760 -0.2321***
Parietal (HI) -0.2086** -0.1852 -0.1457* -0.2482** -0.0597 -0.1673***
Parietal (HD) -0.3019** 0.0063 -0.1525* -0.3505** -0.0776 -0.1430***
Temporal (HI) -0.0763 -0.0996 -0.2313 -0.1379** -0.1019 -0.2105***
Temporal (HD) -0.2078 -0.0575 -0.2513 -0.1022** -0.1731* -0.1916***
Occipital (HI) -0.1552 -0.2869 0.0145 -0.4128*** -0.0069 -0.1862***
Occipital (HD) -0.0767 -0.2059 -0.0143 -0.4139*** -0.0592 -0.1503**
Cíngulo (HI) -0.2419* -0.2934* -0.2498* -0.0899 -0.1737 -0.1553**
Cíngulo (HD) -0.3293*** -0.3609* -0.1084 -0.1425 -0.1735 -0.1274*
Insular (HI) -0.1861 -0.2369* -0.2544* -0.2028 0.0482 -0.2008**
Insular (HD) 0.0000 -0.3268** -0.2776* -0.1242 0.0000 -0.2808***
Tabla 7-3: Cambio porcentual medio por año (%CR).
*** p < 0,001 ** p < 0,01 * p < 0,05
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7.1.5. Discusión
En este estudio se analizó la evolución de diferentes estructuras corticales y subcorticales del cerebro
a través de la vida. Usando FreeSurfer, el soware de análisis anatómico presentado en el Capítulo 4
y algoritmos desarrollados en Python para el post-procesamiento y análisis se logró estudiar la evo-
lución de 135 estructuras en 539 sujetos sanos de una base de datos pública de neuroimágenes.
Para evaluar la validez del método, se compararon los resultados con otros estudios. En 2001, Good y
colaboradores publicaron un estudio utilizando VBM en 465 sujetos, en el mismo describieron cam-
bios sobre el total de la materia gris, materia blanca y LCR. Los resultados mostraron una reducción
continua de lamateria gris y una evolución bifásica para lamateria blanca, con una primera etapa de
un crecimiento sutil hasta los 45 años y un decrecimiento continuo luego. Con respecto al LCR des-
cribieron una expansión exponencial [245]. Los resultados obtenidos en este trabajo se condicen con
estos hallazgos y se muestran en la Figura 7-3.
Otro estudio realizado por Fjell y colaboradores y publicado en 2009 usó FreeSurfer para procesar 833
sujetosde6estudiospreviosen los cualesmúltiples resonadoresde 1.5Tdediferentes fabricantes fue-
ron usados. En dicho estudio se encontró un encogimiento generalizado de la corteza, con resultados
muy similares a los mostrados en las Figuras 7-5 a 7-10 [278].
Un estudio más reciente publicado por Long y colaboradores en 2012 usó una base de datos pública
con 314 sujetos para estudiar el envejecimiento saludable y en el mismo se encontraron evoluciones
diferentes a las halladas en el presente estudio [24]. Se encontró una discrepancia importante en los
ventrículos, para los cuales Long describe una evolución asintótica para sujetos de edad avanzada,
la cual no fue encontrada en este trabajo. Otras diferencias fueron observadas con respecto a los vo-
lúmenes subcorticales pero no pudo ser directamente comparado por la falta de normalización en
el trabajo de Long, lo cual representa una importante limitación. Con respecto al análisis de espesor
cortical, Long describe un estrechamiento muy significativo en la corteza Insular, lo cual también se
contradice con nuestros resultados. Es importante señalar que, a pesar de que la investigación de
Long estuvo hecha con 314 participantes, las edades no estuvieron distribuidas homogéneamente y
existió un importante desvío hacia las edades más jóvenes.
Con respecto al ritmo de cambio por año, se compararon los hallazgos con una investigación reali-
zada por Lamaitre y colaboradores en 2012, en el que ellos calcularon el estrechamiento por año de
la corteza de cada región, los cuales se corresponden con las medidas obtenidas y presentadas en la
Tabla 7-3 (en la porción inferior)[21].
Aunque nuestros resultados se corresponden con lamayoría de los trabajos previamente publicados
por otros grupos de investigación, muchos estudios han estudiado la influencia de utilizar datos de
diferentes resonadores con FreeSurfer y encontraron diferencias sutiles, pero no clínicamente rele-
vantes en los resultados obtenidos [274, 277]. Se considera que se necesita seguir trabajando en ese
aspecto, ya que este trabajo utilizó tres resonadores diferentes e inclusive con dos campos perma-
nentes diferentes, lo cual podría haber influenciado en los resultados obtenidos. Dada la variabilidad
encontrada en los datos, se considera que es importante trabajar en técnicas que permiten homoge-
neizar los datos (armonizar), eliminando la influencia de diferentes resonadores y/o secuencias. En el
133
CAPÍTULO 7. ESTUDIO DE LA NEUROANATOMÍA MEDIANTE MÉTODOS AUTOMATIZADOS
Capítulo 8 se trabaja este aspecto.
Otra investigación realizada por Thambisetty y colaboradores, y publicada en 2010 encontró que exis-
ten áreas corticales, cuyo espesor sería dependiente del género en poblaciones de edad avanzada
[281]. Por estas razones futuros trabajos deberían considerar ajustar a los datos no solo por los datos
de la adquisición, sino que también por variables demográficas como el sexo, el nivel académico y la
ocupación.
En conclusión, en este estudio se logró hacer una descripción de los cambios estructurales durante
el envejecimiento saludable, lo cual sirvió para validar una forma de trabajo con datos neuroanató-
micos. Se pudieron analizar múltiples métricas y mostrar de forma cuantitativa que el modelo de un
cerebro saludable es un fenómeno dinámico. Este ultimo punto realza la necesidad de que los mé-
dicos especialistas en imágenes tengan herramientas cuantitativas para el análisis estructural de las
imágenes, para poder considerar al análisis de las imágenes en un contexto bioestadístico, permi-
tiendo optimizar la detección de patologías mediante herramientas tecnológicas y el procesamiento
adecuado de la información.
7.2. Detección de la enfermedad de Alzheimer a partir de imágenes es-
tructurales mediantemétodos de análisis automatizado
7.2.1. Resumen
Introducción. En este trabajo se presentan los resultados en la International challenge for automated
prediction of MCI fromMRI data realizada a través de la plataforma Kaggle (https://www.kaggle.com/)
y los cuales fueron publicados en [64]. En el mismo se evaluó el desempeño de descriptores morfo-
métricas basados enMRI (nMF por neuromorfometric features) en la clasificación de sujetos sanos (HC
por healthy controls), pacientes con deterioro cognitivo leve (MCI pormild cognitive impairment), MCI
que luego se convirtieron en Enfermedad de Alzheimer (cMCI por converters MCI) y pacientes con AD.
En la competencia de planteó la particularidad de que las imágenes tanto de pacientes como de HC
provenían de distintos resonadores con distintos protocolos de adquisición.
Metodología.Dada ladisponibilidaddeunaevaluaciónneuropsicológica, elMiniMental Examination
Score (MMSE), en este trabajo se propone utilizar está información de desempeño cognitivo para se-
gregar a los sujetos en tres grupos, buscando las principales nMF para cada uno. Luego, se utilizó esa
información para desarrollar un sistema de múltiples de clasificadores (MCS por Multi Classifier Sys-
tem). Se comparó el desempeño del MCS con el uso del MMSE+nMF y las nMF solas usando un único
clasificador. Además se repitieron estas comparaciones usando tres de los algoritmos de clasificación
más utilizados en la actualidad.
Resultado.ElMCSobtuvoelmejordesempeñoenprecisiónde laspredicciones (accuracy) y enel área
bajo la curva ROC (AUC) en comparación con los clasificadores individuales. La AUC multiclase para
el MCS en los datos de test fueron 0.83 para HC, 0.76 para cMCI, 0.65 paraMCI y 0.95 para AD. Además,
el MCS obtuvo un accuracy para detección de procesos neurodegenerativos (AD+cMCI vs MCI+HC) de
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un 81.0% (AUC = 0.88), mientras que los clasificadores individuales obtuvieron 71.3% (AUC = 0.86) y
63.1% (AUC = 0.79) para MMSE+nMF y solo nMF respectivamente.
Conclusiones.Estoshallazgos sugierenqueelusode instrumentosdeevaluacióncognitiva,porejem-
plo el MMSE, en el diseño de un sistema de múltiples clasificadores puede mejorar el desempeño de
la clasificación, permitiendo una mejor selección de los biomarcadores basados en neuroimágenes
para cada subgrupo evaluado.
7.2.2. Introducción
La AD es una enfermedadneurodegenerativa que se desarrolla gradualmente y está caracterizada por
una disfunción en lamemoria y otras funciones cognitivas, así comopor cambios conductuales [282].
Además, de acuerdo a los registros demuertes de los Estados Unidos, en 2013 el AD fue la sexta causa
demuerte [283]. El criteriodiagnósticode laADpropone tresetapasde laenfermedad, lapresentación
preclínica del AD, el MCI debido a AD y la demencia debida a AD. El MCI es un decremento anormal
del rendimiento de las funciones cognitivas, que no puede ser explicado de acuerdo a la edad y el
nivel educativo del sujeto, y que no llega a cumplir con los criterios diagnósticos del AD [284]. Apro-
ximadamente el 15% de los adultos mayores a 65 años sufren de MCI y de ellos, más de la mitad de
ellos se convierten en ADdentro de los 5 años del primer diagnóstico [285]. En este contexto, entre las
personas con AD y otras demencias, menos de la mitad de ellos son diagnosticados apropiadamente
[283]. Es por ello que el desarrollo de herramientas simples y económicas de AD y cMCI son campos
de estudio de gran influencia en la salud pública [283].
LasMRI combinadas con diferentes post-procesos han demostrado ser unmétodo robusto para obte-
ner métricas morfométricas del cerebro para diferentes sujetos y utilizando diferentes resonadores.
Como se explicó anteriormente, FreeSurfer ha mostrado ser una herramienta poderosa para carac-
terizar de forma confiable los volúmenes de las estructuras cerebrales, áreas, espesores y curvaturas
corticales a través de un procesamiento automatizado que no requiere la interacción de un usuario
final [138, 141, 273, 142, 139, 140, 144]. Además, numerosos estudios handemostrado unabuena repro-
ducibilidad usando diferentes parámetros de adquisición y condiciones clínicas [143, 274, 275, 276].
Parapoderusarmachine learningenunadeterminadaproblemática senecesitan tres cuestionesprin-
cipales: 1) métodos de extracción de features confiables y robustos, 2) disponibilidad de datos de ca-
lidad y 3) la adaptación de algoritmos y optimización para la aplicación específica. En el estudio de
la estructura cerebral, el soware FreeSurfer puede ser utilizado como unmétodo robusto para la ex-
tracción de features y la disponibilidad de datos continuamente se vemejorada gracias a la creciente
cantidad de bases de datos de acceso público, las cuales incluyenmúltiples condiciones clínicas, co-
mo por ejemplo ADNI [286], NeuroVault.org [287], openfMRI.org [288], AddNeuroMed [268] y otras
[270, 267, 269]. La investigación de métodos de machine learning para análisis cuantitativo de neu-
roimágenes que puedan ser usados para la asistencia en la clínica médica es un campo de intenso
desarrollo. Específicamente en la detección de AD, hay una gran cantidad de trabajos que analizan el
uso de diferentes abordajes, incluyendo la morfología a nivel de vóxel de la materia gris combinada
con la evaluación neuropsicológica [34], morfometría basada en superficie y el uso de clasificadores
ensamblados (ensembles) [289], múltiples métodos de segmentación hipocampal y discriminadores
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lineales [290], detección de similitud usando RFC [291], entre otros [292, 293, 294].
Este trabajo fue realizado en el marco de la International challenge for automated prediction of
MCI fromMRI data, que fue desarrollada en la plataformaKaggle, (https://inclass.kaggle.com/c/mci-
prediction) y organizada por Alessia Sarica y colaboradores del Institute of Molecular Bioimaging and
Physiology (IBFM), del Consejo Nacional de Ciencia de Italia; en asociación con el Alzheimer’s Disease
Neuroimaging Initiative [295]. La competición tuvo como objetivo obtener biomarcadores confiables
derivadosde las imágenes3D T1paradistinguir entre cuatrocategorías: i) sujetos conAD, ii) individuos
con cMCI, iii) individuos con MCI y iv) sujetos sanos (HC). En este trabajo se presentan las conclusio-
nes del proceso de análisis realizado durante la competencia y posterior a la misma, analizando las
principales features y testeando diferentes algoritmos de clasificación usando los datos neuromorfo-
métricos obtenidos con FreeSurfer.
7.2.3. Materiales ymétodos
7.2.3.1. Preprocesamiento de datos
Datos de la competencia
Selección de los datos El objetivo principal de la competición fue evaluar la posibilidad de clasi-
ficar entre las cuatro poblaciones antes enumeradas a partir de la información derivada de MRI, las
cuales fueron adquiridas en diferentes centros, protocolos, resonadores y tecnologías. Las MRI fue-
ron seleccionadas de las base de datos ADNI (disponible en adni.loni.usc.edu). ADNI fue iniciado en
2003 comouna iniciativa público-privada, dirigida por el investigador principal Dr. MichaelW.Weiner.
El objetivo primario de ADNI fue el testeo de diferentes técnicas para el estudio de la progresión del
MCI y del inicio de la AD. Las técnicas incluyen MRI, tomografía por emisión de positrones, biomar-
cadores bioquímicos y evaluación neuropsicológica, las cuales pueden ser utilizadas por separado o
combinadas.
Los organizadores de la competición seleccionaron de forma aleatoria y automáticamente sujetos
usando la plataforma Konstanz Information Miner (KNIME) [296]. Los sujetos de ADNI fueron selec-
cionado filtrando documentos de texto descargados del sitio web de ADNI. En particular, se utilizó el
archivo que contiene la conversión de diagnósticos (DXSUM_PDXCONV_ADNIALL.csv) para seleccio-
nar individuos sanos, y pacientes MCI, cMCI y AD.
El segundopaso fue seleccionar el ID de la visita de cada sujeto para la primera cita para obtener datos
demográficos y parámetros clínicos en ese punto temporal, incluyendo edad, genero y el resultado de
lapruebade screeningneuropsicológicoMMSE (del inglésMini-Mental ScaleExamination score) [297].
Los datos fueron ordenado por el diagnóstico y se generó un conjunto balanceado en sujetos por
cada grupo, conteniendo 400 sujetos en 4 clases (HC, MCI, cMCI and AD), con 100 sujetos por clase. El
último paso fue obtener la MRI de cada sujeto para la primer visita del archivo MPRAGEMETA.csv. En
particular, seleccionaron la primer secuencia MPRAGE adquirida a 3T.
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Preprocesamiento de los datos Los datos fueron preprocesados por los organizadores de la com-
petición y los mismos estuvieron compuestos por los datos demográficos (edad, género y MMSE) y
datos morfométricos de los 400 sujetos divididos de forma homogénea en las cuatro clases. Poste-
riormente, fueron divididos en un grupo de entrenamiento (240 sujetos, 60 por clase) y un grupo de
test (160 sujetos, 40 por clase).
Los organizadores aseguraron con una prueba ANOVA (análisis de varianza, la abreviación proviene
del inglés ANalysis Of VAriance) y con una prueba Chi-cuadrado que no se encontraron diferencias
significativas de edad y género, respectivamente, entre las diferentes clases. Por otro lado, una prue-
ba ANOVAmostró diferencias significativas en el MMSE; múltiples t-test revelaron que las diferencias
existieron entre HC y AD, HC y MCI, HC y cMCI, AD y MCI; y AD y cMCI. No se encontraron diferencias
entre cMCI y MCI. El conjunto de test fue aumentado por datos falsos de 340 sujetos, con un total de
500 casos. Este conjunto fue dividido por la mitad, una mitad pública y una privada.
Las imágenes 3D T1 fueron procesadas con FreeSurfer (v5.3) con el pipeline estándar con la adición
de la subsegmentación hipocampal (recon-all -hippo-subfields) en una computadora con GNU/Linux
Ubuntu 14.04 con 16 CPUs y 16 Gb de RAM. Los organizadores usaron el plugin de KNIME, llamado K-
Surfer [296] para extraer los datos numéricos producidos por FreeSurfer en formato de tabla. Luego a
esta tabla le fueron agregados los datos demográficos.
Control de calidad y corrección de los datos Las features generas por los organizadores de la com-
petición consistieron en 430 valores para cada sujeto que incluyeron valores corticales, subcorticales
y mediciones de subestructuras hipocampales. La importancia de las subestructuras hipocampales
radica en que diversas investigaciones han identificado al hipocampo como la principal estructura
que se atrofia durante la AD [251, 252]. Las medidas demográficas consistieron en edad, genero y
MMSE. Los organizadores suministraron los datos de testeo incluyendo las mismas features, pero sin
el diagnóstico.
Se obtuvieron los datos en un archivo de texto, como semencionó anteriormente. Luego se procedió
a una inspección visual de los datos, la cual consistió en gráficas de las features vs la edad a través de
scatterplots, en los cuales seobservóunacantidadconsiderabledevalores atípicos.Unaexaminación
más en detalle de este fenómeno reveló una desviación de los valores muy posiblemente debida a
un problema de codificación durante el guardado de los datos, ya que los valores discrepaban en
varios órdenes demagnitud. A partir de ello, se desarrolló unmétodopara corregir los valores atípicos
usando una estrategia de k-vecino cercanos, prediciendo el valor más posible en una feature, a partir
de los vecinos en otras features en donde ese sujeto no resultaba un valor atípico. Este análisis reveló
que los valores atípicos se debían a un error en elmétodode lectura de los datos ya que, en lamayoría
de los casosel valorpresenteera igual al predicho,peromultiplicadopor 1000.Por lo tanto, los valores
con un valor absoluto mayor a un umbral fueron divididos por el factor 1000, en concordancia con la
escala de cadamedición.
Normalización anatómica Para lograr que las medidas sean comparables entre sujetos, se realizó
una normalización anatómica de las medidas. Para cada sujeto en el dataset, todas las cuantificacio-
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nesde volúmenes fuerondivididaspor su correspondiente eTIV y las áreas fuerondivididaspor el área
total del hemisferio correspondiente (también explicitadas en el conjunto de datos). Los espesores y
curvaturas no debieron ser normalizados anatómicamente.
Features optimizadas (conocimiento experto) El principal cambio que se observa visualmente
en la MRI de un paciente con enfermedades neurodegenerativas, es el encogimiento progresivo del
tejido neural. Esto se ve particularmente reflejado en el crecimiento del volumen de las cavidades
ventriculares y una reducción significativa de los volúmenes de materia blanca, principalmente en
los hipocampos. Un estudio reciente analizó datos de 1074 sujetos (AD=295, MCI=444 yHC=335) de los
Estados Unidos y de Europa y encontró que el AD está caracterizado por el mismo patrón de atrofia,
independientemente de la población, siendo las estructuras hipocampales y perihipocampales las
más atrofiadas y los ventrículos laterales inferiores las más expandidas [251, 252].
Basados en estos hallazgos, se decidió generar un grupo nuevo de features, dividiendo el volumen de
cada subestructura hipocampal por el volumen del ventrículo lateral inferior del mismo hemisferio.
Este nuevo conjunto de features se añadió al conjunto de datos original y se le agregó el prefijo ”e-”,
siendo la abreviación de enhanced (inglés de potenciadas o mejoradas).
Normalizaciónnumérica Lamayoría de las técnicas demachine learning generanunmodelo apar-
tir de la relación entre los datos. Dependiendoen cómocada técnica funciona, estápuede ser sensible
al escalado de las features. Para evitar esta influencia, cada feature en el conjunto de datos fue nor-
malizada a media cero y varianza unitaria.
7.2.3.2. Analizando el sesgo de las métricas cognitivas
Dado que el MMSE es el estándar para el screening neuropsicológico en demencias [298], nos pregun-
tamos si el MMSE induce un sesgo en la clasificación. Es por ello que se realizaron dos Eliminaciones
Progresivas de Features(PFE del inglés Progressive Feature Elimination – usando únicamente las fea-
tures basadas enMRI y agregándoles el MMSE –. El PFE consistió en optimizar la precisión de un clasi-
ficador Random Forest (RFC) disminuyendo progresivamente el número de features utilizadas desde
todas a una única feature de acuerdo al ranking de importancia. RFC cuantifica la importancia de una
feature dependiendo de cuánto decrece el índice de impureza de Gini en el bosque debido al uso de
la misma como nodo en un árbol [299], así que se utilizó esta métrica para eliminar features progre-
sivamente, removiendo la demenor importancia por cada iteración. En este procedimiento se utilizó
el 80% del conjunto de entrenamiento, dividido en 10 grupos, para entrenar 10 RFC y seleccionar el
mejor enunprocesode validación cruzada. A partir de ello, se utilizó la importancia de las featuresdel
clasificador seleccionado en el análisis RFC, en el cual se entrenó un nuevo RFC con todos los datos
del primer conjunto del 80% de datos de entrenamiento y se testeó en el 20% restante de los datos
de entrenamiento (grupo de validación).
Estos análisis fueron realizados con el RFC implementado en el paquete de Python, scikit-learn [300],
con un número de arboles óptimo de (1000) —que fue determinado por medio de un procedimiento
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iterativo de validación cruzada— y usando el numero recomendado de features para cada árbol (P ),
el cual se calcula como (P =
√
number of features(train)).
7.2.3.3. Segregación a partir del nivel cognitivo
Se utilizó un árbol de decisión con el índice de impureza de Gini (del paquete de Python, scikit-learn
[300]) para seleccionar el mejor valor del MMSE para dividir el conjunto de entrenamiento en grupos
de acuerdo al desempeño cognitivo. Finalmente se utilizaron dos umbrales de MMSE para separar a
los datos en tres grupos como se muestra en la Tabla 7-4.
Grupo cognitivo Rango de MMSE Edadmedia DE edad HC MCI cMCI AD Total
Todos 19 - 30 73.06 7.02 60 60 60 60 240
Bajo (L) MMSE 19 - 23.5 75.06 8.31 0 0 0 29 29
Medio (M) MMSE 23.5 - 26.5 74.09 6.82 2 8 27 31 68
Alto (H) MMSE 26.5 - 30 72.16 6.73 58 52 33 0 143
Tabla 7-4: Grupos segregados por desempeño cognitivo en el conjunto de datos de entrenamiento
7.2.3.4. Análisis de selección de features
Se realizaron dos análisis de PFE, pero en este caso en los grupos demedio MMSE (M-MMSE) y de alto
MMSE (H-MMSE) por separado y utilizando una estrategia de validación cruzada dejando uno fuera
(LOOCV del inglés Leave-one-out cross-validation) debido a la baja cantidad de sujetos en cada grupo.
En cada iteración, un sujeto fue seleccionado comovalidación y unRFC (de 1000 árboles) fue entrena-
do sobre el resto. Como resultado se obtuvo la precisión estimada para diferente cantidad de features
y la distribución de importancia para cada LOOCV.
7.2.3.5. Sistema demúltiples clasificadores
Unavezqueel númerode featurespor gruposM-MMSEyH-MMSE fue seleccionada, sediseñóun siste-
ma demúltiples clasificadores (MCS), compuesto por tres clasificadores como semuestra en la Figura
7-11. Los clasificadores C#1 y C#2 fueron entrenados con los grupos M-MMSE y H-MMSE respectiva-
mente. El clasificador C#0 usa el mismo numero de features que el C#1 y fue entrenado con la unión
de los grupos de bajo MMSE (L-MMSE) y M-MMSE, utilizando las etiquetas binarias AD y NOAD de
acuerdoa la clasificación. Este clasificador extra tiene el propósitodemejorar la clasificaciónde todos
los sujetos cuyo MMSE sea menor a 23.5.
Adicionalmente, cada clasificador modular C#n estuvo compuesto internamente por dos clasifica-
dores, un primer clasificador (siempre RFC) que se encarga de seleccionar las primeras K features,
dondeK es el número óptimo de features para cada problema de clasificación específico (determi-
nado en la Sección 7.2.3.4). Luego, un segundo clasificador que se encarga de utilizar lasK features
seleccionadas para clasificar cada caso. Este último puede utilizar cualquier algoritmo existente.
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Figura 7-11: Sistema de múltiples clasificadores. El mismo fue implementado usando tres clasificadores indivi-
duales que fueron entrenados condistintos subconjuntos de los datos, deacuerdoalMMSE, es decir al desempeño
cognitivo.
7.2.3.6. Análisis de diferentes técnicas de aprendizaje automatizado
Se testearon tres algoritmos de clasificación diferentes: i) Clasificador Random Forest [299, 301], ii)
Clasificador de Máquina de Soporte Vectorial (SVM por sus siglas en inglés Support Vector Machine)
[302] con un kernel función de base radial (RBF de sus siglas en inglés radial basis function [303, 304]
y iii) Clasificador Ada-Boost (AB) [305, 306, 307] (implementado en el paquete de Python scikit-learn
[300]). Se implementaron tres arquitecturas por cada algoritmo:
1. Mezclando todas las features, específicamenteedad, género,MMSEy lasmorfométricas. Apartir
de ello se obtuvieron los clasificadores RF#1, SVM#1 y AB#1.
2. Todas las features excepto el MMSE. Se obtuvieron los clasificadores RF#2, SVM#2 y AB#2.
3. Sistema de Múltiples Clasificadores explicado en la Sección 7.2.3.5. Se obtuvieron los clasifica-
dores RF#3, SVM#3 y AB#3.
Para cada clasificador, los parámetros fueron optimizados usando un proceso de validación cruzada.
Cada test fue repetido 300 veces, seleccionando un conjunto de entrenamiento aleatoriamente del
80% y validándolo con el 20% restante. La selección automática de features fue realizada de forma
independiente en cada una de las 300 iteraciones, usando el grupo de entrenamiento correspondien-
te.
Además, una vez que la competencia terminó, los organizadores compartieron la lista dediagnósticos
correspondientes al conjunto de test, indicando a su vez si eran datos reales o ficticios. A partir de
ello, se realizó una nueva prueba de 300 iteraciones, usando todo el conjunto de entrenamiento para
entrenar y los datos de test para cuantificar el desempeño final de cada clasificador.
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7.2.3.7. Curva ROC
Se utilizaron las probabilidades de pertenencia a cada clase que se estimaron con los clasificadores
para generar dos curvas ROC (del inglésReceiver Operating Characteristic con lametodología descrip-
ta en [308, 309]. Laprimer curva fueunaROCmulti-clase generada considerando solo las probabilida-
des obtenidas para cada clase independientemente y agrupando las otras clases como una sola. Para
la segunda curva ROC, se obtuvo la probabilidad de discriminar si la presencia de un proceso neuro-
degenerativo (NDdel inglésneurodegenerative disease), es decir, si unpaciente padecía cMCI o AD, sin
hacer ningún tipo dedistinción. Ambos análisis fueron realizados sobre el conjunto de entrenamiento
y sobre el conjunto de test por separado.
Usando la información obtenida de las curvas ROC, se obtuvo la precisión óptima de test, que fue
definida como la precisión con los datos de test que se obtuvieron cuando la curva ROC de validación
tuvo el máximo valor del estadístico de Youden [310].
7.2.4. Resultados
7.2.4.1. Sesgo demétricas cognitivas
Como se esperaba, el MMSE fue la featuremás importante en la clasificación por un amplio margen
(como puede observarse en la Figura 7-12). La precisión de la clasificación (en la validación cruzada)
sin la utilización del MMSE fue de alrededor del 29%utilizando solo una feature, es decir 4%más que
la precisión de una elección al azar, para luego incrementarse lentamente hasta llegar a un 43% pa-
ra una cantidad óptima de features de 100. Sin embargo, la clasificación cuando se incluyó al MMSE
mostró una precisión inicial (en la validación cruzada y con solo una feature, el MMSE) de 46%, para
luego incrementarse hasta un máximo de 56%, con un número óptimo de features de 70. Cuando el
MMSE fue usado en la clasificación, esté obtuvo tres veces más importancia que las featuresmorfo-
métricas y su remoción no cambió la importancia de las features restantes. Esté análisis posibilitó la
cuantificación y análisis de la utilidad del MMSE en el diagnóstico clínico y también demostró que la
importancia de las featuresmorfométricas se conservó en ambos casos (en orden y enmagnitud).
7.2.4.2. Features de alta importancia para el diagnóstico de la Enfermedad de Alzheimer
Como se mostró en la sección anterior, las features morfológicas por si solas no pudieron obtener
una buena precisión. La precisiónmáxima no pudo alcanzar ni siquiera la obtenida utilizando sólo el
MMSE. Para superar este obstáculo se implementó un análisis dependiente del perfil cognitivo como
se describió en las Secciones 7.2.3.3 y 7.2.3.4, apuntando a obtener una clasificación mejor al uso
exclusivo de las featuresmorfológicas.
En la Figura 7-13 semuestra un resumen visual de los principales hallazgos sobre la importancia de las
features en el grupo M-MMSE. Las featuresmás importantes estuvieron relacionadas con el volumen
y la regularidad de la corteza cerebral. La porción rostral del Cíngulo Anterior mostró un rol crucial de
141
CAPÍTULO 7. ESTUDIO DE LA NEUROANATOMÍA MEDIANTE MÉTODOS AUTOMATIZADOS
Figura7-12:Análisis de sesgoapartir del desempeñocognitivo. En la Figura semuestra laprecisiónparadiferente
cantidad de features (a la derecha) y la importancia para la clasificación con y sin el MMSE.
forma bilateral en la diferenciación de clases en este grupo. El desvío estándar y la curvatura en las
regiones corticales y temporales también mostraron ser indicadores importantes.
Con respecto al grupo H-MMSE, la Figura 7-14muestra la importancia de las features, en la que puede
observarse que los principales marcadores estuvieron relacionados con las subestructuras hipocam-
pales y regiones peri-hipocampales. Además, debe ser notado que las features optimizadas, presen-
tadas en la Sección 7.2.3.1 ocuparon lugares de interés en la lista.
Figura 7-13: Análisis de features para el grupo M-MMSE. En la izquierda se ve la importancia media durante el
análisis LOOCV. Arriba a la derecha se muestra la distribución de posiciones para cada features de acuerdo con
el orden mostrado en la figura de la izquierda. La línea roja indica la cantidad óptima de features (K) para la
clasificación (precision ≈ 45 %), en la parte inferior a la derecha se muestra la cantidad de veces que cada
variable fue incluida entre las primerasK features,mostrando la estabilidad de cadauna en la clasificación final.
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Figura 7-14: Análisis de features para el grupo H-MMSE. En la izquierda se ve la importancia media durante el
análisis LOOCV. Arriba a la derecha se muestra la distribución de posiciones para cada features de acuerdo con
el orden mostrado en la figura de la izquierda. La línea roja indica la cantidad óptima de features (K) para la
clasificación (precision ≈ 45 %), en la parte inferior a la derecha se muestra la cantidad de veces que cada
variable fue incluida entre las primerasK features,mostrando la estabilidad de cadauna en la clasificación final.
7.2.4.3. Comparación de clasificadores
En la Tabla 7-5 semuestra la segregación cognitiva en el conjunto de testeo, en el cual se separó entre
datos reales y ficticios. La distribución de clases de los datos reales de test usando los umbrales de
MMSE fue similar a la observada en los datos de entrenamiento de la Tabla 7-4. Sin embargo, en el
caso de los datos ficticios la distribución fue prácticamente uniforme entre las cuatro clases.
Grupo Cognitivo Rango de MMSE Edadmedia DE Edad HC MCI cMCI AD Total
Todos 18.1 - 32.1 73.03/72.41 7.16/7.83 40/77 40/89 40/84 40/90 160/340
L-MMSE 19 - 23.5 74.39/71.45 8.24/8.84 0/13 1/14 0/9 25/13 26/49
M-MMSE 23.5 - 26.5 73.15/72.78 7.52/8.00 1/12 9/19 12/20 15/20 37/71
H-MMSE 26.5 - 30 72.62/72.51 6.73/7.56 39/52 30/56 28/55 0/57 97/220
Tabla 7-5: Grupos segregados por desempeño cognitivo en el conjunto de datos de test (Reales/Ficticios)
La comparación entre diferentes clasificadores cambiando la arquitectura y el algoritmo de clasifica-
ción esmostrado en la Figura 7-15 y resumido en la Tabla 7-6. Es interesante observar que en todos los
clasificadores se perdió alrededor del 10% de precisión (en la validación) cuando se eliminó el MMSE
y que en el MCS la precisión fue ligeramentemayor. En todos los casos, el desempeño en la validación
fue un buen estimador del desempeño en los datos de test reales. Finalmente, puede notarse que la
retroalimentación proveída por la competencia en los datos de test (reales + ficticios) fue sumamente
distorsionada de la realidad por los datos ficticios.
Con respecto a la confusión entre clases, la Figura 7-16muestra lasmatrices de confusión construidas
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Figura 7-15: Comparación de la precisión obtenida para cada clasificador. En el título de cada sub-figura está in-
dicado el clasificador utilizado y el número indica la arquitectura. El número #1 es el clasificador que utiliza todas
las features combinadas (incluyendo el MMSE), #2 son los clasificadores que no utilizaron el MMSE y #3 correspon-
den a los clasificadores usando la arquitectura descripta en la Sección 7.2.3.5. De izquierda a derecha, la primera
caja indica la precisión obtenida en la validación, en la segunda semuestra la obtenida entrenando con todos los
datos de entrenamiento y testeando con los datos de entrenamiento distribuidos durante la competencia (reales
+ ficticios), luegodeque fueron reveladas las respuestas esperadas. Finalmente, la tercera y cuarta cajamuestran
los mismo resultados, pero discriminando entre datos reales y ficticios correspondientemente.
Métrica de desempeño RF#1 RF#2 RF#3 SVM#1 SVM#2 SVM#3 AB#1 AB#2 AB#3
Precisión durante la validación (DE) 0.495 (0.06) 0.394 (0.06) 0.512 (0.06) 0.474 (0.06) 0.407(0.06) 0.533 (0.06) 0.481 (0.07) 0.330 (0.06) 0.443 (0.07)
Precisión en el conjunto de test 0.352 0.312 0.332 0.282 0.294 0.330 0.326 0.266 0.350
Precisión en datos reales (test) 0.531 0.369 0.531 0.500 0.413 0.531 0.506 0.294 0.500
Precisión en datos ficticios (test) 0.268 0.285 0.238 0.179 0.238 0.235 0.241 0.253 0.279
AUC(HC) media en validación (DE) 0.812 (0.06) 0.791 (0.06) 0.806 (0.05) 0.818 (0.06) 0.798 (0.06) 0.824 (0.06) 0.640 (0.07) 0.590 (0.08) 0.624 (0.08)
AUC(HC) en datos reales (test) 0.786 0.721 0.830 0.774 0.742 0.824 0.671 0.508 0.758
AUC(MCI) media en validación (DE) 0.667 (0.08) 0.636 (0.08) 0.704 (0.07) 0.669 (0.08) 0.655 (0.07) 0.717 (0.07) 0.564 (0.08) 0.514 (0.07) 0.557 (0.08)
AUC(MCI) en datos reales (test) 0.643 0.603 0.629 0.659 0.658 0.644 0.583 0.471 0.558
AUC(cMCI) media en validación (DE) 0.708 (0.08) 0.649 (0.08) 0.728 (0.08) 0.692 (0.08) 0.646 (0.08) 0.773 (0.07) 0.626 (0.08) 0.526 (0.08) 0.612 (0.08)
AUC(cMCI) en datos reales (test) 0.767 0.651 0.750 0.783 0.666 0.761 0.617 0.567 0.625
AUC(AD) media en validación (DE) 0.893 (0.05) 0.787 (0.06) 0.922 (0.04) 0.865 (0.05) 0.795 (0.06) 0.947 (0.02) 0.796 (0.07) 0.594 (0.08) 0.729 (0.08)
AUC(AD) en datos reales (test) 0.913 0.755 0.945 0.877 0.788 0.960 0.813 0.571 0.725
AUC(ND) media en validación (DE) 0.887 (0.05) 0.858 (0.05) 0.897 (0.05) 0.887 (0.05) 0.869 (0.05) 0.913 (0.04) 0.788 (0.06) 0.672 (0.07) 0.765 (0.06)
AUC(ND) en datos reales (test) 0.860 0.794 0.880 0.858 0.829 0.883 0.744 0.656 0.700
Precisión óptima en test para ND 0.713 0.631 0.810 0.755 0.728 0.720 0.720 0.562 0.662
Tabla 7-6: Comparación de desempeño entre diferentes clasificadores y arquitecturas.
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para 300 iteraciones usando los datos de entrenamiento y de testeo, con Random Forest en las tres
arquitecturas descriptas en la Sección 7.2.3.5 (RF#1, RF#2, RF#3) y, además se muestra la matriz de
confusión obtenida durante la competencia con el clasificador RF#3.
Aunque la arquitectura RF#1 mostró un buen desempeño general, las confusiones estuvieron distri-
buidas de forma aleatoria entre estados. Por otro lado, cuando la información del MMSE se elimina
para la toma de decisión, la precisión baja mayormente por la pérdida de distinción entre AD y SVM
(como semuestra en lamatriz de confusión del RF#2). Finalmente, cuando se usa el RF#3 la precisión
se recupera y el patrón de confusión se vuelve más polarizado y significativo desde el punta de vista
clínico (profundizándose en las categorías Estados Neurodegenerativos y Estados No Neurodegene-
rativos). Por ejemplo, en el caso de pacientes con AD que son falsos negativos, estos se concentran en
la clase cMCI, la cual es una condición neurodegenerativa. Además, con el RF#3, las confusiones de
los HC se concentran en la clase MCI, el cual es un estado no degenerativo.
Figura 7-16:Matrices de confusión porcentual para las diferentes arquitecturas usando Random Forest. En la re-
gión superior izquierda se muestra la matriz de confusión para la mejor clasificación obtenida en la competición
usando el RF#3. Las otras matrices de confusión fueron obtenidas a través de 300 iteraciones de entrenamien-
to/testeo con diferentes arquitecturas, RF#1 (arriba a la derecha), RF#2 (abajo a la izquierda) y RF#3 (abajo a la
derecha). Los colores codifican el porcentaje de precisión obtenido.
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7.2.4.4. Curvas ROC
En la Tabla 7-6 se muestra la AUC obtenidas a partir de las curvas ROC como fue descripto en la Sec-
ción 7.2.3.7. La Figura 7-17 muestra las curvas ROCmulticlase generadas usando el RF#3 con el mejor
clasificador en las 300 iteraciones (Sección 7.2.3.6), el cual tuvo una precisión del 54.3% en los datos
reales de testeo. Se encontró un buen nivel de coincidencia para HC, cMCI y AD entre las curvas de va-
lidación y de testeo,mientras que paraMCI se produjo una sobre-estimación. Es interesante remarcar
que lamejor AUC se obtuvo para la detección de AD,mientras que para la detección deMCI se obtuvo
el peor desempeño.
Figura 7-17: Curvas ROC multiclase para HC (naranja), MCI (rosa), cMCI (azul) y AD (verde) generadas usando el
mejor clasificador RF#3 (en validación) de entre 300 iteraciones (Sección 7.2.3.6). Las líneas de puntos muestran
las curvas obtenidas en validación, mientras que las curvas con línea solida los resultados obtenidos durante el
testeo con los datos reales. En la leyenda de cada curva se muestra el AUC.
En la parte superior de la Figura 7-18 semuestran las curvas ROCde validación y test para la detección
de enfermedad neurodegenerativa, es decir, la clasificación agrupando cMCI con AD, y MCI con HC
para los mejores RF#1, RF#2 y RF#3 (como en la Figura 7-17). En la parte inferior de la Figura 7-18 se
muestran la precisión de testeo para cada punto de la curva ROC, en la cual se resalta el punto de
precisión óptima. Estasprecisiones óptimaspara la detección deND fueron 71.3%para RF#1, 63.1%
para RF#2 y 81.0% para RF#3 las cuales son resumidas en la Tabla 7-6.
Además se compararon la Especificidad (1-proporción de falsos positivos) y la Sensibilidad (propor-
ción de verdaderos positivos) en el punto de precisión óptima. RF#3 obtuvo una Especificidad de
87% y una Sensibilidad de 76% mientras que el RF#1 tuvo una Especificidad de 90.9% y una Sensi-
bilidad de solo 55.3%. La clasificación usando sólo features basadas enMRI (RF#2) tuvo una Especifi-
cidad de 90% y una Sensibilidad de 41.5%.
7.2.5. Discusión y conclusiones
En este trabajo se presentó un análisis en profundidaddel uso de técnicas de aprendizaje automatiza-
do (machine learning) en la detección de AD y los estados asociados mediante el uso de información
estructural, independientemente del protocolo de MRI o el resonador utilizado. Bajo el contexto de
una competencia internacional demachine learning, buscamos la mejor clasificación posible, explo-
rando las featuresmás significativas (los biomarcadores), algoritmos y arquitecturas de clasificación,
patrones de confusión y curvas ROC.
Dado que el MMSE fue la única métrica de desempeño cognitivo presente en el conjunto de datos, la
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Figura 7-18: Curvas ROC y precisión de testeo para la clasificación de enfermedades neurodegenerativas para
RF#1, RF#2 y RF#3 (de izquierda a derecha). En los gráficos superiores se muestran las curvas con datos de testeo
(reales), mientras que en líneas de puntos los datos obtenidos durante la validación. Cada curva está asociada
con su AUC. En la parte inferior se muestran una curvas indicando la precisión para cada punto de cada curva
ROC. Se remarcan los puntos de precisión óptima.
descripción cognitiva que se pudo utilizar fue limitada. A pesar de que las limitaciones y cualidades
del MMSE ya han sido estudiadas en diversos trabajos [298, 311], en este trabajo se demostró de forma
computacional el impactodeeliminar la informaciónque lamétricaaporta, constandoenunapérdida
de precisión de un 10%. Fue interesante encontrar que la featuremorfométrica principal con y sin el
MMSE en la clasificación fue lamisma cuando se agruparon a todos los sujetos en unmismo conjunto.
Para eliminar el MMSE del proceso de clasificación sin perder su información, decidimos segregar los
datos de entrenamiento de acuerdo al perfil cognitivo de los sujetos. Este abordaje nos permitió recu-
perar la precisión pérdida al eliminar el MMSE y al mismo tiempo encontrar features distintivas para
cada grupo.
Esta segregación nos permitió construir el MCS presentada en la Sección 7.2.3.5, con la que explora-
mos las regiones y medidas que fueron más útiles en la detección de las clases. Como se mencionó
previamente, el grupo M-MMSE fue clasificado principalmente por regiones corticales, más especí-
ficamente frontales y temporales. Las features mejores rankeadas fueron el volumen bilateral de la
corteza cingulada en su porción anterior rostral, el espesor de la corteza orbito-frontal lateral izquier-
da, la curvaturamedia (CM) del parsorbitalis izquierdo, el volumen de la corteza temporal transversa,
la CM de la corteza parahipocampal, la CM de la corteza fusiforme izquierda, y otras listadas en la Fi-
gura 7-13. Fue interesante encontrar que las curvaturas medias y la desviación estándar del espesor
cortical en regiones frontales y temporales fueron buenos predictores del AD en estados avanzados
de la enfermedad, es decir, en la transición de cMCI a AD. Pocas regiones no corticales estuvieron pre-
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sentes en las primeras 30 features para el grupo M-MMSE, estas incluyeron la sustancia blanca del
cerebelo de forma bilateral, el LCR (indicando el nivel global de atrofia) y sólo dos sub-estructuras
hipocampales (en contraste con el grupo H-MMSE).
Dado que los estudios previos sobre AD usando FreeSurfer solo reportaron cambios en volumen y es-
pesor cortical [251], a priori no esperamos que el desvío estándar de la corteza cerebral y la curvatura
media fuesen importantes. A pesar de ello, mostraron se informativas en las etapas más avanzadas
de las enfermedades neurodegenerativas. Creemos que en las etapas más avanzadas del AD, o en el
cambio de cMCI a AD, la regularidad de la corteza se pierde, repercutiendo en estas variables. Estos
hallazgos revelan que las métricas de regularidad de la corteza no deben ser descartadas arbitraria-
mente, antes de la aplicación de técnicas demachine learning, ya que podrían contener información
relevante sobre los procesos patológicos en estudio.
Las features importantes para el grupo H-MMSE fueron menos cantidad y congruentes a lo hallado
en la bibliografía [312, 291, 290]. Adicionalmente, en este trabajo comprobamos la utilidad de la sub-
segmentación hipocampal en la detección de AD/MCI. Las featuresmás importantes para el H-MMSE
fueron las subestructuras hipocampales, las features optimizadas y las regiones corticales cercanas
al hipocampo (corteza entorrinal de formabilateral). Como fue descripto previamente porWestman y
colaboradores, la expansión de los ventrículos lateral inferiores resultaron ser un buen indicador para
la detección de AD y la descripción de su progresión [251, 252] y por lo tanto lamayoría de las features
optimizadas tuvieron un rol predominante en la detección de enfermedad neurodegenerativa para el
grupo H-MMSE.
Se comparó la precisióndenuevediferentes clasificadores usando los puntajes de validación yde tes-
teo. Como semencionó anteriormente, la eliminación del MMSE de las features provocó una pérdida
significativa de la precisión, que luego fue recobrada (e incluso se mejoró) mediante el uso de un sis-
temaMCS (Figura 7-15 y Tabla 7-6). Aunque la precisión del RF#1 y el RF#3 fueron similares, cuando se
tomaron en cuenta lasmatrices de confusión (Figure 7-16) es posible notar que los errores cometidos
por el RF#1 están distribuidos uniformemente entre estados neurodegenerativos y no neurodegene-
rativos, mientras que en el RF#3 los errores estuvieron agrupados en estos dos estados. Estomuestra
queuna caracterizaciónmorfológica de la enfermedadpermite identificar los procesos degenerativos
de unamanera más precisa.
Con respecto a la comparación entre algoritmos de clasificación, Random Forest y las SVMmostraron
niveles similares de precisión, mientras que Ada-Boost obtuvo puntuaciones menores. Dado que el
algoritmo Random Forest es más simple de optimizar, esta fue elegida como el mejor algoritmo.
Las curvas ROCmulticlasemostraronque el clasificador obtenido tuvounmejor desempeñopara dis-
tinguir pacientes con AD y sujetos sanos. La detección de pacientes con MCI tuvo el peor desempeño
de todos. Las curvas ROC y las matrices de confusión mostraron que los estados MCI y cMCI son las
condiciones más difíciles de distinguir utilizando una sola medición. Trabajos previos realizados por
otros grupos encontraron que esta dificultad no puede ser resuelta usando información multimodal
[291], pero que puede ser mejorada usando información longitudinal [313, 314].
Con respecto a la detección de enfermedad neurodegenerativa, la curva ROC de la Figura 7-18 con-
firmó que el RF#3 es mejor que el RF#1 y el RF#2. Desde un punto de vista clínico, los hallazgos pre-
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sentados en este trabajo representan unamejora notable, ya que con el RF#3 se logró unamejora de
aproximadamente el 10% de la Precisión Óptima con respecto al RF#1 (81.0% vs. 71.3%) y también
una importante diferencia en la Sensibilidad (76% vs. 55%). La precisión de la clasificación usando
únicamente features basadas en MRI fue de un 63.1% (sólo un 13.1% por encima de la clasificación
aleatoria) y además una sensibilidad de 41.5%, esto mostró el uso de imágenes de diversas fuentes
sin un tratamiento adecuado (por ejemplo una normalización por resonador) no arroja resultados
consistentes por si sola.
Como fue reportado en otro trabajo por Gray y colaboradores, actualmente el uso de clasificadores
RandomForest en el ámbito de las neuroimágenes es bajo [291]. En el trabajo actual RFC nos permitió
construir un procedimiento basado en los datos (data-drivenmethod) en el cual la selección de featu-
res para el clasificador no fue realizada por un experto, sino que de forma totalmente automatizada.
Este diseño permite que el sistema de clasificación sea adaptativo porque a medida que se obtienen
más datos, puede ser re-entrenado, actualizando de esta forma el conocimiento sobre las features
principales.
No se pudo hacer una comparación de precisión y patrones de confusión con trabajos existentes ya
que los trabajos existentes presentaban diferentes criterios de inclusión, resonadores ymodalidades,
a su vez muchas veces diferían en los métodos de extracción de features utilizados o inclusive en los
métodos de validación o cuantificación de resultados. Adicionalmente, se encontró que la mayoría
de los trabajos en el campo realizan clasificación tomando de a dos clases, es decir, AD vs MCI, AD vs
cMCI,MCI vs cMCI,mientras que en este trabajo se clasificó entre 4 clases en simultáneo. Notablemen-
te, ninguno de los trabajos previos utilizómatrices de confusión [312, 315, 316, 291, 292, 289]. Por estas
razones, consideramos que la realización de competencias abiertas como la International challenge
for automated prediction of MCI from MRI data representan logros muy importantes para el desa-
rrollo demétodos robustos y para la comparación entre diferentes abordajes e implementaciones de
algoritmos de aprendizaje automatizado en la detección de AD usando datos estructurales basados
en MRI.
Con respecto a la competencia, realizamos algunas sugerencias para mejorar futuras iniciativas. En
primer lugar, los datos contenían errores debido al error de conversión mencionado anteriormente.
La corrección de esta corrupción llevo un tiempo considerable de análisis antes de poder ser recti-
ficada. En segundo lugar, la inclusión de datos ficticios en el puntaje de testeo calculado durante la
competición hizo muy difícil tener un indicador de progreso, así como del ranking durante la mis-
ma. Para futuras competencias sugerimos estimar una precisión utilizando un subconjunto de datos
reales (seleccionados al azar) como indicador de progreso y para el ranking.
En conclusión, en este trabajo comparamosdiferentesmétodosde clasificaciónpara asistir en el diag-
nóstico temprano de Enfermedad de Alzheimer usando un conjunto de datos provisto por la Interna-
tional challenge for automated prediction of MCI from MRI data. Se comparó el rendimiento de
diferentes algoritmos y arquitecturas. Dado que nuestro objetivo no era analizar una clasificación bi-
naria, sinoquepoder asistir en el diagnóstico diferencial, se estudió la clasificación en cuatro posibles
clases (HC, MCI, cMCI y AD). A partir de ello, encontramos que la construcción de un sistema de múl-
tiples clasificadores construidomediante una segregación de perfiles cognitivos fue la mejor opción,
especialmente para detectar sujetos sanos y pacientes con AD, así como para detectar un proceso
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neurodegenerativo está implicado.
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Capítulo 8
Uso combinado de la conectividad
funcional y el estudio neuroanatómico
para la detección de demencia
8.1. Resumen
Objetivos. El diagnóstico temprano de la variante comportamental de la demencia frontotemporal
(bvFTD por su siglas en inglés behavioral-variant frontotemporal dementia) sigue siendo un reto da-
do que depende de la experticia clínica y de guías diagnósticas amplias, las cuales están sujetas a la
interpretación entre sitios con alta variabilidad socio-demográfica. Las recomendaciones actuales re-
marcan el rol del procesamientomultimodal de neuroimágenes y el usode aprendizaje automatizado
para la optimización del diagnóstico. Este estudio se focaliza en el desarrollo y validación demétodos
automáticos y multicéntricos para la clasificación de pacientes con bvFTD y HC.
Materiales y Métodos. Se analizaron MRI y rs-fMRI de 44 pacientes con bvFTD y 60 HC (de tres cen-
tros de imágenes con protocolos de adquisición diferentes) usando un pipeline de procesamiento au-
tomático incluyendoextracciónde features enel espacio nativo, normalizaciónpor sitio, reducciónde
features, eliminación progresiva de features, clasificación con RF unimodal e integraciónmultimodal
mediante una máquina de soporte vectorial. La clasificación unimodal se implementó para MRI es-
tructural (sMRI) y rs-fMRI, en las cuales se obtuvieron potenciales biomarcadores a través demétodos
de minería de datos. Se generó un espacio bidimensional mediante la combinación de información
relevante de cada dominio usando las probabilidades de los clasificadores unimodales y se usó una
SVM para la clasificación en ese espacio.
Resultados. Las features importantesencadamodalidadestuvieron relacionadascon regiones fron-
tales y temporales, consiguiéndose una clasificación multimodal con una precisión de 91%, sensibi-
lidad de (83%) y una especificidad del 96.6%. La generalización entrenando con dos centros y tes-
teando con el otro tambiénmostró una clasificación robusta. Los valores obtenidos sobrepasaron los
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desempeñosobtenidos en todos los trabajos publicadospreviamente ypermitieronobtenermétricas
robustas basadas en la información de neuroimágenes funcionales.
Interpretación. El método presentado combina de forma efectiva información multimodal prove-
niente de diferentes centros con alta sensibilidad y especificidad. El abordaje multimodal mejoró el
desempeño del sistema y permitió obtener información útil desde el punto de vista clínico. Nuestros
resultados confirmaron la potencialidad de las neuroimágenes multimodales en combinación con el
aprendizaje automatizado para ser incorporado como un gold-standad en los criterios diagnósticos
en demencia.
8.2. Introducción
Hasta el momento, las neurociencias clínicas no han logrado obtener el máximo provecho posible de
las neuroimágenes, dadoquepara lograrlo es necesario desarrollarmétodosmás robustos y reprodu-
cibles [317, 318], lo cual cobra especial importancia particularmente para las enfermedades neurode-
generativas [319]. El diagnóstico temprano de tales patologías sigue siendo un reto, ya que depende
de una alta experticia clínica para seguir e interpretar las guías diagnósticas [320], en un contexto de
alta variabilidad social y demográfica [321]. Esto es particularmente importante para la bvFTD —la
segunda demencia más común antes de los 65 años—, la cual presenta un inicio a edades relativa-
mente tempranas, un solapamiento clínico con otras patologías y patrones variables de atrofia ce-
rebral [322]. El análisis automatizado multimodal de neuroimágenes (mayormente basado en sMRI
y medidas de PET), combinado con métodos computarizados de soporte a la toma de decisiones,
han sido propuestos como potenciales técnicas para ayudar al diagnóstico temprano [317, 318]. Sin
embargo, pocos estudios han evaluado la robustez de rs-fMRI y la conectividad funcional (FC) asocia-
da para discriminar pacientes con bvFTD de HC con métodos automáticos, a pesar de que la neuro-
degeneración es un proceso complejo que impacta en la estructura, la función y la conectividad del
cerebro como red [323, 324]. Además, estudios previos solo han mostrado que las alteraciones a ni-
vel de redes asociadas con la enfermedad preceden a la atrofia cerebral [324, 325]. Sin embargo, los
potenciales beneficios de combinar la FCy lasmedidas de atrofia conmétodos de aprendizaje compu-
tacional todavía no han sido testeados en bvFTD. Losmétodos no asumen una hipótesis (data-driven
methods) no han tenido una mayor incidencia en el campo, a pesar de que han mostrado tener éxito
en condiciones clínicas complejas [318] debido a su capacidad de generalización y a la reducción de
sobre-ajuste (over-fitting). Aquí presentamos un nuevométodo para combinar informaciónmultimo-
dal asociada con la neurodegeneración (atrofia y FC), generandomodelosmulticéntricos (a través de
un procedimiento de normalización multicéntrica), y usando métodos demachine learning robustos
para clasificar pacientes con bvFTD de HC.
Diferentes modalidades no invasivas de neuroimágenes han sido utilizadas para discriminar entre
pacientes con bvFTD y HC. Sin embargo, no existe una evidencia clara sobre la combinación de di-
ferentes técnicas de neuroimágenes (por ejemplo sMRI y DWI) [326]. Además, más allá de buenos
porcentajes de precisión, la mayoría de los estudios presentan múltiples limitaciones, incluyendo a
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tamaños demuestra pequeño[327], la inclusión de variantes heterogéneas de FTD con diferentes per-
files anatomo-patológicos [326, 327, 328, 329], la ausencia deHC [330], la ausencia de comparaciones
entre centros [326, 327, 328, 329], el uso de procedimientos no automáticos [331], y la ausencia de
métodos data-driven. Más importante, ninguno de estos reportes han incluido datos de la FC, a pesar
de que han sido señalados como posibles biomarcadores tempranos para el diagnóstico de demen-
cias [323, 324, 325]. El único estudio previo de métodos de clasificación usando datos de FC, obtuvo
buenos resultados de discriminación entre HC y bvFTD [331]. Sin embargo, se utilizó un tamaño de
muestra muy pequeños (12 participantes por grupo), se utilizó información unimodal y las imágenes
de rs-fMRI fueron adquiridas en dos resonadores diferentes sin utilización de ningúnmétodo de nor-
malización entre resonadores.
En resumen, el desarrollo demétodos computacionales data-driven combinandométricas de atrofia
y de FCpara diferenciar entre pacientes con bvFTD y HC es un área prometedora, pero que todavía
no ha sido explorada en profundidad. Para contribuir en ese camino, en este trabajo desarrollamos
un framework computacional totalmente automatizado (Figure 8-1A) para extraer las features más
importantes a partir de MRI multimodales (atrofia y FC) en la identificación de pacientes con bvFTD
simultáneamente en tres países diferentes. Contrariamente a los métodos de screening cognitivos
y otras estrategias basadas en modelos teóricos, nuestro abordaje no requirió ninguna presunción.
Este trabajo presenta una posible herramienta complementaria en el diagnóstico clínico [317, 318],
representando un paso inicial fundamental para consolidar a los métodos data-drivenmultimodales
como un gold-standard en el diagnóstico de demencia.
8.3. Materiales ymétodos
8.3.1. Participantes
El estudio comprendió a 104 participantes de un protocolo multicéntrico [332, 333, 334]. 60 de ellos
fueron HC sin ningún historial de enfermedades psiquiátricas o neurológicas, y 44 fueron pacientes
que cumplieron con el criterio diagnóstico revisado de probable bvFTD [335] de tres clínicas inter-
nacionales especializadas: Fundación INECO , Argentina (País 1); Hospital Universitario San Ignacio,
Colombia (País 2); y el FrontotemporalDementiaResearchGroup (FRONTIER), Australia (País 3). Ambos
grupos fueron equilibrados en género, edad y educación (Tabla 8-1). Para más información sobre las
variables clínicas y demográficas puede consultarse [334].
El diagnóstico clínico de los pacientes fue establecido en cada centro a través de una examinación
estándar que incluyó examinación neurológica, neuropsiquiátrica y neuropsicológica. Cada caso fue
revisado por una junta multidisciplinaria de expertos en bvFTD, como fue reportado previamente en
[332, 334, 336]. Todos los pacientes estuvieron enmarcados dentro de las etapas tempranas o leves
de la enfermedad. Ninguno cumplió criterios para alguna enfermedad psiquiátrica específica o exhi-
bió déficit primarios del lenguaje. En todos los casos, los cuidadores reportaron déficit funcionales
y cambios prominentes en la personalidad y el comportamiento social. Las pruebas de MRI revela-
ron atrofia frontal en cada paciente y en los casos en que se pudo hacer pruebas mediante SPECT,
exhibieron hipo-perfusión del lóbulo frontal.
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El comité de ética institucional de cada centro aprobó el protocolo del estudio. Todos los participan-
tes (o la persona responsable a cargo) firmaron el consentimiento informado en concordancia con la
Declaración de Helsinki [337].
8.3.2. Protocolos de adquisición
Se siguió una estrategiamulticéntrica que incluyó datos de diferentes resonadores, fabricantes, cam-
pos magnéticos permanentes y parámetros de los protocolos de adquisición. Esto nos permitió tes-
tear la confiabilidad y robustez de los métodos desarrollados teniendo en consideración la variabili-
dad entre resonadores y protocolos.
Sujetos Sanos bvFTD Estadísticas p-values
Sexo(a) F = 33 F = 25 0.06 .79
M = 27 M = 19
Edad(b) 63.91 (7.63) 66.72 (8.33) 3.10 .08
Educación(b) 14.83 (4.27) 13.75 (4.06) 1.62 .20
Tabla 8-1: Información demográfica. (a) Prueba de Chi-cuadrado. (b) Prueba ANOVA. Media (desvío estándar).
8.3.2.1. Imágenes estructurales
La adquisición y preprocesamiento de las neuroimágenes estructurales fueron realizadas de acuerdo
a las guías de la Organization for Human Brain Mapping [338]. Las imágenes T1 3D fueron obtenidas
en el País 1 usando un resonador Philips Intera de 1.5T usando una secuencia spin echo. Las imáge-
nes fueron adquiridas paralelas al plano conectando a las comisuras anterior y posterior (axiales) y
siguiendo los siguientes parámetros: matriz = 256x240, 120 slices, tamaño de vóxel = 1x1x1mm3; TR =
7489ms; TE = 3420ms; ángulo de flip = 8◦, tiempode adquisición = 7minutes. Para el País 2 los partici-
pantes fueron escaneados en un resonador 3T Philips Achieva. Las imágenes 3D T1 fueron adquiridas
con una secuenciaMPRAGE con los siguientes parámetros:matriz =256x256, 160 slices, tamaño de vó-
xel = 1x1x1mm3; TR = 8521ms; TE = 4130ms; ángulo de flip = 9◦ms, tiempode adquisición = 8minutes.
Para el País 3, las imágenes 3D T1 fueron adquirida con una secuencia spin echo con un resonador Phi-
lips 3T con una bobina de cabeza estándar y los siguientes parámetros: matriz= 256 x 200, 256 slices,
tamaño de vóxel = 1x1x1 mm3; TR = 5903ms: TE = 2660ms; ángulo de flip = 8◦.
8.3.2.2. Resonancia funcional en reposo
Todos los participantes fueron instruidos amantener sus ojos cerrados, quedarse quietos y evitarmo-
verse o pensar en algo en particular. Los detalles del protocolo de rs-fMRI de cada centro semuestran
en la Tabla 8-2.
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A. Parámetros de Adquisición
País 1 País 2 País 3
Modelo resonador Philips Intera Philips Achieva Philips Achieva
Campo permanente 1.5 T 3 T 3 T
Número de slices 33 40 29
Tamaño de vóxel 3.6 x 3.6 x 4 mm 3 x 3 x 3 mm 1.88 x 1.88 x 4.5 mm
Ángulo de flip 90◦
Orden de adquisición Ascendente. Plano áxial.
TR 2777 ms 3000ms 2000ms
TE 50ms 30ms 30ms
Duración 10 min 5 min 7 min
Instrucción ”No piense en nada en particular y mantenga los ojos cerrados”
Número de volúmenes 209 120 208
B. Parámetros de movimiento
Sujetos Sanos bvFTD Estadísticos(a) p-values
Traslaciónmedia 0.07 (0.05) 0.08 (0.06) -1.34 0.17
Rotaciónmedia (◦) 0.04 (0.02) 0.06 (0.05) -1.82 0.07
Tabla8-2:Parámetrosdeadquisiciónde rs-fMRI yprotocolodeescaneopara cadacentro. (a) EstadísticodeMann-
Whitney.
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8.3.3. Preprocesamiento y análisis de imágenes estructurales
8.3.3.1. Morfometría basada en vóxeles
Los datos de sMRI de cada centro fueron analizados mediante un análisis de VBM con el toolbox DAR-
TELdel SPMv12, siguiendoprocedimientos validados [334]. Las imágenes fueron segmentadas enSG,
SB, y CSF. Estos tejidos fueron usadopara calcular el eTIV. A partir de ello se creó una plantilla para ca-
da centro con todos los datos de cada centro con la funcionalidad ”DARTEL (create template)”. Luego
se usó una transformaciónaine al espacio estándarMNI usando la función ”Normalize toMNI Space”.
A partir de ello se aplicó estas transformaciones a todas las SG segmentadas para trasladarlas al es-
pacio estándar. Finalmente, se suavizaron las intensidades con un kernel Gaussiano isotrópico de 12
mmFWHM. Para cada centro, se el patrón global de atrofia por paciente usando una prueba t-test con
datos de losHC, corregidas por el eTIV. Se usó comonivel de significancia umbral el p<.05 (corrección
Family-wise Error (FWE), con umbral por extensión mínima de clusters de 100 vóxeles [334].
8.3.3.2. Procesamiento para la clasificación
La información semántica propia de cada feature o conjunto de features es un factor principal para la
generación de conocimiento a partir de técnicas demachine learning. En este contexto, aunqueVBM
permite la comparación entre grupos, la técnica en si no proporcionamétricas específicas por región.
Por el contrario, SBM permite generar métricas estructurales específicas que pueden ser interpreta-
das de una formamás directa para el análisis a nivel de sujetos únicos (individualizedmedicine purpo-
ses), como para el desarrollo de clasificadores o el seguimiento en estudios longitudinales [50]. SBM
permite generar datos específicos a nivel de regiones estandarizadas como volúmenes, curvaturas,
regularidad, y espesor cortical. Además, SBMevita el proceso de registro a un espacio estándar, por lo
que se elimina la mayor fuente de error en los pipelines de procesamiento, mejorando el proceso de
parcelación y pudiéndose así ofrecermétricas confiables para analizar cambios estructurales [50] y al
mismo tiempo tener una parcelación robusta en el espacio nativo para analizar cambios funcionales
[339]. Todas las imágenes 3D T1 fueron procesadas para obtener las featuresmorfométricas, un mo-
delado cortical y unaparcelación cortical en el espacio nativo usando FreeSurfer (v 6.0). Se incluyeron
en el procesamiento las subparcelaciones hipocampales y del tallo cerebral.
Los resultados obtenidos en texto plano, fueron post-procesados usando Python (v2.7) y transforma-
dos a una estructura adecuadapara el procesamiento estadístico y para técnicas demachine learning.
Para asegurar que los clasificadores no usen features que carecen de información a nivel de regiones,
se eliminaron las features generales comovolumen cortical total, espesor corticalmedio, volumen ce-
rebral, y volumen ventricular. Finalmente, para evitar un sesgo con respecto al tamaño de la cabeza
[279], todos los volúmenes fueron normalizados y expresados como un porcentaje del eTIV (propor-
cionado por FreeSurfer). Un paciente del País 3 tuvo que se excluido del análisis dado que el procesa-
miento mediante FreeSurfer resultó erróneo.
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8.3.3.3. Armonización inter-sitios para datos estructurales
Se llevó a cabounanormalizaciónpor sitio para evitar un sesgodependiente del resonador o el proto-
colo de adquisición de las métricas estructurales. Con este fin, se replicaron procedimientos previos
[340], reemplazandoelw-scoreporel z-scoredebidoal rangoangostodeedadespresenteen lasmues-
tras. Para estimar los z-score, primero se removieron las featuresnoútiles y no fisiológicas (incluyendo
hipointensidades de SB y de no-Sustancia Blanca. (SB) y varias métricas de curvatura) presentando
distribuciones no normales de acuerdo a la prueba estadística de Shapiro-Wilk —durante este paso
no se eliminaron volúmenes o curvaturas—. Luego, para cada centro, cada feature fue llevada a su
z-score basado en la media y el desvío estándar correspondiente a los sujetos sanos de cada centro.
Para corroborar la efectividad de la armonización se llevó a cabo un procedimiento de clasificación
usandounRFC con LOOCV [341] para identificar el origende losHCantes y después. En corresponden-
cia con los resultadosdeChungycolaboradores [340], antesde laarmonización fueposible identificar
la procedencia de los datos con un 90% de precisión, mientras que luego de aplicado el proceso se
generó una confusión completa (como se puede ver en la Figura 8-1B).
8.3.4. Procesamiento de imágenes funcionales
8.3.4.1. Preprocesamiento
Se removieron los primeros 5 volúmenes para eliminar efectos transitorios de la magnetización. El
preprocesamiento de los datos fue realizado usando un pipeline escrito en Python 2.7, incluyendo
corrección slice timing (con la funcionalidad slicetimer de FSL), corrección de movimiento de la ca-
beza usando el volumen medio como referencia (con una metodología de mínimos cuadrados y una
transformación espacial de seis grados de libertad) (usandoMCFLIRTde FSL) [172], y la eliminaciónde
tendencias lineales. Para la eliminación de ruido se aplicó un filtro espacial con un kernel FWHM de 3
mm. Para reducir fluctuaciones espurias en la conectividad funcional [241], el movimiento y las seña-
les medias de la SB y el CSF fueron eliminadasmediante regresión lineal usandomínimos cuadrados
y reteniendo los residuos. Las máscaras de SB y CSF fueron obtenidas a partir de la segmentación
de FreeSurfer y llevadas al espacio de las imágenes funcionales mediante un registro con 6 grados
de libertad y usando ambos cerebros sin el cráneo y sin tejidos peri-cerebrales. Las señales de fMRI
fueron filtradasmediante un filtro pasabanda (0.01-0.25 Hz) para reducir los cambios de bajas y altas
frecuencias relacionadas con la respiración y la actividad cardíaca [94].
No hubo participantes con movimientos mayores a 3 mm y/o rotaciones mayores a 3◦. No se encon-
traron diferencias en traslación y rotaciones medias entre grupos (Tabla 8-2B).
8.3.4.2. Construcción dematrices de conectividad funcional
Se realizó una registro del espacio de alta resolución anatómica (3D T1) al de baja resolución (ima-
gen fMRI media) usando FLIRT de FSL [172] con 6 grados de libertad y usando a la informaciónmutua
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Figura 8-1: Preprocesamiento, análisis de datos y normalización intra-sitio (armonización). (A) Resumen global
del framework de procesamiento usado para la integración multimodal de información estructural y funcional
usando técnicas demachine learning. p(bvFTD) se refiere a la probabilidad de ser clasificado comobvFTD. (B)Ma-
trices de confusión antes y después de la armonización para los datos estructurales (a la izquierda) y funcionales
(a la derecha).
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como la métrica de costo para la búsqueda de la máxima coincidencia. Luego, se utilizaron másca-
ras individuales de cada región en el espacio nativo usando la parcelación de Desikan-Killiany [148]
obtenida en el procesamiento estructural para obtener las señales medias de cada una de las 83 re-
giones corticales y subcorticales (usando el comando fslmeansts de FSL). Cada sesión de rs-fMRI fue
representada por 83 nodos con diferente cantidad de puntos temporales, dependiente del centro de
adquisición (Tabla 8-2).
Adicionalmente, usando un filtro pasabanda de Butterworth de sexto orden [342], se estimaron se-
ñales de ancho de banda angosto, filtrando entre 0.04 y 0.07 Hz, la cual ha sido identificada como la
banda en donde se encuentra la actividad específica de la SG [94].
Se utilizó el coeficiente de correlación de Fisher para construir una red de conectividad funcional para
cadasujeto. Ademásse integróunprocedimientodecontroldel calidadenelpipelinepara rápidamen-
te comparar y explorar visualmente señales temporales y matrices de correlación antes y después el
filtrado frecuencial para evitar artefactos en el procesamiento (como por ejemplo picos extremos en
la señales o cambios no esperados en las fases). Las features para el análisis funcional fueron 3403,
extraídas del triángulo superior derecho de cadamatriz de conectividad.
8.3.4.3. Armonización inter-sitios paramatrices de conectividad funcional
Semejante a los datos estructurales, se llevó a cabo una normalización por sitio para lograr armo-
nizar los datos entre sitios. Se aplicó una clasificación mediante RFC con LOOCV [341]. Como puede
observarse en la Figura 8-1B, previo a la armonización se obtuvo una buena identificación del sitio
de procedencia (precisión ≈ 87%), mientras que posteriormente se obtuvo una confusión total. Es
importante mencionar que ninguna feature tuvo que ser eliminada durante la comprobación de dis-
tribuciones normales.
8.3.4.4. Reducción de features aplicada a la conectividad funcional paramachine learning
Debidoa la grancantidadde features y lanecesidaddeevitar problemasporunaaltadimensionalidad
y unamuestra relativamente pequeña [343], se implementó una estrategia de reduccióndedimensio-
nalidad que fue integrada a todos los análisis subsecuentes que usaron datos de rs-fMRI. En cada uno
de los análisis LOOCV [344] se implementó la reducción de dimensionalidad similar a la propuesta
por Long y colaboradores [345]. En contraste a Long y para reducir el costo computacional, en lugar
de realizar una regresión lineal entre los valores de las features y la clase a predecir, se computó el co-
eficiente de correlación de Pearson [346] entre ambos. Luego, se construyó un histograma de todos
los coeficientes de correlación, se removieron los dos tercios con losmenores valores absolutos, con-
servando de estamanera las featuresmás informativas, es decir, las que se comportaran (almenos en
el conjunto de entrenamiento) más similar a la clase a predecir. La decisión de conservar el tercio de
features más informativo fue un umbral puesto ad-hoc para tener una cantidad manejable (≈1000)
para el tamaño de la muestra (≈ 100).
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8.3.5. Métodos deMachine Learning
La Figura 8-1A muestra el resumen del pipeline de procesamiento desarrollado para integrar técni-
cas demachine learning de manera totalmente automatizada a un análisis multimodal en el espacio
nativo.
8.3.5.1. Clasificación usandomodalidades por separado
Procedimiento para la selección de features. Las features preprocesadas a partir de cada moda-
lidad de neuroimágenes fueron analizadas usando la Eliminación Progresiva de Features (PFE), pre-
sentada en el Capitulo 7 [64] con un esquema LOOCV. Para ello se optimizó la precisión de un RFC
variando el número de features desde todas hasta una, de acuerdo a la relevancia en la clasificación.
RFC cuantifica la importancia de las features dependiendo en el decremento medio que produce la
feature en cuestión en la ImpurezadeGinimedia enel bosquedebidoa suuso comonodoenunárbol.
Por ello, utilizamos lamétrica de importancia para eliminar progresivamente la feature conmenor im-
portancia en cada iteración. Finalmente, se obtuvo un número óptimo de features (N) cuando el uso
de una mayor cantidad no mejora el desempeño del clasificador, conservando a las N features con
mayor importancia.
Estos análisis fueron realizados con el algoritmo de RFC implementado en el paquete scikit-learn de
Python, con un número fijo de árboles (2000) y el número recomendado de features en cada árbol,
donde P es la raíz cuadrada del número total de features,
√
N .
El númeroóptimode featurespara cadamodalidad fue seleccionadovisualmente, usando la cantidad
mínima para la cual la precisión semantuvo constante. Se usó ese número fijo de features para obte-
ner la precisión, la matriz de confusión, la curva ROC y para obtener la probabilidad uni-modalidad
(usando solo sMRI o rs-fMRI) para cada sujeto de pertenecer al grupo patológico.
8.3.6. Análisis Multimodal
Se usó la probabilidad de cada sujeto obtenida a nivel uni-modalidad (probabilidad estructural de
bvFTD y probabilidad funcional de bvFTD) para generar un espacio bidimensional de probabilidades.
Luego, se entrenó una clasificador SVM lineal [302] para obtener umbrales de decisión para la clasifi-
cación multimodal entre los dos grupos.
Se usóun esquemaLOOCVpara obtener unamatriz de confusión, curvas ROCypara calcular la proba-
bilidad de cada sujeto de ser clasificado como bvFTD [p(bvFTD)] usando la estrategia de integración
multimodal. Para seleccionar el punto óptimo de clasificación, se usó la información de la curva ROC
y se calculó el punto óptimo de trabajo,maximizando el coeficiente de Youden [310]. Adicionalmente,
se usaron 30 iteraciones en un esquema bootstrap con proporción 80%/20% (entrenamiento/valida-
ción) para estudiar las regiones en donde la decisión se volvía inestable al modificar el conjunto de
entrenamiento.
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Generalizaciónentre sitios. Para testear el desempeño frenteanuevoscentros, se realizóunnuevo
análisis utilizando para entrenar dos de los centros (País 1 + País 2) y se testeó con el restante (País 3).
En esta etapa el conjunto de entrenamiento estuvo compuesto por 78 sujetos (45 HC y 33 bvFTD),
mientras que el conjunto de testeo estuvo compuesto por 26 (15 HC y 11 bvFTD).
8.4. Resultados
8.4.1. Análisis Estructural
8.4.1.1. Morfometría basada en vóxeles
Lospatronesdeatrofia en lospacientes conbvFTD replicaronestudiosprevios [347, 348] y fueron con-
sistentes entre los sitios (Figura 8-2A). Las áreas implicadas mayormente fueron la corteza cingulada
anterior, la corteza insular, áreas orbitofrontales y temporal mediales (hipocampo y amígdala).
8.4.1.2. Machine learning usando datosmorfométricos
Del análisis de datos estructurales se obtuvo un número óptimo de 29 features, con una precisión de
90.3% y un AUC de 0.78 (Figura 8-2B). La matriz de confusión mostró un patrón de confusión desba-
lanceado entre falsos positivos y falsos negativos, con una sensibilidad de 86% y una especificidad
de 93.3%.
La Figura 8-2C muestra las featuresmás relevantes en el análisis LOOCV. Dado que la importancia en
el RFC es un número decimal, con un rango de varios órdenes demagnitud, decidimos utilizar los de-
cibeles para comprimir las importancias de forma logarítmica. Para ello se utilizó la importancia del
último elemento de features relevantes — en este caso la feature 29 — como referencia. Las features
más importantes fueron mayormente regiones temporales (amígdala; hipocampo; giro temporal in-
ferior, medio y superior; polo temporal) y frontales (giro frontal superior y medio; corteza cingulada
anterior [263])
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Figura 8-2: Patrones de atrofia y clasificación basada en features morfométricas. (A) Extensión de la atrofia en
pacientes con bvFTD en comparación con HC para cada centro usandoVBM. (B) Resumen del proceso de selec-
ción del número óptimo de features (izquierda), matriz de confusión (medio) y curva ROC (derecha). (C) Lista de
las principales features utilizadas por el clasificador (derecha) y su distribución en el contexto neuroanatómico
(izquierda), en donde las features que intervinieron en la clasificación se encuentran en la escala de blanco a rojo
(de menor a mayor importancia) y las que no intervinieron en la clasificación se muestran de blanco a azul (de
mayor amenor importancia). Los números de las regiones en la derecha y en la izquierda son coincidentes.
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8.4.2. Imágenes funcionales
8.4.2.1. Machine learning usando conectividad funcional
En el análisis funcional se encontró que 14 features fue el óptimo, con una precisión del 83.5% y una
AUC de 0.89 (Figura 8-3A). Lamatriz de confusiónmostró un perfil de confusión desbalanceado entre
falsos positivos y falsos negativos, con una tendencia a producir un mayor número de falsos negati-
vos. El clasificador funcional tuvo un desempeño peor al estructural, con una sensibilidad del 74.4%
yuna especificidad del 90%. Las featuresmás importantes semuestran en la Figura 8-3B e incluyeron
principalmente conexiones frontales-frontales (conexiones 3, 8, 9 y 14), fronto-temporales (conexio-
nes 1 y 5), y fronto-parietales (conexiones 2, 4, 6 y 10).
8.4.3. Integraciónmultimodal
El análisismultimodal generó una distribución coherente y una consecuente clasificación robusta (Fi-
gure 8-4). Se encontró una probabilidad (p(bvDFT)) umbral óptimade 0.65, para la cual se obtuvo una
precisión de un 91% y una AUC de 0.95 (Figura 8-4A). Además la distribución del límite de clasifica-
ción durante el análisis boostrap resultó estable. Como se muestra en la Figura 8-4A, la integración
multimodal redujo el número de falsos positivos hasta dos y generó siete falsos negativos, con una
sensibilidad de 83.7% y una especificidad de 96.6%. En el testeo de la generalización para centros no
incluidos en el conjunto de entrenamiento (Figura 8-4B) se obtuvo una precisión del 92.3%, una AUC
de 0.97, con una sensibilidad del 100% y una especificidad del 86.6%.
8.5. Discusión
En este trabajo se presentó y validó un método computacional para clasificar de forma automática y
robusta pacientes con bvFTD de sujetos sanos utilizando datos provenientes de varios centros médi-
cos diferentes. Se creo unmétodo data-driven para combinar información estructural y de conectivi-
dad funcional, obteniendo la mejor clasificación y apoyando las teorías actuales sobre la naturaleza
anatomo-funcional de la neurodegeneración [324, 349]. Estos resultados resaltan el potencial del uso
combinado de técnicas automáticas de extracción de features de las MRI, combinado con técnicas de
soporte de decisión para examinar los patronesmultidimensionales específicos de las enfermedades
neurodegenerativas.
Se realizó una búsqueda bibliográfica y la precisión obtenida a partir de la información estructural
(90%) resultó ser la mejor hasta el momento (Figura 8-2C), mostrando adicionalmente que las fea-
tures principales conmétodos data-driven predijeron de forma adecuada los patrones tempranos de
neurodegeneración en bvFTD [322, 350]. Las features principales se correspondieron con las cortezas
temporales y frontales. Aunque la amígdala, el hipocampo y la corteza temporalmostraron losmayo-
res niveles de discriminación, la mayor precisión fue alcanzada recién cuando las regiones frontales
(giro frontal izquierdo rostral medial, pars opercularis derecho, giro superior frontal) fueron incluidas
en la clasificación, debido a la naturalezamultivariada de los RFC. En estudios previosmulticéntricos,
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Figura 8-3: Análisis de clasificación basada en features derivadas de la conectividad funcional. (A) Resumen del
proceso de selección de la cantidad óptima de features (izquierda), matriz de confusión (medio) y curva ROC (de-
recha). (B) Lista de las conexiones funcionales utilizadas durante la clasificación (derecha) y su distribución en el
contexto neuroanatómico (izquierda). Las features que intervinieron en la clasificación se encuentran en la esca-
la de blanco a rojo (de menor a mayor importancia) y las que no intervinieron en la clasificación se muestran de
blanco a azul (de mayor a menor importancia). Los números en la izquierda apuntan a las dos regiones que se
entran conectadas a partir del listado de la derecha.
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Figura 8-4: Análisis de clasificación para la valoración de la integraciónmultimodal. (A) En la izquierda semues-
tran los límites de clasificación entre pacientes conbvFTDyHCenel planomultimodal, con laprobabilidad estruc-
tural de bvFTD en el eje x y la funcional en el eje y. Los colores representan el promedio durante las 30 iteraciones
del análisis con boostrapping. Los puntos muestran la localización de cada participante en el plano multimodal.
En la derecha semuestra un panel con la curva ROC obtenida durante el análisis LOOCV, en la cual el punto negro
indica el punto de trabajo óptimo de acuerdo al coeficiente de Youden. Se muestran la AUC y la precisión para el
punto de óptimo funcionamiento. (B) Curva ROC y matriz de confusión obtenida en el análisis de generalización
para centros no incluidos en el conjunto de entrenamiento.
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la mayor precisión obtenida con sMRI fue de hasta un 85% [350]. Las principalesmejoras comparado
con los estudios previos fueron: i) el uso del espacio nativo paramedir las features estructurales [351],
eliminándose así los artefactos/errores debidos a un registro erróneo a un espacio estándar [50, 339];
ii) la inclusión y validación de métodos de armonización inter-centros para permitir utilizar sin sesgo
datos de diferentes centros y protocolos de adquisición; iii) un método data-driven para la selección
de features y para encontrar la dimensionalidad óptima en cada espacio de features y para mejorar
la generalización; y iv) un sistema clasificador basado en un modelo no lineal (RFC). Estas caracte-
rísticas hicieron que el método propuesto sea especialmente robusto para diferentes resonadores y
protocolos, con una alta aplicabilidad en grandes estudios multicéntricos.
La conectividad funcional por si sola fue suficiente para lograr clasificar a los pacientes con bvFTD
a pesar de las múltiples fuentes de variabilidad (diferentes resonadores, centros, duración de la ad-
quisición, número de volúmenes y las diferencias neuroanatómicas de los sujetos—ya que se trabajó
en el espacio nativo—). Las redes frontotemporales, las principales redes deterioradas en la bvFTD
[331, 334], constituyeron las principales features (Figura 8-3B) seleccionadas por nuestro abordaje
data-driven. El clasificador con información funcional tuvounmenordesempeñoencomparacióncon
el basado en sMRI, particularmente en la sensibilidad, lo cual puede ser explicado principalmente por
dos factores, la variabilidad entre-sujetos en los perfiles de conectividad funcional [352], y los cam-
bios heterogéneos que se dan en las enfermedades neurodegenerativas, los cuales podrían cambiar
en el tiempo, dependiendo de la etapa a nivel molecular y de sistemas [324]. Aunque existen estudios
multicéntricos previos que han logradomayores niveles de clasificación [331], los mismos estuvieron
limitados por unamuestramuy pequeña (12 HC y 12 pacientes bvFTD), la no normalización de los da-
tos procedentes de 2 resonadores, y el empleo de métodos dependientes del usuario (utilizando la
extracción manual de redes de conectividad en reposo de forma manual a partir del uso de ICA). En
este trabajo obtuvimos una precisión de 83.5% usando tamaños muestrales mayores, armonización
entre centros de las correlaciones y un método totalmente automatizado y data-driven. Por lo tanto,
el método presentado en este trabajo es mucho más apropiado para el desarrollo de biomarcado-
res para las enfermedades neurodegenerativas que sean independientes de la interacción humana
[317, 318, 334]. Además, nuestra metodología nos permitió automatizar el procesamiento y eliminó
los sesgos entre centros. Adicionalmente, se pudieron obtener las señales temporales de BOLDde ca-
da región en el espacio nativo de cada sujeto, evitando artefactos producidos por un mal registro al
espacio estándar [339]. Es por ello, que el método presentado para el procesamiento de fMRI incre-
menta la usabilidad de las features funcionales en el análisis a nivel de único-sujeto.
Mediante la combinación de información estructural y funcional (proveniente de los clasificadores)
en un espacio multimodal, se obtuvo una clasificación mejorada, que pudo ser validada en un en-
torno multicéntrico. Aunque la mejora con el abordaje multimodal fue menor en la precisión (91%)
con respecto a los datos estructurales por si solos, el espacio multimodal permitió hacer un análisis
más significativo desde el punto de vista clínico. Por ejemplo, la Figura 8-4Amuestra un falso positivo
en el área verde con alta probabilidad estructural de bvFTD (≈ 83%) y baja probabilidad funcional
(≈ 47%); repasando el caso particular, este HC tiene 80 años de edad y, debido a que la mayoría de
los HC son más jóvenes, la clasificación estructural se vio afectada por los cambios relacionados al
envejecimiento normal [145], sin embargo la probabilidad funcional sugirió un patrón sano para el
mismo sujeto. Adicionalmente, la Figura 8-4Amuestra cinco falsos negativos en los cuales la probabi-
166
CAPÍTULO 8. USO COMBINADO DE LA CONECTIVIDAD FUNCIONAL Y EL ESTUDIO NEUROANATÓMICO PARA LA
DETECCIÓN DE DEMENCIA
lidad funcional para bvFTD es superior a 0.5 y que fueron clasificados incorrectamente debido a una
baja probabilidad estructural, sugiriendo que las métricas funcionales pueden proveer información
que no está contenida en los patrones de atrofia [324, 325]. Estos casos reflejan el aporte del análisis
multimodal, el cual podría informar a los clínicos sobre diferentes estados de salud y enfermedad de
unamanera que pueda ser integrada a la historia clínica, aportando a fines diagnósticos.
La neurodegeneración involucra múltiples dimensiones de cambios tisulares. La atrofia local y la
apoptosis coexisten o pueden ser anticipadas por anormalidades en la conectividad sináptica (por
ejemplo en: autofagia, mitocondrias, insulina/IGF-1, señalamiento, micro ARNs)[353]. Es por ello, que
los cambios en la conectividad funcional preceden a los cambios estructurales [324, 325], los que a
su vez parecen estar altamente relacionados a los cambios en la conectividad funcional [353]. La neu-
rodegeneración en bvFTD es generada por eventos fisiopatológicos [354] (incluyendo degeneración
axonal, pérdida sináptica, retracción dendrítica) y la acumulación de proteínas anómalas [354, 355],
lo cual impacta en la estructura y la conectividad funcional. En consecuencia, estos cambios inducen
neurotoxicidad, lo cual puede activar mecanismos compensatorios y/o disruptivos en la estructura
de otras regiones y balancear las redes afectadas [323, 330]. Por lo tanto, un método data-driven en
combinación con features confiables del estado estructural y de conectividad funcional pueden lle-
gar a sermodelos biológicamentemás plausibles quemodelos unimodales o definidos a priori (como
normalmente se construyen en el ámbito de la bioestadística clásica) [349].
Losmétodos data-driven nos permitieron introducir la información procedente de la MRI (estructural
y funcional) sin considerar regiones o patrones específicos, lo cual facilitó la obtención de una clasi-
ficación no sesgada por algún tipo de pre-selección basada en unmarco conceptual puntual. Adicio-
nalmente, la atrofia de regiones frontotemporales y los cambios en la conectividad frontotemporal
emergieron como descriptores fundamentales en la clasificación. Estos hallazgos indican que (i) los
patrones de atrofia frontotemporales y las alteraciones en su conectividad pueden proveer de mé-
tricas probabilísticas para el diagnóstico de bvFTD; y (ii) que estas métricas son lo suficientemente
robustas para soportar el ruido y la variabilidad introducidos por las diferencias entre sitios referente
a adquisición de neuroimágenes, criterios diagnósticos y perfiles socio-demográficos.
El diagnóstico de bvFTD es un proceso complejo que requiere el consenso de grupos ymúltiples estu-
diosmédicos (inspección visual de MRI, evaluaciones neuropsicológicas y estudio de la historia fami-
liar). Por lo tanto, el desarrollo de herramientas de alta sensibilidad y especificidad tiene un gran im-
pacto en la práctica clínica. Actualmente, las neuroimágenes clínicas están basadas en la inspección
visual de un experto, mientras quemúltiples estudios (incluyendo este) hanmostrado que el análisis
de métodos automáticos y el uso de las redes funcionales mejora la utilidad de las neuroimágenes
a través de la generación de métricas confiables y objetivas [317, 318]. En este contexto, el desarro-
llo de métodos automáticos, independientes de un operador humano y data-driven, puede ayudar a
establecer un consenso independiente de criterios teóricos específicos. Este trabajo muestra que el
análisis multimodal de MRI puede ser realizado de forma totalmente automática para detectar a pa-
cientes con bvFTD con una precisión similar a la reportada usando técnicas más invasivas y costosas
como PET [356], pero de una formamás sencilla y no invasiva.
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8.6. Limitaciones y proyecciones
Los resultados presentados en este trabajo tienen varias limitaciones que serán abordadas en futu-
ros trabajos. En primer lugar, los pacientes fueron identificados basados en el diagnóstico clínico de
bvFTD, y la confirmación de anatomía patológica/genética no estuvo disponible. A pesar de ello, los
centros de investigación involucrados, están especializados en el diagnóstico, estudio y tratamiento
dedemencia, y todos ellos siguieronprotocolos estrictos y validados; basándose en las guías diagnós-
ticas. Adicionalmente, todos los estudios previos en los cuales se usaron neuroimágenes ymachine
learning presentaron lasmismas limitaciones [326, 327, 328, 329, 330, 331]. Otras enfermedades neu-
rodegenerativasdeben ser incluidas enpróximosestudiospara lograr cuantificar el poderde las técni-
cas desarrolladas en el diagnóstico diferencial. Adicionalmente, próximos estudios deberán estable-
cer la relaciónentre lasmétricaspropuestas enel espaciomultimodal y la severidad funcional de cada
paciente. Lametodologíapresentadapodría serutilizado tambiénenpacientespre-sintomáticospara
buscar marcadores en etapas tempranas de la enfermedad. Adicionalmente, un estudio longitudinal
podría permitir estudiar la evolución de lasmétricas propuestas en el tiempo y valorar su posible uso
en estudios de seguimiento de pacientes individuales.
8.7. Conclusiones
Este trabajo presentó un framework automático, multicéntrico, multimodal, con alta sensibilidad y
especificidad para la detección de pacientes con bvFTD basado en neuroimágenes. La metodología
permitió obtener una clasificación robusta y asistió en la generación de un espaciomultimodal, en el
cual cada caso particular puede ser analizado por separado. El método fue validado analizando 103
sujetos de tres centros internacionales, obteniéndose una alta precisión en la predicción del estado
de salud o enfermedad, representando un avancemayor en la consolidación de losmétodos automá-
ticos de análisis de neuroimágenes y métodos de soporte de decisión en el diagnóstico clínico. Por
lo tanto, el presente estudio provee un aporte crucial en la inclusión de métodos data-driven y las
métricas basadas en conectividad funcional como un gold-standard en las neurociencias clínicas.
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Capítulo 9
Conclusiones y proyecciones
9.1. Conclusiones
El presente trabajo resume el trabajo realizado a lo largo de 5 años de especialización en múltiples
campos, específicamente informática médica, neurociencias clínicas, neuroimágenes, procesamien-
to digital de imágenes y técnicas de procesamiento de datos (estadística, minería de datos e inteli-
gencia artificial).
Enunaprimera instancia sehapresentadouna revisión actualizadade los avances enel usode lasMRI
en el estudio del cerebro. En el Capítulo 1 se realizó un resumen de las bases físicas e instrumentales
para la adquisición de MRI. En el Capítulo 2 se explicó cómo las MRI son utilizadas para el estudio del
cerebro tantoenel ámbitoclínicocomoenel campode la investigación,mostrándose lapotencialidad
de una integración multimodal. En el Capítulo 3 se profundizó sobre la fMRI, la cual permite obtener
indicadores funcionales del cerebro de forma no invasiva.
Posteriormente, se utilizaron esos contenidos introductorios para presentar el procesamiento avan-
zadodeneuroimágenes y losdesarrollos realizadosbajoeseenfoquedurante la tesis. Comosemostró
durante la tesis, el procesamiento de imágenes para el estudio del cerebro tiene un grado de madu-
rez importante y, por lo tanto, las problemáticas actuales se encuentran estratificadas en diferentes
niveles de abstracción y complejidad. El primer nivel, es el procesamiento de vóxeles, en el cual el
grado de avance es tal que ya se puede decir que son problemáticas antiguas. Sin embargo, un espe-
cialista en el procesamiento de neuroimágenes necesita conocer cuales son los procesos implicados
tanto conceptual como prácticamente. Es por eso, que durante esta tesis se realizó un trabajo para
comprender e innovar a nivel de procesamiento de ”bajo nivel”. Para ello se desarrolló unmétodo de
extracción del cerebro utilizando librerías open-source en C++ [117].
En segundo lugar, se trabajó en un nivel superior de abstracción, desarrollando pipelines de procesa-
miento, mediante la combinación herramientas ya validadas por grupos de investigación referentes
en las temáticas. Se desarrollaron pipelines de procesamiento y análisis neuroanatómico, de conec-
tividad estructural y de conectividad funcional. En los mismos se priorizó la utilización del espacio
nativo, es decir, realizar las inferencias y los análisis sobre el cerebro del propio sujeto; se utilizaron
también técnicas avanzadas para el preprocesamiento, el registro entremodalidades y para la extrac-
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ción de features. Los pipelines desarrollados lograron generar una integración multimodal completa
y una extracción de features confiable.
En esa misma línea de trabajo, se exploraron técnicas de extracción de redes funcionales de uso co-
mún en la investigación de la fMRI en reposo. Se desarrolló un método para utilizar ICA tanto para
filtrar como para detectar redes funcionales en reposo específicas y de interés neurobiológico. Se lo-
graron identificar las redes más comunes y se generó un método de extracción y detección capaz de
procesar de a un solo sujeto [145].
Además, se profundizó en el estudio de la conectividad funcional en reposo y en el uso de los fenóme-
nos dinámicos propios de la conectividad funcional; y en conjunto con el Laboratorio deNeurociencia
Computacional de la Universitat Pompeau Fabra se desarrolló un método de extracción de features
utilizando un modelo biofísico del cerebro que utiliza información de la conectividad estructural e
intenta simular de forma adecuada la conectividad funcional a partir de la calibración de paráme-
tros que controlan la señal generada por cada nodo. Estos parámetros se utilizaron para estudiar las
zonas del cerebro con mayor y menor consistencia inter-sesión en comparación con la variabilidad
inter-sujeto. Este trabajo sirvió para explorar el área de las neurociencias computacionales como una
potencial fuente de nuevas features que integren conceptos neurobiológicos, físicos y diferentes mo-
dalidades de imágenes [234].
Dado que todos los procesamientos diseñados estuvieron basados en unamisma tecnología de pro-
cesamiento estructural, específicamente el procesamientodeFreeSurfer, resultó fundamental validar
exhaustivamente este procesamiento tanto en sujetos sanos como en pacientes, así como también
comprobar la utilidad de la herramienta para la detección de patologías neurodegenerativas. Con es-
te fin, se dedico un capítulo al uso de FreeSurfer, primero para demostrar que FreeSurfer es capaz de
describir los cambios a nivel cerebral durante el envejecimiento saludable [61] y posteriormente el
desarrollo de clasificadores que pudiesen distinguir sujetos sanos de pacientes con deterioro cogni-
tivo leve y enfermedad de Alzheimer [64]. Se obtuvo una buena descripción del envejecimiento sa-
ludable, pudiéndose encontrar un gran nivel de coincidencia con trabajo publicados utilizando otras
tecnologías e inclusive se encontraron errores metodológicos en un trabajo publicado, mostrándose
el desarrollo de un análisis crítico de bibliografía científica [61].
Con respecto al uso de FreeSurfer en la detección de patologías, la investigación fue realizada en el
marco de una competencia internacional, lo cual permitió trabajar en un contexto diferente, con fe-
chas estrictas y con la exigencia de desarrollar soluciones creativas, con resultados reales de forma
rápida. Se logró comparar entremúltiples alternativas de algoritmos de clasificación y arquitecturas,
y se demostró que para lograr unamejor clasificación era necesario segregar a los pacientes según su
desempeño cognitivo, dado que a distinto nivel de deterioro funcional, los biomarcadores que per-
miten diferenciar entre condiciones clínicas cambian. Mientras que en los sujetos con bajo nivel de
deterioro las regiones hipocampales y peri-hipocampales fueron las que permitieron distinguir entre
condiciones clínicas, en los pacientesmás deteriorados los cambios distintivos se encontraron a nivel
de las regiones corticales, específicamente de los lóbulos temporales y frontales [64].
Finalmente, se utilizaron todas las técnicas desarrolladas a lo largo de la tesis para lograr utilizar dos
modalidades en conjunto para la detección de una enfermedad neurodegenerativa, específicamen-
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te la demencia frontotemporal. En la investigación se utilizaron datos provenientes de tres centros
de imágenes diferentes, en los cuales los protocolos de adquisición no eran similares. Sin embargo,
se diseñaron técnicas de procesamiento para armonizar los datos y se demostró a través de clasifi-
cadores el efecto positivo que tuvieron sobre los datos. A partir de ello se desarrollaron algoritmos
de clasificación para cada modalidad por separado, para luego lograr unificar ambas modalidades y
usar la información contenida de forma complementaria. Además se identificaron los biomarcado-
res propios de cada modalidad de forma automática, mostrando un gran grado de coincidencia con
investigaciones previas que utilizaron técnicas de exploración de datos basados en hipótesis clíni-
cas. Durante esta investigación, se trabajó en colaboración con múltiples centros de investigación y
semostró la potencialidad de las técnicas desarrolladas durante la tesis, lográndose la aprobación de
investigadores de referencia a nivel mundial en la temática.
A lo largode la tesis se intentómantener uneje central, haciendo foco enobtener herramientas prácti-
cas quepermitan unir la complejidad clínica, las neuroimágenes y la informática de formaefectiva. Se
desarrollaron herramientas que mostraron ser innovadoras, utilizándose en investigaciones de alto
impacto.
9.2. Proyecciones
El recorrido presentado durante la tesis es un punto de partida de numerosos proyectos que actual-
mente se encuentran enmarcha o en evaluación, entre ellos se puedenmencionar:
Detección multicéntrica de demencias neurodegenerativas a partir de información multi-
dominioysucombinaciónconaprendizajeautomatizado: Esteproyecto tienecomoobjetivo
generar métricas multi-dominio que sean consistentes y estables para ser utilizadas de forma
multicéntrica en todo latinoamérica. Multi-dominio hace referencia a integrar información de
múltiples áreas del conocimiento y del estudio multifactorial de las enfermedades complejas,
las cuales incluyen: hábitos de vida, screening clínico, cognitivo y conductual, neuroimágenes
multimodales y screening genético de genoma completo. Este proyecto ha sido entregado en
un subsidio R01 del NIH (National Health Institute) de Estados Unidos y es dirigido por el PhD.
Agustín Ibáñez (INCYT, CONICET-INECO- FAVALORO). Este proyecto propone recolectar datos y
aplicar técnicas de inteligencia artificial, reclutando alrededor de 3700 sujetos de todo latinoa-
mérica. La sección de procesamiento de neuroimágenes y demachine learning propuesta en el
proyecto ha sido basada en los trabajos presentados en esta tesis y en mejoras que han sido
ideadas a partir de los trabajos presentados. El proyecto se encuentra en evaluación.
Aprendizaje automatizado aplicado aMRI estructural para unificar bases de datos de neu-
roimágenes públicamente disponibles: Este proyecto utiliza las bases establecidas en [61] y
[64] y avanzó enmayormedida en elmarco de una tesis de Ingeniería Electrónica. En elmismo,
se utiliza el pipeline estructural presentado en esta tesis para generar una gran base de datos
que concentra resultadosdealrededor de 2600 sujetos provenientes dediversas basesdedatos
de neuroimágenes de disponibilidad pública. El objetivo del proyecto es caracterizar la influen-
cia de diferentes factores en las característicasmorfométricas, como ser el campo permanente,
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la marca del resonador, la secuencia 3D T1, variables demográficas y variables de salud y en-
fermedad utilizando técnicas de aprendizaje automatizado. Este proyecto es llevado a cabo en
trabajo conjunto entre CIFASIS-CONICET y la Facultad de Ciencias Exactas, Ingeniería y Agri-
mensura (FCEIA) de la Universidad Nacional de Rosario. Actualmente se encuentra en fase de
escritura de artículos derivados para su publicación en revistas internacionales.
Marco de trabajo multi-escalas y multimodal para el desarrollo de métricas funcionales
avanzadas: Este proyecto tiene como objetivo sistematizar el uso del concepto multi-escalas
presentado en la presente tesis y combinarlo con la extracción de característicasmultimodales
que tengan potencialidad clínica a partir del uso de modelos computacionales y el estudio de
la conectividad funcional dinámica. El presente proyecto se realiza en conjunto entre CIFASIS-
CONICET y la Universitat Pompeau Fabra (UPF), Barcelona.
Detección de focos epileptogénicos y cambios de consciencia en pacientes con epilepsia:
Esta línea de investigación consiste en un conjunto de proyectos que buscan generar herra-
mientas basadas en neuroimágenes para el estudio de pacientes con epilepsia. Por un lado,
se busca desarrollar herramientas para la asistencia en la detección de focos epileptogénicos,
así como para asistir en la decisionesmédicas implicadas en el estudio de losmismos. Además,
se busca poder entender las razones que provocan que algunos pacientes tengan trastornos de
consciencia asociados a las crisis. Este proyecto se realiza en elmarcodeun trabajo en conjunto
entre CONICET-CIFASIS, Centro de Neurociencias Clínica y Experimental (CONICET), Hospital El
Cruce, Hospital Roo y PLADEMA-CONICET.
Estudio descriptivo de sujetos sanos en la ciudad de Rosario en sujetos jóvenes y adultos
de edad avanzada: Este proyecto tiene comoobjetivo recolectar datos de referencia de neuro-
imágenesmultimodales para el resonador 3T de la clínica DiagnósticoMédicoOroño en sujetos
sanos de entre 20 y 40 años, y entre 55 y 80 años. Este proyecto ha sido aprobado por el co-
mité de ética de Fundación Villavicencio y ya se han adquirido 33 sujetos jóvenes y 49 sujetos
adultos mayores (en los cuales también se ha realizado un screening cognitivo. A partir de es-
te proyecto se obtendrán patrones multimodales para describir un cerebro sano y a partir de
los mismos se podrán comparar casos y grupos clínicos para investigar los cambios que provo-
can diferentes patologías. Resultados preliminares de este proyecto han sido presentados en el
Congreso Argentino deNeurología 2018, han sido enviados al Congreso de la Sociedad Europea
de Radiología 2018 y un artículo completo se encuentra en evaluación para el Anuario 2018 de
la Fundación Villavicencio (ISSN 1851-040X).
Análisis prequirúrgicodeneuroimágenesmediante técnicas avanzadasdeprocesamiento:
Este es un trabajo de vinculación entre el sector científico y la práctica asistencial. Se buscame-
jorar el análisis prequirúrgico utilizando paquetes de soware open-source y con el diseño de
pipelines específicos para ese fin. Para ello se trabaja en conjunto con el equipo deNeurorradio-
logía de Diagnóstico Médico Oroño y el equipo de neurocirujanos del Sanatorio Parque. Resul-
tados de este trabajo han sido presentados en el Congreso Argentino de Neurología 2018, han
sido enviados al Congreso de la Sociedad Europea de Radiología 2018 y un artículo completo se
encuentra en evaluación para el Anuario 2018 de la Fundación Villavicencio (ISSN 1851-040X).
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Estudio de alteraciones en el sueño en pacientes con esclerosis múltiple y los correlatos
en neuroimágenes: Este proyecto se enfoca en encontrar que sustratos neuronales están rela-
cionados con las alteraciones en sueño en pacientes con esclerosis múltiple. Este proyecto se
encuentra en fase de adquisición de datos y ha sido aprobado por el Comité de Ética de Funda-
ción Villavicencio.
Estudio de relaciones entre los hallazgos de neuroimágenes y presentación clínica en pa-
cientescondeteriorocognitivoenmúltiplesestadíos funcionales (CIFASIS-CONICET+ INECO
Rosario): Este proyecto pretende caracterizar los cambios neuropsicológicos, neurológicos e
imagenológicos que se producen durante el proceso de declinación cognitiva en pacientes con
alteraciones en su funciónmnésica. Dado que los participantes de la investigación son pacien-
tes que ingresan al programa de rehabilitación cognitiva de INECO Rosario, se cuenta con una
amplia descripción protocolizada de su estado de rendimiento cognitivo, así como de afecta-
ción funcional. En el proyecto se buscará desarrollar indicadores objetivables a partir de las
neuroimágenes que puedan relacionarse con las deficiencias cognitivas y funcionales de los
pacientes. Para ello se realiza la adquisición de MRI estructural, DWI y fMRI en reposo con un
resonador Philips 3T. El proyecto se realiza en conjunto entre CIFASIS-CONICET y Fundación
INECO Rosario. Este proyecto se encuentra en ejecución y ha sido aprobado por el Comité de
Ética de Fundación Villavicencio.
Todos los proyectos antes mencionados tienen como marco conceptual y metodológico muchas de
las técnicas presentadas en esta tesis. Durante este 2018 se han entregado dos proyectos para lograr
proseguir las lineas de investigación presentadas y profundizar así en las preguntas y aplicaciones
que han quedado pendientes.
Por un lado se ha entregado un proyecto PICT 2018 bajo el título ”Técnicas Avanzadas de Procesa-
miento de Neuroimágenes y Señales de Habla, basadas en Machine Learning, para la Detección y
Seguimiento de Enfermedades Neurodegenerativas” y además me he presentado a la convocatoria
de beca Posdoctoral CONICET con el proyecto ”Técnicas de análisis de neuroimágenes automáticas,
multimodales y multicéntricas para su uso en aplicaciones clínicas en enfermedades neurodegene-
rativas” cuyos objetivos son:
1. Recopilar y/ogenerarunconjuntodedatos (demográficos, clínicos yde imágenesde resonancia
magnética endiferentesmodalidades/secuencias) demúltiples patologías neurodegenerativas
para el uso demétodos automatizados de procesamiento y análisis de neuroimágenes.
2. Procesar los datos de neuroimágenes utilizando pipelines automáticos de análisis. Se obten-
drán descriptores: i) anatómicos, ii) de la microestructura del tejido, iii) de conectividad estruc-
tural, iv) de conectividad funcional, v) del análisis dinámico de la actividad cerebral (como por
ejemplo la integración y la segregación).
3. Evaluarmúltiples algoritmos demachine learning, así como diferentes arquitecturas de los sis-
temas de clasificación para: i) detectar descriptores de alta importancia en el diagnóstico dife-
rencial de cada patología, ii) desarrollar clasificadores de alta sensibilidad y especificidad y iii)
predecir el estadío o grado de afectación funcional.
4. Evaluar y comparar metodologías para desarrollar tecnologías que permitan combinar datos
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provenientesdediferentes resonadoresyadquiridosbajodiferentesprotocolos. Identificarapor-
tes, ventajas y limitaciones para su aplicación en aplicaciones clínicas.
Estos objetivos resumen los próximos pasos a seguir para profundizar los desarrollos planteados en
la presente tesis.
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