SUPPLEMENT 1
Once a Q value had been assigned to an image, distinctiveness was assessed for each individual photo based on the relative distinctive features displayed on the dorsal fin. A distinctiveness score (D1, D2, D3 or Clean) was assigned to each individual photo, independent of image quality, where; D1 = highly distinctive features (singular or multiple), includes individuals with missing tops, extended tips, large notches or multiple notches, and/or extensive LOP; D2 = medium distinctive features -single feature (e.g. notch), or multiple smaller less distinctive nicks and notches, fins with substantial scarring, and/or some LOP evident; and D3 = not distinctive features -fins basically clean except for minor scarring or small waves, or very small nicks . Images that were considered 'Clean' did not display any distinctive features, except for very minor scars that were sufficient enough to delineate different individuals within a sighting and ascertain total dolphin school sizes. Only excellent and good quality (Q ≥ 5) photographs displaying distinctive individuals (D1 and D2) were used to identify individuals and develop an identification catalogue for the analysis of abundance, site fidelity and residency patterns.
All individual images of dorsal fins were processed, matched to the catalogue and managed in the photo-identification data management software 'Discovery' (Gailey & Karczmarksi 2012) . Before matching or adding new individuals to the identification catalogue, photographs were cross-checked by a minimum of two experienced research assistants against all images in the catalogue. After a match was confirmed (or a new individual identification number assigned), individual capture data was entered into the Discovery database before being verified by the lead author. Juveniles of sufficient distinctiveness were included in capture histories for analysis, however, calves were excluded from all analyses because they typically do not possess sufficient markings to ensure their future recognition without error.
SUPPLEMENT 2 Proportion of marked individuals in the population
The proportion of marked (i.e. distinct) individuals in the population ( ) was estimated as the average number of marked individuals (D1 & D2) found in each sighting where photographic coverage was ≥ 50% (determined by total number of animals photographically identified per sighting over the best school size estimated in the field, excluding calves) (modified from Nicholson et al. 2012 ).
To estimate the total population size, we adjusted the model estimates to take into account the proportion of marked individuals in the population (Wilson et al. 1999 , Nicholson et al. 2012 as follows:
where !"!#$ is the estimated total population size, ! is the estimated marked population size and is the estimated proportion of marked individuals in the population. Standard errors of total population sizes were calculated as per Williams et al. (2002) , where is the total number of photographs from which was derived:
Lower and upper log-normal 95% confidence intervals were calculated as Burnham et al. 1987) where:
SUPPLEMENT 3
Validation of model assumptions and goodness-of-fit results PCRD models assume: (1) the population is closed within P-periods, (2) all individuals (marked and unmarked) have equal probability of being captured within a sampling period, (3) all individuals have equal probability of survival, (4) marks are unique, permanent and identified correctly, (5) each individual's probability of capture is independent of all others, (6) the study area remains constant, and (7) the sampling interval for a particular s-period is instantaneous (i.e. that is sampling periods are short and birth, death, immigration and emigration do not occur during the recapture process) (Pollock 1982 , Pollock et al. 1990 , Williams et al. 2002 .
POPAN models assume: (1) all individuals (marked and unmarked) have equal probability of being captured within a sampling period, (2) all individuals have equal probability of survival, (3) marks are unique, permanent and identified correctly, (4) sampling is instantaneous, and (5) the study area remains constant (Pollock et al. 1990 , Williams et al. 2002 .
Australian humpback dolphins do not associate at random (Parra et al. 2011) , thus, the assumption of independent individual capture probability may have been violated, given that close associates of an individual are more likely to be captured over other individuals. However, associations are dynamic and change often with time (Parra et al. 2011) . We therefore deemed violation of this assumption to cause minor bias in our estimates. Secondary sampling periods were kept as short as possible (3 to 31 days); and thus we considered biases due to births, deaths and migration to be negligible given these dolphins' lifespan (decades).
To test the assumption that the population is closed within each P-period, we used the Otis et al. (1978) closure test for capture-recapture data implemented in the CloseTest software (Stanley & Richards 2005 , Stanley & Richards 2011 . Further, we used U-CARE to carry out TEST 2.CT for heterogeneity in capture probabilities, including testing for a trap response, and used TEST 3.SR to test for a transience effect (i.e. dolphins sighted only once during the study period more often than expected). We also used TEST 3.SM to examine any difference in the expected time of first recapture between the 'new' and 'old' individuals captured at any occasion and then seen again at least once (Choquet et al. 2005 ). SUPPLEMENT 4 Table S2 . Reduced set of Pollock's Closed Robust Design models fitted to the capture histories of Australian humpback dolphins to estimate population size (N), apparent survival rate (φ), emigration (γ", γ') and capture probability (p). The notation '•' indicates that a given parameter was kept constant, 't' indicates that a given parameter was allowed to vary with time, and 'season' indicates that emigration parameters were allowed to vary by seasons Autumn-Winter (April to July; P1 a , P3 & P5) and WinterSpring (August to October; P2, P4, & P6). Capture probability was allowed to vary with time among and within primary sampling periods (t,s). Recapture probability (c) was set equal to p and therefore is not included in the model description. The top three ranked models are shown in bold.
Model
Rank AICc ∆AICc AICc weights Cumulative AICc weight (%) Number of parameters a Emigration parameters for P1 cannot be obtained given it is the first sampling occasion with no previous sampling occasion to reference and derive an estimate Table S3 . Weighted-average estimates of capture probabilities (p) for all 22 Robust Design models (for model descriptions see Table S2 ). P-period = primary sampling period, s-period = secondary sampling period, LCI = 95% Lower Confidence Interval limit, UCI = 95% Upper Confidence Interval limit, p P = effective detection probability per P-period: (exp(-a4*td)/a1).* ((1/a3)+(1/a2)*exp (-(1/a3+1/a2)*td))/(1/a3+1/a2) Emigration + reimmigration + mortality 2441.8 4.0 a1=N; a2=mean time in study area; a3=mean time out of study area; a4=mortality rate a,c Both model equations are considered the same but are parameterized differently, and yielded identical QAIC values.
b The corresponding emigration + reimmigration model [(1/a1)*((1/a3)+(1/a2)*exp(-(1/a3+1/a2)* td))/(1/a3+1/a2)] from Whitehead (2001 Whitehead ( , 2009 ) is not reported. This model includes the best fitting model plus one parameter, and given QAIC=-2LogLikelihood/ĉ + 2K (where K is the number of parameters), it is therefore constrained to have ∆QAIC within 2 of the best fitting model (because Log-Likelihood cannot decrease). It is therefore not a representative model of proper fit to the data and is not reported (Hal Whitehead, pers. comm. 17 January 2016) .
d For each model with a 'td' parameter, this refers to 'time lag'. Parameters a1, a2, a3 and a4 differ slightly amongst models and are therefore explained in the table. 'N' refers to the population size (at any one time) in the study area (Whitehead 2009 ).
