Influence of ambipolar and Hall effects on vorticity in 3D simulations
  of magneto-convection by Khomenko, E. et al.
rsta.royalsocietypublishing.org
Research
Article submitted to journal
Subject Areas:
sun, atmosphere, waves, simulations
Keywords:
sun, atmosphere, waves, simulations
Author for correspondence:
Elena Khomenko
e-mail: khomenko@iac.es
Influence of ambipolar and
Hall effects on vorticity in 3D
simulations of
magneto-convection
E. Khomenko1,2, M. Collados1,2, N.
Vitas1,2, P. A. González-Morales1,2
1Instituto de Astrofísica de Canarias, 38205 La
Laguna, Tenerife, Spain
2Departamento de Astrofísica, Universidad de La
Laguna, 38205, La Laguna, Tenerife, Spain
This paper presents the results of the analysis of 3D
simulations of solar magneto-convection that include
the joint action of the ambipolar diffusion and the
Hall effect. Three simulation-runs are compared: one
including both ambipolar diffusion and Hall effect;
one including only ambipolar diffusion; and one
without any of these two effects. The magnetic field
is amplified from initial field to saturation level by
the action of turbulent local dynamo. In each of these
cases, we study 2 hours of simulated solar time after
the local dynamo reaches the saturation regime. We
analyze the power spectra of vorticity, of magnetic
field fluctuations and of the different components
of the magnetic Poynting flux responsible for the
transport of vertical or horizontal perturbations. Our
preliminary results show that the ambipolar diffusion
produces a strong reduction of vorticity in the
upper chromospheric layers and that it dissipates the
vortical perturbations converting them into thermal
energy. The Hall effect acts in the opposite way,
strongly enhancing the vorticity. When the Hall effect
is included, the magnetic field in the simulations
becomes, on average, more vertical and long-lived
flux tube-like structures are produced. We trace
a single magnetic structure to study its evolution
pattern and the magnetic field intensification, and
their possible relation to the Hall effect.
c© The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/4.0/, which permits unrestricted use, provided the original author and
source are credited.
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1. Introduction
Vortical motions are an intrinsic part of the solar atmosphere dynamics. These motions are
observed from extremely small scales, down to sub-arcseconds in photospheric granulation
(1; 2), and up to scales seen in giant tornados in solar prominences (3) (see Tziotziou et al. (4)
for a review). In the chromosphere, Wedemeyer-Böhm et al. (5) discovered for the first time
conspicuous swirling motions in the observations of the Ca II 8532 Å line done with CRISP
instrument at the SST. The size of the observed swirls was typically about 2 arcsec with smaller
fragments down to 0.2 arcsec consisting of arcs and spirals. These swirls were observed to
be co-spatial with photospheric bright points moving with respect to each other. Wedemeyer-
Böhm et al. (5) suggested that spiral motions, guided by the magnetic field, propagate along
magnetic structures from the photosphere to the chromosphere. Later, Wedemeyer-Böhm et al.
(6) reported on observations of the extension of swirls from the photosphere and chromosphere
into the transition region and low corona, and associated the swirls with rotating magnetic field
structures. It was suggested that magnetic swirls serve as energy channels allowing the energy
transport from the photosphere to the corona and that they are important contributors to the
chromospheric energy budget (6; 7; 8).
The typical lifetimes of swirls detected in observations are of the order of tens of minutes
(6; 9). Oscillatory-like behaviour is frequent for these structures with periods of about 3 minutes,
see Tziotziou et al. (10). There is evidence that incompressible waves can be excited by the
vortex motions of a strong magnetic flux concentration in the photosphere and then these waves
detected in the chromosphere, Morton et al. (11). Non-magnetic swirls usually do not extend
much in height. The magnetic swirls detected simultaneously at several layers usually appear
above network magnetic field concentrations (6; 9). Nevertheless, an extremely long-lived feature,
of at least 1.7 hours, was detected in quiet Sun observations by Tziotziou et al. (12). The authors
could not find evidence of magnetically driven flows and no association with photospheric
magnetic bright points was observed. The vortex flow resembled a small-scale tornado with
internal substructure and had a relatively large radius of about 3 arcseconds.
Significant modelling efforts have been made in an attempt to understand the physics of
swirling motions in the solar atmosphere. They range from numerical experiments where vortices
are generated in idealized conditions, such as isolated flux tubes, controlled driver properties
(13; 14; 15; 16; 17; 18), to more realistic models where the vortical motions are naturally produced
by magneto-convection (8; 19; 20; 21; 22; 23; 24; 25; 26; 27; 28; 29). It has been shown that the
nature of magnetic and non-magntic vortices is intrinsically different, see Shelyag et al. (28). In
the non-magnetic case, vorticity is generated by the baroclinic term in the governing equation of
vorticity. This term is proportional to the cross-product of pressure and density gradients, and
thus enhanced in intergranular lanes. In the magnetic case, magnetic tension dominates over
baroclinicity (28). In the work by Moll et al. (21), vertically orientated vortices extending over
the entire height of the simulated photosphere were found in the magnetic case. Both magnetic
and non-magnetic vortex structures were found to be closely related to local heating, see Moll
et al. (24). In the magnetized case, Wedemeyer & Steiner (26) found two vortex flow systems
stacked on top of each other. The lower vortex that extends from the convection zone to the low
photosphere is an intergranular vortex flow. Once a magnetic field structure is co-located with this
intergranular vortex flow, the rotation is extended into the upper atmospheric layers. Therefore,
simulations of strong magnetic swirls require extension to sufficiently high layers and inclusion of
the magnetic field (26). Penetration of the vortex tube causes significant thermodynamic changes
in the low chromosphere, see Kitiashvili et al. (22). While the pressure drops in the vortex core, the
mass continues to accumulate around it, creating significant plasma gradients. The temperature
in the vortex core is lower relative to the surrounding in the photosphere, and higher at about
600 km above the photosphere (22; 25). The continuous build up of the energy may lead to
prominence eruptions, as in Kitiashvili et al. (22). Plasma is accelerated upwards and outwards by
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the centrifugal force during the vortex, and significant amount of the Poynting flux to the corona
is generated in the form of torsional Alfvén waves (6).
None of the simulations of vortex formation done so far include non-ideal plasma effects,
such as ambipolar diffusion due to the presence of neutrals in the solar plasma, or the Hall
effect (which is also modified in the presence of neutrals). The ambipolar diffusion is considered
as one of the promising mechanisms to take into account in the models of chromospheric
heating (30; 31; 32; 33; 34; 35). It helps to dissipate non-compressible perturbations, such as
those associated to Alfvén waves, and therefore it can impact vorticity as well. The Hall effect is
insufficiently studied, although there are theoretical considerations showing that its continuous
action helps production of Alfvén waves in the chromosphere (36; 37; 38), or the formation of
strong magnetic field structures (39). Hall effect has been included in 2.5D magneto-convection
simulations, by Martinez-Sykora et al. (31) and Cheung & Cameron (36). In the simulations of the
umbra magneto-convection, Cheung & Cameron (36) describe the generation of a small, out of
the 2D plane, component of the velocity (of the order of 100 m/s) and magnetic field (of about 5
G strength, compared to the kG field in the umbra), which is then advected by convection. The
Hall effect is an intrinsically 3D effect, because it creates velocities in the direction perpendicular
to both, the magnetic field, and the (arbitrary) initial perturbation, vHall ∼ J. Therefore, its full
action can only be addressed in 3D experiments.
The aim of the current work is to start filling this gap and to provide an initial study of the
influence of non-ideal effects on vorticity in realistic 3D simulations of small-scale solar dynamo
in the saturated regime. We continue the study from Khomenko et al. (34) (Paper I) and González-
Morales et al. (40) (Paper II) on the action of the ambipolar diffusion and Hall effect in 3D models
of solar magneto-convection, with a special emphasis on the vorticity generation and dissipation,
and on modifications of the average magnetic structure of the atmosphere due to the Hall effect.
2. Method
The simulations that we analyze in this paper were previously used in Paper II (40), and represent
a continuation of the battery-excited small-scale solar dynamo series from Khomenko et al. (41)
and Paper I (34). The simulations are obtained with the MANCHA3D code (42; 43; 44) and are
fully described in the publications mentioned above. The simulations take into account partial
ionization of the solar atmosphere through the single-fluid approximation using the generalized
induction equation, and including the corresponding terms due to neutrals in the total energy
equation. The following physical set of equations, written for perturbations, is solved by the
MANCHA3D code for these simulations,
∂ρ1
∂t
+∇ · (ρv) = 0, (2.1)
∂ρv
∂t
+∇ ·
[
ρvv +
(
p1 +
B21 + 2B1 ·B0
2µ0
)
I
]
+∇ ·
[
1
µ0
(B0B1 −B1B0 −B1B1)
]
= ρ1g, (2.2)
∂B1
∂t
=∇× [v ×B] +∇×
[∇pe
ene
− ηH (J×B)|B| + ηA
(J×B)×B
|B|2
]
, (2.3)
∂e1
∂t
+∇ ·
[
v
(
e+ p+
|B|2
2µ0
)
− B(v ·B)
µ0
]
= ρ (g · v) +∇ ·
[
ηA
B× J⊥
µ0
+
∇pe ×B
eneµ0
]
+QR. (2.4)
The meaning of all variables is standard. The right-hand-side of the generalized induction
equation (2.3) contains the battery, Hall and ambipolar terms; the total energy equation (2.4)
contains the counterparts of the battery and ambipolar terms. The Hall term does not affect the
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Figure 1. Horizontal slices through the simulation domain of the AMBIHALL simulation at t=34 min after the start of the
analyzed series at height 0 km (top) and 840 km (bottom). Snapshots on the left show the vertical component of the
velocity; snapshots on the right show the vertical component of the magnetic field.
conservation of the total energy. The ambipolar and Hall coefficients are computed as,
ηA =
ξ2n|B|2
αn
; ηH =
|B|
ene
, (2.5)
in units of [ml3/tq2]. Here ξn = ρn/ρ is the neutral fraction, and αn is the collisional parameter,
which includes the electron-ion, and ion-neutral collisions, see Ballester et al. (33). The electron
pressure, pe and the electron number density, ne, are computed self-consistently from the rest
of thermodynamic variables, assuming instantaneous ionization (Saha equation). This is done
through pre-computed Equation of State (EOS) tables based on the solar chemical mixture given
by Anders & Grevesse (45). The radiative transfer losses are computed using grey opacity and
assuming Local Thermodynamic Equilibrium (LTE).
The variables with subscript 0 in Eqs. (2.1–2.4) stand for initial model atmosphere variables,
and these variables must fulfil the condition of the (magneto)hydrostatic equilibrium (MHS), as
described in Paper I. In the current simulations, the B0 = 0 was initially zero. The perturbation
in magnetic field, B1 was initiated through the battery term in the simulations described in
Khomenko et al. (41). The amplitude of the initial seed field was of the order of 10−6 G. After
seeding the field, it was amplified due to the dynamo action reaching the saturated dynamo
regime. Here we analyze 2 hours of simulated solar time in the saturated dynamo regime. The
mean field strength at photospheric level in this regime reached about |B|= 110 G.
The grid cell is 20 km × 20 km in the horizontal plane and 14 km high. The bottom boundary
of the domain is located around -0.95 Mm below the solar surface; the upper boundary is located
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Figure 2. Two dimensional histograms showing the number of occurrences of a given value of a parameter as a function
of height in the AMBIHALL run, with darker colours indicating larger probability in log10 scale. The blue lines show the
median value of the distribution. Top left: temporal scale of the ambipolar diffusion, τA; top right: temporal scale of the
Hall effect, τH ; bottom left: spatial scale of the ambipolar diffusion, LA; bottom right: spatial scape of the Hall effect, LH .
Scales on the vertical axes are shown in log10 units.
about 1.4 Mm above it. The horizontal size of the domain is 5.8× 5.8 Mm2. Snapshots are saved
every 10 seconds of solar time. The runs analyzed here are labeled as BATT, AMBI and AMBIHALL,
following Paper II. The AMBIHALL run includes ambipolar and Hall effects from the generalised
induction equation; the AMBI run only includes ambipolar effect, and the BATT run does not
include any of these non-ideal effects and it is used as a reference. The simulations represent
quiet areas of the Sun, which are known to cover at least 90% the solar surface outside active
regions at any moment of solar activity cycle. These quiet areas are known to harbour mixed-
polarity magnetic elements with strength ranging from hG to kG, and complex structuring (46).
The magnetic energy contained in solar quiet areas is rather large, as the average field strength,
according to the latest studies, can reach as much as 100-130 G (47; 48; 49), similar to our
simulations. The ambipolar effect, considered in our modeling, provides a way of dissipating
this magnetic energy and converting it into the thermal energy, with a potential of being a very
effective mechanism of chromospheric heating (30; 31; 33; 34).
Figure 1 shows an example of simulation snapshots for the AMBIHALL run at a randomly
picked time moment at two heights: at the bottom photosphere (top), and at the bottom
chromosphere (bottom). The velocity field in the photosphere shows a pattern typical for solar
granulation. A comparison to the magnetic field reveals that strong magnetic concentrations with
strength up to kG are located in some of the intergranular lanes. The magnetic field is of complex
structure, changing the polarity at very small scales. In the chromosphere (bottom), the velocity
shows a pattern typical for chromospheric shocks. The structures in magnetic field expand with
height, as dictated by the density drop, and occupy larger volume. Two particularly intense
structures are seen at the magnetic field image (bottom right). Both of them can be traced down
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to the photosphere. These magnetic structures keep rotating during their life time, and produce
magnetic vortices analyzed in this paper.
The presence of the non-ideal Hall and ambipolar effects introduces new scales into the system.
The typical temporal and spatial scales associated to these effects can be evaluated from the values
of the coefficients in Eqs. (2.5), as in Khomenko et al. (50),
τA = ηA/v
2
A; τH = ηH/v
2
A; LA = ηA/vA; LH = ηH/vA, (2.6)
where vA is the Alfvén speed. The τH scale is the same quantity as the Hall parameter =
ω/(ωciξi), used in Paper II. It relates the wave frequency to the ion-cyclotron frequency, and it
is inversely proportional to the ion fraction, ξi. The scaling with ξi increases the importance of
the Hall effect toward the lower frequencies in the partially ionized medium. As was discussed
in Khomenko et al. (50), the spatial scale associated to the Hall effect, LH , and the temporal scale
of the ambipolar effect, τA, are independent of the magnetic field strength, while τH ∼B−1, and
LA ∼B. Figure 2 shows two dimensional histograms of the scales computed from the whole time
series of snapshots of the AMBIHALL run. The scales are extremely short below the photosphere,
and are not shown in the plot. Non-ideal effects play no role at scales covered by the simulations
in the sub-photospheric layers. The τA reaches the values larger than 0.01 s above ∼1 Mm, while
τH does so almost over the whole photosphere and above. These temporal scales are well resolved
by the simulations. The spatial scales, LA and LH , both reach the values of 103 − 104 m at the
upper part of the domain. The grid size of our simulations is 20 km, so the scales of the ambipolar
and Hall effects at some locations reach, in order of magnitude, the grid size.
3. Results
We first show the statistical results of the comparison of the power spectra of vorticity and other
related quantities over the 2 hours of simulations. Then, modification of the average magnetic
structure of the atmosphere due to the non-ideal effects is discussed. Finally we consider an
example of evolution of a particularly long-living magnetic flux tube in the AMBIHALL simulation,
which we were able to trace during entire time-span of two hours.
(a) Statistical comparison of the simulations
Turbulent convective motions in realistic simulations generate in a natural way a spectrum of
different waves. Here we are interested in incompressible perturbations, associated with Alfvén
waves, and in the vorticity. In Paper I and II we split the compressible and incompressible
perturbations by computing the divergence and the curl of the velocity field parallel to
the magnetic field lines. This separation works well independently of plasma β, and the
incompressible perturbation can be associated with Alfvén waves (34; 40; 51; 52). The behavior of
Alfvén waves and the vorticity is intimately related (28; 53). In order to study the influence of the
ambipolar and Hall effects on vorticity, here we computed the proxy for vorticity from the three
simulation series using the Q-criterion,
Q=
1
2
(|Ω|2 − |S|2)> 0 (3.1)
where
Ωij =
∂ui
∂xj
− ∂uj
∂xi
; Sij =
∂ui
∂xj
+
∂uj
∂xi
(3.2)
are the vorticity tensor and the rate-of-strain tensor. Taking the velocity field from simulations, we
have computedΩxy and Sxy for the horizontal velocity field components, i.e. the vorticity and the
strain in the vertical z direction, and the corresponding Qz . Then, Qz was Fourier-transformed in
time for every point of the domain and frequency-height power maps were constructed for the
BATT, AMBI, and AMBIHALL simulations, as
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Figure 3. Upper left: power spectra of Qz (defined by Eq. 3.1) scaled with the factor of ρ2 for better visualization, as a
function of height and frequency, for BATT run. The power is shown in log10 SI units. Upper right: maps of the power ratio,
F (z, ν) for the AMBI and BATT, AMBIHALL and BATT, and AMBIHALL and AMBI runs. Contours mark the locations where
the power ratio is unity. Bottom panels: same for the magnetic field strength, B.
P (z, ν)R =
〈∣∣FFT (Qz)R∣∣2〉
x,y
, (3.3)
where R represents the run, and the averaging of the power is performed in both horizontal
directions. Then the power ratio maps were produced as F (z, ν) = P (z, ν)R1/P (z, ν)R2, where
R1, R2 stand for either of BATT, AMBI, and AMBIHALL.
Figure 3 (upper panel) presents the results of this calculation. The spectrum of Qz presents
a smooth decrease of power toward high frequencies with no evidence of oscillatory peaks.
Its frequency dependence, with power decreasing with frequency, is typical for a spectrum of
velocity perturbations generated by convection (54). The decrease of the power in height owns
to multiple reasons, as the existence of cut-off frequencies for low-frequency perturbations, a
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particular structure of the magnetic field with horizontal structures dominating over the vertical
ones at some height, the non-adiabaticity of perturbations due to radiation, etc. The power maps
ratio shown at the right reveal considerable differences in the behavior of vorticity between the
three simulations. Ambipolar diffusion creates a deficit of vorticity above 200 km. The lower
“absorption” band between 200 and 500 km has a maximum toward high frequencies. Since the
action of the non-ideal effects, such as ambipolar diffusion, is supposed to increase toward small
scales, the observed behavior must be related with the dissipation of small scale vorticity motions.
Unlike that, the absorption bands at heights above 500 km peak at lower frequencies. This fact is
indicative for the overall reorganization of the magnetic structure being responsible for the lack
of the vorticity in the AMBI simulations.
The simulations with the Hall effect show an excess of vorticity above 500 km both relative to
the BATT and AMBI simulations up to a factor 2. The dependence of this excess on frequency shows
a weak maximum at low frequencies, and therefore is indicative of global magnetic structure
changes. Comparing Figure 3 above with Figure 3 from Paper II, it becomes evident that Qz is
affected by the ambipolar and Hall effects in a similar way as the incompressible field-aligned
perturbation, falf = eˆ‖ ·∇×v. Therefore, the ambipolar effect provides a mechanism to dissipate
vortices, i.e. to extract energy from the vortices and convert it into thermal energy of the plasma at
chromospheric heights. On the contrary, the Hall effect results in a large power of Qz in the same
height range, i.e. in stronger vortices. SinceQz is quadratic in velocity, the amplitude of the power
depression or excess is stronger than for falf . The joint action of the ambipolar and Hall effects,
apparently, provides a way to transport stronger vorticity to the chromosphere and to efficiently
dissipate it there.
The bottom panel of Figure 3 shows the power maps computed following Eq. 3.3, but for the
modulus of magnetic field, B. The appearance of the power ratio maps is similar to the case of
Qz , with a lack of power caused by the ambipolar diffusion and an excess of power caused by the
Hall effect in upper layers. Again, the maximum of the power depression or excess falls at low
frequencies. Less magnetic field reaches the upper layers when the ambipolar diffusion is acting,
while the Hall effect results in stronger magnetic fields. Nevertheless, there is an additional power
depression band present in the ratios AMBIHALL to BATT and AMBIHALL to AMBI around 500 km
which peaks toward high frequencies. High-frequency magnetic field strength fluctuations are
less powerful when the Hall effect is acting.
Next we investigate how the electro-magnetic Poynting flux, propagating through the domain,
is affected by the non-ideal effects. For that we have split the z component of the ideal part of the
Poynting flux vector,
SidealEM =−
(v ×B)×B
µ0
, (3.4)
into the “shear” and “emerging” parts, following Shelyag et al. (29),
Sideal,emerEM = vz(B
2
x +B
2
y)/µ0; (3.5)
Sideal,shearEM = −Bz(Bxvx +Byvy)/µ0. (3.6)
The “shear” part corresponds to horizontal motions along vertical flux tubes, while the
“emerging” part corresponds to horizontal magnetic field perturbations transported by vertical
plasma motions. Figure 4 shows the averaged amplitude of Sideal,emerEM (solid lines) and
Sideal,shearEM (dashed lines) over the horizontal coordinates and time for the three runs. The shear
component of SidealEM appears to be larger than the emerging one both below and above the
photosphere in all three simulations. At heights between 100 and 400 km the amplitudes of
both components coincide. Therefore, horizontal motions along vertical flux tubes produce on
average less ideal Poynting flux in our simulations (i.e. Sideal,shearEM <S
ideal,emer
EM ). This conclusion
is similar to those reached earlier in simulations by Steiner et al. (55) who compared the runs with
initially vertical implanted field and horizontal advected field. However, in similar simulations
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Figure 4. Solid lines: space-time average amplitude of Sideal,emerEM component of the Poynting flux as a function of height.
The results for BATT, AMBI, and AMBIHALL runs are indicated by the red, green and blue colors, respectively. Dashed lines:
space-time average amplitude of Sideal,shearEM component of the Poynting flux.
by Shelyag et al. (29) only 5% of the total Poynting flux was generated by advection of horizontal
magnetic field by vertical motions, and the dominant component of the flux was produced by
the torsional motions in vertical magnetic flux tubes. The magnetic field configuration in our
simulations is different from both, Steiner et al. (55) and from Shelyag et al. (29). As was shown in
Paper I, the magnetic field lines form low-lying loops and a carpet of horizontal fields in the upper
photosphere, with only few vertical flux-tube like concentrations. Therefore, it is not surprising
that in our simulations the Sideal,shearEM component is less important than the S
ideal,emer
EM one.
Figure 4 reveals that both Poynting flux components are affected by non-ideal effects in a
similar way, i.e. the ambipolar effect produces a flux reduction, and the Hall effect produces its
excess. However, the amplitude of both, flux reduction and excess, relative to the BATT simulation
is larger for the Sideal,shearEM component (dashed lines). The total Poynting flux vector in the
presence of non-ideal effects follows the expression:
SEM = S
ideal
EM − ηH
|B|J⊥
µ0
− B× (ηAJ⊥)
µ0
− ∇pe ×B
eneµ0
, (3.7)
where J⊥ =−[(J×B)]×B/|B|2 is the current perpendicular to the magnetic field. The non-
ideal terms present at the right hand side are the Hall, ambipolar and battery terms. We do not
consider the battery term further here due to its smallness.
The z component of the non-ideal terms can be cast in the following form,
SHallEM = v
Hall
z (B
2
x +B
2
y)/µ0 −Bz(BxvHallx +ByvHally )/µ0, (3.8)
SAmbEM = v
Amb
z (B
2
x +B
2
y)/µ0 +Bz(Bzv
Amb
z )/µ0,
where, following Martinez-Sykora et al. (31), we defined Hall and Ambipolar velocities, vHall =
ηHJ/|B| and vAmb = ηA[J×B]/B2. By comparing Eqs. 3.5 and 3.8, one can distinguish the
“shear” and “emerging” components of SHallEM and S
Amb
EM . The term S
Hall
EM closely resembles the
behavior of SidealEM , where the vertical velocity v
Hall is being caused by vertical currents, i.e.
by vertical plasma motions. This is not so in the case of SAmbEM . In the latter case, the vertical
velocity, vAmb, is produced by the cross-product of J andB, and is proportional to the horizontal
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Figure 5. Left: horizontally and time-average vertical component of the magnetic field,Bz , in the BATT (red), AMBI (green)
and AMBIHALL (blue) runs, as a function of height. Middle: same for the horizontal component, BH =
√
(B2x +B
2
y).
Right: ratio of BH/Bz .
components of currents and magnetic field, (JxBy − JyBx). The same difference also applies to
the second, “shear” term in the expression for SAmbEM .
According to the divergence theorem, the time evolution of the total energy integrated in
volume
∂
∂t
∫
V
etotdV =−~∇~SdV =−
∫
s
~Sd~s (3.9)
is conserved if no flux ~S enters or exits the boundaries of the domain. In a stationary situation,
the total flux through the plasma volume should be conserved. In an ideal plasma, the electro-
magnetic flux will have only one contribution, SidealEM . However, when the non-ideal terms are
present in Eq. 3.7, the amount of SidealEM should vary because the total SEM is to be maintained.
The Hall term is non-dissipative and has no contribution to the total energy equation, therefore
the Hall term only redistributes the electro-magnetic energy, similar to what the advection term
does. This redistribution causes an increase of SidealEM . The ambipolar effect is dissipative, and
causes a decrease of the ideal Poynting flux.
(b) Average properties of the magnetic field
Figure 4 shows that non-ideal effects influence the “shear” component of the ideal Poynting flux
more, i.e. the one associated with the horizontal motions along vertical flux tubes. Since these are
the motions causing vorticity in the magnetized plasma, it is not surprising thatQz is affected in a
similar way. In order to clarify the reasons of this behaviour, we considered the average properties
of the magnetic field in all three runs.
The horizontal and temporal average of the vertical and horizontal components of the
magnetic field are displayed in Figure 5. It shows that differences between the three models
are present only in the layers above the surface, in agreement with the fact that both Hall and
ambipolar effects are negligible in deep layers. This figure confirms what was already seen in
Figure 3, bottom panel, i.e. that the magnetic field is weaker in the upper layers of the AMBI
run, and stronger in the AMBIHALL run. Figure 5 demonstrates that this is true for both, vertical
and horizontal magnetic field components. However, these components are affected to a different
extent. The ratio ofBH/Bz (right panel) reveals that the field emerged to the upper layers is more
horizontal in the AMBI case, and is more vertical in the AMBIHALL case, compared to the BATT
11
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Figure 6. Snapshots of the magnetic field strength, B, in the AMBIHALL (left), AMBI (middle), and BATT (right) simulations
taken at t=104 min after the start of the analysed series at height 0.56 Mm above the surface. Contours indicate locations
of large positive Qz .
one. Therefore, AMBIHALL simulation produces more vertical flux tubes. Since these flux tubes
are necessary to propagate vortical motions along them, this can explain an excess of the latter in
the AMBIHALL model.
Figure 6 illustrates the latter point further. It shows snapshots of the magnetic field strength
at an arbitrary time moment, in the upper photosphere. The differences in the structures formed
in the three runs are evident by eye. The AMBIHALL run presents few locations with strong and
circular magnetic field concentrations, like the one close to (x, y) = (5.5, 1.5) Mm. We will analyze
this structure closely in the next section. Few other structures of the same kind are present. These
flux tubes can be traced almost over the whole duration of the analyzed series. Unlike that, the
AMBI simulation shows the presence of horizontal fibril-like structures originating from a location
around (x, y) = (4, 2) Mm. Again, the formation of such structures is typical in this simulation.
The vertical structures are very short lived, and we have not been able to trace any of them for
more than several minutes. The BATT case shows an intermediate situation between the other two.
As has been shown in several studies (6; 9; 12; 21; 22; 28), magnetic field concentrations serve
as funnels for the propagation of the vorticity to the upper layers. A similar behavior is also
observed in our simulations. The connection between layers through the magnetic channels is
visualized in 3D rendering in Figure 7. This figure compares two snapshots of the AMBI (bottom)
and AMBIHALL (top) taken at an arbitrary time moment. Yellow contours follow the locations of
positive Qz , irregardless of the magnetic field. It can be seen that vortex structures are present
in both simulations in large amounts. They are most visible in the lower part of the domain,
located below the surface, and are routed in intergranular lanes. In the sub-surface layers, the
hydrodynamic forces are dominant over the magnetic forces, and the vortices are generated by
the baroclinic term in the vorticity equation, as has been shown, for example, by Shelyag et al.
(28). In the magnetic case, most of the vorticity is generated through the term containing the curl
of the magnetic tension force (28).
The vorticity equation in the presence of magnetic field has the following form,
∂~ω
∂t
= ~∇× (v × ~ω)−
~∇p× ~∇ρ
ρ2
+ ~∇×
[
J×B
ρ
]
, (3.10)
where ~ω is the vorticity vector field. This equation can be compared to the generalized induction
equation,
∂B
∂t
= ~∇× (v ×B) +
~∇p× ~∇ρ
ρ2
(µmp
e
)
− ~∇×
[
J×B
ρ
]
µimp
eξi
+ ~∇× (ηAJ⊥), (3.11)
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Figure 7. 3D rendering of the Qz in the AMBIHALL (upper panel) and AMBI simulations. The snapshots are taken at
exactly the same time, about 1.5 hours after the Hall effect was introduced in the AMBIHALL model. Bottom image gives
temperature at about -0.5 Mm below the photosphere. Yellow contours show locations of positive Qz above a certain
threshold. Orange contours are locations of Qz normalized to plasma β, to highlight the location of magnetic vortices.
where µ is total mean molecular weight, µi is the mean molecular weight corresponding only to
the ionized fluid, and mp is proton mass. For the induction equation, it was assumed that the ion
fraction ξi = ρi/ρ and the mean molecular weights are not varying in space.
It can be seen that the Lorentz force-related term in the vorticity equation, Eq. 3.10,
proportional to J×B, is equivalent to the Hall effect-related term in the induction equation, Eq.
3.11. The term in the induction equation is multiplied by a coefficient that is inversely proportional
to the ion fraction, ξi. Since the ion fraction in the solar atmosphere can be as low as 10−4, this
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increases the relative importance of the Hall effect, compared to the case of the fully ionised
medium. Due to the scaling with ξi, in partially ionized plasmas the action of the Hall effect
extends to lower frequencies (36; 37; 56; 57). In current simulations, as shown in Paper II, the Hall
parameter = ω/(ωciξi) (or the temporal scale τH , see Figure 2), reaches values as high as 0.01-1 at
heights above 200 km. Therefore, the Hall effect by itself can cause a non-negligible contribution
to vorticity generation.
In order to distinguish between the magnetic and non-magnetic vortices, we show in Figure
7 the contours of Qz normalized to the plasma β (orange). The magnetic field in our simulations
is dynamically weak and the plasma beta achieves values around 1-100 in the upper part of the
domain, with only several locations where it drops below 1. The normalization to β highlights
locations with low beta, i.e. magnetic vortices. It can be seen in the figure that AMBIHALL
simulation shows a few locations with vortex tubes connecting the whole domain in the vertical
direction. These vortices are related to the vertical magnetic structures present in Figure 6 (left),
and accompany these structures during their entire life time. No such strong vortex structures can
be traced in the AMBI simulation.
(c) Close look at a particular vortex
In order to clarify the formation of the long-lived vertical flux tubes in the AMBIHALL simulation
we have traced one particular magnetic field structure during the 2 hours of the simulations. This
structure is visible around the location (x, y) = (5.5, 1.5) Mm in Figure 6 (left). We developed a
semi-automatic procedure to detect structures with magnetic field and with positive Qz above a
certain threshold, and applied it to a height of 0.56 Mm. The initial threshold for the magnetic
field detection was 100 G , and for Qz 0.0005 s−2 at 0.56 Mm height. Once detected, the structure
was followed manually to visually confirm its location, and to identity its center as the location
with the strongest magnetic field. We set a circle around the center of the structure with a radius
of 16 pixels (320 km, which was approximately the average radius of the structure over time), and
computed the average values of several parameters: maximum and mean value of the magnetic
field strength B; maximum and average positive vorticity Qz ; average values of the ambipolar
heating QAMB = ηAJ2⊥, of the Hall coefficient ηH and temperature, and the amplitude of the
field-aligned incompressible perturbation falf . We observe that all these quantities at the height
of 0.56 Mm show an oscillatory behavior with a period of about 200 seconds superposed over
long-term variations.
Figure 8 displays the temporal evolution of the computed quantities over the lifetime of the
feature. The 3-minute oscillations produce a noisy appearance of the curves and hinder a study
of long-term changes. We remove the 3-minute oscillations by smoothing the curves over 200 s
intervals. The maximum field strength at 0.56 Mm (blue thick curve) varies between 50 and 150
G. At 0.98 Mm it drops to about 20 G. There are several time intervals when the field strength
maintains its maximum at 0.56 Mm. The longest interval is between 55 and 80 min. Variations in
the higher layers are less pronounced. The vorticity also shows several peaks that are nearly co-
temporal with those of magnetic field strength. The most evident ones are around minutes 8 and
25, both slightly preceding the peaks in B. There is also an increase in vorticity between minutes
55 and 75, co-temporal with the magnetic field increase. The vorticity shows larger amplitudes in
the higher layers in agreement with the velocity amplitude increase.
The Hall coefficient (Figure 8 , panel c) shows a broad maximum between minutes 55 and
80 at the 0.56 Mm height, that is slightly lagged with respect to those in magnetic field and
vorticity. The Hall coefficient at the highest layers reaches its maximum at these times over
the whole series. The peaks at earlier times do not show evident correlations with those in the
magnetic field. The ambipolar heating follows a similar evolution as the Hall coefficient. This
is easy to understand because both depend on the electron number density, which is a function
of temperature. The temperatures shows several episodes of increase. A maximum in QAMB at
around 33 min coincides with the minimum of temperature, after which the temperature in all
the layers starts increasing until minute 50. Then, at minute 57, a new episode of temperature
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Figure 8. Panels from top to bottom: evolution of the maximum magnetic field strength, average positive vorticity Qz ,
Hall coefficient ηH , ambipolar heating QAMB and temperature as a function of time for an isolated long-living vertical
magnetic feature in the AMBIHALL simulation. The curves from blue to red are for progressively increasing heights from
560 Mm to 980 Mm in steps of 42 km. The variations are smoothed over 200 sec in time to remove 3 minute oscillations
and highlight long-term changes. Dotted lines mark the time intervals for the snapshots displayed in Fig. 9.
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Figure 9. Close-up at the evolution of an isolated long-living vertical magnetic feature in the AMBIHALL simulation. Panels
from left to right show magnetic field strength, vorticity Qz , Hall coefficient ηH , ambipolar heating QAMB, temperature,
and falf at height 0.56 Mm in an area of 2× 2 Mm centered at the feature. Snapshots are shown every 40 seconds, time
increases from the bottom to the top, spanning 640 sec in total. Circles at the last two panels highlight the location of the
feature.
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decrease coincides with the maximum heating rate. After approximately 8 minutes from that,
at minute 65, the temperature rises again. Finally, the heating episode that begins at minute 70
produces a steady temperature increase at the upper layers until the end of the time series. The
heating episode at minute 57 is co-temporal with the maximum of ηH at 0.98 Mm and with a
broad maximum of the magnetic field strength at the lower layers.
Figure 9 offers a closer look at the evolution of the feature by showing snapshots of different
quantities centred around the magnetic structure. The time interval covered in Figure 9 is
indicated by dotted lines in Figure 8. It covers the episodes right after the magnetic field
intensification, the heating event around minute 57 and the subsequent temperature increase at
minute 65. The evolution of all the quantities shows a clear signature of a vortex. The magnetic
feature visibly rotates around its axis and preserves its circular shape. The vorticity, Qz , shows
the presence of a structure inside the feature. At time 55.1 min, the maximum Qz is concentrated
at the center of the flux tube. With time, it reveals a spiral structure expanding around the axis
with increasing apertures. It is visible, for example, in the interval between times 56.5 and 59.8,
when the radius reaches the maximum. Then the structure shrinks again towards the center. The
expansion of the structure in Qz seems to be accompanied by an intensification of the magnetic
field, while its shrinking is followed by the magnetic field decay. The falf follows a similar
evolution as Qz , expanding in spiral fronts, which demonstrates the close relation between both
quantities. The structures formed in ηH andQAMB are similar. The spiral-like structure intensifies
and expands around the location of maximum magnetic field strength forming a circle around
the flux tube. The structure is only slightly visible in temperature at time 54.5 min, but at later
moments it forms a bright core and a dark surrounding between times 56.5 and 59.8 min. The
cool areas around the hot core of the structure are the locations where QAMB is acting. The
Hall coefficient is also the strongest in the immediate surrounding of the flux tube. Possibly, this
enhancement of the Hall effect around the flux tube helps to preserve its identity over such a long
time interval.
The behaviour shown in Figure 9 is typical for this flux tube. Several episodes of field
intensification and decay, spiral motions and heating events are present over its lifetime. Our
initial results show a tight relationship between the propagation of vorticity, intensification of the
magnetic flux tube structure and the enhanced action of the Hall effect and ambipolar heating
at the flux tubes walls. We plan to perform a statistical analysis of flux tube formation in our
simulations in the future.
4. Conclusion
This work presents an initial study of the influence of partial ionization effects on vorticity
in realistic magneto-convection simulations. We studied a 2 hours-long series of snapshots of
three simulation runs, performed with/without ambipolar and Hall effects and with all other
conditions kept fixed. We reached the following conclusions,
• The ambipolar effect acts to decrease the vorticity at the upper layers, while the Hall effect
acts in the opposite way, and results in up to twice as much vorticity compared to the case
when this effect is not present.
• The comparison of the average structures of the magnetic field formed in our simulations
reveals that stronger and long-lived vertical magnetic field concentrations are formed in
the AMBIHALL case, while the AMBI case is dominated by more horizontal fields. These
vertical flux tubes serve as funnels that connect all the layers in the simulation domain so
that vortical motions can propagate along them to the upper layers.
• In all the simulations, the “shear” component of the Poynting flux, related to the
horizontal motions acting on vertical flux tubes, is smaller than the “emerging” one.
Nevertheless, the “shear” component is more affected by the ambipolar and the Hall
effect. The ambipolar effect strongly reduces the “shear” component by converting
magnetic energy into thermal energy of the plasma.
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• The Hall contribution to the Poynting flux, SHallEM , mimics the ideal one, unlike the
ambipolar Poynting flux contribution, SAmbEM .
• By comparing the vorticity and the induction equations we conclude that the Hall effect-
related term in the induction equation follows the same behavior as the Lorentz force-
related term. This Hall-related term is enhanced by a factor inversely proportional to the
ion fraction, and therefore it is significantly larger than in a fully ionized plasma. It can
therefore contribute to the generation of vorticity in a magnetized environment, similarly
to the Lorentz force related term.
• A close look into the evolution of a particularly long-lived structure in the AMBIHALL
simulation reveals the presence of an internal spiral-like shape in vorticity Qz and in
the field-aligned incompressible perturbation, falf . The flux tube is intensified while the
spiral fronts in vorticity are expanded. At the same time, the flux tube is surrounded by a
cool zone where the ambipolar heating and the Hall effects are enhanced. We observe
that after several heating events in the immediate surroundings of the flux tube, the
temperature rises at chromospheric heights.
In conclusion, a first analysis of realistic 3D simulations including non-ideal effects shows that
these effects are potential mechanisms for vortex (and Alfvén waves) dissipation, but also that
they can together increase the efficiency to transport vorticity to the chromosphere. Nevertheless,
these conclusions are based on a single set of models, with one particular magnetic field setup
(local dynamo), and done with one particular numerical code (MANCHA3D ). A major effort will
be needed in the future to further advance our understanding of the influence of non-ideal effects
in partially ionized solar plasmas into the vorticity.
Here we analyze in detail only one particularly long-lived magnetic feature. In general terms
our results are in agreement with previous works (6; 9; 12; 21; 22; 28): we observe that vertical
magnetic structures act as channels to propagate vorticity to the upper layers. More statistics will
be needed to fully understand why the formation of these structures is more frequent with the
Hall effect acting. The close analysis of this single structure reveals that the Hall effect is enhanced
in the immediate surroundings of the structure. The temperature is lower in the surroundings,
which decreases the ionization fraction and leads to higher Hall and ambipolar coefficients in
this area at a height about 0.56 Mm. More examples should be studied to find out whether the
presence of this enhanced Hall effect helps increasing the lifetime of the tubes, preserving their
stability against the convective motions. In Paper I we found that heating at the low layers of
the atmosphere is crucial for the efficient transformation of magnetic energy into a temperature
increase of the plasma. If the heating happens higher above, as in chromospheric shocks, then
an important part of it is spent into ionization, and not on a temperature increase. Therefore,
ambipolar dissipation of the vortices at heights of about 600 km, as is seen in Figure 9, can
contribute to the chromospheric energy budget. Indeed we observe that after a few heating events
happening inside the studied flux tube, the temperature in the chromosphere is increased for a
significant amount of time.
It is also interesting to note that the life time of our structure is rather unusual because of
its length. Only one such long-living structure was studied in observations by Tziotziou et al.
(12), but without apparent relation to the magnetic field. A close comparison between both,
observations and simulations will be an interesting task to perform in the future. A number of
vortex tracking techniques has been recently applied, as e.g. (27; 58; 59), to detect and study
vortices in simulations and observations. Application of such techniques will certainly be needed
to increase the statistics of the initial study we presented above.
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