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Summary
The classical world that we know is mostly governed by rules that are in-
tuitive and relatively simple to comprehend. However, when moving to a
smaller scale - say that of an atom - these rules are no longer enough. Non-
intuitive probabilistic effects come into play, making it seem like reality is
outright cheating. These ‘cheats’, formally known as quantum mechanics,
can be used to our benefit. To do this, quantum states must be prepared
such that a given system is phase coherent, the quantum mechanical prop-
erty that drives all effects of interest in quantum systems. However, this
useful property is often suppressed by the surroundings, becoming limited
by the noise experienced by the system.
To exploit coherence, the time dynamics of the quantum system being
considered has to be understood, including the effect of noise. For this, spe-
cialised equations of motion known as ‘master equations’ are used, which
can describe the dynamics of these systems. In principal, there are two kinds
of quantum systems; closed systemswhich are isolated from their surround-
ings in which the dynamics persist indefinitely, and open systems where in-
teractions with the system surroundings cause a loss of coherence, known
as decoherence. One of the most widely used master equations is known as
the Lindblad equation, discussed in detail in chapter 2.
Decoherence is a fundamental process that is often suppressed to en-
hance the lifetime of exploitable quantum properties, however recent ev-
idence has emerged that decoherence may actually enhance certain quan-
tum processes. So a reliable way to study and quantify this decoherence is
needed.
One possible technique to achieve this could be multi-dimensional co-
herence spectroscopy (MDCS) , a spectroscopic technique that utilises fem-
tosecond laser pulses to create and probe quantum states of interest. It con-
sists of three femtosecond width pulses, the first two pumping a quantum
state of interest, and the third probing this state after some time to gen-
erate the signal pulse. The waiting time, i.e. the time between the second
and third pulses during which undisturbed system evolution occurs, is of-
ten restricted to a single value to generate the ‘2D’ types of spectra typically
reported in the literature.
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Decoherence is often considered in two separate processes; pure dephas-
ing, the loss of coherent interaction between discrete quantum energy lev-
els, and relaxation, the loss of overall excitation. MDCS causes the total
decoherence, the linear sum of dephasing and relaxation, to manifest itself
in several ways. Total decoherence manifests in the linewidth of the peaks
seen in the spectra where it is extractable by considering the full-width half-
maximum of the peak, pure dephasing is present in the oscillation decay of
the waiting time traces (where waiting time is varied for a single point on
the MD spectra), and relaxation is seen in the overall signal decay in these
same waiting time traces.
This work uses MDCS techniques to investigate a number of decoher-
ence processes, and how these can manifest in the MD spectra themselves.
There is some contention as to the origin of long-lived oscillations seen in
the MDCS waiting time traces of some photosynthetic complexes. To de-
termine whether an electronic microscopic origin is possible, the Bloch-
Redfieldmaster equation - where spatial correlation of noise is a continuous
variable - is used. In chapter 3 this master equation is used, in conjunc-
tion with MDCS techniques, to investigate the effect that spatially corre-
lated noise has onMD spectral output. In this work it is shown that not only
is it possible to determine whether the system is experiencing spatially cor-
related vs uncorrelated noise, with correlated noise giving rise to long-lived
oscillations, there were some unexpected results. The presence of signals
which typically would not be expected is seen, and are explained via the
consideration of the secular approximation, providing a possible metric for
quantifying spatial correlations.
MDCS can also be used to quantify electronic structures for quantum sys-
tems. Using the standard Hamiltonian reported in the literature, MDCS is
applied to the nitrogen-vacancy centre in diamond in chapter 4. The NV−
centre is a well studied point defect, yet still has parameters that are obfus-
cated by the presence of non-trivial splitting contributions. The intent in
this work is to show thatMDCS is a technique that could be used to differen-
tiate these different contributions to the NV− centre, with clear distinctions
between magnetic and strain field contributions in the spectra. Indeed, this
work shows clearly visible orbital and spin structure, with a distinct differ-
ence between applied magnetic and strain fields being observed in the MD
spectra. The spectral response was then simulated at various temperatures,
predicting that orbital averaging as a function of temperature, should be
easily observable in experiment.
Since the discovery that decoherence is not something that necessitates
suppression, the need for a reliable method to map optical-scale decoher-
ence processes has risen. To this end, the decoherence probe was envi-
sioned, in which the decoherence processes on a probe qubit are studied
to determine the effective decoherence of the surroundings. In chapter 5,
MDCS is applied to this idea, focusing on decoherence rate retrieval from the
MD spectra. The results show that ambiguity issues with the time evolution
of a single-qubit probe (is the coherent evolution due to the Hamiltonian of
the probe or the environment?) can be safely discountedwhen retrieving the
decoherence from the peak linewidth of MDCS. Moving toward a more com-
plicated system, MDCS is then applied to the dual-qubit approach, which
was imagined to overcome the ambiguity problem. While not necessary to
overcome the limitations of the single probe, the use of the double-probe
could enable the retrieval of the dipole orientations of the environmental
two-level system, though the application of polarisation-controlled pulses.
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Introduction and background
This chapter contains the background information and motivation
for the work contained in this thesis. A discussion on master equa-
tions, and their various limitations. A brief history ofmulti-dimensional
coherence spectroscopy, and its current applications and pitfalls. A
look at point defects, specifically those pertaining to single photon
sources with well defined zero phonon lines, and possible applica-
tions.
The development of controllable systems whose properties are quantum in
nature is a lofty goal. A successful real-world implementation of such a de-
vice would have great benefits in numerous fields. Indeed this has already
been the case for some devices, such as the superconducting quantum inter-
ference device (SQUID)which is used tomeasuremagnetic fields. To identify
and quantify these systems, however, can be process that requires the use
of many different experimental techniques to achieve. MDCS could be used
for optically-accessible systems to both identify and quantify these systems.
In this work, the main focus is on decoherence, the process by which a pre-
pared coherent state loses coherence via perturbative interactions with its
surroundings.
1.1 The ups and downs of the time dynamics of
quantum systems
On the level with two level systems
A quantum two-level system (TLS) is typically characterised by a ground
state and some other possible state, which may be degenerate. Typically,
these can take the form of two orthogonal states of electrons, atoms, con-
fined photons, or any number of things. These can also be referred to as
quantum bits. A classical bit is characterised by its ability to represent a
logical 0 or logical 1, and is limited to representing either of these values at
any time, but not both. Quantum bits - known as qubits - however, are two-
level quantum systems that are represented by an orthonormal basis where
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|0〉
|1〉
ℏω 〈σy〉ψ
〈σz〉ψ
〈σx〉ψ
θ
φ
|1〉
|0〉
|ψ〉
Figure 1.1: On the left, an energy level diagram representative of a two-level
system, characterised by the energy splitting ℏω. On the right, the Bloch-
sphere representation of this same two-level system, characterised by the
state vector, |ψ〉.
the position of the state in Cartesian space is given by the state vectors |0〉
and |1〉. These states could be, for example, the spin up/down of an electron,
or perhaps the presence or absence of a charge quanta. In addition to this,
the system can exist in a linear superposition of the state vectors.
Figure 1.1 shows a Bloch sphere representation characterising the state
vector |ψ〉 where the position in Cartesian space of the state is given by the
expectation values of the Pauli matrices,
〈σx,y,z〉ψ = 〈ψ|σx,y,z |ψ〉 =
∫ ∞
−∞
ds [ψ(s)∗] σx,y,z ψ(s).
The surface of the sphere represents pure states, unaffected by global phase
shifts, which can be written as
|ψ〉 = cos
(
θ
2
)
|0〉+ eiφ sin
(
θ
2
)
|1〉 , (1.1)
where the polar angle, θ, ranges between 0 ≤ θ ≤ pi and the azimuthal angle,
φ, ranges between 0 ≤ φ ≤ 2pi.
While pure states can be represented using these linear superpositions of
state kets, more general mixed states cannot be represented this way. Mixed
states however, can be represented by a statistical ensemble of pure states.
The probability weighted ensemble, known as a density matrix, is given by
1.1. THE UPS AND DOWNS OF THE TIME DYNAMICS OF QUANTUM
SYSTEMS
ρ =
∑
k
pk |ψk〉 〈ψk| , (1.2)
where pk is the classical probability of the pure state |ψk〉 in the ensemble.
Assuming the system is isolated from the outside world, the coherent time
evolution is given by the Liouville equation [1, 2],
ρ(t) =
−i
ℏ
[H, ρ(t)] , (1.3)
where H is the Hamiltonian describing the system. This process is covered
further in chapter 2.
The systems under investigation in this work do interact with their sur-
roundings. To model this, open quantum systems techniques were utilised,
focusing on the Lindblad equation and Bloch-Redfield master equations.
The Lindblad master equation
The derivation of the Gorini–Kossakowski–Sudarshan–Lindblad equation is
attributed to Vittorio Gorini, Andrzej Kossakowski [3], George Sudarshan
and Göran Lindblad [4], though it is most commonly referred to as the Lind-
blad equation. There are several different methods for deriving this equa-
tion, including a zero-temperature interaction [5], using completely positive
maps to define a dynamical semigroup [4], and modelling the interactions
with the environment as scattering processes [6], which is covered in chap-
ter 3. This is, perhaps, the mostly widely used master equation, due to its
general form. However, it does have limitations. The derivation is typically
based on the Markov approximation (the environmental correlations decay
on a timescale much faster than the system dynamics) [7].
Assuming the perturbations of a open quantum system occur via a weak
interaction with a large bath of quantum oscillators, the Lindblad master
equation can be expressed by including these perturbations with the coher-
ent time dynamics (see chapter 2 for details). In matrix density formalism,
and assuming independent channels, this can be written
d
dt
ρ(t) = − i
ℏ
[H, ρ(t)] +
∑
k
Γk
(
Lkρ(t)L
†
k −
1
2
{
L†kLk, ρ(t)
})
, (1.4)
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where Γk is the independent decay rate associated with each Lk, the Lindblad
operators, the curly braces {} are the anti-commutator given by {A, B} = AB+
BA. Furthermore, this definition assumes an incoherent “white noise” bath.
The Bloch-Redfield master equation
The Bloch-Redfield master equation is an extended master equation that
helps to link the decay rates used by the Lindblad equation to the specific
environment the system sees [8–11]. By including a direct link to the system
operators coupling to the environment and the spectral density of the sys-
tem in the calculation of the decoherence rates, any dynamics seen by solv-
ing this master equation can be attributed to specific features of the spectral
density itself. In the proper limiting case, namely that the system and bath
operators are chosen such that the density matrix preserves complete pos-
itivity, the Bloch-Redfield master equation can be re-written as a Lindblad
master equation.
First derived by Bloch’s student, Redfield, this master equation has seen
relatively less use due to its more complicated interpretations, as well as
the introduction of evenmore rigorous master equations such as the hierar-
chical equations of motion (HEOM) . However, despite the Bloch-Redfield’s
adherence to the Markov approximation, it has its place as a less computa-
tionally expensive [12] option than non-Markovian master equations, while
still containing a link to experimentally relevant parameters that influence
decay rates.
For a Hamiltonian H = HS + HB + Hint, describing the coherent inter-
actions of the system (Hs), the bath (HB), and the system-bath interaction
defined by
Hint =
∑
j
s jB j, (1.5)
where B j are bath operators, the Bloch-Redfield equation [11] is given by
d
dt
ρ(t) = − i
ℏ
[H, ρ(t)] +
2∑
j,k=1
(
−s jVq jkV†ρ(t) + Vq jkV†ρ(t)s j − ρ(t)Vqˆ jkV†s j + s jρ(t)Vqˆ jkV†
)
,
〈an| q jk |am〉 = 〈an|V†skV |am〉 1
2
C jk(ωm − ωn),
〈an| qˆ jk |am〉 = 〈an|V†skV |am〉 1
2
Ck j(ωn − ωm). (1.6)
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Here, s j is the system operator describing the type of decoherence expe-
rienced by site j, V is thematrix composed of the eigenvectors ofH such that
H |Vn〉 = ℏωn |Vn〉, and C(ωn) is the spectral function of the system evaluated
at ωn. The spectral function, C(ωn), is the link to the physical effects of the
surroundings of the system itself, expressed in the master equation through
the use of the spectrally-modified system operators, q jk and qˆ jk. The general
form of this is given by the time correlation of the bath operators B j, written
as
C jk(ω) =
1
ℏ2
∫ ∞
−∞
dτeiωτ
〈
eiHBτ/ℏB je−iHBτ/ℏBk
〉
. (1.7)
However, if a bath of harmonic oscillators which are all equally coupled
to the system is assumed eg. a white noise bath, it can also be represented
as an occupancy-weighted spectral density, given by
C(ω) =

ηJ(ω) ω < 0
limω→0 J(ω) ω = 0
(η+ 1) J(ω) ω > 0
(1.8)
where η is the thermal occupation number given by η = 1/
[
exp
(
ℏω
kBT
)
+ 1
]
,
and J(ω) is the spectral density. By constructing this link between the spec-
tral density and the time evolution of the system, interesting (and uninter-
esting) features seen in the time evolution can be traced back to features in
the spectral density.
Uses of the Bloch-Redfield master equation
TheBloch-Redfieldmaster equation has beenused to study excitation trans-
fer in photosynthetic complexes [13–16]. Much of the same physics has
been studied using the Lindblad master equation, but moving to the Bloch-
Redfield master equation enables the use of a vibrational spectral density of
states to describe the environmental dynamics. The density of states gives
information on the available states at a particular energy, and can be exper-
imentally resolved via a number of techniques, including Raman spectro-
scopy for vibrational modes [17, 18], and X-ray photoelectron spectroscopy
for electron modes [19].
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In systems of any size that are interacting with the environment, the in-
teraction can be characterised by an intrinsic length scale. Themagnitude of
this length scale determines the degree of localisation of the environmental
interactions. It can vary from much smaller than the system size equating
to a local bath, to much larger than the system size giving a global bath.
This concept has applications in noise reduction, as certain excitation sub-
spaces can move into a decoherence-free regime when the environmental
interaction length scale is sufficiently large [20].
The Bloch-Redfield master equation allows for in-depth analysis of this
kind of problem, as the degree of localisation can be cast as a continuous
variable. Not only can the extreme ends of localisation be explored, but the
partially localised regime can be investigated [11]. There has been inter-
est in this idea as an explanation for some of the dynamics seen in certain
photosynthetic complexes [21, 22]. chapter 3, and the associated paper [23]
deals with this topic, in the context of MDCS.
1.2 Multi-dimensional coherence spectroscopy
The first discussions on visible-light MDCS arose in 1993 by Warren et al.
[24] in a review published in Science. An active field of research, the tech-
nique saw an immense surge in use after Julia Adolphs and Thomas Renger
released a paper inBiophysical Journaldetailing their use of theoreticalMDCS
techniques to fit a tight-binding Hamiltonian containing coherent energy
transfer to the photosynthetic Fenna-Matthews-Olson (FMO) complex in
2006 [25].
Since then, a virtual explosion of research has occurred, using the MDCS
technique on all manner of quantum systems, including biological systems
[26–28], quantum well systems [29–31], quantum dots [32, 33], Vacancy de-
fects centres [34, 35], andmore [36, 37]. Chapter 2 contains a detailed deriva-
tion and description of the MDCS process.
Experimentally, there are two different kinds ofMDCS setups - scanning,
and snapshot. Scanning setups utilise the time delays between pulses as a
variable which can then be Fourier transformed into a usable frequency [38–
40], but this method generally takes a long time to conduct the full set of
measurements. Snapshot acquisition - also known as parallel acquisition -
is a method by which multiple dimensions of data can be taken at once, but
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at the expense of information about other dimensions of data [41]. Several
examples of the use of MDCS to study quantum systems include:
Digging into quantum wells
Quantum wells are a quasi-two dimensional system, often constructed us-
ing semiconductor fabrication techniques. Of all quantum exploitative de-
vices, these are arguably the most widely used with the light emitting diode
(LED) being a prime example, as well as transistors, and photodetectors [42].
Davis et al. developed and implemented a technique using the properties of
MDCS to extract 3D phase information from double quantum well systems
[30, 31, 43]. They do this by Fourier transforming over a controllable wait-
ing time typically viewed in discrete pieces, then phase information retrieval
can be accomplished via established techniques [30, 44]. This technique is
somewhat similar to a method used in this thesis, described in chapter 3.
Point defects in diamond
MDCS has been conducted on room temperature (RT) NV centres, which will
be discussed in detail in chapter 4. It revealed the coupling between the cen-
tre and various phononmodes in the crystal, thought to assist non-radiative
processes. The experiment, conducted by Huxter et al. [45], revealed the
presence of strongly coupled local modes that dominate the effects of the
bath. Further, they observed the presence of non-radiative relaxationwithin
this phonon sideband.
Shedding light on photosynthesis
There is a degree of contention as to the origin of long-lived (that is, pi-
cosecond timescale) oscillations seen in the MD spectra of some photosyn-
thetic complexes [46, 47]. As such, it attracted a number of studies that
showed that it is possible for these oscillations to occur when considering
coupling to coherent vibrational modes [48–52]. However, others were not
convinced that was the entire picture, and suggested correlated noise as a
possible source [23, 53, 54]. Chapter 3 contains work showing that spatially
correlated noise is a possible source of these oscillations, and that an anal-
ysis of the symmetry of lineshapes seen in the MD spectra could provide
further insight on the structure of vibrational environments [23].
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There are, of course, myriad different quantum systems that could be ex-
plored utilising MDCS techniques. In this thesis, three are investigated - a
simple photosynthetic-inspired system in chapter 3, the NV centre in dia-
mond in chapter 4, and a system for conducting decoherence probe spec-
troscopy in chapter 5. In an effort to move beyond the scope of this the-
sis, the following two sections are supplied. They contain an extremely brief
summary of the fields of quantum biology and point defects in diamond, to
showcase just where MDCS has been, and could be, applied effectively.
1.3 Quantum Biology
Since the work by Adolphs & Renger [25], myriad studies have been con-
ducted on photosynthetic compounds, searching for the quantum effects
seen in the FMO complex. Indeed, an incredible array of compounds have
been investigated, from the photosynthetic protein PC577 extracted from
the the cryptophyte algae Hemiselmis pacific [55], to entire cells containing
the complete photosynthetic process from the purple bacteria Rhodopseu-
domonas sphaeroides [56]. MDCS has found its place here as a process that
continues to forge a reputation as an extremely useful technique.
The process of photoconversion itself is an ultra fast process happening,
in some cases, on the femtosecond timescale. Jessica Anna et al., showed
that by using MDCS, these ultrafast processes in the photosystem I complex
isolated from T. Elongatus can be mapped and studied [57]. Indeed, they
were able to directly observe energy transfer dynamics on a timescale of ap-
proximately 50fs with their particular set up.
The discovery of quantum effects in photosynthesis [25] has sparked a
lot of interest in looking into what other natural systems exploit quantum
effects. As it turns out, theremay (ormay not, the jury is still out [58, 59]) be
quantum effects in quite a number of other natural systems. Photosynthe-
sis, the process by which plants and some bacteria convert light into usable
energy, concerns exploiting quantum effects for the efficient transfer and
conversion of sunlight [28, 60–64].
Magnetoreception points to quantum exploitation
Magnetoreception is a sense that allows for the detection of Earth’s mag-
netic field (though is not limited to Earth’s field) to gain a sense of direc-
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tion, or location. There is mounting evidence that it is present in a number
of birds [65, 66], bacteria [67], and invertebrates [68]. Indeed, it seems that
even humans have the capacity for magnetoreception, if not the active abil-
ity [69].
The basis for quantum considerations in magnetoreception come from the
idea of the radical pairmechanism, inwhich electron transfer generates rad-
ical pairs containing coherent electron singlets or triplets [70]. This mech-
anism was first proposed in conjunction with avian magnetoreception in
1978, by Schulten et al. [71]. The source of this radical pair creation is a
protein known as a cryptochrome, which becomes excited under blue light
[72]. This idea enjoyed a resurgence in popularity in the last twenty years,
and has been cemented as the leading theory of avian magnetoreception
[66, 70, 72–81].
Sniffing out quantum effects in olfaction
Another biological process that might be exploiting quantum effects is ol-
faction - the physical mechanism behind the sense of smell. To date, it is
still unknown whether the sense of smell occurs via a traditional lock-and-
key style molecular interaction, or quantum sensing of vibrational levels in
the molecule [82]. It is posited that molecules and receptors can act as a
Donor-Bridge-Acceptor system, where an electron transfers from donor to
acceptor via the bridge that is the olfactant itself [83].
There has been controversy associated with this theory [84], that culmi-
nated in an extended back-and-forth in 2015. Block et al. [85] conducted
experiments which counter those that came previously - that deuterated ol-
factants, in which the deuterium would alter the inherent vibronics of the
molecule, could not be distinguished from their normal counterparts. Turin
et al. [86] countered, saying that there weremyriad reasons that their exper-
iment could have failed. Block, of course, refuted this. However, more work
has been done since then, including recent work by Maniati et al. [87] which
again showed evidence that deuterated compounds are distinguishable.
1.4 Getting to the point defects.
There are a range of point defects that clearly have quantum structures.
Here a number of them are introduced, and their various components dis-
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cussed. While in this work, only the nitrogen vacancy centre is investigated,
in principle the techniques used could be applied to any of these systems.
Point defects themselves are defects that occur only around a single lat-
tice point. There are several kinds of point defects, including vacancies, in-
terstitial atoms, and substitutions [88]. Vacancies, assuming a perfect crys-
tal, is where an atom of the underlying crystal structure is absent, often re-
ferred to. The vacancy can move if a neighbouring atom switches positions
with it, leading to a type of diffusion. Interstitial atoms are defects that oc-
cur between lattice points, where there is not normally an atom. Substitu-
tions are defects where a lattice point in an otherwise homogeneous crystal
structure is occupied by an atom of an element outside of the stoichiomet-
ric composition of the base crystal. That is, an atom of an element that isn’t
supposed to be there. These are typically considered impurities, though can
be introduced on purpose via doping procedures.
Diamond in particular has a range of point defects that can be formed
within its tetrahedral carbon lattice. Diamond is a wide band-gap material
with a range of interesting properties. Due to this, it lends itself to the for-
mation of optically active point defects, and has been studied intensively.
Nitrogen vacancy centres
Nitrogen vacancy (NV) centres are a point defect in the tetragonal carbon-
lattice of diamond, consisting of a substitutional nitrogen and a neighbour-
ing absence of a carbon known as a vacancy. There are two kinds of NV cen-
tres, NV0 and NV−, which differ by an electron, with NV− being the focus of
this work. The NV− centre is a quantum systemwithmany fascinating prop-
erties. It is an extremely stable single-photon source [45, 89–92] with an in-
credibly narrow zero-phonon line (ZPL) centred at 1.945 eV (corresponding
to a 637nm photon emission wavelength), indicative of discrete quantum
energy levels [90, 93–95]. The NV centre can also be fabricated in such a
manner that it can be extremely robust against external noise [96–99].
Due to these properties, NV centres in diamond have become a sort of
poster-child for how quantum systems could be successfully integrated into
a wide range of processes. In magnetic imaging, for example, these cen-
tres have been found to enhance the resolution ofmagnetometers [100–106]
and in-vivo biological imaging [107–110]. The centres could also have ap-
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plications in quantum computing, due to their resistance to external noise
sources and long T2 times [111, 112].
Silicon vacancy centres
The silicon vacancy centre is another defect in the lattice of diamond [113].
Similar to the NV centre, it consists of a substitutional silicon atom and the
absence of another carbon known as a vacancy, into which the electronic
and nuclear states of the silicon can delocalise [34, 114]. Depending on the
isotope of silicon used, ZPL’s of varying energies are present, though partic-
ular focus is made on the 1.68 eV ZPL (corresponding to a 737nm emission
wavelength) as it has desirable properties. Their properties, namely the near
infra-red emission, with 5nm ZPL width at room temperature make these
centres attractive for applications such as bioimaging and quantum optics
[34, 115].
Germanium vacancy centres
Yet again the focus turns to diamond, with another substitution-vacancy de-
fect that exhibits discrete energy levels [116]. Though there seem to still be
some fabrication inconsistencies [117–119], this is to be expected for such a
new system under investigation. Nevertheless, promising features have al-
ready been seen, including a narrow ZPL at 2.06 eV and single photon emis-
sion [116]. Surprisingly, spin control has already been shown for this defect.
Siyushev et al. were able to achieve spin polarisation using optical pumps,
and microwave controllable spin transitions [120].
There are, of course, many other solid-state defects that show quantum
effects [121]. This intro focused on those found in diamond, and though the
NV centre is the focus of chapter 4, in principal the same techniques can be
applied to any of these optically-accessible point defects.
1.5 Chapter summary
Multi-dimensional coherence spectroscopy is a technique that allows for an
unprecedented density of information to be extracted from quantum sys-
tems. However, there are still open questions about how certain effects
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manifest in the complex spectral data, which has lead to some heated de-
bate over the origin of certain features seen in the spectra. Additionally,
there are many systems that have yet to have MDCS conducted on them, in-
cluding many solid-state defects. Utilising MDCS may reveal intricacies of
the electronic structure of these systems that have yet to be elucidated.
1.6 Thesis outline
Chapter 2 contains a brief introduction to open quantum systems, specifi-
cally decoherence. It provides a derivation of the Lindblad equation based
on scattering arguments, to model the effect decoherence has on a simple
system of two coupled TLS’s. Following is then a derivation of the equations
used throughout this work to model multi dimensional coherence spectro-
scopy, which is instrumental to understanding the work done here.
The concept of decoherence is explored further in chapter 3, introducing
a new master equation to explore correlated environments as a continuous
variable. Combining this with method with the MDCS techniques derived
previously, the response of an exemplary photosynthetic-inspired system is
investigated.
Chapter 4 asks whether conducting MDCS on a low temperature nitro-
gen vacancy defect in diamond would be worthwhile. Predictions are made
with regards to the appearance of fine structure of the NV− centre in MDCS,
and how these are affected by the presence of static magnetic and strain
fields. The temperature dependence of the NV− centre is investigated with a
temperature-dependent decoherence rate, thenorientation effects are taken
into consideration, including the ‘magic angle’ orientation for single crys-
tals. After this, polycrystalline effects are studied in the low-strain limit,
with a brief foray into different strain field magnitudes.
Chapter 5 expands on the concept of decoherence probe spectroscopy, in
which the system utilises the decoherence of its environment to map the
likelihood of coherent interactions with the environment. Both a single
qubit and double qubit architecture is investigated here.
Finally, chapter 6 concludes this work, and discusses the conclusions de-
duced in the other chapters. It also discusses the ramifications of this work,
and provides a brief outline on the impact this work may have on the field.
Computational methods
This chapter describes themethods and defines the terminology that
is used throughout the rest of this work. It starts with a brief dis-
cussion on decoherence, and the Lindblad master equation that can
be used to describe this process. It then moves to a discussion on
multi-dimensional coherence spectroscopy, and the processes and
mathematics needed to describe it.
2.1 Come see the decoherence inherent in the
system
For any closed quantum system, the equation that describes the time evolu-
tion of that system is the Schrödinger equation [2]. However, open quantum
systems, or ensembles of systems, often have mixed states which cannot
be described by a state vector. If this is the case, it is convenient to use a
statistically-weighted representation of states known as a density matrix.
The time evolution of a density matrix is then given by what is known as a
master equation.
Starting with the time-dependent Schrödinger equation, it is simple to
derive the master equation for a closed quantum system (a system that has
no interactionswith its surroundings), knownas the Liouville von-Neumann
equation [7]. Beginning with
d
dt
|ψ〉 (t) = − i
ℏ
H
∣∣∣ψ(t)〉 , (2.1)
and now defining the density matrix as ρ(t) = ∑k pk ∣∣∣ψ(t)k〉 〈ψ(t)k∣∣∣,
d
dt
ρ(t) =
d
dt
(|ψ〉 〈ψ|) , (2.2)
=
(
d
dt
|ψ〉
)
〈ψ|+ |ψ〉 d
dt
〈ψ| , (2.3)
= − i
ℏ
H |ψ〉 〈ψ|+ |ψ〉 i
ℏ
〈ψ|H, (2.4)
d
dt
ρ(t) = − i
ℏ
[H, ρ(t)] . (2.5)
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What is needed now is to derive a simple master equation for an open
system, which includes decoherence induced by perturbations from its sur-
roundings. Decoherence is the effect of reducing the “quantumness” of a
system through interaction with its surroundings [4]. In density matrix for-
malism, decoherence reduces the off-diagonal terms, known as coherences,
to a steady state. This can reduce the system from a pure state to a mixed
state.
An excellent method for deriving a master equation that can describe
this process can be found in the article by Brasil et. al. [5]. Alternatively, the
original paper by Lindblad [4] could also be perused, however the formalism
is somewhat archaic. Here, a ‘derivation’ is supplied, using the scattering
method from Stenholm’s excellent book [6].
Assume that a system, with Hamiltonian H, is in an environment that is
acting upon the system. Furthermore, assume this interaction is occurring
in a manner such that it can be modelled as a scattering process, given by
d
dt
ρ(t) = − i
ℏ
[H, ρ(t)] + ∆ρ (t) , (2.6)
where
∆ρ(t) = ρ (t + δt) − ρ(t), (2.7)
ρ (t + δt) = Sˆ (δt) ρ(t)Sˆ † (δt) . (2.8)
Here, Sˆ (δt) = 1+ iTˆ (δt), and Tˆ (δt) is a reaction matrix describing the re-
action of the system to the perturbations of the environment as a scattering
event. This leads to the assumption that the scatteringmatrixmust preserve
the normalisation of the density matrix, i.e. Tr
(
S ρS †
)
= Tr (ρ). Considering
the scattering matrix as a complex matrix, T = Treal+ iTimag, this assumption
can be represented as
Sˆ †Sˆ = 1 (2.9)
=
(
1+ iTˆ
)† (
1+ iTˆ
)
(2.10)
= 1 − i
(
Tˆ † − Tˆ
)
+ Tˆ †Tˆ , (2.11)
∴ Tˆ †Tˆ = −i
(
Tˆ − Tˆ †
)
= 2Tˆimag. (2.12)
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Consider a number of scattering events. In each scattering event, Tˆ j, the
rate of occurrence is given by r j, with the number of encounters given by
Tˆ r j. The change in the density matrix for an ensemble of these scattering
events can be written as
∆ρ(t) = ρ (t + δt) − ρ(t), (2.13)
=
∑
j
r j
[
iTˆ jρ(t) − ρ(t)iTˆ †j
]
+ Tˆ jρ(t)Tˆ
†
j . (2.14)
Considering again Eq. 2.6, and denoting the bar as the average of these
ensembles, the master equation can be written
d
dt
ρ(t) = − i
ℏ
[H, ρ(t)] + i
(
Tˆρ(t) − ρ(t)Tˆ†
)
+ Tˆ ρ(t)Tˆ †, (2.15)
= − i
ℏ
[
H − ℏTˆreal, ρ(t)
]
−
(
Tˆimag ρ(t) + ρ(t)Tˆ
†
imag
)
+ Tˆ ρ(t)Tˆ †, (2.16)
=
i
ℏ
[He f f , ρ(t)] − 1
2
[
Tˆ †Tˆ ρ(t) − ρ(t)Tˆ †Tˆ
]
+ Tˆ ρ(t)Tˆ †, (2.17)
whereT = Treal+iTimag has beenused. Remembering that Tˆ †Tˆ = −i
(
Tˆ − Tˆ †
)
=
2Tˆimag → Tˆimag = 12 Tˆ †Tˆ , it is simple to see that
[
−i
(
Tˆ − Tˆ †
)]†
= −i
(
Tˆ − Tˆ †
)
, (2.18)
∴ Tˆimag = Tˆ
†
imag. (2.19)
To get the equation into a more tractable form, assume that each in-
going state |ψk〉, is taken to an out-going state |χk〉. The reaction matrix can
then be written as a probability-weighted sum of reaction channels, given
by
Tˆ =
∑
k
λkLk, (2.20)
where Lk = |χk〉 〈ψk|. Assuming that these are non-interacting channels, the
average can be taken to mean
λkλn = λ
2
kδkn. (2.21)
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Figure 2.1: Showing the difference between closed system dynamics (left)
and open system dynamics (right), with regards to the expectation value of
σz. Here, Li = σzi , and Γi = 1 GHz. The units of time are dependent on the
units of energy used to describe the system.
Defining Γk = λ2k , Eq. 2.17 can be rewritten as
d
dt
ρ(t) = − i
ℏ
[He f f , ρ(t)] +
∑
k
Γk
(
Lkρ(t)L
†
k −
1
2
{
L†kLk, ρ(t)
})
. (2.22)
Eq. 2.22 is known as the Lindblad equation, and is often used as the sim-
plest memoryless equation to describe decoherence in quantum systems,
where, He f f = H−ℏTˆreal. This shift in the Hamiltonian energy is often called
a Lamb shift, however, this shift ℏTˆreal in He f f , is discounted as it does not
affect the argument being made.
Let’s consider a quantum system, with Hamiltonian
H = ℏω1σz1 + ℏω2σ
z
2 + J
(
σ+1 σ
−
2 + σ
−
1σ
+
2
)
, (2.23)
whereω1 = 1GHz,ω2 = 1.04GHz are the on-site energies, and J = 40MHz is
the coupling energy between them. Fig 2.1 shows an example of this system
with closed (left) and open (right) dynamics. Without taking into account
the influence of the systems surroundings, the coherences in the system last
2.2. LASER GOES IN, INFORMATION COMES OUT
indefinitely, oscillating in the σz basis. Conversely, when the effects of the
environment are taken into account using the Lindblad equation (Eq. 2.22),
the coherences in the system decay on a finite timescale, taking the pure
system into a mixed one, and creating a steady state in the σz basis.
This provides the basics of understanding the mathematical formalism
that describes noise processes in the following sections.
2.2 Laser goes in, information comes out
Multi-dimensional coherence spectroscopy is a non-linear optical technique
that uses three femtosecond duration pulses to generate a signal pulse from
a sample [38, 122]. This signal pulse gives information about the evolution
of the optically-accessible quantum states within the sample. The informa-
tion itself is encoded into the complex-valued electric polarisation of the
system, which is imprinted onto the signal pulse. This signal pulse provides
information on the excitation subspaces of the system, where excitations of
varying energy levels can interact [39]. These subspaces are generally de-
termined by the number of excitations in the system e.g. single excitation
subspace, double excitation subspace, etc.
t21
t32
t43
t1
t2
t3
t4
Time
Figure 2.2: The pulse sequence de-
scribed in the text. Here, the colours
and offsets are only for visual clar-
ity. In this picture, the two experi-
mentally controllable time delays are
t21 and t32.
These four pulses, mentioned
earlier, act as amechanism bywhich
the quantum state of these excita-
tions can be both prepared and read
out [123]. Here, the pulses are sepa-
rated in time and are centred at t1,
t2 and t3. The general convention
in the field is to label these time-
separations as t21, t32 and t43, as seen
in Fig. 2.2.
When the MD spectra are calcu-
lated, the actual calculation is the
macroscopic electric polarisation of
the system. This has a deceptively
simple general form, given by
P(t) =
〈
µˆρ(t)
〉
, (2.24)
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where 〈YX〉 = Tr(YX), and the hat symbol“ˆ” has been introduced to de-
note operators. Essentially, the calculation is that of the expectation value
of the dipole operator, µˆ, the operator that describes the systems reaction
to an external electromagnetic field. To describe the density matrix, the in-
teraction of multiple pulses with the system needs to be accounted for.
A single electric field pulse can be described mathematically using
E⃗(⃗r, t) = ϵ⃗N(t − tini,∆) cos
(⃗
k · r⃗ − ωt + φ
)
, (2.25)
where ϵ is the polarisation of the field, N(t − tini,∆) is known as the pulse
envelope and determines the shape of the pulse with width ∆ centred at tini,
k⃗ is the wave vector describing the direction of propagation of the pulse, r⃗
is position, ω is the frequency of oscillation, t is time, and φ is some phase
offset.
In general, the electric field of n pulses can be written as
E⃗(⃗r, t) =
∑
n
ϵ⃗nN(t − tn,∆n)En sin
(
ωn[t − tn] + k⃗nr⃗
)
, (2.26)
where N(t − tn,∆n) describes the pulse envelopes with pulse peaks at tn of
widths∆n, ϵ⃗n describing the polarisation of pulse n, and En representing the
amplitude of the nth pulse.
Now, these pulses are weakly interacting with the system, such that not
only can perturbation theory be used, but the interaction can be consid-
ered in a semi-classical way. This is known as linear response theory [124],
and means that the interaction of the system’s dipole with the electric field
described in Eq. 2.26 can be expressed as the time-dependent interaction
Hamiltonian;
Wˆ(t) = −µˆ · E(⃗rµ, t), (2.27)
where r⃗µ is the position of the dipole. The operator Wˆ describes the weak
interaction between the system and the electric field described by Eq. 2.26.
Since the process of MDCS involves measuring a signal pulse in the optical
(or near-optical) regime, the electric polarisation of the system is modified
to become
2.2. LASER GOES IN, INFORMATION COMES OUT
P(t) =
〈
Wˆ(t)ρ(t)
〉
. (2.28)
The time-evolution of the excitation wavefunction in the interaction pic-
ture is given by
d
dt
∣∣∣ψI(t)〉 = − i
ℏ
WˆI(t)
∣∣∣ψI(t)〉 , (2.29)
where the picture change into the interaction picture from the Schrödinger
picture is given by, for example,
WˆI(t) = e
i
ℏH(t4−tini)Wˆ(t)e−
i
ℏH(t4−tini). (2.30)
Using the same definition of the density matrix as defined in 2.1, the
time-evolution of this system can now be described using the Liouville von-
Neumann equation,
d
dt
ρI(t) = − i
ℏ
[
WˆI(t), ρI(t)
]
. (2.31)
This has a formal solution given by
ρI(t) = ρI(tini) − i
ℏ
∫ t
tini
ds
[
WˆI(s), ρI(tini)
]
, (2.32)
where ρI(tini) is the initial density matrix. This will now be solved iteratively
in what is known as the Dyson expansion. For these four pulses, the ex-
pansion is taken until there are three interactions in the commutator, due
to the final pulse interacting as only an emission. Now, the initial density
matrix is given by the ground state of the system, so any contributions from
terms containing ρI(tini)will be negligible, as they involve the time evolution
of the ground state. Therefore, the first significant, non-zero contribution
with n = 3 interactions is given by
ρI(t1, t2, t3) = − i
ℏ3
$ t
tini
ds1ds2ds3[
WˆI(s3),
[
WˆI(s2),
[
WˆI(s1), ρ(tini)
]]]
. (2.33)
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The necessary parts to calculate the polarisation of the system are now in
place. If the commutator is expanded, and basis change from the interaction
picture to the Schrödinger picture is explicitly considered, the polarisation
can be re-written. Assume non-overlapping pulses, and explicitly consider-
ing the picture change such that, for example,
Wˆ(s) = e−
i
ℏH(t4−s)WˆI(s)e
i
ℏH(t4−s), (2.34)
where t4 is the maximum time considered. At this point, an important con-
sideration must be taken into account. Note that with this equation, the
first perturbation does not necessarily correlate with the first pulse. To deal
with this, the wavevectors for the pulses must be set. Here, for the purposes
of this work, the directions are chosen such that k4 = −k1+k2+k3, where the
fourth, emission-stimulating pulse is phased-matched to the signal. With
this condition, we can enforce strict time ordering.
A time propagator, a function that propagates the system forward in
time, can then be defined (for more detail, see [125]). This takes the form
U(t) = e−
i
ℏHt. (2.35)
This procedure is taken for every term of the commutator, giving
ρ(t1, t2, t3) = − i
ℏ3
$ t
tini
ds1ds2ds3[
e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3),
[
e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2),[
e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1), ρ(tini)
]]]
, (2.36)
where ρ(tini) is the initial density matrix in the Schrödinger picture. Expand-
ing the commutators yields
2.2. LASER GOES IN, INFORMATION COMES OUT
ρ(t1, t2, t3) = − i
ℏ3
$ t
tini
ds1ds2ds3
e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3)
[
e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)
(
e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)
−ρ(tini)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)
)
−
(
e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)
−ρ(tini)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)
)
e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)
]
−
[
e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)
(
e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)
−ρ(tini)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)
)
−
(
e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)
−ρ(tini)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)
)
e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)
]
e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3),
(2.37)
ρ(t1, t2, t3) = − i
ℏ3
$ t
tini
ds1ds2ds3
e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3)e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)
− e− iℏH(t4−t3)WˆI(s3)e iℏH(t4−t3)e− iℏH(t4−t2)WˆI(s2)e iℏH(t4−t2)ρ(tini)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)
− e− iℏH(t4−t3)WˆI(s3)e iℏH(t4−t3)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)ρ(tini)e− iℏH(t4−t2)WˆI(s2)e iℏH(t4−t2)
+ e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3)ρ(tini)e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)
− e− iℏH(t4−t2)WˆI(s2)e iℏH(t4−t2)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)ρ(tini)e− iℏH(t4−t3)WˆI(s3)e iℏH(t4−t3)
+ e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)ρ(tini)e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3)
+ e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3)
+ ρ(tini)e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3),
(2.38)
ρ(t1, t2, t3) = − i
ℏ3
$ t
tini
ds1ds2ds3
e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t2−t3)WˆI(s2)e
i
ℏH(t1−t2)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)
− e− iℏH(t4−t3)WˆI(s3)e iℏH(t2−t3)WˆI(s2)e iℏH(t4−t2)ρ(tini)e− iℏH(t4−t1)WˆI(s1)e iℏH(t4−t1)
− e− iℏH(t4−t3)WˆI(s3)e iℏH(t1−t3)WˆI(s1)e iℏH(t4−t1)ρ(tini)e− iℏH(t4−t2)WˆI(s2)e iℏH(t4−t2)
+ e−
i
ℏH(t4−t3)WˆI(s3)e
i
ℏH(t4−t3)ρ(tini)e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t2−t1)WˆI(s2)e
i
ℏH(t4−t2)
− e− iℏH(t4−t2)WˆI(s2)e iℏH(t1−t2)WˆI(s1)e iℏH(t4−t1)ρ(tini)e− iℏH(t4−t3)WˆI(s3)e iℏH(t4−t3)
+ e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t4−t2)ρ(tini)e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t3−t1)WˆI(s3)e
i
ℏH(t4−t3)
+ e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t4−t1)ρ(tini)e−
i
ℏH(t4−t2)WˆI(s2)e
i
ℏH(t3−t2)WˆI(s3)e
i
ℏH(t4−t3)
+ ρ(tini)e−
i
ℏH(t4−t1)WˆI(s1)e
i
ℏH(t2−t1)WˆI(s2)e
i
ℏH(t3−t2)WˆI(s3)e
i
ℏH(t4−t3). (2.39)
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Making the move from absolute time to relative time, such that
t43 = t4 − t3,
t32 = t3 − t2,
t21 = t2 − t1,
t0 = tini, (2.40)
where t4 is the centre of the signal pulse, and setting tini = 0 yields
ρ(t0, t21 + t0, t32 + t21 + t0) = − i
ℏ3
$ t
tini
ds1ds2ds3
e−
i
ℏHt43WˆI(s3 − (t32 + t21 + t0))e− iℏHTWˆI(s2 − (t21 + t0))e− iℏHt21WˆI(s1 − t0)ρtini
− e− iℏHt43WˆI(s3 − (t32 + t21 + t0))e− iℏHTWˆI(s2 − (t21 + t0))ρtiniWˆI(s1 − t0)e
i
ℏH(t43+t32+t21)
− e− iℏHt43WˆI(s3 − (t32 + t21 + t0))e− iℏH(t32+t21)WˆI(s1 − t0)ρtiniWˆI(s2 − (t21 + t0))e
i
ℏH(t43+t32)
+ e−
i
ℏHt43WˆI(s3 − (t32 + t21 + t0))ρtiniWˆI(s1 − t0)e
i
ℏHt21WˆI(s2 − (t21 + t0))e iℏH(t43+t32)
− e− iℏH(t43+t32)WˆI(s2 − (t21 + t0))e− iℏHt21WˆI(s1 − t0)ρtiniWˆI(s3 − (t32 + t21 + t0))e
i
ℏHt43
+ e−
i
ℏH(t43+t32)WˆI(s2 − (t21 + t0))ρtiniWˆI(s1 − t0)e
i
ℏH(t32+t21)WˆI(s3 − (t32 + t21 + t0))e iℏHt43
+ e−
i
ℏH(t43+t32+t21)WˆI(s1 − t0)ρtiniWˆI(s2 − (t21 + t0))e
i
ℏHTWˆI(s3 − (t32 + t21 + t0))e iℏHt43
+ ρtiniWˆI(s1 − t0)e
i
ℏHt21WˆI(s2 − (t21 + t0))e iℏHTWˆI(s3 − (t32 + t21 + t0))e iℏHt43 ,
(2.41)
where any time evolution operator directly adjacent to the initial density
matrix has been discarded, as time evolution of the ground state is trivial.
Realising that the application of a time evolution operator associated with a
pulse before the appropriate pulse has occurred is not a physical situation,
the density matrix can be written
ρ(t0, t21 + t0, t32 + t21 + t0) = − i
ℏ3
$ t
tini
ds1ds2ds3
U(t43)WˆI(s3 − (t32 + t21 + t0))U(t32)WˆI(s2 − (t21 + t0))U(t21)WˆI(s1 − t0)ρtini
− U(t43)WˆI(s3 − (t32 + t21 + t0))U(t32)WˆI(s2 − (t21 + t0))ρtiniWˆI(s1 − t0)U∗(t21)
− U(t43)WˆI(s3 − (t32 + t21 + t0))U(t21)WˆI(s1 − t0)ρtiniWˆI(s2 − (t21 + t0))U∗(t32)
+ U(t43)WˆI(s3 − (t32 + t21 + t0))ρtiniWˆI(s1 − t0)U∗(t21)WˆI(s2 − (t21 + t0))U∗(t32)
− U(t32)WˆI(s2 − (t21 + t0))U(t21)WˆI(s1 − t0)ρtiniWˆI(s3 − (t32 + t21 + t0))U∗(t43)
2.2. LASER GOES IN, INFORMATION COMES OUT
+ U(t32)WˆI(s2 − (t21 + t0))ρtiniWˆI(s1 − t0)U∗(t21)WˆI(s3 − (t32 + t21 + t0))U∗(t43)
+ U(t21)WˆI(s1 − t0)ρtiniWˆI(s2 − (t21 + t0))U∗(t32)WˆI(s3 − (t32 + t21 + t0))U∗(t43)
+ ρtiniWˆI(s1 − t0)U∗(t21)WˆI(s2 − (t21 + t0))U∗(t32)WˆI(s3 − (t32 + t21 + t0))U∗(t43).
(2.42)
When inserted into Eq. 2.28, this is the equation for the polarisationwith
arbitrary pulse envelopes for each pulse. That is, each pulse can have a
different polarisation, shape, amplitude, and even frequency, though they
cannot overlap. These are the equations that one would use for the most
complex of MDCS simulations, such as multi-colour experiments, or when
the frequency band of the pulses do not fully overlap with the transition
frequencies of the excited states of the system. For ease of use, the differ-
ent components of the expanded commutator are labelled, such that S(t) =∑
j S j(t), giving
P(t0,t21 + t0, t32 + t21 + t0, t43 + t32 + t21 + t0) =
〈
WˆI(t43 + t32 + t21 + t0)ρ(t0, t21 + t0, t32 + t21 + t0)
〉
= − i
ℏ3
$ t
tini
ds1ds2ds3
〈
WˆI(t43 + t32 + t21 + t0)S(t0, t21 + t0, t32 + t21 + t0)
〉
(2.43)
S 1(t21, t32, t43) = U(t43)WˆI(s3 − (t32 + t21 + t0))U(t32)WˆI(s2 − (t21 + t0))U(t21)WˆI(s1 − t0)ρtini
(2.44)
S 2(t21, t32, t43) = −U(t43)WˆI(s3 − (t32 + t21 + t0))U(t32)WˆI(s2 − (t21 + t0))ρtiniWˆI(s1 − t0)U∗(t21)
(2.45)
S 3(t21, t32, t43) = −U(t43)WˆI(s3 − (t32 + t21 + t0))U(t21)WˆI(s1 − t0)ρtiniWˆI(s2 − (t21 + t0))U∗(t32)
(2.46)
S 4(t21, t32, t43) = U(t43)WˆI(s3 − (t32 + t21 + t0))ρtiniWˆI(s1 − t0)U∗(t21)WˆI(s2 − (t21 + t0))U∗(t32)
(2.47)
S 5(t21, t32, t43) = −U(t32)WˆI(s2 − (t21 + t0))U(t21)WˆI(s1 − t0)ρtiniWˆI(s3 − (t32 + t21 + t0))U∗(t43)
(2.48)
S 6(t21, t32, t43) = U(t32)WˆI(s2 − (t21 + t0))ρtiniWˆI(s1 − t0)U∗(t21)WˆI(s3 − (t32 + t21 + t0))U∗(t43)
(2.49)
S 7(t21, t32, t43) = U(t21)WˆI(s1 − t0)ρtiniWˆI(s2 − (t21 + t0))U∗(t32)WˆI(s3 − (t32 + t21 + t0))U∗(t43)
(2.50)
S 8(t21, t32, t43) = ρtiniWˆI(s1 − t0)U∗(t21)WˆI(s2 − (t21 + t0))U∗(t32)WˆI(s3 − (t32 + t21 + t0))U∗(t43).
(2.51)
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To further simplify this expression, however, it is conventional to take
severalmore approximations. The first approximationusually taken is known
as the delta pulse approximation. By setting N(t−tn,∆n) = δ(t−tn), the prop-
erties of the Dirac delta function allow for a simple solution to the triple
integral. This leaves a factor of the polarisation of each pulse, and an am-
plitude for each perturbation which is taken out as a constant, while the
time dependence of the interaction operator is now interpreted by the po-
sition of the operator in relation to the time evolution operators. Defining
Wˆ = Vˆn = −Enµˆ · ϵ⃗n, Eq. 2.51 can be written without the integrals:
P(t21, t32, t43) =
〈
Vˆ4ρ(t21, t32, t43)
〉
= − i
ℏ3
〈
Vˆ4S(t21, t32, t43)
〉
(2.52)
S 1(t21, t32, t43) =U(t43)Vˆ3U(t32)Vˆ2U(t21)Vˆ1ρtini (2.53)
S 2(t21, t32, t43) = − U(t43)Vˆ3U(t32)Vˆ2ρtiniVˆ1U∗(t21) (2.54)
S 3(t21, t32, t43) = − U(t43)Vˆ3U(t21)Vˆ1ρtiniVˆ2U∗(t32) (2.55)
S 4(t21, t32, t43) =U(t43)Vˆ3ρtiniVˆ1U
∗(t21)Vˆ2U∗(t32) (2.56)
S 5(t21, t32, t43) = − U(t32)Vˆ2U(t21)Vˆ1ρtiniVˆ3U∗(t43) (2.57)
S 6(t21, t32, t43) =U(t32)Vˆ2ρtiniVˆ1U
∗(t21)Vˆ3U∗(t43) (2.58)
S 7(t21, t32, t43) =U(t21)Vˆ1ρtiniVˆ2U
∗(t32)Vˆ3U∗(t43) (2.59)
S 8(t21, t32, t43) =ρtiniVˆ1U
∗(t21)Vˆ2U∗(t32)Vˆ3U∗(t43). (2.60)
A further assumption is now made, to treat all pulses as identical. That
is, the amplitude and the electric field polarisation are the same for all n.
Doing this, Vˆn(t) can be re-defined such that Vˆn ≡ EVˆ, where Vˆ = −µˆ · ϵ⃗.
Thus,
P(t21, t32, t43) =
〈
Vˆ4ρ(t21, t32, t43)
〉
= − iE
3
ℏ3
〈
VˆS(t21, t32, t43)
〉
(2.61)
S 1(t21, t32, t43) =U(t43)VˆU(t32)VˆU(t21)Vˆρtini (2.62)
S 2(t21, t32, t43) = − U(t43)VˆU(t32)VˆρtiniVˆU∗(t21) (2.63)
S 3(t21, t32, t43) = − U(t43)VˆU(t21)VˆρtiniVˆU∗(t32) (2.64)
S 4(t21, t32, t43) =U(t43)VˆρtiniVˆU
∗(t21)VˆU∗(t32) (2.65)
2.2. LASER GOES IN, INFORMATION COMES OUT
S 5(t21, t32, t43) = − U(t32)VˆU(t21)VˆρtiniVˆU∗(t43) (2.66)
S 6(t21, t32, t43) =U(t32)VˆρtiniVˆU
∗(t21)VˆU∗(t43) (2.67)
S 7(t21, t32, t43) =U(t21)VˆρtiniVˆU
∗(t32)VˆU∗(t43) (2.68)
S 8(t21, t32, t43) =ρtiniVˆU
∗(t21)VˆU∗(t32)VˆU∗(t43). (2.69)
As one last step, it is assumed that the dipole operator consists of Pauli
x-operators, such that Vˆ = −µˆ · ϵ⃗ = −σx (µ⃗ · ϵ⃗) = − (σ+ + σ−) (µ⃗ · ϵ⃗) =
−σ+ (µ⃗ · ϵ⃗) − σ− (µ⃗ · ϵ⃗) = Vˆ+ + Vˆ−. When expanding this, each of the terms
in S(t21, t32, t43) has 32 components, so a method to determine which com-
ponents are valid contributions is needed. The final, sorted expressions
are known as response functions, and are used extensively in the literature
[23, 38, 39, 126] for theoretical reproduction of MD spectra calculations.
To do this sorting, it is convenient to introduce a diagrammatic expres-
sion for the de/excitation pathways that correspond to different pulse se-
quences. These are known as double-sided Feynman diagrams and are a cor-
nerstone for the easy understanding of MD spectra. Using these diagrams,
it is possible to estimate where a response in the spectra should be seen,
and even do some minor analysis of the spectra. There are several rules to
constructing double-sided Feynman diagrams, which have been reproduced
here [39].
1. The left and right vertical lines represent the time evolution of the ket
and bra, respectively, of the density matrix. Time is running from the
bottom to the top.
2. Interactions with the light field are represented by arrows. The last in-
teraction, which originates from the trace P(t) = 〈µ−ρ(t)〉, is emission
and hence is often indicated using a different arrow, in this work an
arrow with a dashed tail. By convention, only diagrams with the emis-
sion from the ket (left) are plotted; the corresponding diagrams with
the emission from the bra are the complex conjugates, and do not carry
any additional information.
3. Each diagram has a sign (−1)n, where n is the number of interactions
on the right (bra). This is because each time an interaction is from the
right in the commutator it carries a minus sign, due to the properties
of the complex conjugate. Since the last interaction is not part of the
commutator, it is not counted in this sign rule.
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4. An arrow pointing to the right represents an electric field with
e−
i
ℏωt+i⃗k·⃗r+iφ. This rule expresses the fact that the electric field, Eq. 2.26,
can be separated into real and imaginary parts. The emitted light, i.e.
the last interaction, has a frequency and wavevector which is the sum
of the input frequencies and wavevectors (considering the appropriate
signs), due to the properties of the sum of cosines.
5. An arrow pointing towards the system represents an excitation of the
ket or bra of the density matrix, while an arrow pointing away repre-
sents a de-excitation. This rule is a consequence of the rotating wave
approximation. Since the last interaction corresponds to emission of
light, it always points away from the diagram.
6. The last interaction must end in a population state. In linear spectro-
scopy, this will be the ground state |g〉 〈g|, but in non-linear spectro-
scopy, this can also be a higher excited state |ϵn〉 〈ϵn|. This is due to the
properties of the trace operator, in which the diagonal elements of the
electric polarisation are summed. If the system finishes in a coherence
state, this sum will be zero.
As an example process, consider the component S 1(t21, t32, t43). Remem-
bering that the system starts in the ground state, the lowering operator for
the first dipole interaction can be immediately discounted, as this would re-
sult in an un-physical situation. Applying this leaves
S 1(t21, t32, t43) = U(t43)Vˆ+U(t32)Vˆ+U(t21)Vˆ+ρtini
+ U(t43)Vˆ+U(t32)Vˆ−U(t21)Vˆ+ρtini
+ U(t43)Vˆ−U(t32)Vˆ+U(t21)Vˆ+ρtini
+ U(t43)Vˆ−U(t32)Vˆ−U(t21)Vˆ+ρtini . (2.70)
By using double-sided Feynman diagrams, these four excitation path-
ways can be either validated or ignored due to non-physicality. For exam-
ple, consider a system of many single two-level systems coupled together.
In this case, there will be a number of distinct states, including a ground
state labelled |g〉, and a number ( j) of excited states labelled according to
the number (n) of excitations,
∣∣∣ϵnj 〉. An example of the two valid pathways
2.2. LASER GOES IN, INFORMATION COMES OUT
|g〉〈g|
|ϵ1〉〈g|
|ϵ2〉〈g|
|ϵ1〉〈g|
|g〉〈g|
|g〉〈g|
|ϵ1〉〈g|
|g〉〈g|
|ϵ1〉〈g|
|g〉〈g|
|g〉〈g|
|ϵ1〉〈g|
|ϵ2〉〈g|
|ϵ3〉〈g|
|ϵ2〉〈g|
|g〉〈g|
|ϵ1〉〈g|
|g〉〈g|
|ϵ−1〉〈g|
|ϵ−2〉〈g|
Figure 2.3: (left)The two valid pathways associated with Eq. 2.70, that do
not violate the rules. (right) The two invalid pathways that do violate the
rules, including non-physical states and not ending in a population state.
for S 1(t21, t32, t43) are shown in the left-hand side of Fig. 2.3, and comply with
the rules listed previously. There are no emissions from states that cannot
emit, and they finish in a population state.
Conversely, an example of the two incorrect pathways are shown in the
right-hand side of Fig. 2.3, and these do not comply with the rules, and are
therefore invalid. They contain emissions fromstates that cannot emit (σ− |g〉 〈g| =
|g〉 〈g|σ+ = 0), and finish in coherences, which are trace-zero.
Going through the same process for all instances of S i, and remember-
ing that the final interaction is always an emission, generates the set of ex-
pressions known as response functions, here designated as R(t21, t32, t43) =∑
j R j(t21, t32, t43), where the final emission has been absorbed into the defi-
nition of the response functions. Therefore, the electric polarisation of the
system can be described as
P(t21, t32, t43) = − iE
3
ℏ3
R(t21, t32, t43) (2.71)
R1(t21, t32, t43) =
〈
µˆ−U(t43)Vˆ+ρ(t0)Vˆ−U(t21)Vˆ+U(t32)
〉
, (2.72)
R2(t21, t32, t43) = −
〈
µˆ−U(t43)Vˆ+U(t32)Vˆ+ρ(t0)Vˆ−U(t21)
〉
, (2.73)
R3(t21, t32, t43) =
〈
µˆ−U(t32)Vˆ+ρ(t0)Vˆ−U(t21)Vˆ+U(t43)
〉
, (2.74)
R4(t21, t32, t43) =
〈
µˆ−U(t43)Vˆ−U(t32)Vˆ+U(t21)Vˆ+ρ(t0)
〉
, (2.75)
R5(t21, t32, t43) = −
〈
µˆ−U(t43)Vˆ+U(t21)Vˆ+ρ(t0)Vˆ−U(t32)
〉
, (2.76)
R6(t21, t32, t43) =
〈
µˆ−U(t21)Vˆ+ρ(t0)Vˆ−U(t32)Vˆ+U(t43)
〉
, (2.77)
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R7(t21, t32, t43) =
〈
µˆ−U(t43)Vˆ+U(t32)Vˆ−U(t21)Vˆ+ρ(t0)
〉
, (2.78)
R8(t21, t32, t43) = −
〈
µˆ−U(t32)Vˆ+U(t21)Vˆ+ρ(t0)Vˆ−U(t43)
〉
. (2.79)
It is common in the literature to separate these response functions based
on the phase evolution of the systemduring the time delays t21 and t32. There
are three distinct subgroups based on this - the rephasing, non-rephasing
and the so-called double-quantum groupings.
|g〉〈g|
|g〉〈ϵ1i |
|ϵ1i 〉〈ϵ1i |
|ϵ1i 〉〈g|
|g〉〈g|a.)
|g〉〈g|
|g〉〈ϵ1i |
|ϵ1j〉〈ϵ1i |
|ϵ1j〉〈g|
|g〉〈g|b.)
|g〉〈g|
|ϵ1i 〉〈g|
|ϵ2j〉〈g|
|ϵ1i 〉〈g|
|g〉〈g|c.)
Figure 2.4: Examples of the three different groupings that exists. Rephas-
ing (a), non-rephasing (b), and double-quantum (c). (a) and (b) differ by
having a different state above the third rung than the complex conjugate
of the state above the first rung. (c) has a double-excitation/ground state
coherence above the second rung.
The rephasing pathways are called such because of the opposite direc-
tion of phase evolution during t21 and t43, causing the system to “undo”
some of the decoherence that has occurred. This is known as photon-echo,
and is directly equivalent to spin-echo in magnetic resonance spectroscopy
[38]. Thismanifests in the double-sided Feynman diagrams as having a state
above the first rung corresponding to t21, and the complex conjugate of that
state above the third rung corresponding to t43, and example of which is
shown in Fig. 2.4(a).
The non-rephasing pathways have the same direction of phase evolution
during t21 and t43, and so do not undergo photon-echo. This manifests in the
double-sided Feynman diagrams as having a state above the first rung cor-
responding to t21, and a different state above the third rung corresponding
to t43, and example of which is shown in Fig. 2.4(b).
The so-called double-quantumpathways, the last subgroup of pathways,
involve the time-evolution of amulti-excitation andground coherence. This
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Figure 2.5: The electric polarisation intensity (EQ. 2.79) of a small section
of a rephasing MD spectra in t21 and t variable space for the example Hamil-
tonian (Eq. 2.23). The shape of the responses are indicative of oscillations
in both t21 and t43. Here, ω1 = 80 GHz, ω2 = 120 GHz, and J = 20 GHz.
manifests in the double-sided Feynman diagrams as having a coherence be-
tween multiple excitations and the ground state, e.g. |ϵ2〉 〈g| above the sec-
ond rung corresponding to the waiting time t32. An example is shown in
Fig. 2.4(c).
In this case, the groupings are as such; R1, R2 and R3 are rephasing, R5, R6
and R7 non-rephasing, and R4 and R8 are the “double-quantum” responses.
The rephasing and non-rephasing pathways are then labelled according to
what happens during the excitation during the pathway; ground-state bleach
(GSB) where the system is de-excited during t32, stimulated emission (SE)
where the system emits back into the ground state after evolving during t32,
and excited-state absorption (ESA) where the system is in a higher excited
state after spontaneous emission.
Figure 2.5 shows an example spectra using the equations above. There
are clear oscillations along both axis, resulting in a repeating “diagonal”
lineshape along t21 = t. These, along with themany two-dimensional peaks,
are difficult to interpret, though are somewhat aesthetically pleasing. How-
ever, since there are oscillations along both the t21 and t axes, it is only natu-
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ral to take the Fourier transform with respect to these variables. Taking the
Fourier transform of Eqs. 2.79 with respect to t21 and t leads to
P(ω1, t32, ω3) = F [P(t21, t32, t)] ,
=
∫ ∞
0
∫ ∞
0
P(t21, t32, t43)eiω1t21eiω3t43dt21dt43. (2.80)
The only parts of P(t21, t32, t43) that depend on t21 and t43 are the time evo-
lution operators, U(t21) and U(t43). Taking the single-sided Fourier trans-
form of these, such that
U(ω1) = F [U(t21)] =
∫ ∞
0
e−
i
ℏHt21eiω1sdt21
= − 1i
ℏ
H + iω1
, (2.81)
U(ω3) = F [U(t43)] =
∫ ∞
0
e−
i
ℏHt43eiω3sdt43
= − 1i
ℏ
H + iω3
, (2.82)
leading to the final version of the response functions:
P(ω1, t32, ω3) = − iE
3
ℏ3
R(ω1, t32, ω3), (2.83)
R1 =
〈
µˆ−U(ω3)Vˆ+ρ(t0)Vˆ−U(ω1)Vˆ+U(t32)
〉
, (2.84)
R2 = −
〈
µˆ−U(ω3)Vˆ+U(t32)Vˆ+ρ(t0)Vˆ−U(ω1)
〉
, (2.85)
R3 =
〈
µˆ−U(t32)Vˆ+ρ(t0)Vˆ−U(ω1)Vˆ+U(ω3)
〉
, (2.86)
R4 =
〈
µˆ−U(ω3)Vˆ−U(t32)Vˆ+U(ω1)Vˆ+ρ(t0)
〉
, (2.87)
R5 = −
〈
µˆ−U(ω3)Vˆ+U(ω1)Vˆ+ρ(t0)Vˆ−U(t32)
〉
, (2.88)
R6 =
〈
µˆ−U(ω1)Vˆ+ρ(t0)Vˆ−U(t32)Vˆ+U(ω3)
〉
, (2.89)
R7 =
〈
µˆ−U(ω3)Vˆ+U(t32)Vˆ−U(ω1)Vˆ+ρ(t0)
〉
, (2.90)
R8 = −
〈
µˆ−U(t32)Vˆ+U(ω1)Vˆ+ρ(t0)Vˆ−U(ω3)
〉
. (2.91)
Anexample spectra calculatedusing the response functions above is shown
in Fig. 2.6. It can be seen that the once difficult to interpret oscillations are
now peaks in both ω1 and ω3. Now, a method to interpret these spectra is
needed - and double-sided Feynman diagrams are the perfect tool.
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Figure 2.6: An example of the electric polarisation intensity of a rephasing
MD spectra using the Fourier-transformed response functions, for the ex-
ample Hamiltonian (Eq. 2.23). Here, ω1 = 80 GHz, ω2 = 120 GHz, and J = 20
GHz. As is convention in the field, the negative ω1 axis is shown positive for
viewing clarity.
Take a representative response function, the rephasing single excita-
tion response R3. This response function can be further decomposed into
four separate excitation pathways based on the evolution of the system.
Two pathways involving oscillating coherences, and two that involve non-
oscillating populations during the waiting time t32. This is shown in Fig. 2.7,
and if a single one of these pathways is chosen, for example Fig. 2.7(a), the
evolution of the system during t21 and t can be analysed and spectral fea-
tures anticipated. By working backwards using this knowledge, it is possible
to attribute different responses in the spectra to different parts of the sys-
tem evolution. As the spectral waiting time, t32, is varied the responses at
the locations corresponding to diagrams (a) and (d) will oscillate due to the
coherence terms above the second rung.
The diagram in Fig. 2.7(a) has several different states in which the sys-
tem will evolve over the time periods. While it is in the ground state, before
the first pulse interacts with the system it, unsurprisingly, does not evolve.
However, after the first pulse interacts, causing an excitation according to
the weak interaction with the electric dipole operator of the system, it will
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|g〉 〈g|
|g〉 〈ε1|
|ε2〉 〈ε1|
|ε2〉 〈g|
|g〉 〈g|a.)
|g〉 〈g|
|g〉 〈ε2|
|ε2〉 〈ε2|
|ε2〉 〈g|
|g〉 〈g|b.)
|g〉 〈g|
|g〉 〈ε1|
|ε1〉 〈ε1|
|ε1〉 〈g|
|g〉 〈g|c.)
|g〉 〈g|
|g〉 〈ε2|
|ε1〉 〈ε2|
|ε1〉 〈g|
|g〉 〈g|d.)
Figure 2.7: A breakdown of the response function R3 into its component
pathways. In this case, there are four pathways, with a.) and d.) containing
oscillatory components (coherence terms) during t32, while b.) and c.) do not
contain oscillatory components during t32 (contain population terms).
evolve according to the |g〉 〈ε1| coherence for the time period t21. Assuming
a Lindblad-like (Eq. 2.22) σz noise explicitly in the eigenbasis, known as de-
phasing with strength γ, the time evolution can be expressed as
d
dt21
|g〉 〈ε1| (t21) = −i
ℏ
[Hε, |g〉 〈ε1|] + γ
(
σz1 |g〉 〈ε1|σz1† −
1
2
{1, |g〉 〈ε1|}
)
,
(2.92)
d
dt21
|g〉 〈ε1| (t21) = − i
ℏ
|g〉 〈ε1| − γ |g〉 〈ε1| , (2.93)
which has a solution given by
|g〉 〈ε1| (t21) = e−( iℏ ε1+γ)t21 |g〉 〈ε1| , (2.94)
since the energy difference between the ground and first excitation is given
by ε1. Taking the Fourier transform yields
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F (|g〉 〈ε1| (t21)) =
∫ ∞
0
e−(
i
ℏ ε1+γ)t21e−
i
ℏω1t21dt21, (2.95)
=
1
i
ℏ
(ε1 + ω1) + γ
, (2.96)
Using this equation, a response along the ω1 axis at ω1 = −ε1 of width
γ can be expected. Another pulse now interacts with the system, causing
yet another electric-dipole excitation, this time into the coherence |ε2〉 〈ε1|.
This will evolve in time in a similar manner, which can be written as
d
dT
|ε2〉 〈ε1| (t32) = − i
ℏ
[Hε, |ε2〉 〈ε1|] + γ
2∑
i=1
(
σzi |ε2〉 〈ε1|σzi † −
1
2
{
σzi
†σzi , |ε2〉 〈ε1|
})
,
(2.97)
|ε2〉 〈ε1| (t32) = e−( iℏ2J+γ)t32 |ε2〉 〈ε1| , (2.98)
so decaying oscillations along the waiting time axis t32, with a frequency
given by the coupling of the system, J are expected. The third pulse causes
a de-excitation in the system, bringing it into the |ε2〉 〈g| coherence, which
will evolve according to
d
dT
|ε2〉 〈g| (t43) = − i
ℏ
[Hε, |ε2〉 〈g|] + γ
(
σz2 |ε2〉 〈g|σz2† −
1
2
{
σz2
†σz2, |ε2〉 〈g|
})
,
(2.99)
|ε2〉 〈g| (t43) = e( iℏ ε2−γ)t43 |ε2〉 〈g| . (2.100)
Applying the Fourier transform with respect to t43 and ω3 gives
F (|ε2〉 〈g| (t43)) = −1i
ℏ
(ε2 − ω3) + γ
. (2.101)
With equations 2.96, 2.98, and 2.101, we can expect to see a response in
the spectra at ω1 = −ε1 and ω3 = ε2, with width γ in both directions, and a
decaying oscillation in t32 of frequency 2J. Indeed, if this method is followed
for the other excitation pathways in R3 separate peaks are expected, one at
each of the permutations of ε1 and ε2. However, to know the magnitude
of the peaks relative to each-other, the full response function needs to be
calculated.
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Breaking down the operators like this means the time-evolution is being
broken into parts as well. All these pathways contribute to the final ex-
pectation value based on the phase-evolution of the excitation after these
operators are applied. This is a purely analytical means to understand the
microscopic processes being undertaken.
This is just one of the eight response functions that builds up the total
response of the system, though in literature typically only three are consid-
ered - the rephasing pathways R1, R2, and R3, presumably due to the better
signal/noise ratio akin to spin-echo.
2.3 Chapter Summary
Interactions of a system with its surroundings cause perturbations in the
energies of said system, and this manifests itself as a loss of coherence - a
shift from a pure state, to somemixed state, and finally to a finite statistical
mixture of states equivalent to a classical system. This process, known as
decoherence, is a fundamental part of any open quantum system. In this
chapter, the Lindbladmaster equation (Eq. 2.22) was introduced as amethod
to describe the effect decoherence has on the time dynamics of a quantum
system.
Multi-dimensional coherence spectroscopy, anultrafast non-linear spec-
troscopic method in the optical regime, was then introduced. A derivation
of the equations used in this work was supplied, methods to identify con-
tributions simple analytics were introduced via the double-sided Feynman
diagrams, and examples of how decoherence causes a spread in the peaks
was explained.
Correlated noise in MDCS
This chapter discusses the effects that spatially correlated noise has
on the output of two-dimensional electronic spectroscopy. Specifi-
cally, it touches on the beating map protocol for oscillatory analysis,
shows the difference between spatially uncorrelated and correlated
noise with regards to the spectral output, and contains an analysis
of the surprising results seen there.
3.1 Motivation
Since the discovery of quantum energy transfer in the Fenna-Matthews-
Olson photosynthetic complex in 1978 [127], many authors have attempted
to describe the transfer process using open quantum systems techniques,
amongst them the Lindblad equation [62, 128–132]. The general consensus
of these works is that the decoherence of the system can enhance, rather
than suppress, the transfer of energy. This means that decoherence could
be something that can be harnessed in fabricated systems, rather than at-
tempting to eliminate it altogether.
In 2006, Adolphs and Renger [25] were able to accurately recreate spec-
troscopic experiments that usedMDCSwith a photosynthetic compound ex-
tracted from the purple bacteria Prosthecochloris aestuarii and Chlorobium
tepidum. This creation of a tight-bindingHamiltonian that successfully recre-
ated the long-lived oscillatory signals indicative of coherent energy transfer
see in experiment sparked a surge of interest in the technique. Since then,
MDCS has been applied to many different systems [26, 30, 38, 133, 134], to
determine the nature of the transport inherent to the system, be that coher-
ent or incoherent.
Twomicroscopic origins for these long-lived oscillations discussed in the
literature are: explicit coupling to a resonant vibrationalmode [51], and spa-
tially correlated decoherence [23]. This chapter focuses on spatially corre-
lated induced long-lived oscillations. For those interested in vibrationally
induced long-lived oscillations, please refer to the appropriate literature
[31, 46, 47, 49, 50, 50, 51, 54, 135–150].
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3.2 What are excitons?
+
Figure 3.1: A Frenkel exciton, localised to a single atom in the crystal struc-
ture. This material will have a low dielectric constant, constricting the ex-
citon in space.
A way of investigating the quantum effects of a system, such as quantum
wells or dots, is through the use of an excitation [151]. There are several dif-
ferent kinds of excitations, including phonons [152], magnetons [153], and
others [154–156]. In the case of energy transport in photosynthesis, only
those excitations that are composed of an electron and a hole (the absence
of an electron), are of interest. Since the systems are composed of electro-
statically bound positive and negative charges, it is typically modelled as a
hydrogen-like atom called an exciton. These excitons have an effective ra-
dius known as the Bohr radius [157, 158]. In bulk semi-conductor systems,
various types of excitons can be considered; those with a Bohr radius on the
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Figure 3.2: A Wannier-Mott exciton, delocalised across many atoms in the
crystal structure. Thismaterial will have a high dielectric constant, enabling
the exciton to be mobile across many positions in space.
order of the unit cell known as Frenkel excitons, those with a Bohr radius
much larger than the unit cell known as Wannier-Mott excitons [159], and
those that are in-between known as charge-transfer excitons [160]. Out-
side of semi-conductor systems, there are atomic and molecular excitons,
which are generally localised to a single atom. However, these share the
same properties as a Frenkel exciton, and are modelled as such.
Frenkel excitons are characterised by their strong Coulomb interaction,
having a typical binding energy of 0.1-1 eV, which is of order tens to hun-
dreds of THz. This is due to the low dielectric constant of the material they
are occupying, which constrains the exciton and reduces its effective Bohr
radius. As a consequence of this, the exciton tends to be strongly localised
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onto a particular atom or molecule and Fig. 3.1 shows a cartoon example of
this.
|g〉
|ε1〉
|ε2〉
| f 〉
Figure 3.3: The eigenspectrum as-
sociated with the Hamiltonian in
Eq. 3.1, with energies listed in Eq. 3.2.
It is a symmetric system (Ω1 = Ω2).
Wannier-Mott excitons, on the
other hand are found in materi-
als with a high dielectric constant,
which causes an electronic screen-
ing effect. This lowers the Coulomb
interaction between the electron
and hole, typically to around 0.01
eV, causing the Bohr radius to be-
come large. This large Bohr radius
effectively delocalisesWannier-Mott
excitons across the system, and a
cartoon example of this is shown in
Fig. 3.2.
Typically, the type of exciton
that is being dealt with changes ac-
cording to the system parameters
being considered. However, since
explicit consideration of exciton dy-
namics is not necessary in this the-
oretical framework, only the Hamil-
tonian of a finite state-space is con-
sidered. This provides the bene-
fit of avoiding messy - and often
intractable - full molecular orbital
models.
Exciton time dynamics can be
described via the standard Schrödinger
equationmethod [158], with the appropriate basis change. In any given sys-
tem, the exciton basis change is represented by the superposition of differ-
ent excited states, weighted by the site energies. For example, consider a
Hamiltonian given by
H =
ℏω1
2
σz1 +
ℏω2
2
σz2 + J
(
σ+1 σ
−
2 + σ
−
1σ
+
2
)
, (3.1)
3.3. THE BLOCH-REDFIELD MASTER EQUATION
where Ωi is the energy of the ith site, σzi is the Pauli-z operator for the ith
site, J is the coupling strength between the two sites, and σ+i and σ−i are the
raising and lowering operators for the ith site, respectively. If the Hamil-
tonian is diagonalised to move into the exciton basis, the energies of the
different exciton states are given by
| f 〉 〈 f | = Ω1 + Ω2,
|ε2〉 〈ε2| =
√
J2 + Ω21 − 2Ω1Ω2 + Ω22,
|ε1〉 〈ε1| = −
√
J2 + Ω21 − 2Ω1Ω2 + Ω22,
|g〉 〈g| = −Ω1 − Ω2, (3.2)
where | f 〉 is the double exciton state, |ε1〉 and |ε2〉 are the two single-exciton
states and |g〉 is the ground state, i.e. no excitons. Note that the energies of
the excitons are given by the eigenvalues of Eq. 3.1, while the localisation of
these excitons in the site basis is given by the eigenvectors of Eq. 3.1. Looking
at the energy spectrum of the excitons, such as in Fig. 3.3, it can be seen that
the energy landscape is symmetric.
3.3 The Bloch-Redfield master equation
The origins of the Bloch-Redfield master equation formalism date back to
the mid 1900’s, when Bloch, Bloch’s student, and Redfield developed the
ground-work of the notation [9]. Since then, it has been refined and retuned
to amore aesthetically pleasing form, while still retaining the powerful con-
nection it has to the underlying physics of the environment the system is
interacting with [11].
The Bloch-Redfield equation is given by
dρ
dt
= − i
ℏ
[H, ρ] +
2∑
j,k=1
(
−s jVq jkV†ρ+ Vq jkV†ρs j − ρVqˆ jkV†s j + s jρVqˆ jkV†
)
,
〈an| q jk |am〉 = 〈an|V†skV |am〉 1
2
C jk(ωm − ωn),
〈an| qˆ jk |am〉 = 〈an|V†skV |am〉 1
2
Ck j(ωn − ωm), (3.3)
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where ρ is the density matrix of the system, H is the Hamiltonian, s j is the
system operator describing the type of decoherence experienced by site j, V
is the matrix composed of the eigenvectors of H such that H |Vn〉 = ωn |Vn〉,
and C(ωn) is the spectral function of the system evaluated at ωn.
The spectral function, C(ωn), is the link to the physical effects of the sur-
roundings of the system itself. The general form of this is given by the time
correlation of the bath operators of the system, written as
C jk(ω) =
1
ℏ2
∫ ∞
−∞
dτeiωτ
〈
eiHpτ/ℏB je−iHpτ/ℏBk
〉
. (3.4)
Assuming that the environment interacting with each site of the system
can bemodelled as an infinite series of non-interacting harmonic oscillators
(HO’s) , a diagram of which is shown in Fig. 3.4, the bath operators are given
by
B1 =
∑
l
ℏgl(η(b
†
1l + b1l) + ζ(b
†
2l + b2l)), (3.5)
B2 =
∑
l
ℏgl(η(b
†
2l + b2l) + ζ(b
†
1l + b1l)), (3.6)
where gl is the frequency of HOl, η and ζ are coupling strengths between
HO’s and sites such that η2 + ζ2 = 1, and b† and b are the HO raising and
lowering operators respectively. This model has the benefit of being able
to model spatial correlations in the noise environment, through the modi-
fication of the coupling variables η and ζ. These are dimensionless scaling
factors, given by 0 ≤ η ≤ 1 and ζ ≡ √1 − η2. When η = 1, the environment is
reduced to local baths, however when η , 0 and ζ , 0, the environment is in
some degree a shared bath, as the phonon modes are coupled to both sites
(see Fig. 3.4), which leads to a correlation of the noise dependent on the
distance between sites, i.e. spatially correlated noise. The degree of spa-
tial correlation this imposes can be characterised by a correlation length,
defined in this work as ξ, where ξϵR+. This quantifies the degree of spatial
correlation through the use of e−
d jk
ξ = 2ηζ, where d jk is the distance between
sites j and k.
An important feature of this form of the Bloch-Redfield master equa-
tion is that the effective correlation length, ξ, is parametrised as a contin-
uous variable. Since this is the case, not only can the extremes of spatially
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Figure 3.4: A pictorial representation of local phonon baths (a), and a shared
phonon bath (b). In (a), a phononmode b1k is locally coupled to site 1. In (b),
site 1 is coupled to phononmodes b1k and b2k, with relative electron-phonon
coupling strengths quantified by η and ζ, respectively.
un/correlated noise be investigated, but also that of partially spatially cor-
related noise.
The effect of spatial correlation variable can be thought of as a modifi-
cation of the spectral function with respect to the spatial separation. Using
normalised distances such that d jk =
∣∣∣d j − dk∣∣∣ = | j − k|, this can be written as
C(ω) j j = C(ω)kk = C(ω) No spatial separation, (3.7)
C(ω) jk = C(ω)k j = C(ω)e−
d
ξ Spatial separation present. (3.8)
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Exponentially decaying spatial correlations are chosen, as they are al-
ways mappable back to Lindblad form [161]. This provides a convenient way
of validating or invalidating any unusual or unintuitive responses seen.
As previously mentioned, the spectral function used here is where the
link to the physical properties of the environment comes into play. How-
ever, the Fourier transform of the time-correlation function of the bath op-
erators is, in general, extremely messy. It also requires exact knowledge of
the quantum variables of the environment itself, which are often not well
known.
However, the spectral function can be rewritten in terms of the phonon
density of the sample, weighted by the phonon occupation number. There
are experimental techniques which can describe the phonon distribution
of the sample in question, (Raman spectroscopy [18], for example). These
can then be modelled as different distributions, be they ohmic, super-/sub-
ohmic, Gaussian, Lorentzian, etc.
This deconstruction is written as
C(ω) =

2piJ(ω)(n(ω) + 1) ω > 0,
2piJ(|ω|)n(|ω|) ω < 0,
limω→0 2piJ(ω)n(ω) ω = 0,
(3.9)
where J(ω) is some spectral density that is symmetric about ω = 0, and
n(ω) is the phonon occupation number, given by
(
e−
ℏω
kbT − 1
)−1
, where T is the
temperature, and kb is the Boltzmann constant.
Some care must be taken when using this approach, as the Markov ap-
proximation requires that the spectral function be locally smooth and slowly
varying when probed at ωn. If this requirement is not met, then the system
density matrix may become un-physical, for example becoming non-semi-
definite positive. Formore detail on this, J. Jeske’s thesiswork is an excellent
resource [161].
The spectral function, defined as the phonon-weighted spectral density
(Eq. 3.9), in this chapter is defined as a shifted ohmic function. This is a
somewhat artificial choice, constructed for the large difference between the
function at ω = 0 and ω = J. However, this does mimic certain character-
istics of experimentally derived spectral functions. The shifted ohmic func-
tion [162] is defined
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J(ω) =
λ
pi
 γω
γ2 + (ω − Ωs)2
+
γω
γ2 + (ω+ Ωs)
2
 , (3.10)
where λ is the reorganisation energy, given by ℏλ = ℏ
∫ ∞
0
dωJ(ω)ω−1, γ is the
bath relaxation rate, andΩs is the frequency shift. In this chapter, the shift is
taken to be the energy between single-exciton states, that is, Ωs = |ϵ1 − ϵ2|.
3.4 Time-domain results
Fig. 3.5 shows the MD spectra for the Hamiltonian listed in Eq. 3.1, with
values Ω1 = Ω2 = 12500 cm−1 and J = 100 cm−1. There are some clear differ-
ences between the spectra themselves at the three different spatial correla-
tion lengths looked at, ξ = [10−3, 3, 103]. When looking at the traces along
the waiting time, T , for a single point in ω1, ω3, the oscillations that are in-
dicative of coherent energy transfer can be seen. As the correlation length
(ξ) is increased, the oscillations become long-lived, as the systemmoves into
what is known as a decoherence-free subspace, in which the dephasing rate
between states with the same number of excitations goes to zero [20]. This
shows that, in theory, spatially correlated noise from the environment can
induce long-lived oscillations.
So the question ‘Is spatially correlated noise a viable microscopic source
for long-lived oscillatory signals indicative of coherent energy transfer?’ has
been answered. Yes.
In this picture, though, it is difficult to quantify the degree of the oscilla-
tion in the signal, as they are convolvedwith somenon-oscillatory, exponential-
like dynamics. To overcome this problem, a process to remove the non-
oscillatory contributions is needed. Since what is left are pure oscillations,
it is only natural to take the Fourier transform along the waiting time, T , to
generate a so-called “coherence-frequency”, ω2.
In experiments, the signal pulse is convoluted with a reference beam of
known phase, so that the complex phase information of the system can be
extracted. The resulting spectra is a combination of oscillatory-in-T terms,
and exponential-like, non-oscillatory-in-T terms. Generally, the oscillatory
terms are associated with the off-diagonal elements of the density matrix,
and the non-oscillatory terms associated with the diagonal elements. In
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Figure 3.5: MD spectra for spatially un- (a, b), partially (c, d) and fully (e,
f) correlated cases. The traces along T of the point ω1 = 1.26 × 104 cm−1
and ω3 = 1.24 × 104cm−1 show how moving from spatially uncorrelated to
fully spatially correlated noise increases the lifetime of oscillations in the
signal, leading to the “long-lived” scenario. One may note that the units
presented here are in cm−1. This is an experimentally relevant unit, that is
proportional to both frequency and energy.
order to de-convolve the two, a fitting function, such as two-dimensional
decay-associated spectra [51, 163–165], is used.
In thismethod, the single-value decomposition of the raw spectra is used
to generate a “background” map containing only the non-oscillatory terms.
This is then subtracted from the raw data to return a purely oscillatory spec-
tra. This, however, introduces numerical errors and uncertainties, and if this
method were to be used here, it would not be clear whether non-intuitive
features seen, if any, were the result of spectral calculations, or numerical
errors. So a different, purely analytical, method is needed to avoid these
pitfalls.
To continue, the Bloch-Redfield master equation is transformed into the
super-operator form. This moves the equation from Hilbert space to Liou-
ville space, where matrices are represented as vectors. This transformation
is given by AˆXˆBˆ =
(
BˆT ⊗ Aˆ
)
X⃗, where X⃗ is a vector of length n2 made from
the column-ordered rearranging of the n × n matrix Xˆ. Another, somewhat
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archaic, name for this is the “tetradic” form [166]. The super-operator form
of Eq. 3.3 is given by
d
dt
ρ⃗(t) =
−iℏ (1 ⊗ H − HT ⊗ 1)+
2∑
j,k=1
(
−1 ⊗ s jVq jkV†
+s j ⊗ Vq jkV† − sTj V∗qˆ jkVT ⊗ 1+ V∗qˆTjkVT ⊗ s j
)]
ρ⃗(t).
(3.11)
d
dt
ρ⃗(t) = L ρ⃗(t). (3.12)
The super-operatorL can be represented as amatrix with elements that
correspond to the elements in the now-vectorised density matrix.
The super-operator contains all the coherent and incoherent dynamics of
the excitonic system. Knowing this, the super-operator can be broken down
further into its own eigenbasis, to calculate the time-evolution of each of
the states in the appropriate pathway. The response of the spectra itself is
determined by the evolutionary dynamics of the system. The time dynamics
of any given state can be written
d
dt21
 ρg1(t1)
ρg2(t1)
 = X  ρg1(t1)
ρg2(t1)
 , (3.13)
X =
 Lg1,g1Lg1,g2
Lg2,g1Lg2,g2
 (3.14)
and the lineshape of this contribution to the spectra can be determined by
taking the eigen systemof this sub-superoperator, defined as Xxˆ(k) = χ(k) xˆ(k),
such that
X
 x(k)g1x(k)g2
 = χ(k)  x(k)g1x(k)g2
 , (3.15)
where the eigenvector xˆ(k) in Liouville space corresponds to a weighted
sum of coherences, xˆ(k) in Hilbert space. That is,
xˆ(k) = x(k)g1 |g〉 〈ϵ1|+ x(k)g2 |g〉 〈ϵ2| . (3.16)
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In this way, an effective dipole operator can be represented as a super-
position of xˆ(k),
|g〉 〈g| µ− =
2∑
j=1
|g〉〈ϵ j| µg j =
2∑
k=1
α(k) xˆ(k), (3.17)
where µg j is the effective transition dipole strength between the ground state,
and the jth exciton state. α(k) is a coefficient that describes the effective
transition dipole strength between the ground state and the superposition
of coherences given by xˆ(k). These coefficients can be attained by solving the
following equality:
 α(1)
α(2)
 =  x(1)g1 x(2)g1x(1)g2 x(2)g2
  µg1
µg2
 . (3.18)
The time evolution of the effective dipole operator |g〉 〈g| µ− during time
t21 is then described by
U(t21) [|g〉 〈g| µ−] =
2∑
k=1
α(k)e−χ
(k)t21 xˆ(k), (3.19)
and the lineshape seen in the MD spectra will be given by the Fourier trans-
form of this, expressed as
F (U(t21) [|g〉 〈g| µ−]) =
2∑
k=1
α(k)
χ(k) − iω1 xˆ
(k). (3.20)
The real and imaginary parts of the eigenvalue χ(k) are responsible for de-
termining the width and location of the kth peak expected along the ω1 axis
in MD spectra, as can be seen in Eq. 3.20. This line of thinking also implies
that as the off-diagonal components in X become comparable or larger than
the difference between the diagonal components, that is |X12| ⪆ |X22 − X11|,
the eigenstates of X, xˆ(k), become a superposition of the coherences |g〉 〈ϵ1|
and |g〉 〈ϵ2| in the exciton basis.
This method is the basis for an analytical method of removing oscilla-
tions from MD spectra. To do so, one would simply apply this effective-
dipole method to the system states after the second pulse has interacted,
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and discount any contributions satisfying the condition Im
[
χ(k)
]
≈ 0. This
method is now applied to determine the effective dipole operators of the
second and third pulses, in the SE pathway, as somewhat of a demonstra-
tion.
Considering the SE rephasing pathway (Eq. 2.86), after interaction with
the second femtosecond pulse the state of the system could be either a pop-
ulation or coherence in the single-excitation subspace. Using the effective-
dipole method outlined above, this can be expressed as
2∑
i, j=1
ρi j(t2) |ϵi〉 〈ϵ j|, (3.21)
the dynamics of which are governed by a sub-section of the superopera-
tor,L , here denoted as Y,
d
dt32

ρ11
ρ12
ρ21
ρ22
 = Y

ρ11
ρ12
ρ21
ρ22
 (3.22)
Y =

L11,11 L11,12 L11,21 L11,22
L12,11 L12,12 L12,21 L12,22
L21,11 L21,12 L21,21 L21,22
L22,11 L22,12 L22,21 L22,22
 . (3.23)
The dynamics of this single-excitation sub-space can be described in the
same manner as before, by looking at the eigenstates of the super-operator
Y. This is given by
Y

y(l)11
y(l)12
y(l)21
y(l)22
 = υ
(l)

y(l)11
y(l)12
y(l)21
y(l)22
 , (3.24)
expressed in the eigenbasis as
67
68
yˆ(l) =
2∑
i, j=1
y(l)i j |ϵi〉
〈
ϵ j
∣∣∣ . (3.25)
The time evolution of this during thewaiting time, t32, is now represented
as
U(t32)
[
µ+U(t21) [|g〉 〈g| µ−]
]
=
2∑
k=1
α(k)e−χ
(k)t21U(t32)
[
µ+ xˆ(k)
]
(3.26)
=
2∑
k=1
α(k)e−χ
(k)t21
4∑
l=1
β(kl)e−υ
(l)t32 yˆ(l), (3.27)
where µ+ xˆ(k) = ∑4l=1 β(kl)yˆ(l), and β(kl) represents the effective transition
dipole strength between the eigenstates xˆ(k) and yˆ(l). Looking at the rephas-
ing pathwayonly, the third pulse creates coherences of the kind ρ1g(t) |ϵ1〉 〈g|+
ρ2g |ϵ2〉 〈g|, the dynamics of which are described by
d
dt43
 ρ1g(t)
ρ2g(t)
 = X∗  ρ1g(t)
ρ2g(t)
 , (3.28)
X∗ =
 L ∗g1,g1L ∗g1,g2
L ∗g2,g1L
∗
g2,g2
 . (3.29)
The eigenstates of X∗ are given by
(
xˆ(k)
)∗
=
(
x(k)g1
)∗ |ϵ1〉 〈g|+ (x(k)g2 )∗ |ϵ2〉 〈g| , (3.30)
with eigenvalues χ∗, where the star ∗ indicates the complex conjugates of the
variables used in Eq. 3.15. Thus the stimulated emission pathway contribu-
tion to the rephasing spectra can be expressed as
RS E (t21, t32, t43) = Tr
[
µ−U(t43)
[
U(t32)
[
µ+U(t21) [|g〉 〈g| µ−]
]
µ+
]]
, (3.31)
=
2∑
k,m=1
4∑
l=1
α(k)eχ
(k)t21β(kl)eυ
(l)t32γ(lm)eχ
∗(m)t43Tr
[
µ− xˆ∗(m)
]
.
(3.32)
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The summations over k, l, andm lead to sixteen different excitation path-
ways. However, since only those with oscillations during t32 are of interest,
only two of the four pathways associated with the l summation are consid-
ered. Thus the stimulated emission contribution to the rephasing spectra in
the (ω1, ω3) domain can be expressed as
RS E(ω1, t32, ω3) =
2∑
k,l,m=1
A(klm)(ω1, ω3)eυ
(l)t32 , (3.33)
where the two-dimensional amplitude A(klm)(ω1, t32, ω3) describes a peak cen-
tred at (ω1, ω3) =
(
Im
[
χ(k)
]
,−Im
[
χ∗(k)
])
, weighted by the effective transition
dipole strength given by
A(lkm)(ω1, ω3) =
α(k)β(kl)γ(lm)Tr
[
µ− xˆ∗(m)
]
(χ(k) − iω1) (χ∗(m) + iω3) , (3.34)
where the linewidth along the ω1- and ω3-axes is determined by the real
part of the eigenvalues χ(k) and χ∗(m).
To investigate the effects of correlated noise on the toy system defined
in Eq. 3.1, the Bloch-Redfield equation, defined in Eq. 3.3, is used. Using
this master equation, the degree of spatial correlation can be quantified as
a continuous variable, defined as ξ. For the purposes of this work, three dif-
ferent cases are investigated - the fully correlated case where ξ ≫ d, the
partially correlated case where ξ ≈ d, and the fully uncorrelated case where
ξ ≪ d. An example of such correlations is shown in Fig. 3.5, where the move
from uncorrelated to fully correlated is reflected in both the spectra and the
waiting-time traces.
3.5 Frequency-domain results
To investigate the oscillatory behaviour at the different limits for spatial
correlation, it is convenient to remove non-oscillatory behaviour. This is
achieved by using the modified equation, Eq. 3.33, where the contributions
fromnon-oscillatory dynamics has been identified by themagnitude of their
imaginary component, and discarded such that their contribution to the sum
is zero.
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Another step for ease-of-interpretation is to visualize the oscillations
present in theMDspectra as a distributionof frequencies. This can be achieved
by taking the Fourier transform over the waiting time, T , just like was done
for the other two time variables. Doing this gives
RS E(ω1, ω2, ω3) =
2∑
k,l,m=1
α(k)β(kl)γ(lm)Tr
[
µ− xˆ∗(m)
]
(χ(k) − iω1) (ν(l) + iω2) (χ∗(m) + iω3) , (3.35)
where the oscillations along T will now be a peak in ω2. This will generate
what is known as a ‘beating map’, a three-dimensional spectrum in which
the peaks contain pure oscillatory information.
Fig. 3.6 is the beating maps for the three different correlation values be-
ing considered. Fig. 3.6(a) and (b) there are oscillations centred at the lower
diagonal peak, R11, which are not expected when considering the pathways
described by the double-sided Feynmandiagramsused to create the response
functions in Eq. 2.91. By analysing the associated pathways with these same
diagrams, it can be seen that, in the frequency domain, only two peaks are
expected; the off-diagonal peaks R21 and R12, as diagonal peaks are opti-
cally forbidden transitions. However, there are clearly peaks corresponding
to oscillations centred at R11, a diagonal peak.
Additionally, Fig. 3.6 shows the beating map MD spectra for the Hamil-
tonian in Eq. 3.1. In Fig. 3.6 (a) and (b), it is notable that the linewidth of the
R21 is asymmetric, with a larger broadening along the ω1 axis. This effect is
generated by the excitons in the system having two different energy levels
- one higher than the other. In this situation, the higher energy exciton ex-
periences a larger decay probability than the lower energy exciton, leading
to this asymmetric lineshape as per Eqs. 2.96 and 2.101.
The possibility exists that this peak ismerely an overlap of the tails of the
off-diagonal peaks R21 and R12. However, Fig. 3.7 shows that this is not the
case. The peaks in these spectra are symmetrical, when considering a sin-
gle axis. Since this is the case, the amplitude of the peak is calculated where
overlap is not possible for both off-diagonal peaks, then summed. This value
is then compared to the amplitude of the peak at R11. As is shown, the peak
amplitude is greater than the sum of the tails from peaks R21 and R12, in-
dicating that this peak is induced from underlying physics that has not yet
been considered.
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Figure 3.6: The beating map of the complex-valued rephasing spectra that
visualises the oscillatory signals of MD spectra as peaks in ω2. In (a), the
signal is displayed with a negative frequency of ℏω2 = −ℏ |ϵ2 − ϵ1| = 200cm−1.
Here, the values of S(ω1, ω2, ω3) are normalised to 1 such that 0 ≤ S ≤ 1,
however to enhance the visibility of small values, S0.1 is displayed. In (b),
ℏω2 = 200cm−1. In both (a) and (b), there are oscillations centred at the
lower left diagonal peak, R11. In (c), the normalised amplitudes of all four
peaks, S, is shown as a function of the beating frequency, ω2.
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Figure 3.7: The cross sections of the rephasing beating map shown in
Fig. 3.6. In (a), S is displayed instead of S0.1. This figure demonstrates that
the oscillations in the diagonal peak R11 do not originate from the overlap
of the broadening of the off-diagonal peaks R12 and R21. In (b) S is shown
as a function of ω1 for ω3 = ϵ1 = 1.24 × 104cm −1, while in (c) S is displayed
as a function of ω3 for ω1 = ϵ1 = 1.24 × 104cm −1. The sum of the values of S
at the points A and B is ≈ 0.047, which is more than two times smaller than
the value of R11 ≈ 0.115.
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3.6 MDCS: beyond the secular approximation
As it turns out, typical double-sided Feynman diagrams are valid under a
certain approximation which decouples of the evolution of populations and
coherences, known as the Secular approximation. Typically, this is an ex-
cellent approximation to make, as non-secular terms are very small, and do
not usually interfere with population dynamics [7, 167–171]. However, in
MDCS these very small terms can lead to non-intuitive excitation pathways
which allows for transitions that are typically forbidden.
In super-operator form, the terms ρ j of the vector ρ⃗ can be either a popu-
lation or a coherence. In this case, the so-called full secular approximation
can be stated as [13]
If ρ j or ρk is a coherence, then setL jk = Lk j = 0. (3.36)
These kinds non-secular terms that get set to zero can be seen most
prominently in Eq.3.23, reproduced here in figure 3.8, and takes the form
of off-diagonal terms that couple excitonic populations and coherences.
No secular approximation Full Secular approximation taken
L11,11 L11,12 L11,21 L11,22
L12,11 L12,12 L12,21 L12,22
L21,11 L21,12 L21,21 L21,22
L22,11 L22,12 L22,21 L22,22


L11,11 0 0 L11,22
0 L12,12 0 0
0 0 L21,21 0
L22,11 0 0 L22,22

Figure 3.8: Two matrices depicting the action of taking the secular approx-
imation according to equation 3.36.
This approach to the secular approximation can lead to errors in the time
evolutionof the system if the intra-coherence coupling and/or the coherence-
population coupling is of order the difference between the two terms being
considered [13]. Mathematically, this can be stated as
If
∣∣∣L j j∣∣∣ − |Lkk| ≫ ∣∣∣L jk∣∣∣ , ∣∣∣Lk j∣∣∣ , then setL jk = Lk j = 0. (3.37)
Thismethod, known as the “partial” secular approximation, removes the
small terms that do not overly influence the time evolution of the system.
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In either case, however, these approaches are not valid, due to the extreme
sensitivity of MDCS to small perturbations in the evolution of a given sys-
tem.
Indeed, when using the effective dipole operator model in Eq. 3.34, the
effect of the non-secular terms is to induce a small, but non-zero, excitation
across all possible states, with a dominant amplitude in the expected state.
It is these small amplitudes that allow the typically-forbidden transitions to
occur, and also explain the difference in peak strengths.
However, these non-secular features are suppressed in the presence of
spatially correlated noise, as seen in Fig. 3.6 (g) - (i). In this case, the off-
diagonal terms in Eq. 3.14 and 3.29, L12, L ∗12, L21 and L ∗21 go to 0. This
implies that the eigenstates of the super-operators X and X∗ are given by
independent coherences i.e. xˆ1 = |g〉 〈ϵ1| and xˆ2 = |g〉 〈ϵ2| and their complex
conjugates.
When the coherences xˆ(k=1,2) ≈ |g〉 〈ϵk|, the eigenstates of Y, yˆ(l=1,2) can
induce oscillations centred at the rephasing peak, R11. It does this when
the double-sided Feynman pathway of |g〉 〈g| → xˆ(1) → yˆ(1) → xˆ∗(1) → |g〉 〈g|
has a non-zero transition amplitude.
Similarly, in the spatially correlated limitwhere ξ → 0, the super-operator
matrix Y is expressed as
Y =

L11,11 0 0 L11,22
0 L12,12 L12,21 0
0 L21,12 L21,21 0
L22,11 0 0 L22,22
 , (3.38)
where the terms that linked the dynamics of the populations and coher-
ences together are now 0. In this situation, when the Secular approximation
is not invoked, the eigenstates of yˆ(l) become a mixture of different inter-
excitonic coherences, |ϵ1〉 〈ϵ2| and |ϵ2〉 〈ϵ1|, and excitonic populations, |ϵ2〉 〈ϵ2|
and |ϵ1〉 〈ϵ1|. Since the effective transition dipoles are amixture of both popu-
lations and coherences, this “unlocks”, so to speak, the previously optically
forbidden excitation pathways, leading to oscillations at every peak loca-
tion.
This means that a modified set of double-sided Feynman diagrams is
needed when considering MDCS, to explicitly take into account these non-
secular terms. This number of double-sided Feynmandiagramsneeded scales
3.6. MDCS: BEYOND THE SECULAR APPROXIMATION
Figure 3.9: The double-sided Feynman diagrams of the stimulated emission
contributions to the oscillatory signals in the rephasing spectra shown in
Figs. 3.6. In (a) and (b), the double-sided Feynman diagrams responsible for
peaks R21 and R12 respectively, are displayed. (c) and (d), however, are the
double-sided Feynman diagrams responsible for for the R11 peak for both
±ω2. Here, a small amplitude δ satisfying 0 < δ < 1 is employed to approxi-
mately represent the eigenstates yˆ1 and yˆ2.
to the size of the system, such that this could easily become overwhelming.
However, in such cases, explicit treatment of the non-secular contributions
may not be needed, but rather that these terms merely need to be remem-
bered as possible causes of these kinds of features.
The results here imply that determining the difference between a system
coupled to a correlated bath vs an uncorrelated one could be as simple as
looking for the presence of these non-intuitive peaks. Especially in the case
of long-lived oscillations in the off-diagonal peaks, if these are accompanied
by non-intuitive peaks in the spectra, then a spatially correlated bath would
not be the sole contributor to the long life time.
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3.7 Chapter summary
For a number of years, there has been contention as to themicroscopic origin
of certain long-lived oscillations seen in the diagonal peaks of MD spectra
for photosynthetic complexes. This work shows that short lived oscillations
in diagonal peaks are possible for spatially uncorrelated noise, due to non-
secular terms inducemixing between excitonic populations and coherences,
for a purely electronic system. The analytical tools developed in this chapter
provide the groundwork for this kind of analysis.
Spatially correlated noise, however, shows the opposite. It returns the
“classic” expected oscillatory signals, centred at the off-diagonal peaks. This
is due to the spatially correlated noise suppressing non-secular contribu-
tions bymoving the system into a decoherence-free subspace. Another con-
sequence of being in this subspace is that the oscillations are long-lived -
indeed, in the presence of perfectly correlated noise, the off-diagonal oscil-
lations persist indefinitely.
In this way, the work here has provided a way to estimate, from analysis
of the 2D spectra itself, the degree of spatial correlation present in the effect
of the reservoir on the system. Additionally, it provides a clear link between
spatially correlated noise and the validity of the secular approximation in
different correlation limits, and the tools to analyse this.
Probing Nitrogen-Vacancy centres
In this chapter, the nitrogen-vacancy centre is introduced, then anal-
ysed using multi-dimensional spectroscopic techniques. It is shown
that the magnetic field and strain splitting can be identified inde-
pendently both in the absence and presence of magnetic and strain
field contributions. The temperature dependence of the NV centre
was investigated with regards toMDCS, and the spectral output cor-
responding to orbital averaging is observed. Simulations are also
conducted for mono- and poly-crystalline host structures; the same
trend of independent identification is shown.
4.1 Background
The nitrogen-vacancy defect in diamond is a point defect in the tetrahedral
carbon lattice of diamond. It consists of a substitutional nitrogen, paired
with a lattice vacancy, oriented along the [111] crystalline direction [172].
An example cartoon of the defect is shown in Fig. 4.1, and shows one of the
four possible defect placements with regard to the crystal structure. There
are different methods of creating these defects, including chemical vapour
deposition [173], irradiation and annealing [174], and a process known as
nano-ablation [175].
Since measurement of a single NV− centre was achieved in 1997 [176],
interest has soared. Myriad uses have been postulated for these single NV−
centres, including applications in quantum informationprocesses [177], signal-
amplification in biological imaging [178], magnetometry [94, 179–181] and
more [182–184]. The NV− centre has even been used to address different
questions in quantum theory [185–187], including Bell State violation [188].
There are several distinct features of the NV− centre that make it of in-
terest in the optical regime. Amongst them, the zero phonon line. The ZPL
is the spectra line in the density of states that corresponds to photon emis-
sion without an associated emission/absorption of phonons. The ZPL of the
two separate NV− centre charge states (NV0 and NV−) are in the optical fre-
quency regime, making NV centres of particular interest as they can then be
addressed by lasers. These ZPL’s are so well defined and distinct from the
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vibronically broadened sidebands, that it is a clear indication that optical
transitions occur between discrete energy levels [90].
Figure 4.1: A cartoon depicting the tetrahedral carbon lattice of diamond,
with a nitrogen-vacancy defect. Specifically, it shows a substitutional nitro-
gen (blue sphere) and the possible locations for the associated vacancy (grey
spheres). Note that because of the tetrahedral arrangement of the carbons
(red spheres), the NV− centre has four-fold degeneracy along the so-called
magic angle, discussed in a later section.
4.2. ELECTRONIC GROUND STATE
4.2 Electronic ground state
Figure 4.2: The eigenspectrum of the
Hamiltonian and potential (Eqs. 4.1 +
4.2), as a function of Bz (Zeeman split-
ting) and δx (strain splitting). It can be
seen that the system is very sensitive
to magnetic field, showing an ≈ 55
Ghz splitting at 50 mT applied field,
while the same system shows just an
≈ 0.3 GHz splitting at 20 GHz applied
strain. The hyperfine splitting is not
visible here.
The accepted [90] electronic struc-
ture of the NV− centre is comprised
of the electron and nuclear spins,
and the spin-spin interaction be-
tween these. In NV− centres, the
S = 1 electron spin interacts with
the nuclear spin of the Nitrogen nu-
cleus, which can vary in spin num-
ber depending on the isotope of the
Nitrogen in the defect. The NV0
centre has one less electron, is spin
1/2, and is not considered in this
thesis. In addition, 15N has a nu-
clear spin of I = 1
2
, and 14N has a
nuclear spin of I = 1. In this work,
the 14N isotope is assumed, as it has
a higher relative fraction than that
of 15N.
The ground state fine and hyper-
fine structures for NV−, for both nu-
clear isotopes [189] is given by the
ground state Hamiltonian Hˆgs, with the magnetic and strain responses be-
ing described via the addition of the potential field Vˆgs given by
Hˆgs =Dgs
[
σˆg ⊗ Sˆ 2z ⊗ 1 − S (S + 1) /3 (1 ⊗ 1 ⊗ 1)
]
+ A‖gs
(
σˆg ⊗ Sˆ z ⊗ 1
) (
σˆg ⊗ 1 ⊗ Iˆz
)
+ A⊥gs
[(
σˆg ⊗ Sˆ x ⊗ 1
) (
σˆg ⊗ 1 ⊗ Iˆx
)
+
(
σˆg ⊗ Sˆ y ⊗ 1
) (
σˆg ⊗ 1 ⊗ Iˆy
)]
+ Pgs
[
σˆg ⊗ 1 ⊗ Iˆ2z − I (I + 1) /3 (1 ⊗ 1 ⊗ 1)
]
, (4.1)
Vˆgs =µBg‖gs
(
σˆg ⊗ Sˆ z ⊗ 1
)
Bz + µBg⊥gs
[(
σˆg ⊗ Sˆ x ⊗ 1
)
Bx +
(
σˆg ⊗ Sˆ y ⊗ 1
)
By
]
+ µNgN I⃗ · B⃗+ d‖gs (Ez + δz)
[(
σˆg ⊗ Sˆ 2z ⊗ 1
)
− S (S + 1) /3 (1 ⊗ 1 ⊗ 1)
]
+ d⊥gs (Ex + δx)
[(
σˆg ⊗ Sˆ 2y ⊗ 1
)
−
(
σˆg ⊗ Sˆ 2x ⊗ 1
)]
+ g⊥gs (Ey + δy)
[(
σˆg ⊗ Sˆ x ⊗ 1
) (
σˆg ⊗ Sˆ y ⊗ 1
)
+
(
σˆg ⊗ Sˆ y ⊗ 1
) (
σˆg ⊗ Sˆ x ⊗ 1
)]
,
(4.2)
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where Sˆ and Iˆ are the spin operators acting on the electronic and nuclear
states respectively, and σˆg is the orbital “ground state” (this is introduced
in the next section). Here, Dgs ≈ 2.88 GHz is the fine structure splitting (also
known as the zero-field splitting in the literature), Pgs ≈ −5.04 MHz is the
quadrupole parameter, A‖gs = 2.3 MHz and A⊥gs = 2.1 MHz are the axial and
non-axial magnetic hyperfine parameters, µB is the Bohr magneton, µN is
the nuclear magneton, d‖gs = 0.35 Hz cm/V and d⊥gs = 17 Hz cm/V are the
components of the electric ground state dipole moment, g‖gs = 2 and g⊥gs = 2
are the electronic ground state g-factors, and gN is the nuclear g-factor of
the appropriate isotope. Additionally, there are three fields being consid-
ered that act to modify the potential energy of the system, B⃗ the magnetic
field vector, E⃗ the electric field vector, and δ⃗ the strain field vector. I⃗ is the
nuclear dipole orientation.
This ground state changes rapidly as a function of magnetic field, yet a far
less rapid change is seen when subjected to an electric field or strain. An
example of this can be seen in Fig. 4.2, as a function of Bz and δx. The hy-
perfine splitting come from the spin-spin interactions between the nuclear
and electronic spins. In Eq. 4.1, the terms A‖gs
(
σˆg ⊗ Sˆ z ⊗ 1
) (
σˆg ⊗ 1 ⊗ Iˆz
)
+
A⊥gs
[(
σˆg ⊗ Sˆ x ⊗ 1
) (
σˆg ⊗ 1 ⊗ Iˆx
)
+
(
σˆg ⊗ Sˆ y ⊗ 1
) (
σˆg ⊗ 1 ⊗ Iˆy
)]
represent thehyper-
fine splitting.
4.3 Electronic excited state
Figure 4.3: The eigenspec-
trum of the total Hamiltonian(
Hˆgs + Vˆgs + HˆLTes + Vˆ
LT
es
)
as a function
of magnetic field (Zeeman split-
ting) and the strain field δx (strain
splitting).
The electronic excited state of the
NV− centre is where much of the ex-
citing properties of the NV− centre
occur. It is constructed by consider-
ing both the orbital and spin degrees
of freedom in the system. There
are two orbital degrees of freedom
in the excited state, i.e. it is a spin
1/2 subsystem. However one can
expand the total system into spin 1
space by the inclusion of a “orbital
ground state”. These matrices are
essentially the Pauli matrices acting
4.3. ELECTRONIC EXCITED STATE
on the excited states, and can be ex-
pressed in this expanded space by
σˆx =
 0 1 01 0 0
0 0 0
 , σˆy =
 0 −i 0i 0 0
0 0 0
 , σˆz =
 1 0 00 −1 0
0 0 0
 , σˆg =
 0 0 00 0 0
0 0 1
 , σˆ1 =
 1 0 00 1 0
0 0 0
 .
(4.3)
Table 4.1: The variables and values used in the total Hamiltonian for the
NV− centre.
With these expanded ‘Pauli’ matrices (and please note, these are not
Pauli matrices themselves when in the spin-1 state space, but are when con-
sidering the spin-1/2 subsystem), the excited state Hamiltonian for the low-
temperature (LT) regime can be written as [90]
HˆLTes =D
‖
es
[
σˆ1 ⊗ Sˆ 2z ⊗ 1 − S (S + 1) /3 (1 ⊗ 1 ⊗ 1)
]
− λ‖es (σˆy ⊗ 1 ⊗ 1)
(
σˆ1 ⊗ Sˆ z ⊗ 1
)
+ D⊥es
{
(σˆz ⊗ 1 ⊗ 1)
[(
σˆ1 ⊗ Sˆ 2y ⊗ 1
)
−
(
σˆ1 ⊗ Sˆ 2x ⊗ 1
)]
− (σˆx ⊗ 1 ⊗ 1)
[(
σˆ1 ⊗ Sˆ y ⊗ 1
) (
σˆ1 ⊗ Sˆ x ⊗ 1
)
+
(
σˆ1 ⊗ Sˆ x ⊗ 1
) (
σˆ1 ⊗ Sˆ y ⊗ 1
)]}
+ λ⊥es
{
(σˆz ⊗ 1 ⊗ 1)
[(
σˆ1 ⊗ Sˆ x ⊗ 1
) (
σˆ1 ⊗ Sˆ z ⊗ 1
)
+
(
σˆ1 ⊗ Sˆ z ⊗ 1
) (
σˆ1 ⊗ Sˆ x ⊗ 1
)]
− (σˆx ⊗ 1 ⊗ 1)
((
σˆ1 ⊗ Sˆ y ⊗ 1
) (
σˆ1 ⊗ Sˆ z ⊗ 1
)
+
(
σˆ1 ⊗ Sˆ z ⊗ 1
) (
σˆ1 ⊗ Sˆ y ⊗ 1
))}
+ ωopt (σˆ1 ⊗ 1 ⊗ 1) . (4.4)
The excited state potential that gives rise to the magnetic and electric
field responses can be written as
VˆLTes =d
‖
es (Ez + δz) (σˆ1 ⊗ 1 ⊗ 1) + d⊥es (Ex + δx) (σˆz ⊗ 1 ⊗ 1)
− d⊥es (Ey + δy) (σˆx ⊗ 1 ⊗ 1) + µB
[
l‖es (σˆy ⊗ 1 ⊗ 1) + g‖es
(
σˆ1 ⊗ Sˆ z ⊗ 1
)]
Bz
+ µbg⊥es
[(
σˆ1 ⊗ Sˆ x ⊗ 1
)
Bx +
(
σˆ1 ⊗ Sˆ y ⊗ 1
)
By
]
(4.5)
where D‖es = 1.42 GHz, λ‖es = 5.3 GHz, D⊥es = 1.55/2 GHz, λ⊥es = 0.2/
√
2, d‖es =
d⊥es = 1, l‖es = 0.1, g‖es = 2.01, and g⊥es = 2.01. All the values for the variables
used for the NV− centre are summarised in table 4.2.
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Ground state Excited state
Dgs 2.88 GHz D‖es 1.42 GHz
Pgs −5.04MHz λ‖es 5.3 GHz
A‖gs 2.3MHz D⊥es 1.55/2 GHz
A⊥gs 2.1MHz λ⊥es 0.2/
√
2 GHz
d‖gs 0.35 Hz.cm/V d‖es 1
d⊥gs 17 Hz.cm/V d⊥es 1
g‖gs 2 g
‖
es 2.01
g⊥gs 2 g
⊥
es 2.01
l‖es 0.1
Table 4.2: Values used for constants in the Hamiltonian, from [90].
The detection of the magnetic field modified NV− states is enabled by
the different fluorescence of the ms = 0 and ±1 spin states. This is due to
the existence of a number of competing non-radiative decay pathways that
show no fluorescence, known as dark states [190–192]. This competition
between radiative and non-radiative decay pathways causes some states to
appear dimmer than others. Currently, it is thought that non-radiative de-
cay is slowest for thems = 0 spin states, that is thems = 0 spin states should
appear brightest.
In the literature, the states are labelled according to Group theory [193].
These can be non-intuitive, and so the zero-field eigenspectrum [193], with
appropriate labelling, is shown in Fig. 4.4.
4.4. DECAY CHANNELS
Figure 4.4: The zero-field electronic structure of the NV− centre, with group
set theory labels. The optical transition,ωopt ≈ 1.945 eV is an extremely large
difference of the order THz, three orders of magnitude larger than any other
splitting.
4.4 Decay channels
There are several decay channels that are theorised to operate within the
NV− centre. These channels, when properly accounted for, give rise to the
decoherence and relaxation processes expected of a quantum system. The
master equation chosen to describe the time dynamics of the NV− centre is
the Lindblad equation, the details of which can be found in chapter 2.
The kind of noise being considered is not magnetic spin noise, but rather a
phononic interaction with the orbital states of the system, allowing for the
use of the Lindblad formalism. The Lindblad operators corresponding to the
orbital dephasing of the system are given by
L‖σ = Γdeph (σˆz ⊗ 1 ⊗ 1) , (4.6)
L⊥σ = Γdeph (σˆx ⊗ 1 ⊗ 1) , (4.7)
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where Eq. 4.6 dictates the typical energy perturbation dephasing channel,
and Eq. 4.7 is a form of dephasing that occurs from mixing the two excited
state orbital degrees of freedom. The rate Γdeph is a temperature-dependent
rate, the specifics of which are discussed later in section 4.7.
There are also orbital emission channels, given by
Lem1 = Γem


0 0 0
0 0 0
0 1 0
 ⊗ 1 ⊗ 1
 , (4.8)
Lem2 = Γem


0 0 0
0 0 0
1 0 0
 ⊗ 1 ⊗ 1
 , (4.9)
responsible for emission from the upper excited, and lower excited or-
bital states respectively, and where Γem = 113 GHz. These four channels rep-
resent the spin-conserving transitions in the NV− centre, i.e. they maintain
the spin m = −1, 0, 1 of the state they act upon. There are also a number of
decay pathways via singlet state dynamics, the Lindblad forms of which are
LA1 = ΓA


0 0 0
0 0 0
0 1 0
 ⊗

0 0 0
1 0 0
0 0 0
 ⊗ 1
 , (4.10)
LA2 = ΓA


0 0 0
0 0 0
0 1 0
 ⊗

0 0 0
0 0 1
0 0 0
 ⊗ 1
 , (4.11)
LA3 = ΓA


0 0 0
0 0 0
0 1 0
 ⊗

0 0 0
0 1 0
0 0 0
 ⊗ 1
 , (4.12)
LA4 = ΓA


0 0 0
0 0 0
1 0 0
 ⊗

0 0 0
1 0 0
0 0 0
 ⊗ 1
 , (4.13)
LA5 = ΓA


0 0 0
0 0 0
1 0 0
 ⊗

0 0 0
0 0 1
0 0 0
 ⊗ 1
 , (4.14)
LA6 = ΓA


0 0 0
0 0 0
1 0 0
 ⊗

0 0 0
0 1 0
0 0 0
 ⊗ 1
 , (4.15)
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Figure 4.5: The decay pathways of the NV− that are represented in this work.
The main spin-conserving orbital pathways are labelled according to their
decay rates, whilst the singlet state pathways are labelled according to the
singlet state in which they occur.
labelled according to the singlet states A1 through A6, with associated
decay rates taken from the literature [194]. These are thought to be pro-
cesses that are mediated by phonon interactions [90]. These singlet states,
barring A3 and A6 are non spin-conserving. Fig. 4.5 shows the decay path-
ways, with the orbital pathways being labelled with the associated decay
rate, and the singlet states are labelled as such.
The singlet state decay pathways are non-radiative decays that occur be-
tween the different orbital ms spin sub-levels. It is currently thought that
the non-radiative decay from the 3A2 : A1 spin state is slower than the other
spin states. The effect of this is a net polarisation on the ms = 0 spin level
[190, 195–197], and this is represented in our model by the chosen Lind-
blad operators. In practice, there would be ‘leakage’ into thems = ±1 states,
which would be an interesting feature to investigate, given the sensitivity of
MDCS to small changes. Unfortunately, it is beyond the scope of this work,
and so complete spin polarisation is assumed.
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4.5 MDCS at zero applied field
Multi-dimensional coherence spectroscopy (MDCS) will now be considered,
as applied to the NV− centre. Due to the nature of MDCS coupling to the
optical dipole elements, the hyperfine splitting is irrelevant to these MDCS
calculations. Any small decoherence strength will broaden the peaks seen
in MD spectra such that any hyperfine contributions will be obfuscated by
the broadening experienced by local resonant peaks. Throughout this and
the following sections (unless otherwise stated), an orbital dephasing rate
of ≈ 337 MHz is assumed, to more clearly visualise the peaks. As will be
discussed in Section 4.7, this corresponds to a temperature of 20 K.
Figure 4.6: Rephasing MDCS of the NV− centre at zero applied field with an
orbital dephasing rate of ≈ 337 MHz. The various peaks in this figure cor-
respond to various transitions between the ground state and various levels
within the excited state manifold.
Fig. 4.6 shows the rephasingMD spectra of the NV− centre, with no fields
applied. Note that this is assumed to be a perfect crystal, so there is no in-
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trinsic strain. At first glance, this may seem unreasonable. With such a rich
electronic structure (Fig. 4.4), one might expect to see a far more complex
spectroscopic output. However, at zero-field the NV− centre has a large
number of degenerate energy transitions. It is this that gives rise to the
large central peak that figures most prominently in the spectra. Of course,
this also complicates the analysis, as the off-diagonal peaks that are a direct
probe of energy transfer could represent a coupling between a large number
of different excited states in the system.
4.6 MDCS with an applied field
The NV− centre has a fine excited state structure at low temperature that
can be influenced by external fields [90]. This should be reflected in the MD
spectral output, and since the eigenspectra of the NV− centre, as a function
of magnetic field and strain, differ significantly (Fig. 4.2), the MD spectral
output should be able to distinguish between the two different kinds of ap-
plied fields.
Indeed, this is the case, as seen in Fig. 4.7. Fig. 4.7 a.) shows the expected
spectral output at zero field, and contains a large number of degeneracies
about ω1 = ω3 ≈ 1GHz. This is the aforementioned large central peak that
is representative of many degenerate energy states, so any associated off-
diagonal peakwould be indicative of transfer between a large number of pos-
sible states. However, there is the slightly shifted central peak, which has a
cross-peak much stronger than that associated with the larger central peak.
This indicates energy transitions between a different set of states than the
central peak, though they are similar in energy. In this case, the larger peak
is indicative of population in the [3Ey : Ey]− [3A2 : A1] and [3Ey : Ex]− [3A2 : A1]
states, while the smaller peak is associated with the [3Ex : A1]− [3A2 : E2] and
[3Ex : A1] − [3A2 : E1] states.
Fig. 4.7 b.) and e.) show the expected output for 1 GHz of strain, and 1
GHz/µB T of magnetic field. There is a recognisable difference between the
two, with the degeneracies completely lifted in the case of magnetic field,
yet still existing in the strain-split spectra. This shows that the MD spectra
with applied magnetic and strain fields differ.
This change is highlighted further upon consideration of Fig. 4.8, where
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Figure 4.7: Several representative spectra, depicting the progression of
splitting as a magnetic field (Bz) or a strain field (δx) is applied. a.) shows
the spectra for no applied external field, and it contains a multi-level de-
generacy in the centre of the spectra. b.), c.) and d.) show the progression
of splitting as magnetic field strength is increased. The values of the field
strength were chosen to effectively demonstrate the visual change. In par-
ticular, 2.374 GHz was picked to demonstrate the degenerate energy level
that comes from the excited state eigen-crossing (Fig. 4.3). e.), f.) and g.)
show the progression of splitting as the strain field is increased. The values
of field strength here were chosen to be consistent with those of the mag-
netic field strength. These two applied fields show fundamentally different
spectral patterns. The temperature here is set to 20 K.
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Figure 4.8: The linear trace splittings along the diagonal (bottom) and off-
diagonal (top) for both an applied strain field (right) and magnetic field
(left). An increased value for dephasing was used here (Γσdep ≈ 1.89 GHz)
to enhance visibility of off-diagonal peaks that are not along the main off-
diagonal (see Fig. 4.7g.) for an extreme example of this).
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Figure 4.9: The evolution of the six off-diagonal peaks as a function of the
waiting time, t32. The spectra itself is of the NV− centre at a magnetic field
splitting of 5 GHz= 5µB ≈ 357mT. The traces are colour-coded according to
their frequency of oscillation.
there are distinct differences between the traces as the field strength in-
creases. The main difference is that the magnetic field application sees an
increase in peak-to-peak separation both within and without the “clusters”
at either end of ωdiag, whereas when the strain field is increased in strength,
the peak-to-peak distance within clusters decreases, while cluster separa-
tion increases along ωoffdiag.
So not only is the application of the strain field identifiable from that of the
magnetic field, the addition of fields lift the degeneracies seen in the MD
spectra. However, careful and considered analysis is required to determine
the energy transitions being probed, as these can change with the strength
and orientation of the applied field.
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For example, consider Fig. 4.7 b.) and d.), with magnetic field splitting
of 1GHz and 5GHz respectively. At these field strengths, the fourth highest
energy diagonal peak in the spectra correspond to the 3Ey [A2 − Ex] transition
at 1/µBT, yet represents the 3Ey [Ey − Ex] transition at 5GHz. So although
these look to be the same peaks, as one changes magnetic field strength,
one needs to keep the complicated eigenspectrum in the forefront of their
mind.
Having identified the transitions the peaks correspond to, one could con-
sider the time evolution of off-diagonal peaks as a function of the waiting
time, t32. The virtue of oscillations in the off-diagonal peaks is that they are
indicative of coherent transitions between different excited states. The rate
of transfer between these excited states can be extracted by finding the fre-
quency of oscillation [38, 39, 123], as shown in Fig. 4.9. By doing this, the
effective coupling between excitation levels within the NV− centre can be
determined. Note that here only the absolute rephasing spectra are given,
necessitating the loss of phase information. However, this phase informa-
tion can be captured by looking at the entire complex-valued spectra, and
extracted. From this complete phase information, one can calculate the full
photon-echo dynamics of the system.
4.7 Temperature dependence
The temperature dependence of MDCS on an NV− centre will now be stud-
ied. The NV− centre is a temperature-dependant system, with two major
temperature regimes - the low-temperature (10 K) regime, and the room-
temperature (RT) (300 K) regime.
These two regimes are described by the LT and RT Hamiltonians. The
LT Hamiltonian has already been provided (Eqs. 4.1, 4.2, 4.4, 4.5). The RT
Hamiltonian 3E fine and hyperfine structure description is equivalent to the
3A2 description used to describe the LT Hamiltonian structure, Eq. 4.1.
HˆRTes =D
‖
es
[(
Sˆ 2z ⊗ 1
)
− S (S + 1) /3 (1 ⊗ 1)
]
+ A‖es
(
Sˆ z ⊗ 1
)
Iˆz
+ A⊥es
[(
Sˆ x ⊗ 1
) (
1 ⊗ Iˆx
)
+
(
Sˆ y ⊗ 1
) (
1 ⊗ Iˆy
)]
+ Pes
[(
1 ⊗ Iˆ2z
)
− I (I + 1) /3 (1 ⊗ 1)
]
, (4.16)
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where there is no longer any orbital contributions. The influence of static
magnetic, electric and strain fields has been found to be well described by
the addition of the following potential,
VˆRTes = d
‖
es (Ez + δz) + g
RT
es S⃗ · B⃗+ ξ
[(
Sˆ 2y ⊗ 1
)
−
(
Sˆ 2x ⊗ 1
)]
. (4.17)
The major contributor to the temperature dependence of the NV− centre
is the dephasing of the orbital degrees of freedom, due to electron-phonon
interactions within the diamond host crystal. This dephasing can be written
as a temperature dependant term [198], given as
Γes = y0 + c2rT 5, (4.18)
0 20 50 100
T(K)
10-1
0.3373
100
101
102
103
e
s 
(G
Hz
)
Figure 4.10: The temperature depen-
dant dephasing rate experienced by
the excited state manifold. T = 20 K
ismarked, corresponding to a dephas-
ing rate of Γdeph ≈ 337 MHz, the rate
(and temperature) used in this chap-
ter (except section 4.7, andwhere oth-
erwise stated).
where c2 = 9.2 × 10−7 K−5, y0 =
2pi × 0.0162 GHz, and r = 1/(12.5)
GHz. Fig. 4.10 shows how the de-
phasing rate changes with temper-
ature.
One can understand the transi-
tion between the LT and RT Hamil-
tonians by considering the effects
of this dephasing. As the tempera-
ture increases, the dephasing starts
to average over the orbital degrees
of freedom, returning the RTHamil-
tonian from the LT one. To see this,
the following derivation by Plakhot-
nik et. al. [91] is provided. Consider
the total excited state LT Hamilto-
nian, given by H LTes = HˆLTes + VˆLTes .
This can be rewritten as a sum of
terms such that each contribution
to the sum are direct products of
purely orbital and spin operators,
i.e. H LTes =
∑
kH
(k)
σ ⊗H (k)S .
As the temperature increases,
thermal equilibrium within these
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orbital and spin subsystems is established within the optical lifetime of any
excitation. Additionally, the rate at which the electron-phonon transitions
occur begins to exceed that of any of the fine-structure interactions in the
spin-orbital manifold. This implies that there are no coherences between
the orbital and spin systems at higher temperatures (≳ 150 K). The density
matrix of the excited states can now be written as the product of the density
matrices of the orbital and spin manifolds, ρ(t) = ρσ(t) ⊗ ρS (t).
Thermal equilibrium in the orbital states is assumed to have already been
established, i.e. the densitymatrix is time-independent (ρσ(t) = ρσ). There-
fore, the time evolution of the excited states manifold is given purely by the
time evolution of the spin system. This can be described as
d
dt
ρ(t) = ρσ ⊗ ddtρS (t), (4.19)
= − i
ℏ
∑
k
H
(k)
σ ⊗H (k)S , ρσ ⊗ ρS
 . (4.20)
The orbital manifold can then be traced over,
Trσ
(
d
dt
ρ(t)
)
= − i
ℏ
∑
k
Trσ
(
H
(k)
σ ρσ
)
H
(k)
S , ρS (t)
 , (4.21)
where the time evolution of the system is described by the effective room
temperatureHamiltonian,H RTes =
∑
k Trσ
(
H
(k)
σ ρσ
)
H
(k)
S [199]. The resulting
equation is a Liouville master equation which describes the time evolution
under this new effective room temperature Hamiltonian.
The partial trace inH RTes can be evaluated if the orbital eigenstates and
energies of the orbital manifold are defined. Under the assumption of ther-
mal equilibrium, Boltzmann statistics can give the densitymatrix pertaining
to the orbital manifold, in the eigenbasis of themanifold itself. This is given
by
ρσ =
1
(e−β + 1)
 e−β 0
0 1
 , (4.22)
where β = ℏξ⊥/kbT , and ξ⊥ =
√
ξ2x + ξ
2
y is the perpendicular strain field.
By moving all the Pauli matrices in H RTes into the orbital state eigenbasis,
the RT Hamiltonian can be defined asH RTes = HRTes + VRTes , where
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HRTes =Des
‖ [S 2z − S (S + 1)/3]+ D⊥esR (β) [cφ (S 2y − S 2x)+ sφ (S yS x + S xS y)]
+ λ⊥esR (β) [cφ (S xS z + S zS x) + sφ (S yS z + S zS y)] , (4.23)
VRTes =A
‖
esS zIz + A
⊥
es (S xIx + S yIy) + A
E,1
es R (β) [cφ (S yIy − S xIx) + sφ (S xIy + S yIx)]
+ AE,2es R (β) [cφ (S xIz + S zIx) + sφ (S yIz + S zIy)] . (4.24)
Here,R (β) = (e−β + 1) (e−β − 1) is a strain-temperature reduction factor,
AE,1es and AE,2es are transverse dipolar factors, cφ = cos φ, sφ = sin φ and tan φ =
ξy/ξx.
Assuming the absence of a magnetic field, coordinate transformations
can be applied [200] that further simplify these to
H RTes =D
‖
es
[
S 2z − S (S + 1)/3
]
+ εes (β)
(
S 2y − S 2x
)
+ Λes (β) (S xS z + S zS x)
+A ‖es (β) S zIz + A
⊥
es (S xIx + S yIy) +A
E
es (β) (S yIy − S xIx) , (4.25)
where εes (β) = D⊥esR (β),Λes (β) = λ⊥esR (β),A ‖es (β) =
√
A‖2es +
(
AE,2es
)2
R2 (β),
andA Ees (β) = AE,2es R. By ignoring the transverse dipolar factors, and moving
into the high-temperature, low-strain limit (β → 0), the final form of the RT
Hamiltonian is given by
H RTes = D
‖
es
[
S 2Z − S (S + 1)/3
]
+ A‖esS zIz + A
⊥
es (S xIx + S yIy) , (4.26)
which is identical to Eq. 4.16, disregarding the nuclear spin states.
This averaging of the orbital degrees of freedom can be seen in MDCS
as a broadening effect on the peaks visible at T = 1 K, which completely
dominates and washes out any detail in the spectra by T = 50 K, as seen in
Fig. 4.11. Although this is a lower temperature than thatmentioned above (≳
150K), it does agreewith observations of fluorescence polarisation visibility,
in which the visibility goes to 0 as the temperature approaches 50 K [198].
Another feature seen in Fig. 4.11 is the lack of finer detail at ultra-low
temperatures compared to the larger number of peaks at 20 K. This is due to
the temperature creating population in higher spin manifold states, which
can then be probed via the orbital optical dipole. At 1K, only the spin ground
and ms = −1 state is populated to a degree that is visible when probing with
MDCS.
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Figure 4.11: A figure showing the self-normalised rephasing spectra for the
NV− center, for six different values of temperature. The dephasing washes
out fine orbital contributions in the spectra as temperature increases up to,
and past, T = 50K. However, as the T = 1K and T = 10K cases show,
some temperature is required to fully realise the orbital contributions to the
spectra. Here, there is an applied B field of 5 GHz.
Figure 4.12 highlights this process by showing the trace of the diagonal
as a function of temperature. Remembering that a diagonal peak is repre-
sentative of population at that frequency, this figure shows that the orbital
spin states are not thermally occupied until ≈ 2 K.
Conversely, at 50 K, the entire spin and orbital manifolds are completely
washed out, with dephasing dominating everything in the system. This is
evidenced by the single, broad peak in Fig. 4.11b.) and in Fig.4.12, with no
distinguishing features. This correlates well with the above derivation, and
is in line with the RT Hamiltonian (Eq. 4.16), in which the optical transition
is independent of spin state.
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Figure 4.12: The diagonal trace of the MD spectra as a function of tempera-
ture, log scaled. This plot highlights the temperature dependence (in steps
of 1 K) of both the overall signal, and the spin population.
4.8 Monocrystalline
Figure 4.13: A pictorial representa-
tion of the NV− centre crystal direc-
tions. Note that at the origin, there is
a four-fold degeneracy.
Multiple NV− centres in a mono-
crystalline sample is an interest-
ing situation. By orienting the
magnetic field correctly, the differ-
ent orientations of the NV− centre,
with regards to the crystal orienta-
tion, become degenerate. This is
known as the ‘Magic Angle’, given
by the tetrahedral angle of 109.5◦,
and is an experimentally relevant
orientation. It is used in, amongst
others, coupling centres to a pho-
tonic crystal resonator [201], reduc-
tion of noise in quantum comput-
ing applications [112], and high-
accuracy quantum metrology tech-
niques [202].
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Figure 4.14: The MD spectral response of the NV− centre with a magnetic
field strength of B0 = 8.33 GHz, at zero strain. The Bx and By contributions
to the magnetic field cause a ‘clumping’ that is similar, though still distinct,
to that of applying a strain field.
There are four possible orientations of the NV− centre, with regards to
the crystal orientation. A pictorial representationwith regards to the crystal
lattice is given in Fig 4.13. By defining Bc =
√
B2x + B2y , the magnetic field
orientation can be projected onto the Bz and Bc axes.
Projecting themagnetic field into its three cartesian components, Bx, By,
and Bz, its effect can then be included in the Hamiltonian listed in Eq. 4.5.
Fig. 4.14 is an example of aMD spectra utilising themagic angle formag-
netic field, at zero strain. The magnetic field strength is chosen such that
Bz = 5 GHz, for comparison to Fig. 4.7. When comparing, the magic angle
spectra is significantly different.
The inclusion of non-zero Bx and By magnetic field contributions has sig-
nificantly changed the spectra. The peaks are much more closely spaced,
and the top right bunching suggests that the system is close to a degenerate
state. So is it possible to determine the difference between appliedmagnetic
and strain fields when utilising the magic angle?
Fig. 4.15 shows the diagonal and off-diagonal response for the NV− cen-
tre utilising themagic the angle as a function of the appliedmagnetic (B) and
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Figure 4.15: The linear trace splittings along the diagonal (bottom) and
off-diagonal (top) for both an applied strain field (right) and magnetic field
(left), utilising the magic angle direction defined in Fig. 4.13.
strain (S) fields. Though the use of the magic angle makes it more difficult
to immediately distinguish between the applied fields, there are differences.
Themost easily seen are in the diagonal traces for an appliedmagnetic field,
where there are three distinguishable peaks in the negative frequency space.
Conversely, there is only one easily distinguishable peak in the negative fre-
quency space (ωdiag < 0) for applied strain. A similar trend appears in the
off-diagonal traces as well.
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4.9 Polycrystalline
So far, the MD spectra of the NV− centre has been considered for a single
centre. However, a typical MDCS measurement is performed on an ensem-
ble, which requires accounting for random orientations of different centres.
This work is now extended to the multiple-centre regime, via the inclusion
of rotation averaging. In this work, two different crystallographic regimes
are considered - mono-crystalline, and polycrystalline. For a crystal sample
to be polycrystalline, there must be regions where the crystalline structure
is oriented in a different direction to the regions around it. These regions,
also known as crystallites or grains, can also be of varying sizes.
When considering polycrystalline in regards to theNV− centre, one could
consider something akin to crushed nano-diamond. This is of particular in-
terest, as nano-diamond hasmany uses, as its small sizemakes it easy to use
on the tip of atomic force spectroscopy machines (AFM) [203, 204], or even
in vitro [108].
As an approximation to a vial of crushed nano-diamond, consider the sit-
uation in which the pulse polarisation and themagnetic field are orthogonal
to each other, but the orientation of the NV− centre is random with respect
to them. The orientation of the NV− centre can then be averaged over com-
putationally. To do this averaging, a sphere with equidistant points is calcu-
lated in the frame of the NV− centre. The direction of the incoming pulses
is then given by these points, and the magnetic field set to be orthogonal
to that. This is equivalent to varying the orientation of the NV− centre with
respect to the laboratory frame.
Rotational averaging
Mathematically, constructing equidistant points on a sphere is a unsolved
problem. There are a number of approximations, including spirals and oth-
ers [205], yet these are exceedingly complicated for the purposes of this
work. Here, a numerical method that involves partitioning the area into
equal parts, using equal angles, is used [205, 206].
For the purposes of this work, only the absolute direction vectors of each
point on the sphere are needed, therefore the radius can be set to r = 1. The
area of this sphere is then given by A = 4pi, and defining the number of
total points as N, the equidistant area can be calculated using Aeq = 4piN . An
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Figure 4.16: The relative error vs
number of rotational points. The
error is relative to a spectra calcu-
lated with a sphere containing 10, 000
points. In this work, 5000 points are
used, corresponding to an error of ap-
proximately 0.0009%.
approximation that the equidistant
area between points is taken to be
a square is now made. Thus, the
side length can be expressed as L =√
4pi/N. Using a set of spherical po-
lar coordinate axes, the number of
sections along the φ-axis is given by
Nφ = piL . Then, for each coordi-
nate in φ, the circle traced around
the sphere at that φ is broken into
L segments, i.e. Nθ = C(θ)/L, where
the circumference at a particular φ
is expressed as C(φ) = 2pi sin φ.
To test for numerical conver-
gence, series of spectra were gener-
ated with varying number of points
on the sphere, and then compared
to 20, 000 points. Fig. 4.16 shows the
relative error as a function of the number of points on the sphere, N.
Rotationally averaged MD spectra
Figure 4.17: The diagonal trace,
ω1 = ω3, of the converged spec-
tra in Fig. 4.18. It can be seen that
the high/low excitation energy differ-
ences are difficult to pinpoint, due to
the smearing from the rotational av-
eraging.
Figure 4.17 is the diagonal trace of
the fully converged spectra for the
NV− system shown in Figure 4.18.
It should be noted that this is still
an idealised system, in that there is
no static strain contribution to this
spectra. However, the rotational av-
eraging process results in an effec-
tive averaging over magnetic field.
This averaging over laser pulse and
static magnetic field contribution
results in an average over an ensem-
ble of Zeeman split transitions.
There are still severalmain spec-
tral features visible, which can pro-
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Figure 4.18: Showing the fully converged spectrum for rotational averag-
ing, equivalent to an unstrained polycrystalline sample. There are several
features visible, including clear off-peaks. A static magnetic field of Bz = 5
GHzwas chosen, so that the effect of rotational averaging onwell-separated
peaks could be easily interpreted. There is no strain present, and the orbital
dephasing chosen is the chapter standard of Γdeph = 337MHz.
vide information on the excitation subspace of the NV− centre. The off-
peaks indicative of excitation movement are still clearly visible, and seem
to be dominated by the 5 GHz splitting contribution. The population peaks,
however, are smeared.
This smearing can make exact positioning of the peaks difficult to de-
termine. Indeed, looking at a trace of the main diagonal in Fig. 4.17, it can
be seen that the lowest and highest energy peaks are smeared out, such that
there is no distinct ‘location’ for the peaks. So if onewere to conduct aMDCS
experiment on a polycrystalline sample at low temperature, a smearedmain
diagonal with some indistinct peaks could be expected.
Of course, magnetic field dependence isn’t the only thing to take into
consideration here. Due to the inclusion of substitutional atoms and vacan-
cies, the crystals will be under greater strain than a perfect crystal. If there
are other imperfections, such as dislocations or additional inclusions, there
would be even greater strain [189].
Fig. 4.19 shows the main diagonal and main off-diagonal trace of the
MD spectra with rotational averaging (Fig. 4.18), for different strain values,
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Figure 4.19: Traces of the main diagonal (left) and main off-diagonal (right)
of a rotationally averaged spectra for the NV− centre, for different values
of strain. It demonstrates how the peaks separate with increasing strain in
both the diagonal and off-diagonal cases.
Figure 4.20: The calculated spectral traces along the diagonal and off-
diagonal for the NV− centre at a strain of δx ≈ 50 GHz. Compared to the
low-strain traces seen in Fig. 4.19, the main peaks are narrow and well sep-
arated.
δesx = [0, 5, 10, 15, 20]GHz. This figure shows how the peaks change shape and
separate, according to the strain modified excitation energy differences. A
more ‘typical’ strain splitting of around 100GHz [190] corresponds to a value
of δx ≈ 50 GHz in Eq. 4.5.
Fig. 4.20 shows the diagonal and off-diagonal traces of a MD spectra at
a strain value of δx ≈ 50 GHz. The general trend shown in Fig. 4.19 con-
tinues here, with the peaks becoming sharper, with less frequency distance
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Figure 4.21: Demonstrating how the strain-split peaks in Fig. 4.20 change
as a function of temperature. At higher temperature, there are no peaks on
this scale, yet lower temperatures show little variation.
between them. However, by reducing the temperature from T = 20 K, the
linewidths decrease making the peaks more easily resolvable again. As an
example of this process, the strain-split traces at a range of temperatures
are shown in Fig. 4.21. This figure shows that the peaks do becomemore re-
solvable, to a limit determined by the intrinsic decoherence experienced by
the centre. At low enough temperatures, the orbital dephasing is no longer
the dominant term in determining the linewidth of the peaks, but rather the
relaxation and the non-spin conserving transitions dominate.
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4.10 Chapter summary
In this chapter, the Nitrogen-vacancy centre was introduced, and the low-
temperature Hamiltonian that describes the coherent transitions within the
centre was given. It was shown that at zero applied field, aMDCS simulation
provided little interesting information, due to the large number of degener-
ate states within the system.
However, it was shown that upon application of amagnetic or strain field the
degeneracies begin to lift and that this is reflected in the spectra. Not only
this, but the spectra can differentiate betweenmagnetic and strain splitting,
as the peaks shown in the spectra split in a different manner.
The temperature dependence of the NV− centre was then investigated. A
derivation of the room temperature Hamiltonian was supplied, to lend cre-
dence to the argument that temperature averaging over the orbital degrees
of freedom is what leads to loss of signal at higher temperatures. It was
shown that the simulatedMDCS spectra linewidth broadening corresponded
to a loss of fluorescence polarisation visibility in the centre at 50 K. This
agrees with the idea that the optical transition becomes independent of spin
state at higher temperatures.
The case in which the sample is polycrystalline is then considered, by tak-
ing an average of different pulse vectors, equivalent to a rotation of the NV−
centre. This work found that in MDCS simulations, the spectra becomes
similar to that of an averagedmagnetic field splitting spectra, over different
field strengths. This is due to the “rotated” centres having a smaller dot-
product with the static magnetic field. The mono-crystalline case, in which
the host crystal is large and perfect, show a clear splitting of the peaks in
MDCS. The trade-off is that the strain and magnetic field splitting becomes
less distinguishable.
Probing decoherence
This chapter looks at a system for probing the decoherence of an
environment, and the possible applications of MDCS to this system.
Investigated are how the spectra would look under the application of
detuning from the environment, as well as when moving the probe
past an environmental two-level system. Finally, a look at how to
extract the environmental decoherence parameters, as well as the
dynamics of the environmental TLS itself, is conducted.
5.1 Why probe decoherence?
In many controllable quantum systems, one of the ways of increasing the
time available for quantum exploitation is to reduce the decoherence acting
on said system. Recently, however, it was shown that utilising decoherence
can actually help to enhance quantum transport [131]. So, it may be useful
to map the decoherence of a given environment and manufacture or place
quantum systems in regions of desired decoherence.
The ultimate realisation of exploiting decoherence is to use quantumbits
(qubits) as probes of the environment itself. In fact, this idea has gathered
interest [203, 204, 207–210] as an alternative way to use qubits in which the
loss of coherence is utilised, rather than suppressed.
In the simplest of cases, the dynamics of a quantum system that weakly
couples to a perturbative environment can be modelled as simple dephas-
ing, relaxation or even excitation rates [2, 7]. However, if the coupling to
the environment is sufficiently strong, it may be necessary to take into ac-
count any quantum structure the environment may have [7, 171]. Knowing
this, information about the quantum structure of the environment could be
obtained via the use of qubit probes [203, 204].
5.2 Single qubit probe
The single qubit probe has already been realised for the mapping of deco-
herence processes in an environment [211]. By introducing the use of MDCS
into the system, it is possible that this process can be enhanced, due to the
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extreme sensitivity that MDCS has to small perturbations to the energies of
any given system.
Figure 5.1 shows the single-qubit probe setup. It is envisioned as a con-
trollable qubit - perhaps an NV− centre - on the end of an atomic force mi-
croscope (AFM) tip, which is then interrogated using an MDCS setup. The
pulses are supplied via a fibre cable as was recently demonstrated [212], and
the signal pulse could be retrieved in a similar fashion. An important point
to note here is that the MDCS pulses interact with the probe qubit only - the
environment is assumed to be optically inactive.
Figure 5.1: A cartoon depicting a possible single-qubit probe configuration.
It involves a single addressable qubit, attached to the tip of an AFM. This is
then scanned across the environment, with MDCS being performed at each
position.
There are possible concerns about the validity of conducting the MDCS
experiment on a single molecule, or system, notably whether the phase-
matching condition is valid in such a limit [38]. However, Liebel et al. [213]
reported “the transient stimulated emission spectrum of a single molecule
as well as the direct observation of the dynamical evolution of such a spec-
trum on an ultrafast (< 30 fs) timescale in the condensed phase at room tem-
perature”, demonstrating that fluorescence-detected single-system MDCS
is possible, bypassing the concerns of phase-matching by utilising phase-
cyclingMDCS.Additionally, there have been advances in fluorescence-detected
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MDCS, which is also valid in the single-molecule limit for phase-matched
experiments [214–216]. For the purposes of this work, it is assumed that
the phase-matching condition is valid, and we note that this work could be
expanded on by considering fluorescence detection.
Hamiltonian
The simplest situation which the single-qubit probe would encounter is a
single “environmental” two-level system with which it interacts. This can
be described with a simple Hamiltonian given by
H = ωqσzP + (ωq + δ)σ
z
TLS + g
(
σxPσ
x
TLS + σ
y
Pσ
y
TLS
)
, (5.1)
|G〉 = |↓↓〉
|εD〉 = |↑↓〉 − |↓↑〉
|εB〉 = |↑↓〉+ |↓↑〉
| f 〉 = |↑↑〉
Figure 5.2: The symmetric eigenenergies of the single-qubit probe eigen-
spectrum. It features a bright state |εB〉, a dark state |εD〉 in the single-
excitation subspace, and a double-excitation state | f 〉.
where ωq is the frequency associated with the qubit probe, σx, y, zP,TLS are
the Pauli matrices associated with the probe qubit and the environmental
two level system respectively, δ is an energy detuning, and g is the coupling
constant between the two. In this section the spin basis is used, in which
|↑↓〉 = σ+P |↓↓〉 and |↓↑〉 = σ+TLS |↓↓〉, where σ+P,TLS is the raising operator that
creates an excitation on either the probe qubit, or the environmental TLS.
This work focuses specifically on transversal coupling between the probe
system and the environmental qubit. Transversal coupling leads to direct
energy exchange between sites in the single excitation subspace, which is
ideal to probe with MDCS.
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The eigenspectrum of this system is shown in Fig. 5.2, and contains a
bright state and a dark state, given by |εB〉 = |↑↓〉 + |↓↑〉 and |εD〉 = |↑↓〉 −
|↓↑〉 respectively. The MDCS setup interacts with the probe qubit only - the
environmental qubit is not pumped or probed directly.
Figure 5.3: TheMD spectra of the single-qubit Hamiltonian in Eq. 5.1. There
are four distinct peaks. Here, ωq = 1000 GHz, g = 10 GHz, and δ = 0.
Figure 5.3 shows the MD spectra of the setup shown in Fig. 5.1. There
four four visible, symmetric peaks that are representative of populations in
the bright and dark state and energy transfer between those two states. The
reason both the bright and dark states are visible is due to the pumping and
probing of just one of the spins. Just as an eigenstate is a linear superposi-
tion of spin states, a spin state can be represented as a linear superposition
of eigenstates. In this case,
|↑↓〉 = |εB〉 − |εD〉 , (5.2)
sowhen the system is probedwith the first twopulses of theMDCS scheme,
the system will evolve according to combinations of this state. Figure 5.4
shows an example double-sided Feynman diagram for the stimulated emis-
sion pathway. Due to the system being put into the state in Eq. 5.2, the
evolution during the different waiting times, τ, T , and t′, splits the pathway
into sixteen separate contributions. It is due to this that the SE pathway
yields four peaks, despite only a single excitation being probed.
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Figure 5.4: The double-sided Feynman diagram depicting how the full ex-
citation of just one of the sites in the system leads to a larger excitation
pathway structure.
Probing decoherence
As is the theme in this work, MDCSwill now be applied to this problem. This
work will investigate the differences, if any, between the information gained
from the spectral response of the system under MDCS and that gained by
undertaking the experiment utilising the kind of weak continuous measure-
ment as set forth in the literature [203, 204]. This kind of work, of course, is
characterised by the environments influence on the system, typically sim-
plified into a relaxation and dephasing, both of which act to reduce the co-
herence and population of any excitation present in the system.
Tomodel this relaxation anddephasing, operators are used that act purely
only the environmental TLS. Another way of looking at this is that the probe
qubit is decoherence free. Admittedly, this is an unphysical situation, but
it can be approached using a probe that has been engineered to be isolated
from its environment (apart from the sample of interest). These decoher-
ence operators are defined as
Ldep = σzTLS (5.3)
Lrel = σxTLS . (5.4)
Figure 5.5 shows slices of the diagonal (upper) and off-diagonal (lower)
peaks as a function of relaxation (left) and dephasing (right). The MDCS
response is more robust against relaxation than rephasing, as indicated by
the 10× relative strength. The peaks seen here are symmetric, due to the
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Figure 5.5: Waterfall plot showing the change in the diagonal (top) and off-
diagonal (bottom) peaks for relaxation (left) and dephasing (right) decoher-
ence strengths. The change in diagonal and off-diagonal peaks is identical
for the values ωq = 1000 GHz, δ = 0, g = 10 GHz and Γdep = Γrel = 1 GHz.
way the decoherence is applied, and there is no difference between diagonal
and off-diagonal responses. The choice of slice direction is also important,
as different directions can have different widths depending on the choice of
how the data is presented, here the absolute value is used, and so diagonal
and off-diagonal slices are chosen.
The decoherence parameters can be extracted from these slices via the
full-width half-maximum (FWHM) of a peak. Here, it doesn’t matter which
peak is chosen but in general choice of peak is important. Figure 5.6 is a slice
of the diagonal peaks at Γdep = 1 GHz and Γrel = 10 MHz, with the FWHM
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Figure 5.6: A slice of the lower diagonal peak corresponding to a population
in |εD〉. The FWHM is indicated by the vertical red lines, giving a width of
≈ 2.0 GHz, where the dashed line indicates half-maximum value.
marked in red. Here, the FWHM has a width of 2 GHz, which can be broken
down into the individual dephasing and relaxation components using
ΓFWHM ≈ 2Γdep + 1
2
Γrel. (5.5)
For the limiting case of Γdep ≫ Γrel, measuring the linewidth along the
diagonal gives twice the value of the dephasing.
5.3 Double qubit probe
In a partially coherent environment, the dynamics of a single qubit interac-
tion is well understood [217]. However, there are potential problems with
the oscillatory evolution of the qubit, as this evolution can arise from both
coherent defects in the environment, and the coherentHamiltonian that de-
scribes the qubit itself. This is closely related to the problem of differenti-
ating direct excitation coupling and harmonic environmental modes, which
a was discussed in Chapter 3.
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Figure 5.7: A cartoon depicting a possible dual-probe configuration. It in-
volves two addressable qubits, attached to the tip of an AFM.
To overcome this problem, a two-qubit solution was devised [204]. Two
non-interacting qubits that couple to the same environment can exhibit
oscillatory evolutionary behaviour, i.e. environmentally induced coupling.
Therefore, as the probes are designed to be non-interacting, all oscillatory
behaviour is due only to interactions with the environment.
In this section, a probe set up is envisioned in which two qubits aremounted
on the end of an AFM tip, which are then interrogated using anMDCS setup.
Figure 5.7 shows a cartoon depicting the setup.
Hamiltonian
For simplicity, we will consider our dual-probe setup interacting with a sin-
gle “environmental” two-level system. The corresponding dual-probe and
TLS Hamiltonian is given by
H =ωqσz1 + ωqσ
z
2 + (ωq + δ)σ
z
TLS
+ g1
(
σx1σ
x
TLS + σ
y
1σ
y
TLS
)
+ g2
(
σx2σ
x
TLS + σ
y
2σ
y
TLS
)
, (5.6)
where ωq is the frequency associated with the qubits, σx, y, z1, 2,TLS are the
Pauli matrices associated with qubits 1, 2, and the environmental two level
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Figure 5.8: The eigenvalues and their associated energies, in the both the
eigenbasis and the spin basis.
system (TLS), and g1,2 is the coupling constant between qubits 1/2 and the
environmental TLS, respectively. Note that there is no coherent coupling
between the two qubits in the Hamiltonian itself. Throughout the rest of
this chapter, the time-evolution of this system is determined by using the
Lindblad master equation, which was summarised in Chapter 2.
The diagonalisation of this Hamiltonian gives the eigenbasis of the system,
with the eigenstates shown in Fig. 5.8. It is the transitions between these
eigenstates that is pumped, then probed, and will be apparent in the MD
spectra.
An interesting feature of this Hamiltonian is the presence of dark states,
here labelled |ε2〉 and |ε5〉. These states are traditionally not observable as
they lack a radiative relaxation process, thus fulfilling the promise of their
name.
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Probing decoherence using MDCS
Decoherence, is again assumed to be entirely due to the environmental TLS’s
interactions with its surroundings. In this situation, the qubits have been
isolated sufficiently tominimise decoherent effects. The Lindblad operators
for the decoherence felt by the environmental TLS are given by
Ldep = σzTLS (5.7)
Lrel = σxTLS (5.8)
where σx and σz are the spin-1
2
Pauli matrices.
The dipole operator used to determine the interaction of the light field with
the system itself in MDCS is given by
Vˆ =
(
E⃗ · µ⃗1
)
σx1 +
(
E⃗ · µ⃗2
)
σx2. (5.9)
This operator ensures that only the two addressable qubits, those being
used as the probes, are acted on.
Fig. 5.9 shows the MD spectra of the system, with various values of the
decoherence. The discerning reader, however, will note that there are amere
six peaks depicted in the spectra. There are, however, missing peaks along
ω1 = ωq. This is due to the optically inaccessible dark states present in the
system. However, there are off-diagonal peaks that show transfer into the
dark state from both the low energy and high energy excitation.
An interesting feature to note is the width, and symmetry, of the peaks
themselves. The peaks corresponding to eigenstate populations and coher-
ences are symmetric, indicating an equally weighted decoherence on both
excitations, which is a consequence of the Lindblad operators used. The
peaks indicating transfer into the dark state, however, are asymmetric. This
can be understood by understanding that the excitation must first be ex-
cited to |ε1〉 or |ε3〉, which has finite decoherence. The dark state, however,
is a steady state that undergoes very little dynamics, coherent or decoher-
ent, giving the smaller linewidth along the ω3 plane.
Of course, this is only for a small range of detuning and relaxation rate
values. Fig. 5.10 shows how these peaks change with respect to the dephas-
ing rate. This figure contains slices pertaining to a line drawn across the
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Figure 5.9: Several MD spectra for a range of decoherence values. Γdep = 1,
Γrel = 1 GHz (top left), Γdep = 4 GHz, Γrel = 1 GHz (top right), Γdep = 1 GHz,
Γrel = 4 GHz (bottom left), Γdep = 4 GHz, Γrel = 4 GHz (bottom right). There
are distinct differences between the four plots. Here, δ = 0, g1 = g2 = 9.23
GHz, ωq = 1000 GHz.
MD spectra, as a function of ω1 or ω3. The particular line slice being stud-
ied can be seen to the right. It can be seen that the excitations containing
a superposition of the environmental TLS are heavily influenced by envi-
ronmental perturbations, as would be expected from the Lindblad operators
chosen (Eqs. 5.7 & 5.8).
The bottom plot of Fig. 5.10 shows an interesting effect. Intuitively,
there should not be any peaks along this slice at all yet there are, albeit 7
orders of magnitude smaller than the others. This is likely from non-secular
mixing of populations and coherencesmodifying the excitation double-sided
Feynman diagrams, as discussed in Chapter 3. The other feature of note is
that the dephasing has no effect on the ε2 peak. Intuitively, this is due to
its dark state configuration, in which the excitation is entirely localised on
the addressable qubits. Consequently, it is located in a decoherence-free
subspace, leading to the non-effect seen.
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Figure 5.10: This figure shows how the slices across the MD spectra, shown
to the right, are affected by the dephasing rate. These plots show that, while
the two slices containing peak contributions from the ε1 and ε3 are greatly
affected by decoherence, the dark state ε2 is not, being consistently on the
order of 10−5 (bottom plot). Here, δ = 0, g1 = g2 = 9.23 GHz, ωq = 1000 GHz.
Onemight ask why some peaks associated with the dark are present, and
other aren’t? The answer lies in the direction of energy transfer. The peaks
5.4. DETUNING
Figure 5.11: The real part of the MD spectra, also known as the absorptive
part. This shows negative peaks along ω3 = 2000 GHz, indicative of energy
transfer into the dark state of the system.
along ω3 = 2000 GHz, represent transfer into the dark state. This can be
seen by looking at the real part of the spectra, which shows the absorption.
Fig. 5.11 shows the absorption spectra, where the peaks alongω3 = 2000GHz
are negative, indicating that the system is undergoing absorption processes.
An important point to make here is that the reason the two-qubit probe
was envisioned was to overcome ambiguity in the time evolution of the sys-
tem. However, MDCS does not suffer from this drawback, as the linewidths
of the peaks seen in the MD spectra are set by the strength of the decoher-
ence itself. Granted, this will be obfuscated by any decoherence on the probe
qubit, but characterisation of this intrinsic decoherence should allow for the
measurement of environmental influences.
5.4 Detuning
So far the environmental qubit has been on resonance, with respect to the
energy, with the addressable qubits. By introducing a detuning, the energy
dynamics of the system are modified. Fig. 5.12 shows how the energy land-
scape changes as a functions of δ. The left figure shows detuning specifically
on the environmental TLS. As can be seen, the eigenspectrum is not sym-
metric about δ = 0, implying that the effect of detuning could be visible in
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Figure 5.12: The eigenspectra of Eq. 5.6 as a function of the reduced detun-
ing, δ/g, where g =
√
g21 + g
2
2. On the left, the detuning is applied to the
environmental TLS only, while on the right the detuning is applied to one
of the addressable qubits, in this case qubit 2. It is interesting to note that
these are not symmetric eigenspectrum. The red and blue dotted lines are
visual aids only.
the MD spectra, since MDCS relies on eigenvalue differences.
This is in contrast to a detuning on one of the addressable qubits. When the
detuning is applied in this fashion, it lifts the degeneracies seen in the case
of detuning on the environmental TLS, breaking the dark states of the sys-
tem. However, this situation is not considered in this work, as any detuning
on an addressable qubit can be compensated for.
Fig. 5.13 shows two cases of MD spectra for detuning on the environmen-
tal TLS - positive detuning (left), and negative detuning (right). There is a
distinct different between the two, and depending on the direction of the
detuning (increase or decrease), different transitions are suppressed or en-
hanced. This enhancement/suppression is visible in the differences between
the off-diagonal peaks corresponding to the transfer into the dark state.
The two peaks along the ω3 = 2000 GHz line are the peaks that correspond
to absorption of energy into ε2, the dark state of the system. Therefore,
enhancement or suppression of these peaks is directly related to the en-
hancement or suppression of the transfer from ε1 or ε3 into ε2. Changing
the detuning also changes the amplitude of the population peaks correspond
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Figure 5.13: MD spectra showcasing the difference in spectra for detuning
of the environmental qubit. There are enhanced and suppressed peaks, cor-
responding to increased population of the low/high energy excitation. The
lack of symmetry is reflective of the properties seen in the eigenspectrum
(Fig. 5.12). Here, δg ≈ 1.
to the high and low energy excitations as well, with the enhanced transfer
off-peak directly corresponding to the enhanced amplitude population peak.
This makes sense, as the higher population in a given excitation would lead
to enhanced transfer into the dark state, with the suppressed transfer being
linked to the lower population excitation.
In this way, it should be possible to determine the energy detuning of the
environmental qubit based on the peak locations and strengths seen in the
MD spectra. This situation is for a relatively low detuning of δg ≈ 1, but what
about larger detuning?
Jeske et al. showed that for a large detuning, this system has an effective
coupling between the two addressable qubits, with minimal excitation in
the environmental TLS [204]. Figure 5.14 shows this situation for δ = 5g,
g =
√
g21 + g
2
2, g1 = g2 = 9.23 GHz, and ωq = 1000 GHz.
It features a mere two peaks, with reduced distance between them com-
pared to Fig. 5.13, implying that increasing the detuning past a threshold
point decreases the effective coupling. Regarding the number of peaks, one
would intuitively expect four peakswhen considering the systembeingprobed
by two coupled sites. However, this situation would ignore the coupling to
the environmental TLS that facilitates the coupling between the two probe
qubits. The pulses used for MDCS are only exciting/probing a subset of the
total system. This means that though two seemingly coupled sites are ex-
cited and probed, the system is actually in a superposition of excitations.
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Figure 5.14: An MDCS spectra of the probe system described in Eq. 5.6. The
high energy excitation peak is greatly suppressed, while the low energy ex-
citation is greatly enhanced. Note the lack of transfer between the two ex-
citations, signalled by the lack of off-diagonal peaks at the appropriate en-
ergies. Here, δ = 5g, g =
√
g21 + g
2
2, g1 = g2 = 9.23 GHz, Γdep = Γrel = 0.3g,
and ωq = 1000 GHz.
The exact relation of site excitation to superposition, in the spin basis, is
given by
|↑↓↓〉+ |↓↑↓〉 = 1√
2
(|ε3〉 − |ε1〉) . (5.10)
So the system is in a superposition of ε1 and ε3. As shown in the paper by
Jeske et al. [204], when the environmental TLS detuning is beyond a certain
threshold, there is an effective coupling between the probe qubits with little
excitation in the TLS itself. This effectively reduces the system to that of
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only the two probe qubits, with a reduced electronic structure containing a
dark state and a bright state, which is reflected in Fig. 5.14.
5.5 Dipole mapping
If dipolar coupling is assumed to be the dominant interaction, physical ori-
entation of the probe quantisation direction can be used to ensure negligible
coupling between the probe qubits. In the imagined set up for this system in
which the two probe qubits are close, orthogonality of the probe system then
becomes important. This is away to ensure that the condition of no coupling
between the two probe qubits is met. Assuming probe orthogonality, there
are two limits that become important: g1 = 0 and g2 = 0. Assuming that the
probe has been fabricated such that the dipole orientations are µQ1 = [100]
(horizontally polarised), µQ2 = [001] (vertically polarised), the physical case
for each of the limits becomes clear.
a.)
Q1 Q2
TLS
b.)
Q1 Q2
TLS
Figure 5.15: Exploiting orthogonality in the dual-probe system. a.) shows
maximal coupling between qubit 1 and the environmental TLS, with zero
coupling between qubit 2 and the TLS. b.) showsmaximal coupling between
qubit 2 and the environmental TLS, with zero coupling between qubit 1 and
the TLS. By controlling the probe qubit being addressed, an x-y and z de-
coherence map could be measured. Note that this is a not a representative
picture, but rather an aid for understanding.
Figure 5.15 depicts a cartoon showing how the orthogonal probe qubits’
coupling is dependent on the orientation of the environmental TLS. Remem-
bering back to equation 2.27, the polarisation vector of the MDCS pulses
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Figure 5.16: A cartoon depicting a scanning procedure. Q1 and Q2 are the
two probe qubits, separated by distance d. They are situated at height h
above the environmental TLS, and then moved past the TLS by distance α.
In this work, dh = 1, and α is varied between −2d to 2d.
interacting with the dipole element of the qubits is what determines the
strength of the semi-classical interaction. Therefore, by controlling the po-
larisation of the pulses, one could exploit the orthogonality of the qubits in
the probe, and build an orientation-specific decoherence map.
Including dipolar interactions into the coupling for the Hamiltonian of
the dual-probe system (Eq. 5.6), such that
g1 =
gmax
4pi |r|3 [3 (µ1 · r⃗) (µ3 · r⃗) − µ1 · µ3] (5.11)
g2 =
gmax
4pi |r|3 [3 (µ2 · r⃗) (µ3 · r⃗) − µ2 · µ3] (5.12)
where r⃗ is the vector between µ1,2 and µ3, |r| is the magnitude of said vec-
tor, and gmax is chosen such that the maximal value of g1,2 is 10 GHz.
Consider an environmental TLS situated in a Cartesian coordinate plane
at (0, 0, 0). Restricting the situation to two-dimensions, with the y-axis in
the page plane, Fig. 5.16 shows a cartoon representation of a scanning sit-
uation. Here, the probe is considered stationary as the environmental TLS
moves, which is an equivalent situation. In this situation there are several
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distances to consider; d is the intra-probe distance, h is the distance of the
probe above the z = 0 plane, and α is the distance between (0, 0, 0) and the
environmental TLS. For simplicity, the TLS is considered to onlymove along
the x-axis.
Fig. 5.17 shows slices of the MD spectra along the main diagonal for the
dual-probe system, as a function of the reduced distance, αd , for three dif-
ferent pulse polarisation schemes, with µ⃗TLS = [101]. These plots have been
modified for enhancement of smaller features (P (ω1, t32, ω3) → P (ω1, t32, ω3)0.1).
The top plot show the slices for a polarisation (Eq.2.27) of ϵ⃗ = [101], and
shows an interesting and varied number of features. However, when com-
pared to the middle (⃗ϵ = [100]) and bottom (⃗ϵ = [001]) slices, there are dis-
tinct differences.
Figures 5.18 & 5.19 show the same three plots, for µ3 = [100] and µ3 =
[001] respectively. In all cases, there are clear differences between horizon-
tally polarised pulses (⃗ϵ = [100], middle plots) and vertically polarised pulses
(⃗ϵ = [001], bottom plots). Due to the clear differences in these plots, with
calibration it should be possible to determine environmental TLS dipole ori-
entation using polarised pulses.
It is important to note here that this method of dipole orientation detec-
tion does not necessarily rely on the MDCS technique. Figures 5.17, 5.18 &
5.19 are all representations of the diagonal slices of the MD spectra, and as
such could be obtained via the use of pump-probe absorption spectroscopy.
Taking into account the off-diagonal slices of the spectrum in conjunction
with the diagonal, no new information is gathered about the orientation of
the environmental dipole.
Figure 5.20 shows the spectral response of the system for the off-diagonals,
rather than the diagonals. These figures show responses at the same places,
and in the same manner, as those in figure 5.17. For this system, there is no
additional information to be gained about the environmental dipole orien-
tation by looking at the off-diagonal peaks corresponding to energy transfer
within the system.
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Figure 5.17: The diagonal slice of the dual-probe system for light with po-
larisation [101] (top), [100] (middle) and [001] (bottom), for µ3 = 12 [101]. There
are distinct differences between the three.
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Figure 5.18: The diagonal slice of the dual-probe system for light with po-
larisation [101] (top), [100] (middle) and [001] (bottom), for µ3 = [100]. There
are distinct differences between the three.
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Figure 5.19: The diagonal slice of the dual-probe system for light with po-
larisation [101] (top), [100] (middle) and [001] (bottom), for µ3 = [001]. There
are distinct differences between the three.
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Figure 5.20: The diagonal slice of the dual-probe system for light with po-
larisation [101] (top), [100] (middle) and [001] (bottom), for µ3 = 12 [101]. There
are distinct differences between the three.
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5.6 Conclusion
This chapter covered a range of MDCS-related outcomes to do with two sys-
tems that can be used to probe decoherence. The case of a single probe
qubit interacting with an environmental TLS was investigated, and the re-
sults show that under the right conditions, this system can resolve environ-
mental decoherence without ambiguity. Several assumptions aremade here
including no probe decoherence, whichmay be a valid approximation under
certain temperature regimes. In this case, the FWHM of the peaks along the
diagonal or off-diagonal, for the absolute-valued data, gives the decoher-
ence strength on the environmental TLS.
There are ambiguity problems with the original implementation of the
single-qubit probe, which are addressed by moving to a dual-probe system.
Two non-interacting qubits coupled to an environmental TLS, such that any
coherent evolution seen in the probe is due entirely to interactions with the
environment. Once again, under the right conditions the environmental de-
coherence strength can be retrieved via the FWHM. Jeske et al. [204] showed
that as the energy of the environmental qubit is detuned, the system begins
to evolve like two coupled qubits, due to an effectively coupling via the en-
vironmental TLS. This situation is reflected in the MD spectra, showing a
reduced response in accordance with the bright and dark states of two cou-
pled qubits.
Finally, amethod of detecting the orientation of the environmental TLS’s
was proposed. By controlling the polarisation of the incoming pulses during
MDCS, it is possible to exploit the orthogonality of the probe qubits, and
build a map utilising the different qubit orientations.
Conclusion
Thesis summary and relevant conclusions.
The wealth of information that can be extracted fromMDCS is phenomenal,
yet it seems that the technique is being focused on complicated systems.
Due to this, there are several features that can be seen in MDCS that have
contentious origins. It may be possible to resolve some of these contentions
by using the technique on simpler systems, where the underlying physics is
well understood. This thesis has attempted to remedy one such contention,
and has predicted the results of applying this technique to discrete quantum
systems that have been well studied.
Initially in chapter 2, the discussion on the Lindblad master equation
that describes time evolution of openquantumsystemswas given, laying the
groundwork for the MDCS derivation that followed. Utilising the Dyson ex-
pansion of the Liouville equation, the semi-classical interaction of an elec-
tric field with a system was calculated, and expanded. Double-sided Feyn-
man diagrams complete the picture, giving the final response functions that
are use to generate all the work in this thesis. This is a concise, step-by-step
derivation of the kind that the author would have much appreciated in the
literature.
Considering one of themore contentious points inMDCS, chapter 3 con-
siders the microscopic origins of long-lived oscillations seen in particular
photosynthetic complexes. Specifically, the question as to whether these
oscillations are vibronic or electronic in nature is raised, and the methods
for investigating the possible electronic origin were constructed. By consid-
ering the degree of spatial correlation between the sites of the system and
the perturbations of the environment as a continuous variable, the effect of
changing this variable to move between fully correlated and fully uncorre-
lated was investigated. The results presented in this work show that moving
from uncorrelated noise to fully correlated noise induces long-lived oscilla-
tions via a decoherence-free subspace.
Focusing on the prediction of MD spectra features, chapter 4 looks at
the nitrogen-vacancy centre in diamond. MDCS shows a large degree of de-
generacy when applied to the zero-field Hamiltonian. However, at finite
magnetic or strain field strengths, distinct spin and orbital contributions
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are visible. The prevailing theory of increasing temperature averaging over
the orbital degrees of freedom was investigated. This work shows that this
is testable using MDCS, with the averaging process manifesting in the sim-
ulations as a broadening of peaks in the MD spectra.
Chapter 5 deals with using MDCS techniques to probe and map the de-
coherence of an environment. The single-qubit probe shows promised as
a useful probe utilising this technique, being able to resolve environmen-
tal decoherence via the linewidths of the peaks seen in the MD spectra. In
addition, the ambiguity that plagues the single-qubit setup when utilising
a spin measurement method is absent. The dual-probe configuration, cre-
ated to solve the problem of ambiguity, was then investigated using MDCS.
While the single-qubit probe cannot distinguish between coupling change
and detuning, the dual-probe system can. The possibility also exists for
the dual-probe system to quantify the dipole orientation of environmental
TLS’s, which could be important for certain quantum setups.
There are amultitude of ways that thework contained in this thesis could
be expanded on. Decoherence is a fundamental property of open quantum
systems that cannot be ignored, so greater understanding is always required.
Experimental verification of the correlated noise work could be achieved
via the use of commercially available dimer systems. Alternatively, for a
solid state approach the use of quantum well stacks are an extremely viable
candidate, as the environmental conditions can be tightly controlled. Ex-
perimental verification of this process could then lead to exploitation, as en-
ergy transfer is a hot topic in the field of photovoltaics. If the development
of a non-Markovian master equation that preserves the ability to quantify
the spatial correlation as a continuous variable ever comes to fruition, then
this work could be expanded on by looking at not just the spatial correla-
tions, but the temporal correlations as well.
In chapter 4, due to a lack of computation time, averaging over both ori-
entation and strain properties proved infeasible, and so this is an area which
6.0. CONCLUSION
could be investigated further. In addition to this, experimental verification
of the temperature-dependent properties should be possible. The question
of how two coherently coupled NV− centres could appear in the MD spec-
tra is raised here. Would this be a valid probing setup for the decoherence
probe?
Exploring outside the main assumption of the decoherence probe work
would be an intensely interesting problem. Since it is unclear whether the
phase-matching condition is even valid for single molecules, this is the log-
ical first place to turn to expand on this work. Moving towards a phase-
cycling setup, or even towards a fluorescence detected setup, both of which
are proven to work on singlemolecules, could lead to amore experimentally
relevant realisation for MDCS to probe coherent environments.
The decoherence probe work could also be expanded to include tomo-
graphic techniques [218–220], to identify the time evolution of the envi-
ronmental TLS. This process will then provide information, not just on the
decoherence strength of the surroundings, but the validity of theMarkov ap-
proximation. This could prove immensely helpful when quantifying quan-
tum systems, and identifying sources of noise.
All in all, MDCS is a behemoth. Difficult to set up, difficult to run, and
difficult to simulate. Despite this, it holds amazing potential as one of the
most in-depth experimental techniques for quantifying optical-scale quan-
tum systems. As evidenced in this work, it has a range of uses from iden-
tifying environmental effects, to probing the quantum structure of finely-
split Hamiltonians. With such a powerful technique available, it seems only
a matter of time until it finds more wide-spread adoption. After all, who
doesn’t to know more about the intricacies of the quantum world?
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