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  This research aims to design and develop semantic search model for agronomy 
knowledge :  SeeAgrow.  It consists of two parts of a knowledge management and a  
3 steps semantic search which is keywords degree identification, terms’ weighting, and 
similarity evaluation. Information about tapioca, sugarcane, and corn has been gathered 
from reliable sources.  The information has been confirmed to be completed and 
publicized since 2007 in a database with ontology application.  Precision, Recall,  
F- measure, Mean Reciprocal Rank ( MRR)  and Sum of Squared Errors of Prediction 
(SSE) of the search model is evaluated.     
  1. Semantic Search Model for Agronomy Knowledge (SeeAgrow)  comprises 
two parts of knowledge management and semantic search. 
  2. Weighting Efficiency Evaluation with Correlation Coefficient ( Corr)  has 
MRR at 0. 906 and SSE at 0. 097.  This obviously indicates better MRR performance 
with less SSE than Inverse Document Frequency (IDF) method according to the stated 
hypothesis. 
  3. The Efficiency of Semantic Similarity Evaluation. 
   3.1 The result of comparison in evaluating semantic similarity from F-measure 
that reflexes Precision and Recall with the application of shortest path between 
Keywords and corpus merging with the calculation of term weighting by Corr, 
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บทที ่1 
บทน า 
 
1.1  ความส าคัญและที่มาของปัญหาการวิจัย 
  ปัจจุบันความก้าวหน้าทางด้านเทคโนโลยีสารสนเทศได้มีบทบาทส าคัญในการ สร้าง
โอกาส  ความเสมอภาค  และเท่าเทียมกันในการเข้าถึงข้อมูล สารสนเทศ หรือความรู้ต่าง ๆ ที่
กระจายอยู่ทั่วไปบนเครือข่ายอินเทอร์เน็ต ( Internet) ซึ่งมีแนวโน้มเพิ่มมากขึ้นอย่างรวดเร็ว ซึ่ง  
ไกรศักดิ์  เกสร  (2554: 1) ได้อธิบายว่าข้อมูลที่กระจายอยู่ทั่วไปบนอินเทอร์เน็ตมีทั้งข้อมูลที่เป็น
ตัวอักษร ( Textual Information) และข้อมูลมัลติมีเดีย ( Multimedia Information) เช่น รูปภาพ 
(Image) วิดีโอ (Video) และเสียง (Audio) ซึ่งผู้ใช้ส่วนใหญ่จะท าการค้นหาข้อมูลโดยใช้โปรแกรม
ค้นหา (Search engine) เช่น กูเกิ้ล (Google)  ยาฮู (Yahoo) และบิง (Bing) เป็นต้น 
  การค้นหาข้อมูลจะใช้ค าส าคัญจากการระบุค าค้นของผู้ใช้เพื่อให้พบข้อมูล สารสนเทศ 
หรือความรู้ที่เกี่ยวข้องกับค าส าคัญให้มากที่สุด และสามารถเข้าถึงความรู้ได้หลากหลาย โดยเฉพาะ
ความรู้ด้านการเกษตรที่มีความส าคัญต่อการผลิตและสร้างมูลค่าเพิ่มให้กับสินค้าเกษตรของ
ประเทศ  จากรายงานของส านักงานเศรษฐกิจการเกษตร ( 2558: 15-20) พบว่าประเทศไทยมีการ
ส่งออกสินค้าเกษตรประเภท ข้าว  มันส าปะหลัง และ อ้อย เป็นล าดับต้น ๆ ของประเทศ  ดังนั้นการ
เข้าถึงความรู้ด้วยโปรแกรมค้นหาจึงเป็นทางเลือกล าดับต้น ๆ แต่ โปรแกรมค้นหาในปัจจุบันไม่ได้
ถูกออกแบบมาเพื่อรองรับการสืบค้นความรู้ด้านการเกษตรดังกล่าว ซึ่งจากการศึกษาของฮาห์น 
และมนิ (Hahn and Mani, 2000) พบว่าผลลัพธ์ที่ได้จากการสืบค้นด้วยโปรแกรมค้นหายังไม่ตรงกับ
ความต้องการ ซึ่งการใช้ค าส าคัญเพียงอย่างเดียวไม่พอต่อการเข้าถึงความรู้ และได้ผลลัพธ์ตาม
ต้องการ 
  ปัญหาของโปรแกรมค้นหา คือผลลัพธ์ที่ได้จากการค้นหามีปริมาณมาก หรือข้อมูลที่ได้เกิน
ความจ าเป็นท าให้การตัดสินใจของผู้ใช้ยากต่อการเลือกค าตอบ และเสียเวลาในการเลือกข้อมูล 
หรือเอกสารที่เกี่ยวข้อง สอดคล้องกับ วิไลพร  เลิศมหาเกียรติ , ภูริวัตร  คัมภีรภาพัฒน์ และอนิราช 
มิ่งขวัญ ( 2551) และศุภกฤษฏิ์  นิวัฒนากูล  (2556)  ที่ว่าโปรแกรมค้นหาไม่สามารถประมวลผล
ความหมายจากการระบุค าส าคัญของผู้ใช้ และให้ผลลัพธ์ไม่ตรงประเด็น เน่ืองจากโปรแกรมค้นหา 
ไม่มีการก าหนดตัวแทนความรู้ตามที่ผู้ใช้ระบุค าส าคัญที่ครบถ้วนสมบูรณ์  เช่น ผู้ใช้ระบุค าส าคัญ 
ชื่อบุคคล และอ้อยที่เป็นพืชไร่ เป็นต้น ท าให้ผลลัพธ์ที่ได้มีจ านวนมากเพราะไม่มีค าค้น หรือตัว
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แทนที่ใช้ในการเชื่อมโยงถึงความรู้ที่ผู้ใช้ต้องการ จากปัญหาดังกล่าวจึงเป็นสิ่งที่นักวิจัยให้ความ
สนใจแก้ปัญหา โดยการใช้แบบจ าลองการสืบค้น  
  แบบจ าลองการสืบค้นที่ใช้ในโปรแกรมค้นหามีหลากหลายแนวคิด ซึ่งแบบจ าลองของ   
ซัลตอน (Salton , 1989) ก็เป็นแนวคิดหนึ่งที่ได้รับความนิยมและถูกน าไปใช้ในการสืบค้นข้อมูล 
ได้แก่แบบจ าลองปริภูมิเวกเตอร์ (Vector Space Model) ที่ให้น้ าหนักค า (Term) ด้วยความถี่ของค าที่
ปรากฏในเอกสาร ( Term Frequency: TF) และค านวณสัดส่วนของจ านวนเอกสารทั้งหมดกับ
จ านวนเอกสารที่ปรากฏค าที่สนใจ ( Inverse Document Frequency: IDF) หรือเรียกว่า  TF-IDF  
ข้อดีคือ วัดความคล้ายคลึงระหว่างค าค้นกับเอกสารได้ แม้ว่าเอกสารน้ันไม่มีค าค้นปรากฏอยู่ทุกค า 
แต่ข้อจ ากัดคือไม่สามารถวิเคราะห์ความหมายของค าได้เน่ืองจากการก าหนดดัชนีไม่มี
ความสัมพันธ์กัน  ซึ่งคิโมโต และอิเวดิร่า (Kimoto and Iwadera , 1990) ได้เสนอแนวทางแก้ปัญหา
ด้วยการเพิ่มความสัมพันธ์ภายในเอกสาร  ต่อมาอาเมียร์ และโมแรด  (Amir and Mourad, 2013), ลีย์, 
มิน และโฮ   (Lee, Min and Oh, 2014) ได้เสนอแบบจ าลองการสืบค้นเพื่อแก้ปัญหาข้างต้น ซึ่งมี
ส่วนประกอบ ได้แก่ ระบบจัดเก็บความรู้  ออนโทโลยี   การวิเคราะห์ค าส าคัญ  การให้น้ าหนักค า 
และการวัดความคล้ายคลึง 
  ระบบจัดเก็บความรู้ ( Knowledge Storage System) เป็นกระบวนการรวบรวมรายละเอียด
ความรู้ที่จัดเก็บในฐานความรู้ เพื่อให้สามารถค้นความรู้กลับคืนมาได้อย่างสะดวกและรวดเร็ว  ซึ่ง 
ฮอดจ์ (Hodge, 2000) ได้อธิบายว่า ปัจจุบันมีการจัดความรู้ให้เป็นระบบโดยใช้ตัวแบบการแทน
ความรู้ที่เรียกว่า เอสเคโอเอส ( Simple Knowledge Organization System: SKOS)  สามารถก าหนด
ความสัมพันธ์ระหว่างค า หรือข้อความต่าง ๆ ในรูปแบบล าดับชั้น ( Hierarchical) ซึ่งความสัมพันธ์
สามารถแสดงระหว่างค าหรือข้อความ ที่มีข้อมูลเกี่ยวกับค าเหมือน ( Synonym) ค าตรงข้าม 
(Antonym) ค าที่ออกเสียงหรือสะกดคล้ายกัน ( Homonym) ค าทั่วไป ( Generic Term) และค าที่
เกี่ยวข้อง (Associative Term) สอดคล้องกับฟุลวิโอ และลอร่า (Fulvio and Laura, 2005)  อธิบายว่า
เอสเคโอเอสเป็นเคร่ืองมือส าหรับสร้างคลังค าหรือมาตรฐานข้อมูลที่ใช้ร่วมกัน เหมาะส าหรับแก้ไข
ปัญหาความแตกต่างของข้อมูลที่หลากหลาย  นอกจากนี้การจัดระบบความรู้สมัยใหม่ได้น าออน
โทโลยี (Ontology) เข้ามาช่วยในการจัดการความรู้เพื่ออธิบายความหมายในขอบเขตเร่ืองที่สนใจ 
  ออนโทโลยีเป็นแนวคิดการจัดฐานความรู้ให้อยู่ในรูปแบบโครงสร้างล าดับชั้น ซึ่งโจนส์ , 
เบนซ์-เคพอน และวิชเซอร์  (Jones, Bench-Capon and Visser, 1998), นอย และแม็คกินนิสส์  (Noy 
and McGuinness, 2001), แกสสิวิค, ดูจ์ริค และเดเวดซิค (Gasevic, Djuric and Devedzic, 2009) ได้
อธิบายว่าออนโทโลยีเป็นโครงสร้างความรู้เชิงความหมาย  น ามาใช้อธิบายแนวคิดโดเมนหนึ่ง ๆ 
เพื่อให้เข้าใจความหมายสิ่งนั้น ๆ ในทิศทางเดียวกัน และที่ส าคัญออนโทโลยีสามารถจัดเก็บค าค้นที่
มีความหมายเดียวกันไว้เป็นกลุ่ม เพื่อใช้ขยายค าค้นจากผู้ใช้  ซึ่งสามารถแก้ปัญหาความก ากวมของ
3 
ค าส าคัญ เช่น หนึ่งค ามีหลายความหมาย หรือค าหลาย ๆ ค ามีความหมายเดียวกัน สอดคล้องกับ 
จุฑามาศ  เทียนสอาด และอรวรรณ อิ่มสมบัติ (2552), เฟนเซลล์ (Fensel, 2004), อาเมียร์และโมแรด  
(Amir and Mourad, 2013), ศุภกฤษฏิ์  นิวัฒนากูล  (2556), ลีย์, มิน และโฮ   (Lee, Min and Oh, 
2014) ที่กล่าวว่าออนโทโลยีมีความจ าเป็นต่อการประมวลผลเชิงความหมายโดยเฉพาะการสืบค้น
และสกัดข้อมูล ดังนั้นออนโทโลยีจึงมีความส าคัญต่อกระบวนการสืบค้นข้อมูล  
  การก าหนดล าดับความส าคัญค าค้นเป็นขั้นตอนหน่ึงในแบบจ าลองการสืบค้นที่ใช้ใน
โปรแกรมค้นหา โดยใช้การพิจารณาจาก  2 กรณี คือ พิจารณาจากล าดับค าค้นของผู้ใช้ที่ระบุเข้ามา  
(Sequence of Words) และจากต าแหน่งของค าที่ปรากฏในเอกสาร (Position of Words)  ซึ่ง ลีย์, มิน 
และโฮ  (Lee, Min and Oh, 2014), วิไลพร  เลิศมหาเกียรติ , ภูริวัตร คัมภีรภาพพัฒน์ และอนิราช มิ่ง
ขวัญ (2551) ได้กล่าวถึงปัญหาในขั้นตอนนี้เกิดจาก (1) ผู้ใช้สะกดค าไม่ถูกต้องตามหลักไวยกรณ์ 
(2) ผู้ใช้เลือกค าส าคัญไม่ตรงกับค าในดัชนี และ (3) การสืบค้นไม่สามารถวิเคราะห์ถึงความหมาย
ของค าส าคัญได้   ซึ่งการแก้ปัญหาดังกล่าว เดียร์เวสเตอร์ (Deerwester,1990) ได้เสนอเทคนิควิธีการ
แยกค าที่ผู้ใช้สนใจจากเอกสารมาสร้างเป็นดัชนี ( Index) ต่อมา อาเมียร์และโมแรด  (Amir and 
Mourad, 2013)  ได้สร้างดัชนีด้วยแนวคิดกราฟ นอกจากนี้ศุภกฤษฏิ์ นิวัฒนากูล ( 2556) ได้เสนอวิธี
แก้ปัญหาดังกล่าวด้วยการวัดความคล้ายคลึงกันของแจ็คการ์ด ( Jaccard Similarity Coefficient)  
ส าหรับเปรียบเทียบความคล้ายคลึงคุณสมบัติของเซตข้อมูล และการให้น้ าหนักค า 
  การให้น้ าหนักค า ( Term Weighting) เป็นขั้นตอนหน่ึงที่ส าคัญของแบบจ าลองการสืบค้น 
โดยเรสนิค  (Resnik, 1999) และณัฐพร  หอมเมือง  (2550) ได้กล่าวว่า  น้ าหนักของค าแต่ละค า  จะ
ค านวณโดยเปรียบเทียบกับค าทั้งหมดในเอกสาร ซึ่งมีการค านวณให้น้ าหนักค าใน (1) เอกสาร และ 
(2) ค าค้นจากผู้ใช้ที่ระบุเข้ามา ซึ่งค่าน้ าหนักเหล่านั้นจะถูกน าไปแทนในสมการเพื่อค านวณความ
คล้ายคลึงระหว่างค าค้นกับเอกสาร เรียกว่าการวัดความคล้ายคลึงระหว่างเอกสาร ซึ่งแนวคิด
ดังกล่าวจะสอดคล้องกับวิธีการให้น้ าหนักค าของ  ซัลตอน  (Salton , 1989) แต่การให้น้ าหนักค า
ดังกล่าวจะไม่ให้ความส าคัญกับความหมายของค า กลุ่มค า และถือว่าค าแต่ละค าเป็นอิสระต่อกัน 
ซึ่ง ดีแจเมล (Djamel, 2009), ปฏิคม  ทองจริง (2552),  ลีย์, มิน และโฮ   (Lee, Min and Oh, 2014) 
ได้เสนอแนวทางแก้ปัญหาโดยการน าออนโทโลยีเข้ามาช่วยส าหรับการก าหนดความหมายของค า 
เพื่อให้การค้นหาตรงกับความต้องการของผู้ใช้มากขึ้น 
  การวัดความคล้ายคลึงระหว่างค ากับเอกสารในปัจจุบัน สามารถค านวณได้หลายวิธี  แต่วิธีที่
นิยมใช้ คือการวัดความคล้ายคลึงเชิงมุม ซึ่งใช้เทคนิคการแทนเอกสารด้วยระบบเวกเตอร์ และ
หลักการทางสถิติ ข้อดีคือสามารถวัดความคล้ายคลึงระหว่างค าค้นกับเอกสารได้ แม้ว่าเอกสารน้ัน
ไม่มีค าค้นปรากฏอยู่ทุกค า แต่มีข้อจ ากัดคือไม่สามารถวิเคราะห์ความหมายของค าได้เน่ืองจากการ
ก าหนดดัชนีไม่มีความสัมพันธ์ กัน จากปัญหาดังกล่าวมีนักวิจัยจ านวนหน่ึงได้น าเสนอแนวคิด
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ส าหรับแก้ปัญหาข้างต้นโดยการน าออนโทโลยีมาช่วยในการอธิบายความหมายของค า ดังงานวิจัย
ของดีแจเมล  (Djamel, 2009), ซันดราเซร์คารัน , โจเซฟซันและเบนจามินส์  (Chandrasekaran, 
Josephson and Benjamins, 1999) แมดฮุรา และคณะ (Madhura, et. al., 2012) อาเมียร์และโมแรด  
(Amir and Mourad, 2013) และงานวิจัยของลีย์, มิน และโฮ   (Lee, Min and Oh, 2014) เป็นต้น 
นอกจากนี้พิลาวัณย์ พลับรู้การและกฤษณะ ไวยมัย (2544)  ศุภกฤษฏิ์  นิวัฒนากูล  (2556)ได้เสนอ
เทคนิควิธีการค านวณค่าค านวณความคล้ายคลึงกันระหว่างเอกสารเชิงความหมาย ด้วยการหาค่า
ความเกี่ยวข้องระหว่างค าสองค า 
  จากที่กล่าวมาข้างต้นสรุปได้ว่าโปรแกรมค้นหาในปัจจุบันมักพบปัญหา (1) ผู้ใช้สะกดค า
ไม่ถูกต้องตามหลักไวยกรณ์ (2) ผู้ใช้ เลือกค าส าคัญไม่ตรงกับค าในดัชนี และ (3) กระบวนการ
สืบค้นไม่สามารถวิเคราะห์ความหมายของค าส าคัญ และแนวทางการแก้ปัญหานี้  ลีย์, มิน และโฮ   
(Lee, Min and Oh, 2014) ได้อธิบายว่าควรออกแบบขั้นตอนวิธีการจัดการความรู้ การวิเคราะห์ค า
ส าคัญ และการวัดความคล้ายคลึงระหว่างค ากับเอกสาร ให้เหมาะสม ซึ่งสอดคล้องกับแนวคิดของ 
เฟรค และคณะ  (Frakes, et. al., 1992), เบย์ซา  เยตส์ และริบริโร เนโท  (Baeza-Yates and Ribeiro-
Neto, 1999), นคร โคตรโสภา (2549) และศุภกฤษฏิ์  นิวัฒนากูล  (2556) ได้ศึกษาออกแบบเทคนิค
วิธีการส าหรับแก้ปัญหาข้างต้น เพื่อให้ได้ผลลัพธ์ที่เหมาะสมและตรงกับความต้องการของผู้ใช้ แต่
เทคนิควิธีการที่น าเสนอยังมีข้อจ ากัดในส่วนของการประมวลความหมายของค า ในขอบเขตโดเมน
เร่ืองที่สนใจ อาจมีสาเหตุจากการเพิ่มขึ้นของ ปริมาณข้อมูล สารสนเทศ และความรู้บนเครือข่าย
อินเทอร์เน็ต จึงท าให้เกิดความท้าทายของนักวิจัยในการคิดค้นขั้นตอนวิธีส าหรับการสืบค้น เพื่อให้
ได้ผลลัพธ์ที่เหมาะสมและตรงกับความต้องการของผู้ใช้ 
  ดังนั้นงานวิจัยนี้จึงพัฒนาแบบจ าลองการสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ 
เพื่อหาแนวทาง และออกแบบขั้นตอนวิธีการสืบค้นเชิงความหมาย ประกอบด้วยสองส่วน ส่วนแรก
คือการจัดความรู้ให้เป็นระบบ และส่วนที่สองคือการสืบค้นเชิงความหมาย และสิ่งที่ได้รับจากการ
วิจัยนี้ คือได้ขั้นตอนวิธีส าหรับการออกแบบและพัฒนาระบบสืบค้นข้อมูลส าหรับความรู้ด้านพืชไร่ 
อันมีผลลัพธ์ที่ตรงกับความต้องการของผู้ใช้  
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1.2  วัตถุประสงค์ของการวิจัย  
  เพื่อออกแบบและพัฒนาแบบจ าลองการสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ 
2 ส่วน คือ การจัดความรู้ให้เป็นระบบ และการสืบค้นเชิงความหมาย 3 ขั้นตอน ได้แก่  การก าหนด
ล าดับความส าคัญค าค้น การให้น้ าหนักค าส าคัญ และการวัดความคล้ายคลึง  
 
1.3  สมมติฐานการวิจัย  
  แบบจ าลองการสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ มีค่าความแม่นย า 
(Precision) ค่าความระลึก ( Recall) ค่าความถ่วงดุล (F- Measure) ค่าความแม่นย าเฉลี่ย (Mean 
Reciprocal Rank: MRR) มากกว่าร้อยละ 80 ขึ้นไป  และค่าความผิดพลาด ( Sum of Squared Errors 
of Prediction: SSE) ไม่เกิน 0.1 
 
1.4  ข้อตกลงเบ้ืองต้น  
  1.4.1 ความรู้พืชไร่ที่น ามาเป็นข้อมูลทดสอบได้จากการสืบค้นด้วยโปรแกรมค้นหาบน
เครือข่ายอินเทอร์เน็ตจากแหล่งข้อมูลที่มีความน่าเชื่อถือ และได้เลือกรายการความรู้ที่มีค าอธิบาย
ครบถ้วนตามความต้องการที่มีการเผยแพร่ตั้งแต่ปี พ.ศ. 2550 เป็นต้นมา เช่น  ฐานข้อมูลงานวิจัย
การเกษตรไทย ฐานข้อมูลในโครงการเครือข่ายห้องสมุดในประเทศไทย ส านักงานคณะกรรมการ
การอุดมศึกษา และฐานข้อมูลของส านักงานคณะกรรมการวิจัยแห่งชาติ เป็นต้น   
  1.4.2 ฐานความรู้พืชไร่ ประยุกต์ใช้ออนโทโลยีไม้ผลเศรษฐกิจที่พัฒนาขึ้นโดย ศุภกฤษฏิ ์
นิวัฒนากูล (2556) โดยใช้โครงสร้างที่ออกแบบคลาสไว้เท่านั้น ซึ่งไม่ใช่ความรู้ของไม้ผลเศรษฐกิจ 
  1.4.3 ค าส าคัญที่จะน าไปใช้ส าหรับการสืบค้นความรู้ต้องเป็นค าที่สะกดถูกต้อง และการ
ระบุค าค้นต้องแยกค าส าคัญโดยการเว้นวรรค 
 
1.5  ขอบเขตของการวิจัย  
  1.5.1 จัดเก็บความรู้ด้านพืชไร่ของประเทศไทย 3 ชนิด คือ มันส าปะหลัง อ้อย และ
ข้าวโพด  ซึ่งเป็นบทความวิจัย หรือรายงานการวิจัย หรือวิทยานิพนธ์ โดยจัดเก็บชื่อเร่ือง ค าส าคัญ 
ค าอธิบายความรู้ (บทคัดย่อ) และแหล่งอ้างอิงต้นฉบับ จ านวนไม่น้อยกว่า 240 รายการ  
  1.5.2 ออกแบบและพัฒนาแบบจ าลองการสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ 
ประกอบด้วยการจัดความรู้ให้เป็นระบบ และการสืบค้นเชิงความหมาย 3 ขั้นตอน ได้แก่  
(1) การก าหนดล าดับความส าคัญค าค้น  (2) การให้น้ าหนักค าส าคัญ  และ (3) การวัดความคล้ายคลึง  
ซึ่งจัดล าดับผลลัพธ์ตามผลการเปรียบเทียบความคล้ายคลึงระหว่างเอกสารกับค าค้น 
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1.6  ประโยชน์ที่คาดว่าจะได้รับ 
  ได้แบบจ าลองการสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ที่สามารถแก้ปัญหาความ
ก ากวมของค าส าคัญที่ใช้สืบค้นความรู้ เพื่อให้ได้ผลลัพธ์ที่ตรงกับความต้องการของผู้ใช้ ซึ่ง
ประกอบด้วยการจัดความรู้ให้เป็นระบบ และการสืบค้นเชิงความหมาย 3 ขั้นตอน คือ (1) การก าหนด
ล าดับความส าคัญค าค้น  (2) การให้น้ าหนักค าส าคัญ และ (3) การวัดความคล้ายคลึง โดย
แบบจ าลองในงานวิจัยนี้สามารถน าไป เป็นแนวทางส าหรับการพัฒนาระบบสืบค้นความรู้ด้านที่
เกี่ยวข้อง และอื่น ๆ ต่อไป   
 
1.7  ค าอธิบายศัพท์  
  1.7. 1 แบบจ าลองการสืบค้นเชิงความหมาย ( Semantic Search Model) หมายถึงขั้นตอน
วิธีการจัดความรู้ให้เป็นระบบ และการสืบค้นเชิงความหมาย ประกอบด้วยขั้นตอน (1) การก าหนด
ล าดับความส าคัญค าค้น (2) การให้น้ าหนักค าส าคัญ และ (3) การวัดความคล้ายคลึง  
  1.7.2 ความรู้ด้านพืชไร่ ( Agronomy Knowledge) หมายถึงเอกสารที่เป็น บทความวิจัย 
หรือรายงานการวิจัย หรือวิทยานิพนธ์ ที่เกี่ยวข้องกับมันส าปะหลัง อ้อย และข้าวโพด  ที่จัดเก็บใน
รูปแบบออนโทโลยี 
  1.7.3 การอธิบายความรู้ ( Explain Knowledge) หมายถึงการอธิบายเน้ือหา ( Content) 
ของความรู้ด้านพืชไร่ที่เกี่ยวกับชื่อเร่ือง ค าส าคัญ ค าอธิบายความรู้  (บทคัดย่อ) และแหล่งอ้างอิง
ต้นฉบับ โดยใช้เมทาดาทา (Metadata) ดับลินคอร์ (Dublin Core) 
  1.7.4 คลังค า ( Word Repository) หมายถึง การรวบรวมค าด้านพืชไร่จากอรรถาภิธาน
ศัพท์เกษตรไทยมาจัดความสัมพันธ์ในรูปแบบล าดับชั้น โดยใช้ตัวแบบเอสเคโอเอส  
 
  
บทที ่2 
ปริทัศน์วรรณกรรมและงานวิจัยที่เกี่ยวข้อง 
 
  การออกแบบและพัฒนาแบบจ าลองการสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ได้มี
การศึกษา ค้นคว้าแนวคิดและงานวิจัยที่เกี่ยวข้องจากต ารา เอกสารและบทความตามหัวข้อ ดังนี้ 
การจัดระบบความรู้ด้านพืชไร่ 
  2.1 การจัดระบบความรู้ด้านพืชไร่  
   2.1.1 ความรู้ด้านพืชไร่   
   2.1.2 การจัดระบบความรู้  
   2.1.3 การจัดระบบความรู้ด้วยออนโทโลยี  
   2.1.4 งานวิจัยที่เกี่ยวข้องกับการจัดระบบความรู้โดยใช้ออนโทโลยี  
  2.2 แนวคิดการค้นคืนสารสนเทศ  
   2. 2.1 ความหมายการค้นคืนสารสนเทศ 
   2.2.2 รูปแบบการค้นคืนสารสนเทศ  
   2.2.3 ภาษาสืบค้นความรู้  
   2.2.4 งานวิจัยที่เกี่ยวข้องกับแนวคิดการค้นคืนสารสนเทศ  
  2.3 แบบจ าลองการสืบค้น  
   2.3.1 วิวัฒนาการของแบบจ าลองการสืบค้น 
   2.3.2 แนวคิดการสืบค้นเชิงความหมาย  
   2.3.3 รูปแบบการสืบค้นเชิงความหมาย 
   2.3.4 งานวิจัยที่เกี่ยวข้องกับแนวคิดการสืบค้นเชิงความหมาย  
  2.4 การวิเคราะห์ค าส าคัญ  
   2.4.1 การก าหนดความส าคัญของค าค้น  
   2.4.2 การให้น้ าหนักค า  
  2.5 การวัดความคล้ายคลึง  
  2.6 กรอบแนวคิดการวิจัย  
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2.1  การจัดระบบความรู้ด้านพืชไร่  
  2.1.1 ความรู้ด้านพืชไร่  
    การเกษตรเป็นอาชีพหลักของประเทศไทย ประชาชนส่วนใหญ่ประกอบอาชีพ
เกษตรกรรม ท าให้การเกษตรมีความส าคัญในการพัฒนาเศรษฐกิจและการพัฒนาประเทศ เนื่องจาก
รายได้ส่วนใหญ่ของประเทศมาจากสินค้าเกษตรเป็นส าคัญ แต่เศรษฐกิจของประเทศจะเจริญเติบโต
มากน้อยเพียงใดขึ้นอยู่กับความรู้ของเกษตรกรว่ามีเพียงใด ไม่ว่าจะเป็น ประสบการณ์ กระบวน
การบูรณาการ การแลกเปลี่ยน ถ่ายทอดความรู้ และการเลือกใช้สารสนเทศในการจัดการความรู้ที่
เหมาะสม เพื่อให้เกิดองค์ความรู้จนกระทั่งเกิดเป็นความรู้ใหม่ เพื่อพัฒนาผลผลิต และผลิตภัณฑ์  
ทั้งทางด้านคุณภาพและราคา ให้ก้าวทันต่อกลุ่มประเทศคู่แข่ง โดยเฉพาะในกลุ่มประเทศอาเซียน
ด้วยกันเอง 
    จากรายงาน ของส านักงานเศรษฐกิจการเกษตร กระทรวงเกษตรและสหกรณ์  
ปี 2558  ประเทศไทยมีการขยายตัวเศรษฐกิจการเกษตร และในอนาคตมีแนวโน้มเพิ่มขึ้นเร่ือย ๆ 
โดยเฉพาะผลผลิตในกลุ่มของพืชไร่ เช่น ข้าว  มันส าปะหลัง อ้อย และข้าวโพด เป็นต้น เนื่องจาก
สภาพดินฟ้าอากาศที่เอ้ืออ านวยและเป็นข้อได้เปรียบต่อการแข่งขันด้านการเกษตรในกลุ่มประเทศ
อาเซียน  แม้การขยายตัวเศรษฐกิจด้านการเกษตรของกลุ่มพืชไร่จะเพิ่มขึ้น แต่การจัดการความรู้
ส าหรับพืชไร่ นับเป็นเร่ืองค่อนข้างใหม่ จึงพบรายงานไว้ไม่มากนัก ( สถาบันส่งเสริมการจัดการ
ความรู้เพื่อสังคม , 2550) ดังนั้นการจัดการความรู้ส าหรับด้านพืชไร่จึงมีความจ าเป็น เร่งด่วนเพื่อ
ส่งเสริมและสนับสนุนให้มีการแลกเปลี่ยนความรู้ด้านพืชไร่ให้สามารถรองรับการขยายตัวก้าวสู่
ประชาคมอาเซียน  ซึ่งการจัดเก็บความรู้ด้านพืชไร่ของประเทศไทยมีการจัดเก็บอยู่ในรูปแบบ
เอกสารและข้อมูลอิเล็กทรอนิกส์  โดยสามารถเข้าถึงแหล่งจัดเก็บความรู้ได้ดังตัวอย่างแสดงดัง
ตารางที่ 2.1 
 
ตารางท่ี 2.1 ตัวอย่างแหล่งจัดเก็บและการเข้าถึงความรู้ด้านพืชไร่ 
แหล่งจัดเก็บความรู้ การเข้าถึงความรู้ 
กรมส่งเสริมการเกษตร http://km.doae.go.th/ 
ศูนย์จัดการความรู้ด้านการเกษตรเพื่อ
การพัฒนา 
http://www.agkmstou.com/2008/index.php 
ห้องสมุด สสวท. http://www.ipst.ac.th/library/index.asp 
ห้องสมุดความรู้ด้านการเกษตร http://www.doae.go.th/library/index.html 
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ตารางท่ี 2.1 ตัวอย่างแหล่งจัดเก็บและการเข้าถึงความรู้ด้านพืชไร่ (ต่อ) 
แหล่งจัดเก็บความรู้ การเข้าถึงความรู้ 
สถาบันวิจัยมูลนิธิสถาบันวิจัยเพื่อการ
พัฒนาประเทศไทย 
http://www.info.tdri.or.th 
ศูนย์ความรู้ด้านการเกษตร 
มหาวิทยาลัยเกษตรศาสตร์  
http://www.egov.go.th/Pages/Directory/e-
Service/Public/ListServicesByCatTargetDetails.aspx?s
c=01199 
ฐานการเรียนรู้ด้านการเกษตร
มหาวิทยาลัยแม่โจ้ 
http://www.mju.ac.th/mju2010/Learning_Project.php 
ศูนย์สารสนเทศทางการเกษตร
แห่งชาติ 
http://thaiagris.lib.ku.ac.th/index.php/menu-database 
ส านักวิจัยและส่งเสริมวิชาการ
การเกษตร 
http://www2.it.mju.ac.th/dbresearch/raen/ 
ส านักงานกองทุนสนับสนุนการวิจัย 
(สกว.) 
http://www.trf.or.th/research 
ฐานข้อมูลวิจัยไทย http://www.thairesearch.in.th 
ศูนย์ความรู้งานวิจัยการเกษตร http://kmag.ku.ac.th/ 
เครือข่ายห้องสมุดในประเทศไทย 
(สกอ.) 
http://dcms.thailis.or.th/dcms/basic.php 
ส านักงานเศรษฐกิจการเกษตร http://www.oae.go.th/main.php?filename=index 
 
   กรมวิชาการเกษตร  (2544), ปรีชา สุริยพันธุ์ (2544), อุดม เนียบวัน  (2544), อัปสร 
เปลี่ยนสินไชย (2544),  ดนัย ศุภาพร (2537), โชต ิสิทธิบุศย์ (2526),  สุน ีศรีสิงห์ และ เสน่ห์ นิลมณี 
(2537) และ อรุณี วงษ์กอบรัษฏ์ (2526)  ได้อธิบายเกี่ยวกับโครงสร้างความรู้ด้านพืชไร่ประกอบด้วย  
1) ลักษณะทางพฤกษศาสตร์  2) การปลูกและการบ ารุงรักษา  3) โรคและแมลง  4) การแปรรูป และ 
5) การตลาดและส่งออก  
   การออกแบบและพัฒนาออนโทโลยีด้านไม้ผลเศรษฐกิจ ( ThaiFO Ontology) 
ของศุภกฤษฏิ์ นิวัฒนากูล ( 2556) ประกอบด้วยคลาสแทนข้อมูลไม้ผลเศรษฐกิจ   คลาสแทนข้อมูล
การปลูกและบ ารุงรักษา   คลาสแทนข้อมูลโรคและแมลง   คลาสแทนข้อมูลสารเคมี   คลาสแทน
ข้อมูลการแปรรูป   คลาสแทนข้อมูลเคร่ืองจักรหรือเคร่ืองมือ  คลาสแทนข้อมูลการตลาดและการ
ส่งออก และคลาสแทนข้อมูลเอกสารความรู้ไม้ผลเศรษฐกิจ ซึ่งการออกแบบโครงสร้างออนโทโลยี
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ดังกล่าวมีความใกล้เคียงกับโครงสร้างความรู้ด้านพืชไร่ จึงเป็นเหตุผลส าคัญที่ท าให้งานวิจัยนี้มีการ
ประยุกต์ใช้ออนโทโลยีดังกล่าว 
 
  2.1.2 การจัดระบบความรู้  
    มีนักวิชาการหลาย ๆ ท่าน ที่ได้อธิบายเกี่ยวกับการจัดระบบความรู้ ไว้ดังนี้  
    ส านักคณะกรรมการพัฒนาระบบราชการ และสถาบันเพิ่มผลผลิตแห่งชาติ (2548) 
ได้อธิบายการจัดระบบความรู้ไว้ว่า เป็นการวางโครงสร้างความรู้เพื่อเตรียมพร้อมส าหรับการเก็บ
ความรู้อย่างเป็นระบบในอนาคต สอดคล้องกับโกศล ดีศิธรรม (2546) ที่ได้อธิบายการจัดเก็บความรู้ 
(Knowledge Storage) ว่าเป็นการวางโครงสร้างของการเก็บรวบรวมความรู้ เพื่อเตรียมพร้อม
ส าหรับการเก็บความรู้อย่างเป็นระบบเป็นหมวดหมู่เก็บลงในฐานข้อมูล ซึ่งศุภกฤษฏิ์ นิวัฒนากูล 
และนิศาชล จ านงศรี (2556) ได้อธิบายการจัดระบบความรู้ ไว้ว่าเป็นกระบวนการในการรวบรวม
รายละเอียดของความรู้ที่จัดเก็บในฐานความรู้ เพื่อให้สามารถค้นความรู้กลับคืนมาได้อย่างสะดวก
และรวดเร็ว และตรงกับความต้องการของผู้ใช้มากที่สุด  และการจัดระบบความรู้ที่นิยมใช้ คือ  
เคโอเอส  (Knowledge Organization System: KOS) ตามที่ ฮอดจ์ (Hodge, 2000) น าเสนอไว้ มี  
3 ประเภท ดังน้ี 
    1. รายการข้อความ  (Term Lists) 
     รายการข้อความ หมายถึง การรวบรวมค าส าคัญในขอบเขตทั่วไปหรือ
เฉพาะเจาะจงไว้ในรูปแบบแฟ้มข้อมูล หรืออาจจะเป็นฐานข้อมูล เพื่อที่จะค้นหาและน าไปใช้ได้
โดยสะดวก ซึ่งรายการข้อความ อาจประกอบด้วย 
     1.1 รายการหลักฐาน ( Authority Files) เป็นการแสดงรายการของค าหรือ
ข้อความที่ใช้ในการควบคุมชื่อที่แตกต่างกันส าหรับโดเมนใดโดเมนหนึ่ง เช่น รายชื่อสัตว์น้ า 
รายชื่ออุปกรณ์ประกอบอาหาร เป็นต้น 
     1.2 อภิธานศัพท์ ( Glossaries) เป็นรายการของค าหรือข้อความพร้อมกับ
ความหมายของค าหรือข้อความเหล่านั้น  
     1.3 พจนานุกรม ( Dictionaries) เป็นรายการค าตามล าดับตัวอักษรพร้อมกับ
ความหมาย และอาจมีรายละเอียดเพิ่มเติม เช่น ค าเหมือน ค าตรงข้าม ประเภทของค า เป็นต้น 
     1.4 อักขรานุกรมภูมิศาสตร์ ( Gazetteers) เป็นรายการของชื่อสถานที่ ซึ่งอาจ
เป็นชื่อเมือง ภูเขา ถนน ธนาคาร สถานีบริการน้ ามันเชื้อเพลิง เป็นการรวบรวมรายชื่อสถานที่ไว้ 
เพื่อให้สะดวกต่อการค้นหาในภายหลัง 
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    2. การจัดกลุ่มและจ าแนก (Classifications and Categories) 
     การจัดกลุ่มและจ าแนก เป็นการจัดมาตรฐานของการจ าแนกสิ่งต่าง ๆ ที่อยู่ใน
โลกนี้ เพื่อให้ผู้ที่เกี่ยวข้องน าไปใช้ในการควบคุมและจัดหมวดหมู่ของวัตถุต่าง ๆ อันจะท าให้มี
ความเป็นมาตรฐานเดียวกัน จะท าให้ค้นหาได้สะดวกยิ่งขึ้น การจัดกลุ่มและจ าแนก อาจ
ประกอบด้วย 
     2.1 หัวเร่ือง ( Subject Headings) เป็นกลุ่มของข้อความควบคุมเพื่อเป็น
ตัวแทนหัวเร่ืองของรายการหรือวัตถุต่าง ๆ ที่ได้รวบรวมไว้ ดังเช่น ระบบหัวเร่ืองของห้องสมุด
รัฐสภาอเมริกัน หรือที่รู้จักในชื่อ LCSH (Library of Congress Subject Headings) เพื่อใช้ในการ
ควบคุมหัวเร่ืองของรายการหนังสือในห้องสมุด 
     2.2 รูปแบบการจัดกลุ่ม อนุกรมวิธาน และรูปแบบการจ าแนก ( Classification 
Schemes, Taxonomies and Categorization Schemes) เป็นการจัดกลุ่มและจ าแนกตามหัวเร่ืองที่ได้
ก าหนดไว้ตามล าดับชั้น การจัดกลุ่มของวัตถุตามคุณลักษณะเฉพาะ ดังเช่น อนุกรมวิธานสัตว์บก 
จะเป็นระบบการจ าแนกประเภทของสัตว์บกตามล าดับชั้นที่ได้ก าหนดไว้  
    3 . รายการความสัมพันธ์ (Relation Lists) 
     รายการความสัมพันธ์ เป็นระบบการจัดความรู้ให้เป็นระบบที่ซับซ้อนมากกว่า
สองกลุ่มที่ได้กล่าวมาแล้วข้างต้น เนื่องจากว่ารายการข้อความเป็นเพียงค าหรือข้อความเท่านั้น ไม่มี
การสร้างความสัมพันธ์ระหว่างค าหรือข้อความเหล่านั้น ในขณะที่การจัดกลุ่มและการจ าแนกจะมี
การสร้างความสัมพันธ์ระหว่างค าหรือข้อความเหล่านั้นแบบเป็นล าดับชั้น แต่รายการความสัมพันธ์
จะสามารถสร้างความสัมพันธ์ระหว่างค าหรือข้อความมากกว่านั้น ท าให้การจัดการรายการ
ความสัมพันธ์จะมีความยุ่งยากและซับซ้อนมากกว่า ซึ่งรายการความสัมพันธ์ที่ใช้กันโดยทั่วไปใน
ปัจจุบัน ประกอบด้วย  
     3.1 อรรถาภิธาน ( Thesaurus) เป็นการก าหนดความสัมพันธ์ระหว่างค าต่าง ๆ 
ที่ได้รวบรวมไว้ ซึ่งความสัมพันธ์ที่สามารถแสดงระหว่างค าหรือข้อความเหล่านั้น อาจมีข้อมูล
เกี่ยวกับค าเหมือน ( Synomym) ค าตรงข้าม (Antonym) ค าพ้องรูปพ้องเสียง ( Homonym) ค าที่ใช้
ทั่วไป (Generic Term) ค าที่เป็นส่วนหน่ึงของ (Part/Whole Term) ค าที่เกี่ยวข้อง (Asssociative 
Term) และข้อมูลอื่น ๆ  จากตัวอย่างอรรถาภิธานของค าว่า “Agriculture” จะท าให้ทราบถึงข้อมูล
ต่าง ๆ ที่เกี่ยวข้องกับค านี้ ดังเช่น จะได้ทราบว่าค าเหมือน ค าตรงข้าม มีค าใดบ้าง  ตัวอย่างดังรูป 
ที่ 2.1 
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      ที่มา: http://thesaurus.com/browse 
รูปท่ี  2.1  ตัวอย่างอรรถาภิธานของ “Agriculture” 
 
    องค์การอาหารและเกษตรแห่งสหประชาติ (Food and Agriculture Organization – 
FAO) ได้มีการก าหนดค าศัพท์เพื่อช่วยในการค้นหาความรู้ทางเกษตรในรูปแบบอรรถาภิธานศัพท์
สากล AGORVOC Thesaurus ซึ่งรองรับ 22 ภาษา รวมทั้งภาษาไทย  (FAO, www, 2013) ซึ่งต่อมา 
อารีย์ ธัญกิจจานุกิจ  และคณะ (2556)  ได้ท าการวิจัยและพัฒนาอรรถาภิธานศัพท์เกษตรไทย เพื่อ
เป็นค าศัพท์มาตรฐานส าหรับก าหนดดรรชนีสารสนเทศเกษตรของไทย โดยจะช่วยเพิ่ม
ประสิทธิภาพในการค้นคืนสารสนเทศทางการเกษตรในการขยายขอบเขตค าค้น ค้นค าศัพท์ที่เป็น
ค าพ้องเสียงและค าพ้องความหมายซึ่งปัจจุบันมีค าศัพท์ที่ให้บริการมากกว่า 28,000 ค า แสดงดังรูป
ที่ 2.2 
 
 
 
 
 
 
 
 
ที่มา: http://pikul.lib.ku.ac.th/www/agrovoc_th_adv.php 
รูปท่ี  2.2  ตัวอย่างอรรถาภิธานศัพท์เกษตรไทยของค า “มันส าปะหลัง”  
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     3.2 ข่ายงานความหมาย (Semantic Network) เป็นการจัดเก็บข้อมูลในลักษณะ
กราฟซึ่งประกอบด้วยโหนด (Node) ซึ่งเป็นตัวแทนแนวคิดหรือสิ่งใดสิ่งหนึ่ง และเส้นเชื่อม (Edge) 
ซึ่งใช้แทนความสัมพันธ์เชิงความหมายระหว่างโหนดหรือแนวคิดนั้น ๆ ตัวอย่างดังรูปที่ 2.3 
 
 
      ที่มา: http://www.no-poor.com/JavaandAi/bookAI/ 
รูปท่ี  2.3  ตัวอย่างข่ายงานเชิงความหมาย 
 
     3.3 ออนโทโลยี (Ontology) ในทางวิทยาการคอมพิวเตอร์ สตูเดอร์ เบนจามินส ์
และเฟนเซล (Studer, Benjamins and Fensel, 1998) ได้ให้ความหมายไว้ว่า ออนโทโลยี คือ รูปแบบ 
ข้อก าหนดที่ชัดเจนของแนวคิดที่มีการแบ่งปันหรือใช้ร่วมกัน ซึ่งจากความหมายดังกล่าวออนโทโลยี
จะต้องมี รูปแบบ (Formal) ที่เคร่ืองจักรสามารถประมวลผลได้ ความชัดเจน ( Explicit) ของรูปแบบ
ที่มีการก าหนดไว้ และแบ่งปัน (Shared) ตามที่ได้มีการตกลงที่จะใช้งานร่วมกัน  
    ปัจจุบันการจัดความรู้ให้เป็นระบบ อยู่ในความสนใจของนักวิจัยส าหรับการพัฒนา
ระบบความรู้ของแต่ละองค์กรเพื่อแก้ไขปัญหาการใช้ศัพท์ควบคุมและการก าหนดนโยบายให้ใช้
ระบบหมวดที่เป็นมาตรฐานสากล  และการตกลงใช้ระบบมาตรฐานเดียวกันส าหรับหน่วยงาน  โดย
ปัจจุบันมีการน าเทคโนโลยีการจัดเก็บความรู้เข้ามาช่วยจัดการความรู้ให้เป็นระบบ เช่น ใช้ตัวแบบ
การแทนความรู้ หรือเรียกว่า เอสเคโอเอส ( Simple Knowledge Organization Systemm: SKOS) 
และเมทาดาทา (Metadata) ส าหรับอธิบายให้ทราบรายละเอียดของข้อมูล ดังนี ้
    1.  ตัวแบบการแทนความรู้ เอสเคโอเอส  (SKOS)  ฟุลวิโอ และลอร่า (Fulvio and 
Laura, 2005)  ได้กล่าวไว้ว่า เอสเคโอเอส  (SKOS) คือตัวแบบหรือเคร่ืองมือส าหรับสร้างคลังค า
หรือมาตรฐานข้อมูลที่ใช้ร่วมกันในการแก้ไขปัญหาความแตกต่างของข้อมูลที่หลากหลาย โดยเน้น
ไปที่ค าส าคัญ ค าพ้อง ค ากว้างกว่า ( Broader Term-BT)  ค าแคบกว่า (Narrower  Term-NT) และค า
เกี่ยวข้อง (Related Term-RT) เป็นแบบจ าลองที่ใช้งานง่ายเหมาะส าหรับการแทนความรู้แบบใช้งาน
ร่วมกัน พื้นฐานของ เอสเคโอเอส  (SKOS) ประกอบไปด้วย  Concepts, Labels, Preferred Labels, 
Alternate Labels, Hidden Labels แสดงตัวอย่างดังรูปที่ 2.4 
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       ที่มา: ไมล ์(Miles, 2005) 
 
รูปท่ี  2.4  การนิยามศัพท์ในเอสเคโอเอส (SKOS) 
 
    2.  เมทาดาทา  คือ การอธิบายให้ทราบรายละเอียดของข้อมูล ซึ่งมีคุณสมบัติ  
2 ประการ คือ 1) เป็นข้อมูลที่มีโครงสร้าง และ 2) ต้องอธิบายถึงทรัพยากรสารสนเทศนั้น ๆ  เพื่อ
ช่วยในการค้นหาสารสนเทศให้มีความสะดวกง่ายต่อการเชื่อมโยงไปยังสารสนเทศต่าง ๆ รองรับ
การใช้งานได้หลากหลายด้วยความแตกต่างทางฮาร์ดแวร์ และซอฟต์แวร์  
     2.1 องค์ประกอบของสารสนเทศ ซึ่งบุญเลิศ  อรุณพิบูลย์ , สุภาพร ชัยธัมมะ
ปกรณ์  และฐิติมา  ธรรมบ ารุง  (2550) ได้อธิบายถึงความจ าเป็นที่ต้องมีเมทาดาทา เน่ืองจาก
สารสนเทศที่สร้างขึ้นมีองค์ประกอบ 3 ลักษณะ ดังนี้ 
      2.1.1 เน้ือหา ( Content) ของงาน เกี่ยวกับชื่อเร่ือง หัวเร่ือง ต้นฉบับ 
(แหล่งที่มา) ภาษา เร่ืองที่เกี่ยวข้อง และขอบเขต  
      2.1 .2 บริบท ( Context) ของสารสนเทศ เกี่ยวกับทรัพย์สินทางปัญญา
ของงาน เช่น ผู้เขียน ผู้สร้างสรรค์ผลงาน ส านักพิมพ์ ผู้มีส่วนร่วมในผลงาน และสิทธิในงานนั้น ๆ  
      2.1.3 โครงสร้าง ( Structure) ของข้อมูลเกี่ยวกับ วัน เดือน ปีที่สร้าง
ผลงาน ประเภทของเน้ือหา รูปแบบการน าเสนอผลงาน และตัวบ่งชี้หรือตัวระบุถึงทรัพยากร  หน้าที่
และประเภทของเมทาดาทา  
     2.2 การท าเมทาดาทา จะต้องเข้าใจถึงประเภทของเมทาดาทาซึ่งจ าแนกตาม
หน้าที่ได้ 3 ประการ ดังนี้ 
      2.2.1  เมทาดาทาเชิงการบริหาร ( Administrative Metadata) เป็นการ
ก าหนดเมทาดาทาเพื่อใช้ในการจัดการทรัพยากรสารสนเทศ ทั้งในระยะสั้น และระยะยาว เช่น เป็น
เมทาดาทาของข้อมูลเกี่ยวกับการจัดหาสารสนเทศนั้น ๆ การสร้าง การปรับปรุงสารสนเทศ เป็นเม
ทาดาทาเกี่ยวกับการสงวนรักษาข้อมูล เช่น ข้อมูลเกี่ยวกับการย้ายสภาพ เป็นต้น  
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      2.2.2 เมทาดาทาเชิงพรรณนา ( Descriptive Metadata) เป็นเมทาดาทาที่
อธิบายเกี่ยวกับทรัพยากรสารสนเทศนั้น ๆ เช่น การลงรายการ ชื่อเร่ือง ชื่อผู้แต่ง หัวเร่ือง การจัด
หมวดหมู ่ 
      2.2.3 เมทาดาทาเชิงโครงสร้าง ( Structure Metadata) เป็นเมทาดาทาที่
จะแสดงหรือน าสารสนเทศไปถึงผู้ใช้ เช่น เมทาดาทาของข้อมูลเกี่ยวกับอุปกรณ์หรือเคร่ืองที่ใช้ใน
การอ่านภาพ ข้อมูลการแปลงเป็นดิจิทัล เป็นต้น 
 
    เมทาดาทาที่รู้จักกันดี  ได้แก่ ดับลินคอร์  ซึ่งปัจจุบันดับลินคอร์ได้รับการประกาศ
เป็นมาตรฐานสากล  ISO15836-2003 และมีชุดหน่วยข้อมูลย่อยดับลินคอร์  แบ่งได้เป็น  3 กลุ่ม  
แสดงดังตารางที่ 2.2  ดังนี ้ 
 
ตารางท่ี 2.2 ชุดหน่วยข้อมูลย่อยดับลินคอร์ 15 อิลีเมนต์ (Element) 
เนื้อหาของทรัพยากร
สารสนเทศ 
รูปแบบท่ีปรากฏ 
ให้ใช้งาน 
ทรัพย์สินทางปัญญา 
Title (ช่ือเรื่อง) Format (รูปแบบ) Creator (เจ้าของผลงาน) 
Subject (หัวเรื่อง) Language (ภาษา) Contributor (ผู้ร่วมงาน) 
Source (ต้นฉบับ) Identifier (รหัส/ตัวบ่งชี้
ทรัพยากรสารสนเทศ) 
Publisher (ส านักพิมพ)์ 
Description (ลักษณะ) Date (วันที่) Rights (สิทธ)ิ 
Relation ( เรื่องที่เกี่ยวข้อง)   
Coverage (ขอบเขต)   
Type (ประเภท)   
 
    จากความส าคัญการจัดระบบความรู้ที่กล่าวมาข้างต้น สรุปได้ว่า การจัดระบบ
ความรู้เป็นกระบวนการรวบรวมความรู้จัดเก็บในฐานความรู้ เพื่อสะดวกต่อการสืบค้น และ
เทคโนโลยีที่น ามาจัดเก็บความรู้ในปัจจุบัน คือ เอสเคโอเอส ( SKOS) เป็นเคร่ืองมือส าหรับการ
สร้างคลังค า และงานวิจัยนี้ได้น าเทคโนโลยีดังกล่าวมาจัดระบบความรู้พืชไร่  
 
  2.1.3 การจัดระบบความรู้ด้วยออนโทโลยี  
    ออนโทโลยี คือ การอธิบายความหมายของสิ่งต่าง ๆ และสามารถจัดหมวดหมู่
เอกสารของข้อมูลได้ในขอบเขตความสนใจในเร่ืองใดเร่ืองหนึ่ง ซึ่งจุดมุ่งหมายของออนโทโลยี
เปรียบเหมือนการสร้างพจนานุกรมร่วมของค าเพื่อการแลกเปลี่ยนสารสนเทศ ดังงานวิจัยของ  
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แพตตัน และออสคาร์ ( Paton and Oscar, 1999) ได้ท าการจัดเก็บฐานความรู้อยู่ในรูปแบบของออน
โทโลยี ซึ่งช่วง  แรก ๆ ใช้รูปแบบของภาษาเอ็กซ์เอ็มแอล ( eXtensible Markup Language: XML) 
โดยชาลอแทม และคณะ ( Chalortham, et. al., 2008) ได้อธิบายว่าการใช้รูปแบบภาษาโอดับเบิ้ลยู
แอล (Web Ontology Language: OWL)ที่สนับสนุนออนโทโลยีสามารถน ามาเชื่อมโยงข้อมูล และ
การใช้ข้อมูลร่วมกันได้ดีกว่าระบบฐานข้อมูล  สอดคล้องกับ บรอตัน ( Broughton, 2006) ที่กล่าวว่า
ออนโทโลยีเป็นการท าโครงสร้างและการน าเสนอความรู้ในระบบการจัดการความรู้ ระบบการจัด
ความรู้เป็นเสมือนเคร่ืองมือที่มีคุณลักษณะเป็นดัชนีที่ช่วยในการจัดการและเข้าถึงเน้ือหา ( Subject 
Access) โดยเป็นภาษาควบคุม ( Controlled Vocabularies) ที่ประกอบด้วยค าศัพท์ ( Vocabularies 
/Terms) และไวยากรณ์ ( Syntax) หรือ กฎ (Rules) เพื่อประโยชน์ในการก าหนดรูปแบบค าศัพท์ที่
เหมาะสม ท าให้สามารถเข้าถึงสาระส าคัญของความรู้ที่มีอยู่และความรู้อ่ืน ๆ ที่เกี่ยวข้องได้  
    นอกจากนี้ ฮันเตอร์ ( Hunter, 2001),  แคทเฟียร์  (Kashyap, 1999) และ เฟนเซลล์ 
(Fensel, 2004) อธิบายไว้ว่าออนโทโลยีมีบทบาทส าคัญในการบรรยายเชิงความหมายเพื่อความ
เข้าใจร่วมกันในขอบเขตความรู้เร่ืองใดเร่ืองหนึ่งให้สอดคล้องตรงกัน โดยใช้แนวคิดเดียว 
(Concept) เพื่อลดหรือการตัดทอนแนวคิด หรือค าศัพท์ที่สับสน และสนับสนุนการแลกเปลี่ยน การ
ค้นคืนข้อมูลสารสนเทศ และโจนส์ , เบนซ์-เคพอน และวิชเซอร์  (Jones, Bench-Capon and Visser, 
1998),     นอย และแม็คกินนิสส์  (Noy and McGuinness, 2001) ได้อธิบายว่าออนโทโลยีมี
ความส าคัญต่อการพัฒนาระบบฐานความรู้ ( Knowledge Based Systems) เน่ืองจากการสร้างออน
โทโลยีท าให้สามารถแบ่งปันความรู้และใช้ความรู้ร่วมกัน และสามารถน าความรู้มาใช้ใหม่ได้ 
    ออนโทโลยีมีการก าหนดโครงสร้างความรู้ที่ชัดเจนของสิ่งที่เกี่ยวข้องกับแนวคิด 
(Concepts) เพื่อน ามาใช้บรรยายหรือแสดงความคิดในขอบเขตความรู้เร่ืองใดเร่ืองหนึ่ง ( Domain) 
สามารถแสดงให้เห็นถึงคุณสมบัติที่เกี่ยวข้องกับสิ่งนั้น ๆ ซึ่งรูปแบบโดยทั่วไปของออนโทโลยีจะ
อยู่ในรูปโครงสร้างข้อมูลแบบมีล าดับชั้น ( Hierarchical Data Structure) และมีการจัดกลุ่มแนวคิด
แบบการจัดหมวดหมู่ ( Taxonomy) ในลักษณะความสัมพันธ์แบบพ่อกับลูก (Parent Child) ดังนั้น
โครงสร้างออนโลยีจึงประกอบด้วย การก าหนดนิยามความหมายหรือการอธิบายเร่ืองราวโดยใช้
แนวคิด (Concept)  คุณสมบัติ (Properties) ความสัมพันธ์ (Relationships) แอกเซียม (Axioms) และ
อินสแตนซ์ (Instances)  
    1. แนวคิด หมายถึงแนวคิดในขอบเขตความรู้เร่ืองใดเร่ืองหนึ่ง ซึ่งสามารถเป็น
อะไรก็ได้ที่เกี่ยวกับสิ่งที่ถูกกล่าวถึงและสามารถอธิบายรายละเอียดได้ 
    2. คุณสมบัติ หมายถึงคุณสมบัติต่าง ๆ ที่เกี่ยวข้องสัมพันธ์กับแนวคิด ( Concept) 
สอดคล้องกับการกล่าวของเจคอป ( Jacob, 2003) ที่ว่าน ามาใช้ในการอธิบายแนวคิด เช่น ราคาของ
รถมือสอง (Price of a Used Car) และระยะทางการขับ (Mileage)  
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    3. ความสัมพันธ์ หมายถึงการน าเสนอประเภทของการปฏิสัมพันธ์ ( Interaction) 
ระหว่างแนวคิดกับแนวคิดในขอบเขตความรู้ที่สนใจ และมีการก าหนดแบบแผนความสัมพันธ์ มี
ลักษณะต่าง ๆ  
    4. แอกเซียม หมายถึงตรรกะของการแปลงความสัมพันธ์ระหว่างแนวคิด 
(Concepts) กับคุณสมบัติ (Properties) เพื่อการแปลความหมายที่ถูกต้อง 
    5. อินสแตนซ์ ( Instances) หมายถึงค าศัพท์หรือตัวข้อมูลที่มีการก าหนดนิยาม
ความหมายร่วมกันทั้งหมดในออนโทโลยี 
    ไฮย์, ไกร์เบอร์ และ วีลลินกา (Heijst; Schreiber and Wielinga, 1997) การ์รีโน 
(Guarino, 1997), การ์รีโน (Guarino, 1998) และเฟนเซล  (Fensel, 2004) ได้กล่าวถึงประเภทออน
โทโลยีสามารถจ าแนกได้ตามเนื้อหา ตั้งแต่ระดับทั่วไปหรือระดับสูงสุด ไปสู่ระดับที่มีความ
เฉพาะเจาะจงทั้งในด้านเน้ือหาและการใช้งาน โดยออนโทโลยีมีบทบาทในฐานะของค าศัพท์ที่ใช้
ร่วมกันในกลุ่มชุมชนสารสนเทศเดียวกัน หรือในกลุ่มความรู้เฉพาะด้าน และส านักงานพัฒนาการ
วิจัยการเกษตร (2558) ได้แบ่งออนโทโลยีออกเป็น 2 ประเภท ดังน้ี 
    1. ออนโทโลยีทั่วไป คือออนโทโลยีที่มีจุดรวมของโครงสร้างของความรู้ใน 
เชิงกว้าง มีความเป็นนามธรรมค่อนข้างสูงเป็นความรู้เชิงมหภาพสามารถูกเรียกใช้งาน ( Reuse) 
คุณลักษณะต่าง ๆ ของออนโทโลยีไปใช้งานได้โดยไม่ต้องสร้างใหม่ เช่น WordNet, CYC และ 
SENSUS เป็นต้น แสดงดังรูปที่ 2.5  
 
 
 
 
 
     ที่มา: ส านักงานพัฒนาการวิจัยการเกษตร (2558) 
 
รูปท่ี  2.5  ลักษณะ CYC Ontology และ WordNet Ontology ในระดับ High Level 
 
    2. ออนโทโลยีเฉพาะด้าน คือออนโทโลยีที่ใช้ในการแทนความรู้เฉพาะด้าน 
เฉพาะงานซึ่งเหมาะส าหรับการน าไปใช้งานเฉพาะด้าน และจะขึ้นอยู่กับความสัมพันธ์ที่มีของแต่
ละระบบงาน อาทิ ออนโทโลยีข้าว และ ออนโทโลยีมันส าปะหลัง เป็นต้น 
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     ที่มา: ส านักงานพัฒนาการวิจัยการเกษตร (2558) 
 
รูปท่ี  2.6  ตัวอย่างข้อมูลออนโทโลยีเฉพาะเกี่ยวกับพืชไร่ 
 
    ออนโทโลยี จัดเก็บอยู่ในรูปแบบภาษาโอดับเบิ้ลยูแอล ซึ่ง ไคยน์ และคณะ (Klyne, 
et. al., 2004) ได้อธิบายไว้ว่าภาษาโอดับเบิ้ลยูแอลได้รับการพัฒนาขึ้นเพื่อปิดจุดด้อยของภาษาอาร์ดีเอฟ 
(Resource Description Framework: RDF) โดยการพัฒนาการออกแบบภาษาอาร์ดีเอฟได้ถูกเพิ่มเติม
ด้วย ภาษาโอดับเบิ้ลยูแอล  ซึ่งเป็นเคร่ืองมือส าหรับการอธิบายความสัมพันธ์ระหว่างคลาส   
การก าหนดคุณลักษณะ  จ านวนสมาชิกและการตั้งค่าที่เกี่ยวข้องกับคุณสมบัติ ฯลฯ ในทางปฎิบัติ 
การพัฒนาเว็บเชิงความหมาย (Semantic Web) ไม่สามารถเขียนภาษาอาร์ดีเอฟหรือ โอดับเบิ้ลยูแอล
ได้ด้วยมือ ซึ่งต้องอาศัยซอฟแวร์ส าหรับการเขียนโค้ดอัตโนมัติ 
    จากความส าคัญของ การจัดระบบความรู้ด้วยออนโทโลยี สรุปได้ว่า ออนโทโลยีมี
การก าหนดโครงสร้างความรู้ในขอบเขตเร่ืองใดเร่ืองหนึ่ง ซึ่งสามารถอธิบายความรู้เชิงความหมาย
เพื่อให้มีความเข้าใจร่วมกันโดยใช้แนวคิด คุณสมบัติ ความสัมพันธ์  แอกเซียม และอินสแตนซ์ 
และการจัดเก็บปัจจุบันอยู่ในรูปแบบภาษาโอดับเบิ้ลยูแอล ดังนั้นงานวิจัยนี้จึงได้ท าการเลือกออน
โทโลยีส าหรับก าหนดความรู้ด้านพืชไร่ เพื่ออธิบายความรู้และรองรับการสืบค้นเชิงความหมาย  
 
  2.1.4 งานวิจัยท่ีเกี่ยวข้องกับการจัดระบบความรู้โดยใช้ออนโทโลยี 
    จากการศึกษางานวิจัยที่เกี่ยวข้องกับการจัดระบบความรู้โดยใช้ออนโทโลยี มี
นักวิจัยหลาย ๆ ท่านน าเอาออนโทโลยีมาจัดระบบความรู้ เพื่อสร้างความเข้าใจร่วมกันในขอบเขต
เร่ืองที่สนใจให้ตรงกัน ซึ่งเป็นการแก้ปัญหา ความก ากวมของค าส าคัญรองรับการสืบค้นเชิง
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ความหมาย ดังงานวิจัยของ โรสริน  อัคนิจ และคณะ (2554 ) ได้น าออนโทโลยีมาจัดระบบความรู้
การแปรรูปข้าว  ประกอบด้วยการสร้างความสัมพันธ์ 9 กลุ่ม ประกอบด้วย (1) มาตรฐานข้าวไทย  
(2) คุณภาพในแต่ละด้านของข้าว  (3) กระบวนการผลิตผลิตภัฑณ์ข้าว  (4) สมบัติของข้าว  (5) 
ประเภทของผลิตภัณฑ์  (6) องค์ประกอบข้าว  (7) ผลิตภัณฑ์จากข้าว  (8) เคร่ืองมือในการตรวจวัด  
และ (9) เคร่ืองจักรในการแปรรูป ซึ่งแนวคิดในออนโทโลยีการแปรรูปข้าวมีทั้งหมด 907 มโนทัศน์ 
และค าแทนมโนทัศน์มี 1863  ค า ซึ่งออนโทโลยีที่พัฒนาขึ้นมีคุณสมบัติในการขยายค าค้นโดย
สามารถดึงความรู้ที่เกี่ยวข้องจากการระบุค าส าคัญของผู้ใช้ ผลการวิจัยพบว่าการจัดระบบความรู้
ด้วยออนโทโลยีสามารถเพิ่มประสิทธิภาพการสืบค้นตรงกับความต้องการของผู้ใช้มากขึ้น  
    นอกจากนี้ ปฏิคม  ทองจริง (2552) ได้วิจัยการจัดระบบความรู้ด้านสมุนไพรไทย
โดยใช้ออนโทโลยี จัดเก็บในรูปแบบของภาษาโอดับเบิ้ลยูแอล  ซึ่งได้น าความสัมพันธ์ของค าและ
ความหมายของค าที่เกี่ยวข้องกับสมุนไพรไทยมาใช้ในการค้นคืนข้อมูล สอดคล้องกับงานวิจัยของ
ไมล์ และคณะ  (Miles, et. al., 2007) ได้เสนอเทคโนโลยีที่จะน ามาจัดเก็บความรู้ คือเอสเคโอเอส 
(SKOS) ที่เป็นเคร่ืองมือส าหรับการสร้างคลังค า โดยการใช้ศัพท์ควบคุมสร้างข้อมูลด้วยโครงสร้าง
ดับลินคอร์ด้วยภาษาเอ็กซ์เอ็มแอล และอาร์ดีเอฟ  โดยประยุกต์ใช้รายการค าจากอรรถาภิธานศัพท์ 
ส าหรับการจัดกลุ่ม (Classification Schemes) ค าต่าง ๆ ในการจัดเก็บข้อมูล เพื่อให้ระบบการสืบค้น
สามารถสืบค้นให้ผลลัพธ์ที่มีความถูกต้องตามความต้องการและรวดเร็ว และงานวิจัยของ ศุภกฤษฏิ์ 
นิวัฒนากูล (2556 ) ได้จัดเก็บความรู้ด้วยเทคโนโลยีและวิธีการดังกล่าวซึ่งออกแบบออนโทโลยี
ความรู้ด้านไม้ผลเศรษฐกิจของประเทศไทย โดยใช้เอสเคโอเอสส าหรับการจัดเก็บความรู้ และน า
รายการค าจากอรรถาภิธานศัพท์เกษตรไทย ส่งผลให้ประสิทธิภาพการสืบค้นเพิ่มขึ้นมีความถูกต้อง 
แม่นย าตรงกับความต้องการของผู้ใช้  
    จากการศึกษางานวิจัยที่เกี่ยวข้องกับการจัดระบบความรู้ด้วยออนโทโลยี สรุปได้
ว่า ปัจจุบันมีการน าออนโทโลยีเข้ามาช่วยในการจัดระบบความรู้ เพื่อรองรับการสืบค้นเชิง
ความหมาย เพราะออนโทโลยีมีการก าหนดโครงสร้างความรู้ในขอบเขตที่สนใจชัดเจน และที่
ส าคัญมีการใช้ค าศัพท์ร่วมกันในกลุ่มความรู้เดียวกัน หรือกลุ่มความรู้เฉพาะด้านได้ 
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2.2  แนวคิดการค้นคืนสารสนเทศ 
  2.2.1 ความหมายการค้นคืนสารสนเทศ  
    การค้นคืนสารสนเทศ ( Information Retrieval) เป็นค าที่มีขอบเขตกว้างและมี
ความหมายที่หลากหลาย ซึ่งจันทิมา  เขียวแก้ว ( 2557) ได้อธิบายเกี่ยวกับการค้นคืนสารสนเทศเป็น
กระบวนการดึงหรือค้นหาข้อมูลย้อนหลังที่มีการจัดเก็บไว้ตามหัวข้อตามความสนใจผู้ใช้  
ซึ่งสามารถค้นจากเคร่ืองคอมพิวเตอร์โดยตรงหรือเคร่ืองที่เชื่อมโยงกับเครือข่ายอินเทอร์เน็ต โดยมี
การท างาน 2 ส่วนคือ การจัดเก็บสารสนเทศ และการค้นคืนสารสนเทศ สอดคล้องกับ  ศุภชัย   
ตั้งวงศ์ศานต์ ( 2551) ที่ได้อธิบายว่าการค้นคืนสารสนเทศ หมายถึง การกระท าใด ๆ ที่คัดเลือก
สารสนเทศจากแหล่งเก็บข้อมูลที่ต้องการโดยเป็นความรู้เกี่ยวกับเร่ืองใดเร่ืองหนึ่งที่ผู้ใช้สนใจ ซึ่ง
กระบวนการค้นคืนสารสนเทศที่ดีควรมีการจัดเก็บสารสนเทศที่ดี และใช้เทคนิควิธีการเข้าถึงข้อมูล
ที่เหมาะสม  โดยอุไร  ทองหัวไผ่ ( 2551) ได้อธิบายเพิ่มเติมว่าผลลัพธ์ที่ได้จากการค้นคืนอาจเป็น
ข้อมูล หรือรายการเอกสารที่บรรจุความรู้ตามความต้องการของผู้ใช้ โดยผลลัพธ์ที่ได้จากการค้นคืน
จะมีความถูกต้อง รวดเร็ว และตรงกับความต้องการของผู้ใช้ได้นั้นก็ขึ้นอยู่กับกระบวนการจัดเก็บ
สารสนเทศ การเข้าถึงข้อมูล และการใช้เทคนิควิธีการค้นคืนสารสนเทศต่าง ๆ เพื่อน าเสนอรูปแบบ
ผลลัพธ์ให้กับผู้ใช้  
   ต่อมา สิทธิโชค ปัญญาฤกษ์ชัย และศิฬาณี นุชิตประสิทธิ์ชัย ( 2552) ได้สนับสนุน
แนวคิดดังกล่าวโดยอธิบายว่าการค้นคืนสารสนเทศเป็นกระบวนการที่เกี่ยวข้องกับการเก็บ
สารสนเทศ การเข้าถึงความรู้ และการจัดรูปแบบการน าเสนอให้ตรงกับความต้องการของผู้ใช้ และ
ปริศนา  มัชฌิมา ( 2552) ได้อธิบายว่าการค้นคืนสารสนเทศต้องใช้เทคโนโลยีสารสนเทศที่
เหมาะสมมาเป็นเคร่ืองมือส าหรับการจัดเก็บ โดยใช้เทคนิควิธีอย่างเป็นขั้นตอนส าหรับเข้าถึง เพื่อ
น าเสนอรูปแบบผลลัพธ์ให้มีความสะดวก รวดเร็ว ถูกต้องและตรงกับความต้องการของผู้ใช้มาก
ที่สุด และปัจจุบันผู้ใช้นิยมเข้าถึงสารสนเทศต่าง ๆ จากการใช้โปรแกรมค้นหา บนเครือข่าย
อินเทอร์เน็ต  เช่น กูเกิ้ล (Google) ยาฮู (Yahoo) และ บิง (Bing) ซึ่งโปรแกรมดังกล่าวมีการพัฒนา
อย่างต่อเน่ืองเพื่อให้ได้ความรู้ที่ตรงกับความต้องการของผู้ใช้  
   จากความหมายที่กล่าวมาข้างต้น สรุปได้ว่า การค้นคืนสารสนเทศ หมายถึง 
กระบวนการค้นหาความรู้ที่เกี่ยวข้องกับค าค้นใน 3 ขั้นตอน ได้แก่ การก าหนดล าดับความส าคัญ
ค าค้น การให้น้ าหนักค าส าคัญ และการวัดความคล้ายคลึง โดยสามารถน าเสนอรูปแบบของผลลัพธ์
ได้ถูกต้อง รวดเร็ว และตรงกับความต้องการของผู้ใช้ 
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  2.2.2 รูปแบบการค้นคืนสารสนเทศ 
    การค้นคืนสารสนเทศมีกระบวนต่าง ๆ ที่หลากหลาย ซึ่งนักวิชาการหลาย ๆ ท่าน
ได้สรุปไว้ดังนี้ 
    1. กระบวนการค้นคืนสารสนเทศ   
     อุไร  ทองหัวไผ่ (2551) ได้อธิบายแนวคิดการค้นคืนสารสนเทศ ประกอบด้วย 
3 ส่วน ได้แก่ การน าเข้าข้อมูล การประมวลผล และผลลัพธ์ แสดงดังรูปที่ 2.7 
 
 
 
 
 
 
 
 
 
 
 
     ที่มา:  อุไร  ทองหัวไผ่ (2551)   
รูปท่ี  2.7  แนวคิดการค้นคืนสารสนเทศ 
 
     1.1 ส่วนน าเข้าข้อมูล ( Input) คือส่วนของการป้อนข้อสอบถาม ( Query) จาก
ผู้ใช้ ซึ่งเป็นค าส าคัญ หรือภาษาธรรมชาติ หรืออาจเป็นการน าเอกสารความรู้มาใช้ในการ
ประมวลผลโดยใช้เมทาดาทา (Metadata) ส าหรับอธิบายรายละเอียดความรู้นั้น ๆ ซึ่งความรู้ที่น าเข้า
มาเป็นข้อมูลที่เกี่ยวข้องกับเอกสาร เช่น 
      1.1.1 การน าเข้าสารสนเทศที่เป็นความหมายของเอกสารที่อยู่ภายนอก 
เช่น ผู้แต่ง ( Author) ชื่อเร่ือง ( Title) แหล่งที่มา ( Source: หนังสือ วารสาร หนังสือพิมพ์ และ
บทความ) วันที่ (Date)  ISBN  ส านักพิมพ์ (Publisher) และความยาว (Length)  
      1.1.2 การน าเข้าเนื้อความที่มีความหมาย เช่น บทคัดย่อ ( Abstract)  
ค าส าคัญ (Keywords) รหัสของหัวเร่ือง ( Subject Codes) ซึ่งอาจเป็น Library of Congress หรือ 
Dewey Decimal หรือ UMLS (Unified Medical Language System)  
      1.1.3 การน าเข้าค าส าคัญของหัวเร่ือง  ซึ่งอาจเป็นล าดับชั้นของค าค้น
มาตรฐาน (Hierarchical Taxonomies of Standardized Semantic Terms) 
 
การประมวลผล 
เอกสารความรู้ 
การป้อนข้อสอบ
ถาม 
การย้อนกลับ 
ผลลัพธ ์
น าข้อมูลเข้า 
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      1.1.4 การน าเข้าสารสนเทศของเว็บ (Web Information) เช่นแท็กเมทา
ในเอชทีเอ็มแอล ดังนี้  
      <META NAME=”keywords”   CONTENT=” Agronomy, Cassava, 
Sugarcane,  Maize”> 
      การค้นคืนสารสนเทศจะน าสารสนเทศที่กล่าวมาข้างต้นผ่านกระบวนการ
ประมวลผลแบบเชื่อมโดยตรงกับระบบคอมพิวเตอร์ โดยผู้ใช้สามารถโต้ตอบหรือปฏิสัมพันธ์กับ
ระบบโดยตรง 
     1.2 ส่วนการประมวลผล ( Processor) คือส่วนของการจัดโครงสร้างของ
สารสนเทศในรูปแบบที่เหมาะสม ประกอบด้วย การสร้างตัวแทนเอกสาร การแบ่งกลุ่มของเอกสาร  
การจัดเก็บสารสนเทศ  และการดึงข้อมูลตามที่ผู้ใช้ต้องการ ซึ่งกระบวนการจะมีการน าข้อสอบถาม
ไปเปรียบเทียบกับตัวแทนเอกสารที่มีอยู่ เพื่อดึงเอกสารหรือความรู้ที่ใกล้เคียงแสดงผลลัพธ์ให้แก่
ผู้ใช้ 
     1.3 ส่วนผลลัพธ์ ( Output) คือเอกสารหรือความรู้ที่ได้จากระบบอาจเป็น
ข้อความสั้น ๆ เช่น ชื่อเอกสาร หมายเลขเอกสาร ชื่อผู้แต่ง ค าส าคัญ และรายละเอียดโดยย่อ  
เป็นต้น โดยผู้ใช้สามารถพิจารณาจากข้อมูลต่าง ๆ ที่ได้จากระบบ ในกรณีที่ได้ผลลัพธ์จ านวนมาก
เกินไปหรือไม่ใกล้เคียงกับสิ่งที่ต้องการ ผู้ใช้สามารถปรับปรุงข้อสอบถามใหม่เพื่อให้ข้อสอบถาม
นั้นสืบค้นสารสนเทศได้ตรงกับความต้องการมากที่สุด ซึ่งเป็นการย้อนกลับ ( Feedback) ดังนั้น 
ผลลัพธ์ที่ได้จึงขึ้นอยู่กับข้อสอบถาม (Query) ของผู้ใช้  
     ส่วนประกอบต่าง ๆ ของแนวคิดการค้นคืนสารสนเทศที่กล่าวมาข้างต้น  
ต้องมีกระบวนการต่าง ๆ อันจะส่งผลให้การค้นคืนสารสนเทศได้ผลลัพธ์ตรงกับความต้องการของ
ผู้ใช้ ซึ่งเฟรค ( Frake, 1992) ได้เสนอกระบวนการค้นคืนสารสนเทศประกอบด้วย 4 ส่วน ได้แก่  
การสร้างตัวแทนเอกสาร หรือดัชนี (Index)  การวิเคราะห์ค าส าคัญ  การวัดความคล้ายคลึง และการ
สืบค้นข้อมูล ดังรูปที่ 2.8 
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 ที่มา: เฟรค (Frake, 1992) 
รูปท่ี  2.8  ตัวอย่างกระบวนการค้นคืนสารสนเทศน าเสนอโดยเฟรค  
 
    ต่อมา เบย์ซา  เยตส์ และริบริโร   เนโท ( Baeza-Yates and Ribeiro-Neto, 1999)  
ได้สนับสนุนแนวคิดกระบวนการค้นคืนสารสนเทศดังกล่าวข้างต้น โดยอธิบายไว้ว่าเมื่อผู้ใช้งาน
ระบุค าส าคัญหรือค าค้นเข้ามา ค าส าคัญเหล่านั้นจะผ่านกระบวนการวิเคราะห์ค าส าคัญ เช่น การให้
ความส าคัญกับล าดับของค า   การจัดกลุ่มค า และการตรวจหลักไวยกรณ์ของค าให้ถูกต้อง เป็นต้น 
และกระบวนการวัดความคล้ายคลึง เช่น การวัดความคล้ายคลึงระหว่างค า  กลุ่มค า  และค ากับ
เอกสาร เป็นต้น ซึ่งกระบวนการน้ีมีการเปรียบเทียบความคล้ายคลึง ( Similarity Computation) ของ
ตัวแทนค าส าคัญกับตัวแทนเอกสาร จากนั้นท าการสืบค้นข้อมูล และแสดงผลลัพธ์รายการเอกสาร
โดยการจัดอันดับตามความคล้ายคลึงของเอกสาร  
    หลักการสืบค้นข้อมูล สารสนเทศจะมีกระบวนการประมวลผลเอกสาร 
(Document/Text Operations) จากการจัดหมวดหมู่ แยกประเภท การจัดเรียง เช่นการใช้กระบวน  
การตัดค า (Word Segmentation) โดยเป็นการแบ่งตัวอักษรจากข้อความเพื่อหาขอบเขตของแต่ละ
หน่วยค า แล้วน าไปเทียบกับพจนานุกรม  และจากนั้นก็จะท าการสร้างตัวแทนเอกสารหรือดัชนี 
(Index or Document Representation) คือการสร้างตัวแทนเอกสารในรูปแบบต่าง ๆ อย่างมี
มาตรฐานและจัดเก็บในรูปของฐานข้อมูล เช่น การใช้ระบบดัชนีค าเพื่อช่วยให้การสืบค้นที่รวดเร็ว
ขึ้นเนื่องจากลดกระบวนการสืบค้นค าจากข้อมูลต้นฉบับโดยตรง แต่มีการสืบค้นจากตารางจัดเก็บ
ดัชนีแทนเพื่อความรวดเร็ว ซึ่งการสร้างตัวแทนส าคัญ หรือค าค้น ( Query Representation) ได้แก่  
1) การขยายค าค้น ( Query Expansion) คือการท าให้การค้นมีประสิทธิภาพมากขึ้นด้วยการใช้ตัว
ด าเนินการ ( Operation)  บางตัวเพิ่มเข้าไป เช่น หากต้องการข้อมูลใด ๆ สามารถเพิ่มการค้นด้วย 
+train และ/หรือ +car ร่วมด้วย 2) การเปลี่ยนค าค้น ( Query Transformation) คือการป้อนความเกี่ยว
ค าส าคัญหรือค าค้นจากผู้ใช้ ประมวลผล
เอกสาร 
 
วิเคราะห์ค าส าคัญ 
สร้างตัวแทน
เอกสาร 
วัดความคล้ายคลึงกัน 
การสืบค้นข้อมูล 
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พันธ์ย้อนกลับ ( Relevance Feedback) ซึ่งเป็นการเปลี่ยนค าค้นเก่าให้เป็นค าค้นใหม่ส าหรับการ
สืบค้นในแต่ละรอบ  เพื่อให้ได้ผลลัพธ์ที่แตกต่างไปจากเดิม แสดงดังรูปที่ 2.9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ที่มา: เบย์ซา  เยตส์ และริบริโร เนโท (Baeza-Yates and Ribeiro-Neto, 1999) 
รูปท่ี  2.9  ตัวอย่างกระบวนการค้นคืนสารสนเทศน าเสนอโดยเบย์ซา เยตส์ และริบริโร เนโท  
 
    จากแนวคิดการค้นคืนสารสนเทศที่กล่าวมามีข้อดีคือสามารถลดขนาดของการ
จัดเก็บเอกสารหรือความรู้สอดคล้องกับงานวิจัยของ ศุภกฤษฏิ์  นิวัฒนากูล  (2556) ที่สามารถท าให้
การค้นคืนสารสนเทศ มีความถูกต้อง รวดเร็ว และการที่จะได้ผลลัพธ์ตรงกับความต้องการผู้ใช้นั้น
ควรค านึงถึงเทคนิควิธีการค้นคืนสารสนเทศ  
    สรุป แนวคิดการค้นคืนสารสนเทศ ประกอบด้วย 3 ส่วน ได้แก่ การน าเข้าข้อมูล  
การประมวลผล และการแสดงผลลัพธ์ ซึ่งในแต่ละส่วนจะมีกระบวนการต่าง ๆ อันจะส่งผลให้การ
ค้นคืนได้ผลลัพธ์ตรงกับความต้องการ ได้แก่ การวิเคราะห์ค าส าคัญ  การวัดความคล้ายคลึง การ
สืบค้นข้อมูล และการแสดงผลลัพธ์ ซึ่งงานวิจัยนี้ได้น าแนวคิดข้างต้นมาประยุกต์ใช้ในงานวิจัย 
ดังนี ้
    1. ส่วนการน าเข้าข้อมูล เป็นการป้อนข้อสอบถามจากผู้ใช้ที่เป็นค าส าคัญใน
ลักษณะค าเด่ียวที่เป็นทั้งภาษาไทย และภาษาอังกฤษ โดยสกัดค าจากชื่อเร่ือง ( Title) ค าอธิบาย
ความรู้โดยย่อ ( Descriptioin/Abstract) ค าส าคัญ ( Keywords/Subject) และแหล่งอ้างอิงต้นฉบับ 
 
การสร้างตัวแทนเอกสาร 
 
ประมวลผล
เอกสาร 
วิเคราะหค์ าส าคัญ 
วัดความคล้ายคลึง
กัน 
สืบค้นข้อมูล 
การแสดงผลลัพธ์ 
 
ค าส าคัญ/ค าค้น 
รายการเอกสารตามล าดับ 
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(Source) ของความรู้ด้านพืชไร่ และใช้ดับลินคอร์เมทาดาทา ( Dublin Core Metadata) ส าหรับ
อธิบายรายละเอียดความรู้  
    2. ส่วนการประมวลผล ( Processor) เป็นกระบวนการวิเคราะห์ค าส าคัญ ได้แก่  
1) การวิเคราะห์ค าส าคัญ ประกอบด้วยการก าหนดค าส าคัญ และการให้น้ าหนักค า 2) การวัดความ
คล้ายคลึงเชิงความหมายระหว่างค า 
    3. ส่วนการแสดงผลลัพธ์ (Output) เป็นกระบวนการจัดล าดับผลลัพธ์ตามผลการ
เปรียบเทียบความคล้ายคลึงกันของเอกสาร 
 
  2.2.3 ภาษาสืบค้นความรู้ 
    1 . ภาษาสอบถามอาร์ดีคิวแอล (RDQL) 
     รูดอสลอว์ (Radossslaw, 2004) และซีบอร์น (Seaborne, 2004) ได้อธิบายไว้ว่า
ภาษาสอบถามอาร์ดีคิวแอลเป็นภาษาในการสืบค้นข้อมูลบนโครงสร้างข้อมูลอาร์ดีเอฟ โดยรูปแบบ
ของภาษาอาร์ดีคิวแอล  มีลักษณะที่คล้ายคลึงกับภาษาในการสอบถามข้อมูลแบบโครงสร้างเอสคิว
แอล (SQL) ของฐานข้อมูลเชิงสัมพันธ์ ต่างกันตรงที่อ้างอิงข้อมูลทุกคร้ังจะต้องอ้างถึงยูอาร์ไอ 
(URI) ด้วย 
     อาร์ดีคิวแอล มีรูปแบบของการก าหนดตัวแปรในภาษาจะใช้เคร่ืองหมาย
ค าถาม (?) น าหน้าชื่อตัวแปรเสมอ  และต้องมีเคร่ืองหมายคอมม่า (,) คั่นระหว่างตัวแปรแต่ละตัว
ภาษาอาร์ดีคิวแอล มีรูปแบบประกอบไปด้วย ดังนี้ 
     -  SELECT clause เป็นการระบุรายการของตัวแปรที่ต้องการจากเงื่อนไข 
WHERE ซึ่งตัวแปรในภาษาอาร์ดีคิวแอล จะขึ้นต้นด้วยเคร่ืองหมายค าถาม (?) และถ้ามีหลายตัวจะ
คั่นด้วยเคร่ืองหมาย คอมม่า (,) เช่น  SELECT ?name, ?email, ?age, ?tel_number หรือถ้าต้องการ
ตัวแปรทั้งหมด จะใช้เคร่ืองหมายดอกจัน * เช่น SELECT *  
     -  FROM clause ใช้ในการระบุหรือไม่ต้องการระบุเส้นทาง ( Path) ต าแหน่ง
ที่อยู่ของเว็บไซต์ (Uniform Resource Locator: URL)  
     -  WHERE clause เป็นการระบุรายการในรูปแบบ Triple ที่ต้องการผลลัพธ์ 
คือ ( Subject,Predicate,Object) เช่นWHERE (?Resource,<http://www.w3.org/2001/vcard-rdf/ 
3.0/EMAIL>,”jatsada.si@ksu.ac.th”) หมายถึงต้องการค้นหา ?Resource ที่มีอีเมลเป็น jatsada.si@ksu.ac.th 
     -  USING ช่วยในการอธิบายยูอาร์ไอ ที่ใช้ให้อยู่ในรูปแบบชื่อสั้น ๆ เพื่อให้ง่าย
ต่อการอ่านค าสั่ง และการพิมพ์ เช่น WHERE (?Resource, vCard:EMAIL, radol@gmx.de”) USING  
vCard  FOR <http://www.w3.org/2001/vcard-rdf/3.0/>  หมายถึงใช้ vCard  เป็นชื่อย่อของ URI 
http://www.w3.org/2001/vcard-rdf/3.0/ 
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     รูปแบบการเขียนภาษาอาร์ดีคิวแอล มีโครงสร้าง ดังนี้  
     SELECT variables listing FROM rdf documents WHERE patterns AND 
filter expressions USING prefix declaration 
    การสืบค้นของภาษาอาร์ดีคิวแอลใช้หลักในการสืบค้นโดยอาศัยการเชื่อมโยงของ 
ความรู้จ านวนมากที่เชื่อมต่อกันอยู่ในกราฟจนกว่าจะสามารถหาการเชื่อมโยงไปจนถึงความรู้ที่ 
เป็นผลลัพธ์ที่ต้องการ 
    ตัวอย่างการเขียนภาษาอาร์ดีคิวแอล  
 
 
 
 
 
 
    จากตัวอย่างในการสืบค้นของภาษาอาร์ดีคิวแอลข้างต้นจะพบว่าตัวแปร ?A  และ  
?B เป็นตัวแปรที่ใช้แทนผลลัพธ์ที่ได้จากการสืบค้นข้อมูลจากเอกสาร โดยมีเงื่อนไขตามที่ก าหนด 
และในส่วน (Subject1, Predicate1, Object1 or Literal1) แสดงถึงล าดับในการอ้างอิงถึงในแต่ละ
ส่วนของความรู้ตามล าดับ  
    2 . ภาษาสอบถามสปาร์เกิ้ล (SPARQL) 
     สปาร์เกิ้ล  เป็นภาษาส าหรับการสืบค้น ความรู้จากออนโทโลยี  สามารถท าการ
ดึงข้อมูลมาแสดง หรือเรียกว่าภาษาสอบถามความรู้ หรือ “Query Language” ซึ่งอยู่บนพื้นฐานของ
ข้อมูลที่เป็นไปในรูปแบบของกราฟ  ซึ่งมีลักษณะในรูปแบบของอาร์ดีเอฟ  และโอดับเบิ้ลยูแอล   
สอดคล้องกับการศึกษาของเวงและคณะ (Wang, et. al.,  2009)  ได้ท าการศึกษาปัญหาเกี่ยวกับการ
เขียนค าสั่งส าหรับสืบค้นความรู้ และได้มีกระบวนการสืบค้นจากแหล่งข้อมูลที่หลากหลาย  
มีกระบวนการท างาน 2 ส่วน คือ 1) เป็นส่วนการหาความสัมพันธ์ภายในตารางทั้งหมดแล้วน ามา
แยกส่วนเป็น Minimal Connectable Unit (MCU) ซึ่งหมายถึงกลุ่มย่อยความรู้ตามข้อก าหนดของ
แหล่งจัดเก็บที่ได้อธิบายไว้ 2) ท าการเชื่อมโยง ( JION) MCUs เพื่อสืบค้นเชิงความหมายตาม
รูปแบบของกราฟ โดยที่ Q เป็นค าสั่งภาษาสอบถามสปาร์เกิ้ล  ซึ่ง Dp เป็นการอธิบายแหล่งจัดเก็บ
ตาราง Dp = (Qp, µ) ซึ่ง P คือตาราง , µ คือความสัมพันธ์  
    สมมุติกรณีที่เราต้องการค้นหาหัวข้อเร่ืองของหนังสือจากข้อมูลที่ให้ในลักษณะ
ของกราฟที่เป็นอาร์ดีเอฟ โดยภาษาที่จะดึงข้อมูลแบ่งเป็นสองส่วนคือ SELECT และ  WHERE  
ซึ่ง SELECT จะไปอธิบายตัวแปรที่จะไปปรากฏบนผลลัพธ์  และ WHERE จะเป็นเงื่อนไข แสดง 
ดังรูปที่ 2.10 
SELECT  ?A, ?B 
WHERE (Subject1,Predicate1,Object1 or Literal1), (Subject2,Predicate2,Object2 
or Literal2),(…) 
USING ชื่อ Prefix  FOR <URI ของ NameSpace> 
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     ที่มา: http://www.w3.org/TR/rdf-sparql-query/ 
รูปท่ี  2.10  ตัวอย่างแสดงการดึงข้อมูลโดยใช้ภาษาสปาร์เกิ้ลแบบเงื่อนไขเดียว 
 
    กรณีที่ต้องการค้นหาชื่อและอีเมล ซึ่งเป็นการค้นหาแบบเปรียบเทียบหลายข้อมูล 
โดยข้อมูลที่มีนั้นมีสองส่วนคือ  ชื่อ และอีเมล ในการดึงข้อมูลนั้นก็ก าหนดส่วนที่ต้องการจะดึง
ข้อมูล โดยใช้ PREFIX แล้ว SELECT ข้อมูลที่ต้องการคือ ทั้งชื่อ  และอีเมล โดยระบุเงื่อนไข 
WHERE ที่ต้องการชื่อ และอีเมลของกลุ่มคนนั้น แสดงดังรูปที่ 2.11 
 
 
 
 
 
 
 
 
 
 
     ที่มา: http://www.w3.org/TR/rdf-sparql-query/ 
รูปท่ี  2.11  ตัวอย่างแสดงการดึงข้อมูลโดยใช้ภาษาสปาร์เกิ้ลแบบเปรียบเทียบหลายข้อมูล 
 
    จากความส าคัญของภาษาสืบค้นความรู้ที่กล่าวมาข้างต้น สรุปได้ว่า ภาษาที่ใช้
ส าหรับการสืบค้นความรู้มีการใช้ภาษาสอบถามอาร์ดีคิวแอลส าหรับการค้นคืนสารสนเทศบน
โครงสร้างข้อมูลอาร์ดีเอฟ ซึ่งใช้หลักการสืบค้นโดยอาศัยการเชื่อมโยงของความรู้ที่เชื่อมต่อกันอยู่
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ในกราฟ ซึ่งภาษาสอบถามสปาร์เกิ้ลสามารถค้นคืนสารสนเทศบนโครงสร้างข้อมูลอาร์ดีเอฟ และโอ
ดับเบิ้ลยูแอล ซึ่งสามารถหาความสัมพันธ์ของความรู้และท าการเชื่อมโยงความรู้ตามรูปแบบของ
กราฟได้ จึงเป็นเหตุผลที่งานวิจัยนี้ได้ท าการเลือกใช้ภาษาสอบถามสปาร์เกิ้ลส าหรับสอบถาม
ความรู้ด้านพืชไร่ 
 
  2. 2.4 งานวิจัยท่ีเกี่ยวข้องกับแนวคิดการค้นคืนสารสนเทศ 
    จากการศึกษางานวิจัยกับการน าเสนอแนวคิด เทคนิควิธีต่าง ๆ ส าหรับการสืบค้น
สารสนเทศมีหลากหลายเทคนิค เพื่อเพิ่มประสิทธิภาพในการค้นคืนสารสนเทศ ดังงานวิจัยของ
บังอร  กลับบ้านเกาะ (2543) ที่ได้น าเสนอการใช้ค าส าคัญเป็นหลักในการค้นหา ซึ่งค าส าคัญจะเป็น
ตัวชี้ไปยังเอกสารใด ๆ โดยประยุกต์ใช้ขั้นตอนวิธีจีเนติก ( Genetic Algorithms) ภายใต้แบบจ าลอง
ปริภูมิเวกเตอร์ซึ่งแต่ละเอกสารแทนด้วยเวกเตอร์ของค าส าคัญ และข้อสอบถาม ( Query) แทนด้วย
เวกเตอร์ของค าที่ใช้ในข้อสอบถาม การใช้เวกเตอร์ในการสืบค้นท าได้โดยการจับคู่ระหว่างเอกสาร
กับข้อสอบถามแล้วท าการค านวณหาความคล้ายคลึง ซึ่งกรณีที่ปรากฏค า ณ ต าแหน่งใดในเอกสาร
จะให้ค่าเป็น 1 หากไม่ปรากฏให้ค่าเป็น 0  ซึ่งกระบวนการของจีเนติกจะน าข้อสอบถามแทนด้วย
โครโมโซม เช่นเมื่อผู้ใช้ระบุข้อสอบถามเข้ามา (Q1) เพื่อค้นคืนเอกสาร (D1) และ (D2) ประกอบด้วยค า 
ดังนี ้
    Q1: การวัดความคล้ายคลึงเชิงความหมาย 
    D1: การวัดความคล้ายคลึงเชิงความหมายระหว่างค า 
    D1: ความคล้ายคลึงของเอกสารด้านพืชไร่ 
 
   สามารถจัดเรียงเป็นชุดของค าส าคัญ คือ การ  วัด  ความ  คล้ายคลึง  เชิง  ความหมาย  
ระหว่าง  ค า  ของ  เอกสาร  ด้าน  พืช  ไร่ 
   น าเสนอในรูปแบบโครโมโซม ซึ่งความยาวของโคโมโซมจะขึ้นอยู่กับจ านวนค า
ส าคัญของชุดเอกสารทั้งหมดที่ตรงกับข้อสอบถาม ดังนี้ 
 
    D1: 1111111100000     D2: 0011000011111 
 
   ดังนั้น โครโมโซม D1 และ D2 เป็นโครโมโซมชุดแรกเรียกว่าประชากรต้นก าเนิด 
และมีความยาวเท่ากับ 16 บิท จากนั้นน าโครโมโซมชุดแรกไปหาค่าความเหมาะสมโดยใช้ฟิตเนส
ฟังก์ชันของ ซัลตอน  (Salton, 1989) ก่อนจะน าเข้าสู่กระบวนการจีเนติก ดังนี้ (1) คัดเลือกโคโม
โซมที่มีค่าเหมาะสมที่สุดไว้ ( Selection) (2) ใช้ค่าโครโมโซมใหม่ส าหรับการคัดเลือกครั้งถัดไป 
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(Crossover) (3) น าโครโมโซมเก่ามาสุ่มแก้ไขบางส่วนของโครโมโซม ( Mutation) โดยด าเนินการ
จนกระทั่งได้โครโมโซมที่เหมาะสมเพื่อน าไปค้นคืนสารสนเทศต่อไป  สอดคล้องกับงานวิจัยของ 
ดิก ลุน ลีย์   (Dik Lun Lee, 1997) ที่ได้อธิบายไว้ว่า  เทคนิควิธีที่ใช้ในการค้นคืนสารสนเทศ 
ส่วนใหญ่จะอาศัยการใช้ดัชนีค าในการสืบค้นเพียงอย่างเดียว และเป็นเร่ืองที่ไม่ดีนักที่ว่าการใช้เพียง
ดัชนีค าเพียงอย่างเดียวไม่สามารถที่จะสืบค้นสารสนเทศ  โดยจับใจความในเนื้อหาของเอกสารได้  
ส่งผลให้ประสิทธิภาพการสืบค้นต่ า การแก้ไขคือการน าหลักการของ แบบจ าลองปริภูมิเวกเตอร์ มา
ใช้เพื่อหาจุดสมดุลที่ดีระหว่างประสิทธิภาพในการประมวลผลกับประสิทธิภาพในการค้นคืน
เอกสารโดยแสดงรูปแบบในระดับของเอกสารที่สัมพันธ์กัน  
   ต่อมาเรมีย์ สเตต้า และคณะ ( Raymie Stata, et. al., 2000) ได้สนับสนุนแนวคิดดังกล่าว
โดยก าหนดองค์ประกอบของเวกเตอร์  (Vector Element) และระยะห่างเอกสาร  (Document Space)  
ค านวณน้ าหนักค าโดยใช้ความถี่ที่ปรากฏในเอกสารบ่งบอกถึงความเกี่ยวข้องของค ากับเอกสาร 
และยังมีการสนับสนุนแนวคิดดังกล่าวจากการวิจัยของ วรวีร์ เกษร (2553) ที่ให้ค่าน้ าหนักค าโดยใช้
ความถี่ที่ปรากฏในเอกสารมาใช้กับหลักการของแบบจ าลองปริภูมิเวกเตอร์และใช้การวัดความ
คล้ายคลึงของเอกสารด้วยการประมวลผลภาษาธรรมชาติ  ซึ่งการวัดความคล้ายคลึงใช้หลักการวัด
ค่าความคล้ายคลึงเชิงมุมด้วยโคซายน์ ผลการวิจัยที่กล่าวมาพบว่าระบบสืบค้นสารสนเทศมีค่าความ
แม่นย าและค่าความถูกต้องของข้อมูลที่ระดับค่าแตกต่างกัน ระบบสืบค้นสามารถท างานได้ถูกต้อง 
สอดคล้องกับการวิจัยของ มานพ จงเจริญใจ  (2541) ได้น าเสนอเทคนิควิธีการค้นคืนสารสนเทศ
ประกอบด้วย 3 ขั้นตอน คือ (1) การสร้างดัชนี (2) การจัดล าดับการสืบค้น และ (3) การสืบค้น
ย้อนกลับ โดยใช้ความถี่ของค าที่ปรากฏในเอกสารก าหนดการสร้างดัชนี  และการจัดล าดับการ
สืบค้นเพื่อให้ได้ค่าน้ าหนักค ารวมของแต่ละเอกสารแล้วน าผลจากการค านวณน้ าหนักค าที่ได้มาท า
การจัดล าดับผลลัพธ์ตามค่าน้ าหนักค า และส่วนของการสืบค้นย้อนกลับ ผู้ใช้สามารถปรับปรุงข้อ
สอบถามใหม่เพื่อให้ข้อสอบถามนั้นสืบค้นสารสนเทศได้ตรงกับความต้องการ 
   จากการศึกษางานวิจัยที่เกี่ยวข้องสรุปได้ว่า แนวคิดการค้นคืนสารสนเทศจะใช้
กระบวนการของการวิเคราะห์ค าส าคัญ อันได้มาซึ่งค าค้น หรือตัวแทนที่จะบ่งบอกถึงเอกสารใด ๆ 
โดยมีการประยุกต์ใช้ขั้นตอนวิธีต่าง ๆ ภายใต้ของแนวคิดของแบบจ าลองการค้นคืนสารสนเทศที่
เหมาะสม เช่น การประยุกต์ใช้ขั้นตอนวิธีจีนีติก  การให้น้ าหนักค าโดยใช้ความถี่ของค าที่ปรากฏใน
เอกสาร กับจ านวนของเอกสารทั้งหมดที่มีค า ๆ นั้นปรากฏอยู่ และ ค่าสัดส่วนของจ านวนเอกสาร
ทั้งหมดกับจ านวนของเอกสารที่ปรากฏค าที่สนใจ  ภายใต้แบบจ าลองปริภูมิเวกเตอร์ ดังนั้นการ
ประยุกต์ใช้ความถี่ของค าที่ปรากฏในเอกสารจึงเป็นแนวทางใช้งานวิจัยครั้งนี้ 
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2.3  แบบจ าลองการสืบค้น 
  2.3.1 วิวัฒนาการของแบบจ าลองการสืบค้น 
    ธนุสศักดิ์  ธัญญสิริ ( 2543) ได้อธิบายถึงวิวัฒนาการของแบบจ าลองการสืบค้น 
แบ่งออกเป็น 2 ประเภทใหญ่ ๆ ได้แก่ การสืบค้นแบบดั้งเดิมที่อาศัยวิธีทางสถิติ และการค้นคืน
สารสนเทศอัจฉริยะ ดังนี้ 
    1. การสืบค้นเอกสารแบบดั้งเดิม ( Traditional Retrieval) เป็นการสืบค้นที่ใช้วิธี
ทางสถิติโดยใช้ดัชนีในระดับค า และวลี ซึ่งประกอบด้วย 
     1.1 การจับคู่แบบเทียบตรง ( Exact Match) เป็นการจับคู่ที่ให้ผลลัพธ์เป็น 0  
ในกรณีที่ไม่พบเอกสาร และ 1 ในกรณีที่พบเอกสาร วิธีการนี้เป็นการประยุกต์แบบจ าลองตรรกะ 
(Boolean Model) ซึ่ง ซัลตอน  (Salton, 1989) และซาร์เดส  (Zadeh, 1993) ได้อธิบายไว้ว่าเป็น
แบบจ าลองการสืบค้นในยุคแรก ๆ ที่พัฒนาขึ้น ผลลัพธ์ที่ได้จากการสืบค้นมีเพียง 2 ค าตอบ ได้แก่ 
จับคู่ได้ (Match) และจับคู่ไม่ได้ (No Match) เท่านั้น  
     แบบจ าลองดังกล่าวข้างต้นมีข้อดีที่สามารถเพิ่มเติมดัชนีได้โดยไม่ต้องท า
ตัวแทนของเอกสาร แต่มีข้อเสีย ได้แก่การค้นหาช้า และผลลัพธ์ที่ได้มีมากหรือน้อยเกินไป  ดังนั้น
แบบจ าลองนี้ไม่นิยมใช้ในปัจจุบัน 
     1.2 การจับคู่แบบไม่เทียบตรง (Inexact Match) วิธีการน้ีเป็นการใช้แบบจ าลอง
ความน่าจะเป็น ( Probabilistic Model) แบบจ าลองปริภูมิเวกเตอร์ ( Vector Space Model) และ
แบบจ าลองลาเทนซีแมนติก (Latent Semantic Model) ดังนี้ 
      1.2.1 แบบจ าลองความน่าจะเป็น ( Probabilistic Model) เป็นแบบ  
จ าลองที่ มารอน และคูนส์ (Maron and Kuhns, 1960) , ครอฟ และแฮร์เปอร์  (Croft and Harper, 
1979) ได้อธิบายไว้ว่าแบบจ าลองความน่าจะเป็นมีการพิจารณาความน่าจะเป็นของค าค้น X ในชุด
ของเอกสารที่สัมพันธ์กับค าค้น X และเอกสารที่ไม่สัมพันธ์กับค าค้น X  โดยมีการน าค่าความน่าจะ
เป็นที่ได้มาค านวณค่าถ่วงน้ าหนักเพื่อใช้ส าหรับค านวณค่าความคล้ายคลึงของแต่ละเอกสารและ
ค าค้น  ซึ่งความน่าจะเป็นของการเกิดความสัมพันธ์ของค าค้น แสดงดังตารางที่ 2.3   
 
ตารางท่ี 2.3 การค านวณความน่าจะเป็นของความสัมพันธ์ระหว่างเอกสารกับค าค้น 
การปรากฏของค าค้น X  
ในเอกสาร 
จ านวนเอกสารท่ีสัมพันธ์ 
กับค าค้น X 
จ านวนเอกสารท่ีไม่สัมพันธ์
กับค าค้น X 
ในกรณีที่ปรากฏ r n-r 
ในกรณีที่ไม่ปรากฏ R-r (N-R)-(n-r) 
ผลรวมของเอกสารที่ปรากฏ R N-R 
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    เมื่อ  
     N คือ จ านวนเอกสารทั้งหมด 
     R  คือ  จ านวนของเอกสารทั้งหมดที่สัมพันธ์กับค าค้น X 
     n  คือ จ านวนเอกสารทั้งหมดที่สืบค้นได้ 
     r  คือ  จ านวนเอกสารที่สืบค้นได้ และสัมพันธ์กับค าค้น X 
 
   โดยวิธีการนี้จะน ามาค านวณหาค่าถ่วงน้ าหนักของ โจนส์(Jones, 1990) ดังสมการที่  2.1   
 
                      (2.1)  
    เมื่อ  
       คือ  ค่าถ่วงน้ าหนักของค าค้น j ในเอกสาร i 
      คือ ความถี่ของค าค้น j ในเอกสาร i 
       คือ ค่าความน่าจะเป็นของการเกิดค าค้น j         
 
    จากตารางที่ 2.1  โจนส์(Jones, 1990) อธิบายไว้ว่าค่า trj  ควรเป็นดังสมการที่ 2.2  
 
                     (2.2) 
 
    ข้อดีของแบบจ าลองนี้ คือสามารถวัดค่าความคล้ายคลึงระหว่างค าค้นกับเอกสาร
ได้ แม้ว่าเอกสารน้ันไม่มีค าค้นปรากฏอยู่ทุกค า แต่มีข้อเสียไม่สามารถวิเคราะห์ความหมายของค า
รวมถึงค าที่มีความหมายใกล้เคียงกันจากการระบุค าส าคัญของผู้ใช้ได้ เนื่องจากการก าหนดศัพท์
ดัชนีเป็นอิสระต่อกันไม่มีความสัมพันธ์กัน ดังน้ันผู้ใช้ต้องใช้ค าค้นที่เหมาะสมส าหรับการค้นคืน
สารสนเทศ  
      1.2.2 แบบจ าลองปริภูมิเวกเตอร์(Vector Space Model) เป็นแบบจ าลองที่
รากาวาน และวอง ( Raghavan and Wong, 1986) ได้อธิบายหลักการท างานไว้ว่าให้แทนเอกสาร 
(Document) และค า (Term) ที่ผู้ใช้สอบถาม (User Query) เข้ามาด้วย เวกเตอร์ จากนั้นท าการ
เปรียบเทียบหาเอกสารที่มี เวกเตอร์ คล้ายคลึงกับค าค้นของผู้ใช้ให้มากที่สุด ซึ่งซัลตอน  (Salton , 
1989) และลีย์ Lee (1995) ได้อธิบายว่าการแทนค าที่ปรากฏในเอกสารมีการแทนค าให้อยู่ในรูปแบบ
ของเวกเตอร์ที่มีการให้ค่าน้ าหนักของค า ( Term) โดยใช้ความถี่ของค าที่สนใจที่ปรากฏในเอกสาร 
(Term Frequency: TF) และค่าสัดส่วนของจ านวนเอกสารทั้งหมดกับจ านวนของเอกสารที่ปรากฏ
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ค าที่สนใจ (Inverse Document Frequency: IDF) หรือเรียกว่า TF-IDF ซึ่งสามารถแสดงตัวอย่างการ
แทนเอกสารและค าที่ผู้ใช้สอบถามด้วยหลักการแบบจ าลองปริภูมิเวกเตอร์ดังนี้  
     ตัวอย่างเช่น ในชุดเอกสารประกอบด้วยเอกสาร D1, D2 ซึ่งในแต่ละเอกสาร
ประกอบด้วยค า ดังนี ้
 
     D1 :  การวัดความคล้ายคลึงเชิงความหมายระหว่างค า  
       ผลการตัดค า D1 : การ|วัด|ความ|คล้ายคลึง|เชิง|ความหมาย|ระหว่าง|ค า 
     D2 :  ความคล้ายคลึงของเอกสารด้านพืชไร่  
       ผลการตัดค า D2 : ความ|คล้ายคลึง|ของ|เอกสาร|ด้าน|พืช|ไร่ 
 
    จากนั้น น าค าที่ปรากฏในแต่ละเอกสาร D1, D2 มาท าการค านวณความถี่ของค า 
ดังนี้  
 
ความถี่ของค าที่ปรากฏเอกสาร D1 
การ วัด ความ คล้ายคลึง เชิง ความหมาย ระหว่าง ค า 
1 1 1 1 1 1 1 1 
 
ความถี่ของค าที่ปรากฏในเอกสาร D2 
ความ  คล้ายคลึง  ของ  เอกสาร  ด้าน  พืช  ไร ่
1 1 1 1 1 1 1 
 
    โดยมีค าศัพท์ในระบบคือ – การ – วัด – ความ – คล้าย – คลึง – เชิง – ความหมาย – 
ระหว่าง – ค า – ของ – เอกสาร  - ด้าน – พืช - ไร่  
    จากนั้นก็จะน าเอกสารทั้ง D1 และ D2 มาท าเป็นเวกเตอร์  
 
ค่าของเอกสาร D1 เมื่อน ามาท าเป็นเวกเตอร์ 
เวกเตอร์ของเอกสาร D1 : (1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0) 
 
การ  วัด  ความ  คล้าย 
คลึง  
เชิง  ความ 
หมาย  
ระหว่าง  ค า  ของ  เอกสาร  ด้าน  พืช  ไร ่ 
1 1 1 1 1 1 1 1 0 0 0 0 0 
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ค่าของเอกสาร D2 เมื่อน ามาท าเป็นเวกเตอร์ 
เวกเตอร์ของเอกสาร D2: (0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 1) 
 
    เมื่อผู้ใช้ระบุข้อสอบถามเข้ามาในระบบเพื่อค้นคืนสารสนเทศระบบจะน าข้อ
สอบถามนั้นมาท าเป็นเวกเตอร์ เช่นเดียวกับเอกสาร D1 และ D2  แล้วจึงน าเวกเตอร์ที่ได้มาท าการ
เปรียบเทียบกันว่าเอกสารใดมีความคล้ายคลึงกับข้อสอบถาม  
    - สมมุติ ผู้ใช้ระบุข้อสอบถาม Q1 เข้ามาเป็น  “การวัดความคล้ายคลึงเชิง
ความหมาย”  
       ผลการตดัค า: การ |วัด|ความ|คล้ายคลึง|เชิง|ความหมาย 
 
ค่าของข้อสอบถาม Q1 เมื่อน ามาท าเป็นเวกเตอร์ 
เวกเตอร์ของข้อสอบถาม Q1: (1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0) 
 
   จากนั้นน าเวกเตอร์ของข้อสอบถามจากผู้ใช้ Q1 เปรียบเทียบกับเวกเตอร์ของเอกสาร 
D1 และ D2 โดยการค านวณผลคูณภายในของทั้ง 2 เวกเตอร์ ซึ่งท าให้ทราบว่าข้อสอบถามที่ระบุเข้า
มา Q1 จะตรงกับเอกสารใดมากที่สุด ดังน้ี 
 
เวกเตอร ์Q1 (1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0) 
เวกเตอร์ D1 (1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0) 
 
Q1 * D1 = (1*1) + (1*1) + (1*1) + (1*1) + (1*1) + (1*1) + (0*1) + (0*1) + (0*0) + (0*0) + 
   (0* 0) + (0*0) + (0*0)  
ดังนั้น   Q1*D1 = 6 
 
การ  วัด  ความ  คล้าย 
คลึง  
เชิง  ความ 
หมาย  
ระหว่าง  ค า  ของ  เอกสาร  ด้าน  พืช  ไร ่ 
0 0 1 1 0 0 0 0 1 1 1 1 1 
การ  วัด  ความ  คล้าย 
คลึง  
เชิง  ความ 
หมาย  
ระหว่าง  ค า  ของ  เอกสาร  ด้าน  พืช  ไร ่ 
1 1 1 1 1 1 0 0 0 0 0 0 0 
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เวกเตอร ์Q1 (1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0) 
เวกเตอร์ D2 (0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 1) 
Q1 * D2 = (1*0) + (1*0) + (1*1) + (1*1) + (1*0) + (1*0) + (0*0) + (0*0) + (0*1) + (0*1) +  
   (0* 1) + (0*1) + (0*1) 
ดังนั้น   Q1*D2 = 2 
 
    สรุปได้ว่าข้อสอบถาม Q1 จะตรงกับเอกสาร D1 มากกว่าเอกสาร D2 เน่ืองจากผล
คูณภายในมีค่าสูงกว่า 
    ข้อดีของแบบจ าลองนี้  คือเป็นการจับคู่แบบวัดความคล้ายคลึง  เช่นเดียวกับ
แบบจ าลองทฤษฎีความน่าจะเป็นท าให้สามารถสืบค้นเอกสารได้ถึงแม้ว่าเอกสารน้ันจะไม่มีค าค้น
ปรากฏอยู่ครบทุกค า แต่มีข้อเสียในการใช้ความถี่ของค าที่ปรากฏในเอกสารเพียงอย่างเดียวไม่มีการ
ค านึงถึงความหมายของค า โดยจะถือว่าแต่ละค าเป็นอิสระต่อกัน ซึ่งความเป็นจริงแล้วค าแต่ละค า
อาจมีความหมายเดียวกัน หรือใกล้เคียงกัน  
      1.2.3 แบบจ าลองลาเทนซีแมนติก ( Latent Semantic Model: LSI) เป็น
แบบจ าลองที่มีการพิจารณาถึงความสัมพันธ์ของค านั้น ๆ กับเอกสารใด ๆ ในเชิงความหมายด้วย
การค านวณทางสถิติ โดยมีการก าหนดค าภายในเอกสารว่าค าใด ๆ มีความหมายเหมือนกัน เช่น
กรณีที่ใช้ค าส าคัญ “อ้อย”  แบบจ าลองนี้สามารถประมวลผลได้ว่า อ้อยที่เป็นพืชไร่ หรือ พืชให้
น้ าตาล  ชื่อคน หรือชื่อสถานที่ได้อย่างถูกต้องถึงแม้ว่าเอกสารน้ัน ๆ จะไม่ปรากฏค าที่ต้องการ
สืบค้นก็ตาม โดยแบบจ าลองนี้ได้เพิ่มขีดความสามารถให้กับการสร้างค าค้นเมตริกของเอกสารที่
นอกเหนือจากพิจารณาความถี่ของค าที่ปรากฏอยู่ในเอกสารเพียงอย่างเดียว  
    ข้อดีของแบบจ าลองนี้ คือสามารถสืบค้นเชิงความหมายโดยพิจารณาจาก
ความสัมพันธ์ของค ากับเอกสารได้ และเหมาะส าหรับการค้นหาประเภทเอกสารที่เหมือนกันแต่อยู่
ในหลายภาษา ( Multi-Language) แต่มีข้อเสียในการค้นคืนกับภาษาไทย ที่ยังไม่สามารถแก้ไข
ปัญหาความก ากวมของค าศัพท์ภาษาไทยได้ เนื่องจากภาษาไทยเป็นภาษาที่ไม่มีช่องว่างระหว่างค า  
หรือการเว้นวรรคระหว่างค าเหมือนภาษาอังกฤษ ซึ่งสิทธิโชค ปัญญาฤกษ์ชัย และศิฬาณี  
นุชิตประสิทธิ์ชัย (2009) และไกรศักดิ์  เกษร (2013) ได้กล่าวไว้ว่างานต่าง ๆ ส าหรับการประมวลผล
ภาษาไทยนั้นต้องมีกระบวนการตัดค าเป็นพื้นฐาน (Word Segmentation)  
    2. การค้นคืนสารสนเทศอัจฉริยะ ( Intelligent Information Retrieval) เป็นการ
สืบค้นที่อาศัยเทคนิคการประมวลผลภาษาธรรมชาติประยุกต์ใช้ร่วมกับฐานความรู้ ซึ่งการ
ประมวลผลภาษาธรรมชาติ (Natural Language Processing) เป็นการวิเคราะห์และประมวลผลภาษา
ของมนุษย์ให้คอมพิวเตอร์เข้าใจ โดยผลการวิจัยของ เฮิร์ท และเทอร์เทล (Hersh and Turtle, 1989) 
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พบว่าการสืบค้นโดยใช้การประมวลผลภาษาธรรมชาติให้ประสิทธิภาพส าหรับการสืบค้นได้ดีกว่า
การสืบค้นแบบทั่วไป และพื้นฐานการประมวลผลทางภาษามีกระบวนการเร่ิมจากการตัดค าจาก
ข้อความ ( Tokenization) และการแก้ไขค าค้นที่สะกดผิด ( Word Approximation) ปัจจุบันการ
ประมวลผลภาษาธรรมชาติได้ถูกน ามาใช้ในงานด้านต่าง ๆ เช่น การค้นคืนข้อมูล ( Information 
Retrieval) การแปลภาษาด้วยเคร่ือง ( Machine Translation) และงานวิจัยของ อรสา  ขันเอียดและ
คณะ ( 2552 ) ที่ได้ประยุกต์ใช้กับการประมวลผลประโยคด้วยคอมพิวเตอร์ที่พิจารณาเลือกสูตร 
ไวยกรณ์ และเทคนิคการแจงประโยค เป็นต้น  
    ข้อดีของการสืบค้นแบบนี้ คือผู้ใช้งานไม่จ าเป็นต้องมีความรู้ในศาสตร์ความรู้ที่
ต้องการสืบค้นข้อมูลมากนัก แต่มีข้อเสียในการพิจารณาถึงความหมายค า เพราะการให้ผลลัพธ์ตรง
กับความต้องการของผู้ใช้นั้นควรมีการพิจารณาถึง ความหมายของค าที่โยงไปถีงความสัมพันธ์ของ
กลุ่มค าที่เกี่ยวข้องกับค าที่ผู้ใช้ต้องการค้นคืน 
    สรุปได้ว่า  แบบจ าลองการสืบค้นแต่ละวิธีมีข้อดี และข้อเสียแตกต่างกันออกไป  
ซึ่งการประยุกต์ใช้ควรค านึงบริบทในความรู้นั้น ๆ  เช่นภาษา ประเภทความรู้ และแหล่งข้อมูล  
เป็นต้น และที่ส าคัญให้มีการ พิจารณาเกี่ยวกับความหมายของค ารวมถึงค าที่มีความหมายใกล้เคียง
กันจากการระบุค าส าคัญของผู้ใช้ อันจะท าให้ผลลัพธ์ตรงกับความต้องการ ซึ่งเป็นแนวคิดที่จะถูก
น ามาใช้ส าหรับการวิจัยในคร้ังนี้ 
 
  2.3.2 แนวคิดการสืบค้นเชิงความหมาย 
    การพัฒนาระบบสืบค้นเชิงความหมาย ( Semantic Search) เป็นกระบวนการค้นหา
ค าหรือกลุ่มค าที่เกี่ยวข้อง กับความรู้หรือเอกสาร ซึ่งยังใช้แนวคิดจากการค้นคืนสารสนเทศ 
(Information Retrieval) แต่การสืบค้นเชิงความหมายได้ปรับเปลี่ยนเทคนิควิธีส าหรับการวิเคราะห์
ความหมายของค ารวมถึงค าที่มีความหมายใกล้เคียงกันจากการระบุค าส าคัญของผู้ใช้ เพื่อให้
ผลลัพธ์ที่ได้ตรงกับความต้องการของผู้ใช้ เช่น  การปรับเปลี่ยนวิธีการท าดัชนีที่สามารถสนับสนุน
การสืบค้นเชิงความหมายได้แก่ วิธีการของแบบจ าลองลาเทนซีแมนติก และวิธีการออนโทโลยี 
(ไกรศักดิ์  เกสร, 2554) ดังนี ้
    1) การท าดัชนีโดยใช้แบบจ าลองลาเทนซีแมนติกเป็นวิธีการที่มีหลักการท างาน
อยู่บนพื้นฐานของการค านวณทางสถิติ โดยพิจารณาจากการปรากฏร่วมของค าต่าง ๆ ( Co-
Occurrence) เป็นเทคนิคการท าดัชนีแบบใหม่น าเสนอโดย เดียร์เวสเตอร์  (Deerwester, 1990) โดย
ใช้หลักการความสัมพันธ์ของค าส าคัญและเอกสารมาใช้ในการท าดัชนี นอกจากจะพิจารณาความถี่
ของค าที่ปรากฏในเอกสารหนึ่งแล้ว ยังจะพิจารณาถึงความสัมพันธ์ของค านั้น ๆ กับเอกสารอ่ืน ๆ 
ในคอลเล็คชั่นเรียกว่า เชิงความสัมพันธ์ (Interrelationship) วิธีการน้ีจะท าการพิจารณาเอกสารใด ๆ 
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ที่มีจ านวนค าส าคัญปรากฏร่วมกันสูงถือว่าเอกสารเหล่านั้นมีความสัมพันธ์กันเชิงความหมาย 
(Semantically Related) และเอกสารใด ๆ ที่มีค าส าคัญปรากฏร่วมกันอยู่จ านวนน้อยจะถือว่ามี
ความสัมพันธ์กันเชิงความหมายต่ า เนื่องจากว่าเอกสารใด ๆ อาจจะมีความสัมพันธ์กันเชิง
ความหมายถึงแม้ว่าเอกสารน้ัน ๆ จะไม่มีค าส าคัญที่ซ้ ากันเลย ซึ่งวิธีนี้จะสามารถหาความสัมพันธ์
ของเอกสารเหล่านั้นได้จากการค านวณทางสถิติ ดังนั้นวิธีการน้ีจึงหาค าตอบของค าค้นที่มี
ประสิทธิภาพดีกว่าวิธีการหาเอกสารแบบเปรียบเทียบสายอักขระถึงแม้ว่าเอกสารน้ัน ๆ จะไม่
ปรากฏค าส าคัญในค าค้นเลยก็ตาม ดังตัวอย่างเช่นต้องการทราบว่าเอกสารที่เกี่ยวกับยี่ห้อรถยนต์รุ่น 
บีเอ็มดับเบิ้ลยู ( BMW)  โตโยต้า(Toyota) และ ฮอนด้า ( Honda) เป็นเอกสารที่ควรจะเป็นค าตอบ
ของคิวรีรถยนต์ แม้ว่าเอกสารเหล่านั้นจะไม่มีค าว่า “รถยนต์” ปรากฏอยู่ 
    2) การท าดัชนีโดยใช้ออนโทโลยีเป็นแนวคิดการจัดฐานความรู้ให้อยู่ในรูปแบบ
โครงสร้างล าดับชั้น โดยประกอบด้วยแนวคิดต่าง ๆ และความสัมพันธ์ของคอนเซ็ปต์หรือแนวคิด  
ซึ่งซันดาร์เซการัน , โจส์เซฟชัน และเบนจามินส์ ( Chandrasekaran, Josephson and Benjamins, 
1999) ได้อธิบายว่าความสัมพันธ์ของคอนเซ็ปต์ต่าง ๆ ในออนโทโลยีเป็นตัวก าหนดความหมายที่
แท้จริงของค าส าคัญต่างๆ โดยจะช่วยแก้ปัญหาความก ากวมของค าส าคัญ เช่น หนึ่งค ามีหลาย
ความหมาย หรือค าหลาย ๆ ค ามีความหมายเดียวกัน และ แกสสิวิค , ดูจ์ริค และเดเวดซิค (Gasevic, 
Djuric and Devedzic, 2009) ได้อธิบายเพิ่มว่าออนโทโลยีสามารถใช้เป็นตัวก าหนดล าดับชั้นของ
แนวคิดต่าง ๆ ภายในโดเมนที่สนใจมีการเก็บข้อมูลได้หลายรูปแบบ และเป็นที่รู้จักคืออาร์ดีเอฟ 
และโอดับเบิ้ลยูแอล ซึ่งใช้ภาษาที่ใช้ในการสอบถามความรู้ คือ ภาษาสอบถามสปาร์เกิ้ล สอดคล้อง
กับ อรวรรณ อิ่มสมบัติ และคณะ (2552) ได้อธิบายว่า ออนโทโลยีมีความจ าเป็นต่อการประมวลผล
เชิงความหมายโดยเฉพาะการสืบค้นและการสกัดข้อมูล ซึ่งสามารถช่วยให้การท างานของระบบ
ประมวลผลเชิงความหมายท างานได้อย่างมีประสิทธิภาพ 
    ต่อมาศุภกฤษฏิ์ นิวัฒนากูล ( 2556 ) ได้อธิบายแนวคิดการสืบค้นเชิงความหมาย  
ไว้ว่าการค้นหาความรู้หรือเอกสารที่เกี่ยวข้องจะใช้ค าศัพท์จากผู้ใช้เพียงอย่างเดียวอาจจะท าให้การ
สืบค้นได้เอกสารความรู้ไม่ครบถ้วน เพราะถ้าหากเอกสารที่เกี่ยวข้องไม่ได้มีค าส าคัญตามที่ผู้ใช้
ก าหนด จะท าให้ไม่สามารถค้นคืนเอกสารความรู้น้ันได้ ดังนั้น วิธีการสืบค้นควรมีการวิเคราะห์ถึง
ความหมายของค า และความหมายที่ใกล้เคียงกับค าค้น ให้สามารถเข้าถึงเอกสารที่เกี่ยวข้องได้ตรง
กับความต้องการของผู้ใช้ สอดคล้องกับการอธิบายของพิลาวัณย์  พลับรู้การ และ  กฤษณะ ไวยมัย  
(2544) ที่ว่า ค าแต่ละค าเป็นอิสระต่อกัน ซึ่งในความเป็นจริงแล้วค าแต่ละค าอาจมีความใกล้เคียงทาง
ความหมายต่อกัน 
    สรุป แนวคิดการสืบค้นเชิงความหมายเป็นการน าเสนอเทคนิควิธีการที่ให้ระบบ
ค้นคืนสารสนเทศมีความสามารถวิเคราะห์ค าจากความหมาย รวมไปถึงค าที่ใกล้เคียงอันส่งผลให้
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ได้ผลลัพธ์ตรงกับความต้องการ  ซึ่งวิธีการ สร้างดัชนีที่สนับสนุนการสืบค้นนี้ ได้แก่ Latent 
Semantic Indexing (LSI) และออนโทโลยี (Ontology)  ส าหรับงานวิจัยนี้สร้างดัชนีด้วยออนโทโลยี 
เพราะการจัดฐานความรู้ด้านพืชไร่มีรูปแบบโครงสร้างล าดับชั้น  และใช้ภาษาที่รองรับส าหรับการ
สืบค้น คือ ภาษาสอบถามสปาร์เกิ้ล 
 
 2.3.3 รูปแบบการสืบค้นเชิงความหมาย 
   ปัจจุบันการสืบค้นเชิงความหมาย เป็นแนวคิดที่คิดค้นขึ้นมาเพื่อแก้ปัญหาให้ระบบ
สืบค้นมีความสามารถวิเคราะห์ความหมายของค า อันจะส่งผลต่อประสิทธิภาพในการสืบค้น ซึ่งมี
นักวิจัยจ านวนมากที่ให้ความส าคัญกับการแก้ปัญหาดังกล่าวดังการวิจัยของ คิโมโต และ อิวาดีรา  
(Kimoto and Iwadera, 1990) ได้เสนอเทคนิควิธีการแยกค าที่ผู้ใช้สนใจจากเอกสารมาสร้างเป็นดัชนี 
(Index) และสร้างความสัมพันธ์ภายในเอกสาร (Co- Occurrence) พิจารณาจากค าส าคัญ กว้างกว่า 
(Broader) ค าแคบกว่า ( Narrower) ค าเกี่ยวข้อง ( Related Term-RT) ซึ่งพิลาวัณย์ พลับรู้การ และ 
กฤษณะ ไวยมัย  (2544) ได้เสนอเทคนิคการวัดความคล้ายคลึงระหว่างเอกสาร ด้วยการหาค่าความ
เกี่ยวข้องระหว่างค าสองค าจากระยะทางน้อยที่สุดของค า ซึ่งมี  2  ขั้นตอน แสดงดังรูปที่ 2.12 
 
1.  การค านวณความสัมพันธ์ของค า 
2.  การวัดความคล้ายคลึงระหว่างค ากับเอกสาร 
 
 
รายการเอกสารที่เกี่ยวข้อง 
 
    ที่มา : พิลาวัณย์ พลับรู้การ และ กฤษณะ ไวยมัย (2544) 
 
รูปท่ี  2.12   การสืบค้นเชิงความหมายจากการวัดความคล้ายคลึงระหว่างเอกสาร 
 
    จากรูปที่ 2.12  แสดงขั้นตอนของการวัดความคล้ายคลึงระหว่างเอกสารโดยใช้
แนวทางเชิงความหมาย ดังนี้ 
    1. การค านวณความสัมพันธ์ของค า ซึ่งเป็นการหาค่าความเกี่ยวข้องระหว่างค า
สองค าจากระยะห่างน้อยที่สุด ค่าความเกี่ยวข้องระหว่างค าเป็นสัดส่วนผกผันกับระยะทางที่สั้น
ที่สุดที่เชื่อมถึงกันในโครงข่ายอภิธานค าศัพท์ หากค่าระยะทางที่สั้นที่สุดระหว่างสองค ามีค่าน้อย 
จะถือว่าค าสองค านั้นมีความเกี่ยวพันกันทางความหมายค่อนข้างมาก ในทางตรงกันข้าม หาก
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ระยะทางที่สั้นที่สุดระหว่างค าสองค ามีค่ามาก หมายถึงค าทั้งสองมีความเกี่ยวพันกันทางความหมาย
น้อย การเปลี่ยนค่าระยะห่างที่น้อยที่สุดระหว่างค าเป็นค่าความเกี่ยวข้องจะอยู่ในรูปสมการ
คณิตศาสตร์ที่แปรผกผันกัน  งานวิจัยที่ศึกษาการวัดความคล้ายคลึงทางความหมายระหว่างค าใน
โครงข่ายโดยพิจารณาระยะทาง (Edge Based) ดังสมการที่ 2.3  
 
     y(x) = 0.9-log(x)                 (2.3) 
 
    โดยที่ x เป็นระยะทางที่สั้นที่สุดระหว่างสองค าและ y(x) เป็นการค านวณความ
คล้ายคลึงระหว่างค าสองค า  
    2. การวัดความคล้ายคลึงระหว่างค ากับเอกสาร  เป็นการน าค่าจากการค านวณ
ความคล้ายคลึงระหว่างค าสองค ามาท าการค านวณความคล้ายคลึงระหว่างค ากับเอกสาร โดยใช้
วิธีการวัดความคล้ายคลึงเชิงมุม ( Cosine Similarity) ซึ่งมีการก าหนดให้เอกสารใดๆ ประกอบด้วย
เซตของค าน ามาเปรียบเทียบกัน เช่น เซตค า T = {t1, t2,…, tn} เปรียบเทียบกับเอกสาร di  ซึ่งการ
ค านวณความคล้ายคลึงของระหว่างเอกสารกับค าค้น ดังสมการที่ 2.4 
 
     S = k=1
p sk / (nD*ni)                  (2.4) 
 
   เมื่อ 
S  คือ ค่าความคล้ายคลึงระหว่างเอกสาร D และ di 
p  คือ จ านวนกลุ่มย่อยที่มีความคล้ายคลึงร่วมกันระหว่าง D และ di 
sk  คือ ค่าความคล้ายคลึงในกลุ่มย่อยที่ k 
nD  คือ จ านวนกลุ่มที่แตกต่างกันของค าในเอกสาร D 
ni คือ จ านวนกลุ่มที่แตกต่างกันของค าในเอกสาร di 
 
    ต่อมาศุภกฤษฏิ์ นิวัฒนากูล (2556) ได้น าเสนอแบบจ าลองส าหรับการสืบค้นเชิง
ความหมายโดยการประยุกต์ใช้ฐานความรู้ที่เป็นออนโทโลยีส าหรับอธิบายความหมาย ความสัมพันธ์
ของค า และโครงสร้างของข้อมูลผ่านภาษาโอดับเบิ้ลยูแอล (Web Ontology Language: OWL) และใช้
เทคนิควิธีการวัดความคล้ายคลึงระหว่างค าด้วยสัมประสิทธิ์ความคล้ายคลึงของแจ็คการ์ด ส าหรับ
เปรียบเทียบความคล้ายคลึงระหว่างชุดของข้อมูล และน าเสนอขั้นตอนวิธีค้นหาเชิงความหมาย  
ประกอบด้วย 2 ส่วน ดังนี ้
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    1.  การจัดการฐานความรู้ ที่ใช้รูปแบบของออนโทโลยีเพื่อใช้จัดเก็บ อธิบาย
ความรู้ และการจัดท าคลังค าหรือดัชนีค าส าคัญเพื่อใช้ส าหรับช่วยในการสืบค้นความรู้ ดังนี ้
     1.1 ฐานความรู้  เป็นการสร้างฐานความรู้ที่สามารถอธิบายรูปแบบโครงสร้าง
ความสัมพันธ์ระหว่างข้อมูลความสัมพันธ์ของค าค้น (Term) จากอรรถาภิธานศัพท์เกษตรไทย  
     1.2 คลังค า เป็นแหล่งรวบรวมค าต่าง ๆ โดยค าศัพท์แต่ละค ามีการจัดความ  
สัมพันธ์ในลักษณะล าดับชั้น ( Hierarchical Relation) ที่มีความหมายเหมือนกัน แต่เขียนต่างกัน  
มีการประยุกต์ใช้ตัวแบบเอสเคโอเอส ( Simple Knowledge Organization System: SKOS) ส าหรับ
สร้างคลังค า  ซึ่งมีความสัมพันธ์ของค าดังการอธิบายของ ฟุลวิโอ และลอร่า (Fulvio and Laura, 
2005) คือ ค าส าคัญ ( skos: preLabel)  ค าเหมือน ( skos: altLabel) ค ากว้างกว่า ( skos: broader)  
ค าแคบกว่า (skos: narrower) ค าเกี่ยวข้อง (skos: related)   
 
    2. การสืบค้นเชิงความหมาย ประกอบด้วย 3 กระบวนการ ดังนี้ 
     2.1 การวิเคราะห์ค าส าคัญ  เป็นส่วนของการวิเคราะห์ค าส าคัญที่มีการวัด
ความคล้ายคลึงของค าค้น แก้ไขค าค้นที่สะกดผิดจากผู้ใช้ 
     2.2 การสืบค้นเชิงความหมาย เป็นส่วนของการใช้คลังค าช่วยในการก าหนด
ความส าคัญของค าส าคัญส าหรับการสืบค้น ซึ่งมี 3 ขั้นตอนแสดงดังรูปที่ 2.13 ดังนี ้
 
 
 
 
 
 
 
 
 
รูปท่ี  2.13  ขั้นตอนการสืบค้นเชิงความหมาย 
 
     2.3 การแสดงผลลัพธ์ เป็นส่วนของการน าผลลัพธ์ที่ได้จากการสืบค้นความรู้
มาจัดเรียงล าดับผลลัพธ์ ซึ่งมี 2 ขั้นตอน แสดงดังรูปที่ 2.14 ดังนี้ 
1. ก าหนดความส าคัญของค าค้น 
2. ค านวณน้ าหนักของค าค้น 
3. หาความสัมพันธ์ของค าค้นกับคลังค า 
กลุ่มค าค้น และรายการเอกสารที่เกี่ยวข้อง 
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รูปท่ี  2.14  ขั้นตอนส่วนแสดงผลลัพธ์การสืบค้น  
 
    นอกจากนี้ ลีย์, มิน และโฮ  (Lee, Min and Oh, 2014) ได้น าเสนอแบบจ าลองการ
สืบค้นเชิงความหมายที่มีการประยุกต์ใช้กับออนโทโลยี แสดงดังรูปที่ 2.15 ดังนี้  
 
 
 
 
 
 
 
 
 
 
 
 
รูปท่ี  2.15  วิธีการสืบค้นเชิงความหมายของ ลีย์, มิน และโฮ  (Lee, Min and Oh, 2014) 
 
กลุ่มค าค้น และรายการเอกสารที่เกี่ยวข้อง 
1. การให้น้ าหนักเอกสารต่อค าค้น 
2. การค านวณความคล้ายคลึงของเอกสารและค าค้น 
การแสดงผลการสืบค้นตามล าดับค่าความคล้ายคลึง 
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    จากรูปที่ 2.15 แสดงให้เห็นว่าการค้นคืนแบบดั้งเดิม ( Traditional Information 
Retrieval) เป็นการค้นคืนในลักษณะของการจับคู่แบบเทียบตรงกับข้อสอบถาม ( Query Matching) 
โดยขยายขอบเขตของค า (Query Expansion)  ซึ่งมีการให้ค่าน้ าหนักของค า ( Term) โดยใช้ความถี่
ของค าที่สนใจที่ปรากฏในเอกสารเท่านั้น แต่ส าหรับวิธีการสืบค้นแบบใหม่ที่น าเสนอ แบบจ าลอง
การสืบค้นเชิงความหมายจะประกอบด้วย 4 ส่วน ได้แก่ (1) ฐานความรู้ที่จัดเก็บในรูปแบบออนโทโล
ยี (Ontology Database) ที่เป็นรูปแบบโครงสร้างความสัมพันธ์ระหว่างข้อมูลและความสัมพันธ์ของ
ค าในลักษณะ ค าส าคัญ  ค าเหมือน ค ากว้างกว่า ค าแคบกว่า และค าเกี่ยวข้อง (2) การขยายขอบเขต
ของค าส าคัญ ( Semantic Relationship Extractor) ซึ่งอาจมีกระบวนการวิเคราะห์ล าดับค าส าคัญ   
จัดกลุ่มค าที่เกี่ยวข้อง และเป็นส่วนของการแก้ไขค าค้นที่สะกดผิดจากผู้ใช้ระบุค าส าคัญ ( Query)  
เข้ามา (3) การสืบค้นเอกสารจากฐานความรู้ที่ตรงกับค าส าคัญ (Ontology Traversal Module) ซึ่งเป็น
ส่วนของการวัดความคล้ายคลึงระหว่างค ากับเอกสารในเชิงความหมาย และ (4) การจัดล าดับผลลัพธ์
ในเชิงความหมาย (Semantic Search Ranker) ซึ่งการจัดล าดับมีการเรียงผลลัพธ์ตามล าดับค่าความ
คล้ายคลึงกันระหว่างเอกสารกับค าส าคัญ 
    จากการศึกษาแนวคิดทฤษฎีที่เกี่ยวข้องกับการสืบค้นเชิงความหมายสรุปได้ว่า
รูปแบบการสืบค้นเชิงความหมายเป็นแนวคิดที่อยู่บนพื้นฐานการสืบค้นความรู้ที่เก็บอยู่ในรูปแบบ
ออนโทโลยี ซึ่งมีองค์ประกอบที่ส าคัญคือ  การจัดความรู้ให้เป็นระบบ และขั้นตอนวิธีส าหรับการ
สืบค้นเชิงความหมาย ดังนั้น จึงเป็นแนวคิดส าหรับงานวิจัยนี้ที่จะน าเสนอ  1 กระบวนการจัดความรู้
ให้เป็นระบบ และเสนอขั้นตอนวิธีส าหรับการสืบค้นเชิงความหมาย ได้แก่ (1) การก าหนดล าดับ
ความส าคัญค าค้น (2) การให้น้ าหนักค าส าคัญ และ (3) การวัดความคล้ายคลึง โดยจัดล าดับผลลัพธ์
ตามผลการเปรียบเทียบความคล้ายคลึงของเอกสาร เพราะทั้ง 3 ขั้นตอนเป็นกระบวนการที่ส าคัญ
ส าหรับการสืบค้นเชิงความหมาย อันจะส่งให้ได้ผลลัพธ์ตรงกับความต้องการของผู้ใช้  
 
  2.3.4 งานวิจัยท่ีเกี่ยวข้องกับแนวคิดการสืบค้นเชิงความหมาย 
    จากการศึกษางานวิจัยกับการน าเสนอแนวคิด เทคนิควิธีต่าง ๆ ส าหรับการสืบค้น
เชิงความหมายมีหลากหลายเทคนิค เพื่อ แก้ปัญหาของค าส าคัญที่มีความหมายเหมือนกัน หรือค า
ใกล้เคียงกัน ดังงานวิจัยของ นคร  โคตรโสภา (2549) ได้เสนอแนวคิดการสืบค้นเอกสารเชิง
ความหมายบนข้อมูลภาษาเอ็กซ์เอ็มแอล ( Extensible Markup Language: XML)  ประกอบด้วย  
3 ขั้นตอน คือ (1) การท าดัชนีค าส าคัญ ซึ่งขั้นตอนนี้ได้ท าการแบ่งเอกสารเอ็กซ์เอ็มแอลเป็นกลุ่ม 
เพื่อสร้างความสัมพันธ์ของเอกสารตามค าส าคัญโดยก าหนดระดับความส าคัญและให้น้ าหนักค า
จากความหมายของค าส าคัญ เพื่อหาระดับความสัมพันธ์ระหว่างกลุ่มเอกสารกับค าส าคัญ  (2)  
การค้นคืนสารสนเทศ และ (3) การจัดล าดับผลลัพธ์ ซึ่งขั้นตอนนี้ใช้หลักการวัดความคล้ายคลึงเชิง
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ความหมายของข้อมูลค าส าคัญในเอกสารกับความหมายของข้อสอบถามที่ใช้สืบค้น เพื่อจัด
เรียงล าดับเอกสารตามค่าความคล้ายคลึง ผลการวิจัยด้วยวิธีการที่น าเสนอท าให้สามารถสืบค้น
สารสนเทศได้ตามความหมายของค าส าคัญ  
    ต่อมา มนัสนันท์  ปัญญามี (2552) ได้น าเสนอแนวคิดการจัดกลุ่มข้อมูลของเว็บ
เพจตามความหมาย โดยหาความสัมพันธ์ในเชิงความหมายของค าส าคัญที่ผู้ใช้ระบุเข้ามา และใช้
ฐานข้อมูลจากเวิร์ดเน็ต (WordNet) เพื่อจัดกลุ่มค าของเว็บเพจที่มีความหมายเหมือนกัน เร่ือง
เดียวกัน เกี่ยวข้องหรือเชื่อมโยงกันเชิงความหมายไว้ด้วยกัน ซึ่งรวมไปถึงเอกสารใด ๆ ที่ไม่มีค า
ส าคัญหรือค าค้นที่ผู้ใช้ระบุเข้ามาปรากฏอยู่ในเอกสารก็ตาม ผลการวิจัยพบว่าการสืบค้นสามารถค้น
คืนความรู้หรือเอกสารได้มีประสิทธิภาพเพิ่มสูงขึ้น สอดคล้องกับการวิจัยของพิลาวัณย์   พลับรู้การ 
และ กฤษณะ  ไวยมัย  (2544) ที่มีการน าเสนอวิธีการหาความสัมพันธ์ของค าในโครงข่าย เพื่อวัด
ความคล้ายคลึงระหว่างเอกสารโดยก าหนดตัวแทนเอกสารด้วยวิธีการแบบ เวกเตอร์ และหลักการ
ทางสถิติในการวัด ซึ่งวิธีการดังกล่าวสามารถให้ผลลัพธ์สืบค้นเชิงความหมายจากค าส าคัญได้ตรง
กับความต้องการของผู้ใช้  
    ต่อมาณัฐพร   หอมเมือง  (2550) ได้แนะน าหลักการให้ค่าน้ าหนักค ามาค านวณ
ร่วมกับการนับความถี่ของค า  ซึ่งกล่าวไว้ว่าค าที่มีความส าคัญหรือใช้เป็นตัวแทนของเอกสารที่ดี
ควรปรากฏอยู่เป็นจ านวนมากในเน้ือหาของเอกสารใด ๆ  และปรากฏอยู่น้อยมากในชุดเอกสารที่
เหลือทั้งหมด แต่ถ้าค านั้นปรากฏเป็นจ านวนมากในทุก ๆ เอกสารแสดงว่าค าดังกล่าวไม่สามารถใช้
เป็นตัวแทนของเอกสารใด  ๆ ได้ ซึ่งเรียกค าเหล่านี้ว่าค าหยุด  (Stop Word) ดังนั้นการให้ค่าน้ าหนัก
ค า ๆ ใด ๆ ในเอกสารฉบับหนึ่งควรพิจารณาจากความถี่ของค าที่ปรากฏในเอกสารน้ันและจ านวน
ของเอกสารทั้งหมดที่มีค า  ๆ นั้นปรากฏอยู่  สอดคล้องกับ เรสนิค  (Resnik, 1999) ที่ได้กล่าวว่าการ
ให้ค่าน้ าหนักค าแต่ละค า (ทั้งค าที่มีในข้อสอบถามและค าในเอกสาร) จะค านวณโดยเปรียบเทียบกับ
ค าทั้งหมดในเอกสาร  ค่าน้ าหนักค าในเอกสารจะได้รับการด าเนินการในขั้นตอนการเตรียม
ฐานความรู้  ส่วนค่าน้ าหนักค าในข้อสอบถามจะด าเนินการในแต่ละคร้ังที่มีการสืบค้นด้วยวิธีการ
แบบเวกเตอร์ เมื่อค านวณค่าน้ าหนักค าของข้อสอบถามได้เรียบร้อยแล้ว  ค่าน้ าหนักเหล่านั้นจะถูก
น าไปแทนในสมการเพื่อค านวณระดับความคล้ายคลึงระหว่างข้อสอบถามและเอกสาร  เรียกว่า การ
วัดความคล้ายคลึงระหว่างเอกสารกับค าส าคัญ  
    นอกจากนี้ อรวรรณ อุไรเรืองพันธุ์ และสมจิตร อาจอินทร์ ( 2009) ได้มีการสรุป
เอกสารเชิงความหมายโดยใช้ออนโทโลยี ซึ่งใช้ฐานข้อมูลค าศัพท์จากเวิร์ดเน็ต ( WordNet) โดยใช้
หลักการ Lexical Chain ส าหรับจัดหมวดหมู่ของกลุ่มค าเหมือน  ซึ่งมี 2 ขั้นตอน ได้แก่ การหาค า
ส าคัญ (Candidate Word) และการค้นหากลุ่มค าส าคัญ ( Lexical Chain)  โดยท าการจัดหมวดหมู่
กลุ่มค าที่มีความหมายใกล้เคียงกันไว้ด้วยกัน และพิจารณาความสัมพันธ์ระหว่างกลุ่มค าที่มี
43 
ความหมายเหมือนกันรวมไปถึงใกล้เคียงกันแล้วท าการวัดความคล้ายคลึงระหว่างค ากับเอกสาร 
ผลการวิจัยพบว่าเทคนิควิธีที่น าเสนอท าให้ผลลัพธ์จากการสืบค้นมีประสิทธิภาพสูงขึ้น แต่มี
ข้อจ ากัดคือใช้กับเอกสารที่เป็นอังกฤษเท่านั้น ต่อมา ศุภกฤษฏิ์  นิวัฒนากูล ( 2556) ได้น าเสนอ
เทคนิควิธีการสืบค้นเชิงความหมายที่สามารถใช้ได้กับการเข้าถึงความรู้หรือเอกสารภาษาไทย
ส าหรับความรู้ทางการเกษตร โดยใช้ออนโทโลยีอธิบายความหมาย ความสัมพันธ์และโครงสร้าง
ของข้อมูลผ่านภาษาโอดับเบิ้ลยูแอล (Web Ontology Language: OWL) ประกอบด้วย 3 ส่วน คือ 
(1) การวิเคราะห์ค าส าคัญ  (2) การสืบค้นเชิงความหมาย มี 3 ขั้นตอน คือ ก าหนดความส าคัญของ
ค าค้น  ค านวณน้ าหนักของค าค้น และ หาความสัมพันธ์ของค าค้นกับคลังค า ซึ่งจะท าให้ได้กลุ่มค า
ค้นและรายการเอกสารที่เกี่ยวข้อง และ (3) การแสดงผลลัพธ์ มี 2 ขั้นตอน คือ การค านวณน้ าหนัก
เอกสารต่อค าค้น และ การค านวณความคล้ายคลึงของเอกสารต่อค าค้น ผลการวิจัยพบว่า
กระบวนการที่น าเสนอสามารถท าให้เพิ่มประสิทธิภาพส าหรับการสืบค้นเชิงความหมาย ได้ผลลัพธ์
ตรงกับความต้องการของผู้ใช้   
    จากการศึกษางานวิจัยที่เกี่ยวข้องกับการสืบค้นเชิงความหมาย สรุปได้ว่าส่วนใหญ่
มีการจัดความรู้ หรือฐานความรู้ที่สามารถอธิบายความสัมพันธ์ของแนวคิดต่าง ๆ ด้วยออนโทโลยี 
เพราะสามารถก าหนดความหมายที่แท้จริงของค าส าคัญต่าง ๆ โดยอธิบายความหมาย ความสัมพันธ์ 
และโครงสร้างของข้อมูลผ่านภาษาโอดับเบิ้ลยูแอล และงานวิจัยนี้น าเสนอเทคนิควิธีการวิเคราะห์
ค าส าคัญ การให้น้ าหนักคส าคัญ และการวัดความคล้ายคลึง ซึ่งเป็นขั้นตอนวิธีส าหรับการสืบค้นเชิง
ความหมาย 
 
2.4  การวิเคราะห์ค าส าคัญ  
  2.4.1 การก าหนดความส าคัญของค าค้น 
    การก าหนดค าค้นเป็นขั้นตอนหน่ึงที่ส าคัญที่จะท าให้ผู้ใช้สามารถเลือกเอกสารที่
ตนต้องการออกจากเอกสารที่ไม่ต้องการได้อย่างครบถ้วน  ซึ่ง เฮิร์สต์  (Hearst, 1999) ได้อธิบายการ
ก าหนดค าสืบค้นสามารถแบ่งตามขั้นตอนดังน้ี 
    1.  ก าหนดค าส าคัญโดยเลือกจากชื่อเร่ืองของของเอกสารความรู้ 
    2.  การหาค าพ้องต่าง ๆ ของแต่ละค าส าคัญ 
    3.  ก าหนดค าเชื่อมระหว่างค าส าคัญต่าง ๆ อย่างเหมาะสม ซึ่งอาจจะน ามาจาก
อภิธานศัพท์ที่มีการสร้างความสัมพันธ์ของค าไว้แล้ว  
    นอกจากนี้  สุธรรม  อุมาแสงทองกุล ( 2541) ได้อธิบายไว้ว่าการก าหนดค าค้น
สามารถก าหนดโดยวิเคราะห์จากชื่อเร่ือง  ค าส าคัญ และเน้ือหาของเอกสารความรู้ และการจัดล าดับ
ความส าคัญของค าส าคัญ สมจิน เปียโคกสูง ( 2553) ได้กล่าวไว้ว่า การจัดล าดับความส าคัญของค า
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ส าคัญอาศัยกระบวนการก าหนดน้ าหนักของดรรชนี ( Term Weight) และแบจ าลองการค้นคืน 
(Retrieval Model) สามารถก าหนดได้ดังนี้ 
    1. ล าดับค าค้นจากที่ผู้ใช้ป้อนเข้ามา  (Sequence of Words) ซึ่งในกระบวนการ
สืบค้นนั้น ผู้ใช้สามารถใช้หลายค าค้นเพื่อระบุถึงเอกสารที่ต้องการได้อย่างละเอียดชัดเจนมากขึ้น 
ดังนั้นการเรียงล าดับค าค้นจึงส่งผลต่อการสื่อความด้วยว่าค าใดมีความส าคัญก่อนหลัง  
    2.  ต าแหน่งของค าที่ปรากฏในเอกสาร (Position of Words) ซึ่งในแต่ละเอกสารมี
การปรากฏของค าอยู่ในส่วนต่าง ๆ  เช่น ชื่อเร่ือง ( Title) ค าส าคัญ (Keywords/Subject) และเน้ือหา 
(Description/Abstract) เป็นต้น ซึ่งการให้ความส าคัญอาจมีการให้ความส าคัญจากชื่อเร่ือง  ค าส าคัญ 
และเน้ือหา ตามล าดับ และการก าหนดความส าคัญของค าให้กับส่วนต่าง  ๆ ของเอกสารที่ค านั้น
ปรากฏอยู่ หมายถึงการให้ความส าคัญต่อค าต่าง ๆ และความเกี่ยวข้องของค านั้นกับเอกสารด้วย   
ดังรูปที่ 2.16 
 
 
 
 
รูปท่ี  2.16  ตัวอย่างค าค้นที่ระบุจากผู้ใช้ และต าแหน่งที่ปรากฏในเอกสาร 
 
    จากรูปที่ 2.16  พบว่าผู้ใช้ระบุค าค้นเข้ามาสืบค้นเอกสาร จ านวน 3 ค า คือ B1, A3, 
และ A2 ซึ่งค าค้นปรากฏอยู่ในต าแหน่งของเอกสาร คือต าแหน่งชื่อเร่ือง  ค าส าคัญ  และเน้ือหา 
    จากความส าคัญของการก าหนดค าค้นที่กล่าวมาข้างต้น สรุปว่า การก าหนดค าค้น
เร่ิมจากการวิเคราะห์เนื้อหาเอกสาร แล้วด าเนินการก าหนดน้ าหนักค าโดยใช้ความถี่ของค าที่ปรากฏ
ในเอกสาร ซึ่งมีขั้นตอนดังน้ี (1) แยกค าส าคัญของเร่ืองที่ต้องการค้น (2) หาค าพ้องต่าง  ๆ ของค า
ส าคัญ และ (3) ก าหนดค าเชื่อมระหว่างค าส าคัญ  ซึ่งงานวิจัยนี้ได้ก าหนดล าดับความส าคัญของ
ค าค้นจาก (1) การก าหนดล าดับความส าคัญของค าค้นจากผู้ใช้โดยแยกค าเป็นค าเดี่ยว และ  (2)     
การก าหนดความส าคัญของค าค้นโดยพิจารณาจากต าแหน่งของค าที่ปรากฏในเอกสาร 
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  2.4.2 การให้น้ าหนักค า 
    การให้น้ าหนักค าเป็นขั้นตอนส าคัญที่จะส่งผลต่อการค้นคืนสารสนเทศให้มี
ประสิทธิภาพ ซึ่งมีนักวิชาการหลาย ๆ ท่านได้อธิบายเกี่ยวกับการให้น้ าหนักค าโดย เรสนิค  (Resnik, 
1999) ได้กล่าวว่า น้ าหนักของค าแต่ละค า (ทั้งค าที่มีในข้อสอบถามและค าในเอกสาร) จะค านวณโดย
เปรียบเทียบกับค าทั้งหมดในเอกสาร ค่าน้ าหนักค าในเอกสารจะได้รับการด าเนินการในขั้นตอนการ
เตรียมฐานความรู้  ส่วนค่าน้ าหนักค าในข้อสอบถามจะด าเนินการในแต่ละคร้ังที่มีการสืบค้น  เมื่อ
ค านวณค่าน้ าหนักค าของข้อสอบถามได้เรียบร้อยแล้ว ค่าน้ าหนักเหล่านั้นจะถูกน าไปแทนในสมการ
เพื่อค านวณระดับความคล้ายคลึงระหว่างข้อสอบถามและเอกสาร  เรียกว่า  วิธีวัดความคล้ายคลึง
ระหว่างเอกสารคือ เวกเตอร์  ซึ่งธีรศักดิ์  สังข์ศรี (2548) ได้กล่าวว่า การให้ค่าน้ าหนักค า ๆ หนึ่งใน
เอกสารฉบับหนึ่งจะพิจารณาจากการนับความถี่ของค าที่ปรากฏในเอกสารน้ัน ๆ และจ านวนของ
เอกสารทั้งหมดที่มีค า ๆ นั้นปรากฏอยู่  แต่นั่นไม่ได้หมายถึงว่าค าที่ปรากฏอยู่มากในเอกสารใด ๆ  
จะมีความส าคัญเสมอ เพราะค าเหล่านั้นอาจเป็นค าหยุด (Stop Word) เช่น ค าว่า “และ” “หรือ” “ซึ่ง” 
เป็นต้น  และวิธีการให้น้ าหนักค าที่นิยมใช้กันมาก คือ การก าหนดค่าน้ าหนักค าในเอกสารตาม
แนวคิดของ ซัลตอน (Salton, 1989) ที่ได้อธิบายว่าการแทนค าที่ปรากฏในเอกสารจะแทนค าให้อยู่ใน
รูปแบบของเวกเตอร์ ซึ่งมีการให้ค่าน้ าหนักของค า (Term) โดยใช้ความถี่ของค าที่สนใจที่ปรากฏใน
เอกสาร (Term Frequency: TF)  และการหาค่าส่วนกลับความถี่ของเอกสารทั้งหมดกับจ านวนของ
เอกสารที่ปรากฏค าที่สนใจ ( Inverse Document Frequency: IDF) หรือเรียกว่า TF-IDF แสดงดัง
สมการที่ 2.5 
 
                        (2.5) 
 
    เมื่อ 
       คือ ค่าส่วนกลับความถี่ของเอกสาร 
       คือ จ านวนเอกสารในชุดเอกสารทั้งหมด  
       คือ ค่าความถี่ของเอกสาร ( Document Frequency) ของค าแต่ละค า  
 
   ถ้าค าใดปรากฏในเอกสารทุกเอกสารจะมีค่าเท่ากับ   ซึ่งท าให้ค่าส่วนกลับความถี่ของ
เอกสารมีค่าเท่ากับศูนย ์  ซึ่งกระบวนการของ TF-IDF สามารถค านวณหาค่าน้ าหนักค าได้ดังสมการที่ 
2.6  
                  (2.6) 
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    เมื่อ 
  tf  คือ ความถี่ของค าที่ปรากฏในแต่ละเอกสาร 
       คือ จ านวนเอกสารในชุดเอกสารทั้งหมด  
          คือ ค่าความถี่ของเอกสาร ( Document Frequency) ของค าแต่ละค า 
 
    ณัฐพร  หอมเมือง (2550) ได้น าหลักการให้ค่าน้ าหนักค ามาค านวณร่วมกับการนับ
ความถี่ของค า  โดยกล่าวถึงหลักการน้ีว่า  ค าที่มีความส าคัญหรือใช้เป็นตัวแทนของเอกสารที่ดีควร
จะปรากฏอยู่เป็นจ านวนมากในเน้ือหาของเอกสารเฉพาะฉบับนั้น  และปรากฏอยู่น้อยมากในชุด
เอกสารที่เหลือทั้งหมด  แต่ถ้าค านั้นปรากฏเป็นจ านวนมากในทุก  ๆ เอกสารแสดงว่าค าดังกล่าวไม่
สามารถใช้เป็นตัวแทนของเอกสารใด  ๆ ได้ และงานวิจัยของ  คมคิด ชัชราภรณ์ , ธรา อั่งสกุล และจิ
ติมนต์ อั่งสกุล (2012) ที่ได้ประยุกต์เทคนิคการเลือกคุณลักษณะ โดยใช้วิธีการให้น้ าหนักของค าใน
เอกสารแบบ TF-IDF (Term Frequency-Inverse Document Frequency) ซึ่งเป็นวิธีที่ใช้ประเมิน
ความส าคัญของค าหรือคุณลักษณะนั้น ๆ ในเอกสารที่เป็นชุดฝึก ( Training Set) ทั้งหมด และ
งานวิจัยของ เทียน ,ฉ่าว, เวง และ ได (Tian, Zhao, Wang, and Dai, 2015) ใช้วิธีการให้น้ าหนักค า
ด้วย TF-IDF ในการวิเคราะห์ข้อความบนหน้าเว็บ ซึ่งอ้างอิงถึง จิง ฮวง ซิ ( Jing, Huang and  Shi, 
2002 ) ได้อธิบายว่าคุณลักษณะที่มีค่าน้ าหนัก TF-IDF มาก หมายความว่า คุณลักษณะนั้นมี
ประสิทธิภาพในการจ าแนกเอกสารมากเช่นกัน  
    การให้น้ าหนักด้วยวิธี TF-IDF เป็นวิธีการที่นิยมน ามาใช้ในการสร้างแบบจ าลอง
เอกสาร เนื่องจากมีประสิทธิภาพให้ค่าความแม่นย าในการจ าแนกหมวดหมู่สูง และวิธีการค านวณ
ไม่ซับซ้อนใช้หน่วยประมวลผลไม่มากนัก แต่วิธีการให้น้ าหนักดังกล่าวยังมีจุดด้อย ซึ่ง จิระวิชิตชัย  
(2556) ได้อธิบายไว้ว่าการให้น้ าหนักแบบนี้ไม่ได้ค านึงถึงความหมายของค า และถือว่าค าแต่ละค า
เป็นอิสระต่อกัน ซึ่งความเป็นจริงแล้วค าแต่ละค าอาจมีความหมายเดียวกัน ดังน้ันการให้น้ าหนักค า
ควรมีการพิจารณาจากความถี่ของค าที่ปรากฏในเอกสาร และควรมีการพิจารณาจากความสัมพันธ์
ของค า ดังงานวิจัยของคิโมโต และอิเวดิร่า (Kimoto and Iwadera , 1990) ที่ได้น าเสนอวิธีส าหรับ
การค้นคืนโดยใช้เทคนิคการแยกค าจากเอกสารตัวอย่างที่ผู้ใช้สนใจมาท าเป็นดัชนี (Index) และ
สร้างความสัมพันธ์ภายในเอกสาร (Co-Occurrence) และมีการเพิ่มความสัมพันธ์ภายในเอกสารจาก
การค านวณน้ าหนักของโหนด และเส้นเชื่อมระหว่างโหนดที่เป็นไปได้จากค าส าคัญที่ผู้ใช้ระบุเข้ามา 
ซึ่งการเลือกโหนด และเส้นทางเชื่อมโยงระหว่างโหนดที่เหมาะสมควรมีการค านวณน้ าหนักโหนด 
และน้ าหนักของเส้นทางระหว่างโหนด เพื่อหาความเกี่ยวข้องของค าค้น  
    จากความส าคัญของการให้น้ าหนักค าที่กล่าวมาข้างต้น สรุปว่า เทคนิควิธีการให้
น้ าหนักค าที่นิยมส าหรับการค้นคืนสารสนเทศในปัจจุบัน คือ วิธีการให้น้ าหนักค าแบบ TF-IDF  
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แต่การให้น้ าหนักแบบนี้จะไม่สามารถให้ความส าคัญกับความหมายของค า หรือกลุ่มค า จะถือว่าแต่
ละค าเป็นอิสระต่อกัน ซึ่งนักวิจัยได้พยายามศึกษาขั้นตอนวิธีการให้น้ าหนักค าโดยพิจารณาจาก
ความสัมพันธ์ของค ามาสร้างความสัมพันธ์ภายในเอกสารและวิธีการหาความสัมพันธ์ของค าจาก
โครงสร้างค าเพื่อเพิ่มประสิทธิภาพการสืบค้นให้ตรงกับความต้องการของผู้ใช้มากขึ้น 
   ดังนั้น งานวิจัยนี้จึงมีแนวคิดที่จะน าเสนอเทคนิควิธีการให้น้ าหนักค าที่สามารถสื่อถึง
ความหมายของค าอย่างแท้จริง อันจะเพิ่มประสิทธิภาพการสืบค้นให้ตรงกับความต้องการของผู้ใช้
มากยิ่งขึ้น โดยใช้ทฤษฎี การหาความสัมพันธ์ระหว่างตัวแปรสองตัว ( Bivariate Correlation) ซึ่ง     
ดีคอฟฟ์ (Diekhoff, 1992) เรียกว่าการวิเคราะห์สัมประสิทธิ์สหสัมพันธ์ (Correlation Coefficient) 
ซึ่งเป็นวิธีการศึกษาความสัมพันธ์ระหว่างตัวแปรตั้งแต่ 2 ตัวขึ้นไป (หรือข้อมูล 2 ชุดขึ้นไป) ว่ามี
ความสัมพันธ์กันหรือไม่ และสัมพันธ์กันอย่างไร ความสัมพันธ์อาจเป็นไปในทิศทางเดียวกัน หรือ
ทิศทางตรงข้ามกัน ตัวอย่างการศึกษาความสัมพันธ์ เช่น  การหาความสัมพันธ์ระหว่างอายุและ
ความดันโลหิต  ความสัมพันธ์ระหว่างส่วนสูงกับน้ าหนัก  เป็นต้น ส าหรับการพิจารณา
ความสัมพันธ์ระหว่างตัวแปรว่ามีมากน้อยเพียงใดนั้น จะใช้ค่าสัมประสิทธ์สหสัมพันธ์เป็นค่าที่วัด
ความสัมพันธ์ มีค่าอยู่ระหว่าง - 1 ถึง 1 กรณีมีค่าเข้าใกล้ - 1 หรือ 1 แสดงถึงการมีความสัมพันธ์กัน
ในระดับสูง  แต่หากมีค่าเข้าใกล้ 0 แสดงถึงการมีความสัมพันธ์กันในระดับน้อย หรือไม่มีเลย  
ดังสมการที่ 2.7 
 
                     (2.7)  
 
   การพิจารณาค่าสัมประสิทธ์สหสัมพันธ์ โดยทั่วไปใช้เกณฑ์ของฮินเคอล์ ( Hinkle, 
1998: 118) ดังนี้ 
 
 ค่า  r    ระดับของความสัมพันธ์  
.91 - 1.00  มีความสัมพันธ์กันมากที่สุด 
.71 - .90   มีความสัมพันธ์กันในระดับมาก 
.51 - .70   มีความสัมพันธ์กันในระดับปานกลาง  
.31 - .50   มีความสัมพันธ์กันในระดับต่ า  
.00 - .30   มีความสัมพันธ์กันในระดับต่ าที่สุด 
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2.5  การวัดความคล้ายคลึง 
  ระบบสืบค้นข้อมูลหรือสารสนเทศเกี่ยวกับเอกสารความรู้ใด ๆ มีแนวคิดที่ว่า ค าหรือค าค้น
ที่คล้ายคลึงกันจะมีความสัมพันธ์ในการค้นหาจากข้อสอบถาม โดยปกติแล้วการสืบค้นความรู้ที่
ต้องการจะมีการจับคู่กับค าของข้อสอบถาม สอดคล้องกับการอธิบายของ แจสวินเดอร์ พลาวินเดอร์ 
และโยเกรท์ ( Jaswinder, Parvinder, and Yogesh,  2014)  ที่กล่าวถึงวิธีการวัดความคล้ายคลึง        
ดังตารางที่ 2.4 
 
ตารางท่ี 2.4  ตัวอย่างวิธีการวัดความคล้ายคลึงแบบต่าง ๆ 
วิธีวัดความคล้ายคลึง การวัดค่าแบบ 
ไบนารี่เวกเตอร์ 
การวัดค่าแบบ 
ให้น้ าหนักเวกเตอร์ 
Dice’s Coeffiecient   2 | X ∩ Y | / | X | + | Y | 
  
Jaccard’s Coeffiecient     | X ∩ Y | / | X ∪ Y | 
 
Cosine Coeffiecient   | X ∩ Y | / |X|1/2 * |Y| ½ 
  
 
  การวัดความคล้ายคลึงของเอกสารจะอาศัยค่าน้ าหนักค าส าคัญที่มีอยู่ในแต่ละเอกสารและ
ค่าน้ าหนักค าของข้อสอบถาม โดยค่าน้ าหนักค าส าคัญในเอกสารค านวณได้จากขั้นตอนการเตรียม
ข้อมูล และค่าน้ าหนักค าของข้อสอบถามค านวณในขั้นตอนการเปรียบเทียบเอกสารในแต่ละคร้ัง 
เมื่อค านวณได้ค่าน้ าหนักค าในเอกสารและค่าน้ าหนักค าของข้อสอบถามจะน าค่าดังกล่าวไปค านวณ
ค่าความคล้ายคลึง ซึ่งสามารถค านวณได้หลายวิธี เช่น การค านวณค่าความคล้ายคลึงของเอกสาร
โดยใช้วิธีแบบเวกเตอร์ (Vector Based Similarity Measurement) ดังสมการที่ 2.8  
 
(2.8) 
 
  เมื่อ 
      แทน ค่าความคล้ายคลึงระหว่างข้อสอบถามกับเอกสาร j 
     แทน ค่าผลรวมระหว่างค่าน้ าหนักค าของข้อสอบถาม Q  
          กับค่าน้ าหนกัค าส าคัญ i ในเอกสาร j 
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      แทน ผลรวมของค่าน้ าหนักทั้งหมดของข้อสอบถาม Q 
      แทน ผลรวมของค่าน้ าหนักทั้งหมดของค าส าคัญ i  ใน 
          เอกสาร j 
 
  ปัจจุบันการวัดความคล้ายคลึงที่ได้รับความนิยม คือวิธีการวัดความคล้ายคลึงเชิงมุม 
(Cosine Coeffiecient) วิธีการวัดความคล้ายคลึงแบบนี้เป็นวิธีการเปรียบเทียบความคล้ายคลึงของ
เอกสาร 2 เอกสาร โดยแต่ละเอกสารจะถูกแทนด้วยเวกเตอร์ขนาดเอ็น ( N-Dimensional Vector) 
เก็บค่าน้ าหนักค าแต่ละค าในเอกสารน้ัน ซึ่งการเปรียบเทียบความคล้ายคลึงของเอกสารเปรียบเทียบ
โดยดูจากการท ามุมระหว่าง 2 เวกเตอร์ของเอกสาร หากเอกสารทั้งสองเอกสารคล้ายคลึงกันมาก 
เวกเตอร์ของเอกสารทั้ง 2 จะทับกันเกือบสนิทมุมซึ่งจะมีค่าน้อย ค่าความคล้ายคลึงจะมีค่าสูง กรณีที่
มีค่าเท่ากับ 1 นั่นหมายถึง เวกเตอร์ทั้งสองท ามุมระหว่างกัน 0 องศา หรือกล่าวได้ว่าเวกเตอร์ทั้งสอง
มีทิศทางไปในแนวเดียวกัน ซึ่งค านวณได้จากสมการที่ 2.9 
 
(2.9) 
 
    เมื่อ    
       แทน เวกเตอร์ของโปรดักซ์ (Product) 
 
  สอดคลองกับงานวิจัยของ พิลาวัณย์ พลับรู้การ และ กฤษณะ ไวยมัย  (2544) ได้น าเสนอ
การน าค่าความคล้ายคลึงระหว่างค ามาใช้ค านวณค่าความคล้ายคลึงระหว่างเอกสาร ซึ่งการหาค่า
ความเกี่ยวข้องระหว่างค าสองค าจากระยะห่างน้อยที่สุด  เป็นการเปลี่ยนค่าระยะห่างที่น้อยที่สุด
ระหว่างค าเป็นค่าความเกี่ยวข้องจะอยู่ในรูปสมการคณิตศาสตร์ที่แปรผกผันกัน ซึ่งการวัดความ
คล้ายคลึงทางความหมายระหว่างค าในโครงข่ายโดยพิจารณาระยะทาง (Edge Based) น้อยที่สุด
ระหว่างค าในเอกสารเปรียบเทียบกับทุกค าในเอกสาร และจัดกลุ่มโดยเลือกก าหนดกลุ่มให้กับ
เอกสาร และหาค่าความคล้ายคลึงเฉลี่ยภายในกลุ่ม และนอกจากนั้นยังมีงานวิจัยของ ศุภกฤษฏิ์   
นิวัฒนากูล (2556) ที่ได้น าเสนอเทคนิควิธีการวัดความคล้ายคลึงเชิงความหมายระหว่างเอกสารกับ
ค าค้น การก าหนดค่าความส าคัญของค าค้น ค านวณหาค่าน้ าหนักของค าค้น การหาเส้นทางสั้นที่สุด
ตามโครงสร้าง และค านวณหาค่าความคล้ายคลึงเชิงความหมายของเอกสารเพื่อใช้ในการล าดับ
ความส าคัญของเอกสารให้ตรงตามความต้องการของผู้ใช้ได้มากที่สุด ดังสมการที่ 2.10  
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(2.10) 
 
   เมื่อ 
      แทน คะแนนความคล้ายคลึงเชิงความหมายของเอกสารที่  
      แทน ค่าน้ าหนักของค าค้นที่  
      แทน ค่าน้ าหนักของเอกสารต่อค าค้นที่   
 
  นอกจากนี้งานวิจัยของ รอย และ คริสทินา (Roi and Christina, 2012) ได้ประยุกต์น าเสนอ
เทคนิคการหาความสัมพันธ์ระหว่างค า จากแนวคิดทฤษฎี กราฟ ซึ่งเป็นทฤษฎีทางคณิตศาสตร์  
มีองค์ประกอบสองส่วน คือ จุดยอด ( Vertex) และ เส้นเชื่อม  (Edge)  กล่าวคือ กราฟ คือเซ็ตของ
โหนด และเส้นเชื่อม ซึ่งโครงสร้างข้อมูลกราฟ ( Graphs) ประกอบด้วยเซต V ซึ่งเราเรียกว่า จุดของ
กราฟ (Vertices of G) และเซต E ซึ่งแยกออกมาจากเซต V เราเรียกว่าด้านของกราฟ ( Edges of G) 
หรือกล่าวอีกลักษณะหนึ่งว่า กราฟ คือ เซตของจุด ( Points) และเซตของเส้น ( Lines) ซึ่งเส้นจะเป็น
ตัวเชื่อมโยงจากจุดหนึ่งไปยังอีกจุดหนึ่ง คริสเทนเซน และ อัลเบิทร์ (Christensen and Albert, 2007) 
ได้อธิบายนิยามกราฟ คือ Graph G = (V, E) ประกอบด้วยเซ็ตของจุดยอด V และเซ็ตของเส้นเชื่อม E 
แต่ละเส้นแบ่งออกเป็น 2 ประเภท ได้แก่  ได้แก่ กราฟไม่มีทิศทาง (Undirected Graphs) และกราฟมี
ทิศทาง (Directed Graphs)  
  กราฟมีทิศทาง คือกราฟที่เป็นเส้นทางเชื่อมจากโหนดหน่ึงไปยังโหนดอ่ืน ๆ ได้แบบมี
ทิศทาง ซึ่งใช้เส้นเชื่อมมีลูกศรก ากับทิศทาง  ดังรูปที่ 2.17  ซึ่ง กราฟไม่มีทิศทาง คือกราฟที่เป็นเส้น
เชื่อมจากโหนดหน่ึงไปยังโหนดอ่ืน ๆ แบบไม่มีทิศทาง ซึ่งใช้เส้นเชื่อมไม่มีลูกศรก ากับทิศทาง และ
มองความสัมพันธ์ของ 2 โหนดแบบไปและกลับ แสดงดังรูปที่ 2.18 
 
 
 
 
 
 
 
รูปท่ี  2.17  ตัวอย่างของกราฟมีทิศทาง 
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รูปท่ี  2.18  ตัวอย่างของกราฟไม่มีทิศทาง 
 
   กราฟมีทิศทางใน รูปที่ 2.17 กรณีเร่ิมจาก V 1 : V 1-> V2, V1->V5, V1-> V2->V3 แต่ไม่
สามารถไปถึง V 4 ได้ หากเร่ิมจาก V 5 ก็ไม่สามารถค้นหาเส้นทางหรือเส้นเชื่อมไปยังโหนด  อ่ืน ๆ 
ได้ แต่กราฟไม่มีทิศทางใน รูปที่ 2.18  ออเดอร์ และแรนยิ (Erdos and Renyi , 1961) ได้อธิบายว่า
โหนดที่เชื่อมกันสามารถเข้าถึงกันได้หมด หากเร่ิมจาก V 1 สามารถเข้าถึงได้ทุกโหนดยกเว้น V 8 
เพราะ V8 ไม่เชื่อมต่อกับใครเลย นอกจากนี้กราฟอาจจะมีน้ าหนัก  หรือมีตัวเลขที่ถูกก าหนดในแต่
ละด้าน ซึ่งเรียกว่า กราฟที่มีน้ าหนัก (Weighted Edges)  โดยน้ าหนักอาจหมายถึงระยะทาง ทั้งนี้
ขึ้นอยู่กับความสัมพันธ์ของกราฟ ซึ่งความสัมพันธ์ของกราฟดังกล่าวจะหมายถึงโครงสร้าง
ความสัมพันธ์ระหว่างค าในคลังค า และเป็นกราฟที่มีน้ าหนักโดยใช้ระยะทางระหว่างค า แสดงดัง
รูปที่ 2.19 
 
 
 
 
 
  
 
รูปท่ี 2.19  ตัวอย่างของกราฟที่มีน้ าหนัก 
 
 
 
 
V5 
V1 
V2 V7 
V4 
V3 
V6 
V8 
1 1 
1 
0 0 
1 
1 
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  จากรูปที่ 2.19 ระยะทางของการเดินทางที่สั้นที่สุดจาก V1 ไปยังจุดยอดอ่ืน ๆ คือ V1V2 
= 1, V1V3 = 2,  V1V4 = 2, V1V5 =2, V1V6 =1, V1V7 =1, V1V8 =2  ซึ่งการหา
เส้นทางที่สั้นที่สุดมีขั้นตอนวิธี (Algorithms) หลายแบบที่แตกต่างกันส าหรับการน าไปหาเส้นทางที่
สั้นที่สุดระหว่าง 2 จุดยอด ในกราฟที่มีน้ าหนัก ซึ่งขั้นตอนวิธีที่นิยมใช้ในปัจจุบัน คือ ไดก์สตรา  
(Dijkstra Algorithm) 
  ไดก์สตรา (Dijkstra, 1959) ได้อธิบายเกี่ยวกับเทคนิควิธีไดก์สตราไว้ว่าเป็นการหา
ระยะทางที่สั้นที่สุดจากจุดยอดจุดเร่ิมต้นไปยังจุดที่สอง และหาไปเร่ือย ๆ จนกว่าจะเจอเส้นทางที่
สั้นที่สุด กล่าวคือจะค้นหาระยะทางจากเส้นเชื่อมระหว่างสองโหนดที่มีผลรวมน้ าหนักน้อยที่สุด 
ซึ่งขั้นตอนวิธีนี้จะอาศัยชุดของการวนซ้ า โดยชุดของจุดที่แตกต่างกันจะถูกสร้างโดยการเพิ่มจุดเข้า
ไปในการวนซ้ าแต่ละรอบ ดังนี ้
 
 
 
 
 
 
 
 
 
 
 
  ขั้นตอนวิธีไดก์สตรามีการมีการจัดล าดับการเข้าและออกข้อมูลอย่างเป็นล าดับโดยใช้
เส้นทางรวมจากจุดเร่ิมต้นมายังโหนดนั้น ๆ เพื่อระบุความส าคัญของสมาชิกที่อยู่ใน ล าดับ  และ 
แม็คคอนเนลล์ (McConnell, 2001) ได้อธิบายเกี่ยวกับการหาระยะทางที่สั้นที่สุด ( Shortest Path) คือ
การหาเส้นทางสั้นที่สุดระหว่างโหนด ( Node) จากเส้นเชื่อม (Edge) ค้นหาจากทุกเส้นทางที่เป็นไป 
ซึ่งเป็นกราฟที่มีน้ าหนักและค่าน้ าหนักทั้งหมดเป็นค่าบวก มีข้อดีคือง่ายต่อการปรับค่าระยะทางที่
สั้นที่สุด ซึ่งสามารถแสดงตัวอย่างการค านวณหาเส้นทางสั้นที่สุด ดังน้ี 
  ซาน และนูน ( Zhan and Noon, 1998) ได้อธิบายการค านวณหาเส้นทางที่สั้นที่สุดจาก
โหนด A ไปยังโหนด G ตามโครงสร้างต่อไปนี้ 
 
 
1. ก าหนด PriorityQueue = {จุดยอด}  
2. เมื่อ PriorityQueue ว่าง ให้ท า 
 1.1 ดึงสมาชิกตัวแรกในโครงสร้างข้อมูลออกมา  (ให้ชื่อว่า X) 
 1.2 หาก  X เคยถูกเลือกเป็นเส้นทางแล้ว กลับไปข้อ 1.1 
 1.3 เลือกโหนด  X ให้เป็นเส้นทางจริง 
 1.4 ส าหรับโหนดใด  ๆ ที่เชื่อมต่อกับ X ให้ท าดังนี้ 
  1.4.1 ค านวณระยะทางรวมของโหนด X มายังโหนดน้ัน ๆ 
  1.4.2 น าทุกเส้นทางไปไว้ใน แถวเรียงต่อกัน 
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รูปท่ี 2.20  การหาเส้นทางจากโหนด A ไป B 
 
  ศุภกฤษฏิ์  นิวัฒนากูล  (2556) อธิบายการค านวณหาเส้นทางที่สั้นที่สุดจากโหนด A ไป B 
จากโครงสร้างในรูปที่ 2.20  ดังนี ้
  1. ก าหนดโหนด A เป็นโหนดเร่ิมต้น จากนั้นหาเส้นเชื่อมจากโหนดต่าง ๆ ถึงโหนด A  
เลือกเส้นเชื่อมที่มีค่าน้ าหนักต่ าสุดในที่นี้คือโหนด B มีค่าน้ าหนักเป็น 1 
 
 
 
 
 
 
 
 
 
รูปท่ี 2.21  การหาเส้นเชื่อมจากโหนดต่างๆ ถึงโหนด B 
 
  2. หาเส้นเชื่อมจากโหนดต่าง ๆ ถึงโหนด B  หากเส้นเชื่อมมีโหนดร่วมกับเส้นทางอื่นให้
ดูค่าน้ าหนักรวมจากจุดเร่ิมต้นแล้วเลือกเส้นทางที่มีค่าน้ าหนักต่ าสุดไว้แล้วตัดเส้นทางอื่นทิ้ง  
ดังเส้นทาง ABD กับ เส้นทาง AD ซึ่งเส้นทาง ABD ถูกตัดทิ้งเน่ืองจากมีค่าน้ าหนักสูงกว่า กรณี
พบว่ามีเส้นทางจากโหนดต้นทางถึงปลายทางแล้ว เส้นทางอื่น ๆ ที่มีค่าน้ าหนักรวมต่ าสุดสูงกว่า
เส้นทางนั้นจะถูกตัดทิ้งด้วย ดังเส้นทาง ABE จากนั้นหาเส้นเชื่อมจากโหนดต่าง ๆ ถึงโหนด A  
เลือกเส้นเชื่อมที่มีค่าน้ าหนักต่ าสุดในที่นี้คือโหนด F มีค่าน้ าหนักเป็น 2 
A
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B
F
4
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รูปท่ี  2.22  การหาเส้นเชื่อมจากโหนดต่าง ๆ ถึงโหนด F 
 
  3. หาเส้นเชื่อมจากโหนดต่างๆ ถึงโหนด F เส้นทาง AC ถูกตัดทิ้งเน่ืองจากมีค่าน้ าหนัก
รวมสูงกว่าเส้นทาง AFC เส้นทาง AFD ถูกตัดทิ้งเน่ืองจากมีค่าน้ าหนักรวมสูงกว่าเส้นทาง AD และ 
เส้นทาง AFG ถูกตัดทิ้งเน่ืองจากมีค่าน้ าหนักรวมสูงกว่าเส้นทาง ABG 
 
 
A
D
C
BG
F
4
5
3
2
D
C
G
4
2
1
 
 
 
รูปท่ี  2.23  เส้นทาง AFC ถูกตัดทิ้ง 
 
  4. เส้นทาง AFC ถูกตัดทิ้งเน่ืองจากไม่มีโหนดเชื่อมต่อ  จากนั้นหาเส้นเชื่อมจากโหนด
ต่าง ๆ ถึงโหนด A  เลือกเส้นเชื่อมที่มีค่าน้ าหนักต่ าสุดในที่นี้คือโหนด D มีค่าน้ าหนักเป็น 3 
 
 
 
 
 
 
รูปท่ี 2.24  เส้นทาง ADB ถูกตัดทิ้ง 
A D
BG
FC
5
3
3
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  5. เส้นทาง ADB ถูกตัดทิ้งเน่ืองจากมีค่าน้ าหนักรวมสูงกว่าเส้นทาง AB และ เส้นทาง 
ABG ถูกตัดทิ้งเน่ืองจากมีค่าน้ าหนักรวมสูงกว่าเส้นทาง ADG 
 
 
A
D
BG5
3
G1
B1
 
 
 
รูปท่ี 2.25  เส้นทาง ABG ถูกตัดทิ้ง 
 
  6. ผลลัพธ์สุดท้ายคือเส้นทางสั้นที่สุด คือ ADG มีค่าน้ าหนักรวมเท่ากับ 4 
 
 
A D3 G1  
 
 
รูปท่ี 2.26  ผลลัพธ์เส้นทางที่สั้นที่สุด 
 
   จากความส าคัญของการวัดความคล้ายคลึงที่กล่าวมาข้างต้น สรุปว่าการวัดความ
คล้ายคลึงเป็นขั้นตอนหน่ึงส าหรับการค้นคืนสารสนเทศ ซึ่งมีการวัดความคล้ายคลึงของค าส าคัญ 
และน าผลการค านวณไปใช้กับการค านวณความคล้ายคลึงระหว่างเอกสารกับค าค้น โดยปัจจุบัน
เทคนิควิธีการวัดความคล้ายคลึงอยู่ในความสนใจของนักวิจัย คือ เทคนิควิธีการค้นหาเส้นทาง จาก
ค าหนึ่งไปยังค าที่ต้องการที่มีความเกี่ยวข้องกันเชิงความหมายในคลังค า โดยมีการค านวณจากเส้น
เชื่อม ( Edge) ระหว่างโหนด ( Node) ที่มีผลรวมน้ าหนักน้อยที่สุด กล่าวคือ ถ้าค าสองค ามีค่า
ระยะทางห่างกันน้อยหรือสั้นที่สุดจะถือว่าค าสองค านั้นมีความเกี่ยวพันกันทางความหมาย
ค่อนข้างมาก แต่ถ้าค าสองค ามีค่าระยะทางห่างกันมากจะถือว่าค าทั้งสองมีความเกี่ยวพันกันทาง
ความหมายน้อย  ดังนั้นเอกสารที่คล้ายคลึงกันไม่จ ากัดอยู่เพียงแค่ค าเดียวกันต้องปรากฏในแต่ละ
เอกสารเหมือนกัน ซึ่งค าแต่ละค าอาจมีความหมายเหมือนกัน หรือใกล้เคียงกันเชิงความหมาย   
  สรุป  การวัดความคล้ายคลึงของเอกสารใช้ค่าน้ าหนักจากค าส าคัญที่ปรากฏในเอกสารและ
น้ าหนักค าของข้อสอบถามจากผู้ใช้ มีหลากหลายวิธี เช่น วิธีเวกเตอร์  การวัดความคล้ายคลึงเชิงมุม 
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และจากการค านวณหาเส้นทางที่สั้นที่สุดระหว่างค าในโครงสร้าง  ซึ่งงานวิจัยนี้ได้น าเสนอแนวคิด
การวัดความคล้ายคลึงจากระยะทางที่สั้นที่สุดของความสัมพันธ์กันระหว่างค าสองค าในโครงสร้าง 
และมีการพิจารณาร่วมกับการก าหนดล าดับความส าคัญค าค้น และการให้น้ าหนักค าส าคัญ 
 
2.6  กรอบแนวคิดการวิจัย 
  งานวิจัยนี้ได้เปรียบเทียบงานวิจัยที่เกี่ยวข้อง โดยสามารถจ าแนกได้ 2 ประเด็น คือ การจัด
ความรู้ให้เป็นระบบ และการสืบค้นเชิงความหมาย แสดงดังตารางที่ 2.5 
 
ตารางท่ี 2.5 สรุปเปรียบเทียบงานวิจัยที่เกี่ยวข้อง 
งานวิจัย 
การจัดความรู้ให้
เป็นระบบ 
การสืบค้นเชิงความหมาย 
การประเมิน
ประสิทธิภาพ 
การก าหนดล าดับ
ความส าคัญของ
ค าค้น 
การให้น้ าหนักค า
ส าคัญ 
การวัดความ
คล้ายคลึง 
พิลาวัณย์ พลับรู้การ 
และกฤษณะ ไวยมัย 
(2544) 
อภิธานศัพท์โดเมน
คอมพิวเตอร์ 
ก าหนด
ความส าคัญของ
ค าในโครงสร้าง
จากค ากว้างกว่า, 
ค าแคบกว่า และ
ค าเกี่ยวข้อง 
ค่าถ่วงน้ าหนัก
ความสัมพันธ์
ระหว่างกลุ่มค า
ในโครงสร้าง 
ค านวณค่าความ
คล้ายคลึงจากจาก
โครงข่าย
ความสัมพันธ์
ของค า 
ค่าความแม่นย า 
และค่าระลึก 
วุฒิชัย   
ปิยะพันธวงศ์ (2545) 
ฐานข้อมูลเชิง
สัมพันธ์ 
ให้คะแนน
ต าแหน่งของ
ค าส าคัญที่
ปรากฏใน
เอกสาร 
TF  -ขนาด
ฐานข้อมูลเทียบ
กับขนาด
เอกสาร 
-ระยะเวลาการ
ท าดัชนี 
 
ณัฐพร หอมเมือง 
(2550) 
ฐานข้อมูลเชิง
สัมพันธ์ 
- TF-IDF แบบจ าลอง
ปริภูมิเวกเตอร์ 
ค่าความแม่นย า 
สิทธิโชค  ปัญญา
ฤกษ์ชัย และศิฬาณี  
นุชิตประสิทธิ์ชัย 
(2552) 
ฐานข้อมูลเชิง
สัมพันธ์ 
- TF-IDF N-Gram ค่าความแม่นย า 
และค่าระลึก 
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ตารางท่ี 2.5 สรุปเปรียบเทียบงานวิจัยที่เกี่ยวข้อง (ต่อ) 
งานวิจัย 
การจัดความรู้ให้
เป็นระบบ 
การสืบค้นเชิงความหมาย 
การประเมิน
ประสิทธิภาพ 
การก าหนดล าดับ
ความส าคัญของ
ค าค้น 
การให้น้ าหนักค า
ส าคัญ 
การวัดความ
คล้ายคลึง 
ธนิตา  วงศ์กาฬสินธุ์ 
และ 
งามนิจ อาจอินทร์ 
(2552) 
ออนโทโลยี   ค านวณค่าความ
คล้ายคลึง
ระหว่างเอ็นทิตี้
ของ Source กับ 
Target 
ค่าความแม่นย า, 
ค่าระลึก และค่า
ความถ่วงดุล 
 
อรวรรณ   
อุไรเรืองพันธ์ุ และ
สมจิตร อาจอินทร์ 
(2552) 
ออนโทโลยี  สกัดค าหลัก
และจัด
หมวดหมู่ของ
ค า 
ค่าถ่วงน้ าหนัก
ความสัมพันธ์
ระหว่างกลุ่มค า
ในโครงสร้าง 
- ค่าความแม่นย า, 
ค่าระลึก และ 
ค่าความถ่วงดุล 
จุฑาวรรณ  
สิทธิโชคสถาพร 
(2555) 
ออนโทโลยี - - - เปรียบเทียบการ
สืบค้นจาก
ฐานความรู้ออน
โทโลยีกับ
ฐานข้อมูลเชิง
สัมพันธ์  
จิรัฏฐา  ภูบุญอบ 
และ 
วรวิทย์ สังฆทิพย ์
(2555) 
ออนโทโลยี - - วัดความ
คล้ายคลึง
ระหว่างคลาส
ของออนโทโลยี
แบบเมตริก 
ค่าความแม่นย า, 
ค่าระลึก และ 
ค่าความถ่วงดุล 
บารมี  โอสธีรกุล 
และ 
ธวัชชัย งามสันติวงศ์ 
(2555) 
ฐานข้อมูลเชิง
สัมพันธ์ 
- TF-IDF วัดความ
คล้ายคลึงเชิงมุม 
ค่าความแม่นย า 
และค่าระลึก 
พยุง  มีสัจ  
วาทินี นุ้ยเพียร และ
ผุสดี บุญรอด (2556) 
ฐานข้อมูลเชิง
สัมพันธ ์ร่วมกับ
ออนโทโลย ี 
ตัดค าส าคัญ
ของบทความ
ในส่วนของชื่อ
เรื่อง ผู้แต่ง 
และค าส าคัญ
มาสร้างเป็น
ตัวแทนเอกสาร 
และคัดเลือก
คุณลักษณะ 
เทคนิคการ
จ าแนก 
หากฏ
ความสัมพันธ์
เชิงความหมาย 
ค่าความแม่นย า, 
ค่าระลึก และ 
ค่าความถ่วงดุล 
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ตารางท่ี 2.5 สรุปเปรียบเทียบงานวิจัยที่เกี่ยวข้อง (ต่อ) 
งานวิจัย 
การจัดความรู้ให้
เป็นระบบ 
การสืบค้นเชิงความหมาย 
การประเมิน
ประสิทธิภาพ 
การก าหนดล าดับ
ความส าคัญของ
ค าค้น 
การให้น้ าหนักค า
ส าคัญ 
การวัดความ
คล้ายคลึง 
ศุภกฤษฎิ์  นิวัฒนา
กูล (2556) 
ออนโทโลยี ก าหนด
ความส าคัญ
ของค าใน
โครงสร้างจาก
ค ากว้างกว่า, ค า
แคบกว่า และ
ค าเกี่ยวข้อง 
ค่าถ่วงน้ าหนัก
ความสัมพันธ์
ระหว่างกลุ่มค า
ในโครงสร้าง 
แจ็คการ์ด ค่าความแม่นย า, 
ค่าระลึก 
และ 
ค่าความถ่วงดุล 
ชารินี  พรหมภักดี  
มารุต  บูรณรัช และ
จรัสศรี รุ่งรัตนาอุบล 
(2558) 
ออนโทโลยี - - - ค่าความแม่นย า 
Cristiano, Daniel 
and Marcus (2004) 
ออนโทโลยี ความสัมพันธ์
ของคุณสมบัติ 
และค าศัพท์ 
TF-IDF - ค่าความแม่นย า 
Enrico, Sebastiano 
and Elisabetta 
(2008) 
ออนโทโลยี สกัดค าหลัก 
และการจัด
หมวดหมู่ของ
ค า 
ค่าถ่วงน้ าหนัก
ความสัมพันธ์
ระหว่างกลุ่มค า
ในโครงสร้าง 
วัดความ
คล้ายคลึงเชิงมุม 
ค่าความแม่นย า 
และค่าระลึก 
Jihyun, Jun and 
Chin (2009) 
ออนโทโลยีจาก
ข้อมูล 2 แหล่ง คือ 
DBLP 
(http://dblp.uni-
trier.de/xml/) and 
IMDB 
(http://www.im-
db.com/interface) 
- ค่าถ่วงน้ าหนัก
ความสัมพันธ์
ระหว่างกลุ่มค า
ในโครงสร้าง 
- จัดล าดับ
ความถูกต้อง 
ด้วย Semantic 
Search Rank 
(SSR) 
A.K. Sharma, 
Neelam and Bharti 
(2010) 
ฐานข้อมูลเชิง
สัมพันธ์ 
ความส าคัญ
ของค าค้นจาก
ผู้ใช้ และ
ต าแหน่งค าที่
ปรากกฏใน
เอกสาร 
- - ค่าความแม่นย า 
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ตารางท่ี 2.5 สรุปเปรียบเทียบงานวิจัยที่เกี่ยวข้อง (ต่อ) 
งานวิจัย 
การจัดความรู้ให้
เป็นระบบ 
การสืบค้นเชิงความหมาย 
การประเมิน
ประสิทธิภาพ 
การก าหนดล าดับ
ความส าคัญของ
ค าค้น 
การให้น้ าหนักค า
ส าคัญ 
การวัดความ
คล้ายคลึง 
G.R.J. Srinivas, 
Niket and Vasudeva 
(2010) 
สกัดข้อมูลจาก
เว็บไซต์ 
 TF-IDF วัดความ
คล้ายคลึงเชิงมุม 
ค่าความแม่นย า, 
ค่าระลึก และ 
ค่าความถ่วงดุล 
Madhura, Charitha 
and Dilina (2012) 
สกัดข้อมูลจาก
เว็บไซต์ 
 
สกัดดัชนี
ตัวแทนเอกสาร
จากเมทาดาทา 
 ความใกล้เคียง
ของ แท็กกับค า
ส าคัญ 
ค่าความแม่นย า 
และค่าระลึก 
Amir and Mourad 
(2013) 
ออนโทโลยี  ค านวณจากเซ็ต
ของโหนด และ
เส้นเชื่อม 
ค านวณความ
คล้ายคลึงจาก
ความสัมพันธ์
ของค าใน
โครงสร้าง 
ค่าความแม่นย า, 
ค่าระลึก และ 
ค่าความถ่วงดุล 
Lee, Min and Oh 
(2014) 
ออนโทโลยี ขยายขอบเขต
ค าส าคัญ และ
สร้างกลุ่มค าที่
มีความ
เกี่ยวข้อง 
ค่าถ่วงน้ าหนัก
ความสัมพันธ์
ระหว่างกลุ่มค า
ในโครงสร้าง 
ความคล้ายคลึง
ระหว่างชุดของ
ข้อมูลเชิง
ความหมาย 
ค่าความแม่นย า
เฉลี่ย 
Dharminder and 
Ashwani (2015) 
สกัดข้อมูลจาก
เว็บไซต์ 
- TF - ค่าความแม่นย า 
งานวิจัยนี้ ออนโทโลยี ล าดับค าค้น
จากผู้ใช้ และ
ต าแหน่งของ
ค าค้นที่ปรากฏ
ในเอกสาร 
การวิเคราะห์
สัมประสิทธิ์
สหสัมพันธ์ 
และ IDF 
ระยะทาง
ระหว่างค าใน
โครงสร้าง 
ค่าความแม่นย า
เฉลี่ย, ค่าความ
ผิดพลาด  
ค่าความแม่นย า 
ค่าระลึก และ 
ค่าความถ่วงดุล 
 
  จากตารางที่ 2. 5 งานวิจัยนี้น าเสนอขั้นตอนวิธีที่หลากหลายมาใช้ส าหรับการออกแบบและ
พัฒนาแบบจ าลองการสืบค้นความรู้ เพื่อให้การสืบค้นมีประสิทธิภาพและตอบสนองต่อความ
ต้องการของผู้ใช้ รายละเอียดดังน้ี 
  1. การจัดความรู้ให้เป็นระบบ   
   1.1 ออนโทโลยี 
    ปัจจุบันมีการน าออนโทโลยีมาใช้ในขอบเขตงานที่หลากหลาย เช่น การเกษตร  
การศึกษา และการแพทย์ เป็นต้น งานวิจัยนี้ใช้ออนโทโลยีด้านไม้ผลเศรษฐกิจที่วิจัยและพัฒนาขึ้น
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โดย ศุภกฤษฏิ์ นิวัฒนากูล ( 2556) มาประยุกต์ใช้ในการออกแบบฐานความรู้ที่อยู่ในรูปแบบภาษา 
โอดับเบิ้ลยูแอล โดยน าเอกสารความรู้เกี่ยวข้องกับพืชไร่ที่มีค าอธิบายครบถ้วนเผยแพร่บนเครือข่าย
อินเทอร์เน็ตต้ังแต่ปี พ.ศ. 2550 จ านวน 240 เอกสารมาวิเคราะห์เพื่อหาค าส าคัญที่อยู่ในขอบเขต 
พืชไร่ จากนั้นจึงน าค าส าคัญที่วิเคราะห์ได้มาจัดเก็บในออนโทโลยี  ซึ่งลักษณะข้อมูลประกอบด้วย  
ชื่อเร่ือง ค าอธิบายความรู้โดยย่อ ค าส าคัญ และแหล่งอ้างอิงต้นฉบับ โดยใช้เมทาดาทาส าหรับ
อธิบายรายละเอียดของข้อมูล  
   1.2 คลังค า 
    คลังค า หรือดัชนีค าส าคัญ  คือค าที่ก าหนดขึ้นมาเพื่อใช้แทนการค้นหาเนื้อหาของ
เอกสารหรือความรู้ ซึ่งค าหนึ่งค ามีหลายความหมาย ค าหลาย ๆ ค ามีความหมายเดียวกัน และหนึ่งค า
หรือกลุ่มค าเรียกได้หลายชื่อ เป็นต้น การใช้ดัชนีเป็นตัวแทนส าหรับการค้นหามีจุดประสงค์เพื่อ
หลีกเลี่ยงการค้นหาแบบเรียงล าดับ และจะช่วยลดเวลาในการค้นหาข้อมูลที่ต้องการ โดยการจัดท า
ดัชนีค าส าคัญที่พบในงานวิจัยมีหลากหลายเทคนิค เช่น (1) การท าดัชนีแบบอินเวิร์ด  ซึ่ง
ประกอบด้วยพจนานุกรม  (Dictionary) และการประกาศ  (Posting) เก็บไว้ในหน่วยความจ าหลัก
และมีตัวชี้  (Pointer) ชี้ไปยังการประกาศต่าง ๆ  ที่เก็บไว้ในหน่วยความจ าส ารอง   ค าส าคัญจะถูก
เรียงล าดับตามตัวอักษรพร้อมกับความถี่ของค าค านั้นที่ปรากฏในเอกสารต่าง ๆ  ค าเดียวกันจะนับ
ความถี่รวมกัน ส่วนน้ีเรียกว่า“ดิกชันนารี” และมีตัวชี้ไปยังการเก็บรายการเอกสารต่าง ๆ  ที่ค านั้น ๆ 
ปรากฏ (2) การท าดัชนีแบบแอลเอสไอ  และ (3) การท าดัชนีโดยใช้ออนโทโลยี เป็นต้นส าหรับ
งานวิจัยนี้ได้จัดท าดัชนีโดยใช้ ออนโทโลยี และใช้ตัวแบบการแทนความรู้ส าหรับสร้างคลังค า เพื่อ
แก้ปัญหาความแตกต่างของข้อมูลที่หลากหลาย และความสัมพันธ์ระหว่างค า   ซึ่งน าค าศัพท์มาจาก
อรรถาภิธานศัพท์เกษตรไทย ที่รวบรวมค าต่าง ๆ เกี่ยวกับด้านการเกษตร และมีการเพิ่มเติมค าที่
เกี่ยวข้องจากเอกสารความรู้ด้านพืชไร่ของประเทศไทย  
 
  2. การสืบค้นเชิงความหมาย 
   การสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ส าหรับการวิจัยคร้ังนี้ ประกอบด้วย 
3 ส่วน ได้แก่  (1) การก าหนดล าดับความส าคัญของค าค้น  (2) การให้น้ าหนักค าส าคัญ  และ (3)  
การวัดความคล้ายคลึง ดังนี้ 
   2.1 การก าหนดล าดับความส าคัญของค าค้น  
    การก าหนดล าดับความส าคัญของค าค้นจะมีขยายขอบเขตค าส าคัญ และสร้าง
กลุ่มค าตามแนวคิดของเฮิร์สต์ ( Hearst, 1999) ซึ่งงานวิจัยนี้ได้น าแนวคิดการก าหนดล าดับ
ความส าคัญของค าค้น 2 กรณี ได้แก่ พิจารณาล าดับค าค้นจากผู้ใช้ และ ต าแหน่งของค าค้นที่ปรากฏ
ในเอกสาร  
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   2.2 การให้น้ าหนักค าส าคัญ 
    การให้น้ าหนักค าส าคัญในงานวิจัยนี้ใช้แนวคิดของดีคอฟฟ์ ( Diekhoff, 1992) 
วิเคราะห์สัมประสิทธิ์สหสัมพันธ์ (Correlation Coefficient) โดยใช้สถิติหาความสัมพันธ์ระหว่างตัว
แปรสองตัว คือค าสองค าที่ปรากฏในเอกสารเดียวกันว่ามีความสัมพันธ์กันหรือไม่ และสัมพันธ์กัน
อย่างไร โดยทดลองเปรียบเทียบกับวิธีการที่นักวิจัยส่วนใหญ่นิยมใช้ ได้แก่ IDF 
   2.3 การวัดความคล้ายคลึง 
    การวัดความคล้ายคลึงได้ประยุกต์จากแนวคิดของพิลาวัณย์ พลับรู้การ และ 
กฤษณะ ไวยมัย (2544) และศุภกฤษฏิ์ นิวัฒนากูล ( 2556) โดยการวัดความคล้ายจากระยะทางที่สั้น
ที่สุดของความสัมพันธ์กันระหว่างค าสองค าในโครงสร้าง ซึ่งใช้ขั้นตอนวิธีไดก์สตรา ส าหรับค้นหา
เส้นทางจากโหนดหนึ่งไปยังโหนดที่ต้องการในโครงสร้าง 
 
  3. การประเมินประสิทธิภาพ 
   การประเมินประสิทธิภาพของการสืบค้นมีอยู่หลายวิธี ซึ่งแฟรงค์เคส , วิลเลี่ยม ,  
เบร์ซา- เยต์ส และริคาร์โด ( Frankes, William, Baeza-Yates and Ricardo, 1992) ได้กล่าวว่าวิธีที่
นิยมใช้ส าหรับการสืบค้น ได้แก่  การใช้ค่าความแม่นย าเฉลี่ย ค่าความผิดพลาด ค่าความแม่นย า ค่า
ความระลึก และ ค่าความถ่วงดุล ซึ่งเป็นเหตุผลที่งานวิจัยนี้ได้น าวิธีการประเมินดังกล่าวมาใช้
ส าหรับการประเมินประสิทธิภาพของการสืบค้น แบ่งเป็น 2 ประเด็น คือ (1) การประเมิน
ประสิทธิภาพการให้น้ าหนักค าส าคัญประเมินโดยใช้ค่าความเม่นย าเฉลี่ย และค่าความผิดพลาด
เพราะต้องการวัดประสิทธิภาพการจัดอันดับของผลลัพธ์ที่ค้นพบอย่างถูกต้อง และค่าความผิดพลาด
ที่เกิดขึ้นจากการให้น้ าหนักค าส าคัญซึ่งค่าน้ าหนักบางค าอาจมีค่าต่ าส่งผลต่อการเรียงล าดับข้อมูล
และ (2) การวัดความคล้ายคลึงประเมินโดยใช้ค่าความแม่นย า  ค่าความระลึก และค่าความถ่วงดุล 
เพราะต้องการ พิจารณาให้ความส าคัญกับความแม่นย า ความถูกต้องครบถ้วน และค่าเฉลี่ยรวมของ
ข้อมูลที่สืบค้นได ้
 
   จากการศึกษาเปรียบเทียบงานวิจัยที่เกี่ยวข้อง  สรุปเป็นกรอบแนวคิดส าหรับการวิจัย 
ดังรูปที่ 2.27 
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ตัวแปรอิสระ 
 
 
 
 
 
 
 
 
 
 
 
     ตัวแปรตาม 
 
 
 
 
 
รูปท่ี  2.27  กรอบแนวคิดการวิจัย 
 
 การก าหนดล าดับความส าคัญค าค้น 
 ล าดับค าค้นจากผู้ใช้  
 ต าแหน่งของค าค้นที่ปรากฏในเอกสาร   
  วิธีการวัดความคล้ายคลึง  
 การค านวณระยะทางระหว่างค า 
ในโครงสร้าง  วิธีการให้น้ าหนักค าส าคัญ  
 การวิเคราะห์สัมประสิทธิ์สัมพันธ ์ 
 การวิเคราะห์ค่าสัดส่วนของจ านวนเอกสาร
ทั้งหมดกับจ านวนของเอกสารที่ปรากฏค าที่
สนใจ (IDF) 
 ประสิทธิภาพการสืบค้นเชิงความหมาย 
- การให้น้ าหนักค าส าคัญ 
- การวัดความคล้ายคลึง 
  
บทที่ 3 
วิธีดําเนินการวิจัย 
 
  งานวิจัยนี้เปนการวิจัยเชิงพัฒนาแบบจําลองการสืบคนเชิงความหมายสําหรับความรูดาน
พืชไร ซ่ึงประยุกตขั้นตอนจากวงจรการพัฒนาระบบ (System Development Life Cycle: SDLC) 
เพื่อใหการดําเนินการวิจัยมีระเบียบแบบแผนที่เหมาะสม งานวิจัยนี้ไดแบงการวิจัยออกเปน 3 ระยะ
ตามกรอบการวิจัย ไดแก (1) การศึกษาปญหา  (2) การออกแบบและพัฒนาแบบจําลองการสืบคน
เชิงความหมาย (3) การประเมินผลการสืบคนเชิงความหมาย ดังรูปที่ 3.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
รูปท่ี 3.1  ระเบียบวิธีการวิจยั 
  
การออกแบบและพัฒนาแบบจําลองการสืบคนเชิงความหมาย 
การศึกษาปญหา  
การสืบคนเชิงความหมาย 
การกําหนดลําดับความสําคญัคําคน 
การจัดความรูใหเปนระบบ 
การวัดความคลายคลึง 
 
ป ิ ื  ิ
การใหน้ําหนกัคําสําคญั 
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3.1  การศึกษาปญหา  
  งานวิจัยนี้ไดศึกษาปญหาของวิธีการสืบคนความรู และเก็บรวบรวมปญหาจากแนวคิดและ
งานวิจัยที่เกี่ยวของนํามาวิเคราะห สรุปประเด็นปญหาที่คนพบ ซ่ึงมี2 ประเด็นหลัก ไดแก การจัด
ความรูใหเปนระบบ และการสืบคนความรู  
 
3.2  การออกแบบและพัฒนาแบบจําลองการสืบคนเชิงความหมาย 
  การออกแบบและพัฒนาแบบจําลองการสืบคนเชิงความหมายสําหรับความรูดานพืชไรมี 
2 กระบวนจากปญหาที่คนพบ ไดแกการจัดความรูใหเปนระบบ และการสืบคนเชิงความหมาย ดังนี้ 
  3.2.1 การออกแบบและพัฒนากระบวนการจัดความรูใหเปนระบบมีขั้นตอนการออกแบบ
และพัฒนาดังรูปที่ 3.2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
รูปท่ี  3.2กรอบแนวคดิขั้นตอนการจัดความรูใหเปนระบบ 
  
รวบรวมความรูดานพืชไร 
2. การเลือกคําสําคัญจากความรูดานพืชไร 
3. การกําหนดความสัมพันธของคําสําคัญ 
4. การสรางคลังคํา 
5. การอธิบายรายละเอียดความรูดานพืชไร 
อภิธานศัพท 
เกษตรไทย 
OWL 
ฐานความรูพืชไร 6. การประมวลผลความรูดานพชืไร 
1. การประยกุตใชออนโทโลยีไมผลเศรษฐกจิ 
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    1. เคร่ืองมือการออกแบบและพัฒนาแบบจําลองการจัดความรูใหเปนระบบ 
     1.1 โปรเทเจ3.48 ใชสําหรับออกแบบ และพัฒนาฐานความรูโดยออนโทโลยี 
ซ่ึงเก็บอยูในรูปแบบภาษาโอดับเบิ้ลยูแอล  
     1.2 เอสเคโอเอส ใชสําหรับสรางคลังคํา 
     1.3 ดับลินคอรใชเปนเมทาดาเมทาดาทา(Metadata) สําหรับ การอธิบายให
ทราบรายละเอียดของขอมูลถึงความรูดานพืชไร 
 
    2. กรอบแนวคิดขั้นตอนการจัดความรูใหเปนระบบ 
     กรอบแนวคิดการจัดความรูใหเปนระบบในรูปที่ 3.2 มี 6 ขั้นตอน ไดแก  
(1) การประยุกตใชออนโทโลยีไมผลเศรษฐกิจ(2) การเลือกคําสําคัญจากความรูดานพืชไร(3)  
การกําหนดความสัมพันธของคําสําคัญ(4) การสรางคลังคํา(5) การอธิบายรายละเอียดความรูดานพืช
ไรและ 6) การประมวลผลความรูดานพืชไร 
 
     ขั้นตอนที่ 1  การประยุกตใชออนโทโลยีไมผลเศรษฐกิจ (ThaiFO Ontology) 
เนื่องจากออนโทโลยีไดออกแบบโครงสรางคลาส จํานวน 8 คลาส (ศุภกฤษฏิ์  นิวัฒนากูล, 2556) 
ที่สามารถประยุกตใชงานรวมกับการจัดการความรูพืชไรไดโดยเฉพาะคลาสแทนขอมูลเอกสาร
ความรู (Documents)  
 
     ขั้นตอนที่ 2การเลือกคําสําคัญจากความรูดานพืชไร ไดเลือกคําสําคัญจากการ
กําหนดไวในความรูดานพืชไร ดังรูปที่ 3.3 
 
 
 
 
 
 
รูปท่ี 3.3คําสําคัญที่เลือกจากความรูดานพืชไร 
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     จากรูปที่ 3.3เปนตัวอยางคําสําคัญที่เลือก ซ่ึงงานวิจัยนี้ไดเลือกจากความรูดาน
พืชไร จํานวน 240 รายการไดคําสําคัญ  จํานวน735 คํา และคัดเลือกคําสําคัญเพื่อนําไปสรางและ
จัดเก็บในคลังคํา โดยใชเกณฑ คอื (1) คําสําคัญนั้นตองปรากฏความถี่ในคําสําคัญของความรูตั้งแต 
3คําขึ้นไป และ (2) คําสําคัญนั้นตองปรากฏการกําหนดความสัมพันธของคําในอภิธานศัพทเกษตร
ไทย ซ่ึงขั้นตอนนี้ไดคําสําคัญผานเกณฑที่กําหนดไวขางตน จํานวน 181 คํา 
 
     ขั้นตอนที่ 3การกําหนดความสัมพันธของคําสําคัญ ซ่ึงคําสําคัญที่ไดใน
ขั้นตอนที่ 2นําไปสืบคนในอภิธานศัพทเกษตรไทยเพื่อดูความสัมพันธของคําหลัก  คํากวางกวา  
คําแคบกวา  คําที่เกี่ยวของ และคําเหมือน เพื่อนําไปสรางในคลังคําตัวอยางความสัมพันธของคํา
สําคัญดังรูปที่ 3.4 
 
 
 
       ที่มา : อภิธานศัพทเกษตรไทย (http://pikul.lib.ku.ac.th/agrovoc/agrovoc_th_adv.php) 
 
รูปท่ี3.4ตัวอยางโครงสรางความสัมพันธของคําในความรูดานพืชไร 
 
    จากรูปที่ 3.4ตัวอยางโครงสรางความสัมพันธของคํา “ผลิตผลจากพืช (Plant 
Product)”เปนคํากวางกวา (Skos:Broader)  มีธัญพืช (Cereals) ออย (Sugarcane) และผัก 
(Vegetable) เปนคําแคบกวา (Skos:Narrower) โดยธัญพืช (Cereals) มีขาวโพด (Maize) เปนคําแคบ
กวา โดยมีคําที่เกี่ยวของ(Skos:Related)  กับขาวโพด คือ สตารขาวโพด (Corn starch) และ แปง
ขาวโพด (Corn Flour) ซ่ึงขาวโพด (Maize) มีขาวโพดขาวเหนียว (Waxy Maize) ขาวโพดหวาน
(Sweet Corn)ขาวโพดคั่ว (Pop Corn)และ ขาวโพดแปงออน(Soft Maize) เปนคําแคบกวา สวนออย
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(Sugarcane) มีพืชน้ําตาล (Sugar Crops) และ น้ําตาลออย (Cane Sugar) เปนคําที่เกี่ยวของ สวนผัก 
(Vegetable) มีมันสําปะหลัง (Cassava) เปนคําแคบกวา โดยมีคําที่เกี่ยวของ คือแปงมันสําปะหลัง 
(Tapioca)  และพืชใหแปง (Starch Crops) เปนคําที่เกี่ยวของ โดยมีพืชปลูก (Crops) เปนคํากวางกวา 
 
     ขั้นตอนที่ 4การสรางคลังคํา สรางจากความสัมพันธของคําสําคัญที่ไดใน
ขั้นตอนที่ 3นํามานิยามความสัมพันธของคําศัพทที่เกี่ยวของกับความรูดานพืชไร และสรางคลังคํา
โดยใชตัวแบบการแทนความรูเอสเคโอเอส ดังรูปที่ 3.5 
 
รูป
ท่ี 
3.5
ตัวอยางการนยิามศัพทดานพืชไรในเอสเคโอเอส 
 
     ขั้นตอนที่ 5การอธิบายรายละเอียดความรูดานพืชไร อธิบายความรูดวย 
เมทาดาทา โดยใชชุดหนวยขอมูลยอยดับลินคอร 4 อิลีเมนต ไดแก ช่ือเรื่อง คําสําคัญ คําอธิบาย
ความรูที่อธิบายความรูเฉพาะบทคัดยอ และแหลงอางอิงตนฉบับ สอดคลองกับบุญเลิศอรุณพิบูลย , 
สุภาพรชัยธัมมะปกรณและฐิติมาธรรมบํารุง (2550) ไดอธิบายไววาอธิบายเกี่ยวกับทรัพยากร
สารสนเทศใด ๆ  ควรใชชุดหนวยขอมูลยอยตั้งแต 4 อิลีเมนตขึ้นไป  
 
     ขั้นตอนที่ 6การประมวลผลความรูดานพืชไร เปนข้ันตอนการคํานวณเก็บไว
ในรูปแบบของไฟลขอความ ประกอบดวย(1)  การคํานวณความถี่ของคําที่ปรากฏในความรูพืชไร
(2)  การคํานวณน้ําหนักคําดวยการวิเคราะหสัมประสิทธิ์สหสัมพันธตามแนวคิดของดีคอฟฟ 
(Diekhoff, 1
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   1. กําหนดความสัมพันธของคําในคลังคํา โดยกําหนดคําหลัก (skos: preLabel)  
คํากวางกวา (Skos: Broader) คําแคบกวา (Skos: Narrower) มีคาเทากับ 1(พิลาวัณยพลับรูการ และ 
กฤษณะ ไวยมัย, 2544) และคําเกี่ยวของ (Related Term: RT)คําเหมือน (Skos:altLabel) มีคาเทากับ 
0 แสดงตัวอยางดังรูป3.7 
 
Plant 
product
Vegetables
Cereals
Maize Corn flour
Corn 
starch
Waxy 
maize
Sweet 
corn
Pop 
corn
Soft 
maize Cassava Tapioca
Starch 
crops
Crops
Sugar 
cane
Cane 
sugar
Sugar 
crops
11
1
0 0
1
0 0
1 1 1 1 1
1
0 0
1 1 11 1
2
2
2 2
2 23 3 3 3  
 
รูปท่ี 3.7ตัวอยางการกําหนดความสัมพันธของคําในคลังคํา 
 
   2. การคํานวณระยะทางระหวางคําในโครงสราง คําณวณจากขั้นตอนวิธีของไดกสตรา 
(Dijkstra, E., 1959) ดังนี ้
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  3.2.2 การออกแบบและพัฒนากระบวนการสืบคนเชิงความหมาย 
    กรอบแนวคิดการออกแบบและพัฒนาแบบจําลองการสืบคนเชิงความหมาย 
งานวิจัยนี้มี 3 ขั้นตอน ไดแก การกําหนดลําดับความสําคัญคําคนการใหน้ําหนักคําสําคัญ และการ
วัดความคลายคลึง ดังนี้ 
1. กําหนด PriorityQueue = {จุดยอด}  
2. เมื่อ PriorityQueueวาง ใหทาํ 
 2.1 ดึงสมาชิกตัวแรกใน Queue ออกมา (ใหชือ่วา X) 
 2.2 หาก X เคยถูกเลือกเปนเสนทางแลวกลับไปขอ2.1 
 2.3 เลือกโหนด X ใหเปนเสนทางจริง 
 2.4 สําหรับโหนดใด ๆ ที่เชื่อมตอกับ X ใหทําดังนี ้
  2.4.1 คํานวณระยะทางรวมของโหนด X มายังโหนดนัน้ ๆ  
  2.4.2 นําทุกเสนทางไปไวในแถวเรียงตอกัน 
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    1. การกําหนดลําดับความสําคญัของคําคน 
     การกําหนดลําดับความสําคัญคําคนงานวิจัยนี้ใหความสําคัญกับคําคน 
2 ลักษณะ ไดแกลําดับคําคนจากผูใช (Sequence of Words: SW)  และตําแหนงของคําคนที่ปรากฏ
ในความรู (Position of Words: PW)ตัวอยางดังรูปที่ 3.8 และมีขั้นตอนดังรูปที่ 3.9 
 
 
 
 
 
 
 
 
รูปท่ี 3.8ตัวอยางลําดับคําคนจากผูใชและตาํแหนงคําคนที่ปรากฏในความรู 
 
 
 
 
 
 
 
 
 
 
 
 
รูปท่ี 3.9กรอบแนวคดิขั้นตอนการกําหนดลําดับความสําคัญคําคน 
 
     1.1 ลําดับคําคนจากผูใชคือการใหความสําคัญกับลําดับคําคนที่12 และ 3
ตามลําดับคําคนจากผูใชที่ระบุเขามาเพื่อการสืบคนเชน เมื่อผูใชระบุคําคนเขามา3 คํา  ดังนั้นคา
ความสําคัญจากลําดับคําคน ที่ 12และ 3 ตามลําดับ 
     1.2 ตําแหนงของคําคนที่ปรากฏในความรูคือการใหความสําคัญกับการ
ตําแหนงของคําคนที่ปรากฏในสวนตาง ๆ ของความรูที่ผูใชระบุเขามา ไดแก ชื่อเร่ือง (Title) 
 1. ลําดับคําคนจากผูใช 
คําคนจากผูใช 
2. ตําแหนงของคําคนที่ปรากฏในเอกสาร 
หนวยความจํา 
การวัดความคลายคลึง คาความสําคัญคําคน 
คํานวณความสําคัญคําคน 
ออย  น้ําตาล  พันธุ 
ช่ือเรื่อง  : ออย   
คําสําคัญ :  ออย   พันธุ 
รายละเอียด : ออย  น้ําตาล  พันธุ  
ตัวอยางตําแหนงคําคนปรากฏในเอกสาร 
ตัวอยางลําดับคําคนจากผูใช 
มีความสําคัญ
(Description/
   
ประมวลผล
รูปแบบไฟล
เอกสารทั้งห
วิเคราะหสัมป
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 3. การ
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    ܦ݅ݏ௜ ൌ exp ൬െmin_disሺd݅, qjሻ൰          (3.1) 
 
   เมื่อ 
    ܦ݅ݏi    แทน คาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรู 
           หรือเอกสาร 
    min_disሺd
݅
, q
j
ሻ  แทน คาระยะทางนอยที่สุดในกลุมระหวางคําคนกับคํา 
           ในเอกสาร d
௜
 กับคําคน q
୨
 
 
     3.2 จากการคํานวณ3.1จะไดคาระยะทางสั้นที่สุดระหวางคําคนกับคําใน
ความรูทั้งหมด โดยคาดังกลาวนํามาคํานวณความคลายคลึงระหวางความรูกับคําคน ซ่ึงงานวิจัยนี้ได
คํานวณตามรูปแบบการทดลอง ดังตารางที่ 3.1 
 
ตารางที่ 3.1 รูปแบบการทดลอง 
รูปแบบ
การ
ทดลอง 
การกําหนดลําดับความสําคัญ วิธีการใหน้ําหนักคํา การวัดความคลายคลึง 
ลําดับคําคน 
จากผูใช (SW) 
ตําแหนงคําที่ปรากฏ
ในเอกสาร (PW) Corr IDF 
ระยะทางระหวางคํา 
ในโครงสราง 
A  การใหน้ําหนักคําสําคัญดวยการวิเคราะหสัมประสิทธิ์สหสัมพนัธ  
A1   9   9  
A2 9   9   9  
A3  9  9   9  
A4 9  9  9   9  
B การใหน้ําหนักคําสําคัญดวยการวิเคราะหสัดสวนของจํานวนเอกสารทั้งหมดกับจํานวนของเอกสารที่ปรากฏ
คําที่สนใจ 
B1    9  9  
B2 9    9  9  
B3  9   9  9  
B4 9  9   9  9  
*Corrหมายถึง การวิเคราะหสัมประสิทธิ์สหสัมพันธ (Correlation Coefficient) 
 
IDF  หมายถึง การวิเคราะหสัดสวนของจํานวนความรูทั้งหมดกับจํานวนของความรูที่ปรากฏคําที่สนใจ  
(Inverse document frequency) 
SW  หมายถึง ลําดับคําคนจากผูใช (Sequence of words) 
PW  หมายถึงตําแหนงของคําคนที่ปรากฏในเอกสาร (Position of words) 
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    รูปแบบการทดลอง A คือนําผลการคํานวณน้ําหนักคําสําคัญดวยการวิเคราะห
สัมประสิทธิ์สหสัมพันธ (Corr)มาใชสําหรับการวัดความคลายคลึง4ลักษณะดังนี้ 
    A1 คือการนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับคาน้ําหนักคําสําคัญดวยวิเคราะหสัมประสิทธิ์สหสัมพันธ 
    A2 คือ การนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับคาน้ําหนักคําสําคัญดวยวิเคราะหสัมประสิทธิ์สหสัมพันธ และคาลําดับ
ความสําคัญคําคนจากผูใช (SW)  
    A3 คือ การนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับคาน้ําหนักคําสําคัญดวยวิเคราะหสัมประสิทธิ์สหสัมพันธ และคาลําดับ
ความสําคัญคําคนจากตําแหนงของคําคนที่ปรากฏในความรู (PW)  
    A4 คือการนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับคาน้ําหนักคําสําคัญดวยวิเคราะหสัมประสิทธิ์สหสัมพันธ และคาลําดับ
ความสําคัญคําคนจากผูใช และคาลําดับความสําคัญคําคนจากตําแหนงของคําคนที่ปรากฏในความรู 
 
    รูปแบบการทดลอง Bคือนําผลการคํานวณน้ําหนักคําสําคัญดวยการวิเคราะห
สัดสวนของจํานวนเอกสารทั้งหมดกับจํานวนของเอกสารที่ปรากฏคําที่สนใจ (IDF) มี 4 ลักษณะ 
ดังนี้ 
    B1 คือการนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับสัดสวนของจํานวนเอกสารทั้งหมดกับจํานวนของเอกสารที่ปรากฏคําที่สนใจ  
    B2 คือการนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับสัดสวนของจํานวนเอกสารทั้งหมดกับจํานวนของเอกสารที่ปรากฏคําที่สนใจ 
และคาลําดับความสําคัญคําคนจากผูใช (SW)  
    B3 คือการนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับสัดสวนของจํานวนเอกสารทั้งหมดกับจํานวนของเอกสารที่ปรากฏคําที่สนใจ
และคาลําดับความสําคัญคําคนจากตําแหนงของคําคนที่ปรากฏในความรู (PW)  
    B4 คือการนําคาระยะทางสั้นที่สุดระหวางคําคนกับคําในความรูหรือเอกสาร 
(ܦ݅ݏ௜ሻมาคํานวณกับสัดสวนของจํานวนเอกสารทั้งหมดกับจํานวนของเอกสารที่ปรากฏคําที่สนใจ
และคาลําดับความสําคัญคําคนจากผูใช และคาลําดับความสําคัญคําคนจากตําแหนงของคําคนที่
ปรากฏในความรู 
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3.3  การประเมินประสิทธิภาพการสืบคนเชิงความหมาย 
  การประเมินการสืบคนเชิงความหมายสําหรับความรูดานพืชไร ดังรูปที่ 3.12 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
รูปท่ี 3.12กระบวนการประเมินประสิทธิภาพการสืบคน 
 
  3.3.1 การเตรียมคําสําหรับการสืบคน   
    การเตรียมคําคนเปนกระบวนการวิเคราะหเลือกคําที่ตองการเพื่อใชสําหรับ
ประเมินประสิทธิภาพการสืบคน งานวิจัยนี้เปนการวิจัยเชิงสํารวจ รวบรวมขอมูลโดยการใช
แบบสอบถาม 
 
    1. กลุมตัวอยางสาํรวจคําคนความรูดานพืชไร 
   กลุมตัวอยางที่ใชในการสํารวจคําคนงานวิจัยคร้ังนี้ ไดแกประชาชนเขตอําเภอ
เมืองกาฬสินธุ  จํานวน 384คน โดยการสุมตัวอยางแบบบังเอิญดังสูตรที่ 3.2 
 
 
 
1.1 การสุมตัวอยางสํารวจคําคน 
คําสําคัญจาก 
ความรูดานพืชไร 
1.2 สรางเครื่องมือสํารวจคําคน 
1.3 การวัดประสิทธิภาพเครื่องมือ 
1. การเตรียมคําสาํหรับการสืบคน   2. การประเมินประสิทธิภาพการสืบคน   
1, 3 คําคน   
1.4 การวิเคราะหและแปรผล 
2.2.1 สืบคนความรู 
2.2.2 คําตอบจากผูเช่ียวชาญ 
2.2.3 ระบบเลือก 
2.1 การใหน้ําหนักคํา
2.2 การวัดความคลายคลึง   
 2.1.1 สืบคนความรู 
MRR, SSE 
MRR, Precision, Recall, F-measure 
1.5 ผูเช่ียวชาญสรางชุดคําตอบคําคน
กับความรู 
คําคน   
ออกแบบสวนติดตอ 
ผูใชเพื่อการสืบคน 
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    n    =   
2
2
))(1(
e
ΖΡ−Ρ             (3.2) 
 
     เมื่อ   n แทน ขนาดของกลุมตัวอยาง 
       P แทน คาเปอรเซ็นที่ตองการจะสุมจากประชากรทั้งหมด 
       e  แทน คาเปอรเซ็นตความคาดเคลือ่นของการสุมตัวอยาง 
       Z แทน ระดับความเชือ่มั่น 
 
    n    =   2
205.
)96.1)(50.1)(50(. −  
    n    =   384 
 
    2. เคร่ืองมือในการสํารวจคําคนความรูดานพชืไร 
     เครื่องมือที่ใชในการเก็บรวบรวมขอมูลจากการสํารวจคําคนที่ตองการใชเพื่อ
การสืบคนในงานวิจัยนี้ ไดแก แบบสอบถาม (Questionnaire) ประกอบดวย 
     ตอนที่1  ขอมูลพื้นฐานของผูตอบแบบสอบถามเพื่อใชในการอางอิง
แหลงขอมูล ไดแก เพศ  อายุ และอาชีพ เปนคําถามแบบเลือกตอบ (Check List) ซ่ึงเลือกไดคําตอบ
เดียว 
     ตอนที่ 2 ขอมูลคําคนที่ผูตอบแบบสอบถามตองการใชสําหรับสืบคนความรู
ดานพืชไรที่เกี่ยวของกับมันสําปะหลัง ออย และขาวโพด ซ่ึงเปนคําที่ไดมาจากขั้นตอนที่ 2  การ
เลือกคําสําคัญจากความรูดานพืชไรในการออกแบบและพัฒนาแบบจําลองการจัดความรูใหเปน
ระบบจากความรูดานพืชไร จํานวน 240 รายการ ซ่ึงไดคําสําคัญ  จํานวน 735 คําสําคัญ และคัดเลือก
นําไปใชในแบบสอบถามจํานวน 181 คําเปนคําถามแบบเลือกตอบ (Check List)ซ่ึงสามารถเลือกได
หลายคําตอบ 
     ตอนที่ 3  ขอเสนอแนะสําหรับคําคนอื่น ๆ ที่เกี่ยวของกับความรูพืชไร 
ซ่ึงเปนคําถามแบบปลายเปด 
 
    3. การวัดประสิทธิภาพเครื่องมอืในการสํารวจคําคนความรูดานพชืไร 
     การหาประสิทธิภาพของแบบสอบถาม งานวิจัยนี้ไดทดสอบคุณภาพของ
เครื่องมือกอนนําไปใชจริง คือการทดสอบความเที่ยงตรงของเนื้อหา (Validity) โดยนําแบบสอบถาม
ไปใหผูเชี่ยวชาญพิจารณาในดานความเที่ยงตรง ความเหมาะสมของเนื้อหา ความเหมาะสมในการ
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ใชภาษา และความชัดเจนของคําถาม เพื่อใหแบบสอบถามสามารถสื่อความหมายไดตรงตามความ
ประสงคของงานวิจัย ซ่ึงผูเชี่ยวชาญสําหรับพิจารณาความเที่ยงตรงมีจํานวน3คน ประกอบดวย 
     - รองศาสตราจารย  ดร.สายตา  บุญโฉม  อาจารยประจําคณะบริหารธุรกิจ
และเทคโนโลยีสารสนเทศ  มหาวิทยาลัยเทคโนโลยีราชมงคลอีสาน (ผูเชี่ยวชาญดานงานวิจัย 
และสถิติ) 
     - ผูชวยศาสตราจารย ดร.เนติรัฐ วีระนาคินทร อาจารยประจําคณะวิทยาการ
เทคโนโลยีสารสนเทศ มหาวิทยาลัยมหาสารคาม (ผูเชี่ยวชาญดานงานวิจัยและสถิติ) 
     - ผูชวยศาตราจารย  ดร .สถิรวงค   แจมจรรยา   อาจารยประจําคณะ
เทคโนโลยีอุตสาหกรรมเกษตร มหาวิทยาลัยกาฬสินธุ (ผูเชี่ยวชาญดานความรูพืชไร) 
 
โดยการใหคะแนนรายขอของผูเชี่ยวชาญมี 3 คา คือ 
คา +1 แนใจวาขอคําถามนั้นสามารถใชวัดคาตัวแปรที่ศึกษาได 
คา 0 ไมแนใจวาขอคําถามนั้นสามารถใชวัดคาตัวแปรที่ศึกษาได 
คา -1 แนใจวาขอคําถามนั้นไมสามารถใชวัดคาตัวแปรที่ศึกษาได 
 
การคํานวณคาดัชนีความสอดคลอง (Index of Consistency: IOC) โดยเลือก
เฉพาะขอคําถามที่มีคาดัชนีความสอดคลองตั้งแต 0.66 ขึ้นไป เพื่อใหไดขอคําถามที่มีคุณภาพ  
ซ่ึงการหาคาความเที่ยงตรงเชิงเนื้อหาของแบบทดสอบแตละขอ โดยใชสูตร (สมนึก  ภัททิยธนี
,2546: 167) ดังนี้ 
 
     IOC  =             (3.15) 
 
 
 
      เมื่อ 
       IOC แทน ดัชนีความสอดคลองระหวางจุดประสงคกบัเนื้อหา 
           หรือระหวางเนื้อหากับจุดประสงค 
       iR   แทน คะแนนความคิดเห็นของผูเชี่ยวชาญ 
       N   แทน จํานวนผูเชี่ยวชาญทั้งหมด 
 
N
R
n
i
i∑
=1
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     ผลการทดสอบความเที่ยงตรงเชิงเนื้อหาของแบบสอบถามในงานวิจัยนี้มี
คาเฉลี่ย IOC เทากับ 0.91  
 
    4. การวิเคราะหและแปรผลขอมูลการสํารวจคําคนความรูดานพืชไร 
     การวิเคราะหขอมูลจากแบบสอบถามการสํารวจคําคนความรูพืชไร วิเคราะห
โดยใชโปรแกรมสําเร็จรูปทางคอมพิวเตอร และนําเสนอในรูปแบบตารางประกอบการแปล
ความหมายเ เพื่ออธิบายขอมูลในดานตาง ๆ  
     ตอนที่ 1 ขอมูลพื้นฐานของผู ตอบแบบสอบถามเพื่อใชในการอ างอิ ง
แหลงขอมูล ไดแก เพศ  อายุ และอาชีพ  
     ตอนที่ 2 ขอมูลคําคนที่ผูตอบแบบสอบถามตองการใชสําหรับสืบคนความรู
ดานพืชไรที่เกี่ยวของกับมันสําปะหลัง ออย และขาวโพด  
     ตอนที่ 3  ขอเสนอแนะสําหรับคําคนอื่น ๆ ที่เกี่ยวของกับความรูพืชไร ซ่ึง
เปนคําถามแบบปลายเปด 
การวิเคราะหขอมูลโดยการแจกแจงความถี่ (Frequencies) การหาคาสัดสวน
หรือรอยละ (Percentage)  
 
    5. การสรางชดุคาํตอบ  
     การสรางชุดคําตอบ (เฉลย) งานวิจัยนี้ใชคําคนจากการวิเคราะหและแปรผล
ขอมูลที่ไดคารอยละ 25ขึ้นไปมาใชเปนคําคน โดยผูเชี่ยวชาญเลือกและจับคู1-3 คําคนเพื่อนําไปใช
สําหรับสืบคนดังนี้ 
     5.1 ผูเชี่ยวชาญเลือกคําตอบความรู หรือเอกสารใด ๆ ที่ตรงหรือเกี่ยวของกับ
คําคน โดยเรียงลําดับความคลายคลึงจากมากไปหานอย ซ่ึงการเลือกคําตอบหรือความรูที่ถูกตองกับ
คําคน ผูเช่ียวชาญตองเลือก 2ใน 3คน จึงถือวาเปนคําตอบที่ถูกตอง และกรณีที่ผูเชี่ยวชาญมีคําตอบ
ไมตรงกันหรือไมชัดเจนจะมีการจัดลําดับคําตอบใหเลือกเพื่อใหไดคําตอบกับคําคนนั้น ๆ  
     5.2 ระบบเลือกคําตอบความรู หรือเอกสารใด ๆ ที่ตรงหรือเกี่ยวของกับคําคน 
โดยเรียงลําดับความคลายคลึงจากมากไปหานอย ซ่ึงเกณฑการเลือกความรู หรือเอกสารใด จาก
งานวิจัยเกี่ยวของจะใชเกณฑตั้งแต 0.5 –1 (ศุภกฤษฏิ์ นิวัฒนากูล, 2556)แตความเปนจริงแลวความรู
หรือเอกสารที่ไมถูกเลือกโดยมีคานอยกวา 0.5 ก็ยังถือวาความรูหรือเอกสารนั้นมีความเกี่ยวของกับ
คําคน ดังนั้นงานวิจัยนี้จึงนําเสนอแนวคิดการเลือกความรูหรือเอกสารแบบไดนามิกเกณฑ 
(Dynamic Gains)โดยใชคาคะแนนต่ําสุดของความรูหรือเอกสารคนคืนไดมาเปนเกณฑ  
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   3.3.2 การประเมินประสิทธิภาพการสืบคน   
     1. เคร่ืองมือในการออกแบบสําหรับการสืบคน 
      - ภาษาพีเอชพี (PHP) ใชสําหรับการพัฒนาสวนติดตอผูใชงานและเพื่อ
แสดงผลลัพธของการสืบคนเชิงความหมายสําหรับความรูดานพืชไรผานเว็บบราวเซอร 
      - แร็พ (RDF API for PHP: RAP) ใชสําหรับเชื่อมตอระหวาง
โครงสรางออนโทโลยีกับการสืบคนความรู 
      - แซมป5.6.30  (XAMMP) ใชสําหรับสรางเว็บเซิรฟเวอร (Web 
Server) สําเร็จรูปบนระบบปฏิบัติการไมโครซอฟท วินโดวส 
      - สปารเกิ้ล ใชสําหรับสอบถามสืบคนความรูที่เอื้อตอการประมวลผล
หรือขอคําถามอยางเปนอัตโนมัติ 
 
     2. การประเมินประสิทธิภาพของแบบจําลองการสืบคน 
      2.1 การใหน้ําหนักคําสําคัญ ประเมินประสิทธิภาพการสืบคนดวยคาความ
แมนยําเฉลี่ย (Mean Reciprocal Rank:MRR)และคาความผิดพลาด (Sum of Squared Errors of 
Prediction: SSE)  ดังนี้ 
       - คาความแมนยําเฉลี่ย  คือการวัดประสิทธิภาพของการจัดอันดับ 
จากแนวคิดของ คลาสเวลล และ ฮาวคิง(Craswell and Hawking, 2002)  ดังสมการที่ 3.3 
 
      ܯܴܴ ൌ ∑ ଵ
ேൈ௥೔
ே
௜ୀଵ           (3.3) 
 
      เมื่อ 
 
       ܰ คือ จํานวนคําคนทั้งหมด 
       ݎ௜  คือ ตําแหนงของผลลัพธที่คนพบอยางถูกตองของจํานวน 
         คําคนที่݅ 
 
       - คาความผิดพลาด คือการคํานวณเพื่อรวมคาความผิดพลาดของ
การใหน้ําหนักคําสําคัญ ซ่ึงความคาดหวังของงานวิจัยนี้ตองการใหคาน้ําหนักมีคาเขาใกล 1 
มากที่สุดโดยคาที่ไดยิ่งมีคานอยยิ่งดีซ่ึงคาน้ําหนักที่ไดจะสงผลตอการเรียงลําดับขอมูล ดังสมการที่ 
3.4 
(3.4) 
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      2.2 การวัดความคลายคลึงประเมินประสิทธิภาพการสืบคนดวยคาความ
แมนยําเฉลี่ย (Mean Reciprocal Rank:MRR)คาความแมนยํา (Precision) คาความระลึก (Recall)  
และ คาความถวงดุล (F-measure)ซ่ึงเหตุผลที่มีการเลือกดวยวิธีวัดการประเมินดังกลาว เนื่องจาก
เปนวิธีการที่นิยมใช สอดคลองกับแฟรงคเคส, วิลเล่ียม, เบรซา เยตส และริคารโด (Frankes, 
William, Baeza-Yates and Ricardo, 1992) และ ไมโอ, ดวน, เซียง และ ไจโอ (Miao, Duan, Zhang, 
and Jiao, 2009 ) อธิบายไวดังนี้  
       - ความแมนยํา คือ การพิจารณาความถูกตองของขอมูลท่ีสืบคนได
จากอัตราสวนระหวางจํานวนเอกสารที่คนคืนถูกตองกับจํานวนเอกสารที่คนคืนมาไดทั้งหมด ดัง
สมการที่ 3.5 
 
     ܲݎ݁ܿ݅ݏ݅݋݊ ൌ  ܶܲ
ܶܲ൅ܨܲ
ൈ 100%         (3.5) 
 
     เมื่อ 
      ܶܲ (True Prositive)  แทน เอกสารที่เลือก และถูกเลือกโดย 
              ผูเชี่ยวชาญ 
      ܨܲ (False Prositive)  แทน  เอกสารที่เลือก แตไมถูกเลือกโดย 
              ผูเชี่ยวชาญ 
 
       - คาความระลึก คือ การพิจารณาความครบถวนของขอมูลเมื่อ
เทียบกับขอมูลที่ควรไดทั้งหมด จากอัตราสวนระหวางจํานวนเอกสารที่คนคืนถูกตองกับจํานวน
เอกสารที่ถูกตองทั้งหมดของระบบ (เนนคําตอบที่ถูกตองและแสดงผลลัพธมากที่สุด)ดังสมการ 
ที่ 3.6 
 
      ܴ݈݈݁ܿܽ ൌ  ்௉
்௉ାிே
ൈ 100%        (3.6) 
 
    เมื่อ 
 
     ܶܲ (True Prositive) แทน เอกสารที่เลือก และถูกเลือกโดยผูเชี่ยวชาญ 
     ܨܰ (False Negative) แทน เอกสารที่ไมเลือก แตถูกเลือกโดย 
            ผูเชี่ยวชาญ 
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       - คาความถวงดุล คือ คาเฉลี่ยที่ใหความสําคัญกับความแมนยําและ
ความครบถวนเทา ๆ กัน  โดยเปนการเปลี่ยนคาความถูกตองและคาความแมนยํามารวมเปนหนึ่ง
เดียวดังสมการที่ 3.7 
 
     F = (2 x Precision x Recall)/(Precision+Recall)     (3.7) 
85 
 
บทที ่4 
ผลการวจิยั 
 
  การวิจัยแบบจ าลองการสืบค้นเชิงความหมายส าหรับความรู้ด้านพืชไร่ในคร้ังน้ี   
มีผลการวเิคราะห์ขอ้มูลตามล าดบัดงัน้ี 
    4.1 ผลการออกแบบจ าลองการสืบคน้เชิงความหมาย 
    4.1.1 การจดัความรู้ใหเ้ป็นระบบ 
    4.1.2 การสืบคน้เชิงความหมาย 
   4.2 ผลการประเมินประสิทธิภาพการสืบคน้เชิงความหมาย 
 
4.1 ผลการออกแบบจ าลองการสืบค้นเชิงความหมาย 
  จากการศึกษาปัญหา วิเคราะห์และออกแบบจ าลองการสืบค้นเชิงความหมาย ส าหรับ
ความ รู้ด้านพืชไ ร่  (Semantic Search Model for Agronomy Knowledge: SeeAgrow) ท า ให้ได้
สถาปัตยกรรมของแบบจ าลองการสืบคน้เชิงความหมาย ดงัรูปท่ี 4.1 
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รูปที ่4.1  สถาปัตยกรรมของแบบจ าลองการสืบคน้เชิงความหมาย (SeeAgrow) 
 
 
 
 การจัดความรู้ให้เป็นระบบ 
 
  
 
 
 
 
 
 
 
ความรู้ดา้นพืชไร่ ก าหนดค าส าคญั 
สร้างคลงัค า 
อภิธานศพัท์ 
ค าส าคญัจากความรู้ 
ค านวณน ้าหนกัค าส าคญั 
ค านวณระยะสั้นท่ีสุดระหว่างค าในโครงสร้าง 
ค าส าคญั/ค าคน้ รวบรวมขอ้มูลและจดัความรู้ใหเ้ป็นระบบ 
รายการเอกสารตามล าดบัความคลา้ยคลึง 
Text File 
Text File 
อธิบายความรู้ 
 
 
ค านวณความถ่ีค าท่ีปรากฏในเอกสาร 
Text File 
การสืบค้นเชิงความหมาย 
 การใหน้ ้าหนกั 
ค าส าคญั  
 การวดัความ
คลา้ยคลึง 
 
 การก าหนดล าดบั 
ความส าคญัค าคน้ 
รายการค าท่ีมีค่า
น ้าหนกั และ 
เอกสารท่ีเก่ียวขอ้ง 
การประมวลความรู้ดา้นพืชไร่ 
การก าหนดความสัมพนัธ์ของ
ค าส าคญั และสร้างคลงัค า 
ออกแบบโครงสร้างคลาส
ส าหรับจัดเก็บความรู้ 
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   จากรูปท่ี 4.1  สถาปัตยกรรมแบบจ าลองการสืบคน้เชิงความหมายส าหรับความรู้ดา้น
พืชไร่ (SeeAgrow) ประกอบดว้ยการท างาน 2 กระบวนการ คือ การจดัความรู้ให้เป็นระบบ และการ
สืบคน้เชิงความหมาย 
 
  4.1.1 การจัดความรู้ให้เป็นระบบ 
    1) การออกแบบโครงสร้างคลาสจัดเกบ็ความรู้ด้านพืชไร่ 
     ผลการออกแบบโครงสร้างคลาสจดัเก็บความรู้ในกระบวนการจดัความรู้ให้
เป็นระบบ ซ่ึงประยุกตใ์ช้ออนโทโลยีไมผ้ลเศรษฐกิจ (ThaiFO Ontology) งานวิจยัน้ีไดส้ร้างคลาส
จดัเก็บกลุ่มความรู้ดา้นพืชไร่เพิ่มเติม จ านวน 4 คลาส โดยประยุกตแ์นวคิดการออกแบบขอ้มูลออน
โทโลยเีฉพาะเก่ียวกบัพืชไร่ของส านกังานพฒันาการวิจยัการเกษตร (องคก์ารมหาชน, 2558)  ไดแ้ก่ 
คลาสแทนความรู้ดา้นพืชไร่ (Agronomy) ประกอบดว้ย คลาสมนัส าปะหลงั (Cassava) คลาสออ้ย 
(Sugarcane)  คลาสขา้วโพด (Maize) โครงสร้างดงัรูปท่ี 4.2  
 
 
 
รูปที ่4.2  โครงสร้างของคลาสในการจดัเก็บความรู้ดา้นพืชไร่ 
 
    จากรูปท่ี 4.2  การจัดเก็บความรู้ด้านพืชไร่จัดเก็บความรู้ในคลาสความรู้หรือ
เอกสาร (Document) ซ่ึงเป็นโครงสร้างคลาสในออนโลยไีมผ้ลเศรษฐกิจ และไดเ้ช่ือมความสัมพนัธ์
ของความรู้พืชไร่ 3 คลาส คือ คลาสมนัส าปะหลงั (Cassava)  คลาสออ้ย (Sugarcane)  คลาสขา้วโพด 
(Maize)   
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     2) การก าหนดความสัมพนัธ์ของค าส าคัญ และสร้างคลงัค า  
      ผลการก าหนดความสัมพนัธ์ของค าส าคญั และสร้างคลงัค าจากขั้นตอน
การเลือกค าส าคญัจากความรู้ดา้นพืชไร่ 240 รายการ ไดจ้  านวน 181 ค า  และเม่ือน าค าดงักล่าวไป
ก าหนดความสัมพนัธ์ของค าหลกั  ค  ากวา้งกวา่ ค  าแคบกวา่  ค  าท่ีเก่ียวขอ้ง และค าเหมือน จากอภิธาน
ศพัทเ์กษตรไทยท าใหไ้ด ้จ านวน 1,525  ค  า  จดัเก็บในคลงัค าส าหรับงานวจิยัน้ี 
 
     3) การประมวลความรู้ด้านพืชไร่  
      ผลการประมวลความรู้ดา้นพืชไร่  (1) การค านวณความถ่ีของค าท่ีปรากฏ
ในความรู้พืชไร่ (2) การค านวณน ้ าหนกัค า  และ (3) การค านวณระยะทางสั้นท่ีสุดระหว่างค าใน
โครงสร้าง ปรากฏตวัอยา่งวธีิการค านวณ และผลการค านวณท่ีเก็บเป็นไฟลข์อ้ความ ดงัน้ี 
      3.1) การค านวณความถี่ของค าที่ปรากฏในความรู้ด้านพืชไร่ ปรากฏ
ตวัอยา่งดงัรูปท่ี 4.3 
 
 
 
รูปที ่4.3  ตวัอยา่งผลการค านวณความถ่ีค าท่ีปรากฏในความรู้โดยใชภ้าษาพีเอชพี 
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      3.2 การค านวณน ้าหนักค าส าคัญ   จากการวิเคราะห์สัมประสิทธ์ิ
สหสัมพนัธ์ของดีคอฟฟ์ (Diekhoff, 1992) มีขั้นตอน และตวัอยา่งวธีิการค านวณดงัน้ี 
 
 
 
 
 
 
 
 
 
 
รูปที ่4.4  ขั้นตอนการวเิคราะห์ใหน้ ้าหนกัค า 
 
    3.2.1 การหาความสัมพันธ์ของค าส าคัญในคลังค า  คือการ
ค านวนวณความสัมพนัธ์ของค าในคลงัค าทั้งหมด โดยไม่ค  านึงถึงอนัดบัค านวณจากสมการท่ี 4.1 
 
      
𝑛!
(𝑛−𝑟)!𝑟!
                   (4.1) 
 
      เม่ือ 
    𝑛  แทน จ านวนสมาชิก 
    𝑟  แทน จ านวนกลุ่มหรือหมู่ 
 
      ตัวอย่างที่ 4.1  การหาความสัมพนัธ์ของค าส าคญัในคลงัค า จากตวัอย่าง
โครงสร้างความสัมพนัธ์ของค าในคลงัค า ดงัรูปท่ี 4.5 
 
 
 
1. การหาความสัมพนัธ์ของค าส าคญัในคลงัค า 
3. การค านวณความสัมพนัธ์ของค าในโครงสร้าง 
 
2. ผลการค านวณความถ่ีของค าท่ีปรากฏในความรู้ 
น ้าหนกัค าในคลงัค า 
4. การค านวณน ้าหนกัค าส าคญั 
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รูปที ่4.5  ตวัอยา่งโครงสร้างความสัมพนัธ์ของค าท่ีเก่ียวขอ้งกบัความรู้ดา้นพืชไร่ 
ท่ีมา: อภิธานศพัทเ์กษตรไทย (http://pikul.lib.ku.ac.th/agrovoc/agrovoc_th_adv.php) 
 
      จากรูปท่ี 4.5 โครงสร้างความสัมพนัธ์ของค า จ  านวน 17 ค า สร้างเซตของ
ค า ดงัน้ี 
       
S={ Plant product, Cereals, Maize, Corn starch, Corn flour, Waxy maize, 
Sweet corn, Pop corn, Soft maize, Sugar cane, Sugar crops, Cane sugar, Vegetables, Cassava, 
Tapioca, Starch crops, Crops } 
       
      จากเซตของค าสามารถค านวณหาความสัมพนัธ์ระหว่างค า 2 ค า   ว่ามี
ความสัมพนัธ์กนัหรือไม่ โดยแทนค่าในสมการท่ี 4.1 ดงัน้ี 
 
        
17!
(17−2)!2!
 
 
   = 
17𝑥16𝑥15𝑥14𝑥13𝑥12𝑥11𝑥10𝑥9𝑥8𝑥7𝑥6𝑥5𝑥4𝑥3𝑥2𝑥1
(15𝑥14𝑥13𝑥12𝑥11𝑥10𝑥9𝑥8𝑥7𝑥6𝑥5𝑥4𝑥3𝑥2𝑥1)2𝑥1
  
 
   = 
355687428096000 
1307674368000𝑥2
  
 
   = 
355687428096000 
2615348736000
   = 136  สัมพนัธ์ 
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        3.2.2 ผลการค านวณความถี่ของค าที่ปรากฏในความรู้ คือการ
น าไฟลข์อ้ความท่ีเก็บผลการค านวณความถ่ีของค าท่ีปรากฏในความรู้มาใช ้ปรากฏตวัอยา่งดงัตาราง
ท่ี 4.1  
 
ตารางที ่4.1  ตวัอยา่งผลการค านวณความถ่ีของค าส าคญัท่ีปรากฏในแต่ละความรู้  
ค า Doc1 Doc2 Doc3 Doc4 Doc5 Doc6 Doc7 Doc8 Doc9 
Sugarcane 2 0 0 1 0 0 1 0 0 
Sugar crops 2 0 0 2 1 0 0 1 0 
Cane Sugar 3 5 0 0 0 0 0 0 2 
Plant product 0 1 0 0 1 0 0 0 1 
Cassave 0 0 8 0 0 2 0 0 0 
 
        3.2.3 การค านวณความสัมพันธ์ของค าในโครงสร้าง จากการ
วิเคราะห์สัมประสิทธ์ิสหสัมพนัธ์ของดีคอฟฟ์ (Diekhoff, 1992) มีค่าสัมประสิทธ์สหสัมพนัธ์อยู่
ในช่วง 0 ถึง -1 งานวิจยัน้ีปรับค่าสัมประสิทธ์ิสัมพนัธ์ระหวา่งค าสองค าให้อยูใ่นช่วงเกณฑ์ 0 ถึง 1 
ตามเกณฑข์องฮินเคอล ์(Hinkle, 1998 : 118) ดงัสมการท่ี 4.2 
 
      𝑐𝑜𝑟𝑟(𝑥, 𝑦) = | ∑(𝑥−?̅?)(𝑦−?̅?)
√∑(𝑥−?̅?)2 ∑(𝑦−?̅?)2
|            (4.2) 
    
      เม่ือ 
       𝑥 = ความถ่ีของค า 𝑥 ในแต่ละเอกสาร 
       ?̅? = ค่าเฉล่ียของความถ่ีค า ?̅?  ในทุกเอกสาร 
       𝑦 = ความถ่ีของค า 𝑦 ในแต่ละเอกสาร 
       ?̅? = ค่าเฉล่ียของความถ่ีค า ?̅?  ในทุกเอกสาร 
 
      ตัวอย่างที่  4.2  การวิ เคราะห์สัมประสิทธ์ิสหสัมพันธ์ระหว่างค า  
“Sugarcane” และ “Sugar crops” (ใช้ตัวอย่างความสัมพันธ์ของค าในโครงสร้างรูปท่ี 4.5 และ    ผล
การค านวณความถีต่ารางท่ี 4.1)  ดงัน้ี  
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∑(𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒 − 𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)(𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠 − 𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)
= (2 − 0.44)(2 − 0.67) + (0 − 0.44)(0 − 0.67)
+ (0 − 0.44)(0 − 0.67) + (1 − 0.44)(2 − 0.67)
+ (0 − 0.44)(1 − 0.67) + (0 − 0.44)(0 − 0.67)
+ (1 − 0.44)(1 − 0.67) + (0 − 0.44)(1 − 0.67)
+ (0 − 0.44)(0 − 0.67) = 3.33 
 
∑(𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒 − 𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)2
= (2 − 0.44)2 + (0 − 0.44)2 + (0 − 0.44)2 + (1 − 0.44)2
+ (0 − 0.44)2 + (0 − 0.44)2 + (1 − 0.44)2 + (0 − 0.44)2
+ (0 − 0.44)2 = 4.22 
 
∑(𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠 − 𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)2 = (2 − 0.67)2 + (0 − 0.67)2 + (0 − 0.67)2 +
(2 − 0.67)2 + (1 − 0.67)2 + (0 − 0.67)2 +(1 − 0.67)2 + (1 − 0.67)2 +
(0 − 0.67)2 = 6.00 
 
 
∑(𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒 − 𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)(𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠 − 𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)
√∑(𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒 − 𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)2 ∑(𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠 − 𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)2
=
3.33
√4.22 × 6.00
 
 
𝑐𝑜𝑟𝑟(𝑆𝑢𝑔𝑎𝑟𝑐𝑎𝑛𝑒, 𝑆𝑢𝑔𝑎𝑟 𝑐𝑟𝑜𝑝𝑠) = |0.66|   = 0.66 
 
    จากตัวอย่างวิเคราะห์สัมประสิทธ์ิสหสัมพนัธ์ระหว่างค า “Sugarcane” และ 
“Sugar crops” พบว่าค า Sugarcane และ Sugar crops  มีค่าสัมประสิทธ์สหสัมพนัธ์กนัระดบัปาน
กลาง เท่ากับ 0.66 ตามเกณฑ์ของฮินเคอล์ (Hinkle, 1998 : 118) และค าใดก็แล้วแต่ถ้ามีความ
เหมือนกนัค่าสัมประสิทธ์สหสัมพนัธ์จะเท่ากบั 1 เสมอ เช่น Sugarcane กบั Sugarcane หรือ Sugar 
crops  กับ Sugar crops   เป็นต้น ซ่ึงผลการวิเคราะห์น ้ าหนักค าด้วยการวิเคราะห์สัมประสิทธ์ิ
สหสัมพนัธ์ ปรากฏดงัตารางท่ี 4.2 
 
ตารางที ่4.2  ตวัอยา่งค่าความสัมพนัธ์ระหวา่งค าในโครงสร้างดว้ยการวิเคราะห์สัมประสิทธ์ิ 
   สหสัมพนัธ์  
ค า k1 k2 k3 k4 k5 k6 k 7 k8 k9 k10 
k1 1 0.5 0.24 0.24 0 0 0.36 0.08 0.06 0.46 
k2 - 1 0.12 0.12 0.5 0.24 0.18 0.18 0.58 0.22 
k3 - - 1 1 0.24 0.24 0.18 0.18 0.24 0.8 
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ตารางที ่4.2  ตวัอยา่งค่าความสัมพนัธ์ระหวา่งค าในโครงสร้างดว้ยการวิเคราะห์สัมประสิทธ์ิ 
   สหสัมพนัธ์ (ต่อ) 
ค า k1 k2 k3 k4 k5 k6 k 7 k8 k9 k10 
k4 - - - 1 0.24 0.24 0.18 0.18 0.24 0.8 
k5 - - - - 1 0 0 0.36 0.62 0.12 
k6 - - - - - 1 0 0.74 0.48 0.12 
k7 - - - - - - 1 0.26 0.18 0.32 
k8 - - - - - - - 1 0.36 0.12 
k9 - - - - - - - - 1 0.08 
k10 - - - - - - - - - 1 
* k1, k2 , k3, k4, k5, k6, k7, k8, k9, k10 คือ Plant product, Cereals, Maize, Corn starch, Corn flour, Waxy maize, 
Sweet corn, Pop corn, Soft maize, Sugar cane (อ้าองอิงตัวอย่างโครงสร้างความสัมพันธ์ของค ารูปท่ี 4.5) 
 
        3.2.3 การค านวณน า้หนักค าส าคัญ  เป็นการค านวณน ้าหนกัค า
ส าคญัของแต่ละค าท่ีผูใ้ชป้้อนเขา้มาไปค านวณหาค่าสัมประสิทธ์ิสหสัมพนัธ์ระหวา่งค าคน้จากผูใ้ช้
กบัค าท่ีปรากฏในเอกสาร ซ่ึงขั้นตอนน้ีจะน าผลการค านวณน ้ าหนกัค าในโครงสร้างมาใช้ในการ
ค านวณหาค่าน ้าหนกัแต่ละคร้ัง ดงัสมการท่ี 4.3 และปรากฏตวัอยา่งผลการค านวณดงัตารางท่ี 4.3 
 
      𝑐𝑜𝑟𝑟(𝑥)𝑗 =
∑𝑐𝑜𝑟𝑟(𝑥,𝑦𝑗)
𝑇𝑗
              (4.3) 
    
      เม่ือ 
       𝑐𝑜𝑟𝑟(𝑥)𝑗   = ค่าสัมประสิทธ์ิสหสัมพนัธ์ระหวา่ง ค าคน้ 𝑥  
            กบัเอกสาร j 
       𝑐𝑜𝑟𝑟(𝑥, 𝑦𝑗) = ค่าสัมประสิทธ์ิสหสัมพนัธ์ระหวา่ง ค าคน้ 𝑥  
            กบัค า 𝑦 ในเอกสาร  
          𝑥 = ค าคน้ 
          𝑦
𝑗
 = แต่ละค าในเอกสาร j 
          𝑇𝑗 = จ านวนค าในเอกสาร j 
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ตารางที ่4.3  ตวัอยา่งค่าน ้าหนกัค าดว้ยการวเิคราะห์สัมประสิทธ์ิสหสัมพนัธ์ต่อความรู้หรือเอกสาร 
ค า Doc1 ปรากฏค า k1, k3 Doc2 ปรากฏค า k2,k4 
k1 0.62 0.37 
k2 0.31 0.31 
k3 0.62 0.62 
k4 0.62 0.62 
 
3.3 การค านวณระยะทางส้ันทีสุ่ดระหว่างค าในโครงสร้าง 
       การค าณวณระยะทางสั้ นท่ีสุดระหว่างโหนดของค าในโครงสร้าง
ค านวณตามขั้นตอนวิธีของ ไดก์สตรา (Dijkstra, E., 1959) ปรากฏตวัอย่างดังรูปท่ี 4.6  ผลการ
ค านวณดงัตารางท่ี 4.4   
 
Plant 
product
Vegetables
Cereals
Maize
Corn 
flour
Corn 
starch
Waxy 
maize
Sweet 
corn
Pop 
corn
Soft 
maize Cassava Tapioca
Starch 
crops
Crops
Sugar 
cane
Cane 
sugar
Sugar 
crops
11
1
0 0
1
0 0
1 1 1 1 1
1
0 0
1 1 11 1
2
2
2 2
2 23 3 3 3  
 
รูปที ่4.6  ตวัอยา่งการก าหนดความสัมพนัธ์ของค าในคลงัค า 
 
    ตัวอย่างที ่4.3  การค านวณระยะทางระหวา่งค าในโครงสร้างรูปท่ี 4.6 ดงัน้ี 
รอบท่ี 1 
PriorityQueue = {startVertex} 
PQ={(Plant product,Plant product,0)} 
 
Step 1: ดึงสมาชิกตวัแรกออกมา    PQ={} 
Step 2: เลือก Plant product ใหเ้ป็นเสน้ทางจริง   PQ={} 
Step 3: ส าหรับทุกโหนดท่ีต่อกบั Plant product ค านวณระยะทางแลว้น ากลบัไปเก็บใน PQ 
PQ={(Plant product,Cereals,1),(Plant product,Sugar cane,1),(Plant product,Vegetables,1)} 
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Plant 
product
Vegetables
Cereals Sugar 
cane
11
1
1 1 1  
 
รอบท่ี 2 
Step 4: ดึง (Plant product, Sugar cane,1) สมาชิกตวัแรกออกมา  PQ={( Plant product,Cereals,1),(Plant 
product,Vegetables,1)} 
Step 5: เลือก Sugar cane ใหเ้ป็นเสน้ทางจริง  PQ={(Plant product, Cereals,1),(Plant 
product,Vegetables,1)} 
Step 6: ส าหรับทุกโหนดท่ีต่อกบั Sugar cane ค านวณระยะทางแลว้น ากลบัไปเก็บใน PQ  
PQ={( Sugar cane,Sugar crops,1),( Sugar cane,Cane sugar,1) ,(Plant product, Cereals,1),(Plant 
product,Vegetables,1)} 
รอบท่ี… N 
          Step… N: ไม่มีสมาชิกใน PQ ส้ินสุดการค านวณ 
 
ตารางที ่4.4  ตวัอยา่งผลลพัธ์การค านวณระยะทางระหวา่งค าในโครงสร้าง 
ค า k1 k2 k3 k4 k5 k6 k 7 k8 k9 k10 
k1 0 1 2 2 2 3 3 3 3 1 
k2 1 0 1 1 1 2 2 2 2 2 
k3 2 1 0 0 0 1 1 1 1 3 
k4 2 1 0 0 0 1 1 1 1 3 
k5 2 1 0 0 0 1 1 1 1 3 
k6 3 2 1 1 1 0 2 2 2 4 
k7 3 2 1 1 1 2 0 2 2 4 
k8  3  2  1  1  1 2 2 0 2 4 
k9 3 2 1 1 1 2 2 2 0 4 
k10 1 2 3 3 3 4 4 4 4 0 
* k1, k2 , k3, k4, k5, k6, k7, k8, k9, k10 คื อ  Plant product, Cereals, Maize, Corn starch, Corn flour, Waxy 
maize, Sweet corn, Pop corn, Soft maize, Sugar cane (อ้าองอิงตัวอย่างการก าหนดความสัมพันธ์ของค ารูปท่ี 
4.6) 
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จากตารางท่ี 4.4 พบวา่ ถา้ค าสองค ามีค่าระยะทางห่างกนัน้อยหรือสั้นท่ีสุดจะถือว่าค า
สองค านั้นมีความเก่ียวพนักนัทางความหมายค่อนขา้งมาก แต่ถา้ค าสองค ามีค่าระยะทางห่างกนัมาก
จะถือวา่ค าทั้งสองมีความเก่ียวพนักนัทางความหมายนอ้ย   
   ผลกระบวนการจดัการความรู้ให้เป็นระบบจากการรวบรวมเอกสารความรู้ดา้นพืชไร่ 
ซ่ึงประยุกตใ์ชอ้อนโทโลยีไมผ้ลเศรษฐกิจ  โดยก าหนดค าส าคญัจากความรู้น ามาสร้างคลงัค าท่ีใช้
ตวัแบบการแทนความรู้เอสเคโอเอส และนิยามศพัทท่ี์เก่ียวขอ้งกบัค าส าคญัจากอภิธานศพัทเ์กษตร
ไทย ใชก้ารอธิบายรายละเอียดความรู้ดว้ยเมทาดาทาดบัลินคอร์ ซ่ึงมีการค านวณ (1) ความถ่ีของค า
ท่ีปรากฏในเอกสาร (2) น ้ าหนักค าด้วยการวิเคราะห์ค่าสัดส่วนของจ านวนเอกสารทั้งหมดกบั
จ านวนของเอกสารท่ีปรากฏค าสนใจ (3) น ้ าหนกัค าดว้ยการวิเคราะห์สัมประสิทธ์ิสหสัมพนัธ์ และ 
(4) ระยะทางสั้นท่ีสุดระหวา่งค าในโครงสร้าง ไดข้อ้สังเกตจากผลการวเิคราะห์สามารถสรุปไดด้งัน้ี 
    1. การให้น ้ าหนกัค าส าคญัดว้ยการวิเคราะห์ค่าสัมประสิทธ์ิสหสัมพนัธ์ พบว่า  
ค  าใด ๆ ท่ีมีความสัมพนัธ์กนั หรือเก่ียวขอ้งกนัในลกัษณะค ากวา้งกว่า ค  าแคบกว่า ค  าท่ีเก่ียวขอ้ง 
และค าเหมือนจะมีค่าสัมประสิทธ์ิสหสัมพนัธ์เขา้ใกล ้1 และกรณีค าสองค านั้นเป็นค าเหมือนกนัจะ
มีค่าสัมประสิทธ์ิสหสัมพนัธ์เท่ากบั 1 ซ่ึงแสดงวา่ค าสองค ามีความสัมพนัธ์กนัในระดบัมากท่ีสุด 
    2. การค านวณระยะทางสั้นท่ีสุดระหว่างโหนดของค าในโครงสร้างโดยการหา
ระยะทางจากเส้นเช่ือมระหวา่งโหนดของความสัมพนัธ์ค าในโครงสร้าง พบวา่ ค าใด ๆ ก็แลว้แต่ท่ีมี
ค่าระยะทางท่ีนอ้ยจะมีความเก่ียวพนัหรือสัมพนัธ์กนัทางความหมายมาก เช่นระยะทางระหวา่งค า 
k1 ผลิตผลจากพืช (Plant product) กบัค า k1 ผลิตผลจากพืช (Plant product) ซ่ึงเป็นค าเหมือนกนัมี
ค่าระยะทางเท่ากบั 0 และระยะทางระหวา่งค า k1 ผลิตผลจากพืช (Plant product) กบัค า k2 ธญัพืช 
(Cereals) ซ่ึง k1 เป็นค าท่ีกวา้งกวา่ของค า k2 มีค่าระยะทางเท่ากบั 1 
 
  4.1.2 สืบค้นเชิงความหมาย 
    กระบวนการออกแบบและพฒันาแบบจ าลองการสืบคน้เชิงความหมาย เป็นผลท่ี
ไดจ้าก (1) การก าหนดล าดบัความส าคญัค าคน้ (2) การวดัความคลา้ยคลึงจากการน าผลการค านวณ
ให้น ้ าหนกัค าส าคญั และน าผลค านวณระยะทางระหวา่งค าในโครงสร้างมาใช ้ ซ่ึงไดต้วัอยา่ง และ
ผลการค านวณ ดงัน้ี 
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    1) การก าหนดล าดับความส าคัญของค าค้น 
     กรณีผูใ้ชป้้อนขอ้สอบถาม หรือค าคน้เขา้มา ซ่ึงจะด าเนินการค านวณวเิคราะห์
ก าหนดล าดบัความส าคญัของค าคน้โดยเก็บไวใ้นหน่วยความจ า 2 กรณี คือวเิคราะห์ล าดบัค าคน้จาก
ผูใ้ช ้และวเิคราะห์ต าแหน่งของค าคน้ท่ีปรากฏในเอกสาร ตวัอยา่งการค านวณดงัน้ี 
     1.1) ล าดับค าค้นจากผู้ใช้  ค านวณไดจ้ากสมการท่ี 4.4  
 
     𝑄𝑖  =  
𝑛−𝑖+1
∑ 𝑖
                  (4.4) 
 
     เม่ือ 
      𝑄𝑖   แทน ค่าน ้าหนกัค าคน้ท่ี 𝑖 
      𝑛   แทน จ านวนของค าคน้ 
𝑖   แทน ล าดบัของค าคน้ 
      ∑ 𝑖  แทน ผลรวมค่าล าดบัของค าคน้ทั้งหมด 
 
     ตัวอย่างที่ 4.4  การค านวณล าดบัค าคน้จากผูใ้ช้  กรณีผูใ้ช้ระบุค าคน้เขา้มา 3 
ค าค้น ได้แก่ อ้อย  น ้ าตาล และพันธ์ุ  ตามล าดับ ดังนั้ นล าดับความส าคัญของค าค้น อ้อย มี
ความส าคญัเท่ากบั 1  น ้ าตาล เท่ากบั 2 และพนัธ์ุ เท่ากบั 3 ตามล าดบั  ซ่ึงผลรวมค่าล าดบัค าคน้
ทั้งหมด เท่ากบั 6  แทนค่าในสมการท่ี 4.4 ดงัน้ี   
 
      𝑄ออ้ย  =  
3−1+1
6
     ดงันั้น  𝑄ออ้ย  = 0.50   
      𝑄น ้ าตาล  =  
3−2+1
6
    ดงันั้น  𝑄น ้ าตาล  = 0.33   
 
      𝑄พนัธุ์  =  
3−3+1
6
     ดงันั้น  𝑄พนัธุ์  = 0.17   
 
      ดงันั้นล าดบัความส าคญัของค าคน้ ออ้ย น ้ าตาล และพนัธ์ุ เท่ากบั 0.50, 
0.33 และ 0.17 ตามล าดบั 
 
 
 
98 
 
     1.2) ต าแหน่งของค าค้นทีป่รากฏในความรู้  ค านวณไดจ้ากสมการท่ี 4.5  
 
     𝑝𝑖  =  
𝑤𝑖
∑𝑤𝑖
                     (4.5) 
 
     เม่ือ 
      𝑝𝑖   แทน ค่าน ้าหนกัของต าแหน่งท่ี 𝑖  
𝑤𝑖  แทน น ้าหนกัของต าแหน่งท่ี 𝑖 ท่ีก าหนดไวเ้บ้ืองตน้ 
      ∑𝑤𝑖   แทน ผลรวมค่าน ้าหนกัของต าแหน่งท่ี 𝑖 ท่ีก าหนดไวเ้บ้ืองตน้ 
 
     ตัวอย่างที ่4.5 การค านวณต าแหน่งของค าคน้ท่ีปรากฏในความรู้ กรณีผูใ้ชร้ะบุ
ค าคน้เขา้มา 3 ค าคน้ ไดแ้ก่ ออ้ย  น ้าตาล และพนัธ์ุ  ตามล าดบั เช่น ล าดบัความส าคญัของค าคน้ออ้ย 
ท่ีปรากฏในช่ือเร่ือง เท่ากบั 1 ออ้ย  ปรากฏในค าส าคญั เท่ากบั 2 และออ้ยท่ีปรากฏในรายละเอียด 
เท่ากบั 3 เป็นตน้ ซ่ึงค่าความส าคญัของต าแหน่งท่ีปรากฏค าคน้ ดงัรูปท่ี 4.7 
 
 
 
 
 
 
รูปที ่4.7  ล าดบัค าส าคญัของต าแหน่งท่ีปรากฏค าคน้ 
 
     จากรูปท่ี 4.7 พบว่า ค  าค้น อ้อย ปรากฏในต าแหน่งช่ือเร่ือง ค าส าคญั และ
รายละเอียด ซ่ึงผลรวมล าดบัความส าคญัของต าแหน่งท่ีปรากฏค าคน้  ออ้ย  มีค่า (1+2+3) เท่ากบั 6   
“พนัธ์ุ” (2+3) เท่ากบั 5  และ น ้าตาล เท่ากบั 3 สามารถแทนค่าในสมการท่ี 4.4 ปรากฏผลการค านวณ
ดงัตารางท่ี 4.5 
 
 
 
 
ช่ือเร่ือง  : ออ้ย(1)       
ค าส าคญั : ออ้ย(2)   พนัธ์ุ(2)   
รายละเอียด : ออ้ย(3)  น ้าตาล(3)  พนัธ์ุ(3) 
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  ตารางที ่4.5  ตวัอยา่งการวเิคราะห์ต าแหน่งของค าคน้ท่ีปรากฏในความรู้ 
3 ค าคน้ 
ต าแหน่งค าคน้ท่ีปรากฏ/การก าหนดล าดบัความส าคญั 
ช่ือเร่ือง ค าส าคญั รายละเอียด 
ออ้ย 1
6
  = 0.17  
2
6
  = 0.33 
3
6
  = 0.5 
น ้าตาล   1
3
  = 1 
พนัธ์ุ  2
5
 = 0.4 
3
5
 = 0.6 
 
   2) การวัดความคล้ายคลึง  กระบวนการน้ีไดจ้ากการน าผลการค านวณ (1) ก าหนด
ล าดบัความส าคญัของค าคน้  (2) การให้น ้ าหนกัค าส าคญั และ (3) การค านวณระยะทางระหวา่งค า
ในโครงสร้างมาทดลองตามรูปแบบการทดลองในตารางท่ี 3.1 ตวัอยา่งการค านวณ ดงัน้ี 
 
    ตัวอย่างที ่4.6  การค านวณวดัความคลา้ยคลึง  
     เม่ือผูใ้ชร้ะบุค าคน้เขา้ จ  านวน 2 ค า ไดแ้ก่ k1 (Plant product) กับ k2 (Cereals, 
Maize)   เพื่อการคน้คืนความรู้ ซ่ึงค าคน้ปรากฏในความรู้หรือเอกสาร ดงัรูปท่ี 4.7   
 
 
 
 
 
 
รูปที ่4.8  ตวัอยา่งค าคน้ท่ีผูใ้ชร้ะบุเขา้มากบัค าคน้ท่ีปรากฏในความรู้หรือเอกสาร 
 
     1) น าผลการค านวณระยะทางระหวา่งค าในโครงสร้างมาค านวณระยะทาง
ระหว่างค าคน้กบัค าในความรู้หรือเอกสาร ดงัตารางท่ี 4.6 (อ้างอิงจากตารางผลลัพธ์การค านวณ
ระยะทางตารางท่ี 4.4) 
 
 
 
 
k1, k2 
Doc1: k1, k3  
Doc2: k2, k4 
  
ตวัอยา่งค าคน้ปรากฏในเอกสาร 
ผูใ้ชร้ะบุค าคน้เขา้มา 
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ตารางที ่4.6  ตวัอยา่งผลลพัธ์การค านวณระยะทางระหวา่งค าในโครงสร้าง 
ระยะทางระหว่างค า 
ในโครงสร้าง 
k1 k2 k3 k4 
k1 0 1 2 2 
k2 1 0 1 1 
k3 2 1 0 0 
k4 2 1 0 0 
* k1, k2 , k3, k4 คือ Plant product, Cereals, Maize, Corn starch, Corn flour  
 
    จากตารางท่ี 4.6 ค่าระยะทางระหว่างค าค้น k1 (Plant product)  กบั k2 (Cereals, 
Maize)    เท่ากบั 1  ซ่ึงค่าดงักล่าวน าไปค านวณระยะทางระหวา่งค าคน้กบัค าในความรู้ทั้งหมดไดใ้น
สมการท่ี 4.6 ประยกุตม์าจากแนวคิดของศุภกฤษฏ์ิ  นิวฒันากูล (2556) ดงัน้ี 
 
    𝐷𝑖𝑠𝑖 = exp (−min_dis(d
𝑖
 , q
j
))                     (4.6) 
 
    𝐷𝑖𝑠𝑖 = exp(−1)   = 0.367879 
 
ตารางที ่4.7  ตวัอยา่งการค านวณระยะทางระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร (𝐷𝑖𝑠𝑖) 
ค าค้น q
j
 ค าในความรู้หรือเอกสาร d
𝑖
 
k1 k2 k3 k4 
k1 1 0.367879 0.135335 0.135335 
k2 0.367879 1 0.367879 0.367879 
k3 0.135335 0.367879 1 1 
k4 0.135335 0.367879 1 1 
* k1, k2 , k3, k4 คือ Plant product, Cereals, Maize, Corn starch, Corn flour 
           
     2) น าค่าการค านวณระยะทางระหว่างค าคน้กบัค าในความรู้หรือเอกสาร 
(𝐷𝑖𝑠𝑖)  ในตารางท่ี 4.6 ไปค าณวณความคลา้ยคลึงกบัทุกความรู้หรือเอกสารตามรูปแบบการทดลอง
ในตารางท่ี 3.1  ซ่ึงการค านวณรูปแบบการทดลอง A1  ค  านวณไดจ้ากสมการท่ี 4.7 
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    Simk−corr =
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
T
  ×𝐶𝑜𝑟𝑟𝑗]
N
]
 
 
 
 
 
             (4.7) 
 
    เม่ือ   
     Simk−corr แทน ค่าความคลา้ยคลึงเชิงคความหมายจากการใหน้ ้าหนกั 
          ค าส าคญัดว้ยการวิเคราะห์ Corr 
       Dis𝑖  แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้ 
      T   แทน จ านวนค าในความรู้ 
      N   แทน จ านวนค าส าคญัในแต่ละความรู้ 
      𝐶𝑜𝑟𝑟𝑗   แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ Corr 
 
ตารางที ่4.8  การวดัความคลา้ยคลึงของค าคน้ k1 เทียบกบัค าในความรู้หรือเอกสาร  
ค าคน้จากผูใ้ช ้ k1 
เทียบกบัค าในความรู้หรือเอกสาร เทียบกบัค าในความรู้หรือเอกสาร 
Doc1 Dis𝑖  Dis𝑖2 Doc2 Dis𝑖  Dis𝑖2 
k1 1 1 k2 0.367879 0.135335 
k3 0.135335 0.018316 k4 0.135335 0.018316 
∑[Dis𝑖
2] 
 
 
1.018316  0.153651 
∑[Dis𝑖
2]
T
 
1.018316/2= 0.509158 
T  คือจ านวนค าใน Doc1 (k1,k3) 
0.153651/2 = 0.076825 
T  คือจ านวนค าใน Doc2 (k1,k4) 
√
∑[Dis𝑖
2]
T
  0.713553081  0.277173231 
√
∑[Dis𝑖
2]
T
× 𝐶𝑜𝑟𝑟𝑗   
(k1Doc1) 
0.713553081×0.62= 
0.44240291 
 
(k1Doc2)  
0.277173231×0.37= 
0.10255410 
* 𝐶𝑜𝑟𝑟𝑗  อ้างอิงผลการค านวณน า้หนักค าส าคัญด้วยการวิเคราะห์สัมประสิทธ์ิสหสัมพันธ์ (Corr) ตารางท่ี 4.3 
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ตารางที ่4.9  การวดัความคลา้ยคลึงของค าคน้ k2 เทียบกบัค าในความรู้หรือเอกสาร 
ค าคน้จากผูใ้ช ้ k2 
เทียบกบัค าในความรู้หรือเอกสาร เทียบกบัค าในความรู้หรือเอกสาร 
Doc1 Dis𝑖  Dis𝑖2 Doc2 Dis𝑖  Dis𝑖2 
k1 0.367879 0.135335 k2 1 1 
k3 0.367879 0.135335 k4 0.367879 0.135335 
∑[Dis𝑖
2] 
 
 
0.270671  1.135335 
∑[Dis𝑖
2]
T
 
0.270671/2= 0.135335 
T  คือจ านวนค าใน Doc1 (K1,K3) 
1.135335/2 = 0.567668 
T  คือจ านวนค าใน Doc2 (K1,K4) 
√
∑[Dis𝑖
2]
T
  0.713553081  0.277173231 
√
∑[Dis𝑖
2]
T
× 𝐶𝑜𝑟𝑟𝑗   
(k2Doc1) 
0.713553081×0.31= 
0.44240291 
 
(k2Doc2) 
0.277173231×0.31= 
0.17184740 
* 𝐶𝑜𝑟𝑟𝑗  อ้างอิงผลการค านวณน า้หนักค าด้วยการวิเคราะห์สัมประสิทธ์ิสหสัมพันธ์ (Corr) ตารางท่ี 4.3 
 
ฉะนั้น ∑ [√
∑[Dis𝑖
2]
T
  × 𝐶𝑜𝑟𝑟𝑗] ของ Doc1 =(k1Doc1) + (k2Doc1) = 0.88480582 
 
          Doc2 =(k1Doc2)  +  (k2Doc2) = 0.27440150 
 
  
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
T
  ×𝐶𝑜𝑟𝑟𝑗]
N
]
 
 
 
 
 
     ของ Doc1 =(k1Doc1) + (k2Doc1) /จ านวนค าคน้ 
 
= (k1Doc1) + (k2Doc1) /2  = 0.44240291 
          Doc2 =(k1Doc2)  +  (k2Doc2) /จ านวนค าคน้ 
            =(k1Doc2)  +  (k2Doc2) /2  = 0.13720075 
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     ดังนั้ น  กรณีผู ้ใช้ป้อนค าค้น k1, k2  เข้ามาค้นคืนความรู้หรือเอกสาร            
ความคลา้ยคลึงเชิงความหมายกบัความรู้ Doc1 เท่ากบั 0.44240291  และ  Doc2 เท่ากบั 0.13720075 
             
   จากตวัอยา่งการค านวณรูปแบบการทดลอง A1 งานวจิยัน้ีไดท้ดลองวดัความคลา้ยคลึง
เชิงความหมายตามรูปแบบการทดลองในตารางท่ี 3.1 ดงัน้ี     
     A2 ค านวณไดจ้ากสมการท่ี 4.8 
 
    Simk−corr−sw =
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
T
×𝐶𝑜𝑟𝑟𝑗×𝑆𝑊𝑗]
N
]
 
 
 
 
 
           (4.8) 
 
    เม่ือ  
     Simk−corr−𝑠𝑤  แทน ค่าความคลา้ยคลึงเชิงคความหมายจากการให้ 
            น ้าหนกัค าส าคญัดว้ยการวเิคราะห์ Corr กบั SW 
       Dis𝑖   แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าใน 
            ความรู้ 
       T    แทน จ านวนค าในเอกสาร 
        N    แทน จ านวนค าส าคญัในแต่ละความรู้ 
       𝐶𝑜𝑟𝑟𝑗    แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ Corr 
      𝑆𝑊𝑗    แทน ค่าความส าคญัของค าคน้จากผูใ้ช ้
 
     A3 ค านวณไดจ้ากสมการท่ี 4.9 
 
    Simk−corr−pw = ∑
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
T
×𝐶𝑜𝑟𝑟𝑗]
N
× 𝑃𝑊𝑗
]
 
 
 
 
 
          (4.9) 
 
    เม่ือ   
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     𝑆𝑖𝑚k−corr−𝑝𝑤   แทน ค่าความคลา้ยคลึงเชิงคความหมายจากการให้ 
            น ้าหนกัค าส าคญัดว้ยการวเิคราะห์ Corr 
            กบั PW 
       Dis𝑖   แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าใน 
            ความรู้ 
        T  แทน จ านวนค าในความรู้ 
        N   แทน จ านวนค าส าคญัในแต่ละความรู้ 
       𝐶𝑜𝑟𝑟𝑗    แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ Corr 
   𝑃𝑊𝑗    แทน ค่าความส าคญัของค าคน้ท่ีปรากฏในความรู้ 
 
     A4  ค านวณไดจ้ากสมการท่ี 4.10 
 
 𝑆𝑖𝑚k−corr−sw−pw = ∑
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
T
×𝐶𝑜𝑟𝑟𝑗×𝑆𝑊𝑗]
N
× 𝑃𝑊𝑘
]
 
 
 
 
 
        (4.10) 
 
    เม่ือ  
     𝑆𝑖𝑚k−corr−sw−𝑝𝑤   แทน ค่าความคลา้ยคลึงเชิงคความหมายจาก 
             การใหน้ ้าหนกัค าส าคญัดว้ยการวเิคราะห์ 
             Corr กบั SW และ PW 
          Dis𝑖  แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบั 
             ค าในความรู้  
         T   แทน จ านวนค าในความรู้ 
         N   แทน จ านวนค าส าคญัในแต่ละเอกสาร 
         𝐶𝑜𝑟𝑟𝑗   แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ Corr 
         𝑆𝑊𝑗   แทน ค่าน ้าหนกัล าดบัค าคน้จากผูใ้ช ้
         𝑃𝑊𝑘   แทน ค่าความส าคญัของค าคน้ท่ีปรากฏใน 
             ความรู้ 
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    รูปแบบการทดลอง B คือน าผลการค านวณน ้ าหนักค าส าคญัด้วยการวิเคราะห์
สัดส่วนของจ านวนเอกสารทั้งหมดกบัจ านวนของเอกสารท่ีปรากฏค าท่ีสนใจ (IDF) มี 4 รูปแบบ   
มีสมการ ดงัน้ี 
     B1 ค านวณไดจ้ากสมการท่ี 4.11 
 
      𝑆𝑖𝑚𝑘−𝑖𝑑𝑓 =
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
𝑇
×𝐼𝐷𝐹𝑗]
𝑁
]
 
 
 
 
 
            (4.11) 
 
    เม่ือ  
     Simk−𝑖𝑑𝑓  แทน ค่าความคลา้ยคลึงเชิงคความหมายจากการให้ 
           น ้าหนกัค าส าคญัดว้ยการวเิคราะห์ IDF 
        Dis𝑖  แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้ 
       T   แทน จ านวนค าในความรู้ 
       N   แทน จ านวนค าส าคญัในแต่ละความรู้ 
       𝐼𝐷𝐹𝑗   แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ IDF 
 
     B2 ค านวณไดจ้ากสมการท่ี 4.12 
 
    𝑆𝑖𝑚𝑘−𝑖𝑑𝑓−𝑠𝑤 =
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
𝑇
×𝐼𝐷𝐹𝑗×𝑆𝑊𝑗]
𝑁
]
 
 
 
 
 
          (4.12) 
 
    เม่ือ  
     𝑆𝑖𝑚𝑘−𝑖𝑑𝑓−𝑠𝑤  แทน ค่าความคลา้ยคลึงเชิงคความหมายจากการให้ 
 
            น ้าหนกัค าส าคญัดว้ยการวเิคราะห์ IDF กบั  
            SW 
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        Dis𝑖   แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าใน 
            ความรู้ 
       T    แทน จ านวนค าในความรู้ 
       N    แทน จ านวนค าส าคญัในแต่ละความรู้ 
       𝐼𝐷𝐹𝑗    แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ IDF 
      𝑆𝑊𝑗    แทน ค่าความส าคญัของค าคน้จากผูใ้ช ้
 
     B3 ค านวณไดจ้ากสมการท่ี 4.13 
 
    𝑆𝑖𝑚𝑘−𝑖𝑑𝑓−𝑝𝑤 = ∑
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
𝑇
×𝐼𝐷𝐹𝑗]
𝑁
× 𝑃𝑊𝑘
]
 
 
 
 
 
        (4.13) 
 
    เม่ือ  
     𝑆𝑖𝑚𝑘−𝑖𝑑𝑓−𝑃𝑊  แทน ค่าความคลา้ยคลึงเชิงคความหมายจากการให้ 
            น ้าหนกัค าส าคญัดว้ยการวเิคราะห์ IDF กบั PW 
        Dis𝑖   แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าใน 
            ความรู้ 
       T    แทน จ านวนค าในความรู้ 
       N    แทน จ านวนค าส าคญัในแต่ละความรู้ 
       𝐼𝐷𝐹𝑗    แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ IDF  
      𝑃𝑊𝑗    แทน ค่าความส าคญัของค าคน้ท่ีปรากฏในความรู้ 
 
     B4 ค านวณไดจ้ากสมการท่ี 4.14 
 
    𝑆𝑖𝑚𝑘−𝑖𝑑𝑓−𝑠𝑤−𝑝𝑤 = ∑
[
 
 
 
 
 ∑[√
∑[Dis𝑖
2]
𝑇
×𝐼𝐷𝐹𝑗×𝑆𝑊𝑗]
𝑁
× 𝑃𝑊𝑘
]
 
 
 
 
 
      (4.14) 
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    เม่ือ  
     𝑆𝑖𝑚𝑘−𝑖𝑑𝑓−𝑆𝑊−𝑃𝑊  แทน ค่าความคลา้ยคลึงเชิงคความหมายจาก 
             การใหน้ ้าหนกัค าส าคญัดว้ยการวเิคราะห์  
             IDF กบั SW และ PW 
         Dis𝑖   แทน ค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าใน 
             ความรู้ 
        T    แทน จ านวนค าในความรู้ 
        N    แทน จ านวนค าส าคญัในแต่ละความรู้ 
        𝐼𝐷𝐹𝑗    แทน ค่าน ้าหนกัค าส าคญัดว้ยการวิเคราะห์ IDF 
        𝑆𝑊𝑗    แทน ค่าความส าคญัของค าคน้จากผูใ้ช ้
       𝑃𝑊𝑗    แทน ค่าความส าคญัของค าคน้ท่ีปรากฏใน 
             ความรู้ 
 
4.2 การประเมนิประสิทธิภาพการสืบค้นเชิงความหมาย 
  การประเมินประสิทธิภาพการสืบคน้เชิงความหมายเร่ิมจากผูใ้ชใ้ส่ค าส าคญัในการคน้หา
เขา้มาผา่นส่วนติดต่อผูใ้ชง้านเปรียบเทียบกบัความรู้หรือเอกสารท่ีเป็นค าตอบท่ีมีการสร้างชุดเฉลย
ไวแ้ลว้จากผูเ้ช่ียวชาญ แสดงผลค าตอบนั้นผา่นเวบ็เบราวเ์ซอร์ พฒันาโดยใชภ้าษาพีเอช และ RDF 
API for PHP  ส าหรับเช่ือมต่อระหวา่งโครงสร้างออนโทโลยีกบัการสืบคน้ความรู้ สอบถามความรู้
จากการประมวลขอ้ค าถามหรือค าคน้โดยใชภ้าษาสปาร์เก้ิล เพื่ออ านวยความสะดวกในการทดสอบ
ระบบ โดยการทดสอบระบบจะน าเสนอเป็น 3 ส่วน ไดแ้ก่ (1) การส ารวจค าคน้ความรู้ดา้นพืชไร่
โดยผูใ้ช ้(2) การประเมินประสิทธิภาพการให้น ้ าหนกัค าส าคญั และ (3) การประเมินประสิทธิภาพ
การวดัความคลา้ยคลึงเชิงความหมาย โดยมีรายละเอียดดงัน้ี 
 4.2.1 ผลประเมินการส ารวจค าค้นความรู้ด้านพืชไร่โดยผู้ใช้ 
   1) ขอ้มูลพื้นฐานของผูต้อบแบบสอบถาม โดยผูต้อบแบบสอบถาม ไดแ้ก่ ประชาชน
เขตอ าเภอเมืองกาฬสินธ์ุ  จ  านวน 384 คน ดงัตารางท่ี 4.10 
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ตารางที ่4.10  ขอ้มูลทัว่ไปของผูต้อบแบบสอบถามค าคน้ส าหรับสืบคน้ความรู้ดา้นพืชไร่ 
ขอ้มูลทัว่ไปของผูต้อบแบบสอบถาม จ านวน ร้อยละ 
1.  เพศ   
ชาย 171 44.50 
หญิง 213 55.50 
รวม 384 100.00 
2.  อาย ุ   
ต ่ากวา่ 20 ปี 79 20.60 
21-40 ปี 145 37.80 
41-60 ปี  119 31.00 
ตั้งแต่ 60 ปีข้ึนไป 41 10.70 
รวม 384 100.00 
3.  อาชีพ   
เกษตรกร  132 34.40 
นกัเรียนหรือนกัศึกษา 108 28.10 
ธุรกิจส่วนตวัหรือคา้ขาย  85 22.10 
ขา้ราชการหรือพนกังานรัฐวิสาหกิจ 39 10.20 
ลูกจา้งหรือพนกังานบริษทั  20 5.20 
รวม 384 100.00 
 
    จากตารางท่ี 4.10 พบวา่ ผูต้อบแบบสอบถามค าคน้ส าหรับความรู้ดา้นพืชไร่ ส่วน
ใหญ่เป็นเพศหญิง ร้อยละ (55.50)  อายรุะหวา่ง 21-40 ปี ร้อยละ (37.80)  รองลงมา 41-60 ปี ร้อยละ 
(31.00) อาชีพเกษตรกร ร้อยละ (34.40)  รองลงมานกัเรียนหรือนกัศึกษา ร้อยละ (28.10)    
   2) ความคิดเห็นเก่ียวกบัค าคน้ส าหรับสืบคน้ความรู้ดา้นพืชไร่ 
    แบบสอบถามค าค้นส าหรับความรู้ด้านพืชไร่ มีจ  านวน 181 ค า ให้ผู ้ตอบ
แบบสอบถามเลือกค าคน้ท่ีจะน ามาใช้สืบค้นความรู้ พบว่ามีผูต้อบแบบสอบถามค าคน้มีความ
คิดเห็นเก่ียวกบัค าคน้ส าหรับความรู้ดา้นพืชไร่ท่ีไดร้้อยละ 25 ข้ึนไป มีจ านวน 100 ค า (รายละเอีดย
ภาคผนวก ข)  โดยผูเ้ช่ียวชาญเลือก 1-3 ค าคน้ แนวคิดมาจาก เจษฎา สิงห์ทองชยัและคณะ (Jatsada 
Singthongchai, et. al., 2012)  ได้ค  าค้นจ านวน 100 ชุด เพื่อใช้ในการประเมินประสิทธิภาพการ
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สืบคน้ 2 ส่วน ไดแ้ก่ การประเมินประสิทธิภาพการให้น ้ าหนกัค าส าคญั และประเมินประสิทธิภาพ
การวดัความคลา้ยคลึง ดงัน้ี   
 
 4.2.2 การประเมินประสิทธิภาพการให้น า้หนักค าส าคัญ 
   การให้น ้ าหนักค าส าคัญเร่ิมจากผูใ้ช้ใส่ค าส าคัญในการค้นเข้ามาผ่านส่วนติดต่อ
ผูใ้ชง้าน แสดงผลลพัธ์ผา่นเวบ็เบราวเ์ซอร์ โดยเปรียบเทียบวิธีการให้น ้ าหนกัค าดว้ย การวิเคราะห์
สัมประสิทธ์ิสหสัมพนัธ์ (Corr) กบัการให้น ้ าหนักด้วยการวิเคราะห์สัดส่วนของจ านวนความรู้
ทั้งหมดกบัจ านวนของความรู้ท่ีปรากฏค าท่ีสนใจ (IDF) ความคาดหวงัในกระบวนการใหน้ ้าหนกัค า
ต้องการให้มีค่าเข้าใกล้ 1 และค่าน ้ าหนักท่ีได้จะส่งผลต่อการเรียงล าดับข้อมูล  การประเมิน
ประสิทธิภาพการใหน้ ้าหนกัค า ประกอบดว้ย (1) ค่าความแม่นย  าเฉล่ีย (MRR) ซ่ึงค าคน้จะถูกน าไป
คน้คืนกบัความรู้หรือเอกสารท่ีเป็นค าตอบจากการสร้างชุดเฉลยไวแ้ลว้ของผูเ้ช่ียวชาญเทียบอนัดบั
กบัค าตอบท่ีระบบเลือก  (2) ค่าความผดิพลาด (SSE) โดยมีรายละเอียดดงัน้ี 
    ตัวอย่างที ่4.7  การวดัประสิทธิภาพดว้ยค่าความแม่นย  าเฉล่ีย (MRR) 
    ค่าความแม่นย  าเฉล่ียเป็นการวดัประสิทธิภาพของการจดัอนัดบัของค าตอบ หรือ
ผลลพัธ์จากการสืบคน้ความรู้ ซ่ึงผูเ้ช่ียวชาญมีการท าเฉลยจดัล าดบัค าตอบความรู้หรือเอกสารไว้
แลว้ โดยเปรียบเทียบกบัการจดัอนัดบัค าตอบของระบบ ซ่ึงมีตวัอยา่งการค านวณ ดงัน้ี 
 
ตารางที ่4.11  ตวัอยา่งการวดัประสิทธิภาพดว้ยค่าความแม่นย  าเฉล่ีย (MRR) จากการสืบคน้ 
ค าคน้จากผูใ้ช ้
อนัดบัค าตอบ 
ค านวณการจดัอนัดบั 
ผูเ้ช่ียวชาญเลือก ระบบเลือก 
(1) กรณีเลือกค าตอบการจดัอนัดบัตรงกนั  
ออ้ย   Doc1 Doc1 1/(4×1) =0.25 
Doc2 Doc2 1/(4×1) =0.25 
Doc3 Doc3 1/(4×1) =0.25 
 Doc4 Doc4 1/(4×1) =0.25 
ค่าความแม่นย  าเฉล่ีย (MRR) 1 
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ตารางที ่4.11  ตวัอยา่งการวดัประสิทธิภาพดว้ยค่าความแม่นย  าเฉล่ีย (MRR) จากการสืบคน้ (ต่อ) 
ค าคน้จากผูใ้ช ้
อนัดบัค าตอบ 
ค านวณการจดัอนัดบั 
ผูเ้ช่ียวชาญเลือก ระบบเลือก 
(2) กรณีเลือกค าตอบการจดัอนัดบัไม่ตรงกนั  
ออ้ย   Doc1 Doc1 1/(4×1) =0.25 
Doc3 Doc2 1/(4×2) =0.125 (Doc3 อยู่ต  า่กว่า 1 อันดับ) 
Doc2 Doc3 1/(4×1) =0.25 
Doc4 Doc4 1/(4×1) =0.25 
ค่าความแม่นย  าเฉล่ีย (MRR) 0.875 
(3) กรณีเลือกค าตอบการจดัอนัดบัไม่ตรงกนั  
ออ้ย   Doc3 Doc1 1/(4×3) =0.083 (Doc3 อยู่ต  า่กว่า 2 อันดับ) 
Doc1 Doc2 1/(4×1) =0.25 (Doc1 อยู่สูงกว่า 1 อันดับ) 
Doc4 Doc3 1/(4×2) =0.125 (Doc4 อยู่ต  า่กว่า 1 อันดับ) 
Doc2 Doc4 1/(4×1) =0.25 (Doc2 อยู่สูงกว่า 2 อันดับ) 
ค่าความแม่นย  าเฉล่ีย (MRR) 0.71 
* ค าตอบท่ีระบบเลือกกรณีอยูสู่งกวา่ค าตอบท่ีผูเ้ช่ียวชาญเลือกเป็นการจดัล าดบัท่ีดีกวา่ 
 
    ตัวอย่างที ่4.8  การค านวณค่าความผดิพลาด (SSE) 
    เม่ือผูใ้ชร้ะบุค า “ออ้ย” “การปลูก” เป็นค าคน้ สมมุติน ้าหนกัค าส าคญั เท่ากบั 0.25  
และ 0.5 ตามล าดบั ซ่ึงมีค าส าคญั จ านวน 2 ค า การค าณวณค่าความผดิพลาดแทนค่าในสมการท่ี 3.4 
ดงัน้ี 
      ค่าความผดิพลาด = ((1-ค่าน ้าหนกัค าส าคญัท่ี 1)จ านวนค าคน้(1-ค่าน ้าหนกั
ค าส าคญัท่ี 1)จ านวนค าคน้ 
      ค่าความผดิพลาด = ((1-0.25)2+(1-0.5)2)/2 
      ซ่ึงค่าน ้าหนกัค าส าคญัท่ีใกล ้1 แลว้น าไปลบ (–) กบั 1 จะไดค้่าความ
ผดิพลาดท่ีนอ้ย 
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ตารางที ่4.12  ตวัอยา่งประสิทธิภาพการใหน้ ้าหนกัค าคน้  
1-3 ค าคน้ 
ความแม่นย  าเฉล่ีย ความผดิพลาด 
IDF   Corr IDF Corr 
พืชไร่ 0.773 0.773 0.080 0.087 
มนัส าปะหลงั  พนัธ์ุ  ดินท่ีเหมาะสม 0.784 0.784 0.100 0.093 
ออ้ย  การปลูก 0.853 0.859 0.098 0.093 
น ้าตาล  การแปรรูป 0.942 0.968 0.102 0.102 
ขา้วโพด  เทคโนโลยหีลงัการเก็บเก่ียว 0.771 0.780 0.092 0.086 
ขา้วโพด  พนัธ์ุ  0.934 0.948 0.102 0.098 
ขา้วโพด  การบ ารุงรักษา วธีิเพาะปลูก 0.913 0.916 0.102 0.099 
ปุ๋ย 0.775 0.796 0.090 0.087 
ออ้ย  โรค  สารป้องกนัก าจดัแมลง 0.803 0.819 0.090 0.088 
มนัส าปะหลงั  สารฆ่าแมลง 0.888 0.909 0.095 0.096 
เฉลีย่ 100 ค าค้น 0.860 0.906 0.104 0.097 
   ท่ีมา : จากการศึกษา (รายละเอียดภาคผนวก ข) 
   *Corr  หมายถึง การให้น า้หนักด้วยการวิเคราะห์สัมประสิทธ์ิสหสัมพันธ์ (Correlation Coefficient) 
     IDF  หมายถึง การให้น า้หนักด้วยการวิเคราะห์สัดส่วนของจ านวนความรู้ท้ังหมดกับจ านวนของความรู้ 
                           ท่ีปรากฏค าท่ีสนใจ (Inverse document frequency) 
 
 จากตารางท่ี 4.12 พบวา่การให้น ้ าหนกัค าดว้ยการวิเคราะห์สัมประสิทธ์ิสหสัมพนัธ์ (Corr)    
มีค่าความแม่นย  าเฉล่ีย (MRR) เท่ากบั 0.906 และมีค่าความผิดพลาด (SSE) เท่ากบั 0.097  ซ่ึงให้ผล
ดีกวา่ทั้งในดา้นของความแม่นย  าเฉล่ีย และมีค่าความผิดพลาดท่ีนอ้ยกวา่วิธีการให้น ้ าหนกัดว้ย IDF  
แสดงดงัรูปท่ี 4.9 – 4.11 
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รูปที ่4.8  ผลการเปรียบเทียบค่าความแม่นย  าเฉล่ีย  (MRR)  
 
 
 
รูปที ่4.9  ผลการเปรียบเทียบค่าความผดิพลาด (SSE) 
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รูปที ่4.10  ผลเปรียบเทียบค่าความแม่นย  าเฉล่ีย  และค่าความผดิพลาด 
 
   ข้อค้นพบส าหรับการในกระบวนการน้ีพบว่าขั้นตอนการให้น ้ าหนักค าด้วยการ
วเิคราะห์สัมประสิทธ์ิสหสัมพนัธ์ (Corr) มีประสิทธิภาพของการจดัอนัดบัแม่นย  าเฉล่ียดีกวา่การให้
น ้ าหนกัค าดว้ยการวิเคราะห์ค่าสัดส่วนของจ านวนเอกสารทั้งหมดกบัจ านวนของเอกสารท่ีปรากฏ
ค าท่ีสนใจ (IDF) และจากการค านวณค่าความผิดพลาด พบวา่ขั้นตอนวิธีการให้น ้ าหนกัค าดว้ยการ
วเิคราะห์สัมประสิทธ์ิสหสัมพนัธ์มีความผดิพลาดต ่ากวา่วธีิการใหน้ ้าหนกัดว้ย IDF 
 
 4.2.3 การประเมินประสิทธิภาพการวดัความคล้ายคลงึเชิงความหมาย 
   งานวิจัยน้ีได้ทดลองประเมินประสิทธิภาพการวดัความคล้ายคลึงเชิงความหมาย       
ดว้ยค่าความแม่นย  าเฉล่ีย (MRR) ค่าความแม่นย  า (Precision)  ค่าความระลึก (Recall)  และ ค่าความ
ถ่วงดุล (F-measure)  ตามรูปแบบการทดลองตารางท่ี 3.1 ใน 2 รูปแบบ คือ  
    (1) รูปแบบการทดลอง A ท่ีน าผลการค านวณน ้าหนกัค าส าคญัดว้ยการวเิคราะห์
สัมประสิทธ์ิสหสัมพนัธ์ (Corr) มาใชส้ าหรับการวดัความคลา้ยคลึงเชิงความหมาย แบ่ง 4 ลกัษณะ 
ไดแ้ก่ 
     (A1) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร
โดยวดัระยะทางระหวา่งโหนดของค าในโครงสร้าง มาค านวณกบัค่าน ้ าหนกัค าส าคญัดว้ยวิเคราะห์
สัมประสิทธ์ิสหสัมพนัธ์  
0.86 0.906
0.104 0.097
0
0.2
0.4
0.6
0.8
1
MRR Idf MRR Corr SSE Idf SSE Corr
ค่าเฉล่ียจากค าคน้ 100 ค า
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     (A2) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร 
โดยวดัระยะทางระหวา่งโหนดของค าในโครงสร้าง มาค านวณกบัค่าน ้ าหนกัค าส าคญัดว้ยวิเคราะห์
สัมประสิทธ์ิสหสัมพนัธ์ และค่าล าดบัความส าคญัค าคน้จากผูใ้ช ้(SW)  
     (A3) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร 
โดยวดัระยะทางระหวา่งโหนดของค าในโครงสร้าง มาค านวณกบัค่าน ้ าหนกัค าส าคญัดว้ยวิเคราะห์
สัมประสิทธ์ิสหสัมพนัธ์ และค่าล าดบัความส าคญัค าคน้จากต าแหน่งของค าคน้ท่ีปรากฏในความรู้ 
(PW) 
     (A4) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร 
โดยวดัระยะทางระหวา่งโหนดของค าในโครงสร้าง มาค านวณกบัค่าน ้ าหนกัค าส าคญัดว้ยวิเคราะห์
สัมประสิทธ์ิสหสัมพนัธ์ และค่าล าดบัความส าคญัค าคน้จากผูใ้ช ้และค่าล าดบัความส าคญัค าคน้จาก
ต าแหน่งของค าคน้ท่ีปรากฏในความรู้  
    (2) รูปแบบการทดลอง B ท่ีน าผลการค านวณน ้าหนกัค าส าคญัดว้ยการวิเคราะห์
สัดส่วนของจ านวนเอกสารทั้งหมดกบัจ านวนของเอกสารท่ีปรากฏค าท่ีสนใจ (IDF) ไดแ้ก่ 
     (B1) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร
โดยวดัระยะทางระหว่างโหนดของค าในโครงสร้าง มาค านวณกบัสัดส่วนของจ านวนเอกสาร
ทั้งหมดกบัจ านวนของเอกสารท่ีปรากฏค าท่ีสนใจ  
     (B2) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร 
โดยวดัระยะทางระหว่างโหนดของค าในโครงสร้าง มาค านวณกบัสัดส่วนของจ านวนเอกสาร
ทั้งหมดกบัจ านวนของเอกสารท่ีปรากฏค าท่ีสนใจ และค่าล าดบัความส าคญัค าคน้จากผูใ้ช ้(SW) 
     (B3) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร 
โดยวดัระยะทางระหว่างโหนดของค าในโครงสร้าง มาค านวณกบัสัดส่วนของจ านวนเอกสาร
ทั้งหมดกบัจ านวนของเอกสารท่ีปรากฏค าท่ีสนใจ และค่าล าดบัความส าคญัค าคน้จากต าแหน่งของ
ค าคน้ท่ีปรากฏในความรู้ (PW) 
     (B4) การน าค่าระยะทางสั้นท่ีสุดระหวา่งค าคน้กบัค าในความรู้หรือเอกสาร 
โดยวดัระยะทางระหว่างโหนดของค าในโครงสร้าง มาค านวณกบัสัดส่วนของจ านวนเอกสาร
ทั้งหมดกบัจ านวนของเอกสารท่ีปรากฏค าท่ีสนใจ และค่าล าดบัความส าคญัค าคน้จากผูใ้ช ้และค่า
ล าดบัความส าคญัค าคน้จากต าแหน่งของค าคน้ท่ีปรากฏในความรู้  
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    ผลการประเมินประสิทธิภาพการวดัความคลา้ยคลึงเชิงความหมาย จากการทดลอง
ดว้ย 1-3 ค าคน้ แนวคิดมาจาก เจษฎา สิงห์ทองชยัและคณะ (Jatsada Singthongchai, et. al., 2012)  
ปรากฏดงัน้ี 
 
 
 
รูปที ่4.11  เปรียบเทียบประสิทธิภาพค่าความถ่วงดุลรูปแบบการทดลอง A และ B 
 
    จากรูปท่ี 4.11  ผลการเปรียบเทียบประสิทธิภาพการวดัความคล้ายคลึงจากการ
สืบคน้โดยใชค้่าความถ่วงดุล (F-measure) ท่ีสะทอ้นจากค่าความแม่นย  า (Precision)  และ ค่าความ
ระลึก (Recall)  ของรูปแบบการทดลอง 8 ลกัษณะ คือ A1, A2, A3, A4, B1, B2, B3, B4  มีผลต่อ
ประสิทธิภาพการสืบคน้ท่ีแตกต่างกนั พบว่ารูปแบบการทดลอง A4  ให้ผลการสืบคน้มีค่าความ
ถ่วงดุลสูงกวา่การทดลองทุกลกัษณะ มีค่าความถ่วงดุลเท่ากบั 0.8596 เพราะการก าหนดเกณฑ์เลือก
ความรู้หรือเอกสารแบบไดนามิกเกณฑ์ท่ีเลือกจากค่าต ่าสุดของความรู้หรือเอกสารท่ีคน้พบ (เลือก
ทุกความรู้ท่ีพบว่าเก่ียวขอ้ง) ท าให้ได้ผลลพัธ์ท่ีได้มีปริมาณมาก มีความครบถว้นของความรู้เม่ือ
เทียบกบัความรู้ท่ีควรไดท้ั้งหมด จากอตัราส่วนระหว่างจ านวนความรู้ท่ีคน้คืนถูกตอ้งกบัจ านวน
ความรู้ท่ีถูกตอ้งทั้งหมดของระบบจึงส่งผลให้ค่าความระลึก (Recall) มีค่าเป็น 1 เสมอจึงส่งผลต่อ
ความถ่วงดุล  และท่ีส าคญัการทดลองลกัษณะของ A4 ไดน้ าค่าการค านวณระยะทางระหวา่งโหนด
ของค าในโครงสร้างลักษณะค ากวา้งกว่า ค  าแคบกว่า ค  าท่ีเก่ียวข้อง และค าเหมือน ท่ีค านึงถึง
ความหมายของค ามาค านวณร่วมกบัการใหค้วามส าคญักบัผูใ้ชจ้ากล าดบัค าคน้ และความส าคญัของ
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เปรียบเทียบค่าความถ่วงดุลของรูปแบบการทดลอง A และ B
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ค าศพัท์ท่ีปรากฏในต าแหน่งต่าง ๆ ของความรู้อาจเป็นสาเหตุท่ีส าคญัท่ีท าให้ความครบถว้นของ
เน้ือหาความรู้ท่ีเก่ียวขอ้งกบัค าคน้ และผลลพัธ์ท่ีเก่ียวขอ้งค่อนขา้งสูง  
 
  
รูปที ่4.12  เปรียบเทียบประสิทธิภาพค่าความแม่นย  าเฉล่ียรูปแบบการทดลอง A และ B 
 
    จากรูปท่ี 4.12  ผลการเปรียบเทียบประสิทธิภาพการวดัความคล้ายคลึงจากการ
สืบคน้โดยใชค้่าความแม่นย  าเฉล่ีย (MRR) ของรูปแบบการทดลอง 8 ลกัษณะ คือ A1, A2, A3, A4, 
B1, B2, B3, B4  มีผลต่อประสิทธิภาพการสืบคน้ท่ีแตกต่างกนั พบวา่รูปแบบการทดลอง B3 ให้ผล
การสืบคน้มีค่าความแม่นย  าเฉล่ีย สูงกว่าการทดลองทุกลกัษณะ มีค่าความแม่นย  าเฉล่ีย เท่ากับ 
0.8661 และขอ้สังเกตุคือการทดลองลกัษณะ B1, B2, B3 มีค่าความแม่นย  าเฉล่ียสูงกว่าการทดลอง  
A1, A2, A3, A4 ทุกกรณี เพราะรูปแบบการทดลอง B1, B2, B3 และ B4  มีการค านวณน ้ าหนกัค า
ส าคญัมีการใช้ความถ่ีของค าท่ีปรากฏในความรู้หรือเอกสารเพียงอย่างเดียวไม่มีการค านึงถึง
ความหมายของค า โดยถือว่าแต่ละค าเป็นอิสระต่อกัน ซ่ึงความเป็นจริงแล้วค าแต่ละค าอาจมี
ความสัมพนัธ์กนัเชิงความหมาย หรือใกลเ้คียงกนั จึงเป็นสาเหตุส าคญัไม่สามารถเช่ือมโยงไปยงั
ความรู้หรือเอกสารท่ีเก่ียวไดค้รบถว้น จึงท าให้ผลลพัธ์ท่ีไดมี้ปริมาณนอ้ยส่งผลต่อค่าความแม่นย  า
เฉล่ียท่ีสูง 
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0.8319 0.8345
0.8478
0.8661 0.8594
0.74
0.76
0.78
0.8
0.82
0.84
0.86
0.88
A1 A2 A3 A4 B1 B2 B3 B4
เปรียบเทียบค่าความแม่นย  าเฉล่ีย รูปแบบการทดลอง A และ B
  
บทที่ 5 
สรุป อภิปราย และขอเสนอแนะ 
 
  ในสวนของบทที่ 5นี้เปนการสรุป และอภิปรายผลการวิจัยออกแบบและพัฒนาแบบจําลอง
การสืบคนเชิงความหมายสําหรับความรูดานพืชไร พรอมทั้งไดขอเสนอแนะ และแนวทางการ
ประยุกตงานวิจัยคร้ังตอไป ซ่ึงมีรายละเดียดดังตอไปนี้  
  5.1 สรุปผลการวิจัย 
  5.2 อภิปรายผลการวิจัย 
  5.3 ขอจํากัดของการวิจัย 
  5.4 การประยุกตผลการวิจัย 
  5.5 ขอเสนอแนะ 
 
5.1  สรุปผลการวิจัย 
  งานวิจัยนี้ไดศึกษาและวิเคราะหขั้นตอนวิธีการสืบคนความรูดานพืชไร โดยใชออนโทโลยี
อธิบายความหมาย ความสัมพันธและโครงสรางของขอมูลผานภาษาโอดับเบิ้ลยูแอล (Web 
Ontology Language: OWL) ซ่ึงประยุกตการจัดความรูใหเปนระบบโดยใชออนโทโลยีดานไมผล
เศรษฐกิจที่วิจัยและพัฒนาขึ้นโดยศุภกฤษฏิ์ นิวัฒนากูล (2556)มีรายละเอียดของการสรุปผลการวิจัย 
ดังนี้ 
 
  5.1.1 การออกแบบจําลองการสืบคนเชิงความหมายสําหรับความรูดานพืชไร (Semantic 
Search Model for Agronomy Knowledge: SeeAgrow) ประกอบดวยการทํางาน 2สวน คือ การจัด
ความรูใหเปนระบบ และการสืบคนเชิงความหมาย 
    5.1.1.1 การจัดความรูใหเปนระบบ ประกอบดวย 3 ขั้นตอนหลัก คือ 1) การ
ออกแบบโครงสรางคลาสจัดเก็บความรูดานพืชไร 2) การกาํหนดความสัมพันธของคําสําคัญ และ
สรางคลังคํา และ 3) การประมวลความรูดานพืชไร ไดแก 3.1) การคํานวณความถี่ของคําที่ปรากฏ
ในความรูพืชไร 3.2) การคํานวณน้ําหนักคํา และ 3.3) การคํานวณระยะทางสั้นที่สุดระหวางคําใน
โครงสราง 
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    5.1.1.2 การสืบคนเชิงความหมาย ประกอบดวยกระบวนการ 3 สวน คือ  
1) การกําหนดลําดับความสําคัญของคําคนมี 2 กระบวนการ คือวิเคราะหจากลําดับคําคนจากผูใช 
และตําแหนงของคําคนที่ปรากฏในเอกสาร2) การใหน้ําหนักคําสําคัญ และ 3) การวัดความ
คลายคลึงเชิงความหมาย 
 
   5.1.2 การประเมนิประสิทธิภาพ 
     5.1.2.1 การประเมินประสิทธิภาพการใหน้ําหนักคําสําคัญ ดวยการวิเคราะห
สัมประสิทธิ์สหสัมพันธ (Corr)มีคาความแมนยําเฉลี่ย (MRR) เทากับ 0.906 และมีคาความผิดพลาด 
(SSE) เทากับ 0.097 ซ่ึงใหผลดีกวาทั้งในดานของความแมนยําเฉลี่ย และมีคาความผิดพลาดที่นอย
กวาวิธีการใหน้ําหนักดวย IDF 
     5.1.2.2 การประเมินประสิทธิภาพการวัดความคลายคลึงเชิงความหมาย 
       1) ผลการเปรียบเทียบประสิทธิภาพการวัดความคลายคลึงจากการ
สืบคนโดยใชคาความถวงดุล (F-measure)ที่สะทอนจากคาความแมนยํา (Precision)  และ คาความ
ระลึก (Recall)  ของรูปแบบการทดลอง 8 ลักษณะ คือ A1, A2, A3, A4, B1, B2, B3, B4  มีผลตอ
ประสิทธิภาพการสืบคนที่แตกตางกัน พบวารูปแบบการทดลอง A4  ใหผลการสืบคนมีคาความ
ถวงดุลสูงกวาการทดลองทุกลักษณะ มีคาความถวงดุลเทากับ 0.8596และขอสังเกตุคือการทดลอง
ลักษณะ A1, A2, A3, A4ที่ใหน้ําหนักคําดวยการวิเคราะหสัมประสิทธิ์สหสัมพันธ (Corr) มีคาความ
ถวงดุลสูงกวาการทดลอง  A1, A2, A3, A4 ทุกกรณี 
       2) ผลการเปรียบเทียบประสิทธิภาพการวัดความคลายคลึงจากการ
สืบคนโดยใชคาความแมนยําเฉลี่ย (MRR)ของรูปแบบการทดลอง 8 ลักษณะ คือ A1, A2, A3, A4, 
B1, B2, B3, B4 มีผลตอประสิทธิภาพการสืบคนที่แตกตางกัน พบวารูปแบบการทดลอง B3 ใหผล
การสืบคนมีคาความแมนยําเฉลี่ย สูงกวาการทดลองทุกลักษณะ มีคาความแมนยําเฉลี่ย เทากับ 
0.8661 และขอสังเกตุคือการทดลองลักษณะ B1, B2, B3, B4 ที่ใหน้ําหนักคําดวยการวิเคราะห IDF 
มีคาความแมนยําเฉลี่ยสูงกวาการทดลอง A1, A2, A3, A4 ทุกกรณี 
 
5.2  อภิปรายผลการวิจัย 
  การออกแบบและพัฒนาแบบจําลองการสืบคนเชิงความหมายสําหรับความรูดานพืชไร 
ประกอบดวย 2สวน คือการจัดความรูใหเปนระบบ และการสืบคนเชิงความหมาย โดยจัดลําดับ
ผลลัพธตามผลการเปรียบเทียบความคลายคลึงระหวางเอกสารความรูดานพืชไร ซ่ึงผลที่ไดจาการ
วิจัยในครั้งนี้มีขออภิปรายดังนี้ 
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   5.2.1 ผลท่ีไดจากการวิจัย เปนไปตามวัตถปุระสงค คือ 
     1. การออกแบบจําลองการสืบคนเชิงความหมายสําหรับความรูดานพืชไร 
(Semantic Search Model for Agronomy Knowledge: SeeAgrow) งานวิจัยนี้ไดวิเคราะห
กระบวนการทํางาน 2 สวน คือการจัดความรูใหเปนระบบ และการสืบคนเชิงความหมายซึ่งการ
ออกแบบการจัดความรูใหเปนระบบประกอบดวย 3 ขั้นตอนหลัก คือ 1)การออกแบบโครงสราง
คลาสจัดเก็บความรูดานพืชไร 2)การกําหนดความสัมพันธของคําสําคัญ และสรางคลังคํา และ3) 
การประมวลความรูดานพืชไร ไดแก 3.1) การคํานวณความถี่ของคําที่ปรากฏในความรูพืชไร 3.2) 
การคํานวณน้ําหนักคํา  และ 3.3) การคํานวณระยะทางสั้นที่สุดระหวางคําในโครงสราง ซ่ึงเก็บไว
ในรูปแบบของไฟลขอความ ที่เปนเชนนี้มีสาเหตุมาจากผูวิจัยไดทําการศึกษาปญหาจากแนวคิดการ
สืบคนความรู เอกสารและงานวิจัยที่เกี่ยวของแลวพบปญหาใน 2 ประเด็นหลัก ไดแก การจัดความรู
ใหเปนระบบ และการสืบคนความรู ซ่ึงการจัดความรูใหเปนระบบผูวิจัยไดประยุกตใชออนโทโลยี
ไมผลเศรษฐกิจ (ThaiFO Ontology) และการสรางคลังคําที่ใชตัวแบบการแทนความรูเอสเคโอ 
เพราะมีโครงสรางใกลเคียงกับการจัดระบบความรูดานพืชไร โดยแนวคิดการจัดความรูใหเปน
ระบบดังกลาวผูวิจัยไดศึกษาแนวคิดจากนักวิจัยหลาย ๆ ทาน เชน นอย และแม็คกินนิสส (Noy and 
McGuinness, 2001), แกสสิวิค, ดูจริค และเดเวดซิค (Gasevic, Djuric and Devedzic, 2009) และ
จุฑามาศ  เทียนสอาด และอรวรรณ อ่ิมสมบัติ(2552) ซ่ึงแนวคิดการคํานวณน้ําหนักคําดวยการ
วิเคราะหสัมประสิทธ์ิสหสัมพันธ ไดประยุกตจากดีคอฟฟ (Diekhoff, 1992) และการคํานวณ
ระยะทางสั้นที่สุดระหวางคําในโครงสรางใชแนวคิดของ ไดกสตรา (Dijkstra, E., 1959) เพราะ
ขั้นตอนวิธีดังกลาวมีการจัดลําดับการเขาและออกขอมูลอยางเปนลําดับโดยใชเสนทางรวมจาก
จุดเริ่มตนมายังโหนดนั้น ๆ นอกจากนี้พิลาวัณย พลับรูการ และ กฤษณะ ไวยมัย (2544)  
และศุภกฤษฏิ์  นิวัฒนากูล (2556) ไดสนับสนุนแนวคิดการคํานวณหาเสนทางสั้นที่สุดตาม
โครงสรางดังกลาว เพื่อใชในการคํานวณหาคาความคลายคลึงเชิงความหมายของเอกสาร อันสงผล
ตอลําดับความสําคัญของเอกสารที่ตรงตามความตองการของผูใช นอกจากนี้การจัดความรูใหเปน
ระบบโดยใชออนโทโลยีสามารถจัดเก็บคําคนที่มีความหมายเดียวกันไวเปนกลุม เพื่อใชขยายคาํคน
จากผูใชสงผลใหการออกแบบดังกลาวสามารถแกปญหาความกํากวมของคําสําคัญ สอดคลองกับ
การวิจัยของอาเมียรและโมแรด (Amir and Mourad, 2013), ศุภกฤษฏ์ิ  นิวัฒนากูล (2556), ลีย, มิน 
และโฮ (Lee, Min and Oh, 2014)  ที่กลาววาออนโทโลยีมีความจําเปนตอการประมวลผลเชิง
ความหมายโดยเฉพาะการสืบคนความรู  
     2. การสืบคนเชิงความหมาย ผูวิจัยไดออกแบบใน 3 ขั้นตอน ไดแกการ
กําหนดลําดับความสําคัญคําคน การใหน้ําหนักคําสําคัญ และการวัดความคลายคลึง เหตุผลที่เปน
เชนนี้มีสาเหตุมาจาก  
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      2.1 การกําหนดลําดับความสําคัญคําคนเปนกระบวนการแรกในสวน
นําเขาขอมูล คือการปอนขอสอบถามจากผูใช ซ่ึงเปนคําสําคัญ หรือภาษาธรรมชาติ ซ่ึงขอสอบถาม
ดังกลาวควรมีการวิเคราะหถึงลําดับคําสําคัญ และตําแหนงคําสําคัญที่ปรากฏในเอกสาร สอดคลอง
กับแนวคิดการสืบคนสารสนเทศของอุไร  ทองหัวไผ (2551)  และเบยซา  เยตส และริบริโร เนโท 
(Baeza-Yates and Ribeiro-Neto, 1999)ไดอธิบายไววาเมื่อผูใชงานระบุคําสําคัญเขามา คําสําคัญ
เหลานั้นจะผานกระบวนการวิเคราะหคําสําคัญ เชน การใหความสําคัญกับลําดับของคําการจัด
กลุมคํา และการตรวจหลักไวยกรณของคําใหถูกตอง เปนตนนอกจากนี้ผูวิจัยไดกําหนดตัวแทน
เอกสารจัดเก็บในรูปแบบออนโทโลยีเพื่อชวยใหการสืบคนมีความรวดเร็วเนื่องจากลดการสืบคน
จากคําสําคัญจากขอมูลตนฉบับโดยตรง สอดคลองกับเฟรค(Frake, 1992)ที่เสนอใหการสราง
ตัวแทนเอกสาร หรือดัชนี เปนกระบวนการหนึ่งที่สําคัญในการสืบคนสารสนเทศ  
      2.2 การใหน้ําหนักคําสําคัญไดทําการวิเคราะหหาความสัมพันธระหวาง
คําสองคําวามีความสัมพันธกันมากนอยเพียงใด โดยใชการวิเคราะหสัมประสิทธิ์สหสัมพันธที่
สามารถสื่อถึงความหมายของคําอยางแทจริง อันจะเพิ่มประสิทธิภาพการสืบคนใหตรงกับความ
ตองการของผูใชมากยิ่งขึ้น สอดคลองกับแนวคิดของดีคอฟฟ (Diekhoff, 1992) ไดอธิบายวา
การศึกษาความสัมพันธระหวางตัวแปรวามีความสัมพันธกันหรือไม และสัมพันธกันอยางไร 
ความสัมพันธอาจเปนไปในทิศทางเดียวกัน หรือทิศทางตรงขามกันจะมีการพิจารณาความสัมพันธ
ระหวางตัวแปร 2 ตัวขึ้นไป และจะใชคาสัมประสิทธสหสัมพันธเปนคาที่วัดความสัมพันธ  
      2.3 การวัดความคลายคลึงไดทําการวิเคราะหหาคาความเกี่ยวของระหวาง
คําสองคําจากระยะหางนอยที่สุดของเสนเชื่อม (Edge) ระหวางโหนด (Node) ที่มีผลรวมระยะทาง
นอยที่สุดระหวางคําในโครงสรางที่จัดเก็บในคลังคํา ดวยข้ันตอนวิธีไดกสตรา  ซ่ึงเปนแนวคิดที่
สอดคลองกับทฤษฎีกราฟมีองคประกอบสองสวน คือ จุดยอด และ เสนเชื่อมสอดคลองกับคริสเทน
เซน และ อัลเบิทร (Christensen and Albert, 2007) พิลาวัณย พลับรูการ และ กฤษณะ ไวยมัย (2544) 
อาเมียร และโมแรด (Amir and Mourad, 2013)และศุภกฤษฏิ์ นิวัฒนากูล  )2556 ( ไดนําเสนอการ
คํานวณความคลายคลึงจากความสัมพันธของคําในโครงสราง 
 
   5.2.2 ผลการประเมินประสิทธิภาพการสืบคน 2 กระบวนการ พบวา 
     1. การใหน้ําหนักคําดวยการวิเคราะหสัมประสิทธิ์สหสัมพันธ (Corr)มีคา
ความแมนยําเฉลี่ย (MRR) เทากับ 0.906 และมีคาความผิดพลาด (SSE) เทากับ 0.097  ซ่ึงใหผลดีกวา
ทั้งในดานของความแมนยําเฉลี่ย และมีคาความผิดพลาดที่นอยกวาวิธีการใหน้ําหนักดวย IDF
เปนไปตามสมมติฐานที่ตั้งไว ที่เปนเชนนี้มีสาเหตุมาจากกระบวนการแตกตางกันของการให
น้ําหนักคําสําคัญซ่ึงการใหน้ําหนักคําดวยการวิเคราะหสัมประสิทธิ์สหสัมพันธ (Corr) ไดคํานึงถึง
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ความหมาย และความเกี่ยวของของคําสําคัญลักษณะคํากวางกวา คําแคบกวา คําที่เกี่ยวของ และคํา
เหมือน ที่มีความสัมพันธกันในโครงสรางคลังคํา และงานวิจัยนี้ยังไดนําความถี่ของคําที่ปรากฏใน
เอกสารมาพิจารณารวมกับการใหน้ําหนักคําสําคัญตามแนวคิดของ ซอลตั่น และบัคล่ีย(Salton, G. 
and C. Buckley, 1988) อธิบายวาวิธีการใหน้ําหนักสําหรับคําที่มีความสําคัญหรือใชเปนตัวแทน
ของเอกสารที่ควรจะปรากฏอยู และการใหน้ําหนักคําเปนขั้นตอนสําคัญที่จะสงผลตอการคนคืน
เอกสารที่มีประสิทธิภาพสอดคลองกับการอธิบายของ เรสนิค (Resnik, 1999) ที่วาการใหคาน้ําหนัก
ของคําแตละคํา (ทั้งคําที่มีในขอสอบถามและคําในความรูหรือเอกสาร) จะคํานวณโดยเปรียบเทียบ
กับคําทั้งหมดในเอกสารคาน้ําหนักคําในเอกสารจะไดรับการดําเนินการในขั้นตอนการเตรียม
ฐานความรูสวนคาน้ําหนักคําในขอสอบถามจะดําเนินการในแตละครั้งที่มีการสืบคนเมื่อคํานวณคา
น้ําหนักคําของขอสอบถามไดเรียบรอยแลวคาน้ําหนักเหลานั้นจะถูกนําไปแทนในสมการเพื่อ
คํานวณระดับความคลายคลึงระหวางขอสอบถามและเอกสาร 
     2. ประสิทธิภาพการวัดความคลายคลึงเชิงความหมาย 
      2.1 ผลการเปรียบเทียบประสิทธิภาพการวัดความคลายคลึงจากการ
สืบคนโดยใชคาความถวงดุล (F-measure)ของรูปแบบการทดลอง 8 ลักษณะ คือ A1, A2, A3, A4, 
B1, B2, B3, B4  มีผลตอประสิทธิภาพการสืบคนที่แตกตางกัน พบวารูปแบบการทดลอง A4  ใหผล
การสืบคนมีคาความถวงดุลสูงกวาการทดลองทุกลักษณะ มีคาความถวงดุลเทากับ 0.8596ที่เปน
เชนนี้เพราะการทดลองลักษณะของ A4 ไดนําคาการคํานวณระยะทางระหวางโหนดของคําใน
โครงสรางลักษณะคํากวางกวา คําแคบกวา คําที่เกี่ยวของ และคําเหมือน ที่คํานึงถึงความหมายของ
คํามาคํานวณรวมกับการใหความสําคัญกับผูใชจากลําดับคําคน และความสําคัญของคําศัพทที่
ปรากฏในตําแหนงตาง ๆ ของความรูอาจเปนสาเหตุที่สําคัญที่ทําใหความครบถวนของเนื้อหา
ความรูที่เกี่ยวของกับคําคน และผลลัพธที่เกี่ยวของคอนขางสูง 
      2.2 ผลการเปรียบเทียบประสิทธิภาพการวัดความคลายคลึงจากการ
สืบคนโดยใชคาความแมนยําเฉลี่ย (MRR)ของรูปแบบการทดลอง 8 ลักษณะ คือ A1, A2, A3, A4, 
B1, B2, B3, B4  มีผลตอประสิทธิภาพการสืบคนที่แตกตางกัน พบวารูปแบบการทดลอง B3 ใหผล
การสืบคนมีคาความแมนยําเฉลี่ย สูงกวาการทดลองทุกลักษณะ มีคาความแมนยําเฉลี่ย เทากับ 
0.8661  ที่เปนเชนนี้เพราะเพราะรูปแบบการทดลอง B1, B2, B3 และ B4 มีการคํานวณน้ําหนักคํา
สําคัญมีการใชความถี่ของคําที่ปรากฏในความรูหรือเอกสารเพียงอยางเดียวไมมีการคํานึงถึง
ความหมายของคํา โดยถือวาแตละคําเปนอิสระตอกัน ซ่ึงความเปนจริงแลวคําแตละคําอาจมี
ความสัมพันธกันเชิงความหมาย หรือใกลเคียงกัน จึงเปนสาเหตุสําคัญไมสามารถเชื่อมโยงไปยัง
ความรูหรือเอกสารที่เกี่ยวไดครบถวน จึงทําใหผลลัพธที่ไดมีปริมาณนอยสงผลตอคาความแมนยํา
เฉลี่ยที่สูง 
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   จากการสังเกตของผูวิจัย พบวาการทดลองลักษณะ A1, A2, A3, A4ที่ใหน้ําหนักคํา
ดวยการวิเคราะหสัมประสิทธ์ิสหสัมพันธ (Corr) มีคาความถวงดุลสูงกวาการทดลอง  A1, A2, A3, 
A4 ทุกกรณี เนื่องจากการทดลองลักษณะดังกลาวทําใหผลลัพธที่พบมีปริมาณมากจากการกําหนด
เกณฑเลือกความรูหรือเอกสารแบบไดนามิกเกณฑที่เลือกจากคาต่ําสุดของความรูหรือเอกสารที่
คนพบทําใหไดผลลัพธที่ไดมีปริมาณมาก มีความครบถวนของความรูเมื่อเทียบกับความรูที่ควรได
ทั้งหมด จากอัตราสวนระหวางจํานวนความรูที่คนคืนถูกตองกับจํานวนความรูที่ถูกตองทั้งหมดของ
ระบบจึงสงผลใหคาความระลึก (Recall) มีคาเปน 1 เสมอ  แตในทางกลับกันการทดลองลักษณะ 
B1, B2, B3, B4 ที่ใหน้ําหนักคําดวยการวิเคราะห IDF มีคาความแมนยําเฉลี่ยสูงกวาการทดลอง  A1, 
A2, A3, A4 ทุกกรณี ซ่ึงรูปแบบการทดลอง B1, B2, B3 และ B4 ไมไดใหความสําคัญกับการคนหา
คํา กลุมคํา โดยไมมีการคํานึงถึงความหมายของคําและถือวาคําแตละคําเปนอิสระตอกันผลลัพธที่
ไดจากการสืบคนจึงนอยสงผลตอความแมนยําเฉลี่ยที่สูงกวารูปแบบการทดลอง A1, A2, A3, A4 ที่
คํานึงถึงความสัมพนัธของคําสําคัญในขั้นตอนการใหน้ําหนักคํา และการคํานวณระยะทางสั้นที่สุด
ระหวางโหนดของคําในโครงสรางโดยการหาระยะทางจากเสนเชื่อมระหวางโหนดความสัมพันธ
ของคําในโครงสรางในขั้นตอนการวัดความคลายคลึงเชิงความหมาย และพบวา คําใด ๆ ก็แลวแตที่
มีคาระยะทางที่นอยจะมีความเกี่ยวพันหรือสัมพันธกันทางความหมายมาก แตถาหากคําสองคํามีคา
ระยะทางหางกันมากจะถือวาคําทั้งสองมีความเกี่ยวพันกันทางความหมายนอยวิธีการนี้จะแกปญหา
ความสัมพันธระหวางคําเปนคําหนึ่งคํามีหลายความหมาย คําหลาย ๆ คํามีความหมายเดียวกัน และ
หนึ่งคําหรือกลุมคําเรียกไดหลายช่ือ สอดคลองกับงานวิจัยของ พิลาวัณย พลับรูการ และกฤษณะ 
ไวยมัย (2544) ไดเสนอเทคนิคการวัดความคลายคลึงระหวางเอกสาร ดวยการหาคาความเกี่ยวของ
ระหวางคําสองคําจากระยะทางนอยที่สุดของคํา  รอย และ คริสทินา (Roi and Christina, 2011)ที่ได
นําเสนอเทคนิคการหาความสัมพันธระหวางคําโดยใชแนวคิดทฤษฎีกราฟและสอดคลองกับ
งานวิจัยของ ศุภกฤษฏิ์ นิวัฒนากูล (2556) ที่ไดนําเสนอเทคนิควิธีการวัดความคลายคลึงเชิง
ความหมายระหวางเอกสารกับคําคน การกําหนดคาความสําคัญของคําคนคํานวณหาคาน้ําหนักของ
คําคน การหาเสนทางสั้นที่สุดตามโครงสราง และคํานวณหาคาความคลายคลึงเชิงความหมายของ
เอกสาร เพื่อใหความรูที่ไดตรงตามความตองการของผูใช แตอยางไรก็ตามแบบจําลองการสืบคน
เชิงความหมายที่ผูวิจัยนําเสนอ สามารถนําไปประยุกตใชสําหรับการคนคืนเชิงความหมายใน 
โดเมนอื่นๆ ได แตควรจัดความรูใหเปนระบบในสวนของโครงสรางของความรู และการเพิ่มคํา
สําคัญในคลังคํา  
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  ดังนั้นงานวิจัยนี้ไดขอสรุปดังนี้ 
  1. การนําฐานความรูดานพืชไรที่ประยุกตจากออนโทโลยีไมผลเศรษฐกิจในงานวิจัยนี้ไป
ใชควรพิจารณาถึงโครงการการออกแบบจัดเก็บความรูในโดเมนที่ใกลเคียงกัน 
  2. วิธีการวิเคราะหสัมประสิทธิ์สัมพันธ (Corr) จากแนวคิดของดีคอฟฟ (Diekhoff, 1992) 
สามารถประยุกตใชกับการใหน้ําหนักคําสําคัญสําหรับการสืบคนความรูเปนที่ยอมรับได 
  3. การวัดความคลายคลึงจากรูปแบบการทดลอ A4 ที่ไดคํานวณคาระยะทางสั้นที่สุด
ระหวางคําคนกับคําในความรูหรือเอกสารมาคํานวณกับคาน้ําหนักคําสําคัญดวยวิเคราะห
สัมประสิทธิ์สหสัมพันธ และคาลําดับความสําคัญคําคนจากผูใช และคาลําดับความสําคัญคําคนจาก
ตําแหนงของคําคนที่ปรากฏในความรูเปนที่ยอมรับได 
 
5.3  ขอจํากัดของการวิจัย 
  5.3.1 จํานวนความรูที่ใชทดสอบมีจํานวน 240 รายการ ซ่ึงควรเพิ่มความรู เพื่อยืนยัน
ความถูกตองแมนยําในการสืบคน 
  5.3.2 การสรางคลังคําจะมีการนําคําศัพทมาจากอรรถาภิธานศัพทเกษตรไทย ซ่ึงเปน
อรรถาภิธาน (Thesaurus) ดานการเกษตร โดยนําคําศัพทมาจัดเก็บโดยใชตัวแบบการแทนความรู 
หรือเรียกวา เอสเคโอเอส (Simple Knowledge Organization System: SKOS)ซ่ึงจะมีความซับซอน
ยุงยากในการนําคําศัพทเขามาจัดเก็บ และคลังคํายังมีคําศัพทนอย อาจจะสงผลตอการสืบคนความรู
โดยไมครอบคลุมเนื้อหาในความรู 
 
5.4  การประยุกตผลการวิจัย 
  แบบจําลองการสืบคนเชิงความหมายสําหรับความรูดานพืชไรสามารถนําแนวคิดทฤษฎีที่
ผูวิจัยนําเสนอไปประยุกตใชในการสืบคนเชิงความหมายใหมีประสิทธิภาพ ไดขอมูลถูกตองตรงกับ
ความตองการของผูใช และสามารถปรับใชกับความรูในโดเมนอื่นๆ หรือโดเมนที่สนใจได  แตตอง
มีการประยุกตหรือปรับปรุงออนโทโลยี ดังนี้  
  5.4.1 ควรจะมีการเพิ่มคลาสที่เกี่ยวของในโดเมนที่สนใจ และเพิ่มออฟเจคพรอพเพอรตี้
ที่สามารถเชื่อมโยงระหวางคลาสในโดเมนที่สนใจกับคลาสความรู 
  5.4.2 การใชเมทาดาทาที่เปนดับลินคอรสําหรับอธิบายใหทราบรายละเอียดของขอมูล
อาจจะใชชุดหนวยขอมูลยอยใน 15 อิลีเมนตหรือเลือกใชตามความเหมาะสมกับความรูในโดเมนที่
สนใจ และรูปแบบของเอกสารควรเปนขอมูลที่มีโครงสราง 
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  5.4.3 เพิ่มคําศัพทที่เกี่ยวของในโดเมนที่สนใจหรือเกี่ยวของสําหรับการจัดเก็บให
ครอบคลุมกับเนื้อหา ซ่ึงควรพิจารณาจากรายการของคําหรือขอความพรอมกับความหมายของคํา 
จากอรรถาภิธานที่เปนการกําหนดความสัมพันธระหวางคําตาง ๆ ที่ไดรวบรวมไวแลวอยางเปน
มาตรฐานในโดเมนนั้นๆ  
 
5.5  ขอเสนอแนะในการวิจัยครั้งตอไป 
  งานวิจัยในอนาคตควรจะมีการออกแบบและพัฒนาเทคนิควิธีการปรับเปลี่ยนการให
น้ําหนักคําที่ใหความสําคัญกับความหมายของคํา และการวัดความคลายคลึงโดยการหา และ
ปรับเปลี่ยนคาความสัมพันธระหวางคําในคลังคํารวมไปถึงการวัดความคลายคลึงระหวางคํา 
ระหวางเอกสารกับคําคน ซ่ึงอาจจะสงผลใหการสืบคนความรูมีความถูกตอง แมนยําตรงกับความ
ตองการของผูใชมากยิ่งขึ้น  และที่สําคัญควรเพิ่มคําศัพทในคลังคําใหครอบคลุมเนื้อหา มีการเพิ่ม
จํานวนความรูสําหรับใชทดสอบกับการสืบคนและมีการเปรียบเทียบวิธีการใหน้ําหนักคําคน และ
การวัดความคลายคลึงกับวิธีการอื่น ๆ ที่เหมาะสมนอกเหนือจากวิธีการที่นําเสนอในงานวิจัยนี้  
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ภาคผนวก  ก 
แบบสํารวจเพื่อการวิจัย 
แบบสอบถามความตองการใชคําคนสําหรับสืบคนความรูดานพืชไร 
 
  
แบบสอบถามความตองการใชคําคนสําหรับสืบคนความรูดานพืชไร 
 
แบบสอบถามชุดนี้จัดทําขึ้นเพื่อใชประกอบการทําวิทยานิพนธเร่ือง แบบจําลองการสืบคน
เชิงความหมายสําหรับความรูดานพืชไรซ่ึงเปนสวนหนึ่งของการศึกษาตามหลักสูตรปริญญา
วิทยาการสารสนเทศดุษฎีบัณฑิตสาขาวิชาเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีสุรนารี 
ผูวิจัยใครขอความอนุเคราะหจากทาน โปรดตอบแบบสอบถามใหตรงกับความคิดเห็นของ
ทาน เพื่อจะชวยใหงานวิจยัดําเนินไปดวยความถูกตอง และขอมูลการตอบแบบสอบถามครั้งนี้จะไม
ถูกนําเสนอหรือเปดเผยเปนรายบุคคล โดยจะนําไปใชเพื่อสรุปผลการวิจัยในภาพรวมเกี่ยวกับการ
คัดเลือกขอมูลที่ไดมาซึ่งคําคนไปใชสําหรับสืบคนความรูดานพืชไรเทานั้น แบบสอบถามชุดนี้แบง
ออกเปน3 ตอน ดังนี้ 
ตอนที่ 1  ขอมูลของผูตอบแบบสอบถาม 
ตอนที่ 2  คําคนที่ตองการใชสําหรับสืบคนความรูดานพืชไร (มันสําปะหลัง, ออย,  
  ขาวโพด) 
ตอนที่ 3  คําคนเสนอแนะสาํหรับความรูดานพืชไร 
 
ตอนที่ 1  ขอมูลสวนบุคคล 
คําชี้แจง  โปรดใสเครื่องหมาย             ลงใน   (   )   ที่ตรงกับทาน 
1.  เพศ 
 (   )ชาย        (   ) หญิง 
 
2.  อายุ 
 (   )    ต่ํากวา 20 ป      (   )   21-40 ป  
 (   )   41-60 ป       (   )     ตั้งแต 60 ปขึ้นไป 
  
3.  อาชีพ 
 (   )    เกษตรกร       (   )     นักเรียนหรือนักศกึษา  
 (   )    ธุรกิจสวนตวัหรือคาขาย   (   )     ขาราชการหรือพนักงานรัฐวิสาหกจิ 
 (   )    ลูกจางหรือพนักงานบริษัท    
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ตอนที่ 2 คําคนที่ตองการใชสําหรับสืบคนความรูดานพืชไร (มันสาํปะหลัง, ออย, ขาวโพด) 
คําชี้แจง  โปรดใสเครื่องหมาย     ลงใน  (   ) ซ่ึงเปนคําคนที่ตรงกับความคิดเห็นของทานที่จะ 
   นําไปใชสําหรับสืบคนความรูดานพืชไรเกี่ยวของกับมันสําปะหลัง  ออย และขาวโพด 
  (เลือกไดมากกวา 1 คําคน) 
(   ) พชื (   ) พืชไร (   ) พืชเพาะปลูก 
(   ) พืชเศรษฐกิจ (   ) พืชสําหรับปลูก (   ) พืชที่มีประโยชน 
(   ) พืชใหสปอร (   ) พืชไรดอก (   ) พืชปลูก 
(   ) ผัก (   ) ผลิตผลจากพืช  
 
(   ) มันสําปะหลัง (   )Tapioca (   ) พืชใหแปง 
(   )Cassava (   ) ผักรับประทานราก (   ) แปง 
(   ) ผักรับประทานราก (   ) แปงธัญพืช  
 
(   ) ออย (   ) น้ําตาล (   ) พืชน้ําตาล 
(   ) ออยโรงงาน (   )Sugarcane (   ) สารใหความหวาน 
(   ) น้ําตาลออย (   ) น้ําตาลทรายแดง (   ) น้ําตาลทรายขาว 
(   ) น้ําตาลทรายบริสุทธิ์ (   ) สารที่ใชแทนน้ําตาล (   ) เพอริลลารทีน 
(   ) สเตวิโอไซด (   ) ทัวมาทิน (   ) น้ําออย 
 
(   ) ขาวโพด (   ) ขาวโพดขาวเหนียว (   ) ขาวโพดหวาน 
(   ) ขาวโพดเลี้ยงสัตว (   ) ขาวโพดฝกออน (   )Maize 
(   ) ขาวโพดฝกสด (   ) แปงขาวโพด (   ) ธัญพืช 
 
(   ) พันธุ (   ) พันธุปลูก (   ) พันธุนําเขา 
(   ) พันธุดั้งเดมิ (   ) พันธุลูกผสม (   ) พืชพันธุพืน้เมือง 
(   ) พันธุพืชเฉพาะถิ่น (   ) สายพันธุบริสุทธิ์ (   ) พันธุไรเมล็ด 
(   ) พันธุพืชทองถ่ิน (   ) พันธุที่ใหผลผลิตสูง (   ) พันธุที่เพาะปลูก 
(   ) การปรับปรุงพันธุพืช (   ) การผสมพันธุ (   ) การปลูกเชื้อ 
(   ) กรรมวิธีปรับปรุงพันธุ (   ) วิธีการปลูกเชื้อ  
(   ) การดูแลรักษา (   ) การบํารุงรักษา (   ) การไดรับสารอาหาร 
(   ) วิธีเพาะปลูก (   ) ปุย (   ) การใสปุย 
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(   ) การใสปุยในฤดูเดยีว (   ) การหวานปุย (   ) การหวานปุยในรอง 
(   ) การผสมปุย (   ) การใสปุยปรับปรุงดิน (   ) การเพิ่มผลผลิต 
(   ) ดินที่เหมาะสม (   ) ฤดูปลูก  
 
(   ) เทคโนโลยีที่เหมาะสม (   ) เทคโนโลยีการผลิตที่ใช
ตนทุนต่ํา   
(   ) เทคโนโลยีชีวภาพดานพืช 
(   ) เทคโนโลยีการผลิตที่
เหมาะสม   
  
 
(   ) การเก็บรักษา (   ) การเก็บรักษาพืชผล (   ) การเก็บ 
(   ) การอนุรักษ (การเก็บ
รักษา) 
(   ) คุณภาพการเก็บ (   ) ระบบหลังการเก็บเกีย่ว 
(   ) สรีรวิทยาหลังการเก็บ
เกี่ยว 
(   ) สถานที่เก็บรักษา (   ) การสูญเสียจากการปฏิบัติ
ตอผลิตผล 
(   ) การสูญเสียเนื่องจากการ
เก็บรักษา 
(   ) ความเสียหายหลังการ
เก็บเกีย่ว 
(   ) การเสื่อมสภาพทาง
ชีวภาพ 
(   ) การสูญเสียใน
กระบวนการผลิต 
(   ) กิจกรรมทีเ่กิดขึ้นหลัง
การเก็บเกีย่ว 
(   ) การควบคุมหลังการเก็บ
เกี่ยว 
(   ) การเนาเสีย (การ
เสื่อมสภาพ) 
  
 
(   ) เครื่องมือและอุปกรณ (   ) เครื่องเก็บเกี่ยว (   ) เครื่องเก็บเกี่ยวแบบวาง
ราย 
(   ) เครื่องมือหลังการเก็บเกีย่ว (   ) เครื่องกะเทาะเปลือก (   ) เครื่องฉีด 
(   ) เครื่องมือทําความสะอาด (   ) เครื่องตัดหญา (   ) เครื่องลาง 
(   ) เครื่องตัดและปรับสภาพ
พืช 
(   ) เครื่องฉีดสารเขาตนไม (   ) เครื่องทําความสะอาดราก 
(   ) เครื่องฉีดสารลงดิน (   ) เครื่องอบแหง (   ) เครื่องคัดแยก 
(   ) เครื่องแยกชนิด   
 
(   ) โรค (   ) โรคที่เกิดจากปรสิต (   ) โรคจากปรสิต 
(   ) โรคราสนิม (   ) โรคราน้ําคาง (   ) โรคที่เกิดจากเชื้อรา 
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(   ) โรคราแปง (   ) โรคใบจุด (   ) โรคพืช 
(   ) โรคหนอนเนาของผึ้ง (   ) เชื้อรา (   ) เชื้อราแปง 
(   ) โรคแอนแทรกโนส (   ) โรคเนาเปอย (   ) โรคใบขาว 
(   ) โรคหนอนเนาอเมริกนั
ของผ้ึง 
(   ) โรคติดเชื้อพยาธิ
ไสเดือน 
(   ) โรคติดเชื้อพยาธิไสเดือน
ตัวผ้ึง 
(   ) โรคราเขมาดํา (   ) โรคจุดดาง (   ) โรครากหรือหัวเนา 
 
(   ) โรคของแมลง (   ) ศัตรูในโรงเก็บ (   ) ศัตรูหลังการเก็บเกีย่ว 
(   ) แมลงศัตรู (   ) ไร (   ) ไรที่เปนอันตราย 
(   ) ไรศัตรู (   ) ไสเดือนฝอย (   ) ไรที่ทําใหเกิดอันตราย 
(   )แมลงหวี่ขาว (   ) เพล้ียแปงมัน (   ) ไรที่ทําใหเกิดความ
เสียหาย 
(   ) ตัวเบียน (   ) แมลงชางปกใส (   ) ศัตรูพืชหรือสัตว 
(   ) ตัวห้ํา (   ) ดวงเตา (   ) ศัตรูพืช 
 
(   ) สารปองกันกําจัดแมลง (   ) สารฆาแมลง (   ) สารควบคุมการ
เจริญเติบโตของพืช 
(   ) สารปองกันกําจัดศัตรูพชื (   ) สารปองกันกําจัดเพล้ีย (   ) สารปองกันกําจัดแมลง
จากพืช 
(   ) อารโบริไซด (   ) ยาฆาหญา (   ) สารปองกันกําจัดวัชพืช 
(   ) การควบคุมศัตรูพืช (หลัง
เก็บเกีย่ว) 
(   ) การฉีด (   ) การใหทางใบ 
(   ) การฉีดสารลงดิน (   ) วิธีการใช  
 
(   ) ผลิตภัณฑ (   ) การแปรรูป (ของ
ผลิตภัณฑ)    
(   ) ผลิตภัณฑแปรรูปจากพชื 
(   ) เอทานอล (   ) กระบวนการผลิต   (   ) ผลิตภัณฑจากสตารช 
 
(   ) ตลาดผลิตผลทาง
การเกษตร 
(   ) ตลาดในประเทศ (   ) ตลาดโลก   
(   ) ตลาดสินคาเกษตร (   ) ราคาขายสง   (   ) ราคาขายปลีก   
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(   ) ราคาผูบริโภค   (   ) ราคาผูผลิต   (   ) ราคาสูงสุด 
(   ) การสงออก (   ) การคาระหวางประเทศ (   ) ราคา 
 
ตอนที่ 3คําคนเสนอแนะสําหรับความรูดานพืชไร 
1. มันสําปะหลัง 
…………………………………………………………………………………………… 
…………………………………………………………………………………………… 
…………………………………………………………………………………………… 
2. ออย 
…………………………………………………………………………………………… 
…………………………………………………………………………………………… 
…………………………………………………………………………………………… 
3. ขาวโพด 
…………………………………………………………………………………………… 
…………………………………………………………………………………………… 
…………………………………………………………………………………………… 
 
ขอขอบคุณในความกรุณาการตอบแบบสอบถาม 
เจษฎา  สิงหทองชัย 
สาขาวิชาเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีสุรนารี 
มหาวิทยาลัยเทคโนโลยีสุรนาร ี
 
 
 
 
 
 
 
 
 
 
 
 
ภาคผนวก  ข 
ผลการหาประสิทธิภาพเครื่องมือและผลการทดลอง 
 
  
ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
   ของผูเชี่ยวชาญ  
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
พืช +1 +1 +1 1.00 
พืชไร +1 +1 +1 1.00 
พืชเพาะปลูก +1 +1 0 0.66 
พืชเศรษฐกจิ +1 +1 +1 1.00 
พืชสําหรับปลูก +1 +1 +1 1.00 
พืชที่มีประโยชน +1 0 +1 0.66 
พืชใหสปอร +1 +1 +1 1.00 
พืชไรดอก +1 +1 0 0.66 
พืชปลูก +1 +1 +1 1.00 
ผัก +1 +1 +1 1.00 
ผลิตผลจากพืช +1 +1 +1 0.66 
มันสําปะหลัง +1 +1 0 0.66 
Tapioca +1 +1 +1 1.00 
พืชใหแปง +1 0 +1 0.66 
Cassava +1 +1 +1 1.00 
ผักรับประทานราก +1 +1 0 0.66 
แปง +1 +1 +1 1.00 
ผักรับประทานราก +1 +1 +1 1.00 
แปงธัญพืช 0 +1 +1 0.66 
ออย +1 +1 +1 1.00 
น้ําตาล +1 +1 +1 1.00 
พืชน้ําตาล +1 0 +1 0.66 
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ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
    ของผูเชี่ยวชาญ(ตอ) 
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
ออยโรงงาน 0 +1 +1 0.66 
Sugarcane 0 +1 +1 0.66 
สารใหความหวาน +1 +1 +1 1.00 
น้ําตาลออย +1 +1 +1 1.00 
น้ําตาลทรายแดง +1 +1 +1 1.00 
น้ําตาลทรายขาว +1 +1 +1 1.00 
น้ําตาลทรายบริสุทธิ์ +1 +1 +1 1.00 
สารที่ใชแทนน้ําตาล +1 +1 +1 1.00 
เพอริลลารทีน +1 0 +1 0.66 
สเตวิโอไซด +1 +1 0 0.66 
ทัวมาทิน +1 +1 +1 1.00 
น้ําออย +1 +1 +1 1.00 
ขาวโพด +1 +1 0 0.66 
ขาวโพดขาวเหนียว +1 +1 0 0.66 
ขาวโพดหวาน +1 +1 +1 1.00 
ขาวโพดเลี้ยงสัตว +1 +1 +1 1.00 
ขาวโพดฝกออน +1 +1 +1 1.00 
Maize +1 +1 +1 1.00 
ขาวโพดฝกสด +1 +1 +1 1.00 
แปงขาวโพด +1 +1 +1 1.00 
ธัญพืช +1 +1 0 0.66 
พันธุ +1 +1 +1 1.00 
พันธุปลูก +1 +1 +1 1.00 
พันธุนําเขา +1 +1 0 0.66 
พันธุดั้งเดิม +1 +1 0 0.66 
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ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
    ของผูเชี่ยวชาญ(ตอ) 
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
พันธุลูกผสม 0 +1 +1 0.66 
พืชพันธุพื้นเมอืง +1 +1 +1 1.00 
พันธุพืชเฉพาะถิ่น +1 +1 +1 1.00 
สายพันธุบริสุทธิ์ +1 +1 +1 1.00 
พันธุไรเมล็ด +1 +1 +1 1.00 
พันธุพืชทองถ่ิน +1 +1 +1 1.00 
พันธุที่ใหผลผลิตสูง +1 +1 +1 1.00 
พันธุที่เพาะปลูก 0 +1 +1 0.66 
การปรับปรุงพันธุพืช 0 +1 +1 0.66 
การผสมพันธุ +1 +1 +1 1.00 
การปลูกเชื้อ +1 +1 +1 1.00 
กรรมวิธีปรับปรุงพันธุ +1 +1 +1 1.00 
วิธีการปลูกเชือ้ +1 +1 +1 1.00 
การดูแลรักษา +1 +1 +1 1.00 
การบํารุงรักษา +1 +1 +1 1.00 
การไดรับสารอาหาร +1 +1 +1 1.00 
วิธีเพาะปลูก +1 +1 +1 1.00 
การบํารุงรักษา +1 +1 +1 1.00 
การไดรับสารอาหาร +1 +1 +1 1.00 
วิธีเพาะปลูก +1 +1 +1 1.00 
ปุย +1 +1 +1 1.00 
การใสปุย +1 +1 +1 1.00 
การใสปุยในฤดูเดียว +1 +1 +1 1.00 
การหวานปุย +1 +1 +1 1.00 
การหวานปุยในรอง +1 +1 +1 1.00 
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ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
    ของผูเชี่ยวชาญ(ตอ) 
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
การผสมปุย +1 +1 +1 1.00 
การใสปุยปรับปรุงดิน +1 +1 +1 1.00 
การเพิ่มผลผลิต +1 +1 0 0.66 
ดินที่เหมาะสม +1 +1 +1 1.00 
ฤดูปลูก +1 +1 +1 1.00 
เทคโนโลยีที่เหมาะสม +1 0 +1 0.66 
เทคโนโลยีการผลิตที่ใชตนทุนต่ํา   0 +1 +1 0.66 
เทคโนโลยีชีวภาพดานพืช +1 +1 0 0.66 
เทคโนโลยีการผลิตที่เหมาะสม   +1 +1 +1 1.00 
การเก็บรักษา +1 +1 +1 1.00 
การเก็บรักษาพืชผล +1 0 +1 0.66 
การเก็บ +1 0 +1 0.66 
การอนุรักษ (การเก็บรักษา) +1 +1 +1 1.00 
คุณภาพการเกบ็ +1 +1 +1 1.00 
ระบบหลังการเก็บเกีย่ว +1 0 +1 0.66 
สรีรวิทยาหลังการเก็บเกีย่ว +1 0 +1 0.66 
สถานที่เก็บรักษา +1 +1 +1 1.00 
การสูญเสียจากการปฏิบัติตอ
ผลิตผล 
+1 +1 +1 1.00 
การสูญเสียเนือ่งจากการเก็บรักษา +1 +1 +1 1.00 
ความเสียหายหลังการเก็บเกีย่ว +1 +1 0 0.66 
การเสื่อมสภาพทางชีวภาพ +1 +1 0 0.66 
การสูญเสียในกระบวนการผลิต +1 +1 0 0.66 
กิจกรรมที่เกดิขึ้นหลังการเกบ็
เกี่ยว 
+1 +1 0 0.66 
144 
ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
    ของผูเชี่ยวชาญ(ตอ) 
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
การควบคุมหลังการเก็บเกีย่ว 0 +1 +1 0.66 
การเนาเสีย (การเสื่อมสภาพ) 0 +1 +1 0.66 
เครื่องมือและอุปกรณ +1 +1 +1 1.00 
เครื่องเก็บเกีย่ว +1 +1 +1 1.00 
เครื่องเก็บเกีย่วแบบวางราย +1 +1 +1 1.00 
เครื่องมือหลังการเก็บเกีย่ว +1 +1 0 0.66 
เครื่องกะเทาะเปลือก +1 +1 +1 1.00 
เครื่องฉีด +1 +1 +1 1.00 
เครื่องมือทําความสะอาด +1 +1 0 0.66 
เครื่องตัดหญา +1 +1 +1 1.00 
เครื่องลาง +1 +1 +1 1.00 
เครื่องตัดและปรับสภาพพืช +1 +1 0 0.66 
เครื่องฉีดสารเขาตนไม +1 +1 +1 1.00 
เครื่องทําความสะอาดราก +1 +1 +1 1.00 
เครื่องฉีดสารลงดิน +1 +1 +1 1.00 
เครื่องอบแหง +1 +1 +1 1.00 
เครื่องคัดแยก +1 +1 +1 1.00 
เครื่องแยกชนดิ +1 +1 +1 1.00 
โรค +1 +1 +1 1.00 
โรคที่เกิดจากปรสิต 0 +1 +1 0.66 
โรคจากปรสิต +1 +1 +1 1.00 
โรคราสนิม +1 +1 +1 1.00 
โรคราน้ําคาง +1 +1 +1 1.00 
โรคที่เกิดจากเชื้อรา +1 +1 +1 1.00 
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ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
    ของผูเชี่ยวชาญ(ตอ) 
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
โรคราแปง +1 +1 +1 1.00 
โรคใบจุด +1 +1 +1 1.00 
โรคพืช +1 +1 +1 1.00 
โรคหนอนเนาของผึ้ง +1 0 +1 0.66 
เชื้อรา +1 +1 +1 1.00 
เชื้อราแปง +1 +1 +1 1.00 
โรคแอนแทรกโนส +1 +1 +1 1.00 
โรคเนาเปอย +1 +1 +1 1.00 
โรคใบขาว +1 +1 +1 1.00 
โรคหนอนเนาอเมริกันของผึ้ง +1 +1 0 0.66 
โรคติดเชื้อพยาธิไสเดือน +1 +1 0 0.66 
โรคติดเชื้อพยาธิไสเดือนตัวผ้ึง +1 0 +1 0.66 
โรคราเขมาดํา +1 +1 +1 1.00 
โรคจุดดาง +1 +1 +1 1.00 
โรครากหรือหัวเนา +1 +1 +1 1.00 
โรคของแมลง +1 +1 +1 1.00 
ศัตรูในโรงเกบ็ +1 +1 +1 1.00 
ศัตรูหลังการเก็บเกีย่ว +1 +1 +1 1.00 
แมลงศัตรู +1 +1 +1 1.00 
ไร +1 +1 +1 1.00 
ไรที่เปนอันตราย 0 +1 +1 0.66 
ไรศัตรู +1 +1 +1 1.00 
ไสเดือนฝอย +1 +1 +1 1.00 
ไรที่ทําใหเกิดอันตราย +1 +1 +1 1.00 
แมลงหวี่ขาว +1 +1 +1 1.00 
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ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
    ของผูเชี่ยวชาญ(ตอ)  
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
เพล้ียแปงมนั +1 +1 +1 1.00 
ไรที่ทําใหเกิดความเสียหาย 0 +1 +1 0.66 
ตัวเบียน +1 +1 +1 1.00 
แมลงชางปกใส +1 +1 +1 1.00 
ศัตรูพืชหรือสัตว +1 +1 +1 1.00 
ตัวห้ํา +1 +1 +1 1.00 
ดวงเตา +1 +1 +1 1.00 
ศัตรูพืช +1 +1 +1 1.00 
สารปองกันกําจัดแมลง +1 +1 +1 1.00 
สารฆาแมลง +1 +1 +1 1.00 
สารควบคุมการเจริญเติบโตของ
พืช 
+1 +1 0 0.66 
สารปองกันกําจัดศัตรูพืช +1 +1 +1 1.00 
สารปองกันกําจัดเพลี้ย +1 +1 +1 1.00 
สารปองกันกําจัดแมลงจากพชื +1 +1 +1 1.00 
อารโบริไซด +1 +1 +1 1.00 
ยาฆาหญา +1 +1 +1 1.00 
สารปองกันกําจัดวัชพืช +1 +1 +1 1.00 
การควบคุมศัตรูพืช (หลังเก็บ
เกี่ยว) 
0 +1 +1 0.66 
การฉีด +1 +1 +1 1.00 
การใหทางใบ +1 +1 +1 1.00 
การฉีดสารลงดิน +1 +1 +1 1.00 
วิธีการใช +1 +1 +1 1.00 
ผลิตภัณฑ +1 +1 +1 1.00 
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ตารางที่ ข-1 ผลการประเมินความสอดคลองระหวางขอคําถามคําคนความรูดานพืชไร 
    ของผูเชี่ยวชาญ(ตอ) 
คําคน 
ผูเชี่ยวชาญ 
คา IOC 
คนที่ 1 คนที่ 2 คนที่ 3 
การแปรรูป (ของผลิตภัณฑ)    +1 0 +1 0.66 
ผลิตภัณฑแปรรูปจากพืช +1 +1 +1 1.00 
เอทานอล +1 +1 +1 1.00 
กระบวนการผลิต   +1 +1 +1 1.00 
ผลิตภัณฑจากสตารช +1 +1 +1 1.00 
ตลาดผลิตผลทางการเกษตร +1 +1 +1 1.00 
ตลาดในประเทศ +1 +1 +1 1.00 
ตลาดโลก   +1 +1 +1 1.00 
ตลาดสินคาเกษตร +1 +1 +1 1.00 
ราคาขายสง   +1 +1 +1 1.00 
ราคาขายปลีก   +1 +1 +1 1.00 
ราคาผูบริโภค   +1 +1 +1 1.00 
ราคาผูผลิต   +1 +1 +1 1.00 
ราคาสูงสุด +1 +1 +1 1.00 
การสงออก +1 +1 +1 1.00 
การคาระหวางประเทศ +1 +1 +1 1.00 
ราคา +1 +1 +1 1.00 
เฉลี่ย 0.91 
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ตารางที่ ข-3ผลการวิเคราะหคําคนจากผูใชที่มีรอยละ  25 ขึ้นไป 
คําคน จํานวน รอยละ คําคน จํานวน รอยละ 
พืชไร 384 100.0 พืชเศรษฐกจิ 200 52.1 
พืชเพาะปลูก 282 73.4 พืชปลูก 186 48.4 
ผลิตผลจากพืช 160 41.7 มันสําปะหลัง 380 99.0 
Cassava 152 39.6 พืชใหแปง 201 52.3 
แปงธัญพืช 180 46.9 ออย 376 97.9 
น้ําตาล 222 57.8 พืชน้ําตาล 234 60.9 
ออยโรงงาน 305 79.4 Sugarcane 167 43.5 
สารใหความหวาน 102 26.6 น้ําตาลทรายบริสุทธิ์ 102 26.6 
น้ําตาลออย 285 74.2 น้ําออย 298 77.6 
ขาวโพด 367 95.6 Maize 167 43.5 
ขาวโพดขาวเหนียว 321 83.6 ขาวโพดหวาน 210 54.7 
ขาวโพดเลี้ยงสัตว 136 35.4 ขาวโพดฝกออน 160 41.7 
ขาวโพดฝกสด 160 41.7 แปงขาวโพด 180 46.9 
พันธุ 300 78.1 พันธุปลูก 231 60.2 
พันธุนําเขา 181 47.1 พันธุดั้งเดิม 188 49.0 
พันธุลูกผสม 216 56.3 พืชพันธุพื้นเมอืง 144 37.5 
พันธุพืชทองถ่ิน 162 42.2 พันธุที่ใหผลผลิตสูง 205 53.4 
การปรับปรุงพันธุพืช 286 74.5 การดูแลรักษา 301 78.4 
การบํารุงรักษา 316 82.3 วิธีเพาะปลูก 318 82.8 
ปุย 302 78.6 การใสปุย 275 71.6 
การหวานปุย 256 66.7 การหวานปุยในรอง 243 63.3 
การผสมปุย 299 77.9 การใสปุยปรับปรุง
ดิน 
240 62.5 
การเพิ่มผลผลิต 289 75.3 ดินที่เหมาะสม 109 28.4 
เทคโนโลยีการผลิตที่
ใชตนทุนต่ํา   
300 78.1 เทคโนโลยีการผลิต
ที่เหมาะสม 
266 69.3 
การเก็บรักษา 245 63.8 การเก็บรักษาพืชผล 346 90.1 
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ตารางที่ ข-3ผลการวิเคราะหคําคนจากผูใชที่มีรอยละ  25 ขึ้นไป (ตอ) 
คําคน จํานวน รอยละ คําคน จํานวน รอยละ 
คุณภาพการเกบ็ 177 46.1 ระบบหลังการเก็บเกีย่ว 98 25.5 
สถานที่เก็บรักษา 128 33.3 การสูญเสียเนือ่งจากการ
เก็บรักษา 
160 41.7 
ความเสียหายหลังการเก็บ
เกี่ยว 
180 46.9 การเสื่อมสภาพทาง
ชีวภาพ 
118 30.7 
การควบคุมหลังการเก็บ
เกี่ยว 
286 74.5 การเนาเสีย (การ
เสื่อมสภาพ) 
276 71.9 
เครื่องมือและอุปกรณ 284 74.0 เทคโนโลยีหลังการเก็บ
เกี่ยว 
155 40.4 
เครื่องเก็บเกีย่ว 233 60.7 เครื่องกะเทาะเปลือก 147 38.3 
เครื่องมือหลังการเก็บเกีย่ว 200 52.1 เครื่องฉีด 190 49.5 
เครื่องอบแหง 275 71.6 เครื่องคัดแยก 168 43.8 
โรค 244 63.5 โรคจากปรสิต 119 31.0 
โรคราสนิม 244 63.5 โรคราน้ําคาง 244 63.5 
โรคที่เกิดจากเชื้อรา 182 47.4 โรคราแปง 175 45.6 
โรคใบจุด 172 44.8 เชื้อราแปง 169 44.0 
เชื้อรา 155 40.4 โรคใบขาว 133 34.6 
โรคแอนแทรกโนส 235 61.2 โรคเนาเปอย 116 30.2 
โรคติดเชื้อพยาธิไสเดือน 100 26.0 โรคราเขมาดํา 119 31.0 
โรคของแมลง 279 72.7 ไสเดือนฝอย 105 27.3 
เพล้ียแปงมนั 110 28.6 ไรที่ทําใหเกิดความ
เสียหาย 
122 31.8 
แมลงหวี่ขาว 115 29.9 สารปองกันกําจัดแมลง 230 59.9 
สารฆาแมลง 140 36.5 สารปองกันกําจัดศัตรูพืช 177 46.1 
สารปองกันกําจัดเพลี้ย 118 30.7 สารปองกันกําจัดวัชพืช 130 33.9 
การฉีด 109 28.4 การแปรรูป (ของ
ผลิตภัณฑ)    
160 41.7 
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ตารางที่ ข-3ผลการวิเคราะหคําคนจากผูใชที่มีรอยละ  25 ขึ้นไป (ตอ) 
คําคน จํานวน รอยละ คําคน จํานวน รอยละ 
ผลิตภัณฑแปรรูปจากพืช 105 27.3 ตลาดสินคาเกษตร 142 37.0 
ตลาดในประเทศ 165 43.0 การคาระหวางประเทศ 167 43.5 
ตลาดสินคาเกษตร 235 61.2 ราคาขายปลีก   354 92.2 
การสงออก 205 53.4 ตลาดโลก 299 77.9 
 
• ผลการวิเคราะหประสิทธิภาพการสืบคนจากวิธีการใหน้าํหนักคําคน 
ตารางที่ ข-4ผลประสิทธิภาพการใหน้ําหนักคําสําคัญ 1-3 คําคน 100 ขอสอบถาม 
คําคน 
ความแมนยาํเฉล่ีย ความผดิพลาด 
IDF Corr IDF Corr 
พืชไรพืชเศรษฐกิจ 0.773 0.773 0.080 0.087 
พืชเศรษฐกจิ 0.946 0.949 0.102 0.102 
มันสําปะหลัง  พันธุ  ดินที่เหมาะสม 0.784 0.784 0.100 0.093 
Cassavaพันธุที่ใหผลผลิตสูง 0.926 0.947 0.100 0.100 
ออย  การปลูก 0.853 0.859 0.098 0.093 
Sugarcane 0.981 0.989 0.104 0.103 
น้ําตาลSugarcane 0.942 0.968 0.102 0.102 
ขาวโพดเทคโนโลยีหลังการเก็บเกีย่ว 0.771 0.780 0.092 0.086 
Maizeพันธุที่ใหผลผลิตสูง 0.945 0.957 0.103 0.101 
ขาวโพด 0.946 0.959 0.103 0.100 
ขาวโพด  Maizeพันธุ 0.934 0.948 0.102 0.098 
ขาวโพด  การบํารุงรักษาวิธีเพาะปลูก 0.913 0.916 0.102 0.099 
ปุย มันสําปะหลัง การหวานปุย 0.775 0.796 0.090 0.087 
การเก็บรักษาพันธุ ขาวโพด   0.729 0.751 0.091 0.087 
เครื่องเก็บเกีย่วมันสําปะหลัง 0.934 0.952 0.101 0.101 
ออย  โรคสารปองกันกําจดัแมลง 0.803 0.819 0.090 0.088 
โรคของแมลงมันสําปะหลัง  สารฆาแมลง 0.637 0.673 0.083 0.075 
มันสําปะหลัง  สารฆาแมลง 0.888 0.909 0.095 0.096 
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ตารางที่ ข-4ผลประสิทธิภาพการใหน้ําหนักคําสําคัญ 1-3 คําคน  100 ขอสอบถาม (ตอ) 
คําคน 
ความแมนยําเฉลี่ย ความผิดพลาด 
IDF Corr IDF Corr 
การแปรรูป ออย 0.673 0.688 0.084 0.081 
ตลาดสินคาเกษตร พืชไร 0.944 0.969 0.105 0.103 
โรคของแมลง ออย  สารฆาแมลง 0.824 0.899 0.118 0.090 
โรคของแมลง ขาวโพด  สารฆาแมลง 0.916 0.870 0.101 0.051 
การแปรรูป  มันสําปะหลัง 0.825 0.891 0.129 0.097 
การแปรรูป  ขาวโพด 0.889 0.897 0.101 0.136 
พืชเพาะปลูกพันธุนําเขาพืชใหแปง 0.858 0.886 0.123 0.102 
พืชน้ําตาลพันธุปลูกพันธุที่ใหผลผลิตสูง 0.812 0.902 0.150 0.073 
ออยโรงงานพนัธุที่ใหผลผลิตสูง 0.869 0.879 0.103 0.095 
สารใหความหวาน 0.933 0.927 0.087 0.055 
น้ําตาลทรายบริสุทธิ์ 0.895 0.872 0.064 0.136 
น้ําตาลออยน้ําออย 0.918 0.951 0.121 0.143 
ขาวโพดขาวเหนียวพนัธุนําเขา 0.816 0.932 0.147 0.137 
ขาวโพดขาวเหนียวพนัธุปลูก 0.910 0.947 0.140 0.126 
พันธุ ขาวโพดเลี้ยงสัตว 0.856 0.936 0.150 0.067 
การปลูก ขาวโพดฝกออน พนัธุ 0.833 0.932 0.078 0.115 
ขาวโพดฝกสด 0.851 0.945 0.145 0.124 
แปงขาวโพดแปงธัญพืช 0.884 0.938 0.082 0.106 
ออย พันธุที่ใหผลผลิตสูง 0.865 0.931 0.074 0.109 
มันสําปะหลัง พันธุนําเขา 0.920 0.904 0.086 0.083 
ขาวโพด พันธุดั้งเดิม 0.879 0.899 0.095 0.053 
พันธุลูกผสมพันธุนําเขาขาวโพดฝกออน 0.854 0.954 0.053 0.112 
ขาวโพด พืชพนัธุพื้นเมืองพนัธุพืชทองถ่ิน 0.868 0.948 0.131 0.136 
การดูแลรักษา วิธีเพาะปลูก ขาวโพด 0.896 0.891 0.089 0.123 
ออย พันธุที่ใหผลผลิตสูง 0.806 0.931 0.149 0.094 
การปรับปรุงพันธุพืชขาวโพด 0.845 0.898 0.074 0.075 
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ตารางที่ ข-4ผลประสิทธิภาพการใหน้ําหนักคําสําคัญ 1-3 คําคน  100 ขอสอบถาม (ตอ) 
คําคน 
ความแมนยําเฉลี่ย ความผิดพลาด 
IDF Corr IDF Corr 
การดูแลรักษา ออย 0.843 0.926 0.063 0.145 
วิธีเพาะปลูก ขาวโพด 0.902 0.883 0.133 0.116 
ปุย มันสําปะหลัง 0.870 0.926 0.073 0.125 
การใสปุย ออย  0.925 0.941 0.149 0.055 
การหวานปุย  ขาวโพด 0.908 0.960 0.069 0.119 
การหวานปุยในรอง ออย 0.921 0.876 0.145 0.096 
การผสมปุยการดูแลรักษา 0.816 0.934 0.066 0.050 
ดินที่เหมาะสมการใสปุยปรับปรุงดินการเพิ่มผลผลิต 0.911 0.893 0.067 0.069 
ขาวโพด การเพิ่มผลผลิต 0.838 0.899 0.068 0.068 
ขาวโพดฝกออนเชื้อราสารปองกันกําจดัวัชพืช 0.829 0.939 0.129 0.062 
เทคโนโลยีการผลิตที่ใชตนทุนต่ํา   0.921 0.923 0.144 0.053 
เทคโนโลยีการผลิตที่เหมาะสม 0.941 0.920 0.103 0.087 
การเก็บรักษาพืชผลการเก็บรักษา ขาวโพดเลี้ยงสัตว 0.933 0.955 0.066 0.075 
มันสําปะหลัง 0.917 0.933 0.120 0.091 
คุณภาพการเกบ็ ขาวโพดฝกสด 0.823 0.891 0.142 0.094 
ระบบหลังการเก็บเกีย่ว 0.812 0.878 0.107 0.120 
สถานที่เก็บรักษา พืชไร 0.836 0.962 0.110 0.089 
การสูญเสียเนือ่งจากการเก็บรักษา 0.909 0.890 0.106 0.072 
ความเสียหายหลังการเก็บเกีย่ว 0.823 0.916 0.141 0.068 
การเสื่อมสภาพทางชีวภาพ 0.909 0.883 0.152 0.064 
การควบคุมหลังการเก็บเกีย่ว 0.913 0.927 0.115 0.089 
การเนาเสีย (การเสื่อมสภาพ) 0.847 0.886 0.077 0.130 
เครื่องมือและอุปกรณระบบหลังการเก็บเกีย่ว  มัน
สําปะหลัง 0.918 0.882 0.148 0.074 
เทคโนโลยีหลังการเก็บเกีย่ว 0.935 0.884 0.125 0.092 
ตารางที่ ข-4ผลประสิทธิภาพการใหน้ําหนักคําสําคัญ 1-3 คําคน  100 ขอสอบถาม (ตอ) 
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คําคน 
ความแมนยํา
เฉลี่ย 
ความผิดพลาด 
IDF Corr IDF Corr 
เครื่องกะเทาะเปลือก 0.897 0.933 0.065 0.074 
เครื่องมือหลังการเก็บเกีย่ว 0.911 0.945 0.075 0.113 
เครื่องฉีดสารปองกันกําจดัศัตรูพืช 0.937 0.879 0.111 0.144 
เครื่องอบแหง 0.826 0.960 0.064 0.119 
เครื่องคัดแยก 0.811 0.935 0.123 0.057 
โรคจากปรสิต พืชไร 0.832 0.927 0.100 0.107 
โรคราสนิม ออย 0.882 0.921 0.100 0.127 
โรคราน้ําคาง ขาวโพด 0.910 0.938 0.142 0.064 
โรคที่เกิดจากเชื้อรา มันสําปะหลัง 0.852 0.921 0.098 0.071 
โรคราแปง พืชไร 0.815 0.903 0.055 0.075 
โรคใบจุด พืชไร 0.861 0.952 0.061 0.050 
เชื้อราแปง สารปองกันกําจดั 0.940 0.938 0.100 0.133 
เชื้อรา มันสําปะหลัง 0.866 0.921 0.135 0.077 
โรคใบขาว 0.927 0.902 0.086 0.107 
โรคแอนแทรกโนส 0.830 0.905 0.099 0.114 
โรคเนาเปอย 0.847 0.889 0.115 0.068 
โรคติดเชื้อพยาธิไสเดือน 0.942 0.925 0.054 0.126 
โรคราเขมาดํา 0.857 0.945 0.147 0.089 
ไสเดือนฝอย การฉีด สารปองกันกําจดัศัตรูพืช 0.857 0.953 0.081 0.107 
เพล้ียแปงมนั การฉีด สารปองกันกําจดัแมลง 0.848 0.889 0.093 0.062 
ไรที่ทําใหเกิดความเสียหาย 0.858 0.961 0.082 0.090 
แมลงหวี่ขาวสารปองกันกําจดัแมลง 0.909 0.927 0.082 0.121 
สารปองกันกําจัดแมลงเพลีย้แปงมัน 0.889 0.947 0.053 0.101 
สารปองกันกําจัดศัตรูพืช 0.836 0.951 0.130 0.143 
 
ตารางที่ ข-4ผลประสิทธิภาพการใหน้ําหนักคําสําคัญ 1-3 คําคน  100 ขอสอบถาม (ตอ) 
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คําคน 
ความแมนยํา
เฉลี่ย 
ความผิดพลาด 
IDF Corr IDF Corr 
การฉีดสารปองกันกําจัดเพลีย้ 0.814 0.957 0.081 0.084 
การฉีดสารปองกันกําจัดวัชพชื 0.888 0.943 0.105 0.062 
การฉีด 0.887 0.899 0.090 0.130 
ผลิตภัณฑแปรรูปจากพืช 0.902 0.957 0.136 0.126 
ตลาดสินคาเกษตร 0.834 0.876 0.148 0.133 
ตลาดในประเทศตลาดสินคาเกษตร 0.899 0.949 0.090 0.122 
การคาระหวางประเทศการสงออก 0.861 0.937 0.150 0.128 
ราคาขายปลีก   0.936 0.902 0.114 0.109 
การสงออกราคาขายปลีก   0.848 0.889 0.093 0.062 
ตลาดโลกการสงออกการคาระหวางประเทศ 0.858 0.961 0.082 0.090 
คาเฉล่ีย 100 คําคน 0.860 0.906 0.104 0.097 
 
 
 
 
 
 
 
 
 
 
 
 
• ตัวอยางการจดัความรูใหเปนระบบ : การอานไฟล OWL และคํานวณความถี่คําที่ปรากฏใน
เอกสาร 
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รูปท่ี ข-1ตัวอยางการอานไฟล OWL แสดงความสัมพนัธของคําในโครงสราง 
 
• ตัวอยางลําดับผลลัพธการสืบคนความรูจากการวดัความคลายคลึงดวยคําคน ออย การปลูก 
 
 
 
 
รูปท่ี ข-2 ตัวอยางคํานวณความถี่คําที่ปรากฏในเอกสาร 
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รูปท่ี ข-3ตัวอยางรายชื่อเอกสารความรูดานพืชไรคําคน ออย การปลูก 
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รูปท่ี ข-4ตัวอยางลําดับผลลัพธความคลายคลึงเชิงความหมายรูปแบบการทดลอง A1, A2, A3, A4 
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รูปท่ี ข-5ตัวอยางลําดับผลลัพธความคลายคลึงเชิงความหมายรูปแบบการทดลอง B1, B2, B3, B4 
 
 
 
 
 
ประวัติผูเขียน 
 
นายเจษฎา  สิงหทองชัย เกิดเมื่อวันที่ 28ธันวาคม 2519 ที่อําเภอสังคม  จังหวัดหนองคาย
สําเร็จการศึกษาในระดับมัธยมตอนตนที่โรงเรียนสังคมวิทยา และระดับประกาศนียบัตรวิชาชีพ 
(ปวช.) ที่วิทยาลัยเกษตรกรรมอุดรธานี  โดยปการศึกษา 2538ไดเขาศึกษาตอระดับประกาศนียบัตร
วิชาชีพชั้นสูง (ปวส.) สาขาวิชาคอมพิวเตอรธุรกิจที่สถาบันเทคโนโลยีราชมงคลนาน และในป
การศึกษา 2540ไดเขาศึกษาตอระดับปริญญาตรีในสาขาวิชาธุรกิจศึกษาคอมพิวเตอร ที่สถาบัน
เทคโนโลยีราชมงคล (คลองหก) ปทุมธานี และสําเร็จการศึกษาในปการศึกษา 2542 
เริ่มปฏิบัติงานในตําแหนงอาจารย สาขาวิชาคอมพิวเตอรธุรกิจ วิทยาลัยเกษตรและ
เทคโนโลยีพิจิตร จังหวัดพิจิตร และตําแหนงอาจารยสาขาวิชาคอมพิวเตอรธุรกิจวิทยาลัยการอาชีพ
เชียงคํา จังหวัดพะเยาตามลําดับ 
ป พ.ศ. 2557 สําเร็จการศึกษาระดับปริญญาโทสาขาวิชาเทคโนโลยีอินเทอรเน็ตและ
สารสนเทศ มหาวิทยาลัยนเรศวร ปฏิบัติงานตําแหนงอาจารยประจําสาขาวิชาเทคโนโลยีสารสนเทศ 
คณะเทคโนโลยีสังคม มหาวิทยาลัยเทคโนโลยีราชมงคลอีสาน วิทยาเขตกาฬสินธุ (มหาวิทยาลัย
กาฬสินธุ)จนถึงปจจุบัน 
ป พ.ศ.2554 ไดศึกษาตอระดับปริญญาเอกสาขาวิชาเทคโนโลยีสารสนเทศ สํานักวิชา
เทคโนโลยีสังคม มหาวิทยาลัยเทคโนโลยีสุรนารี ท้ังนี้ผูวิจัยไดมีความสนใจดานการจัดการความรู
ใหเปนระบบ การออกแบบและพัฒนาการสืบคนเชิงความหมาย ตลอดจนเปนที่ปรึกษาดานการ
ออกแบบและพัฒนาระบบสารสนเทศใหหนวยงานทั้งภาครัฐ และเอกชน 
 
