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INTRODUCTION
In this work, the effective algebraic degeneracy of non-constant entire holo-
morphic curves having values in the complement of a generic smooth projective
hypersurface of sufficiently high degree is established. Namely we prove the:
Main Theorem (Algebraic degeneracy of entire curves). If H ⊂ Pn is a generic
smooth projective hypersurface (of dimension n−1), having degree:
d > (5n)2nn ,
then there exists a proper subvariety Z ⊂Pn , of codimension at least two, such that
the image of every non constant entire curve f : C→ (Pn \H) having values in the
complement of H , actually lies in
(
Z \H
)
.
In dimensions n = 2 [17, 30] and n = 3 [28], this theorem is already known
with more precise lower bounds. In [30, 27], Erwan Rousseau also treat the case
of hypersurfaces with several smooth components, in dimension 2. In arbitrary
dimension, the case of projective hypersurface with several smooth components
will be treated in a forthcoming separate work [5]. Thanks to a lifting argument
the problem reduces to the algebraic degeneracy of entire curves in complete
intersections in PN , that can be treated with the same techniques that appear in this
paper. These complete intersections were already studied in [2].
In order to prove the main theorem, we use the general strategy nicely described
in [13, 14, 26], already successfully implemented in [25, 28, 29, 13], that combines
the extrinsic approach of Siu [3, 16, 33, 31, 22, 23] with the intrinsic approach of
Demailly [7, 9, 12, 17].
The paper is organized as follows. In the first section, the main result on de-
generacy of entire curves drawn on complements of generic smooth projective
hypersurfaces is proven. The main idea is to produce many algebraic differential
equations satisfied by every non constant entire curve. Admitting for the moment
the existence of one such differential equation, and working in the universal family
of complements of projective hypersurface of degree d , lots of algebraically inde-
pendent differential equations are produced by using low pole order slanted vector
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2 DARONDEAU
fields ([31, 22]). These vector fields will be studied in our logarithmic context in
the separate work [6], which will generalize the dimension 2 and dimension 3 cases
due to Erwan Rousseau ([28, 30]).
The second section is devoted to proving the existence of one differential equa-
tion (result admitted in the first section). The intrinsic strategy outlined in [12] is
followed. It relies on the construction of invariant jet differentials of Demailly ([7]),
generalized to the logarithmic setting by Dethloff and Lu ([9]). The use of weak
algebraic Morse inequalities ([32, 7]) provides a control of the cohomology, suffi-
cient for our goal. It reduces the problem to the positivity of a certain intersection
product I (d) on the k-th level of the Demailly tower of projectivized jet bundles.
This intersection product depends on parameters a and δ, that can be adjusted later.
A variant of the multivariate residue formula of Berczi ([1]), presented in [4], allows
to integrate along the fibers of the Demailly tower. At this point, it remains to
estimate one coefficient in the complicated Cauchy product of many (convergent)
multivariate formal series.
In the third section, the computation of this coefficient is implemented. The
overall approach, already adopted by Berczi in [1], is to identify some central terms
among the numerous combinations contributing to the coefficient of each power dp .
This identification leads to a modified version I˜ (d) of the polynomial I (d) having
much more simple coefficients. It is easy to compute its largest root λ˜. Then, under
suitable numerical hypotheses on the parameters a and δ — that yield the effective
degree bound d > (5n)2nn of the main theorem —, the estimation of the largest
root of the polynomial I (d) is brought back to the much more easy computation
of the largest root λ˜ of the simplified polynomial I˜ (d). Many technical results are
postponed to the appendices.
The last two sections: appendices A and B, form the technical core of this work.
In the first appendix, the leading coefficient of the intersection product I (d) is
studied, and its positivity for a suitable (explicit) choice of the parameters a and δ
is stated. In the second appendix, the remaining coefficients of I (d) are studied and
an upper bound λ for the largest root of this polynomial is derived.
Acknowledgments. I am very thankful to Simone Diverio and Erwan Rousseau for
discussing about [13] and for regularly enquiring about the progress of this project.
I am specially thankful to my thesis advisor, Joël Merker.
1. EFFECTIVE ALGEBRAIC DEGENERACY OF ENTIRE CURVES
The formalism of jets, that will be now recalled, allows a coordinate-free descrip-
tion of differential equations and as a result more compact statements, although
coordinates stay an essential tool in the machinery of proofs.
1.1. Logarithmic jet bundles. In what follows, ∆ denotes a complex disk of any
radius, that can vary. Let X be a complex manifold.
Jet manifold. Classically, the k-jet manifold of X is a coordinate-free construction
with the same information as the k-th-order Taylor polynomial of germs of holo-
morphic maps ∆→ X . For any germ of holomorphic map f : ∆→ X , the k-jet of f
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is:
f[k] :=
{
g : ∆→ X
∣∣∣ g and f osculate to order k at the origin} .
Then, for a target point x ∈ X , introduce:
JkX x :=
{
f[k]
∣∣∣ f : (∆,0)→ (X ,x)} .
The collection of these spaces is a fiber bundle, called the k-jet manifold of X :
JkX :=
⋃
x∈X
JkX x
η→ X ,
where the map η is the evaluation of the jets at the origin:
η
(
f[k]
)= f (0).
A jet f[k] ∈ JkX is termed singular, if f is stationary (i.e. if f ′(0)= 0), and regular
otherwise.
For a meromorphic differential 1-form ω ∈ Γloc
(
T?
X
)
, and a germ of holomorphic
map f : ∆→ X , the pullback f ?ω is necessarily of the form:
f ?ω= A(t )dt ,
for a meromorphic function A : C→C. Thus, each such 1-form ω induces a mero-
morphic map:
ω˜ : f[k] 7→
(
A(t ),A′(t ), . . . ,A(k−1)(t )
)
[JkX→Ck ].
On an open set U ⊂ X , the trivialization associated to a meromorphic local coframe
ω1∧·· ·∧ωn 6= 0 is:{
ΓU
(
JkX
) → U × (Ck)n
σ 7→ η◦σ ; ω˜1 ◦σ, . . . ,ω˜n ◦σ .
The components A( j )i of ω˜i ◦σ are called jet coordinates and correspond to the
derivatives of the germs σx : t 7→σx(t ) with respect to the complex variable t ∈∆.
Logarithmic jet manifold along a normal crossing divisor. A divisor D ⊂ X has
only normal crossings if at each point x ∈ X , there is an integer l = l (x) and a
centered coordinate system z1, . . . ,zl ,zl+1, . . . ,zn on X around x such that:
D ' div(z1 · · ·zl )⊂Cn .
For such a normal crossing divisor D, one defines:
T ?
X
(logD)x :=OX
dz1
z1
+·· ·+OX
dzl
zl
+OXdzl+1+·· ·+OXdzn .
It is a locally free OX -module of rank n that is the sheaf of sections of a vector
bundle T?
X
(logD), called the logarithmic cotangent bundle of X along D ([20]).
A local section σ ∈ ΓU (JkX ) over an open set U ∈ X is termed logarithmic if
for any logarithmic cotangent vector field ω ∈ ΓV (T?X (logD)), defined on a smaller
open set V ⊂U , the obtained meromorphic function ω˜◦σ is actually holomorphic,
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or, in other words, if σ has holomorphic jet coordinates in the adapted logarithmic
coframe generating T ?
X
(logD). These sections define a vector subbundle:
JkX (− logD)⊂ JkX ,
called the logarithmic k-jet manifold of X along D ([24]).
The subset of singular logarithmic k-jets is defined as the Zariski closure of the
set of singular k-jets in the logarithmic k-jet manifold:
J singk X (− logD) := J
sing
k X ∩ JkX (− logD).
Zar
.
The logarithmic k-jets that are not singular are said regular.
Jet differentials. Recall the concept of jet differentials, after [18, 7, 9]. “It is a
coordinate-free description of the holomorphic differential equations that a germ of
curve may satisfy”.
One has a C?-action on JkX (− logD) by rescaling of the source. Indeed if hλ is
the homothety with ratio λ ∈C?, and f is a logarithmic jet along D = div(z1 · · ·zl ),
the jet coordinates change as follows:{(
log◦ fi ◦hλ
)( j ) =λ j (log◦ fi )( j ) ◦hλ [i=1,...,l ](
fi ◦hλ
)( j ) =λ j f ( j )i ◦hλ [i=l+1,...,n] .
The Faà di Bruno formulae show that the concept of polynomial on the fibers of
JkX (− logD) makes sense. One can thus consider the Green-Griffiths jet bundle of
differential operators of order k and weighted degree m:
Ek,mT
?
X
(logD
)→ X ,
the fiber of which consists of the complex valued polynomials Q( f ′, . . . , f (k)) on
the fibers of JkX (− logD) of weighted degree m with respect to the C?-action by
rescaling of the source, that is:
Q
(
( f ◦hλ)[k]
)=λmQ( f[k]).
A nice way to describe the polynomials Q is to say that in any monomials of Q, m
is the “number of primes” appearing .
1.2. Fundamental vanishing theorem. The link between algebraic degeneracy
and jet bundles is nowadays classical. On has indeed the following fundamental
vanishing theorem ([7, 10])
(1.2.1) Let P be a non zero global jet differential of order k and weighted degree
m, vanishing with order ε> 0:
P ∈H0(Pn ,Ek,mT?Pn (logH)⊗OPn (ε)∨)\{0},
then every non constant entire holomorphic curve f : C→ (Pn \H) must satisfy the
corresponding algebraic differential equation of degree k with m “primes”:
P
(
f (1), . . . , f (k)
)≡ 0.
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1.3. Universal family of complements of projective hypersurfaces. Let S be the
space of parameters of degree d projective hypersurface of Pn :
S :=PH0(Pn ,OPn (d)).
Consider the universal family of degree d hypersurfaces:
H := {(x,P ) ∈Pn ×S : P (x)= 0},
and the complementX of this universal family:
X := (Pn ×S)\H .
Denote the two natural projections to the factors of Pn ×S by:
Pn
pr1←−Pn ×S pr2−→ S.
If s ∈ S is a point of the parameter space ofH , then:
Xs := (pr2|X )-1(s)=
(
Pn \Hs
)× {s},
where Hs ⊂Pn is the projective hypersurface of degree d parametrized by s:
Hs := pr1
(
(pr2|H )-1(s)
)
.
Moreover, for a generic s ∈ S, the hypersurface Hs is smooth.
Slanted vector fields. The universal familyH is a normal crossing divisor of degree
(d ,1) in Pn ×S. The space of the logarithmic k-jets alongH of the log-manifold(
Pn ×S,H ) will be denoted, as above, by:
Jk (P
n ×S)(− logH ).
The vertical jet fields are the fields tangent to the fibers of pr2 : P
n ×S→ S. In
other words, let:
pr[k]2? : Jk (P
n ×S)→ Jk (S)
be the extension to k-jets of the bundle morphism:
pr2? : T (P
n ×S)→ T (S),
then:
Jvertk (P
n ×S) := ker pr[k]2? ⊂ Jk (Pn ×S).
The submanifold of vertical regular logarithmic jet fields of order k:
Jvert,regk (P
n ×S)(− logH ) := J regk (Pn ×S)(− logH )∩ Jvertk (Pn ×S),
consists of regular logarithmic jets tangent to the fibers of the natural projection pr2
over the parameter space.
Recall that η denotes the natural projection (i.e. the evaluation of the jets):
η : Jvertk (P
n ×S)(− logH )→ (Pn ×S).
In a separate work [6], we prove the following statement:
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(1.3.1) For degrees d > k, the (twisted) holomorphic tangent sheaf to vertical jets
of the log manifold (Pn ×S,H ):
TJvertk (Pn×S)(− logH )⊗η
?
(
OPn
(
k(k+2))⊗OS(1))
is generated by its global holomorphic sections over the subspace:
Jvert,regk (P
n ×S)(− logH ) \η-1H ,
of regular vertical logarithmic k-jets of holomorphic curves avoidingH .
1.4. Proof of the main result. A strategy [31, 25, 29, 28, 13, 14] for proving
the algebraic degeneracy of entire curves, i.e. for the obtainment of an algebraic
differential equation of degree 0 that every entire curve has to satisfy is then to
generate many global jet differentials. Using the above vanishing theorem (1.2.1),
this gives algebraic differential equations that every entire curve must satisfy. Next,
one can (morally) get rid of the differentials f (1), . . . , f (k) by algebraic elimination.
Existence of algebraic differential equations. In §2, using algebraic Morse inequali-
ties, we prove the following statement:
(1.4.1) For any smooth hypersurface H ⊂Pn of degree d and any positive rational
number δ such that:
d > 52nn and 35nnδ6 1,
the vector space of logarithmic global jet differentials along H of order n and
weighted degreemÀ d having values in the dual of the ample line bundleKPn (H)2δm
has positive dimension:
dim H0
(
Pn ,En,mT
?
Pn
(
logH
)⊗ (KPn (H)∨)2δm)> 1.
The sections of En,mT?Pn (logH)⊗KPn (H)−2δm can be interpreted as invariant
maps JnPn(− logH)→ η?KPn (H)−2δm . Recall moreover that:
KPn (H)=OPn (d −n−1).
Let f : C→X be a non constant entire curve having values in the complement of
the universal family of projective hypersurfaces of degree d . Assume f is tangent
to the logarithmic relative tangent bundle of pr2:
V (− logH ) := ker(pr2?).
This assumption exactly means that pr2 ◦ f ≡ s0 is constant. In other words, f maps
C to the slice:
Xs0 :=
(
Pn \Hs0
)×{s0}⊂X .
Generically, one can assume that Hs0 is smooth.
By the very definition of the relative tangent bundle, one has:
V (− logH )|Xs = TXs (− logH s)= (pr2)?TPn (− logHs).
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By the above statement (1.4.1), for a suitable choice of mÀ dÀ 1 and 0< δ¿ 1,
independently of s0, there exists a non zero jet differential having positive vanishing
order:
σs0 ∈H0
(
Pn × {s0},En,mV ?(logH )⊗η?OPn (2δm(d −n−1))∨|Xs0
)
,
with zero locus:
Zs0 := {x ∈Pn : σs0(x)= 0}(Pn × {s0}.
Because the vanishing order of the section σs0 is positive, one can apply the
fundamental vanishing theorem and obtain: σs0
(
f[n]
)≡ 0.
In fact, it will be established that the image of f lies in the common zero set
Zs0 of all holomorphic coefficients of the polynomial σs0
(
f (1), . . . , f (n)
)
. The above
differential equation is thus a meaningless artefact. Indeed, the derivative of f are
actually not involved in the vanishing of σs0
(
f[n]
)
.
Lie derivative. In order to use Lie derivative, extend first σs0 as a holomorphic
family of non zero jet differentials:
σ :=
{
σs ∈H0
(
Pn × {s},En,mT?Pn (logHs)⊗OPn (2δm(d −n−1))∨
)}
.
By a classical extension result ([19, (3.2)]), there exists a Zariski closed subset Σ⊂ S
such that if s0 lies in S \Σ, then σs0 can be extended as a holomorphic family σ to a
Zariski dense open set containing s0. Make the two generic assumptions that s0 ∉Σ
and that Hs0 ⊂Pn is smooth and, in order to get rid of the term η?OS(1) in (1.3.1),
remove a supplementary hyperplane of S, if necessary.
Working locally on a neighbourhood U of one such s0, consider the section:
σ : JnV (− logH )|pr-12 U → η
?
1OPn
(−2δm(d −n−1))|pr-12 U .
and p slanted vector fields provided by (1.3.1):
v1, . . . ,vp : pr
-1
2 U → TJnV (− logH )⊗η?OPn (n(n+2))|pr-12 U .
These slanted vector fields are useful in order to generate lots of new vector fields
by Lie derivative of the given section σ. Indeed, by induction, the Lie derivative(
vp · · ·v1 ·σ
)
s0
is a non zero section of the vector space:
H0
(
Pn × {s0},En,mT?Pn (logHs0)⊗OPn
(−2mδ(d −n−1)+p n(n+2))).
Each derivative decreases the vanishing order by at most n(n+2).
While the vanishing order of
(
vp · · ·v1 ·σ
)
s0
is still positive, i.e. while:
2δm(d −n−1)> pn(n+2),
the above argument remains valid, and one infers that:(
vp · · ·v1 ·σ
)
s0
(
f[n]
)≡ 0.
In this way, lots of algebraic differential equations can be obtained, as soon as the
vanishing order of the initial section σ is large enough.
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Sufficient lower bound on the degree. The element of contradiction is the following.
If f (C) 6⊂ Zs0 , pick t0 ∈ C such that f (t0) 6∈ Zs0 . One may assume that f ′(t0) 6= 0,
because f[n](C) 6⊂ J singn V (− logH ). Now, by the result of global generation ([13,
p.12]):
(1.4.2) If f (t0) 6∈ Zs and f ′(t0) 6= 0, then there exist q 6m invariant vector fields
v1, . . . ,vq such that: (
vq · · ·v1 ·σ
)
s0
(
f[n](t0)
) 6= 0.
Thus, if for any p 6m and any invariant vector fields v1, . . . ,vp , one has the
vanishing:
0≡ (vp · · ·v1 ·σ)s0( f[n]),
the sought contradiction is obtained. In particular, by the fundamental vanishing
theorem, it is the case if the vanishing order is positive for all p 6m. In other words,
if the degree d satisfies:
2δm(d −n−1)>mn(n+2),
then, the entire curves with values in the complement of a generic hypersurface of
degree d are algebraically degenerate. After dividing by m, the condition on the
degree becomes:
d > (n+1)+ n(n+2)
2δ
.
Now, recall that by assumption 35nn δ6 1. After fixing: 35nn δ= 1, in order to
minimize the lower bound, one finally obtains the stronger condition (for n> 5):
d > 25nn+2 > nn+2
(
n+1
nn+2
+ 35(n+2)
2n
)
.
One can drop the hypothesis n> 5, because for n6 5, the explicit computation of
the largest positive root, using computer algebra system, shows that the result is
granted for a lower bound smaller than 25nn+2.
Notice that this bound (5n)2nn > 52nn is sufficiently large in order to prove the
existence of one global jet differential.
Codimension of the degeneracy locus. In [15], the authors show that the degeneracy
locus of entire curves has no divisorial components. As a result, its codimension is
at least two.
2. EXISTENCE OF GLOBAL LOGARITHMIC JET DIFFERENTIALS
In this section, the intrinsic strategy outlined in [12] is followed in order to prove
the existence theorem:
(2.0.1) For any smooth hypersurface H ⊂Pn of degree d and any positive rational
number δ such that:
d > (52nn) and (35nn)δ6 1,
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the vector space of logarithmic global jet differentials along H of order k = n and
weighted degree mÀ nn vanishing onKPn (H)2δm has positive dimension:
dim H0
(
Pn ,En,mT
?
Pn (logH)⊗KPn (H)−2δm
)
> 1.
A general intrinsic method for obtaining global jet differentials relies on the
construction of Demailly ([7]), generalized to the logarithmic setting by Dethloff
and Lu ([9]), that will be now described.
2.1. Demailly tower of logarithmic directed manifolds. A log-directed manifold
is a triple
(
X ,D,V
)
, where
(
X ,D
)
is a log manifold and V is a holomorphic sub-
bundle of the logarithmic tangent bundle TX (− logD). Given such a log-directed
manifold (X 0,D0,V0), one constructs on X 0 the Demailly tower of log directed
manifolds:
(X κ,Dκ,Vκ)
piκ−→ (X κ−1,Dκ−1,Vκ−1) piκ−1−→ . . . pi1−→ (X 0,D0,V0),
by induction on κ> 0. This construction has the same formal properties as in the
so-called compact case, i.e. where there is no divisor D0. Here, in the genuine
logarithmic setting, Vk is a holomorphic subbundle of the logarithmic tangent bundle
TX k (− logDk ).
Recall quickly the inductive step
(
X ′,D ′,V ′
) pi→ (X ,D,V ) of the construction of
the log Demailly tower ([9]). The space X ′ is the total space P (V ) of the projective
bundle of lines of V :
X ′ := P (V ) pi−→ X .
In order to make pi a log-morphism it is natural to set:
D ′ :=pi-1(D)⊂ X ′.
The relative tangent bundle Tpi of the log-morphism pi : (X ,D)→ (X ′,D ′) is
defined as the kernel of the differential pi?:
(2.1.1) 0→ Tpi ,→ TX ′(− logD ′)
pi?−→pi?TX (− logD)→ 0.
Keep in mind that V is a subbundle of the logarithmic tangent bundle TX (− logD),
displayed in the right of this short exact sequence, and that V ′ has to be a subbundle
of the logarithmic tangent bundle TX ′(− logD ′), displayed in the center of this short
exact sequence.
The tautological line bundle of X ′ = P (V ) is a subbundle of pi?TX (− logD)
because:
OX ′(−1)⊂pi?V ⊂pi?TX (− logD).
One can thus define a subbundle V ′ ⊂ TX ′(− logD ′), locally isomorphic to pi?V , by
taking:
V ′ := (pi?)-1OX ′(−1).
Equivalently, V ′ is defined by the following short exact sequence:
(2.1.2) 0→ Tpi ,→V ′ pi
?
−→OX ′(−1)→ 0.
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Comparing the two short exact sequences (2.1.1) and (2.1.2), notice that in the left,
one keeps all the vertical directions whereas in the right, one keeps only the single
“tautological” direction among all horizontal directions.
2.2. The direct image formula. For any integer i = 1, . . . ,κ−1, the composition
of the projections pi j : X j → X j−1 yields a projection:
piκ,i :=pii+1 ◦ · · · ◦piκ : Xκ→ Xi .
One can pullback the tautological line bundle of Xi to the κ-th level. We obtain κ
line bundles:
(piκ,1)
?OX 1(−1), (piκ,2)
?OX 2(−1), . . . , (piκ,κ−1)
?OX κ−1(−1), OX κ(−1).
The linear combinations of these line bundles with integer coefficients (a1, . . . ,aκ) ∈
Zκ:
OX κ(a1, . . . ,aκ) :=OX κ(aκ)⊗ (piκ,κ−1)
?OX κ−1(aκ−1)⊗·· ·⊗ (piκ,1)
?OX 1(a1).
enjoy positivity properties ([7]):
In [4], we show that it is natural to work with the κ line bundles:
L ∨i :=OX i (1, . . . ,1) [i=1,...,κ].
For integers coefficients (a1, . . . ,aκ) ∈Zκ, in analogy with the notation OX k (a), let
us use the notation:
L (a1, . . . ,aκ) := (piκ,1)?(L ∨1 )a1 ⊗·· ·⊗ (piκ,κ)?(L ∨κ )aκ .
Obviously, the translation formula is:
(2.2.1) L (a1,a2, . . . ,aκ)=OX κ(a1+a2+·· ·+aκ,a2+·· ·+aκ, . . . ,aκ).
Considering this formula (2.2.1) — that can be thought of as a plain change of
variables —, one can easily transpose existing results on the line bundles OX κ(a)
([7, 9]) into results on the line bundlesL (a). One has the following direct image
formula:
(2.2.2) For any κ-tuple (a1, . . . ,aκ) ∈Zκ with:
ai +·· ·+aκ> 0 [i=1,...,κ],
the direct image (piκ,0)?L (a1, . . . ,aκ) may be seen as a subsheaf of the Green-
Griffiths bundle Eκ,µV ?0 (logD0), where:
µ(a) := 1a1+2a2 · · ·+κaκ ∈N.
In order to prove the existence of sections of the Green-Griffiths logarithmic
jet bundle, it is sufficient to prove the existence of sections of L (a1, . . . ,aκ) for a
certain suitable choice of the parameters a1, . . . ,aκ. More generally, for any ample
line bundle A :
dimH0
(
X 0,Eκ,µ(a)V
?
0 (logD0)⊗A ∨
)
> dimH0
(
X κ,L (a)⊗pi?κ,0A ∨
)
.
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Starting with an hypersurface H ⊂Pn of degree d , fix the log pair:
(X 0,D0) := (Pn ,H).
and also fix the distribution V0 by taking the whole logarithmic tangent space:
V0 := TPn (− logH).
Now, let as above denote the Demailly tower constructed on the log directed
manifold
(
Pn ,H ,TPn (− logH)
)
by:(
X κ,Dκ
)→ (X κ−1,Dκ−1)→ . . .→ (X 1,D1)→ (X 0,D0).
This context will be called the logarithmic absolute case.
Then using the positivity properties of OXκ(a) and OPn (1), one can establish the
following statement ([11, 12, 7, 9]):
(2.2.3) In the logarithmic absolute case, if a1, . . . ,aκ are κ positive integers having
weighted sum µ(a)= 1a1+·· ·+κaκ, and satisfying the inequalities:
ai > 3ai+1 > 0 [i=1,...,κ−1],
then the line bundle:
F := (piκ,0)?OPn
(
2µ(a)
)⊗L (a1, . . . ,aκ)→ X κ
is nef.
Recall [21, 1.4.1] that a line bundleL → X over X is numerically effective (nef )
if for every irreducible curve C ⊂ X :∫
C
c1(L )> 0.
The second factor L (a1, . . . ,aκ) of F is positive on curves lying in the fibers,
and the first factor OPn (2µ(a) compensate the negativity than could occur in the
horizontal directions.
2.3. Morse inequalities. Now, the line bundle at stake:
L (a1, . . . ,aκ)⊗ (piκ,0)?KPn (H)−2µδ
is the difference of two nef line bundles F ,G because one has the trivial identity
(where the pullbacks are omitted):
L (a1, . . . ,aκ)⊗KPn (H)−2µδ =(
L (a1, . . . ,aκ)⊗OPn (2µ)︸ ︷︷ ︸
=:F
)⊗ (OPn (2µ+2µδ(d −n−1)))︸ ︷︷ ︸
=:G
)∨.
Indeed, it has already be said just above that F is nef, and G is also nef because it
is the pullback of a nef line bundle.
Together with the following Demailly-Trapani Morse inequalities([32, 7]) this
fact provides with a (rough) control the cohomology of the line bundleL (a1, . . . ,aκ)→
X κ.
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(2.3.1) For any holomorphic line bundleL on a N -dimensional compact manifold
X , that can be written as the differenceL =F ⊗G∨ of two nef line bundles F and
G , one has:
dimH0
(
X ,L ⊗k
)
> kN
(
FN
)−k (FN−1 ·G )
N !
−o(kN ).
Recall that by definition [21], the intersection number
(
L1 · · ·Lk
)
of k line bundles
on a k dimensional variety X denotes:(
L1 · · ·Lk
)
:=
∫
X
c1(L1) · · ·c1(Lk ).
These algebraic Morse inequalities (2.3.1) can now be applied to the constructed
line bundle L (a)→ X κ. By induction the dimension nκ := dim(X κ) is simply
computed as:
nκ = dim(X 0)+κ
(
rkP (V0)
)= n+κ (n−1).
(2.3.2) If the integers a1, . . . ,aκ satisfy the inequalities:
ai > 3ai+1 > 0 [i=1,...,κ−1]
and δ ∈Q is a fixed positive rational number, It suffices to establish the positivity of
the intersection number:
I :=
∫
X κ
c1(F )
nκ −nκ c1(F )nκ−1c1(G ),
where: {
c1(F )= 2µ(a)h+a1 c1(L ∨1 )+·· ·+aκ c1(L ∨κ )
c1(G )=
(
1+δ(d −n−1))2µ(a)h ,
in order to guarantee the existence of non zero global sections in the vector space:
H0
(
X κ,Eκ,mT
?
Pn
(
logH
)⊗ (piκ,0)?(KPn (H)∨)2δm),
for asymptotic weighted degree mÀ 1.
Proof. Assume that one can find a = (a1, . . . ,aκ), such that I > 0 for d >λ(a). By
the above algebraic Morse inequality, one has, for large integers k:
dimH0
(
X κ,
(
L (a)⊗KPn (H)−2δµ(a)
)⊗k)> knκ I
nκ!
−o(knκ).
Now, bothL (a) and µ(a) are linear in a, thus:(
L (a)⊗KPn (H)−2δµ(a)
)⊗k =L (ka)⊗KPn (H)−2δµ(ka),
and ka still satisfy the inequalities:
k ai > 3k ai+1 > 0 [i=1,...,κ−1]
thusL (ka) is a subsheaf of the Green-Griffiths logarithmic jet bundle:
L (ka)⊂ Eκ,mT?Pn (logH),
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for the weighted degree:
m :=µ(ka)= kµ(a).
By taking k large enough, one has:
dimH0
(
X κ,L (ka)⊗KPn (H)−2δµ(ka)
)
> 1
2
knκ
I
nκ!
> 0.
Thus, for mÀ 1 large enough, not effective:
dimH0
(
X κ,Eκ,mT
?
Pn (logH)⊗KPn (H)−2δm
)
> 1.

Denote the first Chern classes of the vertical line bundlesLi by:
vi := c1
(
L ∨i
)
[i=1,...,κ].
then the integrand of the above intersection product:
f (v1, . . . ,vκ) := c1(F )nκ −nκ c1(F )nκ−1c1(G )
can be written in this notation as:
f (v1, . . . ,vκ) :=
(
2µh+a1v1+·· ·+aκvκ
)nκ−
nκ
((
1+δ(d −n−1))2µh)(2µh+a1v1+·· ·+aκvκ)nκ−1.
We will next give a formula for integrating f under this form.
2.4. Formal computation on the Demailly tower. It is convenient to bring down
the computation to the basis. In [4], we provide a formula in that aim. This formula
expresses intersection products on X κ as coefficients of an iterated Laurent series,
in the very spirit of the predating residue formula of Berczi ([1]).
An iterated Laurent series is a multivariate formal series having well ordered
support with respect to the lexicographic order on Zn . The main advantage of using
the subspace of iterated Laurent series over using the whole space of multivariate
formal series is that the Cauchy product is well defined. There is an injection
of the field of rational functions in the field of iterated Laurent series, called the
iterated Laurent series expansion at the origin. The reader is referred to [4] for a
precise description of this process. By convention, in the product of an iterated
Laurent series and a rational function, the rational function will always be replaced
by its expansion. Accordingly, such a product is in fact the Cauchy product of two
iterated Laurent series. Lastly, the expression [M ]Φ will denote the coefficient of a
monomial M in the multivariate formal series Φ.
Applying the formula of [4], one can eliminate simultaneously all the vertical
first Chern classes vi .
(2.4.1) In the “logarithmic absolute case”, for any homogeneous polynomial:
f ∈C[h][t1, . . . , tκ]=C[h, t1, . . . , tκ]
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having total degree nκ = dim X κ (with respect to the variables h, t1, . . . , tκ), the
corresponding cohomology class f (v1, . . . ,vκ) ∈ H •(X κ) can be integrated on X κ
using the formula:∫
X κ
f (v1, . . . ,vκ)=
[
hn tn1 · · · tnκ
](
A(t1, . . . , tκ)B(t1, . . . , tκ)C(t1, . . . , tκ)
)
,
where A is the polynomial with coefficients in C[h] obtained from f by:
A(t1, . . . , tκ) := (dh+ t1) · · · (dh+ tκ) f (t1, . . . , tκ),
where B is the Laurent polynomial with coefficients in C[h]:
B(t1, . . . , tκ) :=
∑
j1,..., jκ>0
(
n+ j1
n
)
· · ·
(
n+ jκ
n
)
(−h) j1+···+ jκ
t j11 · · · t
jκ
κ
,
and where C is the (unequivocal) iterated Laurent series expansion of the universal
rational function:
C(t1, . . . , tκ) :=
∏
16i< j6κ
(
t j − ti
t j −2ti
) ∏
26i< j6κ
(
t j −2 ti
t j −2 ti + ti−1
)
.
with respect to the order:
t1¿···¿ tκ¿ 1.
Proof. This result is a plain implementation of the method of integration developed
in [4]. In analogy with Chern polynomial, for a vector bundle E → X over a N
dimensional manifold X , define su(E) to be the generating function of the Segre
classes of E , that is:
su(E) := s0(E)+u s1(E)+u2 s2(E)+·· ·+un sN (E).
In the precedent work [4] we establish that:∫
X κ
f (v1, . . . ,vκ)=
[
tn−11 · · · tn−1κ
](
∫
Pn
f (t1, . . . , tκ)
κ∏
j=1
s1/t j
(
T?Pn (logD)
)
∏
16i< j6κ
(
t j − ti
t j −2ti
) ∏
26i< j6κ
(
t j −2 ti
t j −2 ti + ti−1
))
.
In the third line, we recognize the universal series C:
(∗)
∫
X κ
f (v1, . . . ,vκ)=
[
tn−11 · · · tn−1κ
](∫
Pn
f (t1, . . . , tκ)
κ∏
j=1
s1/t j
(
T?Pn (logD)
)
C(t1, . . . , tκ)
)
.
By a classic computation, the total Segre class of the basis is:
s•(V0)= s•
(
TPn (− logH)
)= (1+d h)
(1+h)n+1 .
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Thus the appearing Laurent polynomials s1/t j
(
T?
Pn
(logD)
)
have the expression:
s1/ti (V0)=
ti +dh
ti
n∑
ji=0
(
n+ ji
ji
)(−h
ti
)ji
,
and the product of these expressions for i = 1, . . . ,κ is:
κ∏
i=1
s1/ti
(
T?Pn (logD)
) = t1+dh
t1
· · · tκ+dh
tκ
B(t1, . . . , tκ).
Then (∗) becomes:∫
X κ
f (v1, . . . ,vκ)=
[
tn−11 · · · tn−1κ
]( 1
t1 · · · tκ
∫
Pn
f (t1, . . . , tκ)
κ∏
i=1
(dh+ ti )B(t1, . . . , tκ)C(t1, . . . , tκ)
)
.
We recognize the term A and use that, obviously:[
tn−11 · · · tn−1κ
]( Φ
t1 · · · tκ
)
= [tn1 · · · tnκ ](Φ),
in order to obtain:∫
X κ
f (v1, . . . ,vκ)=
[
tn1 · · · tnκ
](∫
Pn
A(t1, . . . , tκ)B(t1, . . . , tκ)C(t1, . . . , tκ)
)
.
Now, it remains to integrate polynomials in the hyperplane class h on Pn . For
degree reason, the integrand is a multiple of hn . The coefficient of this monomial is
the sought intersection product, because it is known that:∫
Pn
hn = 1.
Finally, our computation becomes the very concrete combinatorial problem:∫
Xκ
f (v1, . . . ,vκ)=
[
hn tn1 · · · tnκ
](
A(t1, . . . , tκ)B(t1, . . . , tκ)C(t1, . . . , tκ)
)
.

Moreover, this formula stay true without assumption on the degree of f , because
the only power of h that does not vanish by integration on the basis is the n-th
power.
3. IMPLEMENTATION OF THE COMPUTATION
In this section, it is established that, if mÀ d > 52nn and if 0< 35nnδ6 1 then:
dimH0
(
En,mT
?
Pn
(
logH
)⊗KPn (H)−2mδ)> 1,
In that aim, it is sufficient to prove — under the same hypotheses — the positivity
of the intersection product:
I = [hn tn1 · · · tnκ ](A(t )B(t )C(t )),
for a fixed choice of weights a1,a2, . . . ,aκ, where t stands for the κ-tuple t1, . . . , tκ.
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In order to estimate the displayed Cauchy product coefficient I , one needs to
access to the coefficients of the terms A, B and C.
3.1. Preliminary expansion of A. The first appearing term is the polynomial:
A(t1, . . . , tκ)= (d h+ t1) · · · (d h+ tκ) f (t1, . . . , tκ).
It is the only term involving d . Recall that in our situation, the polynomial f to be
integrated on the Demailly tower is:
f (t1, . . . , tκ) :=
(
2µ(a)h+a1t1+·· ·+aκtκ
)nκ−
nκ
(
δd + (1−δn−δ)
)
2µ(a)h
(
2µ(a)h+a1t1+·· ·+aκtκ
)nκ−1
,
where nκ is the dimension of the ambient space at the κ-th level:
nκ = dimX κ = n+κ(n−1),
and where µ is the weighted sum of the coefficients ai :
µ(a)= 1a1+·· ·+κaκ.
Thus A has degree at most n with respect to d , because in its expression d
appears only as a factor of the product dh, and hn+1 = 0.
Let us introduce the short notation:
fi (t1, . . . , tκ) := nκ!
(nκ− i )!
(
2µ(a)
)i (a1t1+ . . .+aκtκ)nκ−i [i=0,1,...,n]
for the terms (not depending on d) that appear in the expansion of f with respect to
the hyperplane class h:
f (t1, . . . , tκ)=
n∑
i=0
(αi −dβi )hi fi (t1, . . . , tκ),
where the rational coefficients αi and βi have the respective expressions:
αi := 1− (1−δn−δ)i
i !
and βi := δi
i !
[i=0,1,...,n].
In particular, it will prove useful to compute that:
α0 = 1, α1 = δ(n+1), β0 = 0, β1 =β2 = δ.
With this notation, one can write more shortly the expansion of the coefficients:
Ap (t1, . . . , tκ) :=
[
dn−p
]
A(t1, . . . , tκ) [p=0,1,...,n].
One has, by using the notation s j for the j -th elementary symmetric function of κ
variables:
(d h+ t1) · · · (d h+ tκ)=
κ∑
j=0
(d h)κ− j s j (t1, . . . , tκ).
Thus, by definition, A is the following product of polynomials in the variables
d ,h, t1, . . . , tκ:
A(t1, . . . , tκ)=
n∑
i=0
(
(αi −d βi )hi fi (t )
) κ∑
j=κ−n
(
dκ− j hκ− j s j (t )
)
.
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Remind that β0 = 0, thus in this expression d appears always as a factor of h.
This remark yields at once:[
dn−p
]
A(t1, . . . , tκ)=O
(
hn−p
)
,
where O
(
hn−p
)
denotes a polynomial multiple of hn−p in C[h, t1, . . . , tκ].
More precisely:
(3.1.1) For p = 0,1, . . . ,n, the expansion of Ap with respect to h is:
Ap =
p∑
q=0
hn−q
(
αp−q fp−q (t ) sκ−n+p (t )−βp+1−q fp+1−q (t ) sκ−n+p+1(t )
)
,
where si denotes the i -th elementary symmetric function of κ variables.
Proof. Recall:
A(t1, . . . , tκ)=
n∑
i=0
(
(αi −d βi )hi fi (t )
) κ∑
j=κ−n
(
dκ− j hκ− j s j (t )
)
.
There is two ways to obtain dn−p ; indeed the first polynomial is linear in d . Either
take the constant coefficient (with respect to d) in the first polynomial and the
coefficient of dn−p in the second polynomial, that is:
p∑
i=0
αi h
i fi (t ) ·hn−p sκ−n+p (t ),(∗)
or take the slope (with respect to d) in the first polynomial and the coefficient of
dn−p−1 in the second polynomial, that is:
p+1∑
i=0
−βi hi fi (t ) ·hn−(p+1) sκ−n+p+1(t ).(∗∗)
For any integer q = 0,1, . . . ,p, the coefficient of hn−q in the first contribution (∗)
is:
αp−q fp−q (t ) sκ−n+p (t ),
and the coefficient of hn−q in the second contribution (∗∗) is:
−βp+1−q fp+1−q (t ) sκ−n+p+1(t ).
One can easily deduce the expansion of Ap :
Ap =
p∑
q=0
hn−q
(
αp−q fp−q (t )sκ−n+p (t )−βp+1−q fp+1−q (t )sκ−n+p+1(t )
)
.
That is the announced result. 
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3.2. Examination of the other terms. For multi-indices j ∈Zκ, define the coeffi-
cients:
Bj := (−1) j1+···+ jκ
(
n+ j1
n
)
· · ·
(
n+ jκ
n
)
in such way that:
B= ∑
j∈Nκ
Bj
(
h
t1
)j1
· · ·
(
h
tκ
)jκ
.
The coefficients Bj have a simple shape. In the contrary, it is highly challenging
to understand the Laurent series expansion of the rational expression:
C(t1, . . . , tκ) :=
∏
16i< j6κ
(
t j − ti
t j −2ti
) ∏
26i< j6κ
(
t j −2 ti
t j −2 ti + ti−1
)
.
In order to bypass this technical sticking point, in a first approximation, we will
replace both terms B and C by their constant term 1. Later, we will come back in
more details to this point.
We use the notation:
Ck :=
[
tk11 · · · tkκκ
]
C(t1, . . . , tκ).
for the (complicated) coefficient of the monomial tk11 · · · tkκκ in the iterated Laurent
series expansion of C. By homogeneity, these coefficients are 0 unless k1+·· ·+kκ =
0, in such way that:
C(t1, . . . , tκ)=
∑
k1+···+kκ=0
Ck t
k1
1 · · · tkκκ .
Notice that one can use the rational expression of C whenever t is in the domain of
convergence of C. We will also use the transparent notation:
|C| = ∑
k1+···+kκ=0
|Ck| tk11 · · · tkκκ .
The shape of C allows to extract some more information on the support of its
iterated Laurent series expansion:
(3.2.1) The coefficient Ck is zero unless for each i = 1, . . . ,κ:
ki +·· ·+kκ6 0.
Proof. At each step of the iterated Laurent series expansion of C, one manipulates
only products of the monomials: ti /t j for indices 16 i < j 6 κ. 
3.3. Guide line of the computation. For the moment, trust that — in a first ap-
proximation — both terms B and C can be replaced by 1. Take also δ = 0. We
introduce the auxiliary (positive) constants:
(3.3.1) I˜p :=
[
tn1 · · · tnκ
](
fp (t1, . . . , tκ)sκ−n+p (t1, . . . , tκ)
)
[p=0,1,...,n].
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Compare with the actual coefficients of dn−p in I :
I˜p :=
[
hn tn1 · · · tnκ
]( p∑
q=0
hn−q
(
αp−q fp−q (t )sκ−n+p (t )−βp+1−q fp+1−q (t )sκ−n+p+1(t )
))
.
Although this seems to be a radical simplification, It will be proven later that
for all p = 0,1, . . . ,n, the coefficient Ip has nearly the same size as the simplified
coefficient I˜p , provided the parameters a1, . . . ,aκ are suitably adjusted (H1) and
that δ¿ 1 is taken small enough (H2).
Here is the guide line of our computation:
 Firstly, we will compute a sufficient lower bound λ˜(a) on the degree d , such that
the approximated polynomial:
I˜ (d) := I˜0dn −
(
I˜1d
n−1+·· ·+ I˜n
)
has positive values for degrees d > λ˜(a).
The goal of all the technicalities that will follow is to bring the computation back to
this much more easy computation.
 Secondly, we will study the leading coefficient, and prove that under ad hoc
hypotheses (H1) and (H2), it has a positive value, that is at least two thirds of I˜0:
I0 =
[
hn tn1 · · · tnκ
](
A0(t1, . . . , tκ)|δ=0
)
︸ ︷︷ ︸
=I˜0
+
[
hn tn1 · · · tnκ
](
A0(t1, . . . , tκ)|δ=0
(
C(t1, . . . , tκ)−1
))
︸ ︷︷ ︸
negligible for a1À···À aκ (H1)
+ δ I ′0︸ ︷︷ ︸
negligible for δ¿ 1 (H2)
.
 Thirdly, we will study the remaining coefficients and derive a sufficient lower
bound λ(a) on the degree d — similar to λ˜(a)— from the relative sizes of the
coefficients. Again, we will see that:
Ip =
[
hn tn1 · · · tnκ
](
Ap (t )|δ=0B(t )
)
︸ ︷︷ ︸
∼multiple of I˜p
+
[
hn tn1 · · · tnκ
](
Ap (t )|δ=0B(t )
(
C(t )−1))︸ ︷︷ ︸
negligible for a1À···À aκ (H1)
+ δ I ′p︸ ︷︷ ︸
negligible for δ¿ 1 (H2)
.
3.4. Quick justification of the approximations. Recall that Ip is the Cauchy
product coefficient:
Ip =
[
hn tn1 · · · tnκ
](
Ap
(
t
)
B
(
t
)
C
(
t
))
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where Ap is the polynomial:
Ap =
p∑
q=0
hn−q
(
αp−q fp−q (t )sκ−n+p (t )−βp+1−q fp+1−q (t )sκ−n+p+1(t )
)
,
and B and C are the iterated Laurent series:
B=∑
j
Bj
(
h
t1
)j1 · · ·( h
tκ
)jκ
and: C=∑
k
Ck t
k1
1 · · · tkκκ .
As a consequence, Ip can be written as:
Ip =
∑
i=j−k
∑
06q6p
αp−q
[
tn+i11 · · · tn+iκκ
](
fp−q (t )sκ−n+p (t )
)
BjCk−∑
i=j−k
∑
06q6p
βp+1−q
[
tn+i11 · · · tn+iκκ
](
fp+1−q (t )sκ−n+p+1(t )
)
BjCk.
In order to make the estimation of this term easier, the only freedom that we have
is the choice of the parameters a1 > ·· · > aκ > 0 that appear in:
fi (t1, . . . , tκ)=
(
2µ(a)
)i nκ!
(nκ− i )!
(
a1t1+·· ·+aκtκ
)nκ−i .
This latitude will become more clear after we explain how to simplify the appearing
coefficients: [
tn+i11 · · · tn+iκκ
](
fp−q (t1, . . . , tκ) sκ−n+p (t1, . . . , tκ)
)
,
in order to deal with more tractable plain a-monomials. Notice that for degree
reasons, such coefficients are zero unless:
i1+·· ·+ iκ = q
Remind the auxiliary constant introduced in (3.3.1):
I˜p =
[
tn1 · · · tnκ
](
fp (t1, . . . , tκ)sκ−n+p (t1, . . . , tκ)
)
.
It stands for the absolute value of the coefficients of dn−p in the simplified poly-
nomial I˜ , appearing in the preceding guide line. Each coefficient appearing in
the computation of the coefficient of dn−p in I can be compared with the unique
coefficient I˜p appearing in the computation of the coefficient of dn−p in I˜ :
(3.4.1) For any integers p,q ∈N and any multi-index (i1, . . . , iκ) ∈Zκ, such that
i1+·· ·+ iκ = q 6 p,
one has:[
tn+i11 · · · tn+iκκ
](
fp−q (t ) sκ−n+p (t )
)
6
(
a1
2nµ(a)
)i1
· · ·
(
aκ
2nµ(a)
)iκ
I˜p .
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Proof. By definition, the (κ−n+p)-th elementary symmetric function is the fol-
lowing homogeneous sum of monomials of total degree κ−n+p:
sκ−n+p (t1, . . . , tκ)=
∑
(ε1,...,εκ)∈{0,1}κ
ε1+···+εκ=κ−n+p
tε11 · · · tεκκ .(∗)
Remind that q = (i1+·· ·+ iκ) and nκ = κn− (κ−n). Accordingly, the degree of the
monomial that we consider:
(n+ i1)+·· ·+ (n+ iκ)= κn+q
agrees with he homogeneous degree of the expression at stake:(
nκ− (p−q)
)+ (κ−n+p)= κn− (κ−n+p)+q + (κ−n+p).
By definition:
f j (t )= nκ! (2µ)
j
(nκ− j )!
(a1t1+·· ·+aκtκ)nκ− j .
This expression can be expanded thanks to the multinomial formula, and by replac-
ing fp−q by its expansion, one gets the formula:[
tn+i11 · · · tn+iκκ
](
fp−q (t )sκ−n+p (t )
)
= ∑
(ε1,...,εκ)∈{0,1}κ
ε1+···+εκ=κ−n+p
nκ! (2µ)p−q
(nκ−p+q)!
(nκ−p+q)!
(n+ i1−ε1)! · · · (n+ iκ−εκ)!
an+i1−ε11 · · ·an+iκ−εκκ ,
= ∑
(ε1,...,εκ)∈{0,1}κ
ε1+···+εκ=κ−n+p
nκ! (2µ)p−q
(n+ i1−ε1)! · · · (n+ iκ−εκ)!
an+i1−ε11 · · ·an+iκ−εκκ ,
where it should be understood that we consider only the κ-tuples (ε1, . . . ,εκ) such
that for k = 1, . . . ,κ the integer n+ ik −εk is not negative.
By distinguishing the case (i < 0) and the case (i > 0) it is easy to show that in
both case:
n!
(n+ i )! 6 n
−i .
Thus, by summing the powers of n:
1
(n+ i1−ε1)! · · · (n+ iκ−εκ)!
6 n
κ−n+p+q
(n!)κ
.
In the right hand side, the dependence on ε1, . . . ,εκ disappears. The monomials can
thus be summed by using (∗) in the other direction, and one gets:[
tn+i11 · · · tn+iκκ
](
fp−q (t1, . . . , tκ)sκ−n+p (t1, . . . , tκ)
)
6 n
κ−n+p−q nκ!
(n!)κ
(2µ)p−qan+i11 · · ·an+iκκ sκ−n+p (1/a1, . . . ,1/aκ).
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It remains only to compare with the expression of the auxiliary constant I˜p in order
to conclude. In intermediary computation, its explicit value was computed to be:
I˜p = n
κ−n+p nκ!
(n!)κ
(2µ)p (a1 · · ·aκ)nsκ−n+p (1/a1, . . . ,1/aκ).
Thus: [
tn−i11 · · · tn−iκκ
](
fp−q (t )sκ−n+p (t )
)
6 I˜p
ai11 · · ·aiκκ
(2nµ)q
.

We will use this latitude and set a1À ··· À aκ in order to make the annoying
contributions negligible with respect to the “central” term I˜p , obtained for i =
(0, . . . ,0) ∈Zκ.
Consider the coefficients:(
a1
2nµ(a)
)i1
· · ·
(
aκ
2nµ(a)
)iκ
,
and use the telescoping products:(
a j
2nµ(a)
)
=
(
a j
a j−1
)
· · ·
(
a2
a1
)(
a1
2nµ(a)
)
in order to write it the coefficients under the form:(
a1
2nµ(a)
)i1+···+iκ (a2
a1
)i2+···+iκ
· · ·
(
aκ
aκ−1
)iκ
.
The coefficient of i= (0, . . . ,0) will always be 1, but for other indices, for parameters
ai À ai+1 > 0 — that clearly fulfil the condition (2.2.3) —, these coefficients can be
made as small as wanted. Indeed:
(3.4.2) all multi-indices i involved in this computation have entries such that:
i j +·· ·+ iκ> 0 [ j=1,...,κ].
Proof. One has i= j−k. The entries of j have to be non negative and we have seen
that Ck is zero unless:
ki +·· ·+kκ6 0 [i=1,...,κ].

Our understanding does not allow to give the geometric meaning of this hy-
pothesis. The careful study of preceding works [13, 1] let appear that this kind of
hypothesis is also done in order to get a result in any dimension. We do not know if
there is a similar hypothesis in [8]. For all that, this technical simplification yields
the desired statement.
However, if one is interested in effective computation, the parameters a1, . . . ,aκ
have to be chosen with care. Indeed, a very quickly decreasing sequence a will
guarantee a very large leading coefficient, but will also increase the size of the
largest positive root of the polynomial I .
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3.5. Simplified computation. Now, we achieve our program. As a first step, let
us simplify the problem and let us consider the polynomial inequality:
I˜0d
n > I˜1dn−1+·· ·+ I˜n−1d + I˜n .
Because I˜0 > 0, this inequality is checked as soon as d is larger than the (largest)
positive root of the polynomial:
I˜ (d)= I˜0dn − I˜1dn−1−·· ·− I˜n−1d − I˜n .
Dividing the polynomial I˜ by the appearing (huge) positive constant I˜n , later
computed to be:
I˜n = (2µ)n nκ!
(n−1)!κ (a1 · · ·aκ)
n−1,
does not change the values for which I˜ is positive. In order to bound from above
the absolute values of the roots of a polynomial, it suffices to estimate the relative
size of its coefficients, according to the following lemma:
(3.5.1) All complex roots of a non constant complex algebraic equation of degree
n:
c0x
n = c1xn−1+·· ·+cn−1x+ cn
have an absolute value least than or equal to the Fujiwara’s bound:
λ= 2 max
p=1,...,n
∣∣∣cp
c0
∣∣∣1/p .
Following this strategy of bounding I˜p/I˜0, we will now compute the relative
sizes of the coefficients of I˜ and after that compare each non-leading coefficient
with the leading coefficient:
(3.5.2) For any integer p = 0,1, . . . ,n, one has:
I˜p = sn−p
(
a1
2nµ
, . . . ,
aκ
2nµ
)
I˜n .
Proof. By definition:
fp (t1, . . . , tκ)= (2µ)p nκ!
(nκ−p)!
(
a1 t1+·· ·+aκ tκ
)nκ−p .
We will expand this (nκ−p)-power. In this view, recall that for any two integers k, l ∈
N the standard binomial formula yield by induction on k the following multinomial
formula: (
x1+·· ·+xk
)l = ∑
i1+···+ik=l
l !
i1! · · · ik !
xi11 · · ·xikk .
Thus fp becomes:
fp (t1, . . . , tκ)= (2µ)p
∑
i1+···+iκ=nκ−p
nκ!
(nκ−p)!
(nκ−p)!
i1! · · · iκ!
ai11 · · ·aiκκ t i11 · · · t iκκ .
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On the other hand, by definition, the (κ−n+p)-th elementary symmetric function
of κ variables x1, . . . ,x‘ is the following homogeneous sum of monomials:
sκ−n+p (x1, . . . ,xκ)=
∑
(ε1,...,εκ)∈{0,1}κ
ε1+···+εκ=κ−n+p
xε11 · · ·xεκκ ,(∗)
the total degree of which is κ−n = p and in which the exponent of each variable
x1, . . . ,xκ is at most 1.
The product of the two polynomials fp (t ) and sκ−n+p (t ) is thus:
fp (t )sκ−n+p (t )= (2µ)p
∑
i1+···+iκ=nκ−p
ε1+···+εκ=κ−n+p
nκ!
i1! · · · iκ!
ai11 · · ·aiκκ t i1+ε11 · · · t iκ+εκκ ,
where as above:
(i1, . . . , iκ) ∈Nκ, (ε1, . . . ,εκ) ∈ {0,1}κ.
Note that the homogeneous degree of the polynomial at stake agrees with the total
degree of the monomial tn1 · · · tnκ because it is:
nκ−p+ (κ−n+p)= n+κ (n−1)−p+κ−n+p = κn.
Now, for i1+ε1 = n, . . . , iκ+εκ = n, all i j are non negative and the appearing
multinomial coefficient has always the same value:
nκ!
i1! · · · iκ!
= nκ!
(n−ε1)! · · · (n−εκ)!
= nκ!
n!n−p (n−1)!κ−n+p =
nκ!
nn−p (n−1)!κ ,
because κ−n+p of the εi ’s are 1 and the n−p remaining εi ’s are 0.
As a consequence:[
tn1 · · · tnκ
](
fp (t )sκ−n+p (t )
)
= (2µ)p ∑
ε1+···+εκ=κ−n+p
nκ!
nn−p (n−1)!κ a
n−ε1
1 · · ·an−εκκ .
Next, one can factorize the multinomial coefficient and an1 · · ·anκ and use the
above definition (∗) of the elementary symmetric function from the right to the left,
in order to obtain:[
tn1 · · · tnκ
](
fp (t )sκ−n+p (t )
)
= (2µ)
p nκ!
nn−p (n−1)!κ a
n
1 · · ·anκ
∑
ε1+···+εκ=κ−n+p
( 1
a1
)ε1 · · ·( 1
aκ
)εκ
= (2µ)
p
nn−p
nκ!
(n−1)!κ a
n
1 · · ·anκ sκ−n+p
( 1
a1
, . . . ,
1
aκ
)
.
Finally we use that, by putting all fractions to the same denominator:
sκ−n+p
( 1
a1
, . . . ,
1
aκ
)
= 1
a1 · · ·aκ
sn−p (a1, . . . ,aκ),
and by homogeneity:
(2µ)p
nn−p
sn−p (a1, . . . ,aκ)= (2µ)n sn−p
( a1
2nµ
, . . . ,
aκ
2nµ
)
,
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hence we get:
I˜p = (2µ)n nκ!
(n−1)!κ (a1 · · ·aκ)
n−1 sn−p
( a1
2nµ
, . . . ,
aκ
2nµ
)
,
that is the announced expression, because now:
I˜n = (2µ)n nκ!
(n−1)!κ (a1 · · ·aκ)
n−1.
Thus:
I˜p = I˜n sn−p
( a1
2nµ
, . . . ,
aκ
2nµ
)
.

As a consequence:
(3.5.3) The Fujiwara’s bound for the polynomial I˜ :
λ˜(a1, . . . ,aκ) := 2 max
16p6n
∣∣∣ I˜p
I˜0
∣∣∣1/p
has the value:
λ˜(a)= 4nµ(a) sn−1(a)
sn(a)
.
Proof. By the lemma just above:∣∣∣ I˜p
I˜0
∣∣∣1/p = (sn−p (ai /(2nµ))
sn(ai /(2nµ))
)1/p
.
Claim: For κ ∈N and p = 1, . . . ,κ−1, and a set of positive reals x1, . . . ,xκ:
sp (x j )
2> sp−1(x j )sp+1(x j ).
In order to prove this claim, we will construct an injection from the set parametrizing
sp+1 sp−1 to the set parametrizing s2p ; Let i1 < ·· · < ip+1| j1 < ·· · < jp−1 be an
element of the first set.
• Either for any k = 1, . . . ,p−1 one has ik > jk . Then ip+1 > ip−1> jp−1 and:
i1 < ·· · < ip | j1 < ·· · < jp−1 < ip+1
is in the second set.
• Or there is a minimum k such that ik < jk . Then if k > 1, jk−16 ik−1 < ik
and in all cases ik < jk , thus:
i1 < ·· · < ik−1 < ik+1 < ·· · < ip | j1 < ·· · < jk−1 < ik < jk < ·· · < jp−1
is in the second set.
The claim is now proved. It yields:
sn−k (x j )
sn−k+1(x j )
6
sn−k+1(x j )
sn−k+2(x j )
6 · · ·6 sn−1(x j )
sn(x j )
,
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and thus: (sn−p (x j )
sn(x j )
)1/p
=
( p∏
k=1
sn−k (x j )
sn−k+1(x j )
)1/p
6
sn−1(x j )
sn(x j )
.
One can directly deduce from this that:
λ(a1, . . . ,aκ)= 2 max
16p6n
(sn−p (ai /(2nµ))
sn(ai /(2nµ))
)1/p
= 2 sn−1(ai /(2nµ))
sn(ai /(2nµ))
.
Finally, by homogeneity:
λ˜(a)= 4nµ sn−1(a)
sn(a j )
.
This ends the computation. 
Using the above Fujiwara’s bound, and taking account that the leading coefficient
is positive, we obtain that the approximated polynomial I˜ is positive for degrees:
(3.5.4) d > 4n µ(a) sn−1(a)
sn(a)
.
Next we will explain how to follow the same strategy with the (more complicated)
actual computation.
3.6. Estimation of the leading coefficient. Actually, the leading coefficient I0 of
the polynomial:
I (d)= I0dn − I1dn−1−·· ·− In−1d − In
is the Cauchy product coefficient:
I0 =
[
hn tn1 · · · tnκ
](
A0(t1, · · · , tκ)B(t1, · · · , tκ)C(t1, · · · , tκ)
)
,
and we want to prove that it is positive and to justify that it is comparable to the
simpler coefficient:
I˜0 =
[
tn1 · · · tnκ
](
f0(t1, . . . , tκ)sκ−n(t1, . . . , tκ)
)
.
There are indeed some similarities between the computations of these two coeffi-
cients (cf. supra for the earlier computation of I˜0).
Recall that A0 is the coefficient of dn in A and it has the expression:
A0(t1, . . . , tκ)= hn
(
f0
(
t
)
sκ−n
(
t
)−δ f1(t)sκ−n+1(t)),
Thus [hn]A0(t1, . . . , tκ) and f0(t1, . . . , tκ)sκ−n(t1, . . . , tκ) coincide for δ= 0.
Moreover, in this multivariate polynomial A, the exponent of h is already the
same as the exponent of h in the sought monomial hn tn1 · · · tnκ . Thus, the other term
depending on h:
B(t1, . . . , tκ)=
∑
i1,...,iκ>0
(−1)i1+···+iκ
(
n+ i1
n
)
· · ·
(
n+ iκ
n
)
hi1+···+iκ
t i11 · · · t iκκ
,
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can be replaced by its truncationB(t )= 1+O(h) — whereO(h) denotes a polynomial
multiple of h in C[h, t1, . . . , tκ]—, and the resulting simplified computation is:
I0 =
[
hn tn1 · · · tnκ
](
A0(h, t1, · · · , tκ)C(t1, · · · , tκ)
)
,
that is the sum:
I0 =
∑
k1+···+kκ=0
[
hn tn−k11 · · · tn−kκκ
](
A0(h, t1, · · · , tκ)
)[
tk11 · · · tkκκ
](
C(t1, · · · , tκ)
)
.
That can be written as the difference of two sums:
I0 =
∑
k1+···+kκ=0
[
tn−k11 · · · tn−kκκ
](
f0
(
t
)
sκ−n
(
t
))[
tk11 · · · tkκκ
](
C
(
t
))
−δ ∑
k1+···+kκ=0
[
tn−k11 · · · tn−kκκ
](
f1
(
t
)
sκ−n+1
(
t
))[
tk11 · · · tkκκ
](
C
(
t
))
.
Of course, by taking δ¿ 1 small enough, the second of these sums become negligi-
ble.
It remains to study the first displayed sum. Here, there is a delicate pairing
between the numerous appearing coefficients of the polynomial f0 sκ−n and the
corresponding coefficients of C. The combinatorics of the first family of coefficients
is well understood, whereas the combinatorics of the second family of coefficients
is very intricate.
Notice that the coefficient I˜0 corresponds to the single term of this sum indexed
by i = (0, . . . ,0). Thus, comparing I0 and I˜0 amounts to replace C by its constant
term 1 (and also take δ= 0).
The only freedom that we have, in order to facilitate the estimation of that sum,
is the choice of the parameters a1, . . . ,aκ that are involved in the terms f0 and f1
appearing in the expression:
A0(h, t1, . . . , tκ)= hn
(
f0
(
t
)
sκ−n
(
t
)−δ f1(t)sκ−n+1(t)).
We will use this latitude in the following proposition, in order to make all terms
appearing in the sum:∑
k1+···+kκ=0
i6=(0,...,0)
[
tn−k11 · · · tn−kκκ
](
f0
(
t
)
sκ−n
(
t
))[
tk11 · · · tkκκ
](
C
(
t
))
negligible with respect to:
I˜0 =
[
tn−01 · · · tn−0κ
](
f0
(
t
)
sκ−n
(
t
))[
t01 · · · t i0κ
](
C
(
t
))
.
Below in appendix A we show the following statement:
(3.6.1) In the logarithmic absolute case, where V = TPn (− logH), fix the parameter
a by taking:
κ= n> 6 and a = (nn ,nn−1, . . . ,n,1)(H1)
and a posteriori take δ= δ(a) small enough:
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5δ(a) λ˜(a)6 1,(H2)
then the leading coefficient of the polynomial I (d) is positive and it is at least two
thirds of the coefficient I˜0:
I0>
2
3
I˜0 > 0.
3.7. Computation of the Fujiwara’s bound. Next, in order to compute the Fu-
jiwara’s bound of the polynomial I (d), we estimate the other coefficients. Con-
sidering the exponent 1/p in the definition of the Fujiwara’s bound, one is easily
convinced that it is more important to have a good estimate on the coefficient I1 of
the monomial dn−1. Thus we treat it separately. Below in appendix B.1 we show
the following statement:
(3.7.1) For any κ> n and any a1, . . . ,aκ, the absolute value of the coefficient of
dn−1 in the polynomial I is bounded from above by:
|I1|6 I˜1
(
1+3δλ˜
2
+ 1+δλ˜
2n
+δ(n+1)
)
|C|
(
1
a1
, . . . ,
1
aκ
)
.
In particular, under hypotheses (H1) and (H2):
|I1|6 5 I˜1.
For the remaining coefficients, we do not expand the term B, thus we get a slightly
larger upper bound. Below in appendix B.2 we show the following statement:
(3.7.2) For any κ> n, and any a1, . . . ,aκ, for p = 0,1, . . . ,n, the absolute value of
the coefficient of dn−p in the polynomial I is bounded from above by:
|Ip |6 I˜p
(
2+δλ˜
2
(
2n
2n−1
)n+1)
|C|
(
1
a1
, . . . ,
1
aκ
)
.
In particular, under hypotheses (H1) and (H2):
|Ip |6 12 I˜p .
One can now compare the actual Fujiwara’s bound λ with the approximated
Fujiwara’s bound λ˜. One has:
(3.7.3) Under hypotheses (H1) and (H2), the Fujiwara’s bound:
λ(a) := 2 max
p=1,...,n
∣∣∣∣ IpI0
∣∣∣∣1/p
of the polynomial I (d) satisfy:
λ(a)6 15
2
λ˜(a).
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Proof. Recall that, by definition, λ˜ is the Fujiwara’s bound of the simplified polyno-
mial I˜ :
λ˜(a)= 2 max
16p6n
(
I˜p
I˜0
)1/p
.
In (3.6.1) above, we have proven that, under hypotheses (H1) and (H2), one has:
I0>
2
3
I˜0
and in (3.7.1) just above that, under the same hypotheses:
|I1|6 5 I˜1.
Thus, by combining these two inequalities, we obtain:
|I1|
|I0|
6 15
2
I˜1
I˜0
Similarly, in (3.7.2) we show that for p = 2, . . . ,n:
|Ip |6 12 I˜p
thus one has the corresponding inequality:( |Ip |
|I0|
)1/p
6 181/p
(
I˜p
I˜0
)1/p
6 3
p
2
(
I˜p
I˜0
)1/p
.

In order to receive a sufficient lower bound dn on the degree d , such that I (d) is
positive for d > dn , it remains to estimate the value of λ˜ under our two hypotheses.
(3.7.4) Under hypotheses (H1) and (H2), the approximated Fujiwara’s bound
λ˜(a1,a2, . . . ,an) satisfy:
46 λ˜(a1, . . . ,aκ)
nn
6 4
( n
n−1
)3
.
Proof. Recall that:
λ˜(a)= 4nµ(a) sn−1(ai )
sn(ai )
.
Now, nµ(a)/nn is the partial sum of the convergent power series with positive
coefficients: ∑
i>1
i (1/n)i−1,
thus one has:
nn ·16
(
nµ(a)= nn ·
n∑
i=1
i
(
1
n
)i−1)
6 nn ·
( n
n−1
)2
,
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and similarly:
16
(
sn−1(ai )
sn(ai )
=
n−1∑
i=0
( 1
n
)i)
6 n
n−1 .
These inequalities yield the stated bounds on λ˜. 
Then, we simplify the bounds on d and δ by using that for n> 6:{
λ6 15/2∗4∗ ( nn−1 )3nn 6 52nn
1/δ> 35nn > 5∗4∗ ( nn−1 )3nn⇒ 5δλ˜6 1 .
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APPENDIX A. POSITIVITY OF THE LEADING COEFFICIENT
In this appendix, we establish how the technical hypotheses (H1) and (H2) yield the
positivity of the leading coefficient I0 of I (d). We fix κ= n.
A.1. Proof of proposition (3.6.1). The leading coefficient of I (d) has the expression:
(∗) I0 =
∑
k1+···+kn=0
[
tn−k11 · · · tn−knn
](
f0
(
t
))[
tk11 · · · tknn
](
C
(
t
))
−δ ∑
k1+···+kn=0
[
tn−k11 · · · tn−knn
](
f1
(
t
)
s1
(
t
))[
tk11 · · · tknn
](
C
(
t
))
.
We introduce some notation for the positive and negative contributions to the first sum, as
follows:
I+0 :=
∑
k1+···+kn=0
[tk ]C(t )>0
[
tn−k11 · · · tn−knn
](
f0
(
t
))[
tk11 · · · tknn
](
C
(
t
))
,
I−0 :=−
∑
k1+···+kn=0
[tk ]C(t )<0
[
tn−k11 · · · tn−knn
](
f0
(
t
))[
tk11 · · · tknn
](
C
(
t
))
,
and also for the slope of I0 with respect to δ:
I ′0 :=
∑
k1+···+kn=0
[
tn−k11 · · · tn−knn
](
f1(t )s1(t )
)[
tk11 · · · tknn
](
C
(
t
))
.
Then the above equation (∗) becomes:
I0 = I+0 − I−0 −δ I ′0.
We prove below in sections (A.2), (A.3), (A.4), that under the hypothesis (H1), one has
the following estimates.
• Firstly, the sum of positive contributions is bounded from below by:
I+0 > 2 I˜0.
• Secondly, the sum of negative contributions is bounded from above by:
I−0 6
(
5/6
)
I˜0.
• Thirdly, the slope with respect to δ is bounded from above by:
|I ′0|6
(
5λ˜(a)/2
)
I˜0.
Putting these three estimates together, finishes the proof of (3.6.1). Indeed, one obtains:
I0> I+0 − I−0 −δ |I ′0|> I˜0
(
2− 5
6
− 5δλ˜
2
)
> I˜0
(
7−15δλ˜
6
)
.
It suffices to take, as in (H2):
5δ
(
a
)
λ˜
(
a
)
6 1,
in order to obtain as announced:
I0>
2
3
I˜0 > 0.
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A.2. Partial expansion of C and positive contributions. In (3.2.1), we have seen that the
coefficient Ck is zero unless for each i = 1, . . . ,n:
ki +·· ·+kn 6 0.
Taking account that the coefficient Ck is zero unless:
k1+·· ·+kn = 0.
It can be reformulated in saying that the coefficient Ck is zero unless for each i = 1, . . . ,n:
k1+·· ·+ki > 0.
This suggests to make a change of variables in order to deal with formal series.
In this work, we will not do this change of variables, but it is useful to introduce the
length:
`(k1,k2, . . . ,kn)= (k1)+ (k1+k2) · · ·+ (k1+k2+·· ·+kn)=
n∑
i=1
(n− i )ki ,
that would correspond to the sum of the obtained exponents in the new variables.
We will also use the notation:
`(tk11 · · · tknn ) := `(k1, . . . ,kn),
for the weighted degree of a monomial, and for l ∈N, we will also write O(l ) for a series
that involves only monomials with weighted degree at least l . Using this notation, observe
that:
`(ti /t j )= j − i .
This basic observation will allow us to easily expand up to terms of degree 3 the factors
appearing in the product:
C(t )= ∏
16i< j6n
t j − ti
t j −2ti
∏
26i< j6n
t j −2 ti
t j −2ti + ti−1
.
(A.2.1) For every integers i , j such that 16 i < j 6 n:
t j − ti
t j −2 ti
= 1+ ti
t j
+2
(
ti
t j
)2
+O(3).
and for every integers i , j such that 26 i < j 6 n:
t j −2 ti
t j −2 ti + ti−1
= 1− ti−1
t j
+O(3).
Proof. For every two integers i , j such that 16 i < j 6 n, the series expansion:
t j − ti
t j −2 ti
= 1+ ti
t j
1
1−2 tit j
= 1+ ti
t j
∑
k>0
(
2
ti
t j
)k
yields:
t j − ti
t j −2 ti
= 1+ ti
t j
+2
(
ti
t j
)2
+O(3( j − i )).
Next, for every two integers i , j such that 26 i < j 6 n, the series expansion:
t j −2 ti
t j −2 ti + ti−1
= 1+ −ti−1
t j
1
1− 2 ti−ti−1t j
= 1− ti−1
t j
∑
k>0
(
2 ti − ti−1
t j
)k
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yields:
t j −2 ti
t j −2 ti + ti−1
= 1− ti−1
t j
+O(( j − i +1)+ ( j − i )).

(A.2.2) The expansion of C with respect to the order:
t1¿ t2¿···¿ tn¿ 1
up to terms of weighted length ` at least 3 is the following sum of terms having positive
coefficients:
C(t1, . . . , tn)= 1+
n−1∑
i=1
ti
ti+1
+2
n−1∑
i=1
t2i
t2i+1
+
n−2∑
i=1
n−1∑
j=i+1
ti
ti+1
t j
t j+1
+O(3).
Proof. Recall that C(t1, . . . , tn) is by definition (the expansion of) the product:
C(t1, . . . , tn)=
∏
16i< j6n
(
t j − ti
t j −2ti
) ∏
26i< j6n
(
t j −2 ti
t j −2ti + ti−1
)
.
By the lemma just above, the second product has the partial expansion:∏
26i< j6n
(
t j −2 ti
t j −2ti + ti−1
)
= ∏
16i6n−2
(
1− ti
ti+2
)
+O(3).
because for j > i +2 the length j − i +1> 3. Thus:∏
26i< j6n
(
t j −2 ti
t j −2ti + ti−1
)
= 1−
n−2∑
i=1
ti
ti+2
+O(3).
One has also: ∏
16i< j6n
(
t j − ti
t j −2ti
)
= ∏
16i< j6n
(
1+ ti
t j
+2
(
ti
t j
)2)
+O(3).
= ∏
16i6n−1
(
1+ ti
ti+1
+2
(
ti
ti+1
)2) ∏
16i6n−2
(
1+ ti
ti+2
)
+O(3).
= 1+
n−1∑
i=1
ti
ti+1
+2
n−1∑
i=1
t2i
t2i+1
+
n−2∑
i=1
n−1∑
j=i+1
ti
ti+1
t j
t j+1
+
n−2∑
i=1
ti
ti+2
+O(3).
We will consider separately j = 2, j = 3 and j > 4 and show that in all cases:
t j − t1
t j −2t1
j−1∏
i=2
t j − ti
t j −2ti + ti−1
= 1+ t j−1
t j
+2
(
t j−1
t j
)2
+O(3).
For the first case j = 2, there is only one term, and by the lemma just above:
t2− t1
t2−2t1
= 1+ t1
t2
+2
(
t1
t2
)2
+O(3).
Hence, we are done with this case.
For the second case j = 3, note that `((t1/t3)2)= 4, thus:
t3− t1
t3−2t1
= 1+ t1
t3
+O(3).
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There is only one supplementary term in the product, namely:
t3− t2
t3−2 t2+ t1
= 1+ t2
t3
− t1
t3
+2
(
t2
t3
)2
+O(3).
By doing the product of these two terms, the coefficient of t1t3 cancels and all cross products
of fractions are of weighted degree at least 3, hence:
t3− t1
t3−2t1
t3− t2
t3−2 t2+ t1
= 1+ t2
t3
+2
(
t2
t3
)2
+O(3).
For the remaining case j > 4, note that `(t j /t1)> 3 thus:
t j − t1
t j −2t1
= 1+O(3).
In the same spirit, if j − i > 3:
t j − ti
t j −2ti + ti−1
= 1+O(3).
The remaining factors of the product are obtained for i = j −1:
t j − t j−1
t j −2t j−1+ t j−2
= 1+ t j−1
t j
− t j−2
t j
+2
(
t j−1
t j
)2
+O(3),
and for i = j −2:
t j − t j−2
t j −2t j−2+ t j−3
= 1+ t j−2
t j
+O(3).
In the exact same way as above for j = 3, we obtain:
t j − t1
t j −2t1
t j − t j−1
t j −2t j−1+ t j−2
t j − t j−2
t j −2t j−2+ t j−3
j−3∏
i=2
t j − ti
t j −2ti + ti−1
=
1+ t j−1
t j
+2
(
t j−1
t j
)2
+O(3).
It remains to state that the product of the obtained expressions for j = 2,3, . . . ,n is:
n∏
j=2
(
1+
(
t j−1
t j
)
︸ ︷︷ ︸
`=1
+2
(
t j−1
t j
)2
︸ ︷︷ ︸
`=2
+O(3)
)
=
1+
( ∑
26 j6n
( t j−1
t j
+2
t2j−1
t2j
))
+
( ∑
26 j1< j26n
t j1−1
t j1
t j2−1
t j2
)
+O(3).
This is because in the second parenthesis, that contains the cross products of fractions, the
only terms that have degree least than 3 are the product of fractions of degree 1. By shifting
all indices by −1 one obtain the truncated expansion:
C(t1, . . . , tn)= 1+
n−1∑
i=1
ti
ti+1
+2
n−1∑
i=1
t2i
t2i+1
+
n−2∑
i=1
n−1∑
j=i+1
ti
ti+1
t j
t j+1
+O(3),
as announced. 
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Notice that in the new variables, this iterated Laurent series expansion of C coincide with
the usual multivariate Taylor expansion of th expression obtained from C.
We state that all terms of order less than 3 are non negative in such way that this “Taylor”
series expansion of C allows to give a lower bound for the sum of positive contributions I+0 :
(A.2.3) Under hypotheses (H1) and (H2):
I+0 > 2I˜0.
Proof. Recall that by definition, I+0 is the following sum of positive contributions to the
leading coefficient of I :
I+0 =
∑
k1+···+kn=0
[tk ]C(t )>0
[
tn−k11 · · · tn−knn
](
f0
(
t
))[
tk11 · · · tknn
](
C
(
t
))
.
Thanks to the multinomial formual, it is easy to compute that the appearing coefficients of
f0 are: [
tn−k11 · · · tn−knn
](
f0(t1, . . . , tn)
)
= (a1 · · ·an)
n
ak11 · · ·aknn
(n2)!
(n−k1)! · · · (n−kn)!
.
The coefficient I˜0 is the same coefficient for k= (0, . . . ,0):[
tn1 · · · tnn
](
f0(t1, . . . , tn)
)
= (a1 · · ·an)n (n
2)!
(n!)n
.
Thus: [
tn−k11 · · · tn−knn
](
f0(t1, . . . , tn)
)
= I˜0
ak11 · · ·aknn
(n)!
(n−k1)!
· · · (n)!
(n−kn)!
.
On the other hand, the above “Taylor” expansion of C provide us with some points in the
set
{
k1+·· ·+kn = 0: [tk ]C(t )> 0
}
. Here is the list of the corresponding coefficients:
t i 1 ti /ti+1 t2i /t
2
i+1 ti /ti+2 ti t j /ti+1t j+1
coeff/I˜0 1
n ai+1
(n+1)ai
n(n−1)a2i+1
(n+1)(n+2)a2i
n ai+2
(n+1)ai
n2 ai+1a j+1
(n+1)2 ai a j
In conclusion:
I+0 > I˜0
(
1+
n−1∑
i=1
n ai+1
(n+1)ai
+2
n−1∑
i=1
n(n−1)a2i+1
(n+1)(n+2)a2i
+
n−2∑
i=1
n ai+2
(n+1)ai
+
n−3∑
i=1
n−1∑
j=i+2
n2 ai+1a j+1
(n+1)2 aia j
)
.
For a = (nn , . . . ,n,1), one gets the sum:
I+0
I˜0
>
(
1+ (n−1)
(n+1)
n
n
+ (n−1)
2
(n+1)(n+2)
2n
n2
+ (n−2)
(n+1)
n
n2
+ (n−3)(n−2)
(n+1)2
n2
2n2
)
,
and we claim that, for n> 5, this quantity is more than 2. 
A.3. Evaluation of |C| and negative contributions. Next, we control the negative contri-
butions that could appear by multiplying A by C:
I−0 =−
∑
k1+···+kn=0
[tk ]C(t )<0
[
tn−k11 · · · tn−knn
](
f0
(
t
))[
tk11 · · · tknn
](
C
(
t
))
.
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We will use the transparent notation:
Ck1,...,kn :=
[
tk11 · · · tknn
]
C(t1, . . . , tn).
By triangular inequality, taking account of lemma (3.4.1) (for p = q = 0), we get:
I−0 6
∑
k1+···+kn=0
Ck1,...,kn<0
(
a1
2nµ(a)
)−k1
· · ·
(
an
2nµ(a)
)−kn
I˜0 |Ck1,...,kn |.
Now, k1+·· ·+kn = 0 thus:
(A.3.1) I−0 6 I˜0
∑
k1+···+kn=0
Ck1,...,kn<0
|Ck1,...,kn |
(
1
a1
)k1
· · ·
(
1
an
)kn
.
Recall that |C|(t ) denotes the (convergent) iterated Laurent series generated by the absolute
value of the coefficients of the series C:
|C|(t1, . . . , tn) :=
∑
i∈Zn
|Ci1,...,in | t i11 · · · t inn .
We will use the basic result:∑
k1+···+kn=0
Ck1,...,kn<0
|Ck1,...,kn |
(
1
a1
)k1
· · ·
(
1
an
)kn
= 1
2
(
|C|
(
1
a1
, . . . ,
1
an
)
−C
(
1
a1
, . . . ,
1
an
))
.
Now, we fix a1, . . . ,an , in order to establish the estimates:
(A.3.2) Let (ai )i=1,...,n be the decreasing geometric sequence
ai := (n)n−i (i=1,...,n),
then for n> 6, the following inequalities hold:
2
3
|C|
( 1
a1
, . . . ,
1
an
)
6C
( 1
a1
, . . . ,
1
an
)
6 |C|
( 1
a1
, . . . ,
1
an
)
6 5.
Coming back to (A.3.1), we get at once:
I−0 6 I˜0
1
2
(
1− 2
3
)
|C|
(
1
a1
, . . . ,
1
an
)
I˜06
5
6
I˜0.
Proof of the inequalities. We insist on the fact that the coefficient of C are very complicated.
In order to bypass this difficulty, we will use a majorant series Ĉ for C, in the sense that the
Taylor series expansion of Ĉ has only non negative coefficients, that are furthermore upper
bounds for the absolute value of the corresponding Taylor coefficients of C:
|Ci|6 Ĉi (i ∈Nn).
Moreover, we will work in the domain of convergence of the series, in order to use their
rational expressions.
For each factor of
C(t1, . . . , tn)=
∏
16i< j6n
t j − ti
t j −2ti
∏
26i< j6n
t j −2 ti
t j −2ti + ti−1
,
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it is easy to obtain such a majorant series, by replacing the series coefficients by their
absolute values. The first kind of fractions has only positive coefficients. Indeed:
t j − ti
t j −2ti
= 1+ ∑
k>0
2k
(
ti
t j
)k+1
.
The second kind of fractions has coefficients which sign is determined by the exponent of
ti−1, indeed:
t j −2 ti
t j −2ti + ti−1
= 1+ (−ti−1)
t j
∑
k>l>0
(−1)l 2k−l
(
k
l
)
t li−1t
k−l
i t
k
j
whereas, by changing the sign of ti−1:
t j −2 ti
t j −2ti − ti−1
= 1+ ti−1
t j
∑
k>l>0
2k−l
(
k
l
)
t li−1t
k−l
i t
k
j .
The majorant series is then obtained by taking the product of these pieces, that is:
Ĉ(t1, . . . , tn)=
∏
16i< j6n
t j − ti
t j −2ti
∏
26i< j6n
t j −2 ti
t j −2ti − ti−1
,
The detail of this fact is elementary and left to the reader.
Then:
Ĉ
(
1
a1
, . . . ,
1
an
)
= ∏
16i< j6n
ai /a j −1
ai /a j −2
∏
26i< j6n
ai /a j −2
ai /a j − (2+ai /ai−1)
,
= ∏
16i< j6n
n j−i −1
n j−i −2
∏
26i< j6n
n j−i −2
n j−i − (2+1/n) ,
=
n−1∏
k=1
(
nk −1
nk −2
)n−k n−1∏
k=1
(
nk −2
nk − (2+1/n)
)n−1−k
=
n−1∏
k=1
( (
nk −1)n−k(
nk −2)(nk − (2+1/n))n−1−k
)
and similarly;
C
(
1
a1
, . . . ,
1
an
)
=
n−1∏
k=1
( (
nk −1)n−k(
nk −2)(nk − (2−1/n))n−1−k
)
.
This two products have many common terms and their difference is:
Ĉ
(
1
a1
, . . . , 1an
)
C
(
1
a1
, . . . , 1an
) = n−1∏
k=1
(
nk −2+1/n)n−1−k(
nk −2−1/n)n−1−k =
n−1∏
k=1
(
1+ 2
nk+1−2n−1)
)n−(k+1)
That is, after a shift of k by 1:
Ĉ
(
1
a1
, . . . , 1an
)
C
(
1
a1
, . . . , 1an
) = n∏
k=2
(
1+ 2
nk −2n−1
)n−k
.
In order to prove that for n> 6, this quantity is less than 32 , consider the two first cases
n = 6,7 with a computer algebra system, and then use a rough estimation for large enough
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cases, e.g.:
ln
Ĉ
C
6
n∑
k=2
2(n−k)
nk −2n−1 6 2
n∑
k=2
(n−2)
(n−2)k 6
2
(n−3) ,
that yields the upper bound by exponentiation, for n> 8.
We estimate Ĉ in the same way. We consider the cases 76 n 6 11 with a computer
algebra system and then one has:
Ĉ
(
1
a1
, . . . ,
1
an
)
=
n−1∏
k=1
( (
nk −1)n−k(
nk −2)(nk − (2+1/n))n−1−k
)
6
n−1∏
k=1
(
nk −1
nk − (2+1/n)
)n−k
That is:
Ĉ
(
1
a1
, . . . ,
1
an
)
6
n−1∏
k=1
(
1+ n+1
nk+1−2n−1
)n−k
=
n∏
k=2
(
1+ n+1
nk −2n−1
)n+1−k
We infer that:
ln(Ĉ)6
n∑
k=2
(n+1−k)(n+1)
nk −2n−1 6 n
2
∑
k>2
(
1
n−2
)k
6 n
2
(n−2)(n−3) .
For n> 12, by exponentiation:
Ĉ
(
1
a1
, . . . ,
1
an
)
6 exp
(
n2
(n−2)(n−3)
)
6 5.

A.4. Estimation of the slope. Lastly, we study the slope of I0 with respect to δ:
I ′0 =
∑
k1+···+kn=0
[
tn−k11 · · · tn−knn
](
f1(t1, . . . , tn)s1(t1, . . . , tn)
) [
tk11 · · · tknn
](
C(t1, . . . , tn)
)
.
By triangular inequality, taking account of lemma (3.4.1) (for p = 1 and q = 0), we get:
I−0 6 I˜1
∑
k1+···+kn=0
(
a1
2nµ(a)
)−k1
· · ·
(
an
2nµ(a)
)−kn
|Ck1,...,kn | = I˜1 |C|
(
1
a1
, . . . ,
1
an
)
.
On the other hand, in (3.5.3), we have established that λ˜= 2 I˜1/I˜0, hence:
|I ′0|6
λ˜(a)
2
|C|
(
1
a1
, . . . ,
1
an
)
I˜06
5λ˜(a)
2
I˜0.
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APPENDIX B. ESTIMATION OF THE NON-LEADING COEFFICIENTS
In this appendix, we estimate the other coefficients. We also show that the term B is
always negligible.
B.1. Estimation of the coefficient of dn−1 in I . Next, we consider the coefficient of dn−1
in I , that is the Cauchy product coefficient:
−I1 =
[
hn tn1 · · · tnn
](
A1(t1, . . . , tn)B(t1, . . . , tn)C(t1, . . . , tn)
)
.
The term C(t1, . . . , tn) does not involve the variable h, thus:
I1 =
[
tn1 · · · tnn
]([
hn
](
A1(t1, . . . , tn)B(t1, . . . , tn)
)
C(t1, . . . , tn)
)
.
By lemma (3.1.1) above, the first factor of this product:
A1(t1, . . . , tn)=
[
dn−1
]
A(t1, . . . , tn)
is the following polynomial multiple of hn−1:
A1(t1, . . . , tn)= hn
(
δ (n+1) f1(t ) s1(t )−δ f2(t ) s2(t )
)
+hn−1
(
f0(t ) s1(t )−δ f1(t ) s2(t )
)
,
with the notation of (3.1.1). Here we take account that:
α0 = 1, α1 = δ(n+1), and β1 =β2 = δ.
Once multiplied by A1(t1, . . . , tn)=O
(
hn−1
)
any multiple of h2 appearing in the expan-
sion of B would increase too much the exponent of h in order to reach the aimed monomial
hn tn1 · · · tnn . Hence, in our computation, one can replace the iterated Laurent series:
B(t1, . . . , tn)=
∑
j1,..., jn>0
(
n+ j1
n
)
· · ·
(
n+ jn
n
)
(−h) j1+···+ jn
t j11 · · · t
jn
n
,
by its truncation up to polynomial multiples of h2:
B(t1, . . . , tn)= 1−
n∑
i=1
(n+1) h
ti
+O(h2).
The coefficient of hn becomes:[
hn
](
A1(t1, . . . , tn)B(t1, . . . , tn)
)
=
δ (n+1) f1(t ) s1(t )−δ f2(t ) s2(t )
− (n+1)
(
f0(t ) s1(t )−δ f1(t ) s2(t )
) n∑
i=1
1
ti
.
Recall the convention:
Ck1,...,kn =
[
tk11 · · · tknn
](
C(t1, . . . , tn)
)
.
Then: [
tk11 · · · tknn
]( 1
ti
C(t1, . . . , tn)
)
=Ck1,...,ki−1,ki+1,ki+1,...,kn .
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Hence:
− I1 = δ
∑
k1+···+kn=0
[
tn−k11 · · · tn−knn
](
(n+1) f1(t ) s1(t )− f2(t ) s2(t )
)
Ck1,...,kn
−(n+1) ∑
k1+···+kn=−1
[
tn−k11 · · · tn−knn
](
f0(t ) s1(t )−δ f1(t ) s2(t )
) (
Ck1+1,...,kn+·· ·+Ck1,...,kn+1
)
By triangular inequality, applying four times lemma (3.4.1):
|I1|6 δ
(
(n+1) I˜1+ I˜2
) ∑
k1+···+kn=0
(
1
a1
)k1
· · ·
(
1
an
)kn
|C|k1,...,kn
+(n+1)(I˜1+δ I˜2)
∑
k1+···+kn=−1
1
2nµ(a)
(
1
a1
)k1
· · ·
(
1
an
)kn (|C|k1+1,...,kn+·· ·+|C|k1,...,kn+1).
Now the sum in the second line expands as follows in n sums:
∑
k1+···+kn=−1
(
1
a1
)k1
· · ·
(
1
an
)kn (|C|k1+1,...,kn +·· ·+ |C|k1,...,kn+1)=
∑
(k1+1)+···+kn=0
[(
1
a1
)(k1+1)−1
· · ·
(
1
an
)kn
|C|k1+1,...,kn
]
+
·· ·
+ ∑
k1+···+(kn+1)=0
[(
1
a1
)k1
· · ·
(
1
an
)(kn+1)−1
|C|k1,...,kn+1
]
,
and it suffices to make the appropriate shift of indices in each of these sums in order to
obtain:∑
k1+···+kn=−1
(
1
a1
)k1
· · ·
(
1
an
)kn (|C|k1+1,...,kn +·· ·+ |C|k1,...,kn+1)=
a1|C|
(
1
a1
, . . . ,
1
an
)
+·· ·+an |C|
(
1
a1
, . . . ,
1
an
)
.
The later sum is smaller than µ(a)|C|( 1a1 , . . . , 1an ) because by definition of µ(a):
µ(a1, . . . ,an)= 1a1+·· ·+n an .
One can now obtain, as desired, a constant multiple of I˜1 bounding the coefficient |I1|
from above:
|I1|6
(
δ
(
(n+1) I˜1+ I˜2
)+ n+1
2n
(I˜1+δ I˜2)
)
|C|
(
1
a1
, . . . ,
1
an
)
6 I˜1
(
δ (n+1+ λ˜)+ n+1
2n
(1+δλ˜)
)
|C|
(
1
a1
, . . . ,
1
an
)
|I1|6 I˜1
(1+3δλ˜
2
+ 1+δλ˜
2n
+δ(n+1)
)
|C|
(
1
a1
, . . . ,
1
an
)
.
Notice that this estimate are true without assumption (H1) and (H2) and also for κ 6= n.
Now, taking account of 5δλ˜6 1 and n> 6, one has:(
1+3δλ˜
2
+ 1+δλ˜
2n
+δ(n+1)
)
6
( 8
10
+ 1
10
+ n+1
5λ˜
)
6 1.
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Because:
λ˜> 2(n+1),
one has finally (without using hypothesis (H1)):
|I1|6 |C|
(
1
a1
, . . . ,
1
an
)
I˜1.
B.2. Estimation of the other coefficients. We consider the coefficients of the remaining
monomials dn−p = dn−2, . . . ,d1,d0. As we have already seen twice above, the coefficient of
dn−p is a polynomial multiple of hn−p . Because we seek the coefficient of hn , this allowed
us to simplify the computation by replacing the iterated Laurent series:
B(t1, . . . , tκ)=
∑
j1,..., jκ>0
(
n+ j1
n
)
· · ·
(
n+ jκ
n
)
(−h) j1+···+ jκ
t j11 · · · t
jκ
κ
by its truncations B ' 1+O(h) for p = 0 and B ' 1−∑κi=1(n+1) hti +O(h2) for p = 1. As p
goes from 0 to n, the number of terms that we have to consider will increase dramatically.
Consequently, the precise estimation of the coefficient:
−Ip =
[
dn−phn tn1 · · · tnκ
](
A(t1, . . . , tκ)B(t1, . . . , tκ)C(t1, . . . , tκ)
)
is technically more and more involved.
This consideration quickly justify that we will not use anymore the expanded expression:
B(t1, . . . , tκ)=
∑
j1,..., jκ>0
(
n+ j1
n
)
· · ·
(
n+ jκ
n
)
(−h) j1+···+ jκ
t j11 · · · t
jκ
κ
as in the preceding estimations of I0 and I1, but that we will use a simpler expression
instead.
In order to use the triangular inequality, we will forget about the signs of the coefficients
of B and use the corresponding series with non negative coefficients:
|B|(t1, . . . , tκ)=
∑
j1,..., jκ>0
(
n+ j1
n
)
· · ·
(
n+ jκ
n
)
(+h) j1+···+ jκ
t j11 · · · t
jκ
κ
and moreover we will manage to use its rational expression:
|B|(t1, . . . , tκ)=
κ∏
i=1
1(
1− ht1
)n+1 ,
the estimation of which is more easy. In a sense, we will not need anymore to know anything
about the coefficients of B.
This level of precision will be sufficient in view of the application of Fujiwara’s bound:
d > 2 max
16p6n
∣∣∣ Ip
I0
∣∣∣ 1p ,
because we see that for p > 2, the obtained ratio will be decreased by an exponent 1p 6
1
2 .
(B.2.1) For p = 0,1, . . . ,n and any choice of the parameters a1, . . . ,aκ, the absolute value of
the coefficient of dn−p in the polynomial I is bounded from above by:
|Ip |6
(
I˜p +δI˜p+1
) |B|(2nµh
a1
, . . . ,
2nµh
aκ
)
|C|
(
1
a1
, . . . ,
1
aκ
)
.
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Proof. Recall that I (d) is the Cauchy product coefficient:
I = [hn tn1 · · · tnκ ](A(t1, . . . , tκ)B(t1, . . . , tκ)C(t1, . . . , tκ)).
Recall that:
B(t1, . . . , tκ)=
∑
j∈Nκ
Bj
(
h
t1
)j1
· · ·
(
h
tκ
)jκ
.
and:
C(t1, . . . , tκ)=
∑
k1+···+kκ=0
Ck t
k1
1 · · · tkκκ .
The coefficient od dn−p is thus:
−Ip =
∑
i−j+k=0
[
hn−q tn+i
]
Ap (h, t )BjCk [q=i1+···+iκ= j1+···+ jκ].
Next, we expand this expression by using (3.1.1), and we get:
− Ip =
∑
i−j+k=0
αp−q
[
tn+i
](
fp−q (t )sκ−n+p (t )
)
BjCk+
∑
i−j+k=0
βp−q+1
[
tn+i
](
fp−q+1(t )sκ−n+p+1(t )
)
BjCk,
where again:
q = i1+·· ·+ iκ = j1+·· ·+ jκ.
Recall that |αp−q |6 1 and |βp−q+1|6 δ. By triangular inequality and using (3.4.1):
|Ip |6 I˜p
∑
j1+···+ jκ=q
k1+···+kκ=0
1
(
1
2nµ
)q a j11 · · ·a jκκ
ak11 · · ·akκκ
|Bj||Ck|+
I˜p+1
∑
j1+···+ jκ=q
k1+···+kκ=0
δ
(
1
2nµ
)q a j11 · · ·a jκκ
ak11 · · ·akκκ
|Bj||Ck|,
We factorize I˜p +δ I˜p+1 and separate j and k and obtain:∣∣Ip ∣∣6 (I˜p +δ I˜p+1) ∑
j1+···+ jκ=q
(
1
2nµ
)q
a j11 · · ·a
jκ
κ |Bj|
∑
k1+···+kκ=0
1
ak11 · · ·akκκ
|Ck|.
The announced result is obtained by identifying the two appearing sums:
|Ip |6
(
I˜p +δI˜p+1
) |B|(2nµh
a1
, . . . ,
2nµh
aκ
)
|C|
(
1
a1
, . . . ,
1
aκ
)
.

We have already estimated |C|
(
1
a1
, . . . , 1aκ
)
. In order to apply Fujiwara’s bound,it remains
to estimate |B|( 2nµha1 , . . . , 2nµhaκ ). We will now see that — without using hypothese (H1)
and (H2) — this term is bounded from above by the term of a converging (thus bounded)
sequence.
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(B.2.2) For any integer κ ∈N, for any choice of the parameters (a1, . . . ,aκ) ∈Nκ and for
µ= (1a1+·· ·+κaκ).
|B|
(
2nµh
a1
, . . . ,
2nµh
aκ
)
6
( 2n
2n−1
)n+1 (→e1/2),
Proof. Recall that:
|B|(t1, . . . , tκ)=
∑
j1,..., jκ>0
(
n+ j1
n
)
· · ·
(
n+ jκ
n
)
h j1+···+ jκ
t j11 · · · t
jκ
κ
.
Thus:
|B|
(
2nµh
a1
, . . . ,
2nµh
aκ
)
= ∑
j1,..., jκ>0
(
n+ j1
n
)
· · ·
(
n+ jκ
n
) (
a1
2nµ
) j1
· · ·
(
aκ
2nµ
) jκ
Now 2nµ> ai for i = 1, . . . ,κ, hence the left hand side expression is:
|B|
(
2nµh
a1
, . . . ,
2nµh
aκ
)
=
κ∏
i=1
(
1− ai
µ
1
2n
)−(n+1)
,
and by taking the logarithm:
ln|B|
(
2nµh
a1
, . . . ,
2nµh
aκ
)
= (n+1)
κ∑
i=1
∣∣∣∣ln(1− aiµ 12n
)∣∣∣∣ .
Next, use the concavity of the logarithm function and the fact that:
06 ai 6µ(a)= 1a1+·· ·+κaκ (i=1,...,κ)
in order to obtain:∣∣∣∣ln(1− aiµ 12n
)∣∣∣∣6 aiµ
∣∣∣∣ln(1− 12n
)∣∣∣∣= aiµ ln
(
2n
2n−1
)
[i=1,...,κ],
and sum these inequalities in order to get the upper bound:
ln|B|
(
2nµh
a1
, . . . ,
2nµh
aκ
)
6 (a1+·· ·+aκ)
µ(a)
(n+1)ln
(
2n
2n−1
)
6 (n+1)ln
(
2n
2n−1
)
.
Finally, use the increasingness of the exponential function in order to prove the announced
result:
|B|
(
2nµh
a1
, . . . ,
2nµh
aκ
)
6
(
2n
2n−1
)n+1
.

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