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Über die kovariante Ableitung der Vektoren 
Von ARTHUR MOOR in Szeged. 
Einleitung. 
Der Begriff der kovarianten Ableitung der geometrischen Objekte wurde-
von J. A. SCHOUTEN eingeführt, und die explizite Form für die geometrischen 
^Objekte erster Klasse mit einer Komponente im eindimensionalen Fall wurde-
von S . G O L A B bestimmt1). Dabei gab S . G O L A B für den Begriff der kovarian-
ten Ableitung eine etwas allgemeinere Formulierung als J. A. SCHOUTEN. 
Wir wollen im folgenden die explizite Form der kovarianten Ableitung' 
der Vektoren im n-dimensionalen Raum unter gewissen weiteren ein-
schränkenden Forderungen (wie z. B. Linearität und Stetigkeit der Funktionen)* 
angeben. Wir werden in dieser Arbeit durchwegs über Vektoren und kovariante 
Ableitung von Vektoren sprechen, obwohl es sich um Vektorfelder und die-
Ableitung von Vektorfeldern handelt. Die Definition der kovarianten Ableitung, 
der Vektoren ist nach der entsprechenden Erweiterung der GotAB-schen 
Formulierung die folgende 
D e f i n i t i o n . Die kovariante Ableitung D,;vl bzw. DkWi der kontra-
bzw. kovarianten Vektoren v', bzw. w,: soll ein Affinor zweiter Stufe T'k bzw.. 
Tnc sein. Die T'h bzw. Tik sollen Funktionen sein, die 
a) von den Komponenten v', bzw. wh 
b) von den partiellen Ableitungen dkvl, bzw. dkWi, 
c) von den Übertragungsparametern A(k mit der Transformationsformer 
(0,2) 
(0.1) 
' ) S. GOLAB, Über den Begriff der kovarianten Ableitung, Nieuw Archiv voor Wiskunde-
< 3 ) 2 ( 1 9 5 4 ) , 9 0 - 9 6 . 
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vabhängig sind, und die Funktionen 
d) T'\-, bzw. Ta: sollen in allen ihren Veränderlichen stetig sein. 
In der Gleichung (0. 1) bedeuten die A„y bzw. die у/Л die verschie-
denen Komponenten des Übertragungsparameters in dem Koordinatensystem 
bzw. ь • Die verschiedenen Koordinatensysteme werden wir im folgenden 
durch griechische bzw. lateinische Indizes kennzeichnen, cc, ß, ..., a, b, ... 
durchlaufen also die Zahlen 1,2, . . . , n. 
Die Forderung d) kommt bei S. G O L A B nicht vor; in manchen Fällen 
'kann sie aber mit großem Nutzen angewandt werden. Aus unserer Definition 
.können wir die explizite Form der kovarianten Ableitung noch nicht eindeutig 
"bestimmen; gewisse Gesetzmäßigkeiten sind aber schon durch sie bestimmt. 
'Für die vollständige Bestimmung der kovarianten Ableitung werden wir noch 
weitere einschränkende Bedingungen machen. 
Über den Übertragungsparametern An, wollen wir bemerken, daß zwischen 
•den bisher bekannten Objekten zweiter Klasse im /г-dimensionalen Raum X, 
•die A'k die einfachste Transformationsformel haben. 
Wir wollen noch darauf hinweisen, daß zwischen dem kovarianten und 
-dem kontravarianten Fall, falls die Übertragungsparameter symmetrisch sind, 
ein Unterschied existiert, wie das nach den Sätzen 2 und 3 unmittelbar 
ersichtlich ist. 
•den symmetrischen bzw. schiefsymmetrischen Teil von у/Л bedeuten. Wenn 
die kovariante Ableitung eines kontravarianten Vektors v' bestimmt werden 
soll, so werden wir A'u immer in der Form (1. 1) benützen. (Vgl. auch (1.1a).) 
Für die kovariante Ableitung eines kontravarianten Vektors v' beweisen 
wir den folgenden 
S a t z 1. Die kovariante Ableitung eines kontravarianten Vektors v' ist 
eine Funktion von 
§ 1. D ie a l lgemeine kovariante Ableitung. 
Die allgemeinen Übertragungsparameter у/Л können in der Form : 
у / Л = Г Л + 5 Л 
( 1 . l a ) 
.—7 г def r, i I r ' j 
4kV = dkV +1 r 7; V 
i ef 
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B e w e i s . Nach unserer in der Einleitung angegebenen Definition ist 
die kovariante Ableitung T\ des kontravarianten Vektors v von dkV, Ai'u 
und von vi abhängig, d. h. es ist 
( 1 . 3 ) DkV = T \ ( d a V , T a c , S a c , v ) 
dabei haben wir (1. 1) und (1. la) benützt. 
Nach einer zulässigen Koordinatentransformation = £"(£') transformieren 
sich die vb und die duvb nach den Transformationsformeln: 
<1.4') vß = Ap.v', 
<1.4) d J = A \ A U J - B a * a A U , 
während die rahc dieselbe Transformationsformel wie die Aahc haben. Sa „ 
ist nach (0. 1) und (1. la) ein Affinor. Bei der Bestimmung von (1.4) haben 
wir die aus (0. 2) folgende Relation 
„ , „ 11, wenn a = ß, 
(1 .5) AA t a = ößa = ] f . ' v ' | 0 , wenn + ß 
nach Sp differenziert, und (1.5) nochmals beachtet. Für r a ß y hat man nach 
unserer vorigen Bemerkung: 
<1.6) r j y = rh A'aA? Al + B,fy. 
Beachtet man jetzt, daß wegen des Affinorcharakters von D,v,; und 
wegen (1.3) 
(1.7) D,vx = AUlDsV, D>.v = T\ (d„vß, r / y , Saßy, v a f ) 
(X = k>l = [) 
besteht, so folgt auf Grund der Gleichungen (1.3), (1.4) und (1.6) im 
Hinblick auf den Affinorcharakter von SA : 
T ' ^ A r A l d s V - B p ^ A t v * , r , s t A ß A s A y + B ß a y , S r ' t A r ß A ? A \ , A f v ' ) = 
' ( 1 ' 8 ) = = A * t A i r . ( d b v , r b \ . , S b \ , v ) (* = * , / . = / ) . 
(1.8) stellt ein Funktionalgleichungssystem für n2 unbekannte Funktionen 
Tki von p = n -f- ri1 + rf Veränderlichen dar. Die Funktionalgleichungen (1.8) 
sollen für die folgenden unabhängigen Veränderlichen erfüllt werden: 
O „•" AR F? " R1 A C A <J , Ob V , rta, Oß y , l b c, Ob c • 
Es ist nämlich immer möglich in einem festen Punkte eine Koordinaten-
2) Diese Formel drückt aus, daß die Komponenten T \ dadurch bestimmt werden 
Jcönnen, daß man in T*, davß,raßy) Saß und va substituiert. 
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transformation £" = £"(§') (mit Det(X)=j=0) zu wählen, bei welcher die 
. und die B„ßy vom vornherein gegeben sind. 
Wenn wir nun in (1.8) 
(1.8') A? = <n, Bf'',, = — rb',: (a = o, ß = b , y = c} 
setzen, so bekommt man nach (1.5), daß auch Aiß = dtb, (ß = b) besteht, und. 
(1.9) 1*1=1*1 ( W ' A 0, S,!\:, v ) 
ist, wo \7bV durch (1. 2) bestimmt ist. Das beweist eben den Satz 1. 
Die kovariante Ableitung der kovarianten Vektoren kann in analoger 
Weise behandelt werden. Beachten wir die Transformationsformeln von w,r 
und d„wb, so bekommen wir statt der charakteristischen Funktionalgleichung 
(1.8) im kovarianten Fall: 
TH(AHaAldsWr + AlBa9ßwt, rStAlAZA'ß + BSß, SrstAr„AUß, A'llWl) = 
= ÄxAiTts(d„w,,, ra\, Sab, W„) (% = k, k = /)„ 
Nach der Substitution (1.8 ' j bekommt man das Analogon des Satzes 1 für 
kovariante Vektoren, doch bedeutet jetzt y;£iv; die Formel: 
( 1 . 1 1 ) S J k w M d k W i — r ' k W » . 
Wir haben also den 
S a t z 2. Die kovariante Ableitung der kovarianten Vektoren ist eine 
Funktion von \/kWi, von Su, und von 
Die Formeln (1.2) und (1.11) sind übrigens auch selbst kovariante 
Ableitungen von Vektoren, die Übertragungsparameter /"?;,, sind aber in diesemi 
Falle in den unteren Indexen symmetrisch. 
§ 2. Symmetrische Übertragungsparameter. 
In diesem Paragraphen wollen wir annehmen, daß die Auc in den Indizen 
i, k symmetrisch sind, d .h. nach (1.1): 
(2.1) /';•',,., Si\ = 0 
besteht. 
Für die kovariante Ableitung eines kontravarianten Vektors vi beweisen 
wir den folgenden 
S a t z 3. Die kovariante Ableitung eines kontravarianten Vektors ist 
eine Funktion von 
( 2 . 2 ) V „ v ^ d u v + r t W , 
falls (2. 1) besteht. 
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B e w e i s . Nachdem Satz 1 und nach (2. 1) ist die kovariante Ableitung 
T''i von v" von der Form: 
D,vk=Tk, (Vavb,v")-
Um den vollständigen Beweis des Satzes 3 zu vollbringen, müssen wir 
somit zeigen, daß T';i von v" nicht in expliziter Weise, sondern nur durch 
ViK" abhängt. Beachtet man (2. 1), so bekommt man statt des Funktional-
gleichungssystems (1.8) 
<2. 3) t \ (A"A; Ar,!) = A*Al T\ (X7i,v", v") . (* = *, /. = /). 
Setzen wir jetzt in dieses Funktionalgleichungssystem den Wert 
A'a = o"' 't (a = a) 
•ein, so folgt nach (1.5), daß 
a1 = q$. (b = ß) 
ist, und aus (2. 3) bekommt man 
<2. 4) T\ ( V !>'<<'", Qv) = Tlc, (Vi)'«", v"). 
Diese Formel drückt aus, daß die Funktion T ( \ 7 i , v " , v") in den Veränderli-
chen v" homogen von nullter Dimension ist. 
Nach unserer Forderung d) (vgl. die Einleitung) muß Tk}. in va stetig 
sein. Die Richtigkeit des folgenden Lemmas ist aber fast trivial: 
L e m m a . Ist eine in den Veränderlichen S" stetige Funktion F(S") 
homogen von nullter Dimension, so ist sie eine Konstante. 
Wegen der Homogenität von nullter Dimension ist nämlich 
und aus p - > 0 folgt schon das Lemma. 
Auf Grund dieses Lemmas folgt schon die Richtigkeit des Satzes 3, da 
nach (2.4) Tki in den v" homogen von nullter Dimension, und somit nach 
der Forderung d) von va unabhängig ist. 
Die kovariante Ableitung von hat also die Form: 
—" r , . ( :•',,••". 
Unsere Definition, die wir für die kovariante Ableitung in der Einleitung 
angegeben haben, ist hinreichend für die Gültigkeit des Satzes 3, da wir bei 
dem Beweis nur die in der Definition formulierten Eigenschaften der kovarian-
ten Ableitung benutzt haben. 7 ' , kann aber noch mannigfache Formen haben. 
Wir geben einige Beispiele: 
T'i — V>?/•', T'j= y V , V , T'j = V,-»;' V„v V.,-vs. 
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Wenn 
S/rVlfj = dj 
ist, so kann z. B. auch 
T j ^ f r f j , r j = t f s f j 
gesetzt werden. 
Eine wichtige Eigenschaft von Tkm kann aber leicht bestimmt werden. 
Die Transformationsformel von T''m ist nämlich: 
Tkm (A?A}ysv) = AxrA°< T\ (\7bv") (x = k, ,« = m). 
t i 
Nach der Substitution A t ^ Q ^ d " 3 ) (a = a) folgt nach (1.5) Aß = Q~(b)db. 
(ib = ß), und somit wird 
Tkm((?(a)Q(b)S7 bVa) = P(A-)P(M) T\„ ( V bV") 
(nicht summieren auf a, b, k, m). 
Wir wollen jetzt den kovarianten Fall untersuchen, d. h. die kovariante Ab-
leitung der kovarianten Vektoren bestimmen, falls die Bedingungen (2. 1> 
gültig sind. Am Ende des ersten Paragraphen haben wir bewiesen, daß die 
kovariante Ableitung Tik der kovarianten Vektoren, falls (2. 1) besteht, die Form 
(2. 5) D,tWi = Tue (\7aWb, wc:) 
haben muß, wo S7awb durch (1.11) bestimmt ist. 
Die Formel (2. 5) beweist den folgenden 
S a t z 4. Die kovariante Ableitung eines kovarianten Vektors ist eine 
Funktion von SJaWb und wa, falls (2. 1) besteht. 
Im kontravarianten Fall konnte man wegen der Stetigkeit beweisen, daß-
die kovariante Ableitung von vl nur mittels V a v h abhängig sein kann. Im 
kovarianten Fall ist aber der entsprechende Satz nicht gültig, d. h. Satz 4 kann 
in dieser Richtung nicht verbessert werden. 
Wir werden durch ein Beispiel zeigen, daß in der Formel der kovarianten. 
Ableitung von Wi die Größen V&w« und wa in expliziter Weise vorkommen, 
können. 
Die Formel 
T i k = \7iWk—WiWk 
bestimmt eine kovariante Ableitung von wit die die Definition befriedigt, und. 
auch von wa in expliziter Weise abhängt. 
Beschränken wir uns auf diejenigen kovarianten Ableitungen von u>i, 
die allein von abhängig sind, so kann die allgemeinste Form von 7a-
3) Bei den Substitutionen von dieser Form soll jetzt und im folgenden auf die unteren. 
Indizes nicht summiert werden. 
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bestimmt werden. \JkWi ist nämlich ein Affinor (Tensor) zweiter Stufe, und' 
die allgemeinste Form von Tik kann mit der Methode von M. IKEDA und 
S. ABE bestimmt werden *). Wenn Tik in /, k symmetrisch sein soll, so ist ^ 
D;Wk= Tue = c^7iWk, c: Skalar. 
§ 3. Die l ineare kovariante Ableitung. 
Für die kovariante Ableitung haben wir in der Einleitung die Forderungen' 
a) — d) gestellt. Zu diesen wollen wir noch die folgende Forderung hinzufügen:: 
e) Die kovariante Ableitung eines Vektors vi bzw. wt soll in dkv1 und v\. 
bzw. in dkWi und iv,; homogen linear sein. 
Aus der Formel (1.9) folgt dann wegen der Forderung e) für T) die: 
Form: 
(3. 1) Djv' = Tj = a)'j ( S a c ) \JsV + bt'j{Sa\) V, 
wo a'tj und bt) aus Sac gebildete Affinoren sind. 
Wir werden jetzt beweisen, daß der Affinor a't'] in der Formel (3. 1)» 
die folgende Form hat: 
(3.2) ai- j = ci öi dj + c-2 dj öl, cQ: Skalar, Q = 1, 2. 
Da nach der Transformationsformel (0. 1) und wegen (1. la) Sahc eiru 
Affinor ist, und nach (3. 1) a\j einen Affinor bedeutet, besteht 
(3. 3) ai! (Sj'y) = all J (5,,':,) A;AUarAi 
(x = k, 1 = 1, r = t, o~ s) 
mit 
(3.3a) S j y = S i 1 ' j A i A ß k A i t . 
Man bekommt nämlich die Komponenten aQl, indem man in aur\ statt 
Sao die Größen Saßy substituiert. Wenn wir in (3.3) und (3.3a) A* = qö? 
(t = T) substituieren, so wird wegen (1.5) >4" = p"1()>s (a = a) und aus (3.3)-
wird : 
atl(oSac) = att(Sac). 
Diese Gleichung drückt aus, daß all in seinen Veränderlichen homogen, 
von nullter Dimension ist. Wegen der Stetigkeit folgt aber dann nach unserem 
Lemma (§2), daß die a\} Skalaren sind, d.h. — a ^ w e n n « = ß, ß=b,. 
y = c, ö = d ist. 
4 ) M I N E O IKEDA und S H I N O O A B E , On tensorial concomitants of a non-symnietric tensor 
gyv. 1, Tensor, new series, 7 ( 1 9 5 7 ) , 5 9 — 6 9 . Für den symmetrischen Fall vgl. A . M O Ö R ^ 
Über Tensoren, die aus angegebenen geometrischen Objekten gebildet sind, Publicationes.-
Math. Debrecen, 6. (Vor Erscheinung.) 
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Aus (3.3) bekommt man somit nach einer Kontraktion mit 
(3.4) aMXxA™ = a i , 7 K & . 
Wählt man jetzt für A)l 
(3.5) A^ = P(M) (nicht summieren auf ,«), 
so bekommt man aus (3.4) 
(3.6) (?(k)Q(m)di'x =p(r)?(X)flt 'x (nicht summieren auf k, m, x, /.). 
Da die P(,) von einander unabhängig sind, folgt aus unserer letzten Gleichung, 
• daß o{T die. Form: 
(3.7) a'i'!' = ci. ? ö'i ö'i' -f-ci T ö'i ö'i' (nicht summieren auf k, m, t, l) 
(1) (2) 
haben muß, wo die c'i'i' Skalaren bedeuten. Offenbar befriedigt (3.7) die 
(e) 
Gleichung (3.6), da jetzt die griechischen und die lateinischen Indizes 
dieselben Komponenten bezeichnen, denn die ai'i' und die c'i.T Skalaren sind. 
Substituieren wir nun die Formel (3.7) in (3.4), so bekommen wir: 
T A ' A "I l ^ r A ' A ' A ' AI ' A ' A 
c,}. Ar Ai + Cr x Ai Ar = Ci ,„ AT Ax + c,„ A>. AT 
(1) (2) (1) (2) 
(nicht summieren auf r, l, i, m). 
Da die Veränderlichen A't beliebig sind, folgt aus unserer letzten Formel, daß 
t X i m r / ui Cr X Ci C1 , Cr. X Cm ! C:2 
(1) (1) (2) (2) 
(nicht summieren auf T, )., i, tri) 
bestehen. Auf Grund von (3.7) beweisen aber diese Formeln eben die 
Relation (3. 2). 
Auf Grund der Formeln (3. 1) und (3.2) besteht der folgende 
S a t z 5. Die lineare kovariante Ableitung eines kontravarianten Vektors 
v' ist immer von der Gestalt 
•(3. 8) Du vi = d V * v + Co ö'u V t v + bt '„ {S,!',) v, 
wo c, und c-2 Skalaren sind, und b,',, ein Affinor dritter Stufe ist. 
Der Affinor b,'j ist nicht eindeutig bestimmt, denn aus dem Affinor S„bl! 
können mehrere Affinoren vom Typ b,' j gebildet werden. Z. B. 
br'j = S,'j , br',i = grj Su'!, g ' , 
wo 
„ def o o ' ~ v -/ §r,i = Ol» ,Srj, grsg = <K 
bedeutet. 
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Im kovarianten Fall bekommt man in analoger Weise aus der ent-
sprechenden Forderung e), daß die kovariante Ableitung eines kovarianten 
Vektors W/ die Form: 
Di, w; = a'i l Vr w* + bi'): (S,!',) wr 
hat. Nach (3. 2) wird: 
<3. 9) Dt wi = Ci v W i + C2 v / Wk + bi\ (S,!'<) wr, 
wo V/. IV/ durch (1. 11) bestimmt ist. Dieses Resultat kann man im folgenden 
Satz zusammenfassen: 
S a t z 6. Die lineare kovariante Ableitung eines kovarianten Vektors ist 
immer von der Form (3. 9), wo ct / c, Skalaren sind, und bi\ ein Affinor dritter 
Stufe ist. 
Ist S/k = 0, d .h . sind die Übertragungsparameter symmetrisch, so kann 
die Beweisführung der Sätze 5 und 6 nicht unmittelbar angewandt werden, 
da in diesem Fall (3.3) nicht bestehen wird. Aus der Forderung e) folgt 
nach dem Satz 3, daß 
(3.10) 7 ' , = d t V i ' ' / 
besteht, wenn T'k=-Dkv die kovariante Ableitung von v bedeutet; die c[ 
sind Skalaren, es ist also in zwei verschiedenen Koordinatensystemen: 
(3.11) c'y1 = c", (« = a, ß = b, y = c, d = d). 
Da T'k ein Affinor ist, besteht die Relation: 
Nach (3. 10) ist = d.h. 
I ß ACT A tu r , * A l A b II nt , , .V cx „ As Af,S7», v, == A„ Ax ch s V.«v , 
da die c:: Skalaren sind. Setzen wir jetzt Ai = Q(k)ö'k (k = x) und beachten 
dann (3. 11), so bekommen wir wegen — (k = x): 
i w .—7 s -1 i III , s -1 
Ck s V mV Q(m)Q(s)= Ck s V »l V Q(i) Q(k) 
(nicht summieren auf m, s, i, k). 
Da diese Gleichung in den p(0 und XJmvs eine Identität sein muß, hat man 
(3. 12) c'k= Ci d's ö'k + Co ö'k ö"'. 
Substituiert man diese Formel in (3. 10), so bekommt man den folgenden 
A 17 
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S a t z 7. Die allgemeinste Form der kovarianten Ableitung eines kontra-
varianten Vektors v', die die Bedingungen a)—e) erfüllt, ist: 
Dk v = T\ = Ci V k v + c-2 dk V t v, 
ivo die c,, ca beliebige Skalaren bedeutenr'). 
Für die kovarianten Vektoren kann man in ganz ähnlicher Weise ver-
fahren. Aus der Forderung der Homogenität und Linearität folgt: 
(3.13) DmWk = Tk m = Ck m V t w, , 
wo die c[m wieder Skalaren bedeuten. In wt lineare Glieder können in der 
Formel von Tkm nicht vorkommen. Wäre nämlich ein Glied dmrk wr in (3.13) 
vorhanden, wo die dl){x) Skalaren sind, so würde man nach einer Koordinaten-
transformation die Formel 
(3.14) dx^w^Al Ah,,_ dfb wr 
bekommen. Beachtet man jetzt, daß 
dx°ß = dk'm, w„ = A{, wt (x = k, Q = r, ,u = m) 
besteht, so bekommt man aus (3. 14): 
dkem A\ wt = AI dfb wr (x = k, /t = m). 
Das ist aber nur im Fall dkm = 0 möglich, da die linke Seite in den A? 
linear, während die rechte Seite quadratisch ist. Die Transformationsformel 
der rein kovarianten Affinoren gibt aus (3. 13): 
t er * a Ab r — , a a A b t s ,—, Cx ^ At Aa \/aWb = AxAy. Ca b Vi Ws. 
Nach einer Substitution A* = p© d? (t = r ) bekommt man ebenso wie im 
kontravarianten Fall die Relation (3. 12). Setzen wir das in (3. 13), so 
bekommen wir den 
S a t z 8. Die allgemeinste Form der kovarianten Ableitung eines kovari-
anten Vektors Wi, die die Bedingungen a)—e) erfüllt, ist: 
Dm wk = Tk m = Ci V«. wk + Co V u wm, 
ivo die c,, c, beliebige Skalaren bedeuten. 
(Eingegangen am 27. Mai 1958.) 
5) A( ' ; i ist ein Skalar, der von dkv' und w® abhängig ist; cltc2 bedeuten solche 
Skalaren, die nur von den xl abhängig sind. 
