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Cap´ıtulo 0
Prefacio
La simulacio´n mediante ordenador es una de las herramientas ba´sicas de la Astrof´ısica mo-
derna. Su uso permite estudiar sistemas complejos, como las estrellas, las galaxias, o feno´menos
asociados, como explosiones de supernova, con un grado de realismo suﬁciente para comparar
los resultados de dichas simulaciones con datos observacionales cada vez de mayor calidad. Esta
contrastacio´n entre resultados de simulaciones y datos permite a su vez reﬁnar las simulaciones
y, de esta manera, avanzar en la comprensio´n del Cosmos y la prediccio´n del resultado de nuevos
experimentos y/o observaciones astrono´micas.
En las simulaciones se deben incorporar todos los mecanismos y procesos f´ısicos que inﬂuyan
signiﬁcativamente en los resultados que se quieran comparar con los datos. Una diﬁcultad que
surge con frecuencia es que procesos astrof´ısicos imprescindibles en la simulacio´n involucran
escalas de tiempo que diﬁeren en varios o´rdenes de magnitud.
Los procesos de gran escala temporal son imposibles de tratar con enfoques expl´ıcitos ya
que estos se encuentran limitados, en su paso de tiempo ma´ximo, por la restriccio´n conocida
como condicio´n de Courant-Friedrichs-Lewy, 1928 [22]. Ser´ıa necesario un nu´mero de iteraciones
expl´ıcitas prohibitivas para reproducir este tipo de sistemas e incluso si fuese posible la acumu-
lacio´n de errores de redondeo pervertir´ıa la solucio´n. Para trabajar con las escalas temporales
ma´s grandes se deben utilizar enfoques impl´ıcitos. Se puede citar como ejemplo Henyey y colabo-
radores, 1959 [37], donde se introducen diferencias ﬁnitas impl´ıcitas en los ca´lculos de evolucio´n
estelar cuasi-esta´ticos (reacciones nucleares e hidrodina´mica), o el trabajo ma´s reciente basado
en el me´todo de los volu´menes ﬁnitos Viallet y colaboradores, 2011 [100] propuesto para resolver
los procesos de evolucio´n estelar.
Para utilizar los enfoques impl´ıcitos se genera un sistema de ecuaciones algebraicas acopla-
das, habitualmente resuelto con un esquema de Newton-Raphson y compuesto por todas las
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ecuaciones de cada uno de los puntos de resolucio´n del modelo. El coste computacional de re-
solucio´n aumenta sustancialmente con el nu´mero de inco´gnitas que han de determinarse a cada
paso de tiempo. Por ejemplo, dado un mismo problema, si lo tratamos con un enfoque impl´ıcito
y su resolucio´n es del orden de 104 (decenas de miles de part´ıculas), tratado con un enfoque
expl´ıcito su resolucio´n podr´ıa ser del orden de 106 (varios millones de particulas). Debido a esta
restriccio´n de taman˜o, la hidrodina´mica impl´ıcita histo´ricamente ha sido aplicada a sistemas
en una sola dimensio´n, por ejemplo en los co´digos hidrodina´micos con simetr´ıa esfe´rica para
simulacio´n de supernovas que se pueden encontrar en Schinder y Bludman, 1989 [87], Swesty,
1995 [98], Yamada, 1997 [103] y Liebendo¨rfer y colaboradores, 2002 [48].
U´ltimamente se han generado versiones impl´ıcitas para enfoques eulerianos o de mallas, en el
articulo de Kifonidis y Mu¨ller [46] se describen los avances con estos me´todos. En este art´ıculo se
nombran casos especialmente dif´ıciles de tratar con los me´todos expl´ıcitos como la propagacio´n
de ondas de choque que se encuentran en los ﬂujos de: 1) x-ray bursts (Lin y colaboradores,
2006 [49]), 2) la fases previas que conducen a la ignicio´n en las novas cla´sicas (Kercek y colabo-
radores, 1999 [45] y Glasner y colaboradores, 2007 [28]) y 3) las fases previas a la ignicio´n de
las supernovas de tipo Ia (Ho¨ﬂich y Stein, 2002 [40], Zingale y colaboradores, 2009 [106]). Estos
ﬂujos son inicialmente subso´nicos pero debido a la liberacio´n de energ´ıa de los procesos termonu-
cleares evolucionan convirtie´ndose en ﬂujos superso´nicos. En estos casos, pueden coexistir en el
mismo dominio computacional regiones subso´nicas (con ﬂujos casi incompresibles) con regiones
superso´nicas (con ﬂujos muy compresibles). Los me´todos expl´ıcitos, utilizados en ﬂujos com-
presibles, en estas situaciones tienen un uso muy limitado. Por ejemplo para estas situaciones,
y solamente para sistemas con nu´meros de Mach bajos, se puede recurrir al me´todo euleriano
desarrollado por Almgren y colaboradores, 2006-2008 [2] [3] [1], denominado MAESTRO, que
puede manejar simulta´neamente reg´ımenes con ﬂujos compresibles e incompresibles.
Para la implementacio´n tambie´n se puede utilizar enfoques lagrangianos como el suavizado de
part´ıculas hidrodina´micas denominado “Smooth Particle Hydrodynamics” o´ SPH (Monaghan,
2005 [61]). Esta te´cnica se viene aplicando con e´xito al campo de la astrof´ısica, la cosmolog´ıa
y diferentes problemas de la f´ısica de ﬂuidos. El SPH integra las ecuaciones de la dina´mica de
ﬂuidos en cada punto del formalismo lagrangiano (denominado part´ıcula por tener una masa
asociada) calculando velocidad, posicio´n, densidad y presio´n como una interpolacio´n de los
valores de las part´ıculas vecinas. Los me´todos lagrangianos, a diferencia de los eulerianos, no
necesitan de una malla regular que cubra la totalidad del espacio de integracio´n, por tanto,
la memoria y el tiempo de ca´lculo no se desperdician en la resolucio´n de espacios vac´ıos. Los
ﬂuidos se descomponen en un conjunto de part´ıculas donde podemos tratar nume´ricamente de
forma mas sencilla el movimiento en tres dimensiones derivado de las fuerzas de presio´n y auto-
gravedad. Es especialmente ido´neo para tratar problemas no sime´tricos, que incluyen espacios
vac´ıos ya que estos no inﬂuyen en el ca´lculo.
3Es necesario tener en cuenta tambie´n las desventajas del me´todo como:
El desorden de las part´ıculas afecta a la precisio´n del ca´lculo.
En los choques es necesario introducir viscosidad artiﬁcial.
En algunos problemas las condiciones de contorno pueden ser complicadas de implementar.
En la interpolacio´n se utilizan funciones con simetr´ıa esfe´rica y la distribucio´n de vecinos
deber´ıa de ser isotro´pica, si esto no se cumple las part´ıculas pueden alinearse en discos o
la´minas.
La te´cnica SPH ha sido histo´ricamente utilizada para simular multitud de feno´menos en di-
ferentes campos de la ciencia, como en:
Astrof´ısica: Simulacio´n de supernovas (Bravo y Garc´ıa-Senz, 2008 [13]) , interaccio´n y
colisiones de estrellas (Aznar-Sigua´n y colaboradores [6], Lore´n-Aguilar y colaboradores
[53], Guerrero y colaboradores, 2004 [31]) , relatividad especial (Rosswog, 2010 [79]) ,
magnetohidrodina´mica (Camenzind, 2005 [18], Price y Bate, 2007 [72]) , . . .
Cosmolog´ıa: Interaccio´n gala´ctica (Berczik, 2000 [10]) , simulacio´n cosmolo´gica (Springel
[93]) , enriquecimiento qu´ımico (Wiersma y colaboradores, 2009 [102]) , . . .
Dina´mica de gases y ﬂuidos: Movimiento, interacciones y turbulencias (Go´mez-Gesteira [29]).
Ciencia de los Materiales: Impactos, colisiones y fragmentaciones (Johnson y colaboradores [43]).
Resumiendo, de todo lo dicho anteriormente se deduce que el me´todo SPH es ideal para
conseguir los siguientes objetivos pretendidos en esta tesis:
1. Partiendo de la base del trabajo previo de Knapp, 2000 [47], se construira´ un co´digo SPH
impl´ıcito que simule procesos astrof´ısicos.
2. Durante el desarrollo se analizara´ si es viable y competitivo con la tecnolog´ıa existente
utilizar co´digos SPH impl´ıcitos.
3. Se establecera´n las limitaciones y posibilidades del co´digo SPH impl´ıcito.
4. Se realizara´n tests que comprueben la validez del co´digo y se aplicara´ a algunos casos
pra´cticos donde el uso del co´digo SPH impl´ıcito obtenga ventajas respecto del uso del
co´digo SPH expl´ıcito.
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Parte I
Memoria del proyecto

Cap´ıtulo 1
Introduccio´n
Los esquemas impl´ıcitos hidrosta´ticos descritos con simetr´ıa esfe´rica fueron uno de los pilares
de la computacio´n astrof´ısica de la segunda parte del siglo pasado. El uso generalizado de los
llamados co´digos Henyey (Henyey y colaboradores, 1964 [36]), fueron cruciales para entender
la evolucio´n estelar durante los etapas asociadas a la combustio´n de Hidro´geno y Helio. Por
contra los co´digos hidrodina´micos expl´ıcitos preferidos para reproducir eventos muy dina´micos,
feno´menos que se desarrollan en periodos muy cortos de tiempo, como las explosiones de no-
vas o supernovas. Hoy en d´ıa el rendimiento de los computadores es lo suﬁcientemente grande
como para permitir detalladas simulaciones hidrodina´micas en 3D. En este sentido, un co´digo
hidrodina´mico muy utilizado es el suavizado de part´ıculas hidrodina´micas (“Smoothed Particle
Hydrodynamics” o´ SPH), que es un me´todo de naturaleza Lagrangiana. Hasta ahora el SPH
se ha aplicado al tratamiento de feno´menos dina´micos y por lo tanto, los esquemas de inte-
gracio´n expl´ıcitos se preﬁeren como un marco para implementar dicho me´todo. Sin embargo
se debe reconocer la importancia que podr´ıa tener un esquema impl´ıcito de integracio´n pa-
ra simular mu´ltiples problemas astrof´ısicos multidimensionales que requieren el uso de pasos
de tiempo largos, comparados con el paso de tiempo de Courant (Courant y colaboradores,
1967 [22]). Por ejemplo, muy poco se conoce de las aplicaciones astrof´ısicas relacionadas con
la evolucio´n casi-hidrosta´tica, como: 1) las etapas pre-explosivas que ocurren en las novas o 2)
las etapas previas que conducen a la explosio´n de una enana blanca, un feno´meno conocido
como explosio´n de supernovas termonucleares o de tipo Ia (Hillebrandt y Niemeyer, 2000 [39]
y Ho¨ﬂich y Stein, 2002 [40]). Dichas etapas puede durar varios miles de an˜os haciendo inu´til la
hidrodina´mica expl´ıcita, donde el tiempo de Courant se situ´a por debajo del segundo.
La te´cnica de aproximacio´n nume´rica SPH fue introducida por Lucy, 1977 [54] e indepen-
dientemente por Gingold y Monaghan, 1977 [62]. Es un me´todo de simulacio´n del movimiento
de los ﬂuidos basado en la hidrodina´mica Lagrangiana. Consiste en una malla de puntos donde
las coordenadas se mueven con el sistema. Cada punto tiene asociadas una serie de propiedades
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f´ısicas locales, incluida la masa, que var´ıan con el tiempo, por lo que en adelante lo identiﬁ-
caremos como pseudo-part´ıculas (o part´ıculas SPH). Estas propiedades del ﬂuido se calculan
como la suma interpolada de las propiedades de las part´ıculas de su entorno. Permite una im-
plementacio´n en tres dimensiones de forma mucho ma´s sencilla que los me´todos Eulerianos y
por construccio´n conserva exactamente la masa, el momento lineal y el momento angular del
sistema. El SPH variacional (Rosswog, 2009 [78]) incluye en las ecuaciones el gradiente de la
longitud de suavizado descrito en el cap´ıtulo 2 y permite una mejor conservacio´n de la energ´ıa
y entrop´ıa respecto al SPH ba´sico.
Inicialmente fue descrita para escenarios astrof´ısicos y desde entonces se han mejorado mucho
sus caracter´ısticas y se ha aplicado a muchos otros campos de la ciencia y la ingenier´ıa. Durante
de´cadas el me´todo SPH ha sido evolucionado por muchos autores (Benz, 1986 [9]; Hernquist y
Katz, 1989 [38]; Monaghan y Lattanzio, 1985 [63]; Monaghan, 1989 [57],. . . ) hasta componer el
me´todo que hoy en d´ıa conocemos. Estos art´ıculos han tratado ampliamente una gran diversidad
de escenarios hidrodina´micos, y cada cierto tiempo aparecen revisiones de los avances en las
caracter´ısticas del me´todo: Monaghan, 1992 [58]; Monaghan, 2005 [61]; Rosswog, 2009 [78],
Springel, 2010 [95] y Perego y colaboradores, 2014 [70]. Estos resu´menes agrupan las mejoras
del me´todo originadas por la multitud de publicaciones de los grupos de investigacio´n que utilizan
la te´cnica SPH para sus trabajos.
Hasta ahora, debido a la complejidad algebraica inherente a este tipo de me´todos y al es-
fuerzo computacional requerido, pocos autores que trabajen con SPH han investigado sobre una
versio´n impl´ıcita (Knapp, 2000 [47]) para que sea aplicable en escenarios multidimensionales
casi-hidrosta´ticos. En una versio´n impl´ıcita, las propiedades del siguiente paso de tiempo de-
penden de los valores de las variables desconocidas en dicho paso de tiempo y por tanto todas
han de ser calculadas simulta´neamente. La consecuencia es que todo el sistema de ecuaciones se
ha de resolver conjuntamente realizando la inversio´n de una matriz dispersa enorme (la matriz
tiene un taman˜o de (n · var)2, siendo n el numero de part´ıculas y var el nu´mero de variables
independientes del sistema).
En su tesis, Knapp propone un me´todo impl´ıcito basado en resolvedores iterativos de Krylov
y correcciones de Newton-Raphson. Su me´todo fue desarrollado en el an˜o 2000 a partir del co´digo
SPH expl´ıcito SPHINX de Los Alamos National Laboratory y utilizaba una f´ısica simpliﬁcada,
que entre otras cosas solo incluye las ecuaciones ba´sicas del SPH y no contempla gravedad ni vis-
cosidad artiﬁcial. Adema´s, en sus tests y aplicaciones, debido a las limitaciones computacionales
del momento, incluye muy pocas part´ıculas. Por tanto, su me´todo es insuﬁciente para describir
escenarios astrof´ısicos complejos.
Por otro lado, la motivacio´n para este proyecto parte de la experiencia que tiene el “Grupo
d’Astronomı´a i Astrof´ısica” (GAA) de la UPC en el desarrollo de simulaciones mediante SPH
9expl´ıcitos y que disponer de un co´digo impl´ıcito supondr´ıa la posibilidad de estudiar escenarios
casi-hidrosta´ticos que cubran las fases previas de las explosiones en novas y supernovas, algo de
mucho intere´s en nuestro grupo.
El objetivo de esta tesis es detallar las principales caracter´ısticas de un SPH impl´ıcito para-
lelo al que hemos denominado ISFAA (Implicit SPH for Astrophysical Applications), ampliando
el trabajo de Knapp e incluyendo un esquema f´ısico ma´s actual que incorpora la u´ltima imple-
mentacio´n del SPH, la viscosidad artiﬁcial, la gravedad y la conductividad te´rmica.
Dado el enorme esfuerzo que supone construir un co´digo SPH impl´ıcito, se pretende que en el
futuro su utilidad se extienda al mayor nu´mero posible de escenarios astrof´ısicos. Con este ﬁn se
ha optado por un disen˜o modular que separe el tratamiento de las ecuaciones evolutivas ba´sicas,
de las propiedades del material (ecuacio´n de estado, viscosidad artiﬁcial, etc.). Adema´s en el
futuro la arquitectura modular permitira´ incluir ingredientes f´ısicos todav´ıa no implementados
para poder tratar otros problemas astrof´ısicos casi-hidrosta´ticos como: las fases avanzadas de la
evolucio´n estelar, X-ray brusts, etc.
El documento que aqu´ı se presenta, se encuentra dividido en los siguientes cap´ıtulos:
1) Primeramente, en el cap´ıtulo 2, se describe la te´cnica SPH y toda la teor´ıa necesaria para
desarrollar una versio´n impl´ıcita.
2) En el cap´ıtulo 3, se desarrolla la implementacio´n del co´digo ISFAA, haciendo hincapie´ en
las caracter´ısticas espec´ıﬁcas de este co´digo, como:
Utilizar el moderno formalismo de SPH conservativo basado en el principio variacional.
Usar eﬁcientes bibliotecas paralelas, como PARDISO o WSMP, para la resolucio´n de ma-
trices dispersas derivadas de sistemas de ecuaciones.
Incorporar la f´ısica necesaria para manejar los problemas comunes de astrof´ısica en tres
dimensiones. Como por ejemplo, ecuaciones de estado complejas, gravedad, viscosidad
artiﬁcial y conductividad te´rmica.
3) Para comprobar la correccio´n del co´digo y probar cada uno de los ingredientes f´ısicos, en
el cap´ıtulo 4, se especiﬁcan una serie de test ba´sicos:
Explosio´n puntual (test de Sedov).
The wall heating shock (test de Noh).
Inestabilidades de Rayleigh-Taylor.
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Caida libre (Free-Fall collapse).
Expansio´n de una onda te´rmica.
que comprueban el buen funcionamiento del co´digo. En estos tests se utilizan un nu´mero de
part´ıculas pequen˜o (unas 8 000) comparado con el de los me´todos expl´ıcitos.
4) Una vez validada la te´cnica, en el cap´ıtulo 5, se pueden encontrar varios test con gravedad
que tratan de simular lo siguiente:
Evolucio´n casi-esta´tica de un sistema pro´ximo al equilibrio (Toy Star en 2D).
Equilibrio hidrosta´tico de una estrella de tipo solar, construido con un pol´ıtropo.
Equilibrio hidrosta´tico de una enana blanca masiva de 1, 15MΘ.
Aproximacio´n implicita cuas´ı-hidrosta´tica. Esto supone la evolucio´n de un sistema casi-
esta´tico, en el que las velocidades no se encuentran expl´ıcitamente en el modelo y esta´ orien-
tado a demostrar que puede evolucionar en largos intervalos temporales.
5) En el cap´ıtulo 6, se comentan las conclusiones ﬁnales de la tesis y unas gu´ıas de actuacio´n
para el trabajo futuro que se preve´ realizar para mejorar la versio´n impl´ıcita del SPH.
6) Por u´ltimo tenemos una serie de ape´ndices con toda la informacio´n complementaria al
texto y que resulta necesaria o interesante para entender el funcionamiento del co´digo.
Por tanto el objetivo ﬁnal es demostrar el potencial del co´digo impl´ıcito ISFAA y recalcar
que, despue´s del documento de Knapp 2000 [47], este es el siguiente paso hacia un co´digo SPH
impl´ıcito generalista.
Cap´ıtulo 2
Smoothed Particle Hydrodynamics
(SPH)
La aplicacio´n de te´cnicas nume´ricas en el campo de la astrof´ısica ha dado lugar a una rama de
investigacio´n completamente nueva centrada en el desarrollo de herramientas y metodolog´ıas que
han permitido el estudio de problemas complejos pero de forma simulada. El ra´pido desarrollo
de las infraestructuras de supercomputacio´n ha hecho del ca´lculo hidrodina´mico uno de los
beneﬁciarios ma´s evidentes de este esfuerzo.
La implementacio´n nume´rica de la dina´mica de ﬂuidos ha sido habitualmente tratada con
mallas, donde las magnitudes f´ısicas se evalu´an a trave´s del balance de ﬂujo entre celdas ad-
yacentes y el ca´lculo de sus derivadas utilizando me´todos de diferencias ﬁnitas. Esta te´cnicas
han sido profundamente estudiadas y han dado lugar a diferentes formalismos e implementacio-
nes. Sin embargo, muchos escenarios astrof´ısicos tienen magnitudes f´ısicas que se mueven en un
rango muy amplio de ordenes de magnitud, esto exige un comportamiento de alta adaptacio´n
de los co´digos hidrodina´micos. Este es un reto importante para los me´todos basados en malla
ﬁja, que se han convertido en uno de los pilares del desarrollo de la nueva generacio´n de co´di-
gos de tipo Euleriano o de malla adaptativa (“Adaptative mesh reﬁnement” o AMR, Berger
y Oliger, 1984 [11]; MacNeice y colaboradores, 2000 [55]) que pueden cambiar dina´micamente
la resolucio´n del ca´lculo tanto espacial como temporalmente, segu´n las necesidades f´ısicas. Los
co´digos hidrodina´micos AMR tienen implementaciones muy complejas y por tanto se ha de de-
dicar mucho esfuerzo para desarrollar herramientas y bibliotecas que faciliten la portabilidad y
simpliﬁquen la interaccio´n con el co´digo. Habitualmente los escenarios astrof´ısicos desarrollan
geometr´ıas asime´tricas muy deformadas y esto puede ser un problema para los me´todos Eule-
rianos adaptativos (AMR) y no adaptativos, debido a la difusio´n nume´rica introducida por el
te´rmino advectivo.
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Esto se puede subsanar mediante una malla que evoluciona con el ﬂuido, para ello debemos
dar una descripcio´n Lagrangiana de las ecuaciones de Euler. Esta implementacio´n permite que el
te´rmino advectivo desaparezca y es una opcio´n muy interesante en geometr´ıas asime´tricas. Para
ello se deben trabajar con me´todos puramente Lagrangianos, donde las mallas son sustituidas
por puntos de interpolacio´n con una masa asociada, que siguen al ﬂuido. La te´cnica de suavizado
de part´ıculas hidrodina´micas (“Smooth particle hydrodynamics” o SPH) pertenece a este tipo
de co´digos. El SPH al no tener malla evita los problemas asociados a la distorsio´n y la alta
resolucio´n necesaria en las zonas de intere´s.
Las razones principales para elegir este me´todo son las siguientes:
Por construccio´n, la conservacio´n del momento lineal, angular, masa y energ´ıa es perfecta.
Algo que no ocurre en los me´todos Eulerianos.
Puede ser utilizado para simular escenarios astrof´ısicos muy diversos.
Exite abundante informacio´n detallada sobre la te´cnica SPH, sus ventajas y sus limitacio-
nes.
Los an˜os de experiencia que tiene nuestro grupo de investigacio´n con el me´todo SPH. Este
ha sido aplicado a supernovas Ia, interaccio´n de estrellas compan˜eras y choques (como por
ejemplo entre enanas blancas o estrellas de neutrones).
La comparacio´n entre los diferentes co´digos no es trivial a causa de las diferentes imple-
mentaciones: tanto la f´ısica, como en los me´todos de integracio´n, en el manejo de los choques e
incluso en el control de la resolucio´n. Afortunadamente, para muchos escenarios concretos, todos
los co´digos generan resultados similares. Sin embargo, esto puede cambiar en situaciones cr´ıticas
y da motivos de estudio de esas diferencias, observando las limitaciones de cada me´todo.
Como se ha detallado anteriormente, el objetivo de la tesis es desarrollar una versio´n inno-
vadora del co´digo SPH que sirva para aplicar la te´cnica a escenarios no probados hasta este
momento. En las secciones siguientes de este cap´ıtulo se hara´ una descripcio´n gene´rica del me´to-
do y se ira´ desgranando las caracter´ısticas del mismo.
Obviamente, el co´digo desarrollado se circunscribe en el contexto tecnolo´gico actual, el cual
impone unas limitaciones determinadas en los recursos computacionales.
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2.1. Fundamentos
En general los co´digos hidrodina´micos se basan en la evaluacio´n de las propiedades f´ısicas del
ﬂuido en un conjunto de puntos de la malla, usando diferentes te´cnicas nume´ricas (interpolacio´n,
diferencias ﬁnitas, elementos ﬁnitos, ...) para encontrar los valores de las propiedades en cualquier
otro punto del sistema.
Los co´digos lagrangianos tipo SPH no son mucho ma´s complejos en 3D que en 1D, por contra
los co´digos eulerianos multidimensionales son muy complejos. En SPH el ﬂuido se discretiza
mediante un conjunto de puntos de interpolacio´n con una masa asociada, por ello los llamaremos
pseudo-part´ıculas (o part´ıculas SPH). Las propiedades del sistema se evalu´an en cada uno de
estos puntos como un promedio ponderado de las propiedades f´ısicas de los puntos ma´s cercanos.
La contribucio´n de los puntos cercanos se obtiene mediante una funcio´n, normalizada a la unidad,
que disminuye fuertemente con la distancia. Por tanto, la interpolacio´n es un proceso local que
produce un suavizado de las propiedades f´ısicas. Si especiﬁcamos la ecuacio´n de estado, la f´ısica
relevante para el escenario concreto que estamos tratando (gravitacio´n, conduccio´n te´rmica, . . . )
y resolvemos las ecuaciones de la hidrodina´mica, podemos seguir la evolucio´n del sistema.
La versio´n suavizada de cualquier magnitud f´ısica A es una funcio´n de la posicio´n de la
part´ıcula y se reconstruye a cada paso de tiempo por medio de una funcio´n interpoladora,
denominado interpolante de A. Esta funcio´n se deﬁne como sigue:
⟨A(r)⟩ =
∫
A
(
r′
)
W (
��r′ − r
��)dr′ (2.1)
donde W es la funcio´n de interpolacio´n o kernel, que depende de las coordenadas de la part´ıcula
r y de la longitud de suavizado h (veremos este concepto en el apartado 2.1.2).
Esta funcio´n kernel es una funcio´n real (normalmente con forma gaussiana) que tiende hacia
una funcio´n delta de Dirac (δ) cuando h tiende a 0 y que tiene soporte compacto, es decir, a
partir de una determinada distancia su valor es nulo.
El para´metro h se denomina longitud de suavizado y es una magnitud muy importante del
SPH, nos da una idea de la separacio´n media entre part´ıculas y, para cada part´ıcula, establece
el nu´mero de vecinos que contribuira´n a las ecuaciones.
En ca´lculo nume´rico, la integral 2.1 puede ser implementada con el sumatorio:
Ai(ri) =
Nv∑
j=1
mj
Aj
ρj
W (ri − rj , hi) (2.2)
Donde mj es la masa y ρj la densidad de la part´ıcula j. El sumatorio se extiende por los
vecinos de la part´ıcula i-e´sima. Se dice que una part´ıcula j es vecina de otra i cuando j esta lo
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suﬁcientemente cerca de i como para el el valor de W (ri− rj , hi) sea distinto de cero (es decir j
es vecina de i si se encuentra dentro del rango de interpolacio´n del kernel). El factor mj/ρj es
la versio´n discretizada del volumen diferencial dr′ que aparece en la ecuacio´n 2.1.
Por lo tanto una caracter´ıstica importante de cualquier co´digo SPH es incluir un algoritmo
eﬁciente para encontrar los vecinos de una part´ıcula dada. El me´todo que se usa habitualmente,
y que ha sido incluido en el co´digo, fue desarrollado por Hernquist y Katz, 1989 [38] y se basa
en una estructura de a´rbol jera´rquico.
Podemos calcular la derivada de cualquier magnitud segu´n la forma (Cabezo´n, 2010 [14]):
∇ Ai =
N∑
j=1
[
∇i
(
mj
ρj
Aj
)
Wij +
mj
ρj
Aj ∇iWij
]
=
N∑
j=1
mj
ρj
Aj ∇iWij (2.3)
donde ∇iWij es el gradiente de W (rij , h) con respecto a las coordenadas de la part´ıcula i. El
primer te´rmino de la suma es cero, por lo tanto, la derivada se calcula directamente como la
derivada del kernel, que es una funcio´n anal´ıtica diferenciable, cuyo valor es conocido. Por tanto
podemos evitar muchos de los problemas asociados al ca´lculo de las derivadas que son comunes
a los esquemas de diferencias ﬁnitas utilizadas en los me´todos de mallas ﬁjas.
En contrapartida, el ca´lculo de las derivadas a trave´s del kernel puede conducir a soluciones
inadecuadas. Por ejemplo, si A es constante deber´ıa ser ∇A = 0, no obstante la expresio´n
anterior no da dicho resultado. Para solventar este tipo de problemas se pueden reformular las
derivadas nume´ricas como se explica a continuacio´n.
Observemos las versiones suavizadas de los operadores gradiente, rotacional y divergencia:
∇A = 1ρ [∇(ρA)−A∇ρ] (2.4)
∇ ·A = 1ρ [∇ · (ρ A)−A ·∇ρ] (2.5)
∇×A = 1ρ [∇× (ρA) +A×∇ρ] (2.6)
Podemos discretizar los te´rminos de la ecuacio´n del gradiente 2.4 de la siguiente forma:
∇i(ρiAi) =
∑
j
mjAj∇iWij (2.7)
Ai∇i(ρi) = Ai
∑
j
mj∇iWij (2.8)
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Si observamos el operador divergencia 2.5 y desarrollamos el primer te´rmino:
∇i · (ρA)i = ∇i ·

∑
j
mjAjWij


=
∑
j
mj∇i · (AjWij)
=
∑
j
mj(Aj ·∇iWij +Wij∇i ·Aj) (donde ∇i ·Aj = 0)
=
∑
j
mjAj ·∇iWij (2.9)
Ana´logamente tomamos el operador rotacional 2.6. El signo proviene de la anticonmutativi-
dad del operador rotacional:
∇i ×Ai = −
∑
j
mjAj ×∇iWij (2.10)
Finalmente obtenemos las deﬁniciones suavizadas de SPH para los operadores de A:
∇iAi = −
1
ρi
∑
j
mj Aij ∇iWij (2.11)
∇i ·Ai = − 1ρi
∑
j
mj Aij ·∇iWij (2.12)
∇i ×Ai = 1ρi
∑
j
mj Aij ×∇iWij (2.13)
donde Aij = Ai−Aj . Si A es constante la ecuacio´n 2.3 es no nula, sin embargo la ecuacio´n 2.11
si lo es.
2.1.1. Kernel
La funcio´n interpoladora o kernel es una funcio´n crucial para la evaluacio´n de las ecuaciones
del SPH. Se describe conW (r, h), donde r = ri − rj es la distancia entre la part´ıcula i y cada una
de sus vecinas j. Su valor se encuentra suavizado segu´n la variable hi. Gracias a e´l conseguimos
la interpolacio´n necesaria en las propiedades de las part´ıculas vecinas a la que estamos tratando
y, por tanto, la eleccio´n del kernel es cr´ıtica.
Para elegir un buen Kernel necesitamos que se cumpla las siguientes propiedades:
Que cumpla la condicio´n de normalizado.
∫
W ((r′ − r, h)dr′ = 1 (2.14)
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Que tenga simetr´ıa esfe´rica. Esto es as´ı para lograr una interpolacio´n de segundo orden.
Sin embargo, cuando aparecen fuertes impactos podr´ıa ser interesante deformar el nu´cleo
con el ﬁn de obtener una mejor resolucio´n en el frente de choque. Esto se puede hacer
cambiando la geometr´ıa del nu´cleo (Owen y colaboradores, 1998 [69]), o construirlos de
forma centralmente mas condensados (Cabezo´n y colaboradores, 2008 [17]).
Que reproduzca la funcio´n delta de Dirac con h→ 0.
l´ım
h→0
W (r′ − r, h) = δ(r′ − r) (2.15)
Que sea una funcio´n picuda: Para que las part´ıculas mas cercanas contribuyan en mayor
medida a la interpolacio´n que las ma´s lejanas.
Que tenga soporte compacto: Por encima de la distancia 2hi, la inﬂuencia de las part´ıculas
vecinas debe ser nula. Es decir, el nu´mero de contribuciones para calcular las propiedades
de una part´ıcula es ﬁnito, siendo el coste del orden de θ(n · nv), donde n el nu´mero de
part´ıculas y nv el nu´mero de vecinos, en vez de θ(n2), que ser´ıa el coste del ca´lculo de la
funcio´n sin soporte compacto.
W ((r′ − r > 2h), h) = 0 (2.16)
Esta condicio´n es crucial para la versio´n impl´ıcita que queremos desarrollar, ya que inﬂuye
fuertemente en la dispersio´n de la matriz a invertir, como se explicara´ ma´s adelante.
El orden de interpolacio´n se puede deducir de la evaluacio´n del error cuando la funcio´n A(r)
se aproxima mediante el kernel. Tomando la expansio´n de la funcio´n A(r) obtenemos lo siguiente:
A(r) ≈ A(r0) +
(∂A
∂r
)
r0
+
1
2
(∂2A
∂r2
)
r0
(r − r0)2 + . . . (2.17)
Y si calculamos este interpolante encontramos:
< A(r) > =
∫
A(r)W (r − r0, h)dr ≈ A(r0)
∫
W (r − r0, h)dr + (2.18)
+
(∂A
∂r
)
r0
∫
(r − r0)W (r − r0, h)dr + (2.19)
+
1
2
(∂2A
∂r2
)∫
(r − r0)2W (r − r0, h)dr + . . . = A(r0) +O(h2) (2.20)
En el primer te´rmino tenemos que la integral es la condicio´n de normalizacio´n y por tanto su
valor es 1. En el segundo te´rmino tenemos que la integral es nula, si el kernel es una funcio´n par.
En el tercer te´rmino tenemos la segunda derivada del kernel por lo que la precisio´n es exacta si
la funcio´n es lineal.
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Simetrizacio´n del valor del kernel La funcio´n kernel no es en la pra´ctica totalmente sime´tri-
ca entre part´ıculas ya que cada una de ellas tiene su propia h. Incluso puede suceder que la
part´ıcula j sea vecina de i y sin embargo que i no sea vecina de j. Algunas versiones del me´todo
SPH exigen simetr´ıa en el kernel. En el co´digo aqu´ı presentado, la f´ısica adicional que se agre-
ga a las ecuaciones ba´sicas de Euler necesitan este tipo de simetrizacio´n en el valor del kernel
(gravedad, viscosidad artiﬁcial y conduccio´n te´rmica). Con este sistema se consigue asegurar la
reciprocidad de los pares de vecinos.
Existen dos formas de conseguirlo. La primera consiste en simetrizar la longitud de suavizado,
de tal forma que el kernel resultante tiene la h modiﬁcada. Es la forma mas simple y el valor de
la longitud de suavizado es la media aritme´tica de los valores de hi y hj .
Wij(|ri − rj| , hij) ; hij = hi + hj
2
(2.21)
La segunda consiste en obtener el valor medio de los kernels calculados con la longitud de
suavizado de i y de j.
W˜ij(|ri − rj| , hi, hj) = Wij(|ri − rj| , hi) +Wij(|ri − rj| , hj)
2
(2.22)
En el co´digo se ha utilizado la ecuacio´n 2.22 para describir la simetr´ıa del valor del kernel
(vease Sec. 2.2.4, 2.2.5 y 2.2.6). Aunque en principio ambas descripciones son equivalentes la
segunda opcio´n garantiza que cada part´ıcula tenga una longitud de suavizado bien deﬁnida.
Kernel Cubic Spline En las primeras versiones, el co´digo se utilizaba de forma general el
kernel cubic spline que fue propuesto por Monaghan y Lattanzio, 1985 [63] y esta´ basado en las
funciones M4 B-spline de Schoenberg y Sharma, 1973 [88].
W (υ, h) = C ·



1− 3
2
υ2 + 3
4
υ3, (0 ≤ υ < 1)
1
4
(2− υ)3 , (1 ≤ υ < 2)
0, ( υ ≥ 2)
(2.23)
C =
1
K hd
; K =
(
2
3
, 1D
)
,
(
10
7 · π , 2D
)
,
(
1
π , 3D
)
; υ = rij
h
(2.24)
Siendo υ la proporcio´n de la distancia entre part´ıculas y la longitud de suavizado y C la constante
de normalizacio´n y donde K depende de las dimensiones d. El detalle de las derivadas del kernel
se puede encontrar en el ape´ndice A.1.
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Kernel Sinc Recientemente se han propuesto una nueva familia de kernels adaptativos ma´s
precisos (Cabezo´n y colaboradores, 2008 [17]), basados en funciones harmo´nicas y que cubre toda
la gama de nu´cleos spline de manera continua. Estos kernels tienen formas mas condensadas o
mas extendidas y se ajustan con un para´metro n con el ﬁn de aumentar la resolucio´n local cuando
es necesario (por ejemplo, un valor n = 4.89 obtiene un valor similar al del kernel qu´ıntico).
WSn (υ, h, n) =
Bn
hd
Sn
(π
2
υ
)
(0 ≤ υ ≤ 2) (2.25)
Bn =



b0 + b1n
1/2 + b2n + b3n
−1/2, 1D
b0 + b1n + b2n
−1 + b3n−2 , 2D
b0 + b1n
1/2 + b2n + b3n
3/2, 3D
(2.26)
Donde:
b0, b1, b2 y b3 son constantes y dependen del nu´mero de dimensiones (valores descritos en
el ape´ndice A.2).
υ = (rij/h), n (´ındice del kernel), Bn (constante de normalizacio´n), h (longitud de suavi-
zado) y d (nu´mero de dimensiones).
Sn
(π
2
υ
)
= sinc n
(π
2
υ
)
sinc
(π
2
υ
)
=


sin
(π
2
υ
)
(π
2
υ
)


Una de las ventajas principales de usar el kernel Sinc es que reduce la aparicio´n del “pairing-
instability” dentro de la simulacio´n.
En la u´ltima versio´n, el co´digo utiliza de forma general el kernel Sinc para todos los ca´lculos
y se ha dejado como opciones el uso del kernel Cubic Spline y el Kernel Gaussiano. El detalle
de la implementacio´n de los kerneles del co´digo se puede encontrar descrita en el ape´ndice A.
2.1.2. Longitud de suavizado
El para´metro hi es una de las magnitudes mas importantes del me´todo SPH. Esta variable
determina la longitud de suavizado del kernel y establece la distancia a la cual las part´ıculas
2.1. FUNDAMENTOS 19
vecinas contribuyen a las propiedades de la part´ıcula. Si el kernel tiene alcance compacto y este
viene determinado por el para´metro h, se suele tomar como valor de alcance 2 hi (Fig. 2.1).
Como el estado del sistema cambia con el tiempo, el nu´mero de vecinos tambie´n var´ıa y
por tanto la longitud de suavizado debe variar con la distancia y el tiempo h(r, t). Si no se
modiﬁca el para´metro podr´ıa pasar cosas raras, es decir por ejemplo que una part´ıcula se aislara
y dejara de ver vecinos y estos no contribuyeran a la variacio´n de sus propiedades; o por contra si
una part´ıcula se encontrara´ en una zona donde aumenta la densidad, se producir´ıa un aumento
muy signiﬁcativo del nu´mero de vecinos produciendo un exceso de suavizado y un aumento
innecesario del coste computacional. La variacio´n de h evita estos problemas, de tal modo que
mantiene relativamente constante el nu´mero de vecinos, ajusta´ndolo a un para´metro deﬁnido
por el usuario y que establece el nu´mero de vecinos objetivo para cada part´ıcula.
Para actualizar la hi se puede utilizar la deﬁnicio´n siguiente (Serichol, 2005 [90]).
hi = h0
1
2
(
1 + (2ηh − 1)
nvϕ
nv0
)1/ηh
(2.27)
donde h0 es la longitud de suavizado actual, nv0 es el nu´mero de vecinos actual, nvϕ el nu´mero
de vecinos objetivo o ideal y ηh es un para´metro de control que especiﬁca la velocidad de ajuste
de la hi al nvϕ .
El valor de nvϕ se especiﬁca diferente segu´n las dimensiones pero se le suelen asignar valores en
el rango de 25 a 100 vecinos. Los modelos f´ısicos necesitan mayor nu´mero de nvϕ a mayor nu´mero
de dimensiones utilizadas Tambie´n hay que indicar que la resolucio´n y el coste computacional
esta´n directamente relacionados con el valor del para´metro. Por tanto el objetivo es encontrar
un compromiso entre el nu´mero de part´ıculas, la resolucio´n requerida y el tiempo de ca´lculo
asumible. Nuestra experiencia dice que los modelos en 3D con una cifra a partir de 50 vecinos
dan resultados con una resolucio´n aceptable.
A ηh se le suele dar un valor en el rango de 2 a 10. Con valores bajos obtenemos ajustes
mas ra´pidos, con el inconveniente de que si la red de part´ıculas se encuentra muy ordenada en
sucesivas iteraciones hi tiene pequen˜as oscilaciones respecto del valor teo´rico. Si el problema
tratado es sensible a estas pequen˜as oscilaciones es necesario aumentar ηh para que se minimice
este efecto.
En la formulacio´n variacional la evolucio´n de h se calcula como h ∝ (1/ρ)(1/d), donde d es
el nu´mero de dimensiones.
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Figura 2.1: Representacio´n esquema´tica de las part´ıculas mi, mj y sus vecinas. Cada part´ıcula
tiene el mismo nu´mero de vecinos por tanto cuando la densidad es mayor el radio 2 h es menor.
2.1.3. Integracio´n y evolucio´n temporal
Habitualmente en SPH el me´todo de integracio´n es de tipo expl´ıcito. Es decir los valores de
las variables de las part´ıculas a un tiempo determinado (i + 1), se establecen a partir de los
valores de las variables conocidas en el paso de tiempo anterior (i). La gran limitacio´n de los
me´todos expl´ıcitos se encuentra en la condicio´n de Courant (Courant y colaboradores, 1967 [22]).
Esto produce que el paso de tiempo ma´ximo adecuado sea siempre muy pequen˜o y reduce la
aplicabilidad a escenarios muy dina´micos. En contraposicio´n a los co´digos SPH expl´ıcitos este
documento introduce una versio´n impl´ıcita que por construccio´n no tiene esta limitacio´n en el
paso de tiempo, pero a cambio el coste computacional es mayor. El principal problema es que
requiere la inversio´n de una matriz m×m, donde m = n ∗ v, siendo n el nu´mero de part´ıculas
y v el nu´mero de variables independientes por part´ıcula.
El esquema de resolucio´n utilizado en el co´digo que aqu´ı se presenta tiene dos posibilidades
en cuanto a su precisio´n. Dispone de un parametro, θ en las ecuaciones (ve´ase seccio´n 2.3.2). Este
para´metro establece una ponderacio´n en las propiedades segu´n su valor en la iteracio´n anterior
(forma expl´ıcita) y en la iteracio´n actual (forma impl´ıcita). Pudiendo seleccionar, segu´n el valor
de θ, entre un esquema totalmente expl´ıcito θ = 0 (a primer orden), totalmente impl´ıcito θ = 1
(a primer orden), o semi-impl´ıcito θ = 0.5 (centrado, a segundo orden).
Cabe destacar que, en el co´digo desarrollado, la ejecucio´n en forma expl´ıcita solo se utiliza
para hacer pruebas comparativas usando el mismo co´digo. Esto es debido a que el programa
se ha desarrollado pensando en la ejecucio´n impl´ıcita y semi-impl´ıcita, de tal forma que en la
ejecucio´n expl´ıcita el co´digo es subo´ptimo por construccio´n. Si es necesario utilizar entornos
de produccio´n con SPH expl´ıcito es una buena idea utilizar co´digos optimizados en esta forma,
como por ejemplo el resto de co´digos SPH desarrollados en nuestro grupo de investigacio´n. Como
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el objetivo es veriﬁcar el me´todo, los test que se describen en este documento se han calculado
con θ = 1.
El paso de tiempo se actualiza una vez obtenemos la convergencia del esquemaNewton−Raphson
(ve´ase seccio´n 2.3.4) utilizado para el ca´lculo de las ecuaciones. Para ello se tienen en cuenta
una serie de criterios (ve´ase seccio´n 3.2.2). No todos los criterios se utilizan simultaneamente,
depende del escenario concreto a simular se activan o desactivan.
2.2. Ecuaciones
La te´cnica SPH fue desarrollada originalmente en coordenadas cartesianas en 3D, esta seccio´n
es un resumen de los me´todos ma´s comunes que se utilizan para construir versiones suavizadas
de las ecuaciones de los ﬂuidos de Euler (Cuadro 2.3), para evaluar la f´ısica adicional necesaria
para implementar los modelos y acomodarlos a la realidad observada (disipacio´n de energ´ıa,
gravedad, conduccio´n te´rmica, . . . ).
Tambie´n hay que indicar la existencia de nuevos trabajos sobre la base matema´tica del
me´todo (Garc´ıa-Senz y colaboradores, 2012 [26]). En ellos se aportan nuevas visiones de la
te´cnica SPH que consiguen una mejora apreciable en la estimacio´n de los gradientes y por tanto
mejoran la calidad de las simulaciones (ve´ase, por ejemplo, Hopkins, 2015 [41], donde se hace
una comparativa exahustiva de las diferentes modiﬁcaciones del SPH).
Si tomamos la ecuacio´n ba´sica de cualquier propiedad en SPH (ecuacio´n 2.2) podemos des-
tacar los siguientes detalles importantes del me´todo en referencia a las ecuaciones. Segu´n se
especiﬁca en Monaghan, 2005 [61], una de las mejores caracter´ısticas de la formulacio´n SPH
es la simplicidad para el ca´lculo de las derivadas espaciales de cualquier magnitud Ai, donde
χi equivale a cualquier dimensio´n. Esto es debido a que el kernel es una funcio´n diferenciable
exactamente.
∂ Ai
∂ χi
=
N∑
j=1
mj
Aj
ρj
∂ Wij
∂ χi
(2.28)
Como alternativa, en la literatura podemos encontrar diferentes formas de esta ecuacio´n:
∂ Ai
∂ χi
=
N∑
j=1
mj
ρj
(Aj −Ai)
∂ Wij
∂ χi
(2.29)
∂ Ai
∂ χi
=
1
ρi
N∑
j=1
mj (Aj −Ai)
∂ Wij
∂ χi
(2.30)
En las pro´ximas secciones observaremos como se aplica esta propiedad a las diferentes ecua-
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ciones de la hidrodina´mica de Euler y as´ı obtener las ecuaciones que se utilizara´n en el SPH.
2.2.1. Aproximacio´n de las derivadas en las ecuaciones diferenciales
Las derivadas son aproximadas por cocientes incrementales, es decir, la ecuacio´n diferencial
pasa a ser una ecuacio´n algebraica. En las siguientes ecuaciones podemos observar aproximacio-
nes a una funcio´n cualquiera f(x).
Aproximacio´n de la primera derivada de f(x) Aqu´ı se exponen tres me´todos de aproxi-
macio´n a la derivada, diﬁriendo entre ellos en el orden de convergencia obtenido. La aproximacio´n
sera´ mejor cuando mayor sea el orden de convergencia.
Aproximacio´n backward (1er orden):
∂f(xo)
∂x =
f(xo)− f(xo − h)
h
+O(h) (2.31)
Aproximacio´n forward (1er orden):
∂f(xo)
∂x =
f(xo + h)− f(xo)
h
+O(h) (2.32)
Aproximacio´n centrada (2o orden):
∂f(xo)
∂x =
f(xo + h)− f(xo − h)
2 h
+O(h2) (2.33)
Cuadro 2.1: Aproximacio´n de la primera derivada de f(x).
Aproximacio´n de la segunda derivada de f(x) Se muestra directamente la aproximacio´n
centrada a segundo orden.
Serie de Taylor Dada una funcio´n f lo suﬁcientemente diferenciable, si aplicamos un desa-
rrollo en forma de serie de Taylor obtenemos la ecuacio´n 2.35.
f(xo + h) = f(xo) +
1
1!
∂f(xo)
∂ x h+
1
2!
∂2f(xo)
∂ x2 h
2 + · · ·+ 1
n!
∂nf(xo)
∂ xn h
n + ε (2.35)
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Aproximacio´n centrada (2o orden):
∂2f(xo)
∂x2 =
f(xo − h)− 2f(xo) + f(xo + h)
h2
+O(h2) (2.34)
Cuadro 2.2: Aproximacio´n de la segunda derivada de f(x).
donde el error se deﬁne en la ecuacio´n 2.36 y esta determinado por el para´metro α situado en el
rango xo ⩽ α ⩽ xo + h.
ε = 1
(n+ 1)!
∂n+1f(xo)
∂ xn+1 h
n+1 (2.36)
2.2.2. Hidrodina´mica de Euler: SPH esta´ndar
Las part´ıculas de los modelos se comportan habitualmente como ﬂuidos y por tanto se puede
describir su evolucio´n mediante las ecuaciones hidrodina´micas de Euler. Estas ecuaciones deter-
minan la variacio´n con respecto al tiempo en cada part´ıcula de su posicio´n (r), velocidad (v),
energ´ıa interna (U), temperatura (T ) y densidad (ρ) (Cuadro 2.3).
La ecuacio´n de la energ´ıa 2.39 se obtiene de la primera ley de la termodina´mica para un
sistema aislado (Rosswog, 2009 [78]):
T ds = dU − Pρ2 dρ (2.42)
La relacio´n entre temperatura y energ´ıa interna 2.40 es exacta en gases ideales, en el caso
ma´s general corresponde a la ecuacio´n siguiente.
dU = Cv dT +
[
T
(∂ P
∂ T
)
V
− P
]
dV (2.43)
Ecuacio´n del movimiento Se puede utilizar directamente la ecuacio´n 2.37 o introducir una
correccio´n denominada XSPH, introducida por Monaghan, 1989 [57] y detallada en Monaghan,
1992 [58].
dri
dt
= vˆi = vi + ε
N∑
j=1
mj
(vi − vj)
ρij
Wij (|ri − rj | , hi) (2.44)
donde ρij = (ρi+ ρj)/2 y 0 ⩽ ε ⩽ 1 es una constante. La variante XSPH mueve la part´ıcula con
una velocidad que es ma´s cercana a la velocidad media de su entorno. Se debe tener en cuenta que
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Movimiento:
dr
dt
=
v + v(n−1)
2
(2.37)
Momento:
dv
dt
= v˙ = a = −∇Pρ + g (2.38)
Energ´ıa interna:
dU
dt
= U˙ = −Pρ ∇ · v (2.39)
Temperatura:
dT
dt
= T˙ =
1
Cv
· dU
dt
(2.40)
Continuidad:
dρ
dt
= ρ˙ = −ρ∇ · v (2.41)
Cuadro 2.3: Ecuaciones hidrodina´micas de Euler. Donde r es el vector posicio´n, v vector ve-
locidad, P presio´n, g aceleracio´n gravitatoria, U energ´ıa interna por gramo, ρ densidad, T
temperatura y Cv calor espec´ıﬁco a volumen constante.
esta modiﬁcacio´n no introduce disipacio´n pero incrementa la dispersio´n. Esta correccio´n de la
velocidad mantiene las part´ıculas ma´s ordenadas, y, para velocidades de ﬂujo altas y contornos,
evita la penetracio´n del ﬂuido en el contorno.
Si utilizamos la ecuacio´n de continuidad (ecuacio´n 2.41) es necesario aplicar la correccio´n
para mantener una estricta consistencia. Es decir hay que utilizar vˆ en vez de v.
Aunque la opcio´n XSPH esta´ implementado los test presentados en el documento utilizan
ε = 0, es decir, usan la ecuacio´n 2.37.
Ecuacio´n del momento Trata la aceleracio´n de las part´ıculas. En esta descripcio´n de la
adaptacio´n de la ecuacio´n del momento al SPH se obviara´ la gravedad ya que se trata extensa-
mente ma´s adelante (ve´ase Sec. 2.2.4). Para cumplir con las leyes de conservacio´n es necesario
simetrizar la ecuacio´n 2.38,
∇P
ρ = ∇
(
P
ρ
)
+
P
ρ2 ∇ρ (2.45)
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Aplicando la relacio´n 2.3 y utilizando la ecuacio´n anterior 2.45 obtendremos la ecuacio´n
suavizada del momento.
dvi
dt
= −
N∑
j=1
mj
(
Pi
ρ2i
+
Pj
ρ2j
)
∇iWij (2.46)
Ecuacio´n de la energ´ıa Si aplicamos la relacio´n 2.12 a la ecuacio´n 2.39 podemos obtener la
ecuacio´n suavizada de la energ´ıa.
dUi
dt
=
Pi
ρ2i
N∑
j=1
mj (vi − vj) ·∇iWij (2.47)
A pesar de que la ecuacio´n 2.47 es la que se usa habitualmente para la energ´ıa, tiene un pro-
blema con la simetr´ıa. Para evitarlo podemos desarrollar la ecuacio´n 2.39 para que sea sime´trica.
P
ρ ∇ · v = ∇ ·
(
P
ρ v
)
− v ·∇
(
P
ρ
)
(2.48)
Aplicando la relacio´n anterior 2.12, a la nueva ecuacio´n 2.48 obtendremos la nueva ecuacio´n
suavizada de la energ´ıa.
dUi
dt
=
N∑
j=1
mj
Pj
ρ2j
(vi − vj) ·∇iWij (2.49)
Promediando las ecuaciones 2.47 y 2.49 obtenemos la versio´n sime´trica de la ecuacio´n de la
energ´ıa.
dUi
dt
=
1
2
N∑
j=1
mj
(
Pi
ρ2i
+
Pj
ρ2j
)
(vi − vj) ·∇iWij (2.50)
La ecuacio´n 2.50 tiene el mismo tipo de simetr´ıa que la ecuacio´n del momento 2.46. De todos
modos la eleccio´n de las ecuaciones 2.47 o 2.49, en general, produce resultado similares, aunque
la ecuacio´n 2.50 debe ser solo utilizada en situaciones donde la magnitud P/ρ2 no cambia mucho
a lo largo de la longitud de suavizado (h).
Ecuacio´n de la temperatura Si incluimos en el esquema la variacio´n de la temperatura, en
vez de la variacio´n de energ´ıa interna, podemos utilizar la relacio´n termodina´mica:
P = T
(∂ P
∂ T
)
ρ
+ ρ2
(∂ U
∂ρ
)
T
(2.51)
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para obtener la ecuacio´n 2.53 derivada de la relacio´n entre ellas (ecuacio´n 2.52) y la ecuacio´n
2.47.
∂ T
∂ t =
1
Cv
· ∂ U∂ t (2.52)
dT
dt
=
∂ Pi
∂ Ti
Ti
Cv
1
ρ2i
N∑
j=1
mj (vi − vj) ·∇iWij (2.53)
Esta ecuacio´n es por ejemplo utilizada en Lore´n-Aguilar, 2009 [52] para simular objetos com-
pactos.
Ecuacio´n de la continuidad Si aplicamos la relacio´n 2.12 a la ecuacio´n 2.41 se obtiene la
ecuacio´n suavizada de la continuidad:
dρi
dt
=
N∑
j=1
mj (vi − vj) ·∇iWij (2.54)
Esta forma de la ecuacio´n de la continuidad tiene la ventaja de que es exactamente igual
a 0 cuando la velocidad es constante, es decir, como era de esperar la densidad no var´ıa. Por
contra, aunque la ecuacio´n 2.54 permite calcular el ratio de variacio´n de la densidad en SPH,
no conserva la masa exactamente. A pesar de ello la desviacio´n es pequen˜a y no representa
variaciones apreciables para nuestros ca´lculos.
Adema´s, en SPH, podemos obtener la densidad de una forma particularmente simple y que
conserva la masa exactamente. Para ello tomamos la ecuacio´n 2.2 y sustituimos la propiedad
Ai(r) por la densidad de la part´ıcula i (ρi) y Aj por la densidad de la part´ıcula j (ρj).
ρi =
N∑
j=1
mj Wij (|ri − rj | , hi) (2.55)
El co´digo que aqu´ı se presenta tiene implementadas las dos formas de tratamiento de la densi-
dad, pero de forma general se utilizara´ la ecuacio´n 2.55, porque es compatible con la formulacio´n
lagrangiana del SPH y adema´s computacionalmente mas eﬁciente, Con ella es necesario recal-
cular la densidad a cada paso de tiempo a partir de las posiciones, pero a cambio no requiere su
inclusio´n en el sistema de ecuaciones que luego hay que invertir (ve´ase Sec. 2.3.4). La inversio´n
de la matriz tiene un coste algor´ıtmico superior al recalculo de densidad que tiene un coste de
θ(n · log n).
Resumen de las ecuaciones SPH de la hidrodina´mica de Euler El cuadro 2.4 contiene
las ecuaciones esta´ndar que se utilizan en el SPH.
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Movimiento:
dri
dt
=
vi + v
(n−1)
i
2
+ ε
N∑
j=1
mj
(vi − vj)
ρij
Wij (|ri − rj | , hi) (2.56)
Momento:
dvi
dt
= −
N∑
j=1
mj
(
Pi
ρ2i
+
Pj
ρ2j
)
∇iWij + gi (2.57)
Energ´ıa interna:
dUi
dt
=
Pi
ρ2i
N∑
j=1
mj (vi − vj) ·∇iWij (2.58)
Temperatura:
dT
dt
=
(∂ Pi
∂ Ti
)
ρ
· Ti
Cv
· 1ρ2i
N∑
j=1
mj (vi − vj) ·∇iWij (2.59)
Continuidad:
dρi
dt
=
N∑
j=1
mj (vi − vj) ·∇iWij (2.60)
Densidad:
ρi =
N∑
j=1
mj Wij (|ri − rj | , hi) (2.61)
Distancia de interpolacio´n:
hi =
(
K
ρ
)1/d
, hi = h0
1
2
(
1 + (2ηh − 1)
nvϕ
nv0
)1/ηh
(2.62)
Cuadro 2.4: Ecuaciones hidrodina´micas de Euler en SPH. Donde r es el vector posicio´n, v es
el vector velocidad, P es la presio´n, g es la aceleracio´n gravitatoria, U es la energ´ıa interna por
gramo, ρ es la densidad, T es la temperatura y Cv es el calor espec´ıﬁco a volumen constante.
2.2.3. Formalismo Euler-Lagrange: SPH variacional
En la aproximacio´n variacional las part´ıculas del sistema esta´n vinculadas a una serie de
ecuaciones evolutivas derivadas del formalismo Euler-Lagrange, descrito enMonaghan, 2005 [61].
En e´l se detalla que mediante el Lagrangiano, las ecuaciones se pueden describir de forma natural
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con un esquema simetrizado e incluyendo los gradientes espaciales de la longitud de suavizado. Se
basa en la ecuacio´n de Lagrange para ﬂuidos en movimiento en sistemas no disipativos, descrita
por Eckart en 1960. La forma SPH para la ecuacio´n de Lagrange es la siguiente.
L =
N∑
i=1
mi
(
1
2
v2i − Ui (ρi, si)− Φi
)
(2.63)
donde m es la masa, v es la velocidad, U la energ´ıa interna por gramo, ρ la densidad, s la
entrop´ıa y Φ el potencial gravitatorio por unidad de masa.
Segu´n se describe en Springel, 2010 [95] en SPH podemos discretizar el Lagrangiano en
te´rminos de ﬂuidos de part´ıculas de masa mi.
LSPH =
n∑
i=1
(
1
2
miv
2
i −miUi
)
(2.64)
La deﬁnicio´n de la ecuacio´n de Lagrange para una part´ıcula concreta i.
d
dt
( ∂ L
∂ vi
)
− ∂ L∂ ri
= 0 (2.65)
El momento es dado directamente a partir de 2.63.
∂ L
∂ vi
= mivi (2.66)
Las derivadas espaciales en el Lagrangiano se encuentran asumiendo que la entrop´ıa es
constante y por lo tanto la energ´ıa interna puede ser expresada como una funcio´n de la densidad.
∂ L
∂ ri
= −
N∑
j=1
mj
(∂ Uj
∂ ρj
)
s
∂ ρj
∂ ri
(2.67)
donde la derivada de la energ´ıa respecto de la densidad es dada por la primera ley de la ter-
modina´mica a entrop´ıa constante, dU = −PdV , donde V = m/ρ es el volumen de la part´ıcula
cuando la variacio´n en energ´ıa por unidad de masa viene dado por:
dU =
P
ρ2 dρ (2.68)
La longitud de suavizado es una funcio´n de la densidad. El me´todo usual que se presenta en
la literatura es o bien calcular la longitud de suavizado utilizando el valor actual de la densidad
(calculada con la ecuacio´n 2.55), o calcularla para la densidad de acuerdo con la expresio´n
siguiente.
d ln h
dt
= −1
d
d ln ρ
dt
(2.69)
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Entonces, varias te´cnicas pueden ser usadas para ajustar el valor de h. Por ejemplo, el
promedio de la densidad local es utilizado para cambiar h en Steinmetz y Mueller, 1993 [97]; Otro
me´todo utilizado es ajustar el modelo de manera que cada part´ıcula tenga un nu´mero constante
de los vecinos como en Hernquist y Katz, 1989 [38]. Idealmente, deber´ıa determinarse a partir
de la ecuacio´n 2.54 de modo que sea consistente con la densidad obtenida con la ecuacio´n 2.55.
Adema´s, a veces es necesario establecer un un l´ımite ma´ximo en hi cuando alguna part´ıcula tiene
una densidad es muy pequen˜a ρi, y una hi muy grande, con la intencio´n de evitar interacciones
fuertes con part´ıculas con alta densidad, tal que ρi ≪ ρj .
Esto puede lograrse si la expresio´n de h se sustituye segu´n se describe enMonaghan, 2005 [61].
hi = ηh
(
mi
ρi
)1/d
(2.70)
donde ηh es un para´metro que suele tomar un valor en el rango [1.2, 1.3] y d es el nu´mero de
dimensiones.
La forma ideal es, no obstante, introducir hi como una ligadura que expresa la conservacion
de la masa C = ρi hdi e incorporarla a las ecuaciones a trave´s del parametro Ω (Springel y
Hernquist, 2002 [96]).
Para´metro Ωi Segu´n se describe en la ecuacio´n 2.55 la variable ρi depende de hi y viceversa.
Si consideramos la variacio´n de la h, la derivada temporal de la densidad viene dada por:
dρi
dt
=
d
dt


N∑
j=1
mj Wij(hi)


=
N∑
j=1
mj
(∂ Wij(hi)
∂rij
drij
dt
+
∂ Wij(hi)
∂ hi
dhi
dt
)
=
N∑
j=1
mj
∂ Wij(hi)
∂ rij
eˆij · (vi − vi) +
N∑
j=1
mj
∂ Wij(hi)
∂ hi
· ∂ hi∂ ρi
dρi
dt
=
N∑
j=1
mj vij ·∇iWij(hi) + ∂ hi∂ ρi
dρi
dt
N∑
j=1
mj
∂ Wij(hi)
∂ hi
(2.71)
Observando esta derivada podemos introducir el para´metro Ωi, que contiene el gradiente de
hi, si le damos el siguiente valor:
Ωi = 1−
∂ hi
∂ ρi
n∑
j=1
mj
∂Wij(hi)
∂ hi
(2.72)
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De tal forma que la derivada temporal de la densidad queda as´ı:
dρi
dt
=
1
Ωi
N∑
j=1
mj (vi − vi) ·∇iWij(hi) (2.73)
De la misma forma consideramos la derivada espacial de la densidad:
∂ ρj
∂ ri
=
N∑
k=1
mk
(
∇iWjk(hj) +
∂Wjk(hj)
∂ hj
∂ hj
∂ ρj
∂ ρj
∂ ri
)
=
1
Ωi
N∑
j=1
mj ∇iWij(hi) (2.74)
Cuando se contemplan variaciones en la h (gradientes de h) se aumenta la precisio´n del SPH y
de las propiedades de conservacio´n (especialmente del binomio energ´ıa-entrop´ıa). La importancia
de la contribucio´n de este te´rmino depende del problema concreto y de la resolucio´n nume´rica
que se utilice.
Resumiendo, si las derivadas de la longitud de suavizado (gradientes de h) se tienen en cuenta,
el SPH esta´ndar ha de ser corregido por el factor 1/Ω (ecuaciones 2.72, 2.73, 2.74). A partir
de estas ecuaciones, segu´n se describe detalladamente en Rosswog, 2009 [78], se pueden obtener
las nuevas ecuaciones para el momento, energ´ıa y temperatura (Cuadro 2.6). Las ecuaciones
obtenidas conservan el momento y, por construccio´n, la energ´ıa, masa y entrop´ıa.
La u´ltima versio´n del co´digo y todos los test mostrados en este documento incluyen la opcio´n
lagrangiana con el para´metro Ω, que la opcio´n considerada ma´s actual y considerada ma´s precisa
en la deﬁnicio´n de las ecuaciones del SPH (y que es utilizada en los test presentados ma´s
adelante).
Conservacio´n del momento y la energ´ıa Segu´n se explica enMonaghan, 2005 [61], las leyes
de conservacio´n se pueden deducir ya sea de las ecuaciones del movimiento o de la invariancia de
las transformaciones inﬁnitesimales de Lagrange. El me´todo SPH, imita un sistema de part´ıculas
con fuerzas entre ellas, pero con diferente grado de interaccio´n a trave´s de la presio´n, la densidad
y tiene dependencia geome´trica a trave´s del kernel (depende de las posiciones de las part´ıculas).
El momento lineal y angular son conservados siempre que el Lagrangiano (ecuacio´n 2.63) sea
invariante a traslaciones y rotaciones. Como en SPH la densidad y la energ´ıa interna, a entrop´ıa
constante, son invariantes a translaciones y rotaciones, los te´rminos de la dina´mica de ﬂuidos
conservan el momento lineal y angular por construccio´n. Si tomamos de la ecuacio´n del momento
2.80 lo siguiente:
∇iWij(hi) = rij Fib(hi) (2.75)
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donde Fij(hi) = F (|rij | , hi), por simetr´ıa de los te´rminos de interaccio´n, el momento lineal
y angular son conservados exactamente. Adema´s, como no hay una dependencia expl´ıcita del
tiempo en el Lagrangiano, la energ´ıa tambie´n es conservada.
Para comprobar la conservacio´n de la energ´ıa a cada paso de tiempo se pueden observar la
variacio´n de las ecuaciones del cuadro 2.5
Energ´ıa interna (U):
U =
N∑
i=1
mi · ui (2.76)
Energ´ıa cine´tica (Ek):
Ek =
N∑
i=1
1
2
mi · v2i (2.77)
Energ´ıa potencial gravitatoria (Eg):
Eg = − G
2
N∑
i=1
N∑
j=1
mi mj
|rij | (2.78)
Energ´ıa total (E):
E = U + Ek + Eg (2.79)
Cuadro 2.5: Ca´lculo de la conservacio´n de la energ´ıa.
Resumen de las ecuaciones SPH del formalismo Euler-Lagrange El cuadro 2.6 con-
tiene las ecuaciones variacionales que se utilizan en el SPH.
2.2.4. Auto-gravedad
Aunque SPH funciona mediante la interpolacio´n de magnitudes de los vecinos cercanos, en los
modelos astrof´ısicos es necesario introducir la auto-gravedad (Springel, 2010 [95]), a diferencia
de otras a´reas de la meca´nica de ﬂuidos donde solo tienen inﬂuencia los campos gravitatorios
externos. En SPH la auto-gravedad se puede agregar de forma sencilla y precisa, conservando
la energ´ıa total, en cambio en los me´todos de mallas no se conserva sin introducir en el co´digo
artiﬁcios adicionales (Springel, 2010 [94])
Si representamos la energ´ıa potencial gravitatoria como Φ, la fuerza gravitacional fg es el
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Momento:
dvi
dt
= −
N∑
j=1
mj
(
Pi
Ωiρ2i
∇iWij(hi) +
Pj
Ωjρ2j
∇iWij(hj)
)
+ gi (2.80)
Energ´ıa:
dUi
dt
=
Pi
Ωiρ2i
N∑
j=1
mj (vi − vj) ·∇iWij(hi) (2.81)
Temperatura:
dTi
dt
=
(∂ Pi
∂ Ti
)
ρ
· Ti
Cv
· 1Ωiρ2i
N∑
j=1
mj (vi − vj) ·∇iWij(hi) (2.82)
Continuidad:
dρi
dt
=
1
Ωi
N∑
j=1
mj (vi − vj) ·∇iWij(hi) (2.83)
Cuadro 2.6: Ecuaciones del formalismo Euler-Lagrange.
negativo del gradiente de la energ´ıa potencial gravitatoria (ecuacio´n 2.84). El potencial gra-
vitatorio se identiﬁca con el para´metro ϕ (ecuacio´n 2.86), el campo gravitatorio o aceleracio´n
gravitatoria es el gradiente del potencial gravitatorio ∇ϕ y se deﬁne como la fuerza gravitatoria
por unidad de masa (ecuacio´n 2.85).
fg = −∇Φ (2.84)
∇ϕ ≡ −∇Φ
m
(2.85)
ϕ(r) = G
∫
V ′
ρ(r′)
|r′ − r| dV
′ (2.86)
La gravedad de Newton determina la fuerza gravitatoria total que actu´a sobre una part´ıcula
i de masa m y dice que la fuerza gravitatoria entre dos objetos es proporcional al producto
de sus masas e inversamente proporcional al cuadrado de la distancia que las separa (ecuacio´n
2.87). Tiene un radio de accio´n de largo alcance y para su ca´lculo, en SPH, se han de agregar
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tambie´n las contribuciones de las part´ıculas que no son vecinas, es decir el resto de part´ıculas
que se encuentran a una distancia mayor que la longitud de suavizado.
fgi = −G mi
n∑
j=1, j ̸=i
mj
r2ij
rˆij = −G mi
n∑
j=1, j ̸=i
mj
r3ij
rij (2.87)
∇ϕi = G
n∑
j=1, j ̸=i
mj
r3ij
rij (2.88)
ϕi = −G
n∑
j=1, j ̸=i
mj
rij
(2.89)
Gravedad exacta calculada de forma directa
Para resolver de forma exacta la ley de gravedad de Newton se tiene en cuenta todas las
part´ıculas del modelo y se calcula incluyendo gi (ecuacio´n 2.57) directamente en la discretizacio´n
SPH de la ecuacio´n del momento (ecuaciones 2.132). Para ello se tiene que evaluar un conjunto
de n · (n− 1) ecuaciones, el coste computacional de este ca´lculo es cuadra´tico θ(n2), donde n es
el nu´mero de part´ıculas.
gi = −∇iϕi = −G
n∑
j=1, j ̸=i
mj
r3ij
rij (2.90)
Gravedad aproximada calculada con la ley de Gauss
La ley de Gauss, aplicada a la gravedad, es una ley de la f´ısica esencialmente equivalente a la
ley de gravedad de Newton. Tal y como se describe en Garc´ıa-Senz y colaboradores, 2009 [27],
es utilizada para simpliﬁcar el ca´lculo de la gravedad en situaciones espec´ıﬁcas con alta simetr´ıa
(punto, linea, plano, cilindro, esfera, etc.), reduciendo el coste de la aplicacio´n directa de la ley
de Newton, dependiendo de la geometr´ıa del modelo.
La ecuacio´n general 2.91 describe la forma integral de la ley de Gauss y la ecuacio´n 2.92 la
forma diferencial. La integral es evaluada sobre una superﬁcie cerrado S, donde dA es cada una
de las porciones inﬁnitesimales de la superﬁcie, n es el vector normal unitario, perpendicular y
que apunta hacia a fuera de la superﬁcie, g es la aceleracio´n gravitatoria que siempre apunta a
la masa, G es la constante de gravitacio´n universal y MT es la masa encerrada en la superﬁcie
S.
�
S
g · n dA = −4 π G MT (2.91)
∇ · g = −4 π G ρ (2.92)
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El coste computacional de este algoritmo esta impuesto por el ca´lculo de la masa encerrada.
Para ello, la pra´ctica habitual es ordenar las part´ıculas en funcio´n del radio, una vez ordenadas
solo se tiene que recorrer la lista e ir asignando la aceleracio´n gravitatoria segu´n la masa acu-
mulada en el radio de cada part´ıcula. Por tanto, el coste computacional esta delimitado por el
algoritmo de ordenacio´n de part´ıculas que, si se escoge un algoritmo eﬁciente como Quicksort,
se situ´a en θ(n · log n).
La integral 2.91 se puede resolver para cada una de las geometr´ıas sime´tricas interesantes
para los ca´lculos con SPH, obteniendo los resultados de la tabla 2.7.
Cilindro(2D):
gi =
2 G m(rCMi )
rCMi
rˆCMi = 2 G m(r
CM
i )
rCMi(
rCMi
)2 (2.93)
Esfera(3D):
gi =
G m(rCMi )(
rCMi
)2 rˆCMi = G m(rCMi ) rCMi(
rCMi
)3 (2.94)
Cuadro 2.7: Ecuaciones para la aplicacio´n de la ley de Gauss en superﬁcies sime´tricas, donde
rCMi es el radio de la part´ıcula i al centro de masas CM y m(rCMi es la masa encerrada en el
radio al centro de masas.
Gravedad aproximada calculada con el potencial gravitatorio
Este me´todo se puede ver en detalle en Garc´ıa-Senz y colaboradores, 2009 [27], pero aplicado
a una versio´n axisime´trica del SPH. En el co´digo ISFAA utiliza, habitualmente, la implemen-
tacio´n de la gravedad con la aproximacio´n a gi mediante el potencial gravitatorio, segu´n se
describe en las ecuaciones 2.11 y 2.30 Aplicando la discretizacio´n SPH obtenemos la ecuacio´n
2.95.
gi = −∇iϕi =
1
ρi
N∑
j=1
mj (ϕi − ϕj)∇iW˜ij (2.95)
donde el sumatorio se extiende por los vecinos de la part´ıcula y no por el resto de part´ıculas.
En el ca´lculo del potencial gravitatorio (ecuacio´n 2.89) intervienen todas las part´ıculas del
modelo y tiene un coste computacional relativamente alto de θ(n2), similar al coste de la gravedad
exacta. Utilizar la ecuacio´n 2.95 es muy interesante para un co´digo implicito porque, al incorporar
2.2. ECUACIONES 35
la gravedad con esta aproximacio´n, la matriz sigue siendo dispersa.
Adema´s calcular el gradiente del potencial de forma aproximada reduce el coste computacio-
nal a θ(n · log n), en los siguientes apartados se detalla la forma de hacerlo mediante la expansio´n
multipolar. Si en el futuro se encuentran me´todos para invertir la matriz a un coste computacio-
nal menor que el actual la gravedad no ser´ıa el nuevo l´ımite. Es necesario hacer notar que en
esta aproximacio´n se pierde precisio´n en la parte central y en la parte mas exterior del modelo.
A pesar de que este procedimiento funciona bien y es computacionalmente eﬁciente tiene la
desventaja de que, por construccio´n, la ecuacio´n 2.95 no es completamente sime´trica.
Expansio´n multipolar Actualmente esta implementado en el co´digo ISFAA pero no se utiliza
porque el coste computacional de la inversio´n de la matriz es superior al del ca´lculo de la
gravedad, sin embargo en futuras mejoras del co´digo este coste podr´ıa bajar y ser de gran utilidad
por su impacto en el tiempo de computacio´n. En los co´digos astrof´ısicos de SPH para un nu´mero
de part´ıculas n ⩾ 105, se buscan algoritmos con un coste computacional no mayor de θ(n · log n).
Para conseguir costes algor´ıtmicos menores y con el ﬁn de preservar la localicidad del SPH, se han
desarrollado varias aproximaciones al potencial gravitatorio. Una de las ma´s usadas se basa en
la expansio´n multipolar usando a´rboles jera´rquicos: binarios en 1D, cuadra´ticos en 2D y octales
en 3D (Hernquist y Katz, 1989 [38]), basa´ndose en el algoritmo de Barnes y Hut, 1986 [8],
con este algoritmo se reduce el tiempo de ca´lculo de θ(n2) a θ(n · log n). Comienza mediante
la construccio´n de un cubo que encierra todo el sistema (denominado nodo ra´ız). De forma
recursiva se subdividen las componentes dimensionales en mitades, obteniendo 2d sub-celdas
diferenciadas y agrega´ndolas, en forma de a´rbol, a la estructura anterior (denominado nodo
padre). La divisio´n de las sub-celdas continua de forma recursiva si las celdas contienen ma´s de
una part´ıcula, y se detiene en el caso de que la sub-celda no contenga part´ıculas o si contiene
una u´nica part´ıcula (denominado nodo hoja). Se puede observar un ejemplo en 2D en la ﬁgura
2.2.
Imponiendo un criterio entre el taman˜o del cluster de part´ıculas y la distancia a la part´ıcula
que se evalu´a, se puede sustituir la interaccio´n individual por la contribucio´n colectiva de todas
las part´ıculas del cluster. De esta forma el potencial gravitatorio de clusters distantes se aproxi-
ma por la expansio´n multipolar. Tomando la representacio´n integral del potencial gravitatorio
(ecuacio´n 2.86), suponemos que el movimiento de la part´ıcula evaluada es tal que nunca se en-
cuentra cerca de las fuentes de potencial, de tal forma que, r′ ≪ r. De esta forma, se puede
expandir el denominador mediante una serie de Taylor sobre r (ve´ase seccio´n 2.2.1).
1
|r′ − r| ≈
1
r
+
∑
i
r′i
∂(1/r)
∂ ri
+
1
2
∑
i
∑
j
r′ir
′
j
∂2(1/r)
∂ri ∂rj
− 1
6
∑
i
∑
j
∑
k
r′ir
′
jr
′
k
∂3(1/r)
∂ri ∂rj ∂rk
(2.96)
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Figura 2.2: Divisio´n espacial en 2D de 100 part´ıculas colocadas aleatoriamente, mediante el a´rbol
cuadra´tico del algoritmo de Barnes-Hut.
Aproximacio´n del potencial gravitatorio en clusters (ϕS) con la ecuacio´n de Poisson
Si denominamos cluster a cada uno de los sub-a´rboles del algoritmo de Barnes-Hut, segu´n se
describe en Cabezo´n, 2010 [14], suponiendo que la part´ıcula i no forma parte del cluster S y
esta lo suﬁcientemente lejos, el potencial gravitatorio de la part´ıcula i contiene la contribucio´n
de todos los potenciales de las part´ıculas del cluster S, aproximado por ϕS (ecuacio´n 2.97).
ϕS =
NS∑
j∈S
mj
|ri − rj | ≃
MTS
|ri − rCMS |
+
1
2
QSl,m
(
ri − rCMS
)
l
(
ri − rCMS
)
m
|ri − rCMS |5
+ · · · (2.97)
dondeMTS es la masa del cluster, r
CM
S es el vector radio al centro de masas del cluster, Q
S
l,m es el
tensor momento cuadrupolar sobre rCMS del cluster y l,m son ı´ndices con un rango entre 1 y 3 en
3D. Para conseguir una mejor precisio´n en la aproximacio´n podr´ıan an˜adirse a la ecuacio´n 2.97
ma´s te´rminos siendo el siguiente el momento octupolar, pero para la mayor´ıa de aplicaciones
es suﬁcientemente preciso el valor de ϕS hasta el te´rmino cuadrupolar. Es necesario observar
que el momento dipolar no contribuye en la ecuacio´n, y por tanto es necesario establecer un
criterio para el calculo de la gravedad, que elija cuando las part´ıculas se encuentran lejos y
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encuentran cerca y se debe calcular la gravedad exacta de forma directa. La representacio´n de
esta distancia puede observarse claramente en la ﬁgura 2.3.
Figura 2.3: Representacio´n esquema´tica del cluster de part´ıculas S, donde la contribucio´n del
cluster al potencial gravitatorio de la part´ıcula i se puede tratar con la expansio´n multipolar.
Donde, di es la distancia entre la part´ıcula y el centro de masas del cluster, RMax es el radio
desde el centro de masas del cluster a la part´ıcula ma´s alejada del cluster, hMax es la h ma´s
grande de todas las part´ıculas del cluster y bMax = RMax+hMax es un para´metro que garantiza
que la part´ıcula i y las part´ıculas del cluster no comparten vecinos.
Se puede establecer el criterio de seleccio´n de la forma siguiente, donde el para´metro ηMp es
un para´metro de tolerancia y usualmente tiene su valor en el rango [0.5, 0.7]
bMax + hi ⩽ ηMp · di, Expansio´n multipolar
bMax + hi > ηMp · di, Suma directa



(2.98)
La ecuacio´n 2.97 representa una gran ventaja ya que su evaluacio´n siempre utiliza la misma
cantidad de tiempo independientemente del nu´mero de part´ıculas del cluster S. Cuando se
construye la estructura de a´rbol se calcula de forma simultanea los momentos multipolares de
cada nivel de forma eﬁciente, a la vez que se calculan los vecinos de cada part´ıcula.
Dada fuente compacta la ecuacio´n de Poisson es formalmente igual a la del potencial gra-
vitatorio Newtoniano, pero con diferentes fuentes compactas. Afortunadamente, la estructura
de a´rbol Barnes-Hut puede resolver las ecuaciones de Poisson para el potencial gravitatorio a
partir de una agrupacio´n eﬁcaz de las part´ıculas y el ca´lculo de los momento multipolares. Si la
part´ıcula que se esta evaluando es el punto de origen se obtiene la ecuacio´n 2.99.
∇2ϕ = −4 π G ρ (2.99)
La aproximacio´n multipolar es lo suﬁcientemente buena aproximando hasta el te´rmino cua-
drupolar, por tanto, solo necesitamos los tres primeros momentos de los clusters de part´ıculas
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(M :Monopolo, Dl:Dipolo y Ql,m:Cuadrupolo).
M i =
n∑
i=1
mi
ρi
ρi (2.100)
Dil =
n∑
i=1
mi
ρi
ρi xi,l (2.101)
Qil,m =
n∑
i=1
mi
ρi
ρi
(
xi,l xi,m −
1
3
δl,m r2i
)
(2.102)
donde los sumatorios se realizan sobre todas las part´ıculas de los clusters, xli es la componente
l del vector de posicio´n de la part´ıcula donde l va de 1 a 3 en 3D y xmi es la componente m del
vector de posicio´n de la part´ıcula donde m va de 1 a 3 en 3D.
Figura 2.4: Tipos de multipolo: 1) Monopolo, 2) Dipolo, 3) Cuadrupolo, 4) Octupolo.
Usando estos momentos se calcula la aproximacio´n al potencial gravitatorio (ecuacio´n 2.103)
y sus derivadas espaciales, primera (ecuacio´n 2.104) y segunda (ecuacio´n 2.105), en cada cluster,
valores que sera´n utilizados en la resolucio´n del esquema. En estas ecuaciones, r es la distancia
al centro de masas del cluster, por tanto el momento dipolar Dl es automa´ticamente cero y,
por tanto, en las ecuaciones anteriores los momentos dipolares se igualan a cero. Por contra,
con el ﬁn de referenciar las posiciones del centro de masas del cluster se tiene que realizar un
recorrido inicial adicional del a´rbol (coste computacional θ(n · log n)), pero gran parte de los
ca´lculos se distribuyen entre los dos recorridos del a´rbol y los ca´lculos adicionales no suponen
una sobrecarga importante.
ϕ = M
r
− Dlxl
r3
+
1
2
xl xm Ql,m
r5
(2.103)
∂ϕ
∂xk
= −M
r3
xk −
Dk
r3
+ 3
Dl xl
r5
xk +
xm Qk,m
r5
− 5
2
xl xm Ql,m
r7
xk (2.104)
∂ϕ
∂xp ∂xk
= −M
r3
δp,k + 3
M
r5
xp xk
+
3
r5
(Dp xk +Dk xp − δp,k Dl xl) + 15
Dl xl
r7
xp xk
+
Qp,k
r5
− 10xl xp Ql,k
r7
− δp,k
5
2
xl xm Ql,m
r7
+
35
2
xl xm Ql,m
r9
xp xk (2.105)
El sistema multipolar se encuentra implementado, dando lugar a un co´digo con ma´s opciones
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y ma´s versatil.
Suavizado de la masa En Evrard, 1988 [25] podemos encontrar un ejemplo de suavizado del
potencial gravitatorio que intenta evitar la inestabilidad nume´rica en el problema de la colisio´n de
N-cuerpos, en este caso con un para´metro ε que evita que se anule el denominador de la ecuacio´n
2.89. Como se ha comentado anteriormente, la aproximacio´n descrita en este documento pierde
efectividad en la parte central y en la parte mas externa de los modelos. Siguiendo una ﬁlosof´ıa
similar, se pude tratar de minimizar este hecho suavizando el potencial gravitatorio minimizando
la masa que interviene en el ca´lculo cuando las part´ıculas son vecinas. La masa modiﬁcada mij
de la part´ıcula en interaccio´n mj es corregida a la baja segu´n el factor ηm (ecuaciones 2.106 y
2.107), donde d es el nu´mero de dimensiones.
ηm = min
(
1,
(
rij
2 hi
)d )
(2.106)
mij = ηm ·mj (2.107)
2.2.5. Viscosidad artiﬁcial
En los co´digo hidrodina´micos SPH es necesario incorporar la viscosidad artiﬁcial como for-
malismo para gestionar los choques entre part´ıculas. La viscosidad artiﬁcial ayuda a controlar
el ruido nume´rico que se produce en SPH a causa del aumento de entropia que se observa en los
choques. En Von Neumann y Richtmyer, 1950 se dice que el objetivo de la viscosidad artiﬁcial
es introducir te´rminos disipativos, de forma artiﬁcial, en las ecuaciones para que los choques
tengan un frente de onda con espesor comparable con la distancia de resolucio´n de las celdas
simuladas; entonces las ecuaciones pueden ser usadas como si no se estuviera produciendo el
choque. Ba´sicamente convierte la energ´ıa cine´tica en calor. Aunque todav´ıa esta´ en uso, se ha
sustituido progresivamente por esquemas mas eﬁcientes (y soﬁsticados) basados en resolvedores
de Riemann, especialmente en los ca´lculos multidimensionales utilizando en los co´digos eule-
rianos. Sin embargo, debido a las similitudes entre SPH y la dina´mica molecular, la viscosidad
artiﬁcial sigue siendo usada en la actualidad en la mayor´ıa de las aplicaciones donde interviene la
viscosidad f´ısica entre los a´tomos y las mole´culas. Aunque existe formulaciones de la viscosidad
artiﬁcial desarrollada al estilo de los resolvedores de Riemann (Monaghan, 1997 [60]; Inutsuka,
2002 [42]; Cha y Whitworth, 2003 [19]) se ha implementado la formulacio´n ma´s esta´ndar de
la viscosidad artiﬁcal, tal como aparece en Monaghan, 1992 [58], ya que es la que se usa habi-
tualmente. Sin embargo, en la literatura podemos consultar multitud de trabajos realizados en
el campo durante estos u´ltimos an˜os tratando de mejorar esta formulacio´n (Hernquist y Katz,
1989 [38]; Wadsley y colaboradores [101]; Springel, 2005 [93]; Rosswog y Price, 2007 [80]).
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Veamos ahora en detalle la formulacio´n esta´ndar de la viscosidad. El te´rmino de la viscosidad
artiﬁcial Q es sumado a la verdadera presio´n P en la ecuacio´n del momento. La presio´n “viscosa”
es una funcio´n de la divergencia de la velocidad que toma un valor alto durante las compresiones.
Para simular mejor los choques fuertes y el suavizado de las oscilaciones del ﬂuido en las zonas
post-choque se suele deﬁnir, adicionalmente, un te´rmino cuadra´tico Qq proporcional al cuadrado
de la divergencia de la velocidad.
Por tanto, la viscosidad artiﬁcial viene deﬁnida por:
Q = Qbulk +Qq (2.108)
Qbulk = −α ρ l2 Cs ∇v (2.109)
Qq = β ρ l2 (∇v)2 (2.110)
donde α,β son para´metros ajustables; Cs es la velocidad del sonido local; l es la longitud de
escala sobre la que el choque se propaga (l ≃ h)
El valor del gradiente es obtenido siguiendo la ecuacio´n 2.11:
∇vi = −
1
ρi
∑
j
mj (vi − vj) ∇iW˜ij(hi, hj) (2.111)
Nosotros usaremos la variante de la viscosidad artiﬁcial descrita en Monaghan, 1992 [58],
que se implementa del siguiente modo:
Πij =



−α C¯ij µij + β µ2ij
ρ¯ij
, (vij · rij < 0)
0, (vij · rij ≥ 0)
(2.112)
Donde α = 1 ;β = 2 ; µij = hij · (vij · rij)
rij2 + η2µ
; ηµ = 0.1 · h
Correcciones de Balsara Para limitar la transferencia espu´rea de momento angular que sur-
ge en el ﬂujo de cizalla o´ “shear ﬂow”, debido a la viscosidad artiﬁcial, se utilizan habitualmente
las correccio´n de Balsara, 1995 [7]; Steinmetz, 1996 [97]. El objetivo de este factor es eliminar
el efecto de la viscosidad artiﬁcal cuando hay ﬂujo de cizalla, y esta´ pensado para que actu´e
solamente cuando se produce compresio´n. Para ello se introduce un factor f , que se deﬁne con
una estimacio´n de la cantidad relativa de ﬂujo de cizalla que se produce por el rotacional y
la divergencia de la velocidad de las part´ıculas (ecuacio´n 2.113), donde el tercer te´rmino del
denominador previene que la fraccio´n sea divergente.
fi =
|∇ · vi|
|∇ · vi|+ |∇× vi|+
(
0.0001
Csi
hi
) (2.113)
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Donde la aproximacio´n SPH de la divergencia y el rotacional (segu´n se deﬁne en las ecuaciones
2.12 y 2.13) es:
∇i · vi = − 1ρi
∑
j
mj (vi − vj) ·∇iW˜ij(hi, hj) (2.114)
∇i × vi = 1ρi
∑
j
mj (vi − vj)×∇iW˜ij(hi, hj) (2.115)
El valor medio para la interaccio´n de dos part´ıculas contiene el valor anterior de Πij , donde
la ecuacio´n 2.112 se sustituye en las ecuaciones del momento y la energ´ıa por el nuevo valor de
la viscosidad (ecuacio´n 2.116).
Π′ij = Πij
(fi + fj)
2
(2.116)
2.2.6. Conduccio´n te´rmica
Es necesario incluir una aproximacio´n del te´rmino de conduccio´n te´rmica en la ecuacio´n de
la energ´ıa, para resolver los problemas derivados de los ﬂujos de calor emitidos o absorbidos
en determinados modelos (absorcio´n o emisio´n en procesos de excitacio´n o desexcitacio´n de los
nu´cleos, reacciones nucleares, etc.). En la literatura podemos encontrar ejemplos de conduccio´n
aplicada a la astroﬁsica, por ejemplo en simulaciones cosmolo´gicas de formacio´n de clusters
(Jubelgas y colaboradores, 2004 [44]).
Adema´s este te´rmino permite suavizar el exceso de calor introducido por la viscosidad ar-
tiﬁcial en el conocido problema “The wall heating shock” (Noh, 1987 [67]; Ve´ase seccio´n 4.2).
Para obtener esta contribucio´n a la energ´ıa es necesario resolver la ecuacio´n siguiente:
(
du
dt
)
cond
=
1
ρ∇ · (κ∇T ) (2.117)
donde κ es el coeﬁciente de conductividad te´rmica.
Para el valor de κ, Monaghan, 1992 [58] propone usar la ecuacio´n 2.118:
κi = ρ¯ij C¯vij
(
h¯ij c¯ij + 4 |µij |
)
(2.118)
orientada a eliminar el “Wall-shock problem”.
Donde, C¯v es el calor espec´ıﬁco a volumen constante simetrizado, c¯ es la velocidad del sonido
local simetrizada y µij es un para´metro que proviene de la viscosidad artiﬁcial (vease Sec. 2.2.5).
Por tanto, podemos observar que el para´metro κ es sime´trico y por tanto κi = κj .
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Se puede desarrollar la ecuacio´n 2.117 como sigue:
1
ρ∇ · (κ∇T ) =
1
2ρ
[
∇2 (κT )− T∇2κ+ κ∇2T
]
(2.119)
Ahora se utiliza la expresio´n integral de la derivada del nu´cleo de interpolacio´n.(
∇2Y
)
i
= ∇ · (∇Y )i = 2
N∑
j=1
mj
ρj
Yj − Yi
r2ij
r ·∇iWij (2.120)
Y se aplica la ecuacio´n 2.120, sobre los te´rminos de la parte derecha de la ecuacio´n 2.119:
∇2 (κiTi) = 2
N∑
j=1
mj
ρj
κjTj − κiTi
r2ij
rij ·∇iWij (2.121)
Ti∇2 (κi) = 2
N∑
j=1
mj
ρj
κjTi − κiTi
r2ij
rij ·∇iWij (2.122)
κ∇2 (Ti) = 2
N∑
j=1
mj
ρj
κiTj − κiTi
r2ij
rij ·∇iWij (2.123)
Despue´s se sustituye en los te´rminos en la ecuacio´n 2.119 y aplicamos la igualdad siguiente:
κiTi + κiTj + κjTi + κjTj = (κi + κj) (Ti − Tj) (2.124)
Y por u´ltimo se obtiene:
(
dui
dt
)
cond
=
N∑
j=1
mj
ρiρj
(κi + κj) (Tj − Ti)
r2ij
rij ·∇iW¯ij (2.125)
Que coincide con la expresio´n dada por Springel, 2012 [95], pero simetrizando el kernel (W¯ij).
Si en el esquema de resolucio´n se incluye la temperatura la ecuacio´n 2.125 se modiﬁca segu´n la
relacio´n: (
dT
dt
)
=
1
Cv
(
du
dt
)
(2.126)
2.2.7. Ecuacio´n de estado (EOS)
La ecuacio´n de estado, o EOS, es una ecuacio´n constitutiva para sistemas f´ısicos que establece
una relacio´n entre la presio´n, la densidad, la energ´ıa interna y la composicio´n qu´ımica. Varios
tipos de EOS han sido implementadas en el co´digo ISFAA: 1) EOS proveniente del gas ideal; 2)
EOS politro´pica; 3) EOS realista adaptada a los interiores estelares. En el ape´ndice D tenemos
las derivadas necesarias para la implementacio´n de las diferentes ecuaciones en el co´digo.
Los modelos de test presentados en este documento utilizan la EOS ideal.
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EOS ideal La ecuacio´n de gas ideal aproxima la materia suponiendo que las mole´culas del gas
son puntuales (es decir, no ocupan un volumen) y considera que las fuerzas entre mole´culas son
despreciable. Por tanto la ley de gases ideales, en este caso gas perfecto, puede describirse por:
PV = nRT (2.127)
donde P es la presio´n, V es el volumen, n es el numero de moles, R es la constante universal de
los gases ideales que vale R = 8.314472 ·107 en erg/mol ·K y T es la temperatura. Adema´s puede
expresarse segu´n la ecuacio´n 2.128 general de gas ideal, que es la que se utiliza en el co´digo.
P = ρ(γ − 1)U (2.128)
donde ρ es la densidad, U es la energ´ıa interna, γ es el coeﬁciente adiaba´tico, siendo γ = Cv/Cp
con un valor γ = 5/3 para un gas de hidro´geno monoato´mico, Cv es la capacidad calor´ıﬁca a
volumen constante, Cp la capacidad calor´ıﬁca a presio´n constante y la relacio´n entre ellas es
Cv = Cp −R.
Esta ecuacio´n de gas ideal no tiene buen comportamiento cuando el volumen es pequen˜o o
la temperatura es baja, ya que las aproximaciones asumidas son incorrectas. Es por eso que su
rango de utilizacio´n se debe limitar a altas temperaturas y bajas presiones (el volumen es muy
grande comparado con el volumen de las mole´culas del gas).
EOS politro´pica En esta ecuacio´n se establece una relacio´n simple entre la presio´n y la
densidad que es aproximadamente seguida por la materia en condiciones degeneradas, como en
el interior de las estrellas masivas (enanas blancas, estrellas de neutrones, etc.).
P = K ρΓ (2.129)
donde K es una constante y Γ es la denominada gamma adiaba´tica (que esta relacionado con el
ı´ndice politro´pico n = 1/ (Γ− 1).
Esta EOS es facil de implementar y tiene buen comportamiento, por eso ha sido ampliamente
utilizada en la literatura para llevar a cabo estudios parame´tricos en estructuras estelares muy
densas Los resultados, en sistemas no relativistas, son muy aproximados a los obtenidos con
EOS realistas. En Cabezo´n y Garc´ıa-Senz, 2007 [15] podemos encontrar me´todos para hacer la
correspondencia entre la EOS politro´pica y la realista. Es demasiado simple para reproducir con
exactitud los resultados de la EOS realista, pero puede ser usada para estudios preliminares.
EOS realista para objectos compactos En el caso del co´digo ISFAA se ha escogido una
ecuacio´n que consiste en una mezcla de iones tratada como un gas ideal con correcciones coulom-
bianas, electrones parcialmente degenerados y radiacio´n (Blinnikov y colaboradores, 2011 [12]).
La implementacio´n en detalle puede consultarse en el ape´ndice D.
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2.2.8. Contornos
A pesar de que las superﬁcies libres en SPH no requieren ningu´n tratamiento especial, si
implementamos modelos cerrados, los contornos si que requieren ese tratamiento espec´ıﬁco,
puesto que SPH trabaja u´nicamente con interacciones entre part´ıculas (Rey, 2010 [76]).
Los contornos son todav´ıa un problema abierto en SPH y dependiendo del problema pue-
den ser diﬁciles de implementar, pudiendo producirse la interpenetracio´n en el contorno de las
part´ıculas pertenecientes al ﬂuido. En Monaghan, 1994 [59] y Monaghan, 2005 [61], se deduce
la relacio´n de fuerzas que se ejercen las part´ıculas del contorno con las part´ıculas del ﬂuido
utilizando la ecuacio´n Lennard-Jones aplicada al SPH. Asegurar esta relacio´n es necesario para
garantizar el momento lineal y angular del sistema.
Existen muchos me´todos disponibles para la implementacio´n de contornos, pero todos tienen
sus ventajas y sus inconvenientes, los ma´s habituales son los siguientes:
Contornos ﬁjos: Se colocan una serie de part´ıculas que permanecen ﬁjas en su posicio´n e
interaccionan con el ﬂuido que se acerca.
Contornos reﬂexivos: Cuando una part´ıcula se acerca al contorno recibe una fuerza repul-
siva de ella misma y las part´ıculas de su entorno pero como si se reﬂejaran en un espejo,
de tal modo que a mayor acercamiento al contorno mayor fuerza repulsiva recibe.
Contornos perio´dicos: Se supone que el recinto es invariante frente a traslaciones, de modo
que las part´ıculas situadas en un extremo del recinto interaccionan con las part´ıculas del
otro lado del recinto.
En sus diferentes versiones, el co´digo ha implementado los tres tipos de contornos aqu´ı descritos.
Contornos ﬁjos Para implementarlo describimos una serie de part´ıculas que forman parte
del contorno y actu´an sobre las part´ıculas del ﬂuido. Existen dos formas de contornos ﬁjos.
La ma´s simpliﬁcada supone que las part´ıculas se comportan como part´ıculas normales
del ﬂuido excepto que no se actualiza su posicio´n ni su velocidad, es decir lo u´nico que
variara´n es la ecuacio´n de la densidad (o la ecuacio´n de la continuidad) y la presio´n (la
ecuacio´n de estado). Para simular la evolucio´n de un ﬂuido delimitado por unos contornos
ﬁjos cerrados, se impone una condicio´n de velocidad espec´ıﬁca para todas las part´ıculas
que deﬁnen el contorno, siendo esta nula o siguiendo algu´n tipo de movimiento (como un
movimiento armo´nico si queremos que los contornos provoquen ﬂuctuaciones en el ﬂuido,
como por ejemplo en pistones).
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Una forma mejorada de contornos ﬁjos es introducir una funcio´n en las part´ıculas del
contorno, que dependa de la distancia y, que ejerza una fuerza sobre las part´ıculas de su
entorno. Es decir, si la part´ıcula i esta a una distancia r de una part´ıcula del contorno, la
part´ıcula del contorno ejerce una fuerza total sobre i tal que:
Fi = 0, 01 C
2
s
f(r)
r
(2.130)
donde f(r) es una funcio´n similar al gradiente del kernel, pero constante cuando la part´ıcula
se acerca al contorno y r tiende a 0, para evitar singularidades y para que la part´ıcula
no escape del dominio. Hay que hacer notar que el gradiente del kernel se comporta de la
misma forma, tiende a 0 cuando la distancia tiende a 0 (ﬁgura 2.5).
Figura 2.5: Valor de la funcio´n del contorno f(r) vs el valor del gradiente del kernel cubic spline
∇W (r)
Contornos reﬂexivos o perio´dicos Para implementar este tipo de contornos, a cada itera-
cio´n del modelo, se deben crear unas part´ıculas “fantasma”.
En el caso reﬂexivo, los fantasmas reﬂejan las part´ıculas del ﬂuido cercanas al contorno, de
modo que estas part´ıculas tienen la misma densidad y presio´n, pero la componente normal de
la velocidad tiene sentido contrario al de la part´ıcula real. El objetivo es generar una fuerza
repulsiva que contenga a las part´ıculas del ﬂuido en el lado correcto del contorno.
En el caso perio´dico, los fantasmas que ve una part´ıcula cercana al contorno reproducen
las propiedades de las part´ıculas del otro lado del contorno como si fuera un ﬂuido continuo
o circular. Cuando la posicio´n de una part´ıcula es modiﬁcada, si esta se interna en uno de
los contornos, se modiﬁca su posicio´n reintroduciendola en el modelo por el lado contrario al
contorno invadido. Para ello se le suma o resta a su posicio´n la distancia entre los contornos, en
funcio´n del lado por donde ha salido. En este caso las part´ıculas mantienen su velocidad.
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Estabilidad de los contornos La inclusio´n de contornos suele constituir nuevas fuentes de
inestabilidades, generando aglomeraciones y vac´ıos de part´ıculas que provocan comportamien-
tos poco realistas. Desde el punto de vista del ana´lisis armo´nico, las condiciones de contorno
pueden generar oscilaciones que decaen al alejarse del mismo. Estas condiciones extra deben ser
compatibles con el resto de la formulacio´n o, al menos, producir una inﬂuencia de´bil sobre la
solucio´n nume´rica, en caso contrario, pueden provocar nuevas inestabilidades.
2.2.9. Resumen de las ecuaciones que se utilizara´n en ISFAA
El cuadro 2.8 contiene las ecuaciones variacionales, con los te´rminos relativos a la f´ısica
adicional, que han sido implementadas en el co´digo ISFAA.
v =
d ri
d t
=
ri − rn−1i
∆ t (2.131)
a =
d vi
d t
= −
N∑
j=1
mj
(
Pi
Ωi ρ2i
∇iWij(hi) + PjΩj ρ2j
∇iWij(hj)
)
+ avisco + agrav (2.132)
U˙ =
d Ui
d t
=
Pi
Ωi ρ2i
N∑
j=1
mj (vi − vj)∇iWij(hi) + U˙visco + U˙cond (2.133)
T˙ =
d Ti
d t
=
1
Ωi ρ2i
· ∂ Pi∂ Ti
Ti
Cv
·
N∑
j=1
mj (vi − vj)∇iWij(hi) + T˙visco + T˙cond (2.134)
ρ˙ = d ρi
d t
=
N∑
j=1
mj (vi − vj)∇iWij(hi) (2.135)
ρ =
N∑
j=1
mj Wij(hi) (2.136)
h =
(
K
ρ
)1/d
(2.137)
Cuadro 2.8: Discretizacio´n de las ecuaciones del SPH. Las ecuaciones son la recopilacio´n de los
cuadros 2.4 y 2.6 en su versio´n variacional agrega´ndoles la f´ısica adicional que se utilizara´ en el
co´digo. Donde agrav es la contribucio´n de la gravedad, que se encuentra deﬁnida en el ape´ndice
C.2; avisco, U˙visco, T˙visco es la contribucio´n a cada ecuacio´n de la viscosidad artiﬁcial, que se
encuentra deﬁnida en el ape´ndice C.1; U˙cond, T˙cond es la contribucio´n de la conductividad te´rmica,
que se encuentra deﬁnida en el ape´ndice C.3. Las ecuaciones 2.135 y 2.136, son dos versiones
para el ca´lculo de la densidad y, en funcio´n del problema a tratar, se escoge cual se utiliza.
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2.3. Esquemas
Las ecuaciones ba´sicas de la dina´mica de ﬂuidos son utilizadas para determinar el compor-
tamiento de los sistemas f´ısicos y esta´n basadas en las leyes de conservacio´n. La descripcio´n
utilizada en SPH es una descripcio´n lagrangiana del sistema donde, como se ha explicado con
anterioridad, un conjunto discreto de puntos de interpolacio´n se mueven con el ﬂuido (denomi-
nados part´ıculas por tener masa asociada). A cada paso de tiempo las propoiedades del ﬂuido
se reconstruyen desde este conjunto de puntos.
2.3.1. Tipos de me´todos: Directos e iterativos
Cuando se discretiza un sistema de ecuaciones diferenciales habitualmente conduce a un
sistema de ecuaciones algebraicas, eventualmente no lineales, fuertemente acoplado. Si supone-
mos que el sistema es estable anal´ıticamente, la estabilidad nume´rica esta´ asociada al algoritmo
utilizado para resolver el sistema de ecuaciones algebraicas.
Cuando el sistema es lineal puede resolverse, en principio, por me´todos directos, otro enfoque
es recurrir a los me´todos iterativos, cuya estabilidad se maniﬁesta a trave´s de la convergencia
del proceso iterativo.
Cuando el sistema de ecuaciones es no lineal se debe recurrir, necesariamente, a te´cnicas
iterativas. Estas consisten, en general, en plantear y resolver en cada iteracio´n un nuevo sistema
lineal. La te´cnica ma´s difundida para resolucio´n de sistemas no lineales y la que se utiliza en el
co´digo SPH ISFAA es el me´todo de Newton-Raphson.
Un me´todo iterativo es un me´todo que progresivamente va calculando soluciones aproxi-
madas de un determinado problema. Para ello, repite un mismo proceso de mejora sobre una
solucio´n aproximada de tal forma que el resultado obtenido a cada iteracio´n sea una solucio´n
ma´s aproximada a la solucio´n anal´ıtica. A diferencia de los me´todos directos, en los cuales se
debe terminar el proceso para tener la respuesta, en los me´todos iterativos se puede suspender
el proceso al termino de una iteracio´n, si la solucio´n aproximada satisface ciertos requisitos pre-
deﬁnidos. Consta de los siguientes pasos: 1) Se inicia la resolucio´n con una solucio´n aproximada
o semilla; 2) Se resuelve el sistema para obtener una mejor aproximacio´n partiendo de la aproxi-
macio´n inicial; 3) Se repite el paso anterior pero usando como semilla la aproximacio´n obtenida
hasta que la aproximacio´n se acepte como resultado correcto.
Los me´todos iterativos se suele usar cuando no se conoce un me´todo directo para obtener
la solucio´n de forma exacta o el me´todo directo tiene un coste computacionalmente prohibitivo.
Es dif´ıcil estimar el coste computacional de un me´todo iterativo, pues no se conoce cuantas
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iteraciones se requerira´n para obtener una aproximacio´n aceptada. Habitualmente se recurre a
calcular el coste computacional por iteracio´n (iter) y se an˜ade un para´metro de iteraciones (i),
de tal forma que el coste total ser´ıa θ(i · iter) Al contrario de lo que pueda parecer, en algunas
ocasiones los me´todos aproximados permiten obtener un grado de exactitud superior al que se
puede obtener empleando los denominados me´todos directos. Esto es debido fundamentalmente
a los errores de truncamiento que se producen en el proceso.
Ejemplo de resolucio´n: Sistema de una ecuacio´n Si describimos la funcio´n f(x):
f(x) = x2 − x− 2 = 0 (2.138)
El me´todo directo ser´ıa aplicar la fo´rmula general de las ecuaciones de segundo grado.
x =
1±√1 + 8
2
= −1, 2 (2.139)
El me´todo iterativo Newton-Raphson, usado en ISFAA, encuentra la solucio´n usando el punto
aproximado menos el cociente entre la funcio´n y su derivada en dicho punto.
xi+1 = xi −
f(xi)
f ′(xi)
= xi −
x2i − xi − 2
2xi − 1
(2.140)
Ahora tomamos una aproximacio´n al azar, por ejemplo, x0 = 3 (para i = 0), y reintroduciendo
la solucio´n en la ecuacio´n de forma iterativa obtenemos lo siguiente.
x1 = x0 −
x20 − x0 − 2
2x0 − 1
= 3− 3
2 − 3− 2
2 · 3− 1 ≈ 2.2 (2.141)
x2 = x1 −
x21 − x1 − 2
2x1 − 1
= 2.2− 2.2
2 − 2.2− 2
2 · 2.2− 1 ≈ 2.011 (2.142)
x3 = x2 −
x22 − x2 − 2
2x2 − 1
= 2.011− 2.011
2 − 2.011− 2
2 · 2.011− 1 ≈ 2.00004 (2.143)
Ejemplo de resolucio´n: Sistema de varias ecuaciones Si tenemos un sistema de n ecua-
ciones lineales con n inco´gnitas xi, donde aij son los coeﬁcientes de las ecuaciones e inco´gnitas
y bi los te´rminos independientes de las ecuaciones.



a11x1 + a12x2 + a13x3 + · · ·+ a1nxn = b1
a21x1 + a22x2 + a23x3 + · · ·+ a2nxn = b2
a31x1 + a32x2 + a33x3 + · · ·+ a3nxn = b3
· · · = · · ·
an1x1 + an2x2 + an3x3 + · · ·+ annxn = bn
(2.144)
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El sistema se puede describir utilizando la representacio´n matricial.


a11 a12 a13 · · · a1n
a21 a22 a23 · · · a2n
a31 a32 a33 · · · a3n
· · ·
an1 an2 an3 · · · ann


·


x1
x2
x3
· · ·
xn


=


b1
b2
b3
· · ·
bn


(2.145)
Podemos asignar a la matriz de coeﬁcientes el para´metro A, al vector de inco´gnitas que
queremos obtener x, y al vector de te´rminos independientes b, de tal forma que:
A · x = b =⇒ x = A−1 · b (2.146)
donde la solucio´n implica la inversio´n de una matriz.
Segu´n se describe en la literatura (De La Fuente, 1997 [24], Press y colaboradores, 2007 [71]),
etc.), el sistema se puede resolver mediante me´todos directos o ﬁnitos, como la eliminacio´n de
Gauss o la descomposicio´n LU, que permite obtener la solucio´n del sistema de manera directa,
o se pueden utilizar me´todos iterativos o inﬁnitos que calculan las soluciones del sistema por
aproximaciones sucesivas.
2.3.2. Tipos de esquemas: Expl´ıcitos e impl´ıcitos
La descripcio´n del esquema de resolucio´n que se necesita resolver puede hacerse de forma
expl´ıcita, impl´ıcita o semi-impl´ıcita (Morton y Mayers, 2005 [65]).
Esquema expl´ıcito Los esquemas de tipo expl´ıcito son ma´s apropiados para modelos que
var´ıan ra´pidamente en el espacio y/o el tiempo y se deﬁnen como aquellos en los que el ca´lculo
se realiza en funcio´n solamente de los valores que toman las variables en el instante anterior. Es
decir, las variables de cada part´ıcula son calculadas, en cada paso de tiempo, en funcio´n de sus
valores en el instante anterior y de las fuerzas de interaccio´n con sus part´ıculas vecinas. Tienen
menor coste computacional que los me´todos impl´ıcitos, pero es necesario establecer l´ımites en el
paso de tiempo para evitar la inestabilidad nume´rica (Criterio de Courant). Hay que sen˜alar que
tienen el problema de no ser incondicionalmente convergentes, es decir la aproximacio´n nume´rica
calculada sin limitar el paso de tiempo diverge exponencialmente de la solucio´n exacta.
Esquema impl´ıcito Los esquemas impl´ıcitos evalu´an los valores de las variables en un instante
dado y en una posicio´n concreta, a partir de los valores en las part´ıculas vecinas en el instante
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anterior y en el mismo instante. Por tanto, la resolucio´n de las variables involucradas implica la
resolucio´n de un sistema de ecuaciones asociado. Esquemas de este tipo son caracter´ısticos de los
me´todos de diferencias ﬁnitas donde, una vez dividido el dominio en subdominios o part´ıculas
en el caso de SPH, las variables de los subdominios son evaluadas a partir de la resolucio´n del
sistema de ecuaciones. Si el me´todo impl´ıcito llega al mismo resultado que el me´todo expl´ıcito,
siendo este resultado una aproximacio´n aceptada de la solucio´n exacta, el me´todo es consistente.
Si es estable para toda entrada del dominio, es incondicionalmente estable. De ello deducimos
que un me´todo impl´ıcito, que cumpla los criterios de estabilidad incondicional y consistencia, es
incondicionalmente convergente.
Esquema semi-impl´ıcito Los esquemas semi-impl´ıcitos se obtienen como una combinacio´n
entre los me´todos expl´ıcitos e impl´ıcitos. Para ello se introduce un para´metro de ponderacio´n
θ con un rango de valores entre [0, 1], que determina el grado de preponderancia entre los dos
tipos de esquema, siendo θ = 0 un esquema expl´ıcito, θ = 1 un esquema impl´ıcito y θ = 0.5 un
esquema semi-impl´ıcito. El esquema semi-impl´ıcito se deﬁne en 2.147 y su dominio de soluciones
se encuentra descrito en la ﬁgura 2.6.
νi+1j − νij
∆t = (1− θ)
νij−1 − 2νij + νij+1
∆x2 + θ
νi+1j−1 − 2νi+1j + νi+1j+1
∆x2 (2.147)
donde ν es una variable cualquiera, ∆t,∆x son la variacio´n en tiempo y espacio del dominio.
Un caso especialmente bueno de la ecuacio´n es cuando θ = 0.5 (esquema semi-impl´ıcito), ya
que el orden de error de la derivada temporal es O(∆t2), en lugar de O(∆t). y mejorando as´ı la
precisio´n de la aproximacio´n. En este caso, tenemos segundo orden de precisio´n en el tiempo y
segundo orden de precisio´n en el espacio.
2.3.3. SPH expl´ıcito: Integracio´n centrada mediante predictor-corrector
Los esquemas expl´ıcitos son aquellos en los que las variables en un cierto paso de tiempo
(∆tn+1) solo dependen de las variables en el tiempo inmediatamente anterior (∆tn). Es decir,
en la descripcio´n expl´ıcita, el movimiento de las part´ıculas (r) queda determinado cuando se
conoce la posicio´n inicial (xo) y la variacio´n de dicha posicio´n en el tiempo
(∂xo
∂t
)
, es decir la
velocidad (v). As´ı mismo, la velocidad queda determinada cuando se conoce la velocidad actual
(vo) y la variacio´n de velocidad en el tiempo
(∂vo
∂t
)
, es decir la aceleracio´n (a). Las ecuaciones
siguientes muestran las variaciones en posicio´n, velocidad y densidad del esquema expl´ıcito a
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Figura 2.6: Discretizacio´n del dominio en el espacio y en el tiempo de un modelo en 1D.
cada paso de tiempo:
rn+1 = rn + vn ∆t+ 1
2
an ∆t2 (2.148)
vn+1 = vn + an ∆t (2.149)
ρn+1 = ρn + ∂ρ
n
∂t ∆t (2.150)
Los esquemas expl´ıcitos son ma´s apropiados para simular modelos ra´pidamente variables en
el tiempo y por eso en astrof´ısica se utiliza frecuentemente para reproducir choques o procesos
explosivos. El me´todo es sencillo de por s´ı, pero tiene un problema relacionado con el paso de
tiempo. Para mantener la estabilidad su paso de tiempo se encuentra limitado por la condicio´n
de Courant.
Condicio´n de Courant en SPH En los esquemas expl´ıcitos el paso de tiempo que da lugar
a la convergencia esta limitado por la distancia (∆x) que puede recorrer una onda so´nica cuando
atraviesa una celda de resolucio´n del modelo (ecuacio´n E.1). Cuando la distancia entre celdas
se reduce, el l´ımite para el intervalo de tiempo tambie´n se reduce (ﬁgura E.1). Se debe escoger
el paso de tiempo de forma que sea lo suﬁcientemente pequen˜o para conservar la estabilidad, es
decir, que para SPH se ha de cumplir la condicio´n de Courant de la forma siguiente.
∆t ⩽ min
(
hi
|Csi |
)n
i=1
(2.151)
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donde el dominio de dependencia de una variable en un esquema expl´ıcito esta´ restringido por
la velocidad de propagacio´n de la informacio´n |Cs| la cual deﬁne el dominio de dependencia de
la solucio´n exacta, siendo Cs la velocidad del sonido local de cada part´ıcula. En SPH el taman˜o
de la celda viene determinada por la longitud de suavizado de cada part´ıcula, con una resolucio´n
radial habitual por celda de 2h.
En la literatura se establece una ecuacio´n ma´s ajustada para la condicio´n de Courant (ecua-
cio´n 2.152), suponiendo vi ≪ Csi .
∆t ⩽ tCou = ηCou ·Min
(
hi
Csi
)n
i=1
(2.152)
donde tCou es el tiempo de Courant y ηCou es una constante de seguridad para reducir el tiempo
escogido, cuyo valor suele estar en el rango [0.2, 0.5]. En ISFAA se escoge un valor de ηCou = 0.4,
cercano al central del intervalo, para comparar con los pasos de tiempo impl´ıcito. Se ha tomado
este valor para que diﬁera poco al comparar el resultado de ISFAA con elecciones de otros
autores. La condicio´n de Courant restringe de forma dra´stica el paso de tiempo y ser´ıa deseable
usar me´todos impl´ıcitos para evitarla.
Integracio´n temporal en SPH En la versio´n expl´ıcita del SPH, utilizado en el GAA, se
utiliza una integracio´n centrada.
Usando la idea de dos pasos de tiempo aplicamos un esquema centrado, con paso de tiempo
variable, de tal forma que se utiliza un esquema predictor-corrector parecido al expuesto en
Serna y colaboradores, 1996 [91] que consigue buenas aproximaciones y conserva con mucha
precisio´n la energ´ıa y el momento angular del sistema. Para ello, calculamos las variables a un
tiempo tn+∆t/2 para corregir las variables en el tiempo tn+∆t.
1. Con un paso de tiempo ∆t/2, se calculan las variables a tiempo tn+∆t/2.
a) Se crea el a´rbol de part´ıculas
b) Se recorre el a´rbol calculando los vecinos, los momentos multipolares (para aproximar
el potencial gravitatorio y calcular la gravedad, ve´ase seccio´n 2.2.4) y la densidad SPH
(ecuacio´n 2.55).
c) Como ahora tenemos la densidad calculamos la ecuacio´n de estado escogida (ve´ase
seccio´n 2.2.7) y se obtiene la presio´n.
d) Se calcula la ecuacio´n del momento y la energ´ıa, que incluye el ca´lculo de la viscosidad
artiﬁcial y la conduccio´n te´rmica.
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e) Se actualizan las posiciones, velocidades, energ´ıas y longitud de suavizado.
vn+1/2 = vn +
∂ vn
∂t
∆t
2
(2.153)
rn+1/2 = rn +
(
vn + vn+1/2
2
)
∆t
2
(2.154)
Un+1/2 = Un +
1
2
∂Un
∂t
∆t
2
(2.155)
hn+1/2 = hn +
1
2
(
1 + (2ηh − 1)
nvϕ
n
n+1/2
vfrac
)1/ηh
(2.156)
2. Con un paso de tiempo ∆t, se calculan las variables a tiempo tn+∆t.
a) Se crea el a´rbol de part´ıculas
b) Se recorre el a´rbol calculando los vecinos, los momentos multipolares (para aproximar
el potencial gravitatorio y calcular la gravedad, ve´ase seccio´n 2.2.4) y la densidad SPH
(ecuacio´n 2.55).
c) Como ahora tenemos la densidad calculamos la ecuacio´n de estado escogida (ve´ase
seccio´n 2.2.7) y se obtiene la presio´n.
d) Se calcula la ecuacio´n del momento y la energ´ıa, que incluye el ca´lculo de la viscosidad
artiﬁcial y la conduccio´n te´rmica.
e) Se actualizan las posiciones, velocidades, energ´ıas y longitud de suavizado.
vn+1 = vn +
∂ vn+1/2
∂t ∆t (2.157)
rn+1 = rn +
(
vn + vn+1
2
)
∆t (2.158)
Un+1 = Un +
1
2
∂Un+1/2
∂t ∆t (2.159)
hn+1 = hn +
1
2
(
1 + (2ηh − 1) nvϕ
nn+1vfrac
)1/ηh
(2.160)
3. Se incrementa el tiempo tn+1 = tn +∆tn y establece el nuevo paso de tiempo ∆tn+1.
4. Se almacenan los datos, si es necesario, y si no se cumple la condicio´n de salida del programa
se vuelve al paso 1.
Es cierto que se podr´ıan implementar otros esquemas de integracio´n ma´s complejos como un
Runge-Kutta de cuarto orden, pero como en estos me´todos se trabaja con grandes cantidades de
part´ıculas y las ecuaciones a integrar son exactas solo hasta segundo orden, no resulta conveniente
incrementar la carga computacional del co´digo sin obtener beneﬁcios.
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2.3.4. SPH impl´ıcito: Integracio´n Newton-Raphson
Un me´todo impl´ıcito requiere la resolucio´n de un sistema de ecuaciones no trivial a cada paso
de tiempo. Cuando se establece un esquema impl´ıcito de resolucio´n es necesario analizar que
magnitudes evolucionara´n con el esquema (variables independientes) y que magnitudes sera´n
recalculadas a cada paso de tiempo (variables dependientes). En funcio´n de estas decisiones se
seleccionara´n las diferentes ecuaciones del sistema.
En este apartado se presentan tres tipos de esquemas impl´ıcitos, que dependen de las variables
independientes que se escojan y que generan tres sistemas de ecuaciones diferentes Los esquemas
sera´n denominados: esquema normal, esquema reducido y esquema inmo´vil. Si se quiere que la
resolucio´n del sistema de ecuaciones sea computacionalmente eﬁciente es necesario descartar los
me´todos directos y resolverlo mediante un me´todo iterativo En Knapp, 2000 [47] se desarrolla
un esquema impl´ıcito y se analizan diferentes me´todos iterativos llegando a la conclusio´n de
que por precisio´n y simpleza la eleccio´n debe ser el me´todo Newton-Raphson, y por tanto,
despue´s de que nuestro propio ana´lisis coincida con el de Knapp se escogio´ este me´todo para
implementar el co´digo ISFAA. Este me´todo iterativo permite aproximar una funcio´n derivable
del tipo f(x) = 0. Para conseguirlo se parte de una aproximacio´n inicial x0 y se construye una
sucesio´n de aproximaciones de forma recurrente, tal que:
∆x+ f(xn)
f ′(xn)
= 0 =⇒ ∆x = − f(xn)
f ′(xn)
=⇒ xn+1 = xn −
f(xn)
f ′(xn)
(2.161)
Ejemplos de esquemas impl´ıcitos
En este apartado mostraremos tres ejemplos de sistemas impl´ıcitos: 1) Impl´ıcito con una
variable; 2) Semi-impl´ıcito con una variable; 3) Impl´ıcito con varias variables. El objetivo es
familiarizarnos con el montaje necesario para los esquemas que se implementara´n en el co´digo,
siendo este del tipo semi-impl´ıcito con varias variables.
Ejemplo de discretizacio´n impl´ıcito con una variable Si discretizamos la ecuacio´n to-
mando la aproximacio´n backward de la derivada temporal (ecuacio´n 2.31) y la aproximacio´n
centrada de la segunda derivada espacial (ecuacio´n 2.34). Siguiendo la misma deduccio´n, la
solucio´n en diferencias es la siguiente:
νi+1j − νij
∆t =
νi+1j+1 − 2νi+1j + νi+1j−1
∆x2 , =⇒ ν
i
j=−
∆t
∆x2 v
i+1
j−1+
(
1+2
∆t
∆x2
)
vi+1j −
∆t
∆x2 v
i+1
j+1 (2.162)
donde α = ∆t/∆x2. Ahora, la solucio´n en un punto no depende exclusivamente de la solucio´n
obtenida en el instante anterior, sino que depende tambie´n de la solucio´n en otros puntos en el
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mismo instante. Igual que en el caso anterior tenemos primer orden de precisio´n en el tiempo y
segundo orden de precisio´n en el espacio.
La ecuacio´n 2.162 requiere la resolucio´n de un sistema de ecuaciones representado mediante
un sistema matricial (ejemplo de resolucio´n de un sistema de ecuaciones 2.144) , que contiene
las evaluaciones de la variable ν en todos los puntos de discretizacio´n del dominio y dando un
u´nico resultado gracias a que la matriz es invertible.


1 + 2α − α 0 · · · 0 0
−α 1 + 2α − α · · · 0 0
0 − α 1 + 2α · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 + 2α − α
0 0 0 · · · − α 1 + 2α


·


νi+11
νi+12
νi+13
· · ·
νi+1n−1
νi+1n


=


νi1
νi2
νi3
· · ·
νin−1
νin


+ α


νi+11
0
0
· · ·
0
νi+1n


Se puede observar que las ecuaciones para el ca´lculo de la solucio´n esta´n acopladas y cualquier
cambio en algu´n punto j afecta a la solucio´n en el resto de puntos en el mismo instante.
Ejemplo de discretizacio´n semi-impl´ıcito con una variable Segu´n se detalla enMene´ndez,
2010 [56], si tenemos el siguiente ejemplo con una ecuacio´n diferencial de difusio´n (ecuacio´n
2.163), tal que, la variable ν depende del tiempo y de la posicio´n en 1D ν(t, x), π es una cons-
tante positiva que representa la viscosidad cinema´tica, donde t ⩾ 0 y −∞ < x <∞
∂ν
∂t = π
∂2ν
∂x2 (2.163)
Si discretizamos la ecuacio´n diferencial 2.163 de forma centrada (ve´ase ecuacio´n 2.147) obtene-
mos la ecuacio´n 2.164. Si se escoge θ = 0 o 1 el esquema es de primer orden ε = O(∆t) +O(∆x2).
Adema´s, si se escoge θ = 0.5 el esquema es de segundo orden ε = O(∆t2) +O(∆x2).
νi+1j − νij
∆t = π
[
(1− θ)
νij−1 − 2νij + νij+1
∆x2 + θ
νi+1j−1 − 2νi+1j + νi+1j+1
∆x2
]
(2.164)
Utilizando el me´todo de von Neumann se obtiene el siguiente factor de ampliﬁcacio´n (Richtmyer
y Morton, 1967 [77]), donde r = π
(
∆x/∆x2
)
.
ξm =
1− 2r(1− θ)(1− cos m∆x)
1 + 2rθ(1− cos m∆x) (2.165)
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Figura 2.7: Factor de ampliﬁcacio´n del esquema 2.164, donde ξm es la variacio´n respecto
y = 2r(1− cos m∆x), para distintos valores de θ
En la ﬁgura 2.7 se observa que para todo valor de m, si θ ⩾ 0.5 es esquema es incondicio-
nalmente estable, en caso contrario 0 ⩽ θ < 0.5, siempre decrece por debajo de -1 para valores
grandes de y.
Esto determina la restriccio´n designada por la ecuacio´n 2.166 para θ > 0 y r ⩽ 1/2 para
θ = 0 (ﬁgura 2.8).
r ⩽ 1/(1− 2θ) (2.166)
Figura 2.8: Estabilidad nume´rica del esquema 2.164, donde r = π∆x/∆x2.
Los ana´lisis realizados determinan la estabilidad del problema en diferencias, a ello hay que
agregar la estabilidad del algoritmo particular mediante el cual se implementa la resolucio´n del
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problema. Esta cuestio´n es especialmente relevante en el caso de esquemas nume´ricos impl´ıcitos,
ya que conducen a sistemas de ecuaciones acopladas. Las condiciones para que estos algoritmos
permanezcan estables se describen en Dahlquist y Bjorck, 2003 [23].
Este ejemplo muestra que se pueden construir esquemas impl´ıcitos incondicionalmente es-
tables. A pesar de que no es necesario limitar el valor de ∆t, para garantizar la precisio´n de
la solucio´n nume´rica restricciones como la expuesta en la ecuacio´n 2.166 son necesarias. En el
problema de difusio´n que se esta´ considerando, los efectos difusivos se hacen signiﬁcativos sobre
una distancia ∆x en tiempos del orden de ∆x2/ν, lo cual signiﬁca que r debe de ser del orden
de 1 para seguir con precisio´n la solucio´n anal´ıtica. Es decir, que no se puede elegir un paso
temporal ∆t demasiado distinto al que resultar´ıa para un esquema expl´ıcito, lo cual cuestiona la
aparente ventaja del me´todo impl´ıcito, ya que e´ste requiere en general muchas ma´s operaciones
por paso de tiempo. En este caso, mantener la precisio´n requiere calcular un paso de tiempo
pequen˜o frente a las escalas activas. En cambio, para mantener la estabilidad de un esquema
expl´ıcito es necesario restringir el paso, en relacio´n al tiempo de Courant, aunque este tiempo
sea mucho menor que el de las escalas activas.
Por tanto, para obtener ventajas de los esquemas impl´ıcitos sobre los expl´ıcitos requiere
que el problema involucre escalas de tiempo activas varios ordenes de magnitud por encima del
tiempo de Courant.
Ejemplo de discretizacio´n impl´ıcito con varias variables El siguiente ejemplo representa
un esquema impl´ıcito con dos ecuaciones (G1, G2) y dos inco´gnitas (x, y). Mediante el me´todo
Newton-Raphson se pasa del esquema exacto a otro nume´rico, donde (Gi1, G
i
2) son las soluciones
del esquema suponiendo que el valor inicial de las variables en la iteracio´n i es (xi, yi), este valor
es tomado de forma arbitraria y el esquema se encarga de ajustarlo:
G1 (x, y) = 0
G2 (x, y) = 0



=⇒
Gi1
(
xi, yi
)
= εi1 ; |εi1| > 0
Gi2
(
xi, yi
)
= εi2 ; |εi2| > 0



El objetivo es que de forma iterativa se obtengan sucesivas correcciones (δx, δy) para que
sumadas a la variables (x, y) permitan cumplir cada vez con ma´s precisio´n, y por tanto hacer
nulas, las ecuaciones (G1, G2). En pocas iteraciones (i, i + 1, i + 2, . . . , i + j) se debe alcanzar
una desviacio´n menor que un cierto valor de cota (ε, establecido habitualmente en un rango
entre
[
10−8, 10−4
]
), que acepta la solucio´n como va´lida, de tal forma que se cumpla el criterio(|εi1| ⩽ ε1) ∧ (|εi2| ⩽ ε2).
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Gi1 + δGi1 = 0
Gi2 + δGi2 = 0



=⇒
δGi1 = −Gi1
δGi2 = −Gi2



Por tanto aplicamos diferencias (δ) a las ecuaciones (Gi1, Gi2), sustituimos y montamos un
esquema de resolucio´n matricial segu´n el ejemplo 2.144. Este esquema es el esta´ndar que se usa
como entrada para las bibliotecas de algoritmos de resolucio´n de sistemas de ecuaciones, como
PARDISO o WSMP (vease´ seccio´n 3.3.2)
δGi1 =
(∂ Gi1
∂ x
)
· δxi +
(∂ Gi1
∂ y
)
· δyi
δGi2 =
(∂ Gi2
∂ x
)
· δxi +
(∂ Gi2
∂ y
)
· δyi



=⇒
(∂ Gi1
∂ x
)
· δxi +
(∂ Gi1
∂ y
)
· δyi = −Gi1
(∂ Gi2
∂ x
)
· δxi +
(∂ Gi2
∂ y
)
· δyi = −Gi2





∂ Gi1
∂ x
∂ Gi1
∂ y
∂ Gi2
∂ x
∂ Gi2
∂ y


·


δxi
δyi


= −


Gi1
Gi2


Cuadro 2.9: Ejemplo de esquema de resolucio´n impl´ıcito con dos ecuaciones (G1, G2) y dos
inco´gnitas (x, y), en la iteracio´n i.
Despue´s de la resolucio´n del esquema y de obtener
(
δxi, δyi
)
se actualizan las variables y se
comprueban los nuevos errores
(
εi+11 , εi+12
)
xi+1 = xi + δxi
yi+1 = yi + δyi



=⇒
Gi+11
(
xi+1, yi+1
)
= εi+11 ; |εi+11 | > 0
Gi+12
(
xi+1, yi+1
)
= εi+12 ; |εi+12 | > 0



Si los errores cumplen la condicio´n:
(|εi+11 | ⩽ ε1) ∧ (|εi+12 | ⩽ ε2), el esquema es correcto y(
xi+1, yi+1
)
, son soluciones aceptadas para el esquema en la iteracio´n i+ 1.
Si por el contrario alguno de los nuevos errores no cumple la condicio´n anterior y por lo
tanto
(|εi+11 | ⩾ ε1) ∨ (|εi+12 | ⩾ ε2), no es una solucio´n aceptada y es necesario realizar un
nuevo reﬁnamiento i+ 2 del sistema de ecuaciones con los nuevos valores de las variables(
xi+1, yi+1
)
en i+ 1.
Es decir, en los sucesivos reﬁnamientos, obtendremos valores (δi, δi+1, . . . , δi+j) que corre-
gira´n las variables iniciales (xi, yi) hasta que obtengamos valores aceptables para todas las
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variables, de forma simultanea, tal que:
xi+j = xi + δxi + δxi+1 + . . .+ δxi+j
yi+j = yi + δyi + δyi+1 + . . .+ δyi+j



=⇒
Gi+j1
(
xi+j , yi+j
) ⩽ ε1
Gi+j2
(
xi+j , yi+j
) ⩽ ε2 
Esquemas impl´ıcitos en SPH
Una vez vistos los ejemplos estamos preparados para introducir las ecuaciones y las variables
que se utilizara´n en los diferentes esquemas impl´ıcitos del co´digo.
Formato de las ecuaciones Si tenemos que iGnj es la ecuacio´n j de la part´ıcula i en la
iteracio´n n, de forma esta´ndar tendremos que una ecuacio´n cualquiera en formato Newton-Raphson
evoluciona de la forma siguiente.
iG
n+1
j =
iG
n
j + δiG
n
j = 0 =⇒ δiG
n
j = −iG
n
j (2.167)
Ecuaciones impl´ıcitas centradas en formato Newton-Raphson En nuestros sistemas de
ecuaciones se tiene hasta nueve ecuaciones (Gax , Gay , Gaz , G[U˙/T˙ ], Gvx , Gvy , Gvz , G[ρ,ρ˙], GMt). Si,
por ejemplo, se coge la ecuacio´n centrada del momento en el eje x (ax), en formato
Newton-Raphson se necesita igualar a cero la ecuacio´n.
ax =
vx − vn−1x
∆t = (1− θ) a
n−1
x − θ
(∇P
ρ
)
− θg (2.168)
Gax =
vx − vn−1x
∆t − (1− θ) a
n−1
x + θ
(∇P
ρ
)
+ θg = 0 (2.169)
Desarrollando todas las ecuaciones obtenemos el cuadro 2.10.
Linealizacio´n de las ecuaciones Por cada una de las part´ıculas del modelo, las variacio-
nes de cada ecuacio´n dependera´n de un nu´mero similar de variables independientes, es decir,
G(x, y, z, [U/T ], vx, vy, vz, ρ, h). Cualquiera de estas ecuaciones puede ser linealizada mediante
una expansio´n de Taylor a primer orden (seccio´n 2.2.1), de donde obtenemos lo siguiente.
δ G=
∂ G
∂ x δx +
∂ G
∂ y δy +
∂ G
∂ z δz +
∂ G
∂ [U/T ] δ[U/T ]+
∂ G
∂ vx
δvx +
∂ G
∂ vy
δvy +
∂ G
∂ vz
δvz +
∂ G
∂ ρ δρ+
∂ G
∂ h δh=−G
(2.181)
donde cada una de las ecuaciones iGj del sistema se ve afectada por la variaciones de cada una de
las variables independientes de cada part´ıcula (nv), es decir, si n es el nu´mero part´ıculas n ·nv es
el nu´mero de variables independientes del sistema
(
xk, yk, zk, [U/T ]k, vkx, v
k
y , v
k
z , ρk, hk
)
k=1,n
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Gax =
vx − v(n−1)x
∆ t
− (1− θ) a(n−1)x − θ

−
N∑
j=1
mj

 Pi
Ωi ρ2i
∂ Wij(hi)
∂ x
+
Pj
Ωj ρ2j
∂ Wij(hj)
∂ x

 + axvisco + a
x
grav

 (2.170)
Gay =
vy − v(n−1)y
∆ t
− (1− θ) a(n−1)y − θ

−
N∑
j=1
mj

 Pi
Ωi ρ2i
∂ Wij(hi)
∂ y
+
Pj
Ωj ρ2j
∂ Wij(hj)
∂ y

 + ayvisco + a
y
grav

 (2.171)
Gaz =
vz − v(n−1)z
∆ t
− (1− θ) a(n−1)z − θ

−
N∑
j=1
mj

 Pi
Ωi ρ2i
∂ Wij(hi)
∂ z
+
Pj
Ωj ρ2j
∂ Wij(hj)
∂ z

 + azvisco + a
z
grav

 (2.172)
G
U˙
=
U − U(n−1)
∆ t
− (1− θ) U˙(n−1) − θ

 Pi
Ωi ρ2i
N∑
j=1
mj
(
vi − vj
)
∇iWij(hi) + U˙visco + U˙cond

 (2.173)
G
T˙
=
T − T (n−1)
∆ t
− (1− θ) T˙ (n−1) − θ

 1
Ωi ρ2i
· ∂ Pi
∂ Ti
Ti
Cv
·
N∑
j=1
mj
(
vi − vj
)
∇iWij(hi) + T˙visco + T˙cond

 (2.174)
Gvx =
x− x(n−1)
∆ t
− (1− θ) v(n−1)x − θ [vx] (2.175)
Gvy =
y − y(n−1)
∆ t
− (1− θ) v(n−1)y − θ
[
vy
]
(2.176)
Gvz =
z − z(n−1)
∆ t
− (1− θ) v(n−1)z − θ [vz ] (2.177)
Gρ˙ =
ρ− ρ(n−1)
∆ t
− (1− θ) ρ˙(n−1) − θ


N∑
j=1
mj
(
vi − vj
)
∇iWij(hi)

 (2.178)
Gρ = ρ − θ

 1
θ
N∑
j=1
mj Wij(hi)

 (2.179)
Gh = h − θ
[
1
θ
(
K
ρ
)1/d]
(2.180)
Cuadro 2.10: Esquema de todas las ecuaciones impl´ıcitas del Newton-Raphson. En cada seccio´n
podemos observar las ecuaciones relacionadas segu´n las variables independientes que intervienen.
Suponemos que Ωi = cte y por aproximamos sus derivadas a 0. Los te´rminos extra relativos a
la gravedad son axgrav, a
y
grav y azgrav y se encuentra descritos en el ape´ndice C.2. Los te´rminos
extra relativos a la viscosidad son axvisco, a
y
visco, a
z
visco, U˙visco y T˙visco y se encuentra descritos
en el ape´ndice C.1. Los te´rminos extra relativos a la conduccio´n te´rmica son U˙cond y T˙cond y se
encuentra descritos en el ape´ndice C.3.
Sistema de ecuaciones en formato matricial Para utilizar las bibliotecas algor´ıtmicas
se necesitan matrices cuadradas, es decir, el mismo nu´mero de ecuaciones que de variables
independientes. Si suponemos nvi variables independientes, necesitaremos ne ecuaciones por
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part´ıcula y suponiendo n part´ıculas obtenemos las ne · n ecuaciones G diferentes de todas las
part´ıculas, tal que si montamos el sistema de ecuaciones de forma matricial, donde JG es la
matriz jacobiana de las G′s, δχ es el vector de inco´gnitas y G es el vector de G′s obtenemos lo
siguiente,
JG · δχ = −G (2.182)
El cuadro 2.11 muestra un ejemplo con un sistema de una u´nica part´ıcula (n = 1) con nueve
variables independientes (nvi = 9) y nueve ecuaciones (ne = 9), en una iteracio´n cualquiera.


∂ Gax
∂ x
∂ Gax
∂ y
∂ Gax
∂ z
∂ Gax
∂ [U/T ]
∂ Gax
∂ vx
∂ Gax
∂ vy
∂ Gax
∂ vz
∂ Gax
∂ ρ
∂ Gax
∂ h
∂ Gay
∂ x
∂ Gay
∂ y
∂ Gay
∂ z
∂ Gay
∂ [U/T ]
∂ Gay
∂ vx
∂ Gay
∂ vy
∂ Gay
∂ vz
∂ Gay
∂ ρ
∂ Gay
∂ h
∂ Gaz
∂ x
∂ Gaz
∂ y
∂ Gaz
∂ z
∂ Gaz
∂ [U/T ]
∂ Gaz
∂ vx
∂ Gaz
∂ vy
∂ Gaz
∂ vz
∂ Gaz
∂ ρ
∂ Gaz
∂ h
∂ G
[U˙/T˙ ]
∂ x
∂ G
[U˙/T˙ ]
∂ y
∂ G
[U˙/T˙ ]
∂ z
∂ G
[U˙/T˙ ]
∂ [U/T ]
∂ G
[U˙/T˙ ]
∂ vx
∂ G
[U˙/T˙ ]
∂ vy
∂ G
[U˙/T˙ ]
∂ vz
∂ G
[U˙/T˙ ]
∂ ρ
∂ G
[U˙/T˙ ]
∂ h
∂ Gvx
∂ x
∂ Gvx
∂ y
∂ Gvx
∂ z
∂ Gvx
∂ [U/T ]
∂ Gvx
∂ vx
∂ Gvx
∂ vy
∂ Gvx
∂ vz
∂ Gvx
∂ ρ
∂ Gvx
∂ h
∂ Gvy
∂ x
∂ Gvy
∂ y
∂ Gvy
∂ z
∂ Gvy
∂ [U/T ]
∂ Gvy
∂ vx
∂ Gvy
∂ vy
∂ Gvy
∂ vz
∂ Gvy
∂ ρ
∂ Gvy
∂ h
∂ Gvz
∂ x
∂ Gvz
∂ y
∂ Gvz
∂ z
∂ Gvz
∂ [U/T ]
∂ Gvz
∂ vx
∂ Gvz
∂ vy
∂ Gvz
∂ vz
∂ Gvz
∂ ρ
∂ Gvz
∂ h
∂ Gρ
∂ x
∂ Gρ
∂ y
∂ Gρ
∂ z
∂ Gρ
∂ [U/T ]
∂ Gρ
∂ vx
∂ Gρ
∂ vy
∂ Gρ
∂ vz
∂ Gρ
∂ ρ
∂ Gρ
∂ h
∂ Gh
∂ x
∂ Gh
∂ y
∂ Gh
∂ z
∂ Gh
∂ [U/T ]
∂ Gh
∂ vx
∂ Gh
∂ vy
∂ Gh
∂ vz
∂ Gh
∂ ρ
∂ Gh
∂ h




δx
δy
δz
δ[U/T ]
δvx
δvy
δvz
δρ
δh


= −


Gax
Gay
Gaz
G
[U˙/T˙ ]
Gvx
Gvy
Gvz
Gρ
Gh


Cuadro 2.11: Desarrollo del esquema impl´ıcito general para 1 part´ıcula con 8 ecuaciones y 8
variables independientes.
Resolucio´n del sistema de ecuaciones El resultado que se quiere obtener es el vector de
inco´gnitas δχ, y por tanto si cogemos la ecuacio´n 2.183 y despejamos nos aparece la inversio´n de
la matriz que puede ser resuelta directamente mediante cualquiera de las te´cnicas de inversio´n
de matrices conocidas.
δχ = (JG)−1 · −G (2.183)
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La solucio´n anterior es eﬁcaz pero no eﬁciente, ya que, la matriz jacobiana del sistema de
ecuaciones es una matriz dispersa (contiene un nu´mero signiﬁcativo de ceros en los coeﬁcientes).
En el problema que nos ocupa, la tasa de relleno es decreciente con el aumento del nu´mero de
part´ıculas y la disminucio´n del nu´mero de vecinos objetivo. Por ejemplo, el valor de relleno de
la matriz es sobre un 2% para 10.000 part´ıculas y un nu´mero de vecinos por part´ıcula sobre 50.
Por tanto es mucho ma´s inteligente utilizar un algoritmo especializado en matrices dispersas
para resolver este problema. Adema´s la forma de la matriz inﬂuye directamente en el algoritmo
escogido, dependiendo de la forma de la dispersio´n, sera ma´s o menos eﬁciente. En este caso,
debemos saber que tenemos una matriz dispersa general (sin forma deﬁnida) y no sime´trica (el
elemento i − j no se corresponde con el j − i). Existen en el mercado multitud de bibliotecas
estandarizadas que aplican algoritmos paralelos para matrices dispersas y resuelven, de forma
transparente al usuario, el sistema de ecuaciones obteniendo las δχ (ve´ase seccio´n 3.3.2).
Agrupaciones de ecuaciones en bloques Debido a que la matriz es dispersa una eleccio´n
esencial es el orden en el que se colocan las ecuaciones en el sistema, ya que esto determina la
forma de la dispersio´n. La intencio´n siempre debe ser intentar que la matriz dispersa sea lo ma´s
diagonal posible y para ello se toma una serie de criterios. La dispersio´n esta relacionada con
las part´ıculas y sus vecinas, para evitar an˜adir dispersio´n extra a la matriz, es necesario que las
ecuaciones de cada part´ıcula permanezcan juntas en ﬁlas consecutivas. Adema´s, por la misma
razo´n es necesario que las interacciones con las otras part´ıculas j permanezcan en columnas
consecutivas. De esta forma tenemos la matriz seccionada en conjuntos de ﬁlas pertenecientes
a las ecuaciones de cada part´ıcula y en conjunto de columnas tambie´n pertenecientes a las
variables independientes de cada una de las part´ıculas, formando bloques de coeﬁcientes en la
matriz jacobiana, diferenciados por part´ıculas. El orden interno de ﬁlas y columnas dentro de
los bloques tambie´n puede afectar a la dispersio´n, pero en un porcentaje despreciable frente a la
agrupacio´n en bloques. Estos bloques, segu´n sus interacciones, se pueden clasiﬁcar en tres tipos.
Bloques de part´ıcula i: Situados en la diagonal de la matriz. Si observamos las ecuaciones
contienen los sumatorios de las contribuciones de sus part´ıculas vecinas.
Bloques de vecinos i− j (con i ̸= j y j vecina de i): Situados fuera de la diagonal, pero en
el conjunto de ﬁlas pertenecientes a la part´ıcula i. Al derivar las ecuaciones de i respecto
de las variables independientes de j desaparecen los sumatorios y solo sobrevive un u´nico
te´rmino que es la contribucio´n directa que hace j sobre i.
Bloques nulos i − j (con i ̸= j y j no vecina de i) Situados fuera de la diagonal, pero en
el conjunto de ﬁlas pertenecientes a la part´ıcula i. Al derivar las ecuaciones de i respecto
de las variables independientes de j toman valor cero.
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Es necesario recalcar que la forma de colocar los coeﬁcientes es algo determinante en la
dispersio´n de la matriz y por tanto afecta directamente al coste de los algoritmos de resolucio´n
de matrices dispersas. Si no prestamos atencio´n a este detalle cometeremos un grav´ısimo error
porque esta parte determina el coste computacional de todo el programa (a partir de un nu´mero
de part´ıculas pequen˜o, por ejemplo 10.000, mucho menor que el nu´mero de part´ıculas habitual
en los co´digos expl´ıcitos que es de decenas de miles hasta millones de part´ıculas). De nada
sirve reducir el tiempo de calculo usando arboles de bu´squeda de vecinos o aproximaciones del
potencial gravitatorio si luego no resolvemos de forma eﬁciente el sistema de ecuaciones.
Convergencia del esquema Newton-Raphson en las ecuaciones Una vez resuelto el
sistema de ecuaciones, se actualizan las variables y se comprueba la convergencia de las ecua-
ciones. El objetivo del Newton-Raphson es encontrar los valores de las variables independientes
que, tras una determinada iteracio´n n, anulan todas las ecuaciones o, en el esquema nume´rico
propuesto, los valores se aproximan a la solucio´n en una distancia menor o igual a un cierto
error nume´rico permitido (ε). Con los sucesivos reﬁnamientos el resultado se va aproximando
cada vez ma´s a cero.
Convergencia = (Gax ⩽ εax) ∧
(
Gay ⩽ εay
)
∧ (Gaz ⩽ εaz)
∧ (G[U˙/T˙ ] ⩽ ε[U˙/T˙ ])
∧ (Gvx ⩽ εvx) ∧
(
Gvy ⩽ εvy
)
∧ (Gvz ⩽ εvz)
∧ (Gρ ⩽ ερ) (2.184)
∧ (Gh ⩽ εh) (2.185)
Como es un sistema de ecuaciones Newton-Raphson acoplado, se quiere obtener una precisio´n
conjunta mayor y por tanto se establecen condiciones de convergencia individuales ma´s restric-
tivas en las ecuaciones, que la restriccio´n esta´ndar de los me´todos Newton-Rapson aplicada en
las variables, es decir, si cada una de las ecuaciones iGj se puede descomponer en sumas, tal que
iGj = (
iGj)1 + (
iGj)2 + . . . + (
iGj)n. Consideramos estable cada una de las ecuaciones si, una
vez actualizadas las variables, cumplen el criterio siguiente , donde ε se coloca en el rango de[
10−6, 10−1
]
siendo habitual el valor ε ⩽ 10−4 pero debe depender de la ecuacio´n y el modelo
concreto que se trata.
��iGj
��
√
(iGj)21 + (
iGj)22 + · · ·+ (iGj)2n
⩽ ε (2.186)
Las ecuaciones de convergencia completas podemos consultarlas en el ape´ndice E. Como
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ejemplo se muestra la ecuacio´n de convergencia Gax , .
�����
vx − v(n−1)x
∆ t − (1− θ) a
(n−1)
x − θ
[
−∑Nj=1 mj
(
Pi
Ωi ρ2i
∂ Wij(hi)
∂ x +
Pj
Ωj ρ2j
∂ Wij(hj)
∂ x
)]
− θ axvisco
����
(
vx − v(n−1)x
∆ t
)2
+
(
− (1− θ) a(n−1)x
)2
+
(
−θ
[
−∑Nj=1 mj
(
Pi
Ωi ρ2i
∂ Wij(hi)
∂ x +
Pj
Ωj ρ2j
∂ Wij(hj)
∂ x
)])2
+ (−
(2.187)
Este criterio de convergencia en las ecuaciones tiene el defecto de que si la ecuacio´n tiene un
denominador pra´cticamente cero y la ecuacio´n pertenece a una part´ıcula quasi-esta´tica, puede
introducir errores artiﬁciales de convergencia que limiten el paso de tiempo. Si establecemos
l´ımites estritos, en algunos modelos, podremos observar que las ecuaciones que controlan el paso
del tiempo pertenecen a part´ıculas que no resultan de intere´s, ni tienen ninguna afectacio´n sobre
lo que se pretende simular.
Convergencia del esquema Newton-Raphson en las correcciones Para evitar el defecto
del criterio de convergencia en ecuaciones podemos establecer el criterio de convergencia en
funcio´n de las correcciones normalizadas del Newton-Raphson. Este me´todo consiste en dar
la iteracio´n por correcta cuando todas las correcciones en las variables independientes, de un
reﬁnamiento a otro, se situen por debajo de una cierta cota (ε = 10−4).
����
δ χi
χi
���� ⩽ ε (2.188)
Si tenemos dentro del esquema variables independientes de diferentes tipos (por ejemplo
densidad y velocidad), es posible controlar solo uno o varios tipos de estas variables.
Como en el caso anterior, tambie´n es posible permitir un cierto porcentaje de variables
independientes no controladas.
Reordenacio´n de part´ıculas En nuestro algoritmo, el orden de part´ıculas determina como
se monta la matriz. Como se nombro´ anteriormente esto afecta directamente a la dispersio´n.
Por tanto es muy recomendable, a cada paso de tiempo de evolucio´n reordenar el vector de
part´ıculas de tal forma que, estas se situ´en pro´ximas espacialmente a sus vecinas, o al menos
en la medida de lo posible. Un buen sistema es la ordenacio´n z-order basada en el me´todo de
Morton, 1966 [64], se puede observar la distribucio´n en 3D en la ﬁgura 2.9.
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Figura 2.9: Distribucio´n espacial en 3D realizada por el algoritmo z-order de Morton.
Variables independientes
Como se ha comentado anteriormente el sistema es modular en cuanto a las variables que
intervienen en el ca´lculo, pudiendo intervernir unas u otras en funcio´n de las necesidades del
modelo. Cada una de las variables las podemos utilizar segu´n se describe en la siguiente lista:
Posiciones(X,Y, Z) - (ecuaciones del momento 2.170, 2.171, 2.172):
1. Variables independientes : 1D(Gax), 2D(Gax , Gay ), 3D(Gax , Gay , Gaz ). Segu´n las dimensiones
se incluyen las ecuaciones del momento necesarias en el esquema.
2. Magnitudes constantes : No var´ıan y no se incluyen en el esquema.
Energ´ıa//Temperatura (T//U) - (ecuaciones de la energ´ıa 2.173 o ecuacio´n de la temepratura
2.174):
1. Variable independiente: U ; Variable dependiente: T . GU se incluye en el esquema y GT no
(actualiza´ndose con la ecuacio´n de estado).
2. Variable independiente: T ; Variable dependiente: U . GT se incluye en el esquema y GU no
(actualiza´ndose con la ecuacio´n de estado).
3. Magnitudes constantes : No var´ıan y no se incluyen en el esquema.
Velocidades (V x, V y, V z) - (ecuaciones de la velocidad 2.175, 2.176, 2.177):
1. Variables independientes : 1D(Gvx), 2D(Gvx , Gvy ), 3D(Gvx , Gvy , Gvz ). Segu´n las dimensiones
se incluyen las ecuaciones del movimiento necesarias en el esquema.
2. Variables dependientes : 1D(vx), 2D(vx, vy), 3D(vx, vy, vz); Las variaciones en velocidad se
reducen a las variaciones en posicio´n (ecuacio´n 2.189) y se agregan al resto de ecuaciones.
3. Variables nulas : Valen cero y no se incluyen en el esquema.
Densidad (ρ) - (ecuaciones de la continuidad 2.178 o de la densidad 2.179):
1. Variable independiente: Gρ˙. Se incluye la ecuacio´n de la continuidad en el esquema.
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2. Variable independiente: Gρ. Se incluye la ecuacio´n de la densidad.
3. Variable dependiente: Las variaciones en densidad se reducen a las variaciones en posicio´n
(ecuacio´n 2.190) y se agregan al resto de ecuaciones del esquema.
4. Variable dependiente: ρ se recalcula al inicio de cada iteracio´n, de forma exacta, segu´n la
ecuacio´n 2.61.
Distancia de interpolacion (h) - (ecuacion de la distancia de interpolacio´n 2.180) :
1. Variable independiente: Gh. Se incluye la ecuacio´n de la relacio´n entre densidad y volumen
en el esquema.
2. Variable dependiente: La variable se calcula a cada iteracio´n estable.
3. Magnitud constante: No var´ıa y no se incluye en el esquema
Cabe destacar, que es posible sustituir las variaciones en velocidad (δvx, δvy, δvz), las
variaciones en densidad (δρ) y las variaciones de la distancia de interpolacion(δh), por variaciones
en las posiciones (δx, δy, δz), con el ﬁn de reducir el nu´mero de ecuaciones incluidas en el
esquema y as´ı aumentar la velocidad de resolucio´n del sistema de ecuaciones.
Desgraciadamente esto no afecta al coste computacional (que se sigue situando en Θ(n2−3,
es decir entre cuadra´tico y cu´bico, dependiendo del me´todo de resolucio´n de la matriz), pero si
reduce en gran medida el tiempo de computacio´n (porque el taman˜o de la entrada n, es menor).
Al disminuir la relacio´n variables-ecuaciones disminuye el taman˜o de la matriz y el nu´mero de
ceros, pero esto no afecta al coste algor´ıtmico, solo al tiempo de calculo, al reducir el taman˜o
del problema.
Reduccio´n de la variable independiente velocidad (v) a una variable dependiente:
Utilizando la ecuacio´n de la velocidad 2.56 podemos obtener las variaciones en las diferentes
dimensiones, tal que vk (k).
δvx=
2
∆t ·δx ; δvy=
2
∆t ·δy ; δvz=
2
∆t ·δz (2.189)
Reduccio´n de la variable independiente densidad (ρ) a una variable dependiente:
Utilizando la ecuacio´n de la densidad 2.61 podemos obtener las variaciones en las diferentes
dimensiones, tal que ρ (x, y, z, h).
δρ =
∑n
j=1mj
∂Wij(hi)
∂ x ·δx +
∑n
j=1mj
∂Wij(hi)
∂ y ·δy +
∑n
j=1mj
∂Wij(hi)
∂ z ·δz +
∑n
j=1mj
∂Wij(hi)
∂ h ·δh
(2.190)
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Linealizacio´n de las ecuaciones reducidas En contraposicio´n a la linealizacio´n esta´ndar
(ecuacio´n 2.181), en la linealizacio´n reducida se eliminan del esquema de variacio´n las variables
independientes velocidad y densidad obteniendo la siguiente variacio´n de las ecuaciones (δG).
δG =
[∂ G
∂ x +
∂ G
∂ vx
· 1∆ t +
∂ G
∂ ρ ·
∑N
j=1 mj
∂ Wij(hi)
∂x
]
· δx (2.191)
+
[∂ G
∂ y +
∂ G
∂ vy
· 1∆ t +
∂ G
∂ ρ ·
∑N
j=1 mj
∂ Wij(hi)
∂y
]
· δy
+
[∂ G
∂ z +
∂ G
∂ vz
· 1∆ t +
∂ G
∂ ρ ·
∑N
j=1 mj
∂ Wij(hi)
∂z
]
· δz
+
[ ∂ G
∂ [U/T ]
]
· δ[U/T ]
+
[∂ G
∂ h +
∂ G
∂ ρ ·
∑N
j=1 mj
∂ Wij(hi)
∂h
]
· δh = −G
Donde [U/T ], es la eleccio´n de un esquema con la ecuacio´n de la energ´ıa o con la ecuacio´n de la
temperatura.
Esquemas de trabajo especiales
En los siguientes apartados se muestran esquemas de trabajo basados en la reduccio´n de las
variables. Estos esquemas pueden ser utilizados en los modelos espec´ıﬁcos que se vera´n en los
tests ba´sicos (cap´ıtulo 4) y los tests con gravedad (cap´ıtulo 5). Como en el ejemplo que se muestra
en el caso general (cuadro 2.11), por simplicidad, supondremos para los siguientes ejemplos un
desarrollo del esquema semi-impl´ıcito general para 1 part´ıcula con nv variables independientes
y coincidiendo con ne ecuaciones.
1) Esquema SPH impl´ıcito: Variacio´n solo en energ´ıa o temperatura En el test de la
expansio´n de una onda te´rmica (seccio´n 4.5), las part´ıculas permanecen inmo´viles y suponemos
que no hay transferencia de masa entre las part´ıculas, entonces obtenemos un esquema de trabajo
con una matriz 1× 1 con las mismas ecuaciones que variables independientes.
( ∂ G
[U˙/T˙ ]
∂ [U/T ]
)
·

 δ [U/T ]

 = −

 G[U//T ]


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2) Esquema SPH impl´ıcito: Variacio´n en posiciones Si disen˜amos modelos isotermos en
3D y suponemos que no hay transferencia de masa entre las part´ıculas, entonces obtenemos un
esquema de trabajo con una matriz m×m donde m = n ·nv, siendo n es nu´mero de part´ıculas y
nv = 4 el nu´mero de variables que es igual a ne o nu´mero de ecuaciones. En este caso el taman˜o
de bloque es de 2× 2 a 4× 4 (ne × nv), en funcio´n del nu´mero de dimensiones.


∂ Gax
∂ x
∂ Gax
∂ y
∂ Gax
∂ z
∂ Gax
∂ h
∂ Gay
∂ x
∂ Gay
∂ y
∂ Gay
∂ z
∂ Gay
∂ h
∂ Gaz
∂ x
∂ Gaz
∂ y
∂ Gaz
∂ z
∂ Gaz
∂ h
∂ Gh
∂ x
∂ Gh
∂ y
∂ Gh
∂ z
∂ Gh
∂ h


·


δ x
δ y
δ z
δ h


= −


Gax
Gay
Gaz
Gh


3) Esquema SPH impl´ıcito general reducido Si disen˜amos modelos generales en 3D
aplicando el esquema reducido, entonces obtenemos un esquema de trabajo con una matriz
m×m donde m = n · nv, siendo n es nu´mero de part´ıculas y nv el nu´mero de variables que es
igual a ne o nu´mero de ecuaciones. En este caso el taman˜o de bloque depende de las variables
independientes extra pudiendo ser de 3× 3 a 5× 5 (ne × nv), donde nv depende de si incluimos
o no energ´ıa/temperatura al modelo.
Variacio´n en posiciones (x, y, z), energ´ıa (U) y distancia de interpolacion (h).
Variacio´n en posiciones (x, y, z), temperatura (T ) y distancia de interpolacion (h).


∂ Gax
∂ x
∂ Gax
∂ y
∂ Gax
∂ z
∂ Gax
∂ [U/T ]
∂ Gax
∂ h
∂ Gay
∂ x
∂ Gay
∂ y
∂ Gay
∂ z
∂ Gay
∂ [U/T ]
∂ Gay
∂ h
∂ Gaz
∂ x
∂ Gaz
∂ y
∂ Gaz
∂ z
∂ Gaz
∂ [U/T ]
∂ Gaz
∂ h
∂ G
[U˙/T˙ ]
∂ x
∂ G
[U˙/T˙ ]
∂ y
∂ G
[U˙/T˙ ]
∂ z
∂ G
[U˙/T˙ ]
∂ [U/T ]
∂ G
[U˙/T˙ ]
∂ h
∂ Gh
∂ x
∂ Gh
∂ y
∂ Gh
∂ z
∂ Gh
∂ [U/T ]
∂ Gh
∂ h


·


δ x
δ y
δ z
δ [U/T ]
δ h


= −


Gax
Gay
Gaz
G
[U˙/T˙ ]
Gh


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En el cuadro 2.12 se muestra el valor de los coeﬁcientes de la matriz del esquema reducido
del ejemplo 3), siguiendo el desarrollo de la ecuacio´n 2.191.
∂ Gak
∂ x
∂ Gak
∂ x
+
1
∆ t
∂ Gak
∂ vx
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ x
∂ Gak
∂ y
∂ Gak
∂ y
+
1
∆ t
∂ Gak
∂ vy
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ y
∂ Gak
∂ z
∂ Gak
∂ z
+
1
∆ t
∂ Gak
∂ vz
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ z
∂ Gak
∂ [U/T ]
∂ Gak
∂ [U/T ]
∂ Gak
∂ h
∂ Gak
∂ h
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ h
∂ G
[U˙/T˙ ]
∂ x
∂ G
[U˙/T˙ ]
∂ x
+
1
∆ t
∂ G
[U˙/T˙ ]
∂ vx
+
∂ G
[U˙/T˙ ]
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ x
∂ G
[U˙/T˙ ]
∂ y
∂ G
[U˙/T˙ ]
∂ y
+
1
∆ t
∂ G
[U˙/T˙ ]
∂ vy
+
∂ G
[U˙/T˙ ]
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ y
∂ G
[U˙/T˙ ]
∂ z
∂ G
[U˙/T˙ ]
∂ z
+
1
∆ t
∂ G
[U˙/T˙ ]
∂ vz
+
∂ G
[U˙/T˙ ]
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ z
∂ G
[U˙/T˙ ]
∂ [U/T ]
∂ G
[U˙/T˙ ]
∂ [U/T ]
∂ G
[U˙/T˙ ]
∂ h
∂ G
[U˙/T˙ ]
∂ h
+
∂ G
[U˙/T˙ ]
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ h
∂ Gh
∂ x
∂ Gh
∂ x
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ x
∂ Gh
∂ y
∂ Gh
∂ y
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ y
∂ Gh
∂ z
∂ Gh
∂ z
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ z
∂ Gh
∂ [U/T ]
∂ Gh
∂ [U/T ]
∂ Gh
∂ h
∂ Gh
∂ h
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ h
Cuadro 2.12: Coeﬁcientes de la matriz del esquema 3) reducido en velocidad y densidad. Donde
k = x, y, z
70 CAPI´TULO 2. SMOOTHED PARTICLE HYDRODYNAMICS (SPH)
4) Esquema SPH con aproximacio´n impl´ıcita quasi-hidrosta´tica Si suponemos un
modelo en equilibrio, es decir con velocidad nula (y por tanto no se aplica la reduccio´n de la
variable v), con reduccio´n en densidad, pero con variacio´n en energ´ıa/temperatura. El esquema
de de trabajo es una matriz m x m donde m = n ·nv, siendo n es nu´mero de part´ıculas y nv = 5
el nu´mero de variables (en 3D). En este caso el taman˜o de bloque es 5x5 (nv x nv). El equilibrio
de las ecuaciones se consigue mediante la ecuacio´n del momento modiﬁcada (el te´rmino de la
velocidad es nulo) y la ecuacio´n de la energ´ıa modiﬁcada segu´n el siguiente esquema:
a = 0 = −
N∑
j=1
mj
(
Pi
Ωi ρ2i
∇iWij(hi) + PjΩj ρ2j
∇iWij(hj)
)
(2.192)
U˙ =
d Ui
d t
=
Pi
Ωi ρ2i
·
(
ρi − ρ(n−1)i
)
(2.193)
ρ =
N∑
j=1
mj Wij(hi) (2.194)
h =
(
K
ρ
)1/d
(2.195)
Cuadro 2.13: Discretizacio´n de las ecuaciones del SPH: Esquema cuas´ı-hidrosta´tico


∂ Gax
∂ x
∂ Gax
∂ y
∂ Gax
∂ z
∂ Gax
∂ U
∂ Gax
∂ h
∂ Gay
∂ x
∂ Gay
∂ y
∂ Gay
∂ z
∂ Gay
∂ U
∂ Gay
∂ h
∂ Gaz
∂ x
∂ Gaz
∂ y
∂ Gaz
∂ z
∂ Gaz
∂ U
∂ Gaz
∂ h
∂ G
U˙
∂ x
∂ G
U˙
∂ y
∂ G
U˙
∂ z
∂ G
U˙
∂ U
∂ G
U˙
∂ h
∂ Gh
∂ x
∂ Gh
∂
∂ Gh
∂ z
∂ Gh
∂ U
∂ Gh
∂ h


·


δ x
δ y
δ z
δ U
δ h


= −


Gax
Gay
Gaz
G
U˙
Gh


Este esquema permite utilizar pasos de tiempo muy altos (∆t ⇈), ya que la escala activa es
inﬁnita en ∆x al no moverse las part´ıculas.
Aplicando ahora solamente la reduccio´n en densidad, pero no en velocidad se muestra el
valor de los coeﬁcientes de la matriz del esquema reducido (cuadro 2.14).
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∂ Gak
∂ x
∂ Gak
∂ x
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ x
∂ Gak
∂ y
∂ Gak
∂ y
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ y
∂ Gak
∂ z
∂ Gak
∂ z
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ z
∂ Gak
∂ U
∂ Gak
∂ U
∂ Gak
∂ h
∂ Gak
∂ h
+
∂ Gak
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ h
∂ G
U˙
∂ x
∂ G
U˙
∂ x
+
∂ G
U˙
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ x
∂ G
U˙
∂ y
∂ G
U˙
∂ y
+
∂ G
U˙
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ y
∂ G
U˙
∂ z
∂ G
U˙
∂ z
+
∂ G
U˙
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ z
∂ G
U˙
∂ U
∂ G
U˙
∂ U
∂ G
U˙
∂ h
∂ G
U˙
∂ h
+
∂ G
U˙
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ h
∂ Gh
∂ x
∂ Gh
∂ x
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ x
∂ Gh
∂ y
∂ Gh
∂ y
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ y
∂ Gh
∂ z
∂ Gh
∂ z
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ z
∂ Gh
∂ U
∂ Gh
∂ U
∂ Gh
∂ h
∂ Gh
∂ h
+
∂ Gh
∂ ρ
∑N
j=1 mj
∂ Wij(hi)
∂ h
Cuadro 2.14: Coeﬁcientes de la matriz del esquema 4) reducido en densidad con k = x, y, z
5) Esquema SPH impl´ıcito general Si disen˜amos modelos generales en 3D entonces obte-
nemos un esquema de trabajo con una matriz m×m donde m = n · nv, siendo n es nu´mero de
part´ıculas y nv el nu´mero de variables. En este caso el taman˜o de bloque depende de las variables
independientes escogidas (nv) puede ser de 7 × 7 a 9 × 9, dependiendo de las las dimensiones.
Este es el caso general, ya expuesto en el cuadro 2.11.
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Cap´ıtulo 3
Implicit SPH For Astrophysical
Applications (ISFAA)
En esta tesis se presenta un co´digo SPH impl´ıcito partiendo de la experiencia de nuestro grupo
de investigacio´n en las versiones SPH expl´ıcitas y en trabajos previos sobre hidrodina´mica SPH
impl´ıcita como el de Knapp, 2000 [47].
Los pasos realizados antes de la publicacio´n de este documento han dado lugar a un co´digo
impl´ıcito SPH que cumple con los requisitos descritos en la introduccio´n, es capaz de pasar con
e´xito los tests (cap´ıtulo 4) y es aplicado a varios escenarios astrof´ısicos (cap´ıtulo 5).
Avances en la f´ısica del nuevo co´digo impl´ıcito
El co´digo incluye, como gran novedad, la base de las ecuaciones de Euler-Lagrange (basadas
en el principio variacional), y representa los siguientes avances en relacio´n al co´digo SPH impl´ıcito
que se describe en Knapp, 2000 [47]:
Paralelizacio´n del co´digo: El coste computacional del co´digo propuesto y el nu´mero de
part´ıculas objetivo, necesitan de la paralelizacio´n para conseguir resultados en tiempos
aceptables. La paralelizacio´n es un requisito obligatorio para conseguir la efectividad de la
implementacio´n impl´ıcita del SPH.
Bibliotecas de resolucio´n de sistemas de ecuaciones en paralelo: La gestio´n de la para-
lelizacio´n de la parte del co´digo relacionada con la inversio´n de la matriz es derivada a
bibliotecas esta´ndar de algoritmos de resolucio´n de sistemas de ecuaciones.
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Ecuacio´n de estado (EOS): La EOS de gas ideal se utiliza para los tests ba´sicos. Adema´s, se
han realizado simulaciones usando una EOS ma´s realista que cuenta con las contribuciones
de los iones, las correcciones coulombianas, los electrones degenerados y la radiacio´n, siendo
por tanto, ma´s adecuada para el tratamiento de las condiciones existentes en los interiores
estelares.
Gravedad : La inclusio´n de la gravedad es obligatoria en muchos problemas astrof´ısicos.
Se han realizado tres implementaciones diferentes que pueden ser utilizadas en funcio´n
del modelo a tratar (seccio´n 2.2.4). Este punto no fue tratado en el trabajo de Knapp,
2000 [47].
Viscosidad artiﬁcial : Se implementa este ingrediente ba´sico para el tratamiento de choques
en SPH, a diferencia de Knapp que lo cita pero no lo llega a implementar en el co´digo
(seccio´n 2.2.5).
Conductividad te´rmica: El ﬂujo te´rmico de calor entre regiones de temperatura diferente es
simulado gracias a la implementacio´n de la conduccio´n de calor (seccio´n 2.2.6). Este me´todo
de disipacio´n de calor ha sido utilizado en el test de onda te´rmina y puede utilizarse, por
ejemplo, para la simulacio´n de enanas blancas masivas.
Variable independiente temperatura: La temperatura puede ser utilizada como variable
independiente dentro del esquema calculando la energ´ıa mediante la EOS. Para ello se
toma la misma deﬁnicio´n que en Lore´n-Aguilar, 2009 [52]. Este me´todo se debe utilizar
en donde intervienen enananas blancas.
Variable independiente energ´ıa unido a la variacio´n en temperatura: Se implementa la
variacio´n en energ´ıa integra´ndola en el esquema. Adema´s se actualiza la temperatura,
mediante la EOS, a diferencia de Knapp que usa temperatura constante.
Variables reducidas : Este es uno de los grandes avances del co´digo. Es un mecanismo
algebraico que permite poner las variables densidad y velocidad en funcio´n de las posiciones
para reducir el taman˜o de la matriz del sistema de ecuaciones (seccio´n 2.3.4).
Interpolador tipo Sinc: Ma´s ﬂexible que los polinomios esta´ndar y que son ma´s resistentes
al pairing-instability.
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3.1. Esquema de trabajo: Flujo de ejecucio´n
La ejecucio´n del programa se efectu´a en cuatro grandes apartados:
1. Cargar el modelo de entrada: Necesitamos disponer de un modelo inicial donde se deﬁnan
las posiciones de las part´ıculas, velocidades, masas, etc. En algunos casos estos modelos se
encuentran previamente relajados mediante co´digos SPH expl´ıcitos.
2. Iterar: Es donde se realizara´ la evolucio´n del modelo. En este apartado se ejecutara´n
sucesivos reﬁnamientos de Newton-Raphson para conseguir el objetivo de la convergencia
de la iteracio´n. Conforme el modelo evoluciona se guardan a disco los resultados obtenidos.
3. Reﬁnar: Contiene el tratamiento espec´ıﬁco de cada reﬁnamiento de Newton-Raphson. En
este apartado se resuelve el sistema de ecuaciones y se calculan las aproximaciones a las
variables. Y por u´ltimo, una vez actualizadas las part´ıculas, se comprueba la convergencia
de las ecuaciones.
4. Finalizar la simulacio´n: Ejecuta los scripts necesarios para analizar los resultados y crear
las graﬁcas y/o v´ıdeos escogidos para el estudio del modelo.
Figura 3.1: ISFAA: Diagrama de ﬂujo de la secuencia de ejecucio´n, donde se especiﬁcan las a´reas
de actuacio´n del co´digo.
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3.1.1. Parametrizacio´n
El co´digo se ha descrito de forma general y mediante unos para´metros se puede tunear segu´n
el modelo que se necesite tratar. Este es un listado de los para´metros ma´s generales que se
pueden especiﬁcar:
El nu´mero de dimensiones del modelo. Una vez ﬁjado y de forma automa´tica, solamente
las ecuaciones necesarias en para ese nu´mero de dimensiones son tenidas en cuenta.
El tipo de esquema: 1) Expl´ıcito (primer orden), 2) Impl´ıcito (primer orden), 3) Semi-impl´ıcito
o centrado (segundo orden).
El tipo de ecuacio´n de estado (EOS) utilizada: Ideal, politro´pica o ma´s realista.
La seleccio´n de variables independientes que se tomara´n en la simulacio´n: Posiciones,
velocidades, densidad, energ´ıa/temperatura.
Los componentes f´ısicos que se utilizara´n en el modelo: Gravedad, viscosidad artiﬁcial,
conduccio´n te´rmica y/o red nuclear.
El grado de paralelismo: El nu´mero de procesadores entre los que se generara´ la paraleli-
zacio´n.
El nu´mero de vecinos objetivo.
Las condiciones l´ımite de convergencia: Reﬁnamientos ma´ximos para probar cada paso de
tiempo, condiciones de convergencia a aplicar, etc.
Y ma´s para´metros espec´ıﬁcos de los modelos concretos.
Adema´s, para evitar ejecutar instrucciones innecesarias que escojan entre los diferentes
para´metros iniciales tambie´n se han implementado versiones espec´ıﬁcas del co´digo, con los
para´metros previamente ya seleccionados, para tratar los problemas computacionalmente ma´s
complejos (ba´sicamente los que necesitan de un nu´mero de part´ıculas mayor para obtener los
resultados).
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3.2. Iteracio´n
El objetivo de la iteracio´n es aproximar todas las variables de cada part´ıcula en un paso de
tiempo determinado. Este proceso se realiza mediante reﬁnamientos de las derivadas temporales
aplicando un me´todo Newton-Raphson. Una vez se ha ﬁnalizado cada reﬁnamiento se comprueba
la convergencia de las iteraciones, de tal modo que si ha tenido e´xito se actualiza el modelo y
se avanza a la siguiente iteracio´n y si la iteracio´n ha fracasado se reintenta la iteracio´n con un
paso de tiempo menor.
Adema´s, dependiendo de los para´metros iniciales podemos establecer cada cuantas iteraciones
estables se almacenara´n los datos a disco para su posterior ana´lisis. Como este procedimiento
necesita la ejecucio´n de comandos de entrada/salida que graben los datos al disco f´ısico, con
el consiguiente costo en tiempo de ejecucio´n, puede ser interesante que este proceso se realice
u´nicamente cada cierto nu´mero de iteraciones o cada cierto tiempo f´ısico del modelo, en vez de
cada iteracio´n. Esta posibilidad esta´ contemplada en el co´digo ISFAA.
Figura 3.2: ISFAA: Diagrama de ﬂujo de las iteraciones. Aqu´ı se especiﬁcan, a grandes rasgos,
la actuacio´n del co´digo en el a´rea 2)Iterar de la ﬁgura 3.1.
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Los datos de salida se descomponen en dos ﬁcheros:
Datos generales: Acumula los valores generales, para todas las part´ıculas, de cada una de
las iteraciones estables que se guardan a disco. Es decir, tiempo, paso de tiempo, energ´ıa
total, etc. Este ﬁchero es u´nico para toda la simulacio´n y permite crear gra´ﬁcos que afecten
a todas las iteraciones, como por ejemplo la evolucio´n temporal del paso de tiempo. o la
conservacio´n de la energ´ıa.
Datos espec´ıﬁcos: Acumula los valores especiﬁcos por cada una de las part´ıculas. Es decir,
posiciones, velocidades, energ´ıa, temperatura, densidad, etc. Se crea un ﬁchero diferente
por cada iteracio´n estable que se guarda a disco y permite efectuar v´ıdeos de evolucio´n del
modelo a lo largo del tiempo, como por ejemplo la evolucio´n temporal de la temperatura
o los cambios de densidad en el sistema.
En caso de no convergencia, se restituyen los valores estables de la iteracio´n anterior (que
deben de estar almacenados) y se disminuye el paso de tiempo a la mitad. Despue´s ser reinician
los para´metros que afectan a los reﬁnamientos y reintenta la iteracio´n.
3.2.1. Reﬁnando el esquema Newton-Raphson
Como se ha explicado ampliamente en la seccio´n 2.3.4, con el ﬁn de determinar si una iteracio´n
es estable es necesario comprobar las correcciones en las ecuaciones o las correcciones en las
variables al ﬁnal del reﬁnamiento. Cuando todas las correcciones en ecuaciones o correcciones
en varialbes, cumplen con un error por debajo de un umbral cr´ıtico ε, la iteracio´n se considera
estable.
Adema´s se realiza una comprobacio´n adicional con el ﬁn de evitar que la actualizacio´n im-
ponga valores extran˜os (no f´ısicos) como densidades, temperaturas o energ´ıas negativas. Si este
es el caso la iteracio´n se considera no convergente e inmediatamente se repite la iteracio´n con
un paso de tiempo menor.
3.2.2. Actualizacio´n del modelo
Dependiendo de los resultados del control de la convergencia se toman varias alternativas.
Si el reﬁnamiento converge, por tanto la iteracio´n converge. Se almacenan las nuevas va-
riables estables, se avanza la iteracio´n, se reinicializan los reﬁnamientos y se actualiza el
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tiempo y el paso de tiempo.
iter = iter + 1 ; ref = 1 ; t = t(n−1) +∆t (3.1)
Si el reﬁnamiento no converge y no se ha llegado a los reﬁnamientos ma´ximos. Se prueba
otro reﬁnamiento.
ref = ref + 1 (3.2)
Si el reﬁnamiento no converge y se ha llegado a los reﬁnamientos ma´ximos, la iteracio´n no
converge. Se restauran los valores iniciales de la iteracio´n y se reduce el paso de tiempo.
∆t = ∆t
(n−1)
2.0 · (# de no convergencias seguidas) (3.3)
Se tiene en cuenta el nu´mero de no convergencias seguidas para que, si falla la convergencia
de forma reiterativa, se aproxime de forma ma´s ra´pida al valor adecuado para ∆t.
Criterios para actualizar el paso de tiempo (∆t)
La actualizacio´n del paso de tiempo es un punto clave en el algoritmo. Adema´s de reducir
el paso de tiempo cuando no converge, cuando la iteracio´n converge se debe escoger un valor
o´ptimo del paso de tiempo, es decir, puede ser necesario incrementar o decrementar el paso de
tiempo para que la siguiente iteracio´n tenga posibilidades de converger.
1) Para calcular el nuevo paso de tiempo se deben comprobar las restricciones generales, que
se encuentran resumidas en la ecuacio´n 3.6.
∆tGen = min ( ∆tMax, ∆tInc, ∆tMult ) (3.4)
2) Para calcular el nuevo paso de tiempo se deben comprobar las restricciones activas refe-
rentes a la simulacio´n, que se encuentran resumidas en la ecuacio´n 3.5.
∆tSim = min ( ∆tDifTer, ∆tAce, ∆tPair, ∆tVr , ∆tCou, ∆tV ars ) (3.5)
3) Para calcular el nuevo paso de tiempo se deben comprobar las restricciones activas refe-
rentes al control de las variables, que se encuentran resumidas en la ecuacio´n 3.6.
∆tV ars = ∆t(n−1) ·min ( ∆tρ, ∆tU , ∆tT ) (3.6)
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Ma´ximo paso de tiempo ∆tMax ; El para´metro ∆tMax especiﬁca el valor l´ımite que queremos que
tome como ma´ximo.
Incremento ma´ximo del paso de tiempo ∆tInc = ηInc ·∆t(n−1) ; El para´metro ηInc especiﬁca el incremento ma´ximo
respecto del paso de tiempo anterior, habitualmente su valor se situ´a en el
rango [1.1÷ 2.0]
Multiplicador del paso de tiempo ∆tMult = ηMult · ∆t(n−1) ; El para´metro ηMult especiﬁca un incremento
respecto del paso de tiempo anterior y trata de adaptar ∆t a la evolucio´n del
sistema, su valor var´ıa con la convergencia de las iteraciones (ve´ase Sec. 3.3.3)
y se situ´a en el rango [1.0÷ ηInc]. Si la iteracio´n no converge se decrementa
el para´metro, si la iteracio´n converge se incrementa el para´metro
Cuadro 3.1: Restricciones generales al ∆t.
Restricciones de la simulacio´n Ajuste de ∆t
Difusio´n te´rmica ∆tDifTer = min
[ρi · Cvi
κi
· h2i
]N
i=1
(Cv es el calor espec´ıﬁco a volumen constante; κ es la conductividad te´rmica
y se encuentra deﬁnidos en el apartado 2.2.6)
Aceleracio´n ∆tAce = min
[(
hi
∥ai∥
)1/2]N
i=1
Condicio´n de Courant (1) ∆tCou1 = ηC ·min
[
hi
Csi
]N
i=1
(ηC = [0.1− 0.4])
Condicio´n de Courant (2) ∆tCou2 = min

 hi
Csi + |vi|+ 0.6
(
α · Csi + β ·max [µij ]Nj=1
)


N
i=1
(α,β, µij se encuentran deﬁnidos en el apartado de la viscosidad artiﬁcial 2.2.5)
Cuadro 3.2: Restricciones de la simulacio´n al ∆t. La restriccio´n de Courant se puede tomar
segu´n varias deﬁniciones de menor a mayor complejidad.
Resumiendo, para establecer el paso de tiempo tenemos que tener en cuenta una serie de
restricciones generales (cuadro 3.1), restricciones de simulacio´n (cuadro 3.2) y restricciones en
el control de variables (cuadro 3.3), aplicando el mı´nimo de todos ellos segu´n se describe en la
ecuacio´n 3.7.
∆t = min ( ∆tGen, ∆tSim, ∆tV ars ) (3.7)
3.3. REFINAMIENTO 81
Restricciones en el control de las variables Ajuste de ∆t
Densidad (ρ) ∆tρ = ηρ ·min
(
ρi − ρ(n−1)i
ρi
)N
i=1
Energ´ıa (U) ∆tU = ηU ·min
(
Ui − U(n−1)i
Ui
)N
i=1
Temperatura (T ) ∆tT = ηT ·min
(
Ti − T (n−1)i
Ti
)N
i=1
Cuadro 3.3: Restricciones en el control de variables al ∆t, basado en ratio de cambio de las va-
riables. Los para´metros ηρ, ηU , ηT especiﬁcan los incrementos ma´ximos respecto el valor anterior
de la variable, estando los valores t´ıpicos en el rango [0.02÷ 0.04], es decir, entre el 2% y el 4%.
3.3. Reﬁnamiento
En la parte del co´digo referida a los reﬁnamientos se pueden especiﬁcar tres pasos ba´sicos
con el objetivo de conseguir la convergencia requerida. En el siguiente esquema se relacionan
esos tres pasos ba´sicos con su coste computacional:
1. Se calculan los vecinos de las part´ıculas, las ecuaciones, componentes f´ısicos adicionales y
sus derivadas. El coste computacional de estas operaciones escala como (n log n).
2. Se calculan las correcciones a la estimacio´n inicial, esto es propiamente el reﬁnamiento.
En este caso la naturaleza del ca´lculo impl´ıcito conduce a un sistema lineal enorme que
tiene que ser resuelto mediante la inversio´n de una matriz. El coste de invertir una matriz
general de taman˜o n × n mediante un me´todo directo escala como θ(n3) (eliminacio´n
gaussiana, factorizacio´n LU, etc.). Sin embargo, el coste computacional de invertir una
matriz dispersa escala como un valor variable segu´n θ(nα) donde el para´metro α toma
valores en el intervalo [1, 3] dependiendo de la dispersio´n matriz y la compactacio´n dentro
de la dispersio´n, situa´ndose el valor habitual de α igual o mayor a 2.
3. Se actualizan los valores y se comprueba la convergencia en la iteracio´n. Si no converge
realiza un nuevo reﬁnamiento del me´todo Newton-Raphson. Por lo general, se obtiene una
convergencia aceptable a partir de 3-4 reﬁnamientos por iteracio´n. La convergencia en la
iteracio´n se consigue comprobando las ecuaciones, lo cual implica el recalculo de los vecinos
(se repite el paso 1) que escala como (n log n) y marca el coste de este paso 3. Si en el
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nu´mero de reﬁnamientos ma´ximos no se alcanza la convergencia de la iteracio´n, es decir
la precisio´n requerida para todas las ecuaciones de todas las variables no se consigue, se
recuperan los valores de las variables del anterior paso de tiempo estable, el paso de tiempo
se reduce y la iteracio´n se repite de nuevo, empezando desde el primer reﬁnamiento. Si la
iteracio´n alcanza la convergencia en algu´n reﬁnamiento, se almacenan los valores de las
variables como las nuevas variables estables, se incrementa la iteracio´n estable, se inicializan
los reﬁnamientos y se actualiza el paso de tiempo y se empieza con la siguiente iteracio´n.
Figura 3.3: ISFAA: Diagrama de ﬂujo de las iteraciones. Aqu´ı se especiﬁcan, a grandes rasgos,
la actuacio´n del co´digo en el a´rea 2)Reﬁnar.
3.3.1. Calcular ecuaciones y derivadas
En el primer paso, lo primero que se hace en este paso es calcular los vecinos de cada part´ıcula,
que luego se tendra´n en cuenta a la hora de calcular las ecuaciones.
Esto se puede hacer de varias formas:
Mediante el ca´lculo por interaccio´n directa. Donde se comprueba, por cada par de part´ıcu-
las (i, j) si la part´ıcula j se encuentra en el a´mbito de inﬂuencia del kernel de la part´ıcula
i. Este algoritmo es sencillo pero costoso, escalando del orden de θ(n2). Si pensamos que
para modelos con muchas part´ıculas el coste el invertir la matriz es igual o superior a este,
es una buena alternativa para modelos masivos puesto que su coste computacional que-
da enmascarado y su sencillez de implementacio´n es ma´xima. Adema´s este coste permite
calcular la gravedad de forma exacta por interaccio´n directa, que escala como θ(n2).
Mediante el ca´lculo en un a´rbol octal. Es un algoritmo ma´s complejo pero mucho ma´s
astuto. Se realizan divisiones sucesivas del dominio espacial en subcubos (en 3D) de modo
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que podemos descartar que grupos completos de part´ıculas sean vecinas de otras que se
encuentren en subcubos alejados. El coste computacional escala como θ(n log n). Utilizar
este algoritmo con un coste mas ajustado lleva aparejado que el resto de ca´lculos, si ex-
ceptuamos la inversio´n de la matriz, se han de ajustar a este coste ma´ximo, por tanto la
gravedad se ha de calcular utilizando la aproximacio´n cuadrupolar mediante el potencial
gravitatorio, en el a´rbol octal de bu´squeda de vecinos, con un coste de θ(n log n)
Bu´squeda de vecinos de las las part´ıculas mediante A´rbol octal (en 3D)
Segu´n se describe en Hernquist y Katz, 1989 [38], primeramente se genera el a´rbol de part´ıcu-
las con un coste θ(n log n). Para ello se realizan varias acciones: 1) Crear el nodo ra´ız con una
lista de punteros a todas las part´ıculas del modelo. 2) Establecer las distancias ma´ximas del
cubo que englobara´ a todas las part´ıculas. 3) Subdividir el cubo inicial del nodo en 8 subcubos,
almacenar sus l´ımites espaciales y crear una nueva lista de part´ıculas en cada subcubo, que
sera´ menor o igual a la anterior con solamente las part´ıculas pertenecientes a ese subcubo. 4)
Repetir el paso 3 hasta que en todos los subcubos solo haya 1 part´ıcula (ﬁgura 3.4).
Figura 3.4: A´rbol Octal: Distribucio´n del espacial.
Una vez tenemos las part´ıculas distribuidas en el a´rbol, se buscara´n los vecinos de todas las
part´ıculas con un coste θ(n log n). Para ello, por cada part´ıcula, iremos bajando por el a´rbol
comparando la posicio´n de la part´ıcula ma´s 2 veces la distancia de interpolacio´n, con los l´ımites
de los subcubos. De esta forma encontraremos las zonas del dominio donde puede tener vecinos.
Calcular ecuaciones
Una vez obtenidos los vecinos de cada part´ıcula resulta trivial aplicar las formas suaviza-
das SPH de las derivadas temporales de las variables. Los valores de estas ecuaciones sera´n
introducidas en la matriz para resolver el sistema de ecuaciones.
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3.3.2. Calcular las variaciones de las variables
En el segundo paso primeramente se montara´ el sistema de ecuaciones en forma matriz y
se calculara´n, mediante un me´todo de Newton-Raphson, las correcciones a cada una de las
variables de cada part´ıcula. Con el ﬁn de resolver el sistema de ecuaciones se pueden utilizar
dos estrategias: 1) Implementar un me´todo de resolucio´n de sistemas (LU, etc.) o 2) Buscar
algoritmos ya implementados para la resolucio´n de matrices que se puedan adaptar a nuestro
problema. Estos algoritmos se encuentran muy testeados y minimizan el tiempo de ca´lculo y
el consumo de memoria, buscando un compromiso entre tiempo de ca´lculo y memoria, ya que
minimizar una de las dos condiciones deriva en maximizar la otra.
Montaje del sistema de ecuaciones: Distribucio´n de la matriz
La matriz esta´ compuesta por bloques cuadrados de una cantidad de celdas dependiente de
las variables independientes que se escogen, como casos ma´s habituales tenemos (seccio´n 2.3.4):
1) En caso de contemplar variaciones solo en posiciones el nu´mero de celdas por bloque es
3× 3 = 9, 2) Si se contempla variacio´n en energ´ıa/temperatura el nu´mero de celdas por bloque
es 4 × 4 = 16, 3) Si no agrupamos la velocidad y la densidad en la variacio´n de posiciones el
nu´mero de celdas por bloque es 8× 8 = 64.
En la matriz hay dos tipos de bloques diferentes, que se encuentran agrupados en ﬁlas y
columnas contiguas de la matriz. De este modo las celdas contenidas en el bloque son un grupo
de ecuaciones de una u´nica part´ıcula, que se derivan respecto de las variables independientes la
misma part´ıcula (bloques diagonales) o de otra part´ıcula (bloques de interaccio´n):
Bloques de la diagonal: Se situ´an en la diagonal y se obtienen cuando las derivadas se
calculan respecto de las variables independientes de la part´ıcula actual de la cual estamos
tratando sus bloques. Los bloques son la suma de contribuciones de las part´ıculas vecinas.
Bloques de interaccio´n: Se situ´an fuera de la diagonal y se obtienen cuando las derivadas
se calculan con respecto de las variables independientes del resto de part´ıculas diferentes
de la que estamos tratando sus bloques. Todas las celdas de bloques de part´ıculas que no
sean vecinas de la part´ıcula actual sera´n cero.
El nu´mero de bloques depende del nu´mero de vecinos objetivo por part´ıcula, que se establece co-
mo una constante al inicio de la simulacio´n. Cuando el nu´mero de bloques aumenta la dispersio´n
de la matriz decrece y se vuelve ma´s general.
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Si la distribucio´n espacial de los vecinos diﬁere mucho de la ordenacio´n en la matriz, aumenta
la distancia entre los bloques de interaccio´n y tambie´n con respecto a la diagonal, esto inﬂuye
mucho en el coste computacional porque la matriz es menos compacta. Por tanto, en cada
iteracio´n o en cada pocas iteraciones es necesario reorganizar los ı´ndices para que las part´ıculas
que esta´n pro´ximas espacialmente tengan ı´ndices pro´ximos en la matriz. Para ellos se pueden
utilizar ordenaciones como la ya comentada ordenacio´n de Morton [64] que intenta aproximarse
a esta distribucio´n (seccio´n 2.3.4)
Bibliotecas de algoritmos de resolucio´n de matrices dispersas
Una parte esencial de la investigacio´n es establecer como se debe realizar la resolucio´n del
sistema de ecuaciones y, ma´s concretamente, como realizar la inversio´n de la matriz. La eleccio´n
del algoritmo de resolucio´n es clave porque es la parte que tiene mayor coste algor´ıtmico para
modelos con muchas part´ıculas. Por nuestra experiencia, esta por encima del 95% de tiempo
de ca´lculo en sistemas a partir de 20.000 part´ıculas en 3D, aunque es menos importante en
sistemas con menor nu´mero de part´ıculas. Para el tratamiento es bastante ma´s sencillo utilizar
una biblioteca de me´todos matema´ticos ya implementados para la resolucio´n de sistemas de
ecuaciones que implementarlo uno mismo.
Para poder ejecutar cualquier algoritmo es necesario agrupar las celdas no vac´ıas de la matriz
en una estructura, tratable por las bibliotecas de algoritmos, de tal modo que sea lo ma´s dispersa
posible e intentando que siga un patro´n deﬁnido. Una vez comprobada la forma de la matriz
compararemos esa forma con una serie de matrices esta´ndar conocidas y catalogadas. Segu´n
apreciamos en art´ıculos comparativos de algoritmos, como Gould y colaboradores, 2007 [30], se
evalu´an las diferentes bibliotecas de algoritmos en funcio´n de unas matrices esta´ndar obtenidas
de cata´logos, derivadas de problemas conocidos. La idea era comparar la forma de esas matrices
con la del SPH impl´ıcito y escoger la ma´s parecida, con el objetivo de comprobar que bibliotecas
algor´ıtmicas podr´ıan funcionan mejor para nuestro problema.
Adema´s, se necesita un me´todo para resolver matrices no sime´tricas. El SPH variacional
utiliza por cada par de part´ıculas i − j, los para´metros hi y hj . Es decir como no usa la h
simetrizada, ni se simetriza el kernel (excepto para gravedad, viscosidad y conduccio´n te´rmica),
la inﬂuencia que ejerce i sobre j puede diferir respecto de la que hace j sobre i. Adema´s, en
caso de usar h simetrizada o kernel simetrizado, solo ser´ıa una matriz sime´trica por bloques de
ecuaciones, es decir, el bloque bij ser´ıa igual al bloque bji, pero no tiene porque ocurrir que la
celda de la matriz Aij , sea igual al elemento Aji
Como indica Tournier y colaboradores [99] los algoritmos de resolucio´n de sistemas, depen-
diendo de la te´cnica que implementen, se distribuyen segu´n lo que indica la ﬁgura 3.5.
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Figura 3.5: Tipos de me´todos para resolver sistemas de ecuaciones lineales.
Cuando se comenzo´ esta tesis se decidio´ que exist´ıan tres candidatos va´lidos para la imple-
mentacio´n: PARDISO, WSMP y MUMPS; Aunque tambie´n se valoraron otros me´todos como:
ScaLAPACK, UMFPACK, etc. pero al ﬁnal fueron desestimados en favor de los anteriores, por-
que los anteriores son ma´s ra´pidos en la convergencia con una exactitud de resultados similar.
Como PARDISO era libre para su uso acade´mico y utilizaba me´todos directos de ca´lculo, fue la
escogida frente a WSMP propiedad de IBM y de pago y MUMPS que proporcionaba un menor
rendimiento que las anteriores. Con el paso del tiempo, WSPM esta ha ido cayendo en deshuso
pero su autor a recuperado el control del proyecto ofreciendolo libre para entornos acade´micos
y PARDISO se ha vuelto de pago, aunque ha sido incluida en las librer´ıas Intel MKL que se
distribuyen par uso libre en su versio´n de 2016.
Hoy en d´ıa, el co´digo ISFAA 4.0 implementa PARDISO 5.0 a la espera de migrar a la versio´n
de PARDISO que se implementa en Intel MKL 2016. Como trabajo futuro estara´ implementar
me´todos de resolucio´n de sistemas de ecuaciones sobre GPUs (utilizando librer´ıas como cusp
y cuSPARSE) y ejecutar sobre arquitecturas Intel Xeon Phi, que seguro que dara´n un salto
cualitativo muy importante al co´digo.
Todas las bibliotecas dedicadas a resolver sistemas lineales han sido disen˜adas para aprove-
char la dispersio´n de la matriz, con lo cual las celdas cero no se almacenan en las estructuras
de memoria. Esta propiedad es clave, ya que el factor de ocupacio´n de la matriz t´ıpico de
nuestros escenarios astrof´ısicos habituales es ≤ 2%. La mayor parte de las bibliotecas utilizan
almacenamiento de la matriz comprimido por ﬁlas (“compressed by rows” o CSR).
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Compresio´n de la matriz: Formato CSR Para reducir el uso de memoria, la mayor´ıa de
bibliotecas, solicitan que se les pase la matriz dispersa en el formato esta´ndar CSR, que solo
almacena las casillas no cero de la matriz. Este formato contiene tres vectores: 1) ia: Contiene
el nu´mero de elementos no cero de cada ﬁla y tiene un taman˜o de n+1, siendo n el nu´mero de
ﬁlas. 2) ja: Contiene los ı´ndices de las columnas de las celdas no cero de la matriz. 3) a: Contiene
el valor de cada celda no cero de la matriz. El primer vector es el u´nico de taman˜o ﬁjo y sirve
para saber la composicio´n de los elementos de los vectores 2 y 3.
Con esta conﬁguracio´n podemos almacenar el valor de cada uno de los elementos no cero
de la matriz dispersa. En particular, los ı´ndices de columna de la ﬁla i se almacenan a partir
de ja(ia(i)) y terminan en ja(ia(i) − 1), es decir, el nu´mero de celdas no cero de la ﬁla i de la
matriz es ia(i+ 1)− ia(i).
Podemos observar un ejemplo de almacenamiento CSR en la ﬁgura 3.6.
Figura 3.6: Matriz dispersa: Ejemplo de compresio´n CSR.
PARDISO Despue´s de probar algunas bibliotecas de algoritmos paralelos para resolver siste-
mas de ecuaciones, seleccionamos PARallel DIrect SOlver of Basel University, PARDISO V 5.0.0
(Schenk y Ga¨rtner, 2004 [84]; Schenk y Ga¨rtner, 2006 [85]; Schenk y colaboradores, 2007 [86];
Schenk y colaboradores, 2008 [83]) por su eﬁciencia, su licencia gratuita para entornos acade´mi-
cos de investigacio´n (con validez de 1 an˜o, renovable), pero de pago para entornos comerciales.
Adema´s Intel la ha incluido en sus librer´ıas MKL 11.3 de l´ıbre uso y distribucio´n en su versio´n
de 2016.
Es un algoritmo de alto rendimiento, con tratamiento robusto de memoria, eﬁciente y fa´cil
de usar, para resolver grandes sistemas lineales dispersos sime´tricos y asime´tricos de ecuaciones
en multiprocesadores de memoria compartida o distribuida.
Puede tratar sistemas asime´tricos, estructuralmente sime´tricos, completamente sime´tricos,
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reales o complejos, positivos deﬁnidos o indeﬁnidos y hermitianos. Para ello utiliza LU con
pivoteo completo mediante multiprocesadores con OpenMP y multicomputadores con paso de
mensajes MPI. Utiliza una combinacio´n automa´tica de algoritmos iterativos y directos para
acelerar el proceso de solucio´n en los grandes sistemas de ecuaciones.
Se puede conseguir el co´digo, la documentacio´n y la informacio´n de las licencias en la siguiente
web de los autores (visitada por u´ltima vez el 09/11/2015): http://www.pardiso-project.org.
WSMP La Watson Sparse Matrix Package (WSMP) es una coleccio´n de algoritmos para
resolver eﬁcientemente grandes sistemas de ecuaciones, cuyos coeﬁcientes derivan en una matriz
dispersa. Tiene alto rendimiento, es robusta, su software es fa´cil de usar y se puede utilizar
en serie, en paralelo con un multiprocesador con memoria compartida o escalable con paso
de mensajes en multicomputadores con memoria distribuida. Ha sido desarrollado por Anshul
Gupta para IBM (Gupta, 2000 [33], Gupta, 2002 [34], Gupta, 2007 [32]) y Gupta y colaboradores,
2009 [35]) y aunque inicialmente fue de pago, hoy en d´ıa, es libre para entornos acade´micos y
se pueden conseguir licencias que se van renovando por periodos de entre 6 meses a 1 an˜o.
Actualizacio´n de las variables
Una vez que el algoritmo de resolucio´n del sistema ha terminado se obtienen en un vector las
correcciones (que denominaremos δ) de todas las variables independientes de todas las part´ıculas.
Actualizacio´n de posiciones y energ´ıas/temperaturas. Estas correcciones se aplican
sobre las variables con las ecuaciones del cuadro 3.4 y se pasa al siguiente paso, donde se
comprobara´ la correccio´n de las nuevas variables con las ecuaciones.
x = xn−1 + δx ; y = yn−1 + δy ; z = zn−1 + δz
U = Un−1 + δU o T = Tn−1 + δT
Cuadro 3.4: Variables independientes: Posiciones y energ´ıa/temperatura
Actualizacio´n de velocidades y densidades. La actualizacio´n de las velocidades y densi-
dades se puede realizar de dos formas: 1) Como variables independientes del sistema, o 2) Si se
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han compactado con las posiciones existen dos me´todos: Calculando directamente las ecuaciones
o´ aplicando las correcciones de las posiciones. Estos me´todos se describen en el cuadro 3.5.
vx = v
n−1
x + δvx vx (x, x
n−1) =
x− xn−1
∆ t
=⇒ δ vx =
(
x− xn−1
∆ t
)
∂ x
· δ x = 1
∆ t
· δ x
vy = v
n−1
y + δvy vy (y, y
n−1) =
y − yn−1
∆ t
=⇒ δ vy =
(
y − yn−1
∆ t
)
∂ y
· δ y = 1
∆ t
· δ y
vz = v
n−1
z + δvz vz (z, z
n−1) =
z − zn−1
∆ t
=⇒ δ vz =
(
z − zn−1
∆ t
)
∂ z
· δ z = 1
∆ t
· δ z
ρ = ρn−1 + δρ ρ (x, y, z) = ∑nj=1 mj Wij(hi) =⇒ δρ =
∑N
j=1 mj
∂ Wij(hi)
∂x
· δx
+
∑N
j=1 mj
∂ Wij(hi)
∂y
· δy
+
∑N
j=1 mj
∂ Wij(hi)
∂z
· δz
+
∑N
j=1 mj
∂ Wij(hi)
∂h
· δh
Cuadro 3.5: Variables independientes o dependientes: Velocidades y densidad.
Aviso de negativos en energ´ıas/temperaturas o densidades. Cuando se esta´ realizando
la actualizacio´n de las variables independientes puede ocurrir que la correccio´n derivada del
resultado de la matriz provoque que una o varias de estas variables se haga negativa. En este
caso se abortara´ el reﬁnamiento y la iteracio´n, porque da un resultado que no es f´ısico. Se
reiniciara´ la iteracio´n empezando de nuevo el primer reﬁnamiento y con un paso de tiempo
menor, para intentar que no vuelva a aparecer el problema.
Fijar la distancia de interpolacio´n inicial (hi) Para ﬁjar la distancia de interpolacio´n
inicial h del modelo, se utiliza lo que se ha denominado vecinos fraccionarios (eq. 3.8), donde
el nu´mero de vecinos real se trasforma en fraccionario a trave´s de la distancia al vecino rij y la
distancia de interpolacio´n hi.
nvi =
N∑
j=1
[
1−
(
rij
2 hi
)2]
(3.8)
Mediante la ecuacio´n 3.9 se actualiza el valor de h, intentando que una part´ıcula encuentre
el nu´mero de vecinos objetivo (nΦ) marcado, cuyo valor suele estar entre 30 y 100 reales que
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corresponden a un valor nΦ = [12, 25] fraccionarios en los test realizados.
hi = h
(n−1)
i ·
1
2
(
2hν
nΦ
max(10, nvi)
)1/hν
(3.9)
El para´metro hν se escoge de tal modo que cuando el nu´mero de vecinos ideal coincide con el
real la h no var´ıa, siendo su rango de valores hν = [2, 10] y su valor habitual hν = 3. La eleccio´n
se realiza en funcio´n de la suavidad con la que se quiere aproximar la h, siendo los valores bajos
aproximaciones ra´pidas y los altos aproximaciones lentas, a mayor valor mejor aproximacio´n
pero ma´s iteraciones necesita para llegar al valor correcto.
Durante la ejecucio´n del co´digo implicito la h se calcula como una variable independiente
ma´s, ya que esta integrada en el formalismo Lagrangiano.
3.3.3. Comprobar la convergencia
En el tercer paso, una vez se han actualizado las part´ıculas, se necesita repetir el paso 1
para conseguir los nuevos valores de las ecuaciones de Newton-Raphson a partir de los cuales se
comprobar la convergencia de las mismas.
Para conseguir este objetivo se han deﬁnido varios sistemas dependiendo de sobre que par-
te del control de ecuaciones queremos inﬂuir. Tenemos dos grupos de restricciones: completas
e individuales. Las restricciones completas hacen una seleccio´n previa, delimitando sobre que
part´ıculas se ha de comprobar la convergencia. Las restricciones individuales afectara´n a una o
varias de las ecuaciones de las part´ıculas que hayan sido seleccionadas por el ﬁltro completo.
Restricciones Completas: Control previo en las part´ıculas
Una forma de no realizar controles innecesarios es realizar el control solo sobre las part´ıculas
de intere´s para el modelo f´ısico tratado, en una iteracio´n concreta. Por ejemplo, en algunas
situaciones puede usarse la ecuacio´n 3.10, de tal modo que solo se comprueban las part´ıculas
que cumplan el criterio, es decir, que tengan una cierta velocidad respecto de la velocidad del
sonido local. Suponemos que las part´ıculas que no cumplan el criterio no inﬂuira´n lo suﬁciente
en el modelo y no afectara´n a los cambios del paso de tiempo.
|vi|
Csi
≥ 10−4 (3.10)
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Restricciones particulares: variables y ecuaciones
Una vez seleccionadas las part´ıculas que se controlara´n se debera´n aplicar los controles sobre
dos vertientes: 1) Las variables seleccionadas en los para´metros iniciales del programa, 2) Las
ecuaciones seleccionadas en los para´metros iniciales del programa.
Control de las variables El control sobre variables afecta a la variacio´n de una variable
cualquiera (χi) respecto del paso de tiempo anterior (n−1) segu´n se describe en la ecuacio´n 3.11.
Se puede especiﬁcar valores de variacio´n permitido diferentes para cada variable independiente
(posicio´n, energ´ıa/temperatura, velocidad y/o densidad), siendo 10−4 el valor habitual.
��χ− χ(n−1)
��
max
(|χ| , ��χ(n−1)��) ≤ 10−4 (3.11)
Control de las ecuaciones El control sobre las ecuaciones afecta a la convergencia del me´todo
Newton-Raphson y aplica exactamente lo descrito en la seccio´n 2.3.4 de la explicacio´n del me´todo
SPH. Segu´n los para´metros iniciales de ISFAA se comprobara´n todas las ecuaciones o parte de
ellas. Se pueden encontrar todas las ecuaciones implementadas en el ape´ndice E.
3.4. Coste computacional
El coste computacional de los modelos, con un nu´mero de part´ıculas alto, se encuentra
determinado por la inversio´n de la matriz. El coste asociado es consecuencia directa del nu´mero
de celdas no nulas de la matriz, es decir, su tasa de relleno, dispersio´n y compactacio´n, Tres son
los para´metros que inﬂuyen con mayor intensidad en el nu´mero de celdas no nulas:
1. El nu´mero de part´ıculas: Este para´metro proviene del modelo inicial, por tanto en el estado
actual del me´todo los modelos impl´ıcitos habitualmente tendra´n pocas part´ıculas.
2. El nu´mero de vecinos objetivo: El nu´mero habitual por part´ıcula es entre [30, 60], a mayor
nu´mero de vecinos la densidad de la matriz dispersa aumentara´ y por tanto el esfuerzo
computacional del algoritmo se incrementara´, aumentando α.
3. El nu´mero de variables independientes por part´ıcula: Esto se decide en funcio´n del modelo.
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3.5. Funcionalidades adicionales
Adema´s de todo lo descrito anteriormente se han implementado una serie de complementos
necesarios para simular algunos modelos concretos.
Aproximar variables (reﬁnamiento 0): Se tiene en cuenta las dos iteraciones estables an-
teriores para aproximar las posiciones a su valor real en el paso de tiempo que se esta´ pro-
bando y as´ı iniciar el reﬁnamiento a partir de un valor de las posiciones probablemente ma´s
cercano al valor real buscado. El cambio de posicio´n implica el recalculo de la densidad.
Pairing-instability: Dado un par de part´ıculas, cuando la distancia entre ellas es muy
pequen˜a se pueden quedar “pegadas”, y esto paraliza la simulacio´n y provoca que para
consegir la convergencia se disminuya mucho el paso de tiempo. El ajuste de los parametros
de los kernels Sinc eliminan o reducen mucho el impacto de este problema.
Cap´ıtulo 4
Tests ba´sicos
La validacio´n del co´digo ISFAA se realiza a trave´s del ana´lisis de varios test con resultados
anal´ıticos conocidos, comprobando que la evolucio´n del sistema es la correcta y que se produce
el efecto f´ısico esperado.
En cada caso de test se sigue el siguiente esquema:
Descripcio´n: Donde se analiza lo que se va a probar y lo que se espera obtener.
Modelo inicial: Donde se da una descripcio´n f´ısica del modelo, con los valores necesarios
en las variables y los ingredientes f´ısicos que intervienen en el modelo.
Resultados: Donde se analizan las salidas de la simulacio´n.
Por la naturaleza del me´todo impl´ıcito, para evitar que el tiempo de ca´lculo sea excesivo,
se han utilizado modelos con un nu´mero bajo de part´ıculas (entre 5 000 y 20 000 part´ıculas
dependiendo de los test). Debido a ello, y por su naturaleza lagrangiana, solo las regiones de
densidades elevadas se encuentra bien resueltas. Por tanto, para obtener la suﬁciente resolucio´n
la mayor´ıa de los test se muestran en 2D, ya que para obtener resultados precisos en 3D ser´ıa
necesario al menos unas 100 000 part´ıculas.
Los test que se muestran son los siguientes:
1. Explosio´n puntual (test de Sedov).
2. The wall heating shock (test de Noh).
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3. Crecimiento de inestabilidades de Rayleigh-Taylor1.
4. Caida libre (Free-Fall collapse).
5. Expansio´n de una onda te´rmica.
4.1. Explosio´n puntual
En el test de Sedov se simula la evolucio´n de una onda de choque que nace como consecuencia
de una explosio´n puntual central. El objetivo es analizar como se propaga en un medio homoge´neo
la onda de choque producida. La solucio´n anal´ıtica fue descrita por Sedov, 1959 [89] aplicando
me´todos auto similares y ana´lisis dimensional para diferentes geometr´ıas.
La formulacio´n ma´s simple del test de Sedov tiene un gas ideal fr´ıo inicialmente en reposo. En
t = 0 s. hay una explosio´n en el punto de origen que se propaga hasta afectar a todo el modelo.
Se produce una explosio´n muy intensa que supone un trasvase continuo entre energ´ıa cine´tica
y energ´ıa interna. Uno de los objetivos del test es comprobar como se comporta la viscosidad
artiﬁcial, que se encarga de ensanchar el choque en 2 o 3 veces la longitud de suavizado inicial.
Para calcular la presio´n se utiliza la ecuacio´n de estado ideal, con un coeﬁciente adiaba´tico de
γ = 5/3. La solucio´n anal´ıtica predice que en el frente de onda se tiene que observar un salto en
densidad de un factor 4.
Para construir la explosio´n se libera una gran cantidad de energ´ıa en una pequen˜a regio´n
central. Esta regio´n tendra´ una energ´ıa 10.000 veces superior en su parte central, que en su parte
exterior. Para suavizar la discontinuidad inicial se hace una distribucio´n en campana de Gauss
de la energ´ıa, cuyo centro es el centro de masas del sistema, de tal modo que la distribucio´n de
presio´n siga la ecuacio´n siguiente:
P (r) = P2 + (P1 − P2) · exp
(−r2
σ2
)
(4.1)
donde P1 y P2 son las presiones en las zonas interna y externa, r es la distancia al centro de
masas del sistema, y el para´metro σ establece el ancho de la zona donde la presio´n decae (en el
ejemplo σ = 0.05).
En ma´s de una dimensio´n la resolucio´n es crucial, no solo para resolver el frente de onda, sino
tambie´n para reproducir la zona post-choque y la estructura enrarecida que deja tras de s´ı en el
medio atravesado. El test se ha reproducido en 2D y 3D, pero para observar los resultados con
mayor resolucio´n, los datos y las ﬁguras que aqu´ı se muestran pertenecen al modelo 2D.
1Se comprueban durante la fase ﬁnal de la compresio´n de una microca´psula donde se simula el proceso de
fusio´n por conﬁnamiento inercial (ICF ).
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Modelo inicial
Se dispone de una distribucio´n equidistante de 7 668 part´ıculas en 2D con forma circular
y con un dia´metro de 1 cm. Las part´ıculas inicialmente se encuentra en reposo, es decir, al
inicio de la simulacio´n (t = 0 s) la velocidad de todas las part´ıculas es v = 0 cm/s, de tal modo
que el sistema inicial se encuentra en equilibrio. El valor de la presio´n es P1 = 10
4 dyn.cm−2,
P2 = 1 dyn.cm
−2 y la anchura de la zona de suavizado de presio´n es σ2 = 0.0025 cm2, lo que
implica que la variacio´n de presio´n se distribuye en una regio´n radial equivalente a unas 5-6
veces la longitud de suavizado desde el centro de masas.
La f´ısica aplicada en el modelo es: Ecuacio´n del momento en 2D, ecuacio´n de la energ´ıa,
ecuacio´n de densidad-h, ecuacio´n de estado de ga´s ideal y viscosidad artiﬁcial.
Para probar resoluciones mayores, se ha realizado otra simulacio´n con una distribucio´n de
46 352 part´ıculas en 2D y los mismos para´metros iniciales.
Resultados
El cuadro 4.1 describe el comportamiento del co´digo en diferentes PCs y para diferentes
valores de la viscosidad.
Se observa que el Speedup es mucho menor del esperado, cuando la resolucio´n es baja, esto
es debido a que una parte del programa es secuencial. La parte paralela esta focalizada en el uso
masivo de part´ıculas, donde el tiempo de ca´lculo aumenta de forma entre cuadra´tica y cu´bica.
Con una resolucio´n ma´s alta (≃ 46 000 part´ıculas en 2D), el ca´lculo se centra principalmente
en la inversio´n de la matriz. Con cuatro variables independientes x, y, U y h, la matriz apro-
ximadamente contiene una tasa de relleno del 0.04%, es decir 15 · 106 celdas no cero de las
4 · 1010 posibles). En la ma´quina B, el uso de memoria es de 22 GBytes y el tiempo de usuario
de la inversio´n de la matriz se situ´a sobre 100 s, por los 5 s del modelo con pocas part´ıculas.
El Speedup aumenta a los valores esperados porque ba´sicamente depende de este ca´lculo, como
ya se ha comentado en cap´ıtulos anteriores. Cuando hay pocas part´ıculas la parte secuencial
consume el 40% del tiempo por un 60% de la parte paralela, sin embargo en el modelo con
seis veces ma´s part´ıculas la parte secuencial supone el 10% del tiempo por un 90% de la parte
paralela. Si aumentamos el nu´mero de part´ıculas la diferencia cada vez sera´ mayor.
Con este test se demuestra que en funcio´n del nu´mero de part´ıculas el coste en memo-
ria es aproximadamente lineal θ (n), pero el coste computacional es entre cuadra´tico y cu´bico
θ
(
n[2÷3]
)
, en funcio´n del algoritmo utilizado y la distribucio´n de la matriz de entrada (es decir
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Parts. α β PC τModel (s) τCPUsystem (h) τCPUuser (h) Speedup Iters. Refs.
7 887 0.5 1.0 A 0.09186 1.41 0.48 2.375 34 212
7 887 1.0 2.0 A 0.08793 1.59 0.54 2.944 34 209
7 887 1.0 2.0 B 0.08793 1.74 0.36 4.833 34 209
46 352 1.0 2.0 B 0.08343 134.42 12.97 10.364 101 705
Cuadro 4.1: Tiempo de computacio´n del co´digo implicito, para diferentes PCs y en funcio´n del
comportamiento de la viscosidad artiﬁcial (segu´n el valor de los para´metros α y β). Los valores
son obtenidos cuando la onda de choque llega a r = 0.3 cm desde el centro de masas. La ejecucio´n
en el PC A se realiza con 8 threads en un portatil con CPU Intel Core i7-2720QM 2.2Ghz y 16
GB DDR3-1600Mhz. La ejecucio´n en el PC B se realiza con 16 threads en un sevidor multinu´cleo
con 2 CPU Intel Xeon W5580 3.2Ghz y 48 GB DDR3-1333Mhz.
su preacondicionamiento).
En la ﬁgura 4.1 se muestran los tiempos de computacio´n en los PCs(A,B), para el modelo
de baja resolucio´n y las dos pruebas de viscosidad.
En la ﬁgura 4.2 se muestran los tiempos de computacio´n para el modelo con ma´s resolucio´n.
En la ﬁgura 4.3 se muestran los perﬁles de densidad y velocidad de forma simulta´nea, cuando
ya se ha formado completamente el frente de onda a r = 0.3 cm del centro de masas y t ≃ 9 ms.
En el c´odigo impl´ıcito el pico de densidad es de aproximadamente el 95% de lo que se espera en
un movimiento violento de un gas con γ = 5/3, con una zona post-choque mucho ma´s regular
que en el co´digo expl´ıcito esta´ndar. Salvo esta pequen˜a diferencia, se puede concluir que los dos
co´digos reproducen los resultados de la solucio´n anal´ıtica.
En la ﬁgura 4.4 se puede observar la evolucio´n temporal de las part´ıculas del modelo, y en
la ﬁgura 4.5 la conservacio´n de la energ´ıa y el momento lineal del sistema.
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(a) α = 0.5, β = 1.0 - PC(A) (b) α = 1.0, β = 2.0 - PC(A)
(c) α = 0.5, β = 1.0 - PC(A) (d) α = 1.0, β = 2.0 - PC(A,B)
(e) α = 1.0, β = 2.0 - PC(A) (f) α = 1.0, β = 2.0 - PC(B)
Figura 4.1: Tiempos de computacio´n de la simulacio´n con 7 668 particulas.
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(a) Iteracio´n Vs Reﬁnamientos (b) Speedup
(c) Ratio ∆tISFAA/∆tCourant
Figura 4.2: Tiempos de computacio´n de la simulacio´n con 46 352 particulas.
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(a) 7 688 Particles (ρ, P ) (b) 46 352 Particles (ρ, P )
(c) 7 688 Particles (ρ, V ) (d) 46 352 Particles (ρ, V )
Figura 4.3: Perﬁles de densidad, presio´n y velocidad en dos modelos con diferente nu´mero de
part´ıculas a tiempo t ≃ 9 ms. Los perﬁles de densidad han sido normalizados al valor de la
densidad antes del choque. Se puede observar que en el modelo con pocas part´ıculas hay un
falta de densidad y sin embargo en el modelo con muchas part´ıculas hay un exceso de densidad,
respecto de la solucio´n anal´ıtica. Adema´s, tambie´n vemos diferencias en el comportamiento de
la presio´n, esto es debido a que las part´ıculas tienen la misma masa en los dos modelos y al tener
ma´s part´ıculas tenemos ma´s masa y por tanto ma´s densidad y presio´n. Salvo estas diferencias,
en los dos casos la compresio´n se situ´a entorno al 90% del valor teo´rico.
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(a) Iter = 0, t = 0.00 ms (b) Iter = 9, t = 0.27 ms (c) Iter = 13, t = 1.23 ms
(d) Iter = 20, t = 3.22 ms (e) Iter = 30, t = 6.75 ms (f) Iter = 40, t = 12.01 ms
(g) Iter = 50, t = 17.26 ms (h) Iter = 60, t = 20.13 ms (i) Iter = 70, t = 21.63 ms
Figura 4.4: Evolucio´n temporal de la simulacio´n con 7 668 particulas y los para´metros de la
viscosidad α = 1, β = 2. Se muestra el mapa de color de la densidad (g/cm2) en diferentes
instantes de tiempo.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Energ´ıa del sistema (d) Conservacio´n del momento lineal
Figura 4.5: Conservacio´n de la energ´ıa y momento lineal de la simulacio´n con 7 668 particulas.
Como se puede apreciar en el panel 4.5(a) existe una pe´rdida importante de energ´ıa de forma
inicial, esto esto es un efecto transitorio mientras se forma la onda. Esto es justiﬁcable por la
baja resolucio´n del modelo de 7 668 particulas que lo situa entorno al 19%, sin embargo, en el
modelo con ma´s resolucio´n de 46 352 part´ıculas esta pe´rdida se situ´a entorno al 14% Tambie´n
se observa en el panel (4.5(d)) la conservacio´n del momento es excelente hasta un tiempo de
0.2 s. En la ﬁgura 4.4 se puede ver que dicho momento corresponde a la llegada del frente de
choque a la frontera externa del juego de partic´ıculas utilizado en este test.
102 CAPI´TULO 4. TESTS BA´SICOS
4.2. The wall heating shock
El test “The wall heating shock” fue descrito junto con su solucio´n anal´ıtica en Noh, 1987 [67].
El modelo a simular contiene un ﬂuido, que sigue la ecuacio´n de estado de gas ideal con un
coeﬁciente adiaba´tico de γ = 5/3, con un ﬂujo de gas superso´nico que es lanzado hacia el centro
geome´trico. Este ﬂujo genera una regio´n de alta compresio´n.
Las caracter´ısticas generales del escenario se pueden describir en SPH con una resolucio´n
suﬁciente de part´ıculas. A pesar de ello, los esquemas que dependen de la viscosidad artiﬁcial
tienen diﬁcultades para dar una descripcio´n exactamente coincidente con la solucio´n anal´ıtica y
los resultados son del orden del 80% del valor esperado. La razo´n es que la viscosidad artiﬁcial
extiende el choque sobre varias part´ıculas, lo que introduce un aumento no-f´ısico de la energ´ıa
interna antes del choque. En este caso, por convergencia de los ﬂujos, un gran pico artiﬁcial de
energ´ıa interna se observa en la parte central. Como consecuencia, aparece una profunda ca´ıda
en el perﬁl de densidad para tratar de mantener el suavizado de la presio´n.
El ana´lisis de los resultados del test ayuda a validar la consistencia del esquema impl´ıcito,
comprobando que funcionan correctamente los gradientes de energ´ıa/temperatura y la disipacio´n
producida por la viscosidad artiﬁcial.
El test se ha reproducido en 2D y 3D, pero para observar los resultados con mayor precisio´n,
los datos y las ﬁguras que aqu´ı se muestran pertenecen al modelo 2D.
Modelo inicial
Se dispone de una distribucio´n equidistante de 7 668 part´ıculas en 2D con forma circular y
con un dia´metro de 1 cm. El valor de la densidad es homoge´neo, excepto en las zonas exteriores,
y tiene un valor de ρ = 1 g.cm−3. A la energ´ıa interna se le da un valor de u = 10−20 erg.g−1.
Para generar la implosio´n, se impone un campo de velocidades sime´tricamente esfe´rico con
un valor en la velocidad radial de vr = −1 cm.s−1.
Resultados
El cuadro 4.2 describe el comportamiento de la ejecucio´n del co´digo.
En la ﬁgura 4.6 se muestran los tiempos de computacio´n.
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(a) Iteracio´n Vs Reﬁnamientos (b) Speedup
(c) Ratio ∆tISFAA/∆tCourant
Figura 4.6: Tiempos de computacio´n de la simulacio´n con 7 668 particulas.
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Parts. α β PC τModel (s) τCPUsystem (h) τCPUuser (h) Speedup Iters. Refs.
7 668 1.0 2.0 A 0.328 6.98 1.86 3.74 130 702
Cuadro 4.2: Tiempo de computacio´n del co´digo impl´ıcito en funcio´n del comportamiento de la
viscosidad artiﬁcial. Los valores son obtenidos cuando la onda de choque llega a r = 0.1 cm
desde el centro de masas. La ejecucio´n en el PC A se realiza con 8 threads en un portatil con
CPU Intel Core i7-2720QM 2.2Ghz y 16 GB DDR3-1600Mhz.
En la ﬁgura 4.7 se muestran los perﬁles de densidad y velocidad radial en el instante t ≃ 0.3 s,
cuando el choque ya se encuentra totalmente desarrollado y son coincidentes con los ca´lculos
expl´ıcitos en Garc´ıa-Senz y colaboradores, 2009 [27].
En la regio´n central, r < 0.1 cm el material se acumula en forma de meseta. Se puede observar
que aparece una cierta dispersio´n por usar pocas part´ıculas y utilizar un esquema impl´ıcito puro
(a primer orden con Θ = 1). La materia en esta regio´n interior permanece estancada con una
velocidad cercana a cero. Fuera de la meseta la densidad disminuye abruptamente a trave´s del
frente de choque tratando de recuperar su valor incial, mientras que se mantiene la velocidad
inicial de vr = −1 cm.s−1 en la zona del material que todav´ıa no se ha visto involucrada en el
choque.
(a) 7 688 Particles (ρ, P ) (b) 7 688 Particles (ρ, V )
Figura 4.7: Perﬁles de densidad cuando la onda de choque llega a r < 0.1 cm, a un tiempo de
t = 0.328 s.
En la ﬁgura 4.8 se puede observar la evolucio´n temporal de las part´ıculas del modelo, y en
la ﬁgura 4.9 la conservacio´n de la energ´ıa y el momento lineal del sistema.
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(a) Iter = 0, t = 0.000 s (b) Iter = 60, t = 0.025 s (c) Iter = 70, t = 0.126 s
(d) Iter = 80, t = 0.181 s (e) Iter = 90, t = 0.215 s (f) Iter = 110, t = 0.274 s
(g) Iter = 130, t = 0.327 s (h) Iter = 150, t = 0.375 s (i) Iter = 175, t = 0.508 s
Figura 4.8: Evolucio´n temporal de la simulacio´n con 7 668 particulas. Se muestra el mapa de
color de la densidad (g/cm2) en diferentes instantes de tiempo.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Energ´ıa del sistema (d) Conservacio´n del momento lineal
Figura 4.9: Conservacio´n de la energ´ıa y momento lineal de la simulacio´n con 7 668 particulas.
4.3. Inestabilidad de Rayleigh-Taylor
En este test se presenta un escenario que observa como crecen las inestabilidades hidro-
dina´micas durante la fase ﬁnal de la compresio´n de una microca´psula sometida a fusio´n por
conﬁnamiento inercial (ICF). La u´ltima etapa de la implosio´n, denominada fase de estanca-
miento, es reconocida por su diﬁcultad para observar las inestabilidades de Rayleigh-Taylor que
son claves en la ignicio´n (Atzeni y Meyer-Ter-Vehn, 2004 [5], Lindl, 1995 [50]). Existen algu-
nos textos previos que han utilizado SPH para realizar este tipo de estudios en ICF (Relan˜o y
colaboradores, 1999 [74], Relan˜o y colaboradores, 2006 [75]),
En el esquema habitual se simula la ignicio´n de una ca´psula de deuterio y tritio, que tiene
una escala temporal de unos 10−10 s. Se produce una alta compresio´n, lanzando material al
interior de la ca´psula y esto genera una onda de choque que se mueve hacia el interior para
conservar el momento, como una reaccio´n a la destruccio´n de la parte exterior de la ca´psula.
4.3. INESTABILIDAD DE RAYLEIGH-TAYLOR 107
Figura 4.10: Perﬁl de densidad, temperatura y mo´dulo de la velocidad (con la perturbacio´n
sinusoidal inicial incorporada) a t = 0 s.
Varios tipos de esquemas de ignicio´n pueden conseguir esta implosio´n. En este test se utiliza
el esquema esta´ndar, donde el combustible alcanza una conﬁguracio´n isoba´rica despue´s de la
compresio´n adiaba´tica inicial. En este punto tenemos dos regiones, una zona caliente central de
baja densidad rodeada de una regio´n densa y fria (ﬁgura 4.10). En un modelo ma´s completo la
fusio´n comenzar´ıa en la regio´n caliente produciendo una onda de detonacio´n.
En la fase de estancamiento, las inestabilidades de Rayleigh-Taylor crecen cuando un ﬂuido
denso (ρ2) es acelerado hacia otro menos denso (ρ1), es decir cuando los gradientes de presio´n
y densidad satisfacen ∇P · ∇ρ < 0. Cuanto ma´s negativo sea el gradiente, mas fuerte sera´ la
inestabilidad.
Si introducimos una perturbacio´n inicial (δ0) en la zona caliente, la perturbacio´n crecera´ de
forma exponencial con una tasa de crecimiento cla´sica (descrita en Chandrasekhar, 1981 [20]):
δ = δ0 · exp(γ · t) (4.2)
γ = (At · κ · aint)1/2 (4.3)
At = (ρ2 − ρ1) / (ρ2 + ρ1) (4.4)
donde At es el nu´mero de Atwood, κ es el nu´mero de ondas de la perturbacio´n y aint es la
aceleracio´n en la regio´n caliente.
Las pequen˜as irregularidades iniciales rompen la simetr´ıa esfe´rica y inducen la ampliacio´n
de las inestabilidades de Rayleight-Taylor.
A lo largo de los an˜os, varias simulaciones nume´ricas (Atzeni, 1996 [4], Sakaiya y colabora-
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dores, 2002 [82]) han observado que la tasa de crecimiento cla´sica no es del todo correcta en el
frente de onda, porque toma como despreciable los gradientes de densidad, la conduccio´n te´rmi-
ca, etc. Para solventar este problema se han propuesto diferentes expresiones. Una de las mas
usadas es la expresio´n modiﬁcada de Takabe, que algunos autores recomiendan para la simulacio´n
que aqu´ı se muestra (Smalyuk y colaboradores, 2002 [92], Lobatchev y Betti, 2000 [51]):
γ = α
( κ · aint
1 + κ · Lm
)1/2
− β · κ · vint (4.5)
donde Lm es el mı´nimo de la longitud de escala de densidad en el frente de onda (L = ρ/∇ρ),
vint es la velocidad en la regio´n caliente y α,β son para´metros constantes (α ≃ 0.9 ; β ≃ [1÷ 4])
Un problema grave de esquemas nume´ricos al incorporar la formulacio´n de viscosidad arti-
ﬁcial es que introducen demasiada viscosidad en el sistema, reduciendo e incluso disipando el
crecimiento de las inestabilidades (en este caso α = 1.0 y β = 2.0). Por eso es interesante intro-
ducir las correcciones de Balsara (Balsara, 1995 [7]) para mejorar la descripcio´n de la viscosidad
artiﬁcial y que reproduzca la rarefaccio´n esperada en los ﬂujos de cizalla. En modelos de baja
resolucio´n, como el nuestro, la perturbacio´n debe de ser lo suﬁcientemente grande para que se
produzcan las inestabilidades.
Modelo inicial
Las condiciones iniciales de la simulacio´n son similares a las de Sakagami y Nishihara, 1990
[81] y se especiﬁcan en el cuadro 4.3.
Radio (cm) Densidad (g.cm−2) Presio´n (Mbar) Velocidad (cm.s−1)
Combustible < 0.013 0.5 10 0
Zona de ignicio´n 0.013 − 0.19 5.0 10 1.5 · 107
Superﬁcie > 0.19 0.5 10 1.5 · 107
Cuadro 4.3: Condiciones iniciales en 1D, que luego se trasladan a 2D, obteniendo los valores
mostrados en la ﬁgura 4.10.
Se dispone de una distribucio´n de 8 000 part´ıculas en 2D, construida a partir de los perﬁles
1D del cuadro 4.3. Para aumentar el crecimiento de las inestabilidades, se introduce un perﬁl
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de perturbacio´n en la velocidad, en la zona de ignicio´n, que sigue las siguiente las siguientes
ecuaciones:
v = v0 + δ v (4.6)
δv = A · v0 · sin(m θ) (4.7)
A = A0 · exp
(
−
(
S − Sc
ς
)2)
(4.8)
donde Sc = 0.0469 cm es la distancia a la que se produce la perturbacio´n desde el centro de
la ca´psula, m = 8 representa el nu´mero de burbujas Rayleigh-Taylor que se van a generar y
esta relacionado con el nu´mero de ondas segu´n κ = m/Sc, A0 = 0.25 y ς = 5 · 10−4 cm son
para´metros constantes que determinan la amplitud de la perturbacio´n y el ancho de funcio´n
Gaussiana alrededor de Sc donde se aplica la perturbacio´n.
Resultados
El cuadro 4.4 describe el comportamiento de la ejecucio´n del co´digo.
Parts. PC τModel (ns) τCPUsystem (h) τCPUuser (h) Speedup Iters. Refs.
8 000 A 0.274 32.75 9.75 3.36 378 3 070
Cuadro 4.4: Tiempo de computacio´n del co´digo impl´ıcito. Los valores son obtenidos cuando la
onda de choque llega al borde del sistema simulado en r = 0.01 cm desde el centro de masas.
La ejecucio´n en el PC A se realiza con 8 threads en un portatil con CPU Intel Core i7-2720QM
2.2Ghz y 16 GB DDR3-1600Mhz.
En la ﬁgura 4.11 se muestran los tiempos de computacio´n.
En la ﬁgura 4.12 se muestran los perﬁles de densidad y velocidad de forma simulta´nea, cuando
la onda de choque llega al borde exterior de la simulacio´n.
En la ﬁgura 4.13 se puede observar la evolucio´n temporal de las part´ıculas del modelo, y en la
ﬁgura 4.14 la conservacio´n de la energ´ıa y el momento lineal del sistema. En la ﬁgura 4.13(b), se
ve claramente el caracter sinusoidal de la perturbacio´n de la velocidad. En los gra´ﬁcos siguientes
se aprecia la asimetr´ıa entre los picos ma´s densos y las burbujas mucho menos densas. Si la
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(a) Iteracio´n Vs Reﬁnamientos (b) Speedup
(c) Ratio ∆tISFAA/∆tCourant
Figura 4.11: Tiempos de computacio´n de la simulacio´n con 7 668 particulas.
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(a) 8 000 Particles (ρ, P ) (b) 8 000 Particles (ρ, V )
Figura 4.12: Perﬁles de densidad cuando la onda de choque llega al borde exterior de la simula-
cio´n, a un tiempo de t = 0.274 ns.
resolucio´n fuera mayor, podr´ıamos observar que en los lados de las burbujas, se producir´ıan los
vo´rtices caracter´ısticos de las inestabilidades de Kelvin-Helmholtz.
De las pruebas realizadas se determina que el sistema es muy dependiente de la geometr´ıa
de la perturbacio´n inicial y, para el crecimiento de las inestabilidades, de la resolucio´n que del
sistema. Si aumentamos m tenemos ma´s perturbaciones, lo que en la pra´ctica representa una
reduccio´n local de la resolucio´n.
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(a) Iter = 0, t = 0.00 ns (b) Iter = 30, t = 0.032 ns (c) Iter = 80, t = 0.050 ns
(d) Iter = 130, t = 0.074 ns (e) Iter = 170, t = 0.117 ns (f) Iter = 200, t = 0.155 ns
(g) Iter = 250, t = 0.214 ns (h) Iter = 320, t = 0.247 ns (i) Iter = 400, t = 0.282 ns
(j) Iter = 500, t = 0.306 ns (k) Iter = 600, t = 0.331 ns (l) Iter = 719, t = 0.384 ns
Figura 4.13: Evolucio´n temporal de la inestabilidad de Rayleigh-Taylor en la zona de estanca-
miento del ICF con 8 000 part´ıculas, con m = 8. Se muestra el mapa de color de la densidad
(g/cm2) en diferentes instantes de tiempo.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Energ´ıa del sistema (d) Conservacio´n del momento lineal
Figura 4.14: Conservacio´n de la energ´ıa y momento lineal de la simulacio´n con 8 000 particulas.
4.4. Ca´ıda libre
El test de la ca´ıda libre consiste en el colapso gravitatorio de una esfera gaseosa.
Para simular el colapso, la presio´n del gas y la viscosidad artiﬁcial se anulan de modo que
la estructura se derrumba bajo la fuerza de la gravedad. La implosio´n del sistema se deja evo-
lucionar, a energ´ıa constante, hasta que el tiempo transcurrido se encuentra cerca del tiempo
ma´ximo de colapso tcol.
Si tenemos una esfera de densidad uniforme con masa M y radio R, la part´ıcula ma´s alejada
del centro de masas tendra´ un tiempo caracter´ıstico de colapso, el ma´ximo para todo el sistema,
descrito por:
tcol =
π
2
(
R3
2 G M
)1/2
(4.9)
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Para una part´ıcula cualquiera i la solucio´n anal´ıtica de la ca´ıda libre sigue la ecuacio´n:
t
tcol
= 1− 2π
(
sin−1
(
r
r0
)1/2
−
(
r
r0
)1/2(
1− r
r0
)1/2)
(4.10)
donde r0 es su radio inicial y r es el radio de i a tiempo t.
La simetr´ıa esfe´rica del test de la ca´ıda libre es muy exigente porque la evolucio´n es altamente
no lineal, lo que permite una buena comprobacio´n de la gravedad. Es por ello que se aprovecha
este test para comprobar las diferentes implementaciones de la gravedad (seccio´n 2.2.4):
1. Gravedad exacta: Calculada de forma directa expl´ıcita, que tiene un coste de Θ(n2).
2. Gravedad calculada con la ley de Gauss, que solamente sirve para modelos con simetr´ıa
esfe´rica y que tiene un coste de Θ(n log n).
3. Gravedad calculada con la aproximacio´n multipolar del potencial gravitatorio, que tiene
un coste de Θ(n log n).
Modelo inicial
Los modelos que aqu´ı se muestran son los siguientes:
Modelo 2D con 3 720 part´ıculas, distribuidas en una forma circular con la gravedad segu´n
la ley de Gauss para un cilindro 2D.
Modelo 3D con 9 134 part´ıculas, distribuidas en una forma esfe´rica con la gravedad segu´n
la ley de Gauss para una esfera 3D.
Se anula la presio´n de las part´ıculas en la ecuacio´n de estado, P = 0 dyn.cm−3 y no se tiene en
cuenta la viscosidad artiﬁcial.
Para poder mostrar mejor la evolucio´n, sobre todo de las fases ﬁnales del colapso, se ha
tomado un paso de tiempo ﬁjo de ∆t = 10e−2.
Resultados
El cuadro 4.5 describe el comportamiento de la ejecucio´n del co´digo para los dos modelos.
En la ﬁgura 4.15 se muestran los tiempos de computacio´n de los dos modelos.
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(a) Modelo 2D - Speedup (b) Modelo 2D - Ratio ∆tISFAA/∆tCourant
(c) Modelo 3D - Speedup (d) Modelo 3D - Ratio ∆tISFAA/∆tCourant
Figura 4.15: Tiempos de computacio´n de la simulacio´n, modelos 2D con 3 720 particulas y en 3D
con 9 134. Se observa que, a pesar de ser modelos con diferentes dimensiones, a mayor nu´mero
de part´ıculas mayor es el speedup debido que el ca´lculo paralelo de la inversio´n de la matriz
requiere mayor tiempo.
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Tipo de ca´lculo de la gravedad Parts. PC τModel (s) τCPUsystem (h) τCPUuser (h) Speedup Iters.
Aprox. con ley de gauss 2D 3 720 A 26.91 0.64 0.33 1.939 129
Aprox. con ley de gauss 3D 9 134 A 14.34 1.79 0.77 2.325 93
Cuadro 4.5: Tiempo de computacio´n del co´digo impl´ıcito en funcio´n de los diferentes ca´lculos
de la gravedad. La ejecucio´n en el PC A se realiza con 8 threads en un portatil con CPU Intel
Core i7-2720QM 2.2Ghz y 16 GB DDR3-1600Mhz.
En la ﬁgura 4.16 se muestran los perﬁles de densidad, velocidad y gravedad, cuando la
implosio´n esta pro´xima al centro de masas inicial para los dos modelos.
En las ﬁguras se puede observar la evolucio´n temporal del modelo 2D con 3 720 part´ıculas
(ﬁgura 4.17) y en el modelo 3D con 9 134 part´ıculas (ﬁgura 4.18).
En las ﬁguras se puede observar la conservacio´n de la energ´ıa y el momento lineal del sistema
del modelo 2D con 3 720 part´ıculas (ﬁgura 4.19) y en el modelo 3D con 9 134 part´ıculas (ﬁgura
4.20).
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(a) 2D con 3 720 (ρ, P ), Iter=129 (b) 2D con 3 720 (ρ, V ), Iter=129
(c) 3D con 9 134 (ρ, P ), Iter=93 (d) 3D con 9 134 (ρ, V ), Iter=93
(e) 2D con 3 720 (|∇P/ρ| V s |G|), Iter=129 (f) 3D con 9 134 (|∇P/ρ| V s |G|), Iter=93
Figura 4.16: Perﬁles de densidad cuando la implosio´n esta pro´xima al centro de masas inicial.
En los paneles 4.16(e) y 4.16(f) podemos observar la gravedad del sistema.
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(a) Iter = 0, t = 0.0 s (b) Iter = 10, t = 1. s (c) Iter = 15, t = 1.5 s
(d) Iter = 20, t = 2.0 s (e) Iter = 25, t = 2.5 s (f) Iter = 30, t = 3.0 s
(g) Iter = 50, t = 5.0 s (h) Iter = 75, t = 7.5 s (i) Iter = 105, t = 10.5 s
(j) Iter = 110, t = 11. s (k) Iter = 120, t = 12. s (l) Iter = 129, t = 12.9 s
Figura 4.17: Evolucio´n temporal del modelo 2D con 3 720 part´ıculas. los paneles 4.17(j) 4.17(k)
y 4.17(l) tienen una escala mas cercana al centro de masas.
4.4. CAI´DA LIBRE 119
(a) Iter = 0, t = 0.0 s (b) Iter = 4, t = .4 s (c) Iter = 6, t = .6 s
(d) Iter = 8, t = .8 s (e) Iter = 10, t = 1.0 s (f) Iter = 12, t = 1.2 s
(g) Iter = 14, t = 1.4 s (h) Iter = 16, t = 1.6 s (i) Iter = 18, t = 1.8 s
(j) Iter = 25, t = 2.5 s (k) Iter = 50, t = 5.0 s (l) Iter = 93, t = 9.3 s
Figura 4.18: Evolucio´n temporal del modelo 3D con 9 134 part´ıculas. los paneles 4.18(j) 4.18(k)
y 4.18(l) tienen una escala mas cercana al centro de masas.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Energ´ıa del sistema (d) Conservacio´n del momento lineal
Figura 4.19: Conservacio´n de la energ´ıa y momento lineal de la simulacio´n con el modelo 2D
de 3 720 particulas.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Energ´ıa del sistema (d) Conservacio´n del momento lineal
Figura 4.20: Conservacio´n de la energ´ıa y momento lineal de la simulacio´n con el modelo 3D
de 9 134 particulas.
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4.5. Evolucio´n de una onda te´rmica
Este test consiste en observar la evolucio´n de una onda te´rmica a trave´s de un medio ho-
moge´neo a una densidad constante, segu´n se describe en Cabezo´n y colaboradores, 2008 [17]. En
la evolucio´n del modelo se asume que las part´ıculas no se mueven y, por tanto, la evolucio´n de
la onda esta determinada u´nicamente por la ecuacio´n de la energ´ıa. El objetivo es determinar
en que medida el co´digo es capaz de reproducir la difusio´n de calor ajusta´ndose a la solucio´n
anal´ıtica descrita por Zel’dovich y Raizer, 1967 [104].
La evolucio´n de la onda te´rmica que se desplaza en el interior de un medio esta´tico se
encuentra determinada por la ecuacio´n de la energ´ıa, Eq. (2.133):
∂Ui
∂t =
Pi
Ωi ρ2i
N∑
j=1
mj (vi − vj)∇iWij(hi) +
(
dUi
dt
)
visco
+
(
dUi
dt
)
cond
esta ecuacio´n puede ser simpliﬁcarda al tener solo conductividad te´rmica, Eq. (2.125):
(
dUi
dt
)
cond
=
N∑
j=1
mj
ρiρj
(κi + κj) (Tj − Ti)
r2ij
rij ·∇iWij
donde κ es el coeﬁciente de conductividad te´rmica.
Otro punto interesante se encuentra en las duras condiciones iniciales que tratan de repre-
sentar una discontinuidad te´rmica. Las diﬁcultades que se observan para manejar estas discon-
tinuidades te´rmicas son similares al caso de los choques hidrodina´micos multidimensionales, y
por tanto, es necesario ampliar de forma artiﬁcial la resolucio´n del co´digo.
Una aplicacio´n de este test a un caso real lo encontramos en Hillebrandt y Niemeyer, 2000
[39], donde una onda te´rmica, con un grosor pequen˜o de 1 cm, es el precursor de una ignicio´n
nuclear que termina con la explosio´n de una supernova de tipo Ia.
Para el modelo inicial se ha escogido la implementacio´n descrita por Jubelgas y colaboradores,
2004 [44]. que establecen la distribucio´n de energ´ıa inicial siguiendo la funcio´n de Green, que es
solucio´n exacta al problema de la conduccio´n para la siguiente funcio´n inicial:
U (r, t) =
A
4π α t exp
(
− r
2
4α t
)
+ Uo (4.11)
donde el para´metro α representa la difusividad te´rmica a volumen constante, tiene unidades de
cm3.s−1, y segu´n se cita en Zel’dovich y Raizer, 1967 [104], responde a la siguiente ecuacio´n:
α = κρ Cv
(4.12)
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donde el para´metro κ es la conductividad te´rmica, con un valor de κi = ρ¯ij · c¯vij ·
(
h¯ij · c¯ij + 4 |µij |
)
y que se encuentra deﬁnida en la Eq. (2.118); Cv es el calor espec´ıﬁco a volumen constante.
El ratio de cambio de la energ´ıa te´rmica se puede obtener derivando la ecuacio´n 4.11 con
respecto al tiempo:
d U (r, t)
dt
=
A
4παt2
[
exp
(
− r
2
4vαt
)](
r2
4αt − 1
)
(4.13)
Modelo inicial
Se dispone de un modelo circular en 3D con 4 148 part´ıculas distribuidas de forma equidis-
tante. Dado un tiempo inicial t = 0.4 s, que despue´s se toma como tiempo inicial, la ecuacio´n
4.11 proporciona el perﬁl preciso de una onda te´rmica que emerge de la discontinuidad inicial.
En este test se toman como condiciones iniciales: A = 105 erg.cm2.g−1, Uo = 103 erg.g−1,
rmax = 8 cm y ρ = 1 g.cm−2.
Solo la ecuacio´n de la temperatura se coloca en el esquema y por tanto, solo se modiﬁca la
temperatura de las part´ıculas y no su posicio´n. El paso de tiempo se ha tomado ﬁjo a ∆t = 1.0 s.
Resultados
En la ﬁgura 4.21 se puede observar la posicio´n de las part´ıculas del modelo, proyectado en
un plano 2D en la u´ltima iteracio´n de la simulacio´n, la posicio´n no varia durante la evolucio´n.
Figura 4.21: Posiciones de las part´ıculas en la simulacio´n con 4 148 particulas a t = 50.4 s,
Iter=50. Se muestra el mapa de color de la densidad (g/cm3).
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En la ﬁgura 4.22 podemos observar la evolucio´n temporal de la temperatura hasta que la
onda te´rmica esta pra´cticamente disipada.
(a) Iter = 1, t = 1.4 s (b) Iter = 5, t = 5.4 s (c) Iter = 10, t = 10.4 s
(d) Iter = 15, t = 15.4 s (e) Iter = 20, t = 20.4 s (f) Iter = 25, t = 25.4 s
(g) Iter = 30, t = 30.4 s (h) Iter = 40, t = 40.4 s (i) Iter = 50, t = 50.4 s
Figura 4.22: Evolucio´n temporal de la temperatura en la simulacio´n con 4 148 particulas. Se
muestra el mapa de color de la densidad (g/cm3) en diferentes instantes de tiempo.
Cap´ıtulo 5
Tests con gravedad
Una vez que se ha validado el co´digo ISFAA con los test, se aplica a escena´rios propiamente
astrof´ısicos. Para ello sera´ necesario activar toda la f´ısca implementada.
Como en el caso de los tests, se establece por cada aplicacio´n el siguiente esquema:
Descripcio´n: Donde se analiza lo que se va a probar y lo que se espera obtener.
Modelo inicial: Donde se da una descripcio´n f´ısica de las variables del modelo.
Resultados: Donde se analizan las salidas de la simulacio´n.
Para obtener resultados en los tests con gravedad que simulen los casos reales es necesario
crear modelos en 3D. Debido al coste computacional del me´todo impl´ıcito esto es todo un
ha´ndicap. Para obtener resultados precisos en 3D, que describan perfectamente las ondas de
rarefaccio´n, es necesario al menos unas 100 000 part´ıculas, pero con la capacidad de ca´lculo de
la que se dispono (servidor multinu´cleo de 8 CPUs con tecnolog´ıa HyperThreading y 48GB de
RAM) solamente modelos de un ma´ximo de 30 000 part´ıculas en 3D pueden ser calculados. A
persar de ello los resultados siguen siendo va´lidos, simplemente la resolucio´n es menor y, por
tanto, la interpolacio´n o suavizado entre puntos es mayor, disminuyendo la precisio´n.
Los tests con gravedad que se han simulado son las siguientes:
1. Evolucio´n casi-esta´tica de un sistema pro´ximo al equilibrio (Toy Star en 2D).
2. Equilibrio hidrosta´tico de una estrella de tipo solar, construido con un pol´ıtropo.
3. Equilibrio hidrosta´tico de una enana blanca masiva de 1.15MΘ.
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4. Aproximacio´n implicita cuas´ı-hidrosta´tica. Esto supone la evolucio´n de un sistema casi-
esta´tico, en el que las velocidades no se encuentran expl´ıcitamente en el modelo y esta´ orien-
tado a demostrar que puede evolucionar en largos intervalos temporales.
5.1. Evolucio´n casi-esta´tica de un sistema pro´ximo al equilibrio
Basado en las estrellas de jugete descritas por Monaghan, 2005 [61], se genera un sistema
que se sostiene por una gravedad ma´s simple que la real, espec´ıﬁca para este tipo de modelos.
Se observara´ que el sistema consigue un equilibrio con simetr´ıa esfe´rica despue´s del varias
pulsaciones.
Gravedad basada en un oscilador armo´nico
La gravedad de estos sistemas pro´ximos al equilibrio es una simpliﬁcacio´n de un oscilador
armo´nico, descrito en el ape´ndice C.2, donde la gravedad tiene un valor proporcional a la dis-
tancia al centro de masas.
Para ello, tomamos un valor de κ = 1 y n = 1, obteniendo las ecuaciones siguientes:
gi = −rCMi = −rCMi · �rCMi
gxi = −rCMi ·
xi − xCM
rCMi
= −
(
xi − xCM
)
gyi = −rCMi ·
yi − yCM
rCMi
= −
(
yi − yCM
)
gzi = −rCMi ·
zi − zCM
rCMi
= −
(
zi − zCM
)
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∂ gxi
∂ xi
= −1
∂ gxi
∂ yi
= 0
∂ gxi
∂ zi
= 0
∂ gyi
∂ xi
= 0
∂ gyi
∂ yi
= −1
∂ gyi
∂ zi
= 0
∂ gzi
∂ xi
= 0
∂ gzi
∂ yi
= 0
∂ gzi
∂ zi
= −1
Modelo inicial
Se dispone de un modelo en 2D con 8 000 part´ıculas distribuidas a partir de un grid equi-
distante al que se realiza “stretching” para obtener el perﬁl de densidad adecuado. Este perﬁl
procede de una integracio´n anal´ıtica descrita por la ecuacio´n:
ρ = ρc · e−(r2/2K) (5.1)
donde el valor de K = (γ − 1) Uo.
Si en la simulacio´n tomamos la energ´ıa inicial como Uo = 3, obtenemos un valor de K = 2 y
el perﬁl de la densidad queda como sigue:
ρ = ρc · e−(r2/4) (5.2)
donde el valor de la densidad central que se ha tomado es ρc = 1 g.cm−2.
Resultados
El cuadro 5.1 describe el comportamiento de la ejecucio´n del co´digo.
En la ﬁgura 5.1 se muestran los tiempos de computacio´n.
En la ﬁgura 5.2 se muestran los perﬁles cuando el modelo llega a la estabilidad.
En la ﬁgura 5.3 se puede observar la evolucio´n temporal de las part´ıculas del modelo.
En la ﬁgura 5.4 se puede observar la conservacio´n de la energ´ıa del sistema.
En la ﬁgura 5.5 se puede observar la conservacio´n del momento lineal y angular del sistema.
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(a) Iteracio´n Vs Reﬁnamientos (b) Speedup
(c) Ratio ∆tISFAA/∆tCourant
Figura 5.1: Tiempos de computacio´n de la simulacio´n con 8 000 particulas.
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Parts. PC τModel (s) τCPUsystem (d) τCPUuser (d) Speedup Iters.
8 000 C 172.5 16.18 6.85 2.36 7240
Cuadro 5.1: Tiempo de computacio´n del co´digo impl´ıcito. Los valores son obtenidos cuando el
modelo se estabiliza. La ejecucio´n en el PC C se realiza con 4 threads en un PC de sobremesa
con CPU Intel Core 2 Quad-8400Q 2.33Ghz y 6 GB DDR2-667Mhz. El tiempo de computacio´n,
tanto de sistema como de usuario, se especif´ıca en d´ıas.
(a) Perﬁl inicial (ρ, T ) en Iter=0 (b) Perﬁl inicial (V ) en Iter=0
(c) Perﬁl ﬁnal (ρ, P ) en Iter=7 000 (d) Perﬁl ﬁnal (ρ, V ) en Iter=7 000
Figura 5.2: Perﬁles de densidad, velocidad, presio´n y temperatura cuando la simulacio´n consigue
la estabilidad. En el panel 5.2(d) se observa que el modelo se encuentra pra´cticamente sin
velocidad.
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(a) Iter = 0, t = 0.0 s (b) Iter = 100, t = 0.5 s (c) Iter = 300, t = 3.3 s
(d) Iter = 500, t = 6.6 s (e) Iter = 700, t = 10.2 s (f) Iter = 900, t = 13.4 s
(g) Iter = 1100, t = 17.0 s (h) Iter = 1300, t = 20.7 s (i) Iter = 1500, t = 24.5 s
(j) Iter = 2000, t = 34.9 s (k) Iter = 4000, t = 86.6 s (l) Iter = 7000, t = 166.5 s
Figura 5.3: Evolucio´n temporal del modelo de evolucio´n cuasi-esta´tica de un sistema pro´ximo al
equilibrio. Se muestra el mapa de color de la densidad (g/cm2) en diferentes instantes de tiempo.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Energ´ıa del sistema (d) |∇P/ρ| V s |G|
Figura 5.4: Conservacio´n de la energ´ıa en la simulacio´n y equilibrio del sistema. En el panel
5.4(d) se puede observar el ajuste con la gravedad proporcional a la distancia en el equilibrio.
(a) Conservacio´n del momento lineal (b) Conservacio´n del momento angular
Figura 5.5: Conservacio´n del momento lineal y angular en la simulacio´n.
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5.2. Equilibrio hidrosta´tico de una estrella de tipo solar
Se genera un modelo de una estrella de la secuencia principal con masa solar a partir de un
pol´ıtropo. El modelo se puede construir mediante la integracio´n de la ecuacio´n politro´pica de
Lane-Endem [21].
Este modelo se deja relajar mediante un co´digo SPH expl´ıcito hasta que llega al equilibrio.
La simulacio´n con el co´digo impl´ıcito comienza con este modelo y tiene como objetivo encontrar
un nuevo punto de equilibrio en el co´digo impl´ıcito con la gravedad activada.
Modelo inicial
Se dispone de un modelo en 3D con 8 000 part´ıculas con simetr´ıa esfe´rica y distribuidas
de forma que reproduzcan el perﬁl de densidad politro´pico. Se toma una masa similar a la del
sol M = 1M⊙ y se distribuye de tal modo que el radio ma´ximo sea el solar R = R⊙. que se
corresponde con una densidad central de ρc = 66 g.cm−3. Como ecuacio´n de estado se toma la
de gas ideal con µi = 0.62.
Resultados
El cuadro 5.2 describe el comportamiento de la ejecucio´n del co´digo.
Parts. PC τModel (s) τCPUsystem (d) τCPUuser (d) Speedup Iters. Refs.
8 000 B 61 000 26.78 1.84 14.55 156 941
Cuadro 5.2: Tiempo de computacio´n del co´digo impl´ıcito. Los valores se muestran una vez el
modelo consigue la estabilidad. La ejecucio´n en el PC B se realiza con 16 threads en un sevidor
multinu´cleo con 2 CPU Intel Xeon W5580 3.2Ghz y 48 GB DDR3-1333Mhz. El tiempo de
computacio´n, tanto de sistema como de usuario, se especif´ıca en d´ıas. A la luz de estos nu´meros
podemos deducir que si el sistema esta pra´cticamente en equilibrio, la matriz dispersa es muy
homoge´nea en el valor de sus celdas y por tanto los preacondicionadores de PARDISO funcionan
peor y pra´cticamente todo el tiempo de ca´lculo es utilizado en la inversio´n de la matriz.
En la ﬁgura 5.6 se muestran los tiempos de computacio´n.
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(a) Iteracio´n Vs Reﬁnamientos (b) Speedup
(c) Ratio ∆tISFAA/∆tCourant
Figura 5.6: Tiempos de computacio´n de la simulacio´n con 8 000 particulas. En el panel 5.6(c)
se puede observar que el ratio del paso de tiempo respecto del tiempo de Courant es 35 veces
superior.
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En la ﬁgura 5.7 se muestran los perﬁles cuando el modelo llega a la estabilidad.
(a) Perﬁl inicial (ρ, T ) en Iter=0 (b) Perﬁl inicial (V ) en Iter=0
(c) Perﬁl ﬁnal (ρ, P ) en Iter=156 (d) Perﬁl ﬁnal (ρ, V ) en Iter=156
Figura 5.7: Perﬁles de densidad, velocidad, presio´n y temperatura cuando la simulacio´n consigue
la estabilidad. En el panel 5.7(d) se observa que las velocidades de las part´ıculas exteriores, aun
siendo pequen˜as, son las que determinan que la convergencia de la iteracio´n. Es decir, los criterios
estrictos pueden hacer que zonas sin intere´s para la simulacio´n controlen el paso de tiempo de
tiempo. Es tarea del cient´ıﬁco tunear el co´digo para establecer los criterios, en cada modelo, que
eviten que que las zonas no esenciales supongan un l´ımite en la simulacio´n.
En la ﬁgura 5.8 se puede observar la evolucio´n temporal de las part´ıculas del modelo.
En la ﬁgura 5.9 se puede observar la conservacio´n de la energ´ıa del sistema.
En la ﬁgura 5.10 se puede observar la conservacio´n del momento lineal y angular del sistema.
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(a) Iter = 0, t = 0.0 s (b) Iter = 10, t = 40.4 s (c) Iter = 20, t = 1 457.9 s
(d) Iter = 30, t = 4 609.0 s (e) Iter = 50, t = 11 762.4 s (f) Iter = 70, t = 19 755.3 s
(g) Iter = 90, t = 28 481.6 s (h) Iter = 120, t = 43 263.0 s (i) Iter = 156, t = 61 000.6 s
Figura 5.8: Evolucio´n temporal de una estrella de tipo solar. Se muestra el mapa de color de la
densidad (g/cm3) en diferentes instantes de tiempo.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Energ´ıa del sistema (d) |∇P/ρ| V s |G|
Figura 5.9: Conservacio´n de la energ´ıa en la simulacio´n y equilibrio del sistema. En el panel
5.4(d) se puede observar el ajuste con la gravedad en el equilibrio.
(a) Conservacio´n del momento lineal (b) Conservacio´n del momento angular
Figura 5.10: Conservacio´n del momento lineal y angular en la simulacio´n.
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5.3. Equilibrio hidrosta´tico de una enana blanca masiva (m ≃
1.15M⊙)
Una prueba ma´s completa y de gran intere´s para caracterizar el comportamiento del co´digo
SPH impl´ıcito es la simulacio´n de la hidrosta´tica, por lo tanto independiente del tiempo, de la
estructura de una enana blanca isoterma de Mwd = 1.15 M⊙ con N = 20 000 part´ıculas.
Este modelo ha sido construido utilizando un SPH expl´ıcito con la misma f´ısica que luego se
utilizara´ en el esquema impl´ıcito.
Es un objeto mucho ma´s inestable que en el test del equilibrio hidrosta´tico de una estrella
de tipo solar.
Modelo inicial
Se dispone de un modelo inicial en 3D con 20 000 part´ıculas y unos 100 vecinos reales.
Se aplican las siguientes personalizaciones del algoritmo:
Gravedad impl´ıcita basada en el ca´lculo aproximado del potencial gravitatorio, segu´n se
ha descrito anteriormente.
Ecuacio´n de estado ma´s soﬁsticada y realista, especiamente construida para su uso en
objetos compactos y que incluye electrones degenerados, iones y radiacio´n.
Transporte de calor por conduccio´n.
Adema´s del caso que aqu´ı se presenta, se han probado diferentes para´metros:
Modelo inicial con diferente nu´mero de part´ıculas, entre 5 000 y 40 000 part´ıculas.
Nu´mero de vecinos, entre 12 y 22 fraccionarios que equivalen a entre 50 y 100 reales.
Gravedades diferentes: ley de gauss (considerando simetr´ıa esfe´rica), directa expl´ıcita y
impl´ıcita.
Temperatura constante o temperatura variable.
En caso de temperatura variable, con o sin conductividad te´rmica.
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Resultados
En la ﬁgura 5.11 se muestra la distribucio´n de la enana blanca en 3D con 20 000, proyectada
en un plano, una vez que llega al equilibrio.
Figura 5.11: Evolucio´n temporal a un tiempo t = 25 s. Se muestra el mapa de color de la
densidad (g.cm−3).
En la ﬁgura 5.12 se muestra el perﬁl del gradiente de presio´n dividido para la densidad
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|∇P/ρ| comparado con el valor absoluto de la gravedad, a un tiempo de t = 25 s.
Figura 5.12: Perﬁl del gradiente de presio´n dividido para la densidad comparado con el valor
absoluto de la gravedad, a t = 25 s. La correspondencia entre ambos perﬁles es excelente y la
enana blanca alcanza un buen equilibrio meca´nico.
La ﬁguras 5.13 y 5.14 se muestra la energ´ıa y su evolucio´n en la simulacio´n. Son los estados
ﬁnales de la enana blanca durante la evolucio´n hacia la estabilidad a t = 25 s.
Vemos que la energ´ıa cine´tica decae ra´pidamente cuando se acerca al equilibrio meca´nico y
te´rmico. Despue´s de 25 segundos la energ´ıa cine´tica se ha reducido muchos ordenes de magnitud
en comparacio´n con la energ´ıa de la estrella.
Sin embargo, hay todav´ıa un nivel de ruido que impide un crecimiento adecuado del paso de
tiempo. El paso de tiempo siempre se mantuvo por debajo de las 50 veces el tiempo de Courant,
similar al caso anterior, pero todav´ıa insuﬁciente para llevar a cabo estudios pra´cticos sobre la
evolucio´n cuas´ı-hidrosta´tica de las estructuras estelares.
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Figura 5.13: Energ´ıa del sistema.
Figura 5.14: Variacio´n de la energ´ıa.
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5.4. Aproximacio´n implicita cuas´ı-hidrosta´tica
En este tipo de modelos las velocidades no entran explicitamente en el esquema de ca´lculo y
el tiempo de evolucio´n esta determinado por el proceso f´ısico, no por el tiempo de Courant.
El equilibrio de las ecuaciones se consigue mediante la ecuacio´n del momento modiﬁcada
(el te´rmino de la velocidad es nulo) y la ecuacio´n de la energ´ıa modiﬁcada, segu´n vemos a
continuacio´n:
a = 0 = −
N∑
j=1
mj
(
Pi
Ωi ρ2i
∇iWij(hi) + PjΩj ρ2j
∇iWij(hj)
)
(5.3)
U˙ =
d Ui
d t
=
Pi
Ωi ρ2i
·
(
ρi − ρ(n−1)i
)
(5.4)
ρ =
N∑
j=1
mj Wij(hi) (5.5)
h =
(
K
ρ
)1/d
(5.6)
Cuadro 5.3: Discretizacio´n de las ecuaciones del SPH: Esquema cuas´ı-hidrosta´tico
Modelo inicial
Para modelo el inicial tomaremos una distribucio´n 1D de 360 part´ıculas colocadas de forma
circular en 2D (es decir un sistema 1D cerrado sobre s´ı mismo), de tal modo que no tengamos
problemas con los contornos. Se toman 18 vecinos reales. Un dato curioso es que en este modelo
1D circular la Ω tiene da un valor de 0.5.
Inicialmente se realizara´ una relajacio´n del modelo, encontrando un equilibrio en una u´nica
iteracio´n. Para ello relajaremos el criterio de reﬁnamientos ma´ximos, colocandolo en 50 en vez
de los 5 del resto de los tests. En esta primera fase no se activa la ecuacio´n de la energ´ıa, es
decir con el paso de los reﬁnamientos la energ´ıa permanece constante.
Una vez alcanzado el equilibrio se inyectara´ energ´ıa de forma expl´ıcita, en funcio´n del paso
de tiempo entre iteraciones, de forma que el modelo tendera´ a expansionarse sin que la velocidad
se encuentre explicitamente en el esquema. Para este caso se activa la ecuacio´n de la energ´ıa en
el esquema, para que distribuya la energ´ıa inyectada entre las part´ıculas.
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Para la inyeccio´n de energ´ıa se toma un paso de tiempo ﬁjo de ∆t = 102 s.
Resultados
El modelo consigue la estabilidad y posteriormente es capaz de expansionarse durante varias
iteraciones.
Una vez que se empieza a inyectar energ´ıa el sistema se expande, pero a pesar de ello, con
el paso de las iteraciones aparecen pequen˜as diferencias de simetria en el modelo, que provocan
acumulaciones de densidad en la l´ınea circular de part´ıculas. Estas diferencias acaban afectando
a la totalidad de las part´ıculas del modelo y provocan una perdida de simetria global. De todos
modos, el objetivo esta cumplido, durante varias iteraciones el modelo logra expansionarse debido
a la inyeccio´n de energ´ıa.
Con este test se demuestra que es posible trabajar con este tipo de modelos con un co´digo
impl´ıcito y es un buen punto de partida para poder explorar las posibilidades de los sistemas
cuas´ı-hidrosta´ticos. Este tipo de sistemas no son objetivo de los co´digos expl´ıcitos por la limita-
cio´n en el paso de tiempo de Courant.
En la ﬁgura 5.15 se muestran los tiempos de computacio´n.
En la ﬁgura 5.16 se puede observar la evolucio´n temporal de las part´ıculas del modelo.
En la ﬁgura 5.17 se puede observar la conservacio´n de la energ´ıa y del momento lineal.
En la ﬁgura 5.18 se muestran los perﬁles cuando el modelo llega a Iter=14
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(a) Iteracio´n Vs Reﬁnamientos (b) Speedup
(c) Ratio ∆tISFAA/∆tCourant
Figura 5.15: Tiempos de computacio´n de la simulacio´n con 360 particulas. En el panel 5.15(c)
se puede observar que el ratio del paso de tiempo respecto del tiempo de Courant es enorme
para este tipo de modelos. Este ratio depende del paso de tiempo escogido, si escogemos un
paso de tiempo varios o´rdenes de magnitud mayor, veremos un ratio tambie´n varios ordenes de
magnitud mayor.
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(a) Iter = 0, t = 0 s (b) Iter = 1, t = 100 s (c) Iter = 3, t = 300 s
(d) Iter = 5, t = 500 s (e) Iter = 7, t = 700 s (f) Iter = 9, t = 900 s
(g) Iter = 11, t = 1 100 s (h) Iter = 13, t = 1 300 s (i) Iter = 14, t = 1 400 s
(j) Iter = 15, t = 1 500 s (k) Iter = 16, t = 1 600 s (l) Iter = 17, t = 1 700 s
Figura 5.16: Evolucio´n temporal del sistema cuas´ı-hidrosta´tico. Se muestra el mapa de color de
la densidad en diferentes instantes de tiempo. Se observa que en los paneles 5.16(j), 5.16(k) y
5.16(k) el modelo ya se encuentra totalmente desequilibrado.
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(a) Variacio´n de la energ´ıa total del sistema (b) Conservacio´n de la energ´ıa
(c) Conservacio´n del momento lineal (d) |∇P/ρ| V s |G|
Figura 5.17: Conservacio´n de la energ´ıa y el momento lineal en la simulacio´n. En el panel 5.4(d)
se puede observar el ajuste con la gravedad en la Iter=14, se ve claro que deber´ıan coincidir pero
a pesar de que el modelo mantiene la estructura. Aqu´ı comienza el desequilibrio que acaba con
el sistema.
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(a) Perﬁl ﬁnal (ρ, P ) en Iter=156 (b) Perﬁl ﬁnal (ρ, V ) en Iter=156
Figura 5.18: Perﬁles de densidad, presio´n y velocidad a Iter=14. En el panel 5.18(a) se observan
las pequen˜as diferencias de densidad que provocan la inestabilidad. En el panel 5.18(b) se observa
que las velocidades del modelo son cero.
Cap´ıtulo 6
Conclusiones
En esta tesis se ha construido un co´digo impl´ıcito de SPH (denominado ISFAA) cuyo objetivo
ﬁnal ser´ıa estudiar la evolucio´n cuasi-hidrosta´tica en condiciones de intere´s para la astrof´ısica.
El formalismo matema´tico utilizado es el del esta´ndar SPH, basado en el principio variacional e
implementa viscosidad artiﬁcial, gravedad y transferencia de calor por conduccio´n. El procedi-
miento para resolver las ecuaciones de Euler, sin embargo, es muy diferente ya que las ecuaciones
se aproximan de manera impl´ıcita. A partir de una solucio´n aproximada que se va reﬁnando de
forma iterativa mediante un Newton-Raphson multidimensional hasta que la convergencia hacia
la solucio´n correcta se consigue, con una diferencia muy pequen˜a respecto del valor real.
En su estado actual, ISFAA es capaz de manejar unas 30 000 part´ıculas en 2D y unas 10 000
part´ıculas en 3D en un PC esta´ndar con un Intel Core i7 y 16GB de RAM. Los resultados
obtenidos por ISFAA mediante la ejecucio´n de tests (Explosio´n puntual, inestabilidades, etc.)
concuerdan con los resultados del SPH expl´ıcito. Sin embargo, el verdadero poder del me´todo
impl´ıcito solo se demuestra en situaciones cuasi-hidrosta´ticas donde los pasos de tiempo deben
de ser muy largos por que el sistema evoluciona muy lentamente. En este sentido, se ha aplicado
con e´xito el me´todo impl´ıcito, como en la simulacio´n de la estabilizacio´n de un pol´ıtropo de
masa solar o una enana blanca masiva. Con del co´digo impl´ıcito actual se consiguen ratios de
aumento del paso de tiempo de 100 veces respecto del tiempo de Courant, τc, en los modelos
casi-hidrosta´ticos. Tambie´n se ha experimentado con modelos muy ba´sicos sin velocidad que
permitir´ıan desarrollar el potencial de un co´digo impl´ıcito, con resultados esperanzadores de
varios o´rdenes de magnitud superior al τc.
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6.1. Objetivos conseguidos
Se pueden describir los objetivos conseguidos en la tesis en los siguientes puntos:
Es factible construir un co´digo SPH impl´ıcito (como ISFAA) que incorpore las caracter´ısti-
cas ma´s modernas de la te´cnica SPH, segu´n el principio variacional, con una inversio´n
computacional aceptable.
ISFAA incorpora muchas de las piezas de f´ısica necesarias para realizar simulaciones de
intere´s astrof´ısico: viscosidad artiﬁcial para el tratamiento de choques, diferentes imple-
mentaciones de la gravedad, transferencia de calor por conduccio´n, etc.
Los test realizados demuestran que con ISFAA pueden realizarse simulaciones tomando
pasos de tiempo superiores al tiempo de Courant (τc) sin afectar a la estabilidad. Parece
que con la formulacio´n utilizada hay una limitacio´n en el paso de tiempo ma´ximo que puede
tomarse sin que peligre la estabilidad del modelo. En particular es posible utilizar pasos de
tiempo cercanos a 100 τc, dependiendo del modelo a tratar. Este valor esta de acuerdo con
los resultados de otros autores que han investigado sobre co´digos pseudo-impl´ıcitos como
Almgren y colaboradores, 2006-2008 [1] [2] [3].
En consecuencia, los co´digos SPH impl´ıcitos todav´ıa no son competitivos, en modelos
hidrodina´micos, respecto a los expl´ıcitos debido a la diferencia de consumo computacional
inherente al me´todo impl´ıcito. Ser´ıa necesario un ratio en el paso de tiempo impl´ıcito de
104−6τc, en vez del 102τc actual. Como se ha observado en cap´ıtulos anteriores, esto puede
ser factible formulando de entrada un modelo hidrosta´tico (es decir sin velocidad expl´ıcita
en las ecuaciones).
Siendo la gravitacio´n un elemento fundamental de la mayor´ıa de ca´lculos astrof´ısicos, se
ha realizado una comparacio´n de diferentes implementaciones del ca´lculo de esa fuerza. La
conclusio´n es que el mejor algoritmo es el que utiliza el potencial gravitatorio calculado
por interaccio´n directa para calcular la fuerza. Esto es debido a que al calcularse la fuerza
a trave´s de un gradiente y siendo el calculo del gradiente una propiedad local de la te´cnica
SPH, implica que la matriz del sistema sigue siendo altamente dispersa.
La limitacio´n en el paso de tiempo se mejora utilizando co´digos impl´ıcitos de tipo hi-
drosta´tico, es decir, sin te´rminos de velocidad. Donde, la solucio´n esta´ regida por la varia-
ciones en la entrop´ıa del sistema debido a agentes externos (reacciones nucleares, acrecio´n,
etc.). En la u´ltima aplicacio´n se experimenta en este sentido, aunque todav´ıa es necesaria
ma´s investigacio´n para obtener resultados realmente rendibles.
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6.2. Avances en el me´todo impl´ıcito
Se han conseguido mejorar en los siguientes apartados, respecto del trabajo previo de Knapp,
2000 [47]:
SPH Variacional: Implementa la formulacio´n lagrangiana del SPH que se usa hoy en d´ıa.
Como consecuencia natural del SPH Variacional integra la variacio´n de la distancia de
interpolacio´n como variable independiente en el esquema de Newton-Raphson.
Gravedad: Se han implementado varias te´cnicas para el ca´lculo de la gravedad, prestando
especial atencio´n a una te´cnica novedosa para tratar la gravedad, de forma impl´ıcita,
mediante el potencial gravitatorio.
Kernel: El co´digo ISFAA implemente el kernel Sinc que con una formulacio´n tensorial
y frente al Cubic spline, mejora la precisio´n de la interpolacio´n y elimina el “pairing
instability” pudiendo variar el para´metro n y ajustarlo segu´n sea necesario.
Reduccio´n de las variables del problema: Se ha establecido un me´todo ﬁable para reducir la
ecuacio´n de la densidad y la velocidad integra´ndolas dentro de la ecuacio´n del momento de
forma impl´ıcita. Esto obtiene una gran ventaja al reducir de forma muy acusada el nu´mero
de casillas de la matriz dispersa y, por tanto, reduciendo el tiempo de computacio´n.
Paralelizacio´n del me´todo: Se ha paralelizado el me´todo mediante OpenMP y se han uti-
lizado bibliotecas algor´ıtmicas espec´ıﬁcas para el tratamiento de sistemas de ecuaciones
(ﬁnalmente se ha optado por PARDISO).
Parametrizacio´n y modularidad: Se ha escrito el co´digo de tal modo que es multidimensio-
nal y parametrizable de modo que se puede utilizar para multitud de problemas usando
un u´nico co´digo base. Este co´digo puede ser fa´cilmente modiﬁcable y debugable gracias a
la modularidad del disen˜o.
6.3. Viabilidad del me´todo impl´ıcito
La limitacio´n del me´todo impl´ıcito es el tiempo de computacio´n debido a la inversio´n de
la matriz, que tiene un coste computacional superior al resto de ca´lculos del programa (entre
cuadra´tico y cu´bico) y por tanto es un factor limitante. Un aumento en el nu´mero de ecuaciones
se traduce en un mayor nu´mero de celdas no vac´ıas de la matriz y que la computacio´n aumente
en un factor similar al coste computacional de la matriz, Θ(ni), siendo n el taman˜o de la matriz
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cuadrada y i un valor entre 2− 3, dependiendo del problema tratado, el nu´mero de part´ıculas y
el me´todo utilizado en la resolucio´n de la inversio´n de la matriz.
La memoria tambie´n es un factor limitante, pero en menor medida que la computacio´n. Se
ha comprobado que si aumentamos el nu´mero de part´ıculas al doble (a partir de una cantidad
mı´nima de unas 5.000 particulas) el taman˜o ocupado en memoria es algo aproximadamente el
doble, es decir sigue un coste lineal Θ(n) segu´n el nu´mero de part´ıculas.
En funcio´n del nu´mero de part´ıculas la memoria sigue un aumento lineal en taman˜o, por un
aumento entre cuadra´tico y cu´bico en coste computacio´nal.
Estos factores provocan que el nu´mero de part´ıculas que se pueden simular es varias veces
inferior al del me´todo expl´ıcito. Estos efectos han sido paliados parcialmente con la reduccio´n de
variables pero todav´ıa sigue siendo el factor que marca el coste de computacio´n y el consumo de
memoria. Otro factor importante es la precisio´n de la interpolacio´n, determinada con el nu´mero
de vecinos ideal, cuanto ma´s exigente seamos con la precisio´n mayor tendra´ que ser el nu´mero de
vecinos implicados en el ca´lculo y por tanto mayor sera´ la tasa de relleno de la matriz y menor
sera´ la compactacio´n de la misma.
Por todo ello, la aplicacio´n realmente usable para el me´todo impl´ıcito es en los modelos
cuasi-hidrosta´ticos que no pueden ser calculados por el me´todo expl´ıcito y si por el impl´ıcito,
frente a los modelos hidrodina´micos que ocurre lo contrario.
6.4. Trabajo futuro
Varias mejoras de ISFAA se esta´n valorando para poder aplicarlo a escenarios astrof´ısicos
evolutivos. Estas y otras mejoras generales se describen a continuacio´n:
Seguir investigando sobre los modelos sin velocidad que pueden ser una gran ventaja para
un co´digo impl´ıcito SPH como ISFAA.
Desarrollar una versio´n 2D axisime´trica de ISFAA, basada en los trabajos pre´vios de
Garc´ıa-Senz y colaboradores, 2009 [27] y Relan˜o, 2012 [73]. Los co´digos Axisime´tricos
aprovechan la simetr´ıa axial que se puede observar en muchos procesos de la naturaleza.
Por lo tanto, estos co´digos son capaces de describir feno´menos 3D que trabajan en cualquier
plano que contiene el eje de simetr´ıa. Esto permite simular un modelo 3D utilizando un
co´digo hidrodina´mico 2D con la consiguiente mejora en la resolucio´n, circunstancia ideal
que permitir´ıa paliar los problemas de resolucio´n del co´digo ISFAA. Actualmente hay una
gran cantidad de co´digos eulerianos que aprovechan esta circunstancia, muchos de ellos de
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tipo AMR (como por ejemplo Ogando y Velarde, 2001 [68] o Zhang y MacFadyen, 2006
[105]). Comparativamente el nu´mero de co´digos SPH que hacen uso de la aproximacio´n
axisime´trica es mucho menor.
Integrar la formulacio´n IAD del SPH que, aparentemente, mejorara´ la resolucio´n de los
ca´lculos a mismo nu´mero de part´ıculas y simpliﬁcara´ una parte de las derivadas que se
incluyen en la matriz (Garc´ıa-Senz y colaboradores, 2012 [26], [16]).
Aplicar el algoritmo z-orden del me´todo de Morton (Morton, 1966 [64]) para ordenar la
matriz y mejorar el preacondicionamiento de la misma antes de su inversio´n. Este algoritmo
esta ya implementando en el co´digo, pero todav´ıa no se han construido tests para poder
realizar pruebas de tiempo que observen su impacto, Una vez comprobada su eﬁciencia
puede ser utilizado en cualquier modelo que se simule. La ordenacio´n z-order permite
aumentar la compactacio´n de la matriz, reorganizando el ı´ndice de las part´ıculas cercanas
espacialmente, acerca´ndolas a la diagonal de la matriz y reduciendo de este modo el tiempo
de ca´lculo.
Estudiar formas de estabilizar mejor el esquema nume´rico, para poder trabajar con ratios
de pasos de tiempo, respecto del τc, ma´s grandes que los actuales.
An˜adir reacciones nucleares mediante una red nuclear.
Migrar de PARDISO 5.0 a la implementacio´n de Intel MKL PARDISO que se puede
encontrar y usar de forma libre y gratuita en la versio´n de 2016.
Adema´s de los anteriores, otro de los objetivos principales es migrar la paralelizacio´n del
co´digo, actualmente en CPUs, a GPUs (mediante la recodiﬁcacio´n en el lenguaje de programacio´n
CUDA) y a procesadores Intel Xeon Phi (ve´ase ape´ndice G). La paralelizacio´n en GPUs o en
Xeon Phi hoy en d´ıa es una realidad y esta siendo incorporada a todos los co´digos SPH actuales.
Este es un requisito necesario para que puedan correr en los nuevos supercomputadores, los
co´digos no adaptados no sera´n competitivos frente a los que s´ı utilizen estas tecnolog´ıas, y por
tanto, puedan aprovechar todo el potencial de ca´lculo disponible.
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Parte II
Ape´ndices

Ape´ndice A
Kernel
El valor del kernel es diferente en funcio´n del para´metro υ = |rij |/h. Este para´metro muestra
la relacio´n entre la longitud de suavizado h de la part´ıcula y la distancia a la part´ıcula j (rij).
Para kernels con soporte compacto habitualmente la distancia que se toma es |rij | < 2h Las
derivadas del kernel a partir de distancias de |rij | >= 2h, tanto el valor como las derivadas
son igual a cero. Las siguientes secciones muestran las derivadas de cada una de las partes que
intervienen en las derivadas del kernel.
En adelante, y por claridad en las ecuaciones, se toman variables gene´ricas (comoX, H, D, etc.)
que pueden ser sustituidas por variables concretas (como xi, zj , hj , etc.). Para obtener todas
las ecuaciones reales hay que realizar todas las combinaciones de variables. En la leyenda de
cada ecuacio´n se especiﬁcan las opciones disponibles.
Upsilon (υ = |rij|/h)
∂ υ
∂ X
=
1
h
∂ rij
∂ X
∂ υ
∂ H
= −
1
h
υ
∂ h
∂ H
∂2 υ
∂ X2 ∂ X
=
1
h
∂2 rij
∂ X2 ∂ X
∂2 υ
∂ X2 ∂ H
= −
1
h
∂ υ
∂ X2
∂ h
∂ H
∂2 υ
∂ H2 ∂ X
= −
1
h2
∂ rij
∂ X
∂ h
∂ H2
∂2 υ
∂ H2 ∂ H
=
[
1
h2
υ
∂ h
∂ H2
−
1
h
∂ υ
∂H2
] ∂ h
∂ H
Cuadro A.1: Kernel Sinc: Derivadas del para´metro υ. Cambiar variables gene´ricas X y X2 por:
xi, xj ; yi, yj ; zi, zj . Cambiar variables gene´ricas H y H2 por: hi, hj .
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Distancia particula i− j (rij)
rij = |ri − rj| =
[
(xi − xj)2 + (yi − yj)2 + (zi − zj)2
]1/2
, distancia entre i y j.
∂ rij
∂ xi
= −
∂ rij
∂ xj
=
(
xi − xj
)
rij
∂2 rij
∂ xi ∂ xi
= −
∂2 rij
∂ xj ∂ xi
= −
∂2 rij
∂ xi ∂ xj
=
∂2 rij
∂ xj ∂ xj
=
r2ij −
(
xi − xj
)2
r3ij
∂2 rij
∂ yi ∂ xi
= −
∂2 rij
∂ yj ∂ xi
= −
∂2 rij
∂ yi ∂ xj
=
∂2 rij
∂ yj ∂ xj
= −
(
xi − xj
) (
yi − yj
)
r3ij
∂2 rij
∂ zi ∂ xi
= −
∂2 rij
∂ zj ∂ xi
= −
∂2 rij
∂ zi ∂ xj
=
∂2 rij
∂ zj ∂ xj
= −
(
xi − xj
) (
zi − zj
)
r3ij
∂ rij
∂ yi
= −
∂ rij
∂ yj
=
(
yi − yj
)
rij
∂2 rij
∂ xi ∂ yi
= −
∂2 rij
∂ xj ∂ yi
= −
∂2 rij
∂ xi ∂ yj
=
∂2 rij
∂ xj ∂ yj
= −
(
xi − xj
) (
yi − yj
)
r3ij
∂2 rij
∂ yi ∂ yi
= −
∂2 rij
∂ yj ∂ yi
= −
∂2 rij
∂ yi ∂ yj
=
∂2 rij
∂ yj ∂ yj
=
r2ij −
(
yi − yj
)2
r3ij
∂2 rij
∂ zi ∂ yi
= −
∂2 rij
∂ zj ∂ yi
= −
∂2 rij
∂ zi ∂ yj
=
∂2 rij
∂ zj ∂ yj
= −
(
yi − yj
) (
zi − zj
)
r3ij
∂ rij
∂ zi
= −
∂ rij
∂ zj
=
(
zi − zj
)
rij
∂2 rij
∂ xi ∂ zi
= −
∂2 rij
∂ xj ∂ zi
= −
∂2 rij
∂ xi ∂ zj
=
∂2 rij
∂ xj ∂ zj
= −
(
xi − xj
) (
zi − zj
)
r3ij
∂2 rij
∂ yi ∂ zi
= −
∂2 rij
∂ yj ∂ zi
= −
∂2 rij
∂ yi ∂ zj
=
∂2 rij
∂ yj ∂ zj
= −
(
yi − yj
) (
zi − zj
)
r3ij
∂2 rij
∂ zi ∂ zi
= −
∂2 rij
∂ zj ∂ zi
= −
∂2 rij
∂ zi ∂ zj
=
∂2 rij
∂ zj ∂ zj
=
r2ij −
(
zi − zj
)2
r3ij
Cuadro A.2: Kernel Sinc: Derivadas de la distancia rij .
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Para´metro Ωi (gradiente de hi)
En el formalismo Euler-Lagrange (Sec. 2.2.3) identiﬁcamos el para´metro Ω. (ecuacio´n A.3).
ρi = K h−di ; K = η
d
hi
mi ; hi = η
(
mi
ρi
)1/d
;
∂ hi
∂ ρi
= −
1
d
hi
ρi
Ωi = 1−
∂ hi
∂ ρi
∑N
j=1 mj
∂ Wij (hi)
∂hi
= 1 +
1
d
hi
ρi
∑N
j=1 mj
∂ Wij (hi)
∂ hi
∂ Ωi
∂ X
=
1
d
hi
ρi
∑N
j=1 mj
∂2 Wij (hi)
∂ X ∂ hi
∂ Ωi
∂ ρ
= −
1
d
hi
ρ2i
∂ ρi
∂ ρ
∑N
j=1 mj
∂ Wij (hi)
∂hi
∂ Ωi
∂ h
=
1
d
1
ρi
∑N
j=1 mj
[
∂ hi
∂ h
∂ Wij (hi)
∂hi
+ hi
∂2 Wij (hi)
∂ h ∂hi
]
Cuadro A.3: Kernel Cubic Spline: Para´metro Ω. Cambiar variable gene´rica X por:
xi, xj ; yi, yj ; zi, zj .
Signos en las derivadas, segu´n los ı´ndices del Kernel Wij
Dependiendo del orden de los ı´ndices mudos i,j el valor del kernel y sus derivadas var´ıan. El
cuadro A.4 resume la relacio´n entre ı´ndices. Wij(hi) =Wij(hi)(|ri − rj| , hi) =Wji(hi)



∂Wij(hi)
∂xi
= − ∂Wij(hi)∂xj
∂Wij(hi)
∂yi
= − ∂Wij(hi)∂yj
∂Wij(hi)
∂zi
= − ∂Wij(hi)∂zj



∂2Wij(hi)
∂xi∂xi
=
∂2Wij(hi)
∂xj∂xj
= − ∂
2Wij(hi)
∂xi∂xj
= − ∂
2Wij(hi)
∂xj∂xi
∂2Wij(hi)
∂yi∂yi
=
∂2Wij(hi)
∂yj∂yj
= − ∂
2Wij(hi)
∂yi∂yj
= − ∂
2Wij(hi)
∂yj∂yi
∂2Wij(hi)
∂zi∂zi
=
∂2Wij(hi)
∂zj∂zj
= − ∂
2Wij(hi)
∂zi∂zj
= − ∂
2Wij(hi)
∂zj∂zi



∂2Wij(hi)
∂xi∂yi
=
∂2Wij(hi)
∂xj∂yj
= − ∂
2Wij(hi)
∂xi∂yj
= − ∂
2Wij(hi)
∂xj∂yi
∂2Wij(hi)
∂xi∂zi
=
∂2Wij(hi)
∂xj∂zj
= − ∂
2Wij(hi)
∂xi∂zj
= − ∂
2Wij(hi)
∂xj∂zi
∂2Wij(hi)
∂yi∂zi
=
∂2Wij(hi)
∂yj∂zj
= − ∂
2Wij(hi)
∂yi∂zj
= − ∂
2Wij(hi)
∂yj∂zi
Cuadro A.4: Kernel Cubic Spline: Signos dependiendo del orden de ı´ndices i, j
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A.1. Kernel Cubic spline: W (υ, h)
W (υ, h) = C ·W ′(υ, h) = 1
K hd
·



W ′I(υ, h) = 1−
3
2
υ2 + 3
4
υ3, (0 < υ < 1)
W ′II(υ, h) =
1
4
(2− υ)3 , (1 ≤ υ < 2)
0, (υ ≤ 0 ∧ υ ≥ 2)
(A.1)
C =
1
K hd
, segu´n dimensiones:
[(
d = 1, K =
2
3
)
,
(
d = 2, K =
10
7 · π
)
,
(
d = 3, K =
1
π
)]
.
Derivadas de W (υ, h)
∂ [W(υ, h)]
∂D
=
∂ C
∂ D
· W ′(υ, h) + C ∂ W
′(υ, h)
∂ D
∂2 [W(υ, h)]
∂ D2 ∂ D
=
∂2 C
∂ D2 ∂ D
· W ′(υ, h) + ∂ C
∂ D
· ∂ W
′(υ, h)
∂ D2
+
∂ C
∂ D2
∂ W ′(υ, h)
∂ D
+ C
∂2 W ′(υ, h)
∂ D2 ∂ D
Cuadro A.5: Kernel W (υ, h): Derivadas. Cambiar variable gene´rica D por:
xi, xj ; yi, yj ; zi, zj ; hi, hj .
∂ C
∂ X
= 0
∂ C
∂ H
= −C
d
h
∂ h
∂ H
∂2 C
∂ H2 ∂ H
= −d
∂
[
C
h
]
∂H2
∂ h
∂ H
= C
d (d + 1)
h2
∂ h
∂ H2
∂ h
∂ H
∂
[
C
h
]
∂ H2
= −C
(d + 1)
h2
∂ h
∂ H2
Cuadro A.6: Kernel Cubic Spline: Derivadas de C. Cambiar variable gene´rica X por:
xi, xj ; yi, yj ; zi, zj . Cambiar variables gene´ricas H y H2 por: hi, hj .
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0 < υ < 1 2 ≥ υ < 2
W′(υ, h) = 1−
3
2
υ2 +
3
4
υ3
1
4
(2− υ)3
∂
[
W′(υ, h)
]
∂D
=
[
9
4
υ2 − 3υ
] ∂ υ
∂ D
[
−
3
4
(2− υ)2
] ∂ υ
∂ D
∂2
[
W′(υ, h)
]
∂ D2 ∂ D
=
[
9
2
υ − 3
] ∂ υ
∂ D2
∂ υ
∂ D
+
∂
[
W′(υ, h)
]
∂D
∂2 υ
∂ D2 ∂ D
[
3
2
(2− υ)
] ∂ υ
∂ D2
∂ υ
∂ D
+
∂
[
W′(υ, h)
]
∂D
∂2 υ
∂ D2 ∂ D
Cuadro A.7: Kernel W′(υ, h): Derivadas. Cambiar variable gene´rica D por:
xi, xj ; yi, yj ; zi, zj ; hi, hj .
A.2. Kernel Sinc: W Sn(υ, h, n)
WSn (υ, h, n) =
Bn
hd
Sn
(π
2
υ
)
(0 ≤ υ ≤ 2) (A.2)
n es el indice del kernel y Bn la constante de normalizacio´n.
Sn
(π
2
υ
)
= sinc n
(π
2
υ
)
sinc
(π
2
υ
)
=


sin
(π
2
υ
)
(π
2
υ
)


Bn =



b0 + b1n
1/2 + b2n + b3n
−1/2, 1D
b0 + b1n + b2n
−1 + b3n−2 , 2D
b0 + b1n
1/2 + b2n + b3n
3/2, 3D
(A.3)
Dimensiones b0 b1 b2 b3
1D −1.5404568 10−2 3.6632876 10−1 −4.6519576 10−4 7.3658324 10−2
2D 5.2245027 10−2 1.3090245 10−1 1.9358485 10−2 −6.1642906 10−3
3D 2.7012593 10−2 2.0410827 10−2 3.7451957 10−3 4.7013839 10−2
Cuadro A.8: Kernel Sinc: Constante de normalizacio´n Bn.
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∂
[
sinc
(π
2
υ
)]
∂ D
=
∂υ
∂D
υ
[
cos
(π
2
υ
)
− sinc
(π
2
υ
)]
∂2
[
sinc
(π
2
υ
)]
∂ D2 ∂ D
=


∂ υ
∂ D2 ∂ D
υ −
∂ υ
∂ D2
∂ υ
∂ D
υ2


[
cos
(π
2
υ
)
− sinc
(π
2
υ
)]
−
∂ υ
∂ D
υ

sin
(π
2
υ
) π
2
∂ υ
∂ D2
+
∂ sinc
(π
2
υ
)
∂ D2


Cuadro A.9: Kernel Sinc: Derivadas de sinc. Cambiar variables gene´ricas D, D2 por:
xi, xj ; yi, yj ; zi, zj ; hi, hj
.
∂
[
WSn(υ, h, n)
]
∂X
= n


WSn(υ, hi, n)
sinc
(π
2
υ
)
∂
[
sinc
(π
2
υ
)]
∂X


∂2
[
WSn(υ, h, n)
]
∂ D ∂ X
= n


∂


WSn(υ, h, n)
sinc
(π
2
υ
)


∂ D
∂
[
sinc
(π
2
υ
)]
∂ X
+
WSn(υ, h, n)
sinc
(π
2
υ
)
∂2
[
sinc
(π
2
υ
)]
∂ D ∂ X


∂
[
WSn(υ, h, n)
]
∂H
= n


WSn(υ, h, n)
sinc
(π
2
υ
)
∂
[
sinc
(π
2
υ
)]
∂H

−
d
h
WSn(υ, h, n)
∂ h
∂ H
∂2
[
WSn(υ, h, n)
]
∂ X2 ∂ H
= n


∂


WSn(υ, h, n)
sinc
(π
2
υ
)


∂ X2
∂
[
sinc
(π
2
υ
)]
∂ H
+
WSn(υ, h, n)
sinc
(π
2
υ
)
∂2
[
sinc
(π
2
υ
)]
∂ X2 ∂ H


−
d
h
[
∂ WSn(υ, h, n)
∂ X2
]
∂ h
∂ H
∂2
[
WSn(υ, h, n)
]
∂ H2 ∂ H
= n


∂


WSn(υ, h, n)
sinc
(π
2
υ
)


∂ H2
∂
[
sinc
(π
2
υ
)]
∂ H
+
WSn(υ, h, n)
sinc
(π
2
υ
)
∂2
[
sinc
(π
2
υ
)]
∂ H2 ∂ H


−
d
h
[
∂ WSn(υ, h, n)
∂ H2
−
WSn(υ, h, n)
h
∂ h
∂ H2
]
∂ h
∂ H
∂


WSn(υ, h, n)
sinc
(π
2
υ
)


∂ D
∂
[
WSn(υ, h, n)
]
∂ D
sinc
(π
2
υ
)
−
∂
[
sinc
(π
2
υ
)]
∂ D
WSn(υ, h, n)
sinc 2
(π
2
υ
)
Cuadro A.10: Kernel Sinc: Derivadas de Sn. Cambiar variables gene´ricas X y X2 por:
xi, xj ; yi, yj ; zi, zj . Cambiar variables gene´ricas H y H2 por: hi, hj . Cambiar variable gene´rica
D por: xi, xj ; yi, yj ; zi, zj ; hi, hj .
Ape´ndice B
Derivadas parciales de las ecuaciones
f´ısicas
Como se especiﬁca en la seccio´n 2.3.4, en las ecuaciones que se utilizan en el me´todo
Newton-Raphson se busca que se aproximen lo ma´ximo a cero. En los siguientes cuadros se
puede observar las derivadas de las ecuaciones utilizadas en el Newton-Raphson, segu´n el si-
guiente desglose:
Ecuacio´n del momento: Gax , Gay , Gaz (B.1)
Ecuacio´n de la energ´ıa o temperatura: GE (B.2)
Ecuacio´n de la distancia de interpolacion: Gh (B.4)
Ecuacio´n del movimiento: Gvz , Gvy , Gvz (B.5)
Ecuacio´n de la densidad: Gρ (B.6)
Se van a tomar una serie de aproximaciones que no tienen un impacto signiﬁcativo en la
precisio´n y que simpliﬁcan la derivacio´n. Estas aproximaciones so´lo se utilizan en el Newton-
Raphson, es decir, que afectan a la rapidez de convergencia del ca´lculo, pero no a la exactitud
del resultado. Adema´s estas aproximaciones permiten mejorar enormemente la distribucio´n de
la matriz a invertir, reduciendo la dispersio´n de la misma, una ventaja que compensa de sobras
la posibilidad de necesitar mas reﬁnamientos.
Tomaremos el siguiente criterio pra´ctico:
∂ Pi
∂ Ti
= cte (B.1)
Cv =
∂ Ui
∂ Ti
= cte (B.2)
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Podemos encontrar las ecuaciones Gni completas en el cuadro 2.8 de la seccio´n 2.2.9. Si
observamos la estructura de una ecuacio´n cualquiera, para el esquema centrado, podemos ver
que habitualmente contiene:
Un te´rmino positivo que hace referencia a una variacio´n temporal.
Un te´rmino negativo que hace referencia al valor que se ha calculado anteriormente (n−1)
de la variable independiente acompan˜ado del para´metro (1− θ).
Un te´rmino negativo que hace referencia al valor que se esta calculando actualmente (n)
de la variable independiente acompan˜ado del para´metro (θ).
Esto no es as´ı en la ecuacio´n de la densidad (ecuacio´n 2.136 y derivadas cuadro B.6), ya que
depende u´nicamente del valor actual de la variable independiente (n) y no del valor en el tiempo
anterior (n− 1). En este caso, por estandarizacio´n que luego sera´ u´til a la hora de implementar
el co´digo, se aproxima a la estructura descrita del siguiente modo:
El te´rmino positivo que hace referencia a una variacio´n temporal se sustituye por el valor
de la variable, en este caso ρi.
El te´rmino negativo que hace referencia al valor que se ha calculado anteriormente acom-
pan˜ado del para´metro (1− θ) se hace 0.
El te´rmino negativo que hace referencia al valor que se esta calculando actualmente de la
variable independiente acompan˜ado de (θ), se simula colocando el factor θ multiplicando y
dividiendo de tal modo que se puede colocar en el mismo formato que el resto de ecuaciones
sin modiﬁcar el valor del te´rmino. Lo mismo se hace con el signo, multiplicando dos veces
por el nu´mero -1 y obteniendo por tanto el factor −θ que se necesita.
Por u´ltimo, se observa que en los cuadros aparecen los valores y las derivadas de componentes
de f´ısica adicional (gravedad, viscosidad y conduccio´n te´rmica), podemos encontrar la deﬁnicio´n
de esos te´rminos en el ape´ndice C.
En adelante, y por claridad en las ecuaciones, se toman variables gene´ricas (comoX, H, E, etc.)
que pueden ser sustituidas por variables concretas (como xi, zj , hi, Uj etc.). Para obtener todas
las ecuaciones reales hay que realizar todas las combinaciones de variables. En la leyenda de
cada ecuacio´n se especiﬁcan las opciones disponibles.
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Gak =
vki
− v(n−1)
ki
∆ t
− (1− θ) a(n−1)
k
− θ

−∑Nj=1 mj

 Pi
Ωi ρ2i
∂ Wij(hi)
∂ xi
+
Pj
Ωj ρ2j
∂ Wij(hj)
∂ xi

 + aviscok + a
grav
k
+ a
damp
k


∂ Gak
∂ X
· δ X = −θ
[
−∑Nj=1 mj
(
Pi
Ωi ρ2i
{
∂2 Wij(hi)
∂ X ∂ xi
−
1
Ωi
∂ Ωi
∂ X
∂ Wij(hi)
∂ xi
}
+
Pj
Ωj ρ2j
{
∂2 Wij(hj)
∂ X ∂ xi
−
1
Ωj
∂ Ωj
∂ X
∂ Wij(hj)
∂ xi
}
 +
∂ aviscok
∂ X
+
∂ agrav
k
∂ X
+
∂ adamp
k
∂ X

 · δ X
∂ Gak
∂ E
· δ E = −θ

−∑Nj=1 mj

 1
Ωi ρ2i
( ∂ Pi
∂ E
) ∂ Wij(hi)
∂ xi
+
1
Ωj ρ2j
( ∂ Pj
∂ E
) ∂ Wij(hj)
∂ xi

 +
∂ aviscok
∂ E
+
∂ agrav
k
∂ E
+
∂ adamp
k
∂ E

 · δ E
∂ Gak
∂ h
· δ h = −θ
[
−∑Nj=1 mj
(
Pi
Ωi ρ2i
{(
1
Pi
∂ Pi
∂ h
−
1
Ωi
∂ Ωi
∂ h
) ∂ Wij(hi)
∂ xi
+
∂2 Wij(hi)
∂ h ∂ xi
}
+
Pj
Ωj ρ2j
{(
1
Pj
∂ Pj
∂ h
−
1
Ωj
∂ Ωj
∂ h
)
∂ Wij(hj)
∂ xi
+
∂2 Wij(hj)
∂ h ∂ xi
}
 +
∂ aviscok
∂ h
+
∂ agrav
k
∂ h
+
∂ adamp
k
∂ h

 · δ h
∂ Gak
∂ vX
· δ vX = −θ

−
1
θ
1
∆t
∂ vki
∂vX
+
∂ aviscok
∂ vX
+
∂ agrav
k
∂ vX
+
∂ adamp
k
∂ vX

 · δ vX
∂ Gak
∂ ρ
· δ ρ = −θ
[
−∑Nj=1 mj
(
Pi
Ωi ρ2i
{
1
Pi
∂ Pi
∂ ρ
−
1
Ωi
∂ Ωi
∂ ρ
−
2
ρi
∂ ρi
∂ ρ
} ∂ Wij(hi)
∂ xi
+
Pj
Ωj ρ2j
{
1
Pj
∂ Pj
∂ ρ
−
1
Ωj
∂ Ωj
∂ ρ
−
2
ρj
∂ ρj
∂ ρ
}
∂ Wij(hj)
∂ xi

 +
∂ aviscok
∂ ρ
+
∂ agrav
k
∂ ρ
+
∂ adamp
k
∂ ρ

 · δ ρ
Cuadro B.1: Contiene las derivas de la ecuacio´n del momento Gak , donde k son las ecuaciones
segu´n las direcciones (x, y, z). Cambiar variables gene´ricas X por: xi, xj ; yi, yj ; zi, zj y E por:
Ti, Tj ; Ui, Uj
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G
E˙
=
Ei − E(n−1)i
∆ t
− (1− θ) E˙(n−1) − θ
[
ei
Ωi ρ2i
∑N
j=1 mj
(
vi − vj
)
∇iWij(hi) + E˙visco + E˙cond + E˙nuc
]
∂ G
E˙
∂ X
· δ X = −θ
[
ei
Ωi ρ2i
∑N
j=1 mj (vi − vj)
{ ∂ ∇iWij(hi)
∂ X
−
1
Ωi
∂ Ωi
∂ X
∇iWij(hi)
}
+
∂ E˙visco
∂ X
+
∂ E˙cond
∂ X
+
∂ E˙nuc
∂ X
]
· δ X
∂ G
E˙
∂ E
· δ E = −θ
[
−
1
θ
1
∆ t
∂ Ei
∂ E
+
1
Ωi ρ2i
∂ ei
∂ E
∑N
j=1 mj (vi − vj)∇iWij(hi) +
∂ E˙visco
∂ E
+
∂ E˙cond
∂ E
+
∂ E˙nuc
∂ E
]
· δ E
∂ G
E˙
∂ h
· δ h = −θ
[
ei
Ωi ρ2i
∑N
j=1 mj
(
vi − vj
){ ∂ ∇iWij(hi)
∂ h
+
(
1
ei
∂ ei
∂ h
−
1
Ωi
∂ Ωi
∂ h
)
∇iWij(hi)
}
+
∂ E˙visco
∂ h
+
∂ E˙cond
∂ h
+
∂ E˙nuc
∂ h
]
· δ h
∂ G
E˙
∂ vX
· δ vX = −θ
[
ei
Ωi ρ2i
∑N
j=1 mj
∂ (vXi − vXj )
∂ vX
∂ Wij(hi)
∂ X
+
∂ E˙visco
∂ vX
+
∂ E˙cond
∂ vX
+
∂ E˙nuc
∂ vX
]
· δ vX
∂ G
E˙
∂ ρ
· δ ρ = −θ
[
ei
Ωi ρ2i
∑N
j=1 mj
(
vi − vj
)( 1
ei
∂ ei
∂ ρ
−
1
Ωi
∂ Ωi
∂ ρ
−
2
ρi
∂ ρi
∂ ρ
)
∇iWij(hi) +
∂ E˙visco
∂ ρ
+
∂ E˙cond
∂ ρ
+
∂ E˙nuc
∂ ρ
]
· δ h
Cuadro B.2: Contiene las derivas de la ecuacio´n GE˙ . Donde, si
(
GE˙ = GU˙
)
⇒ (ei = Pi) y si(
GE˙ = GT˙
)
⇒
(
ei =
∂ Pi
∂ Ti
Ti
Cv
)
Cambiar variables gene´ricas X por: xi, xj ; yi, yj ; zi, zj y E
por: Ti, Tj ; Ui, Uj
G
U˙
G
T˙
ei = Pi
∂ Pi
∂ Ti
Ti
Cv
∂ ei
∂ T
= (No aplica)
∂ Pi
∂ Ti
1
Cv
∂ Ti
∂ T
∂ ei
∂ U
=
∂ Pi
∂ U
(No aplica)
∂ ei
∂ h
=
∂ Pi
∂ h
(Derivada approximada a 0)
∂ ei
∂ ρ
=
∂ Pi
∂ ρ
(Derivada approximada a 0)
Cuadro B.3: Contiene las derivas de la variable ei. Cambiar variables gene´ricas T = Ti, Tj ; U =
Ui, Uj ; h = hi, hj ; ρ = ρi, ρj .
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Gh = K h
−d
i − θ
[
1
θ
∑N
j=1 mj Wij(hi)
]
∂ Gh
∂ X
· δ X = −θ
[
1
θ
∑N
j=1 mj
∂ Wij(hi)
∂ X
]
· δ X
∂ Gh
∂ E
· δ E = 0
∂ Gh
∂ h
· δ h = −θ
[
1
θ
(
K h−di
d
hi
∂ hi
∂ h
+
∑N
j=1 mj
∂ Wij(hi)
∂ h
)]
· δ h
∂ Gh
∂ vX
· δ vX = 0
∂ Gh
∂ ρ
· δ ρ = 0
Cuadro B.4: Contiene las derivas de la ecuacio´n Gh. Cambiar variables gene´ricas X por:
xi, xj ; yi, yj ; zi, zj y E por: Ti, Tj ; Ui, Uj
Gv˙k
=
ki − k(n−1)i
∆ t
− (1− θ) v˙k(n−1) − θ

 vki + vk
(n−1)
i
2
+ ε∑Nj=1mj
(
vkj − vki
)
ρ¯ij
Wij (hi)


∂ Gv˙k
∂ X
· δ X = −θ

−
1
θ
1
∆ t
∂ ki
∂ X
+ ε∑Nj=1mj
(
vkj − vki
)
ρ¯ij
∂ Wij(hi)
∂ X

 · δ X
∂ Gv˙k
∂ E
· δ E = 0
∂ Gv˙k
∂ h
· δ h = −θ

ε∑Nj=1mj
(
vkj − vki
)
ρ¯ij
∂ Wij(hi)
∂ h

 · δ h
∂ Gv˙k
∂ vX
· δ vX = −θ

 1
2
∂ vki
∂ vX
+ ε∑Nj=1mj
1
ρ¯ij
∂
(
vkj − vki
)
∂ vX
Wij (hi)

 · δ vX
∂ Gv˙k
∂ ρ
· δ ρ = −θ

−ε∑Nj=1mj
(
vkj − vki
)
2
(
ρ¯ij
)2 ∂ (ρi + ρj)∂ ρ Wij(hi) · δ ρ
Cuadro B.5: Contiene las derivas de la ecuacio´n Gvk , donde k son las ecuaciones segu´n
las direcciones (x, y, z). Cambiar variables gene´ricas X por: xi, xj ; yi, yj ; zi, zj y E por:
Ti, Tj ; Ui, Uj ; h = hi, hj ; ρ = ρi, ρj
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G[ρ//ρ˙] = Gρ = ρi − θ
[
1
θ
∑N
j=1 mj Wij(hi)
]
Gρ˙i =
ρi − ρ(n−1)i
∆t
− (1− θ) ρ˙(n−1) − θ
[∑N
j=1mj
(
vi − vj
)
∇iW˜ij(hi, hj)
]
∂ G[ρ//ρ˙]
∂ X
· δ X = −θ
[
1
θ
∑N
j=1 mj
∂ Wij(hi)
∂ X
]
· δ X −θ
[
∑N
j=1mj
(
vi − vj
) ∂ ∇iW˜ij(hi, hj)
∂X
]
· δ X
∂ G[ρ//ρ˙]
∂ E
· δ E = 0 0
∂ G[ρ//ρ˙]
∂ h
· δ h = −θ
[
1
θ
∑N
j=1 mj
∂ Wij(hi)
∂ h
]
· δ h −θ
[
∑N
j=1 mj
(
vi − vj
) ∂ ∇iW˜ij(hi, hj)
∂ h
]
· δ h
∂ G[ρ//ρ˙]
∂ ρ
· δ ρ = −θ
[
−
1
θ
∂ ρi
∂ ρ
]
· δ ρ −θ
[
−
1
θ
1
∆t
∂ ρi
∂ ρ
]
· δ ρ
∂ G[ρ//ρ˙]
∂ vX
· δ vX = 0 −θ

∑N
j=1mj
∂
(
vXi − vXj
)
∂ vX
∂W˜ij(hi, hj)
∂Xi

 · δ vX
Cuadro B.6: Contiene las derivas de la ecuacio´n Gρ. Cambiar variables gene´ricas X por:
xi, xj ; yi, yj ; zi, zj y E por: Ti, Tj ; Ui, Uj
Ape´ndice C
F´ısica adicional
Como se especiﬁca en la seccio´n 2.2, es necesario agregar f´ısica adicional a las ecuaciones
para poder reproducir modelos que se aproximen a la realidad. En este apartado veremos las
derivadas necesarias de las piezas de f´ısica adicional que se han implementado en el co´digo
ISFAA: Viscosidad (C.1), Gravedad (C.2), Conduccio´n te´rmica (C.3) y Damping - Te´rmino de
amortiguamiento artiﬁcial (C.15), solo utilizado para relajar modelos en equilibrio. .
En adelante, y por claridad en las ecuaciones, se toman variables gene´ricas (como X, E, etc.)
que pueden ser sustituidas por variables concretas (como xi, zj , Ui, Tj etc.). Para obtener todas
las ecuaciones reales hay que realizar todas las combinaciones de variables. En la leyenda de cada
ecuacio´n se especiﬁcan las opciones disponibles.
C.1. Viscosidad Artiﬁcial (Πij)
Como se especiﬁca en la seccio´n 2.2.5, la viscosidad artiﬁcial en SPH sirve para agregar de
forma eﬁciente disipacio´n en las zonas de choque y evitar al ma´ximo la introduccio´n de ruido
nume´rico en el modelo.
La implementacio´n que se utiliza en el co´digo es la ma´s esta´ndar (Monaghan, 1992 [58],
ecuacio´n C.1). Como podemos observar su aplicacio´n se encuentra determinada por la relacio´n
entre velocidad y posicio´n relativa entre las part´ıculas i, j.
Por u´ltimo se aplicara´ la deﬁnicio´n de viscosidad artiﬁcial (ecuacio´n C.1) y sus derivadas
(cuadro C.3) a la ecuacio´n del momento (cuadro C.4) y la ecuacio´n de la energ´ıa/temperatura
(cuadro C.5).
167
168 APE´NDICE C. FI´SICA ADICIONAL
Πij =



−α C¯ij µij + β µ2ij
ρ¯ij
, (vij · rij < 0)
0, (vij · rij ≥ 0)
(C.1)
α = 1
β = 2
Cs =
√(∂ P
∂ ρ
)
S
C¯sij =
Csi + Csj
2
ρ¯ij =
ρi + ρj
2
h¯ij =
hi + hj
2
r2ij = (xi − xj)2 + (yi − yj)2 + (zi − zj)2
vij · rij = (vxi − vxj )(xi − xj) + (vyi − vyj )(yi − yj) + (vzi − vzj )(zi − zj)
Cuadro C.1: Viscosidad artiﬁcial: Formulacio´n esta´ndar. Donde C¯ij es la velocidad del sonido
media, ρ¯ij es la densidad media, α es el para´metro de escalado del te´rmino lineal, β es el para´me-
tro de escalado del te´rmino cuadra´tico y ηµ previene singularidades. Se toma la aproximacion
Cs = cte para simpliﬁcar la derivacio´n
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µij = h¯ij · (vij · rij)
r2ij + η2µ
ηµ = 0.1 · h¯ij
∂ µij
∂ X = µij
(
vXi − vXj
vij · rij
− 2 (Xi −Xj)
r2ij + η2µ
)
∂ [Xi −Xj ]
∂ X
∂ µij
∂ vX
= µij
(
Xi −Xj
vij · rij
) ∂
[
viX − vjX
]
∂ vX
∂ µij
∂ h = µij
(
1
2 h¯ij
− 0.1 ηµ
r2ij + η2µ
)
Cuadro C.2: Viscosidad artiﬁcial: Derivadas µij . Cambiar variable gene´rica X por:
xi, xj ; yi, yj ; zi, zj .
Πij =
−α C¯ij µij + β µ2ij
ρ¯ij
∂ Πij
∂ X
=
[
−α C¯ij + 2 β µij
ρ¯ij
]
∂ µij
∂ X
∂ Πij
∂ E
= −
α
2
µij
ρ¯ij
∂
[
Csi + Csj
]
∂ E
∂ Πij
∂ h
=
[
−α C¯ij + 2 β µij
ρ¯ij
]
∂ µij
∂ h
∂ Πij
∂ vX
=
[
−α C¯ij + 2 β µij
ρ¯ij
]
∂ µij
∂ vX
∂ Πij
∂ ρ
= −
1
2
Πij
ρ¯ij
Cuadro C.3: Viscosidad artiﬁcial: Piij . Cambiar variables gene´ricas X por: xi, xj ; yi, yj ; zi, zj
y E por: Ti, Tj ; Ui, Uj
170 APE´NDICE C. FI´SICA ADICIONAL
akvisco = −
∑N
j=1 mj Πij
∂ W˜ij(hi, hj)
∂ k
∂ akvisco
∂ X
= −∑Nj=1 mj
(
∂ Πij
∂ X
∂ W˜ij(hi, hj)
∂ k
+ Πij
∂2 W˜ij(hi, hj)
∂ X ∂ k
)
∂ akvisco
∂ E
= −∑Nj=1 mj
(
∂ Πij
∂ E
∂ W˜ij(hi, hj)
∂ k
)
∂ akvisco
∂ h
= −∑Nj=1 mj
(
∂ Πij
∂ h
∂ W˜ij(hi, hj)
∂ k
+ Πij
∂2 W˜ij(hi, hj)
∂ h ∂ k
)
∂ akvisco
∂ vX
= −∑Nj=1 mj
(
∂ Πij
∂ vX
∂ W˜ij(hi, hj)
∂ k
)
∂ akvisco
∂ ρ
= −∑Nj=1 mj
(
∂ Πij
∂ ρ
∂ W˜ij(hi, hj)
∂ k
)
Cuadro C.4: Viscosidad artiﬁcial: Ecuacio´n del momento, donde k son las ecuaciones segu´n las
direcciones (x, y, z). Cambiar variables gene´ricasX por: xi, xj ; yi, yj ; zi, zj y E por: Ti, Tj ; Ui, Uj
T˙visco =
1
Cv
U˙visco =
1
Cv
1
2
∑N
j=1 mj (vi − vj) Πij ∇iW˜ij(hi, hj)
∂ T˙visco
∂ X
=
1
Cv
∂ U˙visco
∂ X
=
1
Cv
1
2
∑N
j=1 mj (vi − vj)
(
∂ Πij
∂ X
∇iW˜ij(hi, hj) + Πij
∂ ∇iW˜ij(hi, hj)
∂ X
)
∂ T˙visco
∂ E
=
1
Cv
∂ U˙visco
∂ E
=
1
Cv
1
2
∑N
j=1 mj (vi − vj)
∂ Πij
∂ E
∇iW˜ij(hi, hj)
∂ T˙visco
∂ h
=
1
Cv
∂ U˙visco
∂ h
=
1
Cv
1
2
∑N
j=1 mj (vi − vj)
(
∂ Πij
∂ h
∇iW˜ij(hi, hj) + Πij
∂ ∇iW˜ij(hi, hj)
∂ h
)
∂ T˙visco
∂ vX
=
1
Cv
∂ U˙visco
∂ vX
=
1
Cv
1
2
∑N
j=1 mj
(
(vi − vj)
∂ Πij
∂ vX
+ Πij
∂ (vi − vj)
∂ vX
)
∇iW˜ij(hi, hj)
∂ T˙visco
∂ ρ
=
1
Cv
∂ U˙visco
∂ ρ
=
1
Cv
1
2
∑N
j=1 mj (vi − vj)
∂ Πij
∂ ρ
∇iW˜ij(hi, hj)
Cuadro C.5: Viscosidad artiﬁcial: Ecuacio´n de la energ´ıa/temperatura, donde k son las ecua-
ciones segu´n las direcciones (x, y, z). T˙visco = U˙visco/Cv. Si Cv = cte tenemos la relacio´n
Deriv T˙visco = 1/Cv · T˙visco. Cambiar variables gene´ricas X por: xi, xj ; yi, yj ; zi, zj y E por:
Ti, Tj ; Ui, Uj .
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C.2. Gravedad (gi)
Como se especiﬁca en la seccio´n 2.2.4, en este apartado se muestran las cuatro implementa-
ciones de la gravedad que pueden ser elegidas en ISFAA, as´ı como sus deﬁniciones y derivadas.
Estas implementaciones las podemos identiﬁcar como: Gravedad directa, gravedad segu´n
la ley de Gauss y gravedad segu´n el potencial gravitatorio. En el co´digo de forma general se
escoge la gravedad aproximada por el potencial gravitatorio calculado mediante la aproximacio´n
cuadrupolar, pero sin perder de vista las limitaciones de la implementacio´n, que se comentara´n
ma´s adelante, y comprobando la desviacio´n del resultado con la gravedad directa.
En astrof´ısica, en general, se usa el sistema cgs para las unidades f´ısicas y por tanto la
constante de gravitacio´n universal usada en estas ecuaciones de la gravedad tiene un valor de:
G = 6, 6726 · 10−8 cm3 g−1 s−2 (C.2)
Ahora pasemos ahora a ver las implementaciones en detalle.
Gravedad segu´n un oscilador armo´nico
agrav = −κ ·
���rCM
���
n · r�CM
akgrav = −κ ·
���rCM
���
n ·
(
k − kCM
)
rCM
∂ akgrav
∂ X
= −κ
[(
rCM
)n−1
+ (n− 1)
(
X −XCM
) (
k − kCM
) (
rCM
)n−3] ∂ k
∂ x
Cuadro C.6: Gravedad segu´n un oscilador armo´nico: Ecuacio´n del momento, donde k son
las variables segu´n las direcciones (xi, yi, zi), k
CM son las direcciones del centro de masas
(xCM , yCM , zCM ), κ es una constante y n es el ı´ndice del oscilador. Cambiar variables gene´ricas
X por: xi, xj ; yi, yj ; zi, zj y E por: Ti, Tj ; Ui, Uj
Cuando κ = 1 y n = 1 tenemos que el oscilador armo´nico se comporta como una gravedad
que depende de la distancia al centro de masas. Esto es utilizado en el test evolucio´n casi-esta´tica
de un sistema pro´ximo al equilibrio (Toy Star).
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Gravedad directa: Interaccio´n directa entre part´ıculas (me´todo expl´ıcito)
La gravedad directa sirve para todo tipo de modelos y es exacta, pero computacionalmente
cara, con un coste θ(n2). Adema´s solo es recomendable usarla en su forma explicita, es decir solo
debe inﬂuir en las ecuaciones centradas en el te´rmino explicito que por convenio se ha asociado
al te´rmino que va con (1− θ). Si lo utilizamos de forma impl´ıcita, como no tiene en su fo´rmula
el gradiente del kernel, aparecer´ıa en toda la matriz (en las derivadas de todas las ecuaciones
respecto de las posiciones
∂jGi
∂x ,
∂jGi
∂y ,
∂jGi
∂z y respecto de la masa
∂jGi
∂m ), convirtiendo una
matriz dispersa en una matriz general que al resolver tiene un coste computacional inaccesible.
aigrav =
Fgi
mi
= −G ∑nj=1
mij
r2ij
�rij = −G
∑n
j=1
mij
r3ij
rij
a
ki
grav = −G
∑n
j=1
mij
r3ij
(
ki − kj
)
Cuadro C.7: Gravedad directa: Me´todo expl´ıcito
Gravedad segu´n ley de Gauss: Simetr´ıa radial (me´todo impl´ıcito)
La gravedad segu´n la ley de Gauss se utiliza para sistemas en los que se pueda suponer
simetr´ıa radial. En sistemas reales es aproximada pero computacionalmente aceptable, con un
coste θ(n · log n). Si se pierde la simetr´ıa deja de ser va´lida. Su ca´lculo necesita la ordenacio´n de
las part´ıculas segu´n el radio y calcula la gravedad suponiendo que las part´ıculas esta´n repartidas
de forma homoge´nea en el modelo. Puede ser implementada de forma impl´ıcita ya que al derivar
el radio al centro de masas rCMi y la masa encerrada en el radio M
(
rCMi
)
solo depende de las
posiciones de i y al derivar respecto de las part´ıculas j se vuelve 0. Por tanto no tenemos el
problema anterior de la gravedad directa que provocaba la perdida de dispersio´n en la matriz.
Las derivadas de la funcio´n M
(
rCMi
)
, respecto de las posiciones, se calculan de forma ta-
bulada mediante una aproximacio´n cuadra´tica de tres part´ıculas contiguas en releacio´n a su
distancia al centro de masas.
La aproximacio´n cuadra´tica sigue la siguiente deﬁnicio´n:M
(
rCMi
)
= a
(
rCMi
)2
+b
(
rCMi
)
+c
La ecuacio´n de gravedad segu´n la ley de Gauss var´ıa en funcio´n del nu´mero de dimensiones,
mostra´ndose en los cuadros siguientes: 2D Cuadro C.8 y 3D Cuadro C.9.
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aigrav = 2 G
M
(
rCMi
)
rCMi
rCMi
rCMi
= 2 G
[
M
(
rCMi
) rCMi(
rCMi
)2 ]
a
ki
grav = 2 G
[
M
(
rCMi
) ki − kCM(
rCMi
)2 ]
∂ akigrav
∂ X
= 2 G


∂
[
M
(
rCMi
])
∂ X
ki − kCM(
rCMi
)2 +M (rCMi ) ∂ ki∂ X (rCMi )2 − 2 (Xi −XCM) (ki − kCM)(
rCMi
)4 
Cuadro C.8: Gravedad segu´n la ley de Gauss: 2D (x,y), donde k son las variables segu´n las
direcciones (xi, yi) y k
CM son las direcciones del centro de masas (xCM , yCM ). Cambiar variables
gene´ricas X por: xi, xj ; yi, yj
aigrav = G
M
(
rCMi
)(
rCMi
)2 rCMirCMi = G [M (rCMi ) rCMi(rCMi )3 ]
a
ki
grav = G
[
M
(
rCMi
) ki − kCM(
rCMi
)3 ]
∂ akigrav
∂ X
= G


∂
[
M
(
rCMi
)]
∂ X
ki − kCM(
rCMi
)3 +M (rCMi ) ∂ ki∂ X (rCMi )2 − 3 (Xi −XCM) (ki − kCM)(
rCMi
)5 
Cuadro C.9: Gravedad segu´n la ley de Gauss: 3D (x,y,z), , donde k son las variables segu´n las
direcciones (xi, yi, zi) y k
CM son las direcciones del centro de masas (xCM , yCM , zCM ). Cambiar
variables gene´ricas X por: xi, xj ; yi, yj ; zi, zj
Gravedad segu´n el potencial gravitatorio (me´todo pseudo-impl´ıcito)
La gravedad segu´n el potencial gravitatorio sirve para todo tipo de modelos.
Primeramente se calcula el potencial gravitatorio exacto mediante la ecuacio´n 2.89 de forma
explicita, ya que depende de las posiciones actuales y estas se toman como un nu´mero constante
que se hace 0 cuando se deriva. El convenio ϕ = cte al ejecutar el Newton-Raphson tambie´n
permite el uso de la expansio´n multipolar para calcular el potencial de forma aproximada segu´n
la ecuacio´n 2.97.
Si el potencial gravitatorio se calcula de forma exacta, la gravedad tiene una buena aproxi-
macio´n pero el ca´lculo es computacionalmente caro, con un coste de θ(n2) con lo que es preferible
el uso de gravedad directa de forma explicita. Si el potencial gravitatorio se aproxima mediante
el momento cuadrupolar el coste se reduce a θ(n · log n)
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Posteriormente se calcula la gravedad aproximada mediante la ecuacio´n 2.95 de forma impl´ıci-
ta, utilizando el potencial gravitatorio de los vecinos para calcular la gravedad de la part´ıcula.
Al tomar ϕ = cte y estar multiplicado por el kernel, se evita la perdida de dispersio´n producida
en la versio´n de gravedad directa, manteniendo los bloques de part´ıculas no vecinos rellenos de
0s y obteniendo una contribucio´n pseudo-impl´ıcita a la ecuacio´n del momento.
De otra parte es necesario hacer notar que la ecuacio´n 2.95 tiene una serie de defectos que
es necesario valorar:
Hay un defecto de simetr´ıa debido a la resta de potenciales y por tanto no conserva
totalmente el momento lineal.
Si se usa la aproximacio´n cuadrupolar para el potencial gravitatorio, en la aproximacio´n
para part´ıculas muy cercanas (rij ⩽ 1 h), introduce divergencias que se pueden minimizar
colocando un para´metro de masa variable en el ca´lculo del potencial de los vecinos o como
se ha indicado en la seccio´n 2.2.4 calculando la gravedad de esas part´ıculas mediante la
interaccio´n directa.
Pasemos a ver las ecuaciones necesarias para la implementacio´n del me´todo.
Potencial gravitatorio El potencial gravitatorio y sus derivadas se encuentran deﬁnidas
segu´n el cuadro C.10. Si utilizamos el suavizado de masas, se sustituye la masa que depende
de j una masa que depende de i, j denominada mij (ecuacio´n 2.107), para ello se multiplica la
masa mj por un factor ηm (ecuacio´n 2.106).
ϕi = G
∑n
j=1
mij
rij
k = i k = j ∧ j ̸= i
∂ ϕi
∂ xk
= −G∑nj=1
mij
r3ij
(xi − xj) G
mij
r3ij
(xi − xj)
∂ ϕi
∂ yk
= −G∑nj=1
mij
r3ij
(yi − yj) G
mij
r3ij
(yi − yj)
∂ ϕi
∂ zk
= −G∑nj=1
mij
r3ij
(zi − zj) G
mij
r3ij
(zi − zj)
Cuadro C.10: Gravedad segu´n el potencial gravitatorio: Calculo del potencial gravitatorio.
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Gravedad semi-impl´ıcita y derivadas: agrav = gi = −∇iϕi La gravedad obtenida con el
potencial (ecuacio´n 2.95) segu´n las direcciones se encuentra deﬁnida en el cuadro C.11.
aXgrav =
1
ρi
∑N
j=1 mj (ϕi − ϕj)
∂ W˜ij(hi, hj)
∂ X
∂ aXgrav
∂ xk
=
1
ρi
∑N
j=1 mj
[(∂ ϕi
∂ xi
− ∂ ϕj
∂ xi
) ∂ W˜ij
∂ X
+ (ϕi − ϕj)
∂2 W˜ij
∂ xi ∂ X
]
1
ρi
mj
[( ∂ ϕi
∂ xj
− ∂ ϕj
∂ xj
) ∂ W˜ij
∂ xi
− (ϕi − ϕj)
∂2 W˜ij
∂ xi ∂ xi
]
∂ aXgrav
∂ yk
=
1
ρi
∑N
j=1 mj
[(∂ ϕi
∂ yi
− ∂ ϕj∂ yi
) ∂ W˜ij
∂ X + (ϕi − ϕj)
∂2 W˜ij
∂ yi ∂ X
]
1
ρi
mj
[(∂ ϕi
∂ yj
− ∂ ϕj∂ yj
) ∂ W˜ij
∂ xi
− (ϕi − ϕj)
∂2 W˜ij
∂ xi ∂ yi
]
∂ aXgrav
∂ zk
=
1
ρi
∑N
j=1 mj
[(∂ ϕi
∂ zi
− ∂ ϕj∂ zi
) ∂ W˜ij
∂ X + (ϕi − ϕj)
∂2 W˜ij
∂ zi ∂ X
]
1
ρi
mj
[(∂ ϕi
∂ zj
− ∂ ϕj∂ zj
) ∂ W˜ij
∂ xi
− (ϕi − ϕj)
∂2 W˜ij
∂ xi ∂ zi
]
∂ aXgrav
∂ ρk
= − 1ρ2i
∑N
j=1 mj (ϕi − ϕj)
∂ W˜ij
∂ X 0
Cuadro C.11: Gravedad segu´n el potencial gravitatorio: Ca´lculo de la gravedad y sus derivadas,
donde X es una variable gene´rica que representa las variables segu´n las direcciones (xi, yi, zi).
C.3. Conduccio´n te´rmica (κ)
Como se especiﬁca en la seccio´n 2.2.6 la ecuacio´n ba´sica que agrega el ﬂujo de calor al co´digo
ISFAA es la descrita por Springel, 2010 [95]. Segu´n se escoja la implementacio´n del modelo con
la ecuacio´n de la temperatura o de la energ´ıa se utilizara´ la siguiente deﬁnicio´n:
T˙cond =
1
Cv
· U˙cond (C.3)
En esta seccio´n se van a desarrollar las derivadas del te´rmino de ﬂujo de calor. Para el ca´lculo
de las derivadas y su posterior implementacio´n se preﬁere reordenar la ecuacio´n 2.117.
(
dUi
dt
)
Cond
= Cv ·
(
dTi
dt
)
Cond
=
N∑
j=1
mj
1
ρi ρj
(ki + kj) (Tj − Ti)
rij
(rij)
2 ∇iW˜ij(hi, hj) (C.4)
En los diferentes modelos el valor del coeﬁciente de conductividad te´rmica κ se toma constan-
te, una vez se ha determinado su valor medio. Esto se obtiene mediante dos me´todos dependiendo
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del tipo de ecuacio´n de estado. Si la ecuacio´n de estado es de gas ideal (por ejemplo en el pro-
blema “wall heating shock”), el valor de κ se obtiene mediante la ecuacio´n 2.118. En ecuaciones
de estado es ma´s realistas (en nuestro caso aplicada a las enanas blancas, Sec. 5), el valor de
κ se obtiene mediante el algoritmo para el ca´lculo de la opacidad conductiva en el caso l´ıquido
(Nandkumar y Pethick, 1984 [66]).
U˙cond =
∑N
j=1 mj
1
ρi ρj
(ki + kj) (Tj − Ti)
rij
r2ij
∇iW˜ij(hi, hj)
∂ U˙cond
∂ X =
∑N
j=1 mj
1
ρi ρj
(ki + kj) (Tj − Ti)
∂
(
rij
r2ij
∇iW˜ij(hi, hj)
)
∂ X
∂ U˙cond
∂ E =
∑N
j=1 mj
1
ρi ρj
(ki + kj)
∂ (Tj − Ti)
∂ E
rij
r2ij
∇iW˜ij(hi, hj)
∂ U˙cond
∂ ρ =
∑N
j=1 mj
∂ (ρi ρj)−1
∂ ρ (ki + kj) (Tj − Ti)
rij
r2ij
∇iW˜ij(hi, hj)
Cuadro C.12: Te´rmino de la conduccio´n te´rmica necesario para la ecuacio´n de la energ´ıa. Cambiar
variables gene´ricas X por: xi, xj ; yi, yj ; zi, zj y E por: Ti, Tj ; Ui, Uj
∂
(
rij
r2ij
∇iW˜ij(hi, hj)
)
∂ X =
∂
(
1
r2ij
)
∂ X · rij ∇iW˜ij(hi, hj) +
1
r2ij
·
∂
(
rij ∇iW˜ij(hi, hj)
)
∂ X
∂
(
1
r2ij
)
∂ x = −
2 (xi − xj)
r4
· ∂ (xi − xj)∂ x
∂
(
1
r2ij
)
∂ y = −
2 (yi − yj)
r4
· ∂ (yi − yj)∂ y
∂
(
1
r2ij
)
∂ z = −
2 (zi − zj)
r4
· ∂ (zi − zj)∂ z
Cuadro C.13: Conduccio´n te´rmica: Derivadas intermedias I. Cambiar variables gene´ricas X por:
xi, xj ; yi, yj ; zi, zj
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rij∇iW˜ij(hi, hj) = (xi − xj)
∂ W˜ij(hi, hj)
∂ x + (yi − yj)
∂ W˜ij(hi, hj)
∂ y + (zi − zj)
∂ W˜ij(hi, hj)
∂ z
∂
(
rij ∇iW˜ij(hi, hj)
)
∂ x =
∂ W˜ij(hi, hj)
∂ x + (xi − xj)
∂2 W˜ij(hi, hj)
∂ x ∂ x + (yi − yj)
∂2 W˜ij(hi, hj)
∂ x ∂ y + (zi − zj)
∂2 W˜ij(hi, hj)
∂ x ∂ z
∂
(
rij ∇iW˜ij(hi, hj)
)
∂ y =
∂ W˜ij(hi, hj)
∂ y + (xi − xj)
∂2 W˜ij(hi, hj)
∂ x ∂ y + (yi − yj)
∂2 W˜ij(hi, hj)
∂ y ∂ y + (zi − zj)
∂2 W˜ij(hi, hj)
∂ y ∂ z
∂
(
rij ∇iW˜ij(hi, hj)
)
∂ z =
∂ W˜ij(hi, hj)
∂ z + (xi − xj)
∂2 W˜ij(hi, hj)
∂ x ∂ z + (yi − yj)
∂2 W˜ij(hi, hj)
∂ z ∂ y + (zi − zj)
∂2 W˜ij(hi, hj)
∂ z ∂ z
Cuadro C.14: Conduccio´n te´rmica: Derivadas intermedias II.
C.4. Damping
El te´rmino de damping realiza una amortiguacio´n en la velocidad y es utilizado para rela-
jar los modelos cercanos al equilibrio. Una vez conseguido el equilibro, hay que eliminarlo del
esquema para realizar las simulaciones.
adamp = −κ · v
akdamp = −κ · vk
∂ akdamp
∂ vX
= −κ · ∂ vk∂ vX
Cuadro C.15: Damping: Amortiguacio´n de la velocidad, donde κ es una constante y k
son las variables segu´n las direcciones (xi, yi, zi). Cambiar variables gene´ricas vX por:
vxi , vxj ; vyi , vyj ; vzi , vzj
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Ape´ndice D
Ecuacio´n de estado (EOS)
Como se especiﬁca en la seccio´n 2.2.7, la ecuacio´n de estado permite deﬁnir la presio´n en
cada part´ıcula del modelo. La funcio´n presio´n depende de dos para´metros: De la densidad (ρ) y
de la energ´ıa (u) o la temperatura (T ), pudiendo deﬁnir su actualizacio´n a cada paso de tiempo
(ecuacio´n D.1) segu´n sus variaciones (ecuacio´n D.2).
Pn+1 = Pn + δPn (D.1)
δ P = ∂ P∂ ρ · δ ρ+
∂ P
∂ [U//T ] · δ [U//T ] (D.2)
Cs =
(∂ P
∂ ρ
)1/2
(D.3)
R = 8.314472 · 107 erg ·K−1 ·mol−1 (D.4)
µion = 1 (D.5)
γ = Cp
Cv
=
5
3
(D.6)
Cv =
dU
dT
=
1
(γ − 1)
R
µion
=
3
2
R
µion
(D.7)
Cp = R+ Cv (D.8)
En astrof´ısica, en general, se usa el sistema cgs para las unidades f´ısicas y por tanto la constante
de gases ideales usada en la ecuacio´n de estado de gas ideal tiene un valor especiﬁcado por la
ecuacio´n D.4. En los tests de la seccio´n 4, si no se especiﬁca lo contrario, la composicio´n del gas
ideal se supone de Hidro´geno monoato´mico, donde ﬁjamos el peso molecular D.5 y el coeﬁciente
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adiaba´tico D.6. El calor especiﬁco se especiﬁca en la ecuacio´n D.7 a volumen constante (Cv) y
D.8 a presio´n constate (Cp), donde se utiliza el para´metro R.
En el co´digo, para la ecuacio´n de estado se han implementado dos alternativas: La ecuacio´n
de estado para gases ideales o una ecuacio´n de estado ma´s realista que contempla los iones, las
repulsiones coulombianas, la contribuciones de los electrones degenerados y la radiacio´n. Veamos
estas implementaciones en ma´s detalle.
Gas ideal
La ecuacio´n de estado obtiene la presio´n en funcio´n de la densidad y de la energ´ıa o la
temperatura. En funcio´n de cual sea la variable independiente que se escoja (U, T ) podremos
calcular el otro para´metro segu´n lo indicado en el cuadro D.1.
P (ρ, T ) = R
µion
ρ T =⇒ U(T ) = 1
(γ − 1)
R
µion
T (D.9)
P (ρ, U) = (γ − 1) ρ U =⇒ T (U) = (γ − 1) µion
R
U (D.10)
Cuadro D.1: EOS ideal: Conversio´n entre energ´ıa y temperatura.
El cuadro D.2 contiene las derivadas de las variables implicadas en la ecuacio´n de estado.
∂/∂ρ ∂/∂T ∂/∂U ∂/∂h
P
∂ P
∂ ρ
=
R
µion
T = (γ − 1) U
∂ P
∂ T
=
R
µion
ρ
∂ P
∂ U
= (γ − 1) ρ
∂ P
∂ h
=
∂ ρ
∂ h
∂ P
∂ ρ
= −d
ρ
h
∂ P
∂ ρ
T
∂ T
∂ ρ
= 0
∂ T
∂ T
= 1
∂ T
∂ U
= (γ − 1)
µion
R
∂ T
∂ h
= 0
U
∂ U
∂ ρ
= 0
∂ U
∂ T
=
1
(γ − 1)
R
µion
∂ U
∂ U
= 1
∂ U
∂ h
= 0
Cs
∂ Cs
∂ ρ
=
1
2 Cs
∂2 P
∂ ρ2
= 0
∂ Cs
∂ T
=
1
2 Cs
∂2 P
∂ T ∂ ρ
=
(
R
µion
)
2 Cs
∂ Cs
∂ U
=
1
2 Cs
∂2 P
∂ U ∂ ρ
=
(γ − 1)
2 Cs
∂ Cs
∂ h
=
1
2 Cs
∂2 P
∂ h ∂ ρ
= 0
Cuadro D.2: EOS ideal: Derivadas de las equaciones (P presio´n; U energ´ıa; T temperatura; Cs
velocidad del sonido local).
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Ecuacio´n realista
En el co´digo se ha utilizado como ecuacio´n de estado la ecuacio´n habitualmente usada en el
grupo de astronomı´a y astrof´ısica (GAA) de la UPC. Esta ecuacio´n de estado se ha disen˜ado
teniendo en cuenta los iones, las correcciones coulombianas, la degeneracio´n de los electrones
(Blinnikov y colaboradores, 2011 [12]) y la radiacio´n.
Este co´digo supone que las variables independientes de entrada son la densidad (ρ) y la
temperatura (T ), obteniendo como para´metro de salida el valor de la energ´ıa).
En el programa se utiliza esta pieza de co´digo como una caja negra, donde dadas las variables
de entrada y se obtienen como salida las siguientes variables:
P , Presio´n.
(∂ P
∂ ρ
)
T
, Derivada de la presio´n respecto de la densidad a temperatura constante.
(∂ P
∂ T
)
ρ
, Derivada de la presio´n respecto de la temperatura a densidad constante.
U , Energ´ıa.
(∂ U
∂ ρ
)
T
, Derivada de la energ´ıa respecto de la densidad a temperatura constante.
(∂ U
∂ T
)
ρ
, Derivada de la energ´ıa respecto de la temperatura a densidad constante.
El co´digo trata de forma independiente la contribucio´n de: electrones, iones y radiacio´n. Para
calcular las contribuciones tenemos 3 subrutinas que son llamadas tambie´n de forma indepen-
diente, las variables de salida ﬁnales es el sumatorio de las subvariables obtenidas en las tres
subrutinas. Como ejemplo podemos observar como se calcula la presio´n (ecuacio´n D.11) y la
energ´ıa (ecuacio´n D.12) de la part´ıcula i.
Pi = P
(electro´nica)
i + P
(io´nica)
i + P
(radiacio´n)
i (D.11)
Ui = U
(electro´nica)
i + U
(io´nica)
i + U
(radiacio´n)
i (D.12)
El cuadro D.3 contiene las derivadas de las variables implicadas en la ecuacio´n de estado.
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∂/∂ρ ∂/∂U ∂/∂T ∂/∂h
P
(∂ P
∂ ρ
)
T
−−−
(∂ P
∂ T
)
ρ
−−−
U
(∂ U
∂ ρ
)
T
−−−
(∂ U
∂ T
)
ρ
−−−
T −− −−− −−− −−−
Cs
∂ Cs
∂ ρ =
1
2 Cs
· ∂
2P
∂ρ2 ≃ 0
∂ Cs
∂ U =
1
2 Cs
· ∂
2P
∂U ∂ρ ≃ 0
∂ Cs
∂ T =
1
2 Cs
· ∂
2P
∂T ∂ρ ≃ 0
∂ Cs
∂ T =
1
2 Cs
· ∂
2P
∂h ∂ρ ≃ 0
Cuadro D.3: EOS realista: Derivadas de las variables (P presio´n; U energ´ıa; T temperatura;
Cs velocidad del sonido local), obtenidas por las subrutinas. Donde las derivadas de la Cs son
aproximadas a cero para simpliﬁcar los ca´lculos.
La energ´ıa como variable independiente. La energ´ıa depende de la densidad y la tem-
peratura, su variacio´n se describe en la ecuacio´n D.13. Si se toma ρ = cte se elimina el primer
sumando y como Cv = ∂U/∂T se tiene la ecuacio´n D.15 que es el factor de conversio´n entre la
variacio´n de la energ´ıa δU y la variacio´n de la temperatura δT .
δU =
(∂ U
∂ ρ
)
T
· δρ+
(∂ U
∂ T
)
ρ
· δT (D.13)
δT =
(∂ T
∂ ρ
)
U
· δρ+
(∂ T
∂ U
)
ρ
· δU (D.14)
δU = Cv · δT (D.15)
Usando la energ´ıa en las ecuaciones impl´ıcitas aparecera´n una serie de derivadas que no se
obtienen en las subrutinas (ecuacio´n D.16) y que sera´ necesario calcular.
1)
(∂ P
∂ ρ
)
U
, 2)
(∂ T
∂ ρ
)
U
; 3)
(∂ P
∂ U
)
ρ
, 4)
(∂ T
∂ U
)
ρ
(D.16)
Para obtener 1) se hace de forma directa porque la temperatura T es una funcio´n de la
energ´ıa T (U). Se puede desarrollar el te´rmino en la ecuacio´n D.17. Podemos observar que nos
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falta el factor
(∂ T
∂ ρ
)
U
que se corresponde con la derivada 2).
(∂ P
∂ ρ
)
U
=
(∂ P
∂ ρ
)
T
+
(∂ P
∂ T
)
ρ
·
(∂ T
∂ ρ
)
U
=
(∂ P
∂ ρ
)
T
−
(∂ P
∂ T
)
ρ
·
(∂ U
∂ ρ
)
T(∂ U
∂ T
)
ρ
(D.17)
Para obtener 2) se aplica la regla de la cadena, cambiando los te´rminos constantes en el
proceso, y se puede desarrollar el te´rmino en la ecuacio´n D.18.
(∂ T
∂ ρ
)
U
= −
(∂ T
∂ U
)
ρ
·
(∂ U
∂ ρ
)
T
= −
(∂ U
∂ T
)−1
ρ
·
(∂ U
∂ ρ
)
T
= −
(∂ U
∂ ρ
)
T(∂ U
∂ T
)
ρ
(D.18)
Para obtener 3) se aplica la regla de la cadena y se puede desarrollar el te´rmino en la ecuacio´n
D.19. En este caso tenemos todos los factores ya que son salidas de la eos realista.
(∂ P
∂ U
)
ρ
=
(∂ P
∂ T
)
ρ
·
(∂ T
∂ U
)
ρ
=
(∂ P
∂ T
)
ρ
·
(∂ U
∂ T
)−1
ρ
=
(∂ P
∂ T
)
ρ(∂ U
∂ T
)
ρ
(D.19)
Para obtener 4) invertimos la fraccio´n y se puede desarrollar el te´rmino en la ecuacio´n D.20.
(∂ T
∂ U
)
ρ
=
(∂ U
∂ T
)−1
ρ
= (Cv)
−1 =
1
Cv
(D.20)
Ca´lculo de la temperatura mediante el me´todo Newton-Raphson Cuando se escoge
como variable independiente la energ´ıa, como la subrutina solo acepta como entrada densidad y
temperatura, tenemos el problema de la determinacio´n del para´metro temperatura que corres-
ponde a la energ´ıa de la part´ıcula del sistema.
Como se ha visto anteriormente en la ecuacio´n D.14 la temperatura depende de la densidad
y la energ´ıa. Para determinar este para´metro, se coge la energ´ıa de salida del co´digo, que se
denominara UEOS y se comparara´ con el valor en SPH, que se denominara´ USPH . Mediante un
me´todo Newton-Raphson se ira´ reﬁnando de forma iterativa el valor de la temperatura hasta
que coincidan las energ´ıas con un cierto margen de error aceptado, |UEOS − USPH | ⩽ εU .
El me´todo Newton-Raphson, para una ecuacio´n f(x) con una variable independiente x se
deﬁne segu´n la ecuacio´n D.21, descrita en la ecuacio´n 2.161.
xn+1i = x
n
i −
f(xi)
f ′(xi)
(D.21)
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Traduciendo el me´todo al esquema, se tiene que escoger una To (basada en la T estable de paso
de tiempo anterior) y la ρ real que corresponda como para´metros de entrada en EOS(ρSPH , To).
Como resultado se obtiene una presio´n P y una energ´ıa UEOS que se comparara´ con la de
la part´ıcula USPH . Si diﬁeren en un magen mayor que un cierto valor εU , se retoca To con el
Newton-Raphson y se reintroduce en la subrutina EOS(T ′o, ρ) a densidad constante, repitie´ndose
el proceso hasta encontrar el valor correcto.
Segu´n la relacio´n entre variacio´n de energ´ıa y temperatura (ecuacio´n D.15), despejamos la va-
riacio´n de temperatura y igualamos a cero, segu´n indica el me´todo Newton-Raphson, obteniendo
la ecuacio´n D.22
δ T + δ U
Cv
= 0 (D.22)
Para cambiar la variable independiente x de la ecuacio´n D.21, por la variable independiente
T , se necesita desarrollar los te´rminos de la ecuacio´n D.22, obteniendo lo indicado en el cuadro
D.4
δT = d T
d t
=
∆ T
∆ t =
T − To
∆ t (D.23)
δU = d U
d t
=
∆ U
∆ t =
U − Uo
∆ t (D.24)
Cv =
d U
d T
(D.25)
Cuadro D.4: Factores de relacio´n entre energ´ıa (U) y temperatura (T ).
Sustituyendo los valores, obtenemos la ecuacio´n del reﬁnamiento de la temperatura D.26,
donde podemos aplicar la condicio´n de convergencia D.27 que compara con la diferencia relativa
entre las energ´ıas.
T = To −
U − Uo
Cv
(D.26)
εU ⩾ |UEOS − USPH |
USPH
(D.27)
Donde el error εU puede estar en el rango [10−8, 10−4].
Ape´ndice E
Ana´lisis y convergencia en las
ecuaciones
Deﬁniciones para analizar las ecuaciones
Para analizar las ecuaciones y su convergencia necesitamos establecer una serie de deﬁniciones
descritas en detalle en Mene´ndez, 2010 [56].
Error Existen tres tipos principales de error: inherentes, asociados a los datos de entrada (me-
dicio´n, secuencia ﬁnita de d´ıgitos, retroalimentacio´n de la entrada, . . . ); truncamiento, asociados
a truncar un proceso matema´ticamente inﬁnito (evaluacio´n de series con sumas ﬁnitas, deriva-
cio´n por aproximaciones en diferencias ﬁnitas, . . . ); redondeo, asociado a la conservacio´n de un
nu´mero ﬁnito de d´ıgitos (precisio´n de la ma´quina). El estudio de la propagacio´n de los errores
permite acotar el error total.
Estabilidad Un me´todo es estable si es poco sensible a pequen˜as variaciones en los datos de
entrada. Se mide en la unidad mı´nima que puede manejar la ma´quina que estamos usando y
sus causas pueden ser dos: inherente al problema, porque el problema este mal acondicionado o
porque sea matema´ticamente inestable; inherente al me´todo, porque el me´todo este mal cons-
truido o porque sea nume´ricamente inestable. La inestabilidad no se maniﬁesta necesariamente
para cualquier conjunto de valores de entrada. En el caso de me´todos nume´ricamente inestables
(es decir problema bien condicionado), es necesario reemplazarlo por otro matema´ticamente
equivalente que sea estable o adaptarlo para que el original sea estable. En una ecuacio´n en dife-
rencias de dos niveles en tiempo o espacio (primer orden) es condicio´n suﬁciente para garantizar
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la estabilidad si tiene solo una variable dependiente. Si un algoritmo iterativo (ve´ase seccio´n
2.3.2) es inestable, los errores crecen exponencialmente en valor absoluto (de forma mono´tona u
oscilatoria), en general, esto no sucede con los me´todos directos.
Estabilidad en sistemas de ecuaciones no lineales La no linealidad de un problema com-
plica el ana´lisis de estabilidad, porque el ana´lisis debe hacerse sobre la ecuacio´n en diferencias
original linealizada. En la literatura se pueden encontrar las descripciones para linealizar ecua-
ciones: Mene´ndez, 2010 [56], Dahlquist y Bjo¨rck, 2003 [23], etc. En problemas no lineales una
fuente importante de inestabilidad radica en la transferencia de energ´ıa. No existe un mecanismo
eﬁcaz de disipacio´n y por tanto se acumula energ´ıa en las part´ıculas. Esto otorga un aspecto
ruidoso a la solucio´n nume´rica, que puede indicar el inicio de un proceso inestable. Si el pro-
blema que se trata tiene, escalas temporales cortas, un mecanismo de disipacio´n mediante un
te´rmino difusivo puede evitar esa inestabilidad. Pero, si se tienen nu´meros de Reynolds altos
la disipacio´n puede resultar insuﬁciente y es necesario agregar una viscosidad artiﬁcial con un
te´rmino difusivo extra para eliminar la energ´ıa a escalas pequen˜as o utilizar esquemas nume´ricos
disipativos, es decir, que introducen difusio´n nume´rica. Es necesario veriﬁcar que la estabilidad
nume´rica no se logre a costa de una inaceptable pe´rdida de precisio´n.
Consistencia Al aproximar una ecuacio´n diferencial discretizandola en una ecuacio´n de dife-
rencias se comete un error de truncamiento. Se denomina error de discretizacio´n a la diferencia
entre la solucio´n aproximada de la ecuacio´n de diferencias y la ecuacio´n diferencial o solucio´n
anal´ıtica. Dada una variable ν, una solucio´n aproximada ν′ es consistente si se acerca a la solu-
cio´n anal´ıtica una distancia menor o igual que un cierto error de discretizacio´n ε que se acepta
para el me´todo (ν − ε ⩽ ν ′ ⩽ ν + ε). Es decir que un esquema nume´rico es consistente con una
ecuacio´n diferencial, si el error de discretizacio´n tiende a anularse cuando disminuyen continua-
mente los intervalos de discretizacio´n es decir, εnj → 0, cuando ∆t → 0,∆x → 0. La condicio´n
de consistencia es necesaria, aunque no suﬁciente, para que la solucio´n nume´rica converja a la
solucio´n anal´ıtica cuando se aﬁna la malla de ca´lculo.
Criterio de Courant El criterio de Courant (Courant y colaboradores, 1967 [22]) establece
que el dominio de inﬂuencia (respecto de un punto) de la solucio´n anal´ıtica debe de estar
contenido en el de la solucio´n nume´rica, tal cual se muestra en la ﬁgura E.1. La violacio´n de
este criterio produce inestabilidades nume´ricas de tipo oscilatorio. De este principio general se
deduce la Condicio´n de Courant que limita el paso de tiempo en los me´todos expl´ıcitos para
garantizar la estabilidad nume´rica.
∆t ⩽ ∆x
U
(E.1)
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donde ∆t es el paso de tiempo, ∆x es la variacio´n en posicio´n en 1D y U representa la velocidad
del sonido que representa la longitud ma´xima de una celda de resolucio´n.
Figura E.1: Criterio de Courant para la estabilidad de una ecuacio´n en diferencias. En SPH, ∆x
se relaciona con la longitud de suavizado y U se sustituye por la velocidad del sonido local (Cs).
Convergencia Un me´todo es convergente si es estable y adema´s es consistente, es decir,
la solucio´n aproximada tiende a la solucio´n anal´ıtica al reﬁnar la malla de ca´lculo, tal que,
νnj → u(xj , tn), cuando ∆t → 0,∆x → 0 y en el l´ımite los ı´ndices j y n var´ıan (j, n → ∞)
mientras que xj y t
n permanecen ﬁjos (por ejemplo, xj = j∆x y tn = n∆t). Cuando se analiza
la convergencia, hay que observar que, al aﬁnar la malla de ca´lculo el error de truncamiento dis-
minuye, mientras los errores de redondeo permanecen bajo control. La consistencia es necesaria
para que el error de truncamiento disminuya al reﬁnar la malla. Adema´s, hay que comprobar
que el esquema de variables permanece estable (Richtmyer y Morton, 1967 [77]).
Orden de precisio´n La precisio´n de una solucio´n nume´rica νnj se mide por su diferencia con
la solucio´n anal´ıtica ν(xj , tn) para cada nodo (j, n) de la discretizacio´n. En un esquema nume´rico
son las potencias dominantes de los intervalos de discretizacio´n correspondientes a cada una de
las variables independientes, segu´n su error de discretizacio´n. Controlar la precisio´n signiﬁca
cuantiﬁcar la diferencia (error de truncamiento) respecto de la solucio´n anal´ıtica. El orden de
precisio´n mide con que ritmo se anula el error de discretizacio´n cuando se aﬁna la malla.
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Criterios de convergencia
Como se especiﬁca en la seccio´n 2.3.4 para garantizar la convergencia del me´todo es necesario
establecer una serie de criterios que afectan a las ecuaciones del esquema impl´ıcito.
Convergencia en las correcciones
Este criterio es uno de los criterios esta´ndar que mas se utilizan para determinar la conver-
gencia de un esquema Newton-Raphson. Se basa en comprobar las correcciones normalizadas
obtenidas en el u´ltimo reﬁnamiento. ����
δ χi
χi
���� ⩽ ε (E.2)
si todas las correcciones de las variables del esquema se situan por debajo de un valor ε = 10−4,
la convergencia del sistema se da por correcta.
Existe la posibilidad de que cuando las variables independientes son de tipos diferentes (como
por ejemplo energ´ıa interna y velocidad), controlar solo uno o varios tipos de estas variables.
Tambie´n es posible permitir un porcentaje de variables que incumplan este criterio, para
evitar que determinen los pasos de tiempo las zonas de la simulacio´n donde los valores de las
variables son practicamente nulos y sus correcciones igual, ya que se se situan en su rango de
valores.
Convergencia en las ecuaciones
Este criterio es mas restrictivo que el esta´ndar de los me´todos Newton-Raphson pero garantiza
la estabilidad del esquema. Para ello se descompone cada una de las ecuaciones iGj en sumas,
de tal modo que iGj = (
iGj)1+ (
iGj)2+ . . .+ (
iGj)n, donde i representa cada part´ıcula, j cada
ecuacio´n y n cada uno de los sumandos. Es decir, una vez actualizadas las variables, aplicamos
el siguiente criterio E.3, donde ε se suele tomar en el rango [10−4, 10−1].
��iGj
��
√
(iGj)21 + (
iGj)22 + · · ·+ (iGj)2n
⩽ ε (E.3)
Pasemos a ver los criterios de convergencia de cada una de las ecuaciones que pueden inter-
venir en el esquema.
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Ecuacio´n del momento Dadas las siguientes ecuaciones E.4, E.5 y E.6.
Gax=
vx − v(n−1)x
∆ t −(1−θ)a
(n−1)
x −θ

−∑Nj=1 mj

 Pi
Ωi ρ2i
∂ Wij(hi)
∂ x +
Pj
Ωj ρ2j
∂ Wij(hj)
∂ x

+axvisco+axgrav


(E.4)
Gay=
vy − v(n−1)y
∆ t −(1−θ)a
(n−1)
y −θ

−∑Nj=1 mj

 Pi
Ωi ρ2i
∂ Wij(hi)
∂ y +
Pj
Ωj ρ2j
∂ Wij(hj)
∂ y

+ayvisco+a
y
grav


(E.5)
Gaz=
vz − v(n−1)z
∆ t −(1−θ)a
(n−1)
z −θ

−∑Nj=1 mj

 Pi
Ωi ρ2i
∂ Wij(hi)
∂ z +
Pj
Ωj ρ2j
∂ Wij(hj)
∂ z

+azvisco+azgrav


(E.6)
Se puede descomponer Gak en sumandos, suponiendo k = x, y, z, se obtienen las tres ecua-
ciones E.7 a comprobar.
(Gak )1 =
vk − vn−1k
∆ t
(Gak )2 = − (1− θ) an−1k
(Gak )3 = θ
∑N
j=1 mj
(
Pi
Ωi ρ2i
∂ Wij(hi)
∂ k +
Pj
Ωj ρ2j
∂ Wij(hj)
∂ k
)
(Gak )4 = −θ akvisco
(Gak )5 = −θ akgrav
|Gak |√
(Gak)
2
1 + (Gak)
2
2 + (Gak)
2
3 + (Gak)
2
4 + (Gak)
2
5
⩽ εa (E.7)
Ecuacio´n de la energ´ıa Dada la siguiente ecuacio´n E.8.
GU˙=
U − Un−1
∆ t −(1−θ)U˙
n−1−θ
[
Pi
Ωi ρ2i
∑N
j=1 mj (vi−vj)∇iWij(hi)+U˙visco+U˙cond
]
(E.8)
Se puede descomponer GU en sumandos y se obtiene la ecuacio´n E.9 a comprobar.
(GU )1 =
U − Un−1
∆ t
(GU )2 = − (1− θ)Un−1
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(GU )3 = −θ
Pi
Ωi ρ2i
∑N
j=1 mj (vi − vj)∇iWij(hi)
(GU )4 = −θ U˙visco
(GU )5 = −θ U˙cond
|GU |√
(GU )
2
1 + (GU )
2
2 + (GU )
2
3 + (GU )
2
4 + (GU )
2
5 + (GU )
2
6
⩽ εU (E.9)
Ecuacio´n de la temperatura Dada la siguiente ecuacio´n E.10.
GT˙=
T − Tn−1
∆ t −(1−θ)T˙
n−1−θ
[
1
Ωi ρ2i
·
∂ Pi
∂ Ti
Ti
Cv
·∑Nj=1 mj (vi−vj)∇iWij(hi)+T˙visco+T˙cond
]
(E.10)
Se puede descomponer GT en sumandos y se obtiene la ecuacio´n E.11 a comprobar.
(GT )1 =
T − Tn−1
∆ t
(GT )2 = − (1− θ)Tn−1
(GT )3 = −θ
1
Ωi ρ2i
· ∂ Pi∂ Ti
Ti
Cv
·∑Nj=1 mj (vi − vj)∇iWij(hi)
(GT )4 = −θ T˙visco
(GT )5 = −θ T˙cond
|GT |√
(GT )
2
1 + (GT )
2
2 + (GT )
2
3 + (GT )
2
4 + (GT )
2
5 + (GT )
2
6
⩽ εT (E.11)
Ecuacio´n del movimiento Dadas las siguientes ecuaciones E.12, E.13 y E.14.
Gvx=
x− xn−1
∆ t −(1−θ)v
n−1
x −θ[vx] (E.12)
Gvy=
y − yn−1
∆ t −(1−θ)v
n−1
y −θ[vy ] (E.13)
Gvz=
z − zn−1
∆ t −(1−θ)v
n−1
z −θ[vz ] (E.14)
Se puede descomponer Gvk en sumandos, suponiendo k = x, y, z, se obtienen las tres ecua-
ciones E.15 a comprobar.
(Gvk )1 =
k − kn−1
∆ t
191
(Gvk )2 = − (1− θ) vn−1k
(Gvk )3 = −θ vk
|Gvk |√
(Gvk)
2
1 + (Gvk)
2
2 + (Gvk)
2
3
⩽ εv (E.15)
Ecuacio´n de la densidad Dada la siguiente ecuacio´n E.16.
Gρ=ρ−θ
[
1
θ
∑N
j=1 mj Wij(hi)
]
(E.16)
Se puede descomponer Gρ en sumandos y se obtiene la ecuacio´n E.17 a comprobar.
(Gρ)1 = ρ
(Gρ)2 = −
∑N
j=1 mj Wij(hi)
|Gρ|√
(Gρ)
2
1 + (Gρ)
2
2
⩽ ερ (E.17)
Ecuacio´n de la continuidad Dada la siguiente ecuacio´n E.18.
Gρ˙=
ρ− ρn−1
∆ t −(1−θ)ρ˙
n−1−θ[
∑N
j=1 mj (vi−vj)∇iWij(hi)] (E.18)
Se puede descomponer Gρ˙ en sumandos y se obtiene la ecuacio´n E.19 a comprobar.
(Gρ˙)1 =
ρ− ρn−1
∆ t
(Gρ˙)2 = − (1− θ) ρ˙n−1
(Gρ˙)3 = −θ
∑N
j=1 mj (vi − vj)∇iWij(hi)
|Gρ˙|√
(Gρ˙)
2
1 + (Gρ˙)
2
2 + (Gρ˙)
2
3
⩽ ερ˙ (E.19)
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Ecuacio´n de la distancia de interpolacion Dada la siguiente ecuacio´n E.20.
Gh = h −θ

1
θ
(
K
ρ
)1/d
 (E.20)
Se puede descomponer Gh en sumandos y se obtiene la ecuacio´n E.21 a comprobar.
(Gh)1 = h
(Gh)2 = −
(
K
ρ
)1/d
|Gh|√
(Gh)
2
1 + (Gh)
2
2
⩽ εh (E.21)
Ape´ndice F
ISFAA y PANGEA
El co´digo ISFAA inicio´ su desarrollo a principios de 2.009 con el objetivo de conseguir un
co´digo SPH impl´ıcito operativo. El tratamiento de modelos impl´ıcitos tienen un alto coste compu-
tacional y por tanto es necesario el uso de supercomputadores para hacer factible la ejecucio´n
del co´digo paralelo.
ISFAA
Durante estos an˜os de desarrollo se han creado varias versiones del co´digo, en diferentes
lenguajes de programacio´n:
TimeLine
ISFAA 1.0 (2010): Primera versio´n operativa, escrita en Fortran95, pod´ıa realizar test
ba´sicos con viscosidad artiﬁcial, pero sin gravedad.
ISFAA 2.5 (2012): Versio´n completa escrita en Fortran95, realiza test con viscosidad arti-
ﬁcial, gravedad y difusio´n de energ´ıa. Se aplica a enanas blancas.
ISFAA 3.0 (2013): Versio´n simple con viscosidad, redisen˜ada desde cero en Fortran95, para
subsanar problemas de convergencia de las versiones anteriores.
ISFAA 4.0 (2015): Versio´n completa escrita en C++, corrige los problemas de convergencia
e integra viscosidad artiﬁcial y gravedad. Experimenta con test de turbulencia, modelos
politro´picos de masa solar y modelos sin velocidad. Incluye una base de datos para poder
ejecutar mu´ltiples modelos sin recompilar el binario.
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ISFAA C++ v.4.0
La versio´n actual del co´digo esta pensada para que sea la base de mu´ltiples ampliaciones del
co´digo. Comentemos varias de sus caracter´ısticas para interesantes:
Esta disen˜ada en UML y de forma modular, aprovechando las herramientas y patrones
utilizados habitualmente en ingenier´ıa del software.
Utiliza el sistema de superclases y subclases para implementar diferentes versio´nes del
kernel, ecuaciones del esquema, gravedad, etc.
Integra una base de datos de tipo SQLite que permite hacer tuning del co´digo, en tiempo
de ejecucio´n, para especiﬁcar las preferencias del usuario en la simulacio´n que va a llevar
a cabo. Adema´s, sin recompilar el co´digo, permite al usuario ejecutar diferentes modelos
con opciones diversas.
Modiﬁcando la BD mientras el programa esta corriendo en el sistema, es capaz de modi-
ﬁcar su ejecucio´n. Esto habitualmente se utiliza para obtener informacio´n adicional en la
ejecucio´n de la simulacio´n actual.
Permite el tratamiento simple de ﬁcheros externos a la aplicacio´n. Se especiﬁcan las co-
lumnas de las variables del ﬁchero externo y pueden ser usadas como entrada del sistema.
Genera salidas del modelo en cada iteracio´n, as´ı como informacio´n de valores asociados
a las part´ıculas. Estos ﬁcheros contienen una leyenda y se ofrece una serie de scripts, en
bash y gnuplot, que generan ima´genes y v´ıdeos interesantes para analizar los resultados.
Herramienta de soporte
Paralelamente al desarrollo del co´digo de la tesis. En el an˜o 2014 inicie´ el desarrollo de
una interfaz gra´ﬁca, escrita en Qt5, para analizar las salidas de las simulaciones de ISFAA
o de cualquier otro programa. Este proyecto continu´a y amplia una pequen˜a aplicacio´n que
desarrolle´ en 2007, utilizanzo Qt3 y OpenGL. Esta aplicacio´n integra una base de datos que ha
sido el germen del disen˜o del co´digo ISFAA 4.0. La caracter´ısticas principales son las siguiente:
Ventana de navegacio´n por el disco del sistema.
Ventana de terminal del sistema para comandos y ejecuciones del programa.
Editor de co´digo con resaltado de las palabras reservadas del lenguaje.
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Apertura de documentos llamando a aplicaciones externas.
Base de datos SQLite para especiﬁcar las columnas de los ﬁcheros de entrada.
Ventana 3D en OpenGL para la navegacio´n, el tratamiento y el ana´lisis de modelos de
simulacio´n.
Ventana 2D en Qt para obtener informacio´n del modelo de simulacio´n.
Panel de resultados obtenidos de los ana´lisis de las ventanas anteriores.
El proyecto se encuentra en desarrollo y se continuara´ durante el 2016.
PANGEA: La ma´quina de simulacio´n.
Las bibliotecas algor´ıtmicas escogidas (PARDISO), utilizan OpenMP para su ejecucio´n, y
por tanto era necesario una ma´quina multiprocesador con memoria compartida (entre todos
sus nu´cleos) o un sistema que, de forma transparente al programa, le haga ver al sistema una
pseudo-memoria compartida.
Dada la diﬁcultad de acceso a los supercomputadores para programas en desarrollo, en vez de
en produccio´n, se busco ﬁnanciacio´n para comprar un servidor dedicado al desarrollo del nuevo
co´digo. Gracias al proyecto ESF EUROCORES Program Eurogenesis a trave´s del proyecto
MICINN EUI2009-04167, a ﬁnales de 2.009 se ofrecio´ la posibilidad de dedicar 5.000e a la
compra de un servidor para el proyecto.
Caracter´ısticas necesarias Durante un mes valore las diferentes posibilidades de composi-
cio´n de la ma´quina con dos premisas:
1. La matriz a tratar es enorme a pesar de ser muy dispersa. Su taman˜o depende del nu´mero
de part´ıculas del modelo, nu´mero de ecuaciones por part´ıcula y nu´mero de vecinos por
part´ıcula. El taman˜o mı´nimo de la RAM que se deb´ıa planiﬁcar era de 12Gb para conseguir
trabajar con modelos al menos 10.000 part´ıculas, 8 ecuaciones y 100 vecinos
2. Una vez cabe la matriz en memoria, el problema es exclusivamente de ca´lculo. Por tanto,
hab´ıa que maximizar el nu´mero de procesadores de la ma´quina, con un mı´nimo de 4.
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Eleccio´n de la arquitectura Primeramente era necesario escoger la arquitectura de la ma´qui-
na, ya que esta parte condiciona el resto de componentes del servidor. Observando comparativas
vi claramente que la eleccio´n entre Intel y AMD no era tal, ya que para procesadores de carac-
ter´ısticas muy similares Intel siempre sal´ıa victorioso, con rendimientos superiores al 20% por
tanto me centre en este tipo de procesadores. Las l´ıneas tecnolo´gicas candentes en aquel mo-
mento eran la primera generacio´n de i3, i5, i7 para ordenadores dome´sticos y la linea Intel Xeon
W o X 5500 para el uso profesional (gamma correspondiente al i7 en uso domestico). Exist´ıa
una l´ınea superior de muy alto rendimiento que ya no se valoro´ por su elevado coste.
Escoger Intel i7 o Xeon ten´ıa varias ventajas:
La tecnolog´ıa Intel “HyperThreading” o HT, donde se aprovecha el hardware interno del
procesador para usar 2 hilos de ejecucio´n por nu´cleo, de tal forma que una pastilla de 4
nu´cleos pueden funcionar como 8 hilos de ejecucio´n consiguiendo una efectividad sobre el
70-80% de 8 nu´cleos u´nicos.
La tecnolog´ıa Intel “TurboBoost”, que permite trabajar a cada nu´cleo sobre un 120% de
su capacidad de forma puntual, asumiendo picos de trabajo. Esta tecnolog´ıa es buena pero
no esencial ya que ISFAA produce una carga constante de trabajo y no hay picos.
Estos procesadores pueden trabajar con memoria DDR3 en formato “triple-chanel” con
tres bancos de memoria con tres “slots”, de tal forma que pueden acceder a 9 dimms de
memoria. Esto permite aumentar la capacidad teo´rica de memoria sobre los procesadores
anteriores que ten´ıan tecnolog´ıa “double-chanel” con dos bancos de memoria y dos “slots”,
es decir 4 dimms de memoria. En ese momento exist´ıan placas de 4GB y 8GB, siendo las
u´ltimas 4 veces ma´s caras y por tanto siendo descartadas por su coste.
En el mercado existen placas duales con la posibilidad de montar dos pastillas de nu´cleos
(Intel i7 o Xeon) y pudiendo acceder de forma simultanea al doble de canales de memoria
y colocar el doble de dimms, es decir, 18 “slots” de memoria.
En aquel momento ya se vislumbraba el potencial de las GPUs, y exist´ıan placas con la
posibilidad de colocar hasta 4 slots PCI-E 16x para tarjetas gra´ﬁcas (GPUs) pudiendo
trabajar todas ellas de forma simulta´nea.
Servidor Objetivo Las caracter´ısticas que se buscaban estaban ya deﬁnidas:
Placa base dual con 2 Procesadores Intel Xeon de la serie W o´ X 5500 de 4 nu´cleos cada
uno (8 hilos), para un total de 16 hilos de ejecucio´n.
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Un mı´nimo de 24GB Memoria DDR3 no-ECC a 1.333 Mhz. Es decir, 2 packs de 3 barras
de DDR3 (por el triple-chanel), haciendo un total de 12 barras de 4GB.
Un mı´nimo de dos “slots” PCI-E 16x para poder portar el co´digo a GPUs en el futuro,
siendo deseable 4 “slots” PCI-E 16x.
Proceso de compra Primeramente valore´ la posibilidad de comprar un servidor “comercial”,
montado por una de las empresas que cubre este sector de servidores (IBM, HP, Dell, etc.).
El presupuesto para la ma´quina objetivo se iba a los 12.000e, ma´s del doble de la cantidad
disponible, por tanto esta opcio´n se descarto.
La siguiente opcio´n era montar un servidor “a la carta”, teniendo el riesgo intr´ınseco y real
de que al agrupar las piezas la ma´quina no las admitiese en conjunto. Despue´s de ma´s de un
mes de consultar manuales, comparativas y foros, me decid´ı por la siguiente conﬁguracio´n.
Placa base dual ASUS Z8PE-D18, con 18 Dimms de memoria RAM DDR3 y 4 PCI-E 16x,
aunque por su colocacio´n y caracter´ısticas solo dos PCI-E son usables simulta´neamente
para la ejecucio´n de GPUs. Coste aproximado 500e.
2 procesadores de 4 nu´cleos Intel Xeon W5580 a 3,2Ghz, el tope de gama en ese momento,
pudiendo ejecutar 16 hilos. Coste aproximado 2.400e.
48GB de RAM Kingstom DDR3 no-ECC a 1.333 Mhz. Repartidos en 4 packs de 3 barras
de 4GB, las econo´micamente mas viables Coste aproximado 1.400e.
Nvidia Gforce 9500 GT, con 32 nu´cleos CUDA para hacer las primeras pruebas de porta-
bilidad. Coste aproximado 100e. Hoy en d´ıa (tres an˜os despue´s) por el mismo dinero una
tarjeta Nvidia Gforce GT 640 con 384 nu´cleos.
Resto de componentes: 2 ventiladores de CPU, Disco duro 1.5TB, cables, fuente de ali-
mentacio´n especial 1200W y caja ba´sica de servidor. Coste aproximado 600e.
Despue´s de la peticio´n de presupuesto y posterior negociacio´n se acordo´ la compra por una
cantidad cercana a 5.000e en la sucursal de Pista Cero situada en la facultad de Arquitectu-
ra te´cnica en Barcelona en el Campus Sud de la UPC. El pago lo coordino´ la secretar´ıa del
departamento de F´ısica a un plazo de 90 d´ıas.
Servidor en produccio´n Cuando llego la ma´quina el trabajo previo dio sus frutos, y todo
funciono a la primera. En un d´ıa el equipo estaba montado y en funcionamiento con un sistema
operativo Ubuntu Linux.
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Despue´s de una semana de pruebas y reinstalaciones para probar el rendimiento, se instalo
el sistema Ubuntu Desktop 8.04 LTS 64bits, se le asigno el servidor el nombre de red PANGEA,
se coloco en un cuarto climatizado denominado Cluster de Astrof´ısica en la EUETIB de la UPC
y se puso disponible para el acceso a trave´s de internet.
De este modo el sistema entro´ en produccio´n al inicio de 2.010, siendo actualizado a Ubuntu
Desktop 10.04 LTS 64bits cuando la versio´n fue liberada. Desde entonces ha sido usado de forma
exclusiva e ininterrumpida en el desarrollo de co´digo ISFAA hasta las fechas de escritura de esta
tesis, es decir durante los casi tres an˜os posteriores.
Figura F.1: Pangea: Servidor, con la tapa lateral abierta y recibiendo la refrigeracio´n directa
desde el aire acondicionado.
Figura F.2: Pangea: Conexiones, donde se ve el switch de red general (el de color blanco), dos
switchs de red pertenecientes al cluster de astrof´ısica y dos switchs KVM de teclado y rato´n.
Pangea usa conexio´n directa a trave´s del switch de red general y se encuentra conectado a la
boca 16 del Switch KVM 1.
Ape´ndice G
Aceleradoras gra´ﬁcas y
coprocesadores
Hoy en d´ıa un ordenador personal esta compuesto de varias piezas claves:
Procesador multinu´cleo (CPUs): Con sus registros y memoria cache separada en niveles
(L1,L2,. . . ).
Memoria principal (RAM): Que puede ser de muchos tipos, velocidades y anchos de
banda(DDR-2,DDR-3,. . . ), dependiendo de la placa base y el procesador.
Tarjeta gra´ﬁca (GPUs): En 1 o varios “slots” PCI-E 16x con memoria dedicada habi-
tualmente entre 1Gb-4Gb (DDR-3,DDR-5,. . . ), que pueden contener desde decenas hasta
miles de nu´cleos.
En la u´ltima de´cada los procesadores gra´ﬁcos han experimentando una gran evolucio´n en
su potencia de ca´lculo, adema´s el aumento de las velocidades del los procesadores multinu´cleo
convencionales y el taman˜o de las memorias esta´n llegado a un l´ımite f´ısico de la tecnolog´ıa.
El desarrollo de procesadores con mayores capacidades depende de las posibilidades de minia-
turizacio´n en circuitos integrados, que cada vez se encuentra con mayores diﬁcultades te´cnicas
relacionadas con la escala. La diﬁcultad para aumentar la frecuencia del reloj, como la lentitud
de transferencia de informacio´n por el bus entre memoria, procesador y disco motiva el uso de
la computacio´n paralela. Hasta e´pocas recientes el uso de supercomputacio´n intensiva estaba
restringido al uso de clusters car´ısimos en el campo de HPC (High Performance Computing),
pero esta situacio´n ha cambiado con la irrupcio´n en el mercado de primeramente las CPU’s
multinu´cleo y posteriormente, sobre el an˜o 2.000, las GPUs (tarjetas de proceso gra´ﬁco para
ordenadores de escritorio).
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Las tarjetas gra´ﬁcas, inicialmente orientadas al uso en la industria del cine o al tratamiento
de pol´ıgonos en videojuegos, por su gran capacidad de computo paralelo han ido migrando
su uso hacia la computacio´n. El resultado es que ha d´ıa de hoy las GPU son unidades de
proceso altamente segmentadas y compuestas por cientos de procesadores optimizados para el
tratamiento de la informacio´n en paralelo y la realizacio´n de operaciones aritme´ticas de forma
intensiva en coma ﬂotante. Es por ello que el procesamiento paralelo cada vez es mas accesible
al usuario personal. Hoy en d´ıa cualquier programador puede programar en paralelo y ejecutar
a un costo asequible. De hecho existen placas base que admiten el uso de hasta 6 tarjetas de
GPUs de forma simulta´nea, siendo el u´nico requisito adicional disponer de varias fuentes de
alimentacio´n que suministren ma´s potencia al sistema.
Figura G.1: Comparativa con aplicaciones entre CPU y GPU (http://www.nvidia.es/object/gpu-
computing-es.html).
GPUs
Tarjetas Nvida Tesla (CUDA) Los fabricantes principales de GPUs han desarrollado tec-
nolog´ıas para poder aprovechar la capacidad de las tarjetas y orientarlas al ca´lculo, siendo la
empresa puntera en el campo Nvidia. El fabricante Nvidia, ha desarrollado el lenguaje de pro-
gramacio´n CUDA para facilitar el uso del paralelismo GPU en sus tarjetas gra´ﬁcas. Las tarjetas
gra´ﬁcas Nvidia Gforce, orientadas a uso domestico, pueden utilizar CUDA para aprovechar su
procesamiento paralelo. La plataforma de ca´lculo paralelo CUDA proporciona un conjunto de
abstracciones que permiten implementar el paralelismo en el procesamiento de tareas y procesos
con diferentes niveles de granularidad. El programador puede expresar este paralelismo mediante
diferentes lenguajes de alto nivel como C++ o Fortran.
Para hacernos una idea del coste, a junio de 2012, una Gforce GT 640 que ofrece 384 nu´cleos
a una velocidad de 625Mhz con una memoria dedicada de 2GB DDR3 puede estar sobre los sobre
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los 120e (el precio y la cantidad de memoria disponible en la tarjeta depende de la empresa
ensambladora: ASUS, Gigabyte, Point View, etc.),.
Actualmente podemos encontrar tarjetas para paralelismo extremo en equipos de escritorio,
utilizadas principalemnte para juegos, como la Gforce GTX Titan X que ofrece 3072 nu´cleos,
con una memoria dedicada de 12GB DDR5 y cuesta sobre los 1.000e.
Adema´s Nvidia ha desarrollado la serie de tarjetas denominada Tesla (que sustituyen a las
Fermi) orientadas directamente al “GPU-Computing” o ca´lculo cient´ıﬁco GP-GPU, se venden
directamente premontadas en equipos de trabajo o en equipos enrackables para formar nodos
de supercomputacio´n. En este caso para equipos de trabajo o servidores con procesadores Intel
Xeon estar´ıamos hablando a partir de 3.000e, de una GPU Tesla C2075 con 448 nu´cleos, 6GB
de memoria dedicada DDR5, 1,03 Tﬂops y un ancho de banda mucho mayor que sus hermanas
pequen˜as Gforce. Actualmente se encuentran disponibles los modelos Tesla ’K20’ (2.496 nucleos,
5GB DDR5 y 1.17 Tﬂops) y ’K40’ (2.880 nu´cleos, 12 GB DDR5 y 1,43 Tﬂops) para entornos
de supercomputacio´n, con un valor entre 5.000e y 10.000e.
Figura G.2: Comparativa del “speed-up” y “performance” entre CPU y GPU, para diferentes
herramientas (http://www.nvidia.es/object/gpu-computing-es.html).
Aplicacio´n de las GPUs al SPH En el caso que nos ocupa, el objetivo es implementar o
utilizar algoritmos en GPUs para la resolucio´n de sistemas de ecuaciones con matrices dispersas.
La estructura interna de la GPU diﬁere de la CPU tradicional y por tanto es necesario un
nuevo planteamiento en el tratamiento de los problemas. A diferencia de las CPUs, que tienen
gran versatilidad y un propo´sito general, para usar las GPUs es necesario un estudio previo de
problema para identiﬁcar los puntos adecuados donde puede ser u´til la utilizacio´n del paralelismo
GPU. Las GPUs por si solas no permiten ejecutar en el sistema un programa, ni sirven para
todos los tipos de ca´lculos. Para su ejecucio´n en el sistema un programa necesita del uso de la
CPU, es tarea del programador seleccionar que parte del mismo puede ser implementada para
su ejecucio´n en paralelo en las GPUs. Por tanto los co´digos implementados sera´n un compromiso
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Figura G.3: Comparativa de la proyeccio´n entre CPU y GPU, para el futuro
(http://www.nvidia.es/object/gpu-computing-es.html).
entre el uso de CPUs y GPUs, en funcio´n de las necesidades que se observen y siempre tratando de
minimizar el empleo de la CPU para evitar las transferencias de datos costosas que se producen
usando el bus entre la memoria principal y la memoria dedicada de la tarjeta. Podemos encontrar
una buena introduccio´n a la aplicabilidad de GPUs en SPH en Rey, 2010 [76].
GPUs en el top500 En el an˜o 2.007 aparece el primer supercomputador basado en tecnolog´ıa
GPU que gracias a sus 77,48 TFlops se situ´a en el puesto 29 de la lista top500 que rankea los
mejores supercomputadores en funcio´n de su capacidad de ca´lculo. Esta ma´quina es TSUBAME
del “Tokyo Institute of Technology”, que cuenta con 170 Nvidia Tesla S1070 1U y una capacidad
de ca´lculo usando las tarjetas gra´ﬁcas de 170 TFlops. Desde entonces una multitud de ma´quinas
del top500 usan tecnolog´ıa GPU. Por ejemplo, ya en noviembre de 2011 aparecen en la lista
35 ma´quinas aceleradas por GPU Tesla, siendo 14 de ellas de nueva inclusio´n y 3 de ellas
situa´ndose en el top5. El crecimiento exponencial en el nu´mero de supercomputadores GPU en
la lista top500 es una de las mas ra´pidas adaptaciones de un nuevo tipo de procesadores de la
historia de la informa´tica de alto rendimiento (HPC).
Intel Xeon Phi
Como alternativa a las tarjetas gra´ﬁcas en 2012 Intel lanzo´ al mercado una nueva gama de
productos, las tarjetas PCI-Express de co-procesadores Intel Xeon Phi. Su principal ventaja es
que tiene un gran ancho de banda y utiliza memoria cache´ (a diferencia de las GPUs) y por tanto
puede hacer paralelizacio´n de datos (SIMD). Las tarjetas de co-procesadores actu´an como nodos
internos de la ma´quina (pudiendo hacer ssh a la tarjeta). Es posible montar mu´ltiples tarjetas
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de coprocesadores en un mismo sistema. Pueden funcionar en dos modos: 1) Nativo, ejecutando
directamente en la tarjeta o 2) Mixto, la CPU ejecuta el programa y distribuye el trabajo entre
las diferentes tarjetas Intel Xeon Phi, mediante comunicaciones por el bus del sistema.
Figura G.4: Intel Xeon Phi: Knight Corner - Mu´ltiples tarjetas.
La primera versio´n en salir al mercado fue Knights Corner , con 60 cores, 240 threads,
6-8GB DDR5 y con una potencia de ca´lculo de 1 Tﬂps (similar a la NVidia Tesla K20) y
un coste, dependiendo de las versiones, entre los 2.500 e y los 5.000 e. Es necesario compilar
espec´ıﬁcamente para esta arquitectura y an˜adir directivas de comunicacio´n en caso de uso mixto.
La comunicacio´n entre los diferentes cores de la tarjeta se realiza mediante un bus en anillo,
reduciendo as´ı los tiempos de acceso a datos.
Figura G.5: Intel Xeon Phi: Knight Corner - Diagrama.
La nueva versio´n denominada Knights Landing , disponible a principios de 2016, es compa-
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tible con la arquitectura Intel Xeon (porque el vector de registros es similar AVX-512). No es
necesario recompilar para la arquitectura, aunque si es recomendable para aprovechar las nuevas
caracter´ısticas. La comercializacio´n se realizara´ en tarjetas de co-procesadores, para sistemas con
Intel Xeon y como nodos independientes, que parece ser la apuesta de Intel. A diferencia de la
versio´n anterior, utiliza´ un bus matricial de comunicacio´n entre cores que resulta mucho mas
eﬁciente.
Figura G.6: Intel Xeon Phi: Knight Landing - Diagrama.
Clusters: Top500 44th(2014) y 45th(2015)
Figura G.7: Lista top500 45th(2015): List (http://www.slideshare.net/top500/top500-201506 ).
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Figura G.8: Lista top500 45th(2015): Distribucio´n de aceleradoras
(http://www.slideshare.net/top500/top500-201506 ).
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Figura G.9: Lista top500 44th(2014): Nu´cleos por socket y distribucio´n de aceleradoras
(http://www.slideshare.net/top500/top500-list-november-2014 ).
Ape´ndice H
Publicaciones
Han sido varios los textos que se han publicado a partir del trabajo de estos an˜os. Algunos
esta´n directamente relacionados con e´l y otros tienen su centro en varios aspectos del SPH y las
simulaciones nume´ricas. Los detallo a continuacio´n segu´n las a´reas objetivo:
Co´digo SPH impl´ıcito ISFAA
Escart´ın, J.A.; Garc´ıa-Senz, D.; “ISFAA, prospects for an implicit Smoothed Particle Hy-
drodynamics”, Highlights of Spanish astrophysics VII, Proceedings; p.943, 2013.
Escart´ın, J.A., Garcia-Senz, D., Cabezo´n, R.M. “ISFAA, prospects for an implicit SPH”,
6th international Spheric workshop; p.194-200, 2011, Schriftenreihe Schiﬀbau ISBN 978-
3-89220-658-3.
Escart´ın, J.A.; Garc´ıa-Senz, D.; Bravo, E. “Computer simulations using implicit Lagran-
gian hydrodynamics in 3D”, Highlights of Spanish astrophysics VI, Proceedings; p.703-708,
2011.
Escart´ın, J.A.; “Hidrodina´mica lagrangiana en 2D: Aproximacio´n impl´ıcita”, Master The-
sis, 2009: http://upcommons.upc.edu/pfc/handle/2099.1/6626.
Estudio de reacciones nucleares en Supernovas Ia
Bravo, E.; Piersanti, L.; Domı´nguez, I.; Straniero, O.; Isern, J.; Escart´ın, J.A.; “Type Ia
supernovae and the 12C+12C reaction rate”, Astronomy & Astrophysics 535 p.A114, 2011.
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Ampliacio´n de los Kernels Sinc - I´ndice adaptativo del kernel
Garc´ıa-Senz D., Cabezo´n R.M., Escart´ın J.A., Ebinger K.; “Equalizing resolution in smoot-
hing particle hydrodynamics calculations using self-adaptive sinc kernels”, Astronomy &
Astrophysics 570 p.A14, 2014.
Modiﬁcacio´n tensorial del SPH esta´ndar (IAD)
Garc´ıa-Senz, D.; Cabezo´n, R.M.; Escart´ın, J.A.; “Improving the smoothed particle hy-
drodynamics with an integral approach to calculating gradients”, Astronomy & Astrophy-
sics 538 p.A9, 2012.
Cabezo´n, R.M.; Garc´ıa-Senz, D.; Escart´ın, J.A.; “Testing the concept of integral approach
to derivatives within the smoothed particle hydrodynamics technique in astrophysical sce-
narios”, Astronomy & Astrophysics 545 p.A112, 2012.
Escart´ın, J.A., Garc´ıa-Senz, D., Cabezo´n, R.M. “Smoothed particle hydrodynamics: Chec-
king a tensor approach to calculating gradients”, Highlights of Spanish astrophysics VII,
Proceedings; p.874-879, 2013.
Software de visualizacio´n de gra´ﬁcos para simulaciones nume´ricas
Escartin, J.A., Garcia-Senz, D. “A displayer of stellar hydrodynamics processes”, High-
lights of Spanish astrophysics V; p. 497-498, 2010, Springer ISBN 978-3-642-11249-2.
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