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Invariance of Steady State Thermodynamics between Different Scales of Description
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Department of Physics, The University of Tokyo, Bunkyo, Tokyo 113-0033, Japan
(Dated: September 8, 2018)
By considering general Markov stochastic dynamics and its coarse-graining, we study the frame-
work of stochastic thermodynamics for the original and reduced descriptions corresponding to dif-
ferent scales. We are especially concerned with the case where the irreversible entropy production
has a finite difference between the scales. We find that the sum of increment of nonequilibrium en-
tropy and excess part of entropy production, which are key quantities in construction of steady state
thermodynamics, is essentially kept invariant with respect to the change in the scales of description.
This general result justifies experimental approaches toward steady state thermodynamics based on
coarse-grained variables. We demonstrate our result in a mesoscopic heat engine system.
PACS numbers: 05.40-a , 05.70.Ln
I. INTRODUCTION
Recent developments in experimental techniques en-
able the manipulation of small systems and the mea-
surement of fluctuations therein. In the framework of
stochastic thermodynamics, thermodynamic quantities
such as heat, work and entropy, are expressed in terms
of kinetic equations that the stochastic dynamics of the
system follows. The mesoscopic version of thermody-
namic relations between these quantities may be veri-
fied and utilized in various experimental setups including
biomolecules [1], colloidal particle systems [2], molecular
motors [3], and mesoscopic electric systems [4].
When one applies the framework of stochastic ther-
modynamics to the analysis of experimental results, we
should be aware that models at different time or length
scales, may describe the dynamics of the same physi-
cal system. Although different descriptions are meant to
present the same dynamics in an appropriate limit, it has
been shown that even in such case, naive application of
stochastic thermodynamics may lead to different results
between different scales of description [5].
The scale-dependence of irreversible entropy produc-
tion has recently attracted particular attention due to its
influence on the second law of thermodynamics. Since the
irreversible entropy production is the sum of the entropy
production in the heat bath(s) and the entropy increment
in the system, the dependence of its magnitude on the
scales of description indicates that the relation between
thermodynamic quantities is not invariant. Furthermore,
the dependence affects the discussion of the efficiency of
heat engines. For example, a mesoscopic heat engine
driven by imposing spatial modulations of temperature
and potential on a Brownian particle system [6], has a fi-
nite difference in the irreversible entropy production rate
between the underdamped and overdamped descriptions,
causing the second law to have totally different forms de-
pending on the scales. This means that the efficiency
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of such heat engine could only be described in a scale-
dependent manner [7], contrary to our expectation that
the fundamental thermodynamic nature would be de-
scribed in an objective way. This problem has also been
investigated in the context of effect of coarse-graining on
the entropy balance [8], anomaly due to a symmetry-
breaking [9] and the origin of irreversibility [10].
In this paper, we take a different approach to over-
come the problem of this scale-dependence of the irre-
versible entropy production. The key concept is to find
some scale-independent quantity which plays a role sim-
ilar to the entropy production. We focus on the excess
part of the entropy production, defined by subtracting
the steady state housekeeping part from the entropy pro-
duction in the context of steady state thermodynamics,
a possible extension of thermodynamics to nonequilib-
rium steady states [11, 12]. Although the excess entropy
production we are mainly concerned with has been in-
troduced in order to determine a thermodynamic poten-
tial through quasi-static operations [13, 14], we find, for
general physical systems modeled by Markov processes,
that the sum of the excess entropy production [13] and
the system’s entropy increment may be kept essentially
invariant with respect to the change in the scales of de-
scription, even in the case of non-quasistatic operation.
Since the invariance of excess entropy productions im-
plies that nonequilibrium versions of the second law may
have scale-independent descriptions, this may pave the
way toward verification of these relations in the realistic
experimental situation, where the measurable quantities
are often restricted to the coarse-grained scale.
II. SETUP
Let us consider a system where slow degrees of free-
dom, x, and fast degrees of freedom, y, interact with
each other and with environment. Due to the effect of
the environment, the time evolution of (x, y) may follow a
stochastic dynamics. We assume this stochastic dynam-
ics to be Markovian, which is justified if the time scale
of the equilibration of the environment is much shorter
2than that of the system.
The Markovian stochastic process of (x, y) is described
by the master equation that the probability density func-
tion Pt(x, y) follows,
∂Pt(x, y)
∂t
= Lλt · Pt(x, y). (1)
Here, Lλt is the generator of time evolution, whose sub-
script represents implicit dependence on time through
controllable parameter(s), λt. λt may include, for exam-
ple, the volume of the system, the position or strength
of an optical tweezer, temperature(s) of the environment,
and the strength of non-conservative force. Thermody-
namic operations are performed through λt.
Next, we consider the stochastic process of x obtained
from that of (x, y) by tracing out y. This stochastic pro-
cess corresponds to the view at the coarse-grained scale,
where we may observe only x. This reduced (coarse-
grained) dynamics is not always Markovian, since the
probability distribution of y, in general, also depends on
the values of x at the earlier times. However, if the dy-
namics of y is sufficiently faster than that of x and the
modulation of λt, then Pt(x, y) following Eq. (1) typically
converges to
Pt(x, y) = P
λt(y|x)Pt(x) +O(η), (2)
in the longer time scale than τy, and the Markov property
of x is justified. Here, we define the time scales of x, y
and λt as τx, τy and τλ, respectively, and the separation
of time scales, η := max{τy/τx, τy/τλ}, which serves as a
small parameter. Equation (2) may be interpreted as the
fast relaxation of y to the local steady density function,
Pλt(y|x), under the given x and λt.
III. STOCHASTIC THERMODYNAMICS
We give a brief review of stochastic thermodynamics
in the following paragraph [15]. For several systems (in-
cluding [1–4]), the entropy production in the framework
of stochastic thermodynamics may be written in a uni-
fied form. Γ generically denotes the variable(s) of the
stochastic dynamics, such as x and y.
First, we consider the entropy production rate in the
heat baths, σ, which is the sum of the energy currents
flowing from the system to the baths divided by the re-
spective temperatures of the baths. The entropy produc-
tion rate when the variable(s) of system changes from Γ
to Γ′, is related to the transition probability from Γ to
Γ′ between time t and t+∆t, Wλt∆t(Γ
′|Γ), as
σˆ(Γ→ Γ′, λt) := lim
∆t→0
1
∆t
ln
Wλt∆t(Γ
′|Γ)
Wλt∆t(Γ¯|Γ¯
′)
. (3)
Γ¯ indicates the time-reversal of Γ, and the Boltzmann
constant is set to unity throughout this paper. The en-
tropy production rate upon a given state Pt(Γ) is ob-
tained as the expected value of the entropy production
rate [Eq. (3)],
σ[Pt(Γ);λt] := lim
∆t→0
〈σˆ(Γt → Γt+∆t, λt)〉Pt+∆t,t(Γt+∆t,Γt),
(4)
with respect to the joint probability density function
Pt+∆t,t(Γt+∆t,Γt) = W
λt
∆t(Γt+∆t|Γt)Pt(Γt). Next, the
entropy of the system at time t is given by the Shannon
entropy of Pt(Γ),
S[Pt(Γ)] := −
∫
Pt(Γ) lnPt(Γ)dΓ. (5)
Then, we may prove the second law of thermodynamics,
S[PT (Γ)]− S[P0(Γ)] ≥ −
∫ T
0
σ[Pt(Γ);λt]dt, (6)
for an arbitrary initial probability density function P0(Γ)
and protocol (λt)
T
t=0. The equality of Eq. (6) is achieved
when the system is initially in the equilibrium state for
λ0, and the controllable parameter λt is slowly varied
under the condition that each λt corresponds to an equi-
librium state. We call the sum,
Σ[Pt(Γ);λt] :=
dS[Pt(Γ)]
dt
+ σ[Pt(Γ);λt], (7)
the irreversible entropy production rate, which should be
interpreted as the entropy production rate in the total
system.
Contrary to the expectation that these expressions
[Eqs. (4,5)] are consistent with the thermodynamically-
defined entropy productions in various systems, they
do not always work well, especially when a non-
equilibrium system is subjected to coarse-graining. We
may show in some examples [8–10] that the quantities
σ[Pt(Γ);λt], S[Pt(Γ)] and Σ[Pt(Γ);λt] defined using the
fine- and coarse-grained variables [by Eqs. (4,5)] have
finite differences, even in the limit of η → 0, where
the Markov property of the coarse-grained description
is completely satisfied. The differences in these quanti-
ties mean that Eqs. (4,5) fail to give thermodynamically-
defined entropy productions, either at the fine- or coarse-
grained description. In general, the expressions of the
thermodynamic entropy productions cannot be derived
solely from the mathematical description of the process,
but one needs to take into account how the description
is obtained from physical system.
IV. INVARIANCE OF EXCESS ENTROPY
PRODUCTION
Our main aim is to investigate the dependence of
entropy-like quantities on the scales of description. The
key quantity we consider is the excess entropy produc-
tion. The excess entropy production has been introduced
to extend the thermodynamic structure to the nonequi-
librium states [11, 12]. In the nonequilibrium steady
3states, unlike the equilibrium states, the entropy of the
total system is produced steadily and diverges in time.
As a consequence, the straightforward application of the
second law of thermodynamics does not give any mean-
ingful inequality. Since the excess entropy production
is defined by subtracting the steady state housekeeping
entropy production from the entropy production, it is
possible to derive some useful relations by replacing the
entropy production in the second law with its excess part.
In [13], Komatsu et al. identified the housekeeping en-
tropy production rate at time t with the entropy produc-
tion rate upon steady state, Pλtss (Γ), with the parameter
fixed at λt: σ[P
λt
ss (Γ);λt]. The excess entropy production
rate in the heat baths is given as
σex[Pt(Γ);λt] = σ[Pt(Γ);λt]− σ[P
λt
ss (Γ);λt]. (8)
In the quasistatic change of parameter(s) from λ0 to λT
causing a transition between the steady states Pλ0ss (Γ)
and PλTss (Γ), σex[Pt(Γ);λt] satisfies the extended Clau-
sius relation [13],
Ssym[PT (Γ)]− Ssym[P0(Γ)] =−
∫ T
0
σex[Pt(Γ);λt]dt+R[λt].
(9)
Equation (9) states that the change in the symmetrized
Shannon entropy,
Ssym[Pt(Γ)] := −
∫
dΓPt(Γ)
1
2
[
lnPt(Γ) + lnPt(Γ¯)
]
,
(10)
is equal to the excess entropy production within a resid-
ual error term, R[λt]. Since Σ[Pt(Γ);λt] ≥ 0, the lowest
order of R[λt] is O(ǫ
2), where ǫ denotes the degree of
nonequilibrium such as the temperature difference be-
tween two heat baths divided by the mean temperature.
However, Komatsu et al. showed that R[λt] can be de-
creased to O(ǫ3) by taking an appropriate protocol link-
ing the given initial and final steady states [13]. Here-
after, we restrict ourselves to such appropriate protocols
which achieve R[λt] = O(ǫ
3) under quasi-static oper-
ations, and examine the case of finite-time operations,
which is beyond the original theory [13].
We find even for non-quasistatic parameter change be-
tween the steady states that the sum of the symmetrized
Shannon entropy increment and the excess entropy pro-
duction,
Ssym[PT (Γ)]− Ssym[P0(Γ)] +
∫ T
0
σex[Pt(Γ);λt]dt
=: Ω[P0(Γ), λt], (11)
is kept invariant within errors of Rqs[P0(x), λt],
Rnqs[P0(x), λt] and O(η) as,
Ω[P0(x, y), λt] = Ω[P0(x), λt]
+Rqs[P0(x), λt] +R
nqs[P0(x), λt] +O(η) +O(ǫ
3),
(12)
for the case where Eq. (2) holds and
Pλt(y|x) = Pλt(y¯|x¯) +O(ǫ2) (13)
or Pt(x) = Pt(x¯) +O(ǫ) (14)
is satisfied. We introduce the excess entropy produc-
tion rates to the (x, y) and x scales of description,
σex[Pt(x, y);λt] and σex[Pt(x);λt], from the entropy pro-
duction rates σ[Pt(x, y);λt] and σ[Pt(x);λt], respectively,
following their definition [Eq. (8)]. Rqs[P0(x), λt] is of the
same order as R for the corresponding quasistatic oper-
ation, meaning that now Rqs[P0(x), λt] = O(ǫ
3). The
major difference in the residual error from the extended
Clausius relation [Eq. (9)] is its dependence on the speed
of operation, which is represented by the Rnqs[P0(x), λt]
term. Here, Rnqs[P0(x), λt] is an accumulated change
of the deviation of the coarse-grained probability den-
sity function from the steady state one with the param-
eter fixed at λt, which could be evaluated at the coarse-
grained scale. As we shall see in the following, it can also
be decreased to O(ǫ3) even when the operation is fast.
This means that the difference in Ω between the scales is
not necessarily large in the sense of the extended Clausius
relation. Derivation and the definitions of Rqs[P0(x), λt]
and Rnqs[P0(x), λt] are given in Appendix A.
Among the conditions for Eq. (12) to hold, Eq. (13)
and (14) mean the time-reversal symmetry of the local
steady density function Pλt(y|x) and that of the coarse-
grained density function Pt(x), respectively. Therefore,
Eq. (13) [or Eq. (14)] trivially holds when (x, y) (or x)
does not include the time-reversal antisymmetric vari-
ables such as momentum. We note that Eqs. (13) and
(14) may be replaced by a conditon ∂Pλ(y|x)/∂λ = O(ǫ).
However, this condition is formal and hardly ever satis-
fied in a realistic situation. Note that when Eq. (13) holds
without its error term, fluctuation theorem is derived for
the difference in the irreversible entropy production, Σ
[10].
Although there exist different types of excess entropy
production corresponding to different definitions of the
housekeeping part, we find the nonequilibrium thermo-
dynamic relations to be universally kept invariant with
respect to the change in the scales of description. In the
case of the excess entropy production originally defined
by Hatano and Sasa [16], we may extend the statement
by Santilla´n and Qian [17] and show for any Markovian
stochastic dynamics satisfying Eq. (2) that the sum of the
Shannon entropy increment and the Hatano-Sasa excess
entropy production is kept invariant. It may be shown
for another definition introduced by Maes and Netocˇny´
[18] that the same invariance holds in a two dimensional
overdamped Langevin model example. The details will
be discussed elsewhere.
V. EXAMPLES
In the following, we consider the Bu¨ttiker-Landauer
motor system, where spatial modulations of temperature
4and potential are imposed on a Brownian particle [6].
The motion of Brownian particle under such a situation
may be described by an underdamped Langevin equation
with the position-dependent temperature, T (x),
x˙ =
p
m
, p˙ = −γ
p
m
−
∂U(x)
∂x
+
√
2γT (x)ξ. (15)
Here, x and p are the position and momentum of the
particle, respectively, m is the mass of the particle, γ
is the drag coefficient, U(x) is the mechanical potential,
and ξ is a white Gaussian noise with zero mean and unit
variance. A periodic boundary condition with period L
is imposed on x. We treat U(x), T (x) as the controllable
parameters depending on t.
In this case, (x, p) corresponds to (x, y) of our general
setup and η = max{τp/τx, τp/τλ} characterizes the sep-
aration of time scales, where τp := m/γ. Applying the
standard procedure of the singular perturbation theory
[19], we obtain the asymptotic behavior of the probability
density function at time scale longer than τp,
Pt(x, y) = Pt(x)
1√
2πmT (x)
e−
p2
2mT (x) +O(η), (16)
and an overdamped Langevin equation that x follows at
the coarse-grained scale,
γx˙ = −
∂U(x)
∂x
−
1
2
∂T (x)
∂x
+
√
2γT (x) ◦ ξ. (17)
Here and in what follows, we omit the higher order
terms [O(η)]. The symbol ◦ denotes the product in the
Stratonovich sense. By substituting Eq. (16) into Eqs. (4)
and (5), we may obtain the asymptotic expression of
Σ[Pt(x, p);λt] as
Σ[Pt(x, p);λt] = Σ[Pt(x);λt] +
〈
T (x)
2γ
(
1
T (x)
∂T (x)
∂x
)2〉
,
(18)
which indicates the presence of finite difference in the ir-
reversible entropy production, Σ, except for the isother-
mal cases [9]. In contrast, the invariance of Ω holds since
Eq. (16) satisfies Eqs. (2) and (13).
Let us now consider a sudden quench of the control-
lable parameters from λi := (Ui(x) = ǫφ(x), Ti = T0) to
λf := (U(x) = Ui(x), T (x) = T0 − 2ǫφ(x)) at time t = 0.
By taking φ(x) = T0[cos(2πx/L) + 1/4 cos(4πx/L)], the
probability density function after the quench is given up
to O(ǫ) as
Pt(x) =P
λf
ss (x)− 2ǫ
[
e−(
2pi
L′
)2 T0γ t cos
(
2πx
L
)
+
1
4
e−(
4pi
L′
)
2 T0
γ
t cos
(
4πx
L
)]
+O(ǫ2), (19)
where L′ :=
∫ L
0
√
T0/T (x)dx. Equation (19) agrees with
the initial equilibrium and final steady density function,
Pλiss (x) ∝ exp[−ǫφ(x)/T0] and P
λf
ss (x) =
√
T0
T (x)
1
L′
,
(20)
at t = 0 and t → ∞, respectively. ǫ represents the
degree of nonequilibrium after the quench, hence ǫ ∝
max{|LT ′(x)/(2πT0)|}. In this example, it immediately
follows from Pt(x)−P
λf
ss (x) = O(ǫ) that R
nqs[P0(x), λt] =
O(ǫ3). Therefore, we find the difference in Ω [Eq. (11)]
between the scales to be O(ǫ3), which may be also calcu-
lated explicitly as
Ω[P0(x, p), λt]− Ω[P0(x), λt] = −
15
16
ǫ3 +O(ǫ4), (21)
where we take the ensemble average of Eq. (18) with re-
spect to Pt(x) and P
λf
ss (x), and integrate it over t ∈ [0, T ].
In contrast to the difference in Ω [Eq. (21)], the differ-
ence in the irreversible entropy production
∫ T
0
Σdt be-
tween the scales [refer to Eq. (18)] includes an obviously
large contribution diverging with the elapsed time after
quench, T , as T
∫ L
0 dx/L
′
√
T0T (x)/γ [T
′(x)/T (x)]
2
. In
this model, we may easily calculate Ω[P0(x), λt] by using
the correspondence of the overdamped dynamics to an
appropriate equilibrium dynamics, as
Ω[P0(x), λt] =
∫
dxPλiss (x) ln
Pλiss (x)
Pλfss (x)
= O(ǫ2). (22)
This means that the extended Clausius relation (9) is
not satisfied up to O(ǫ3) at both scales of description.
Therefore, this model serves as an example of the case
where Ω is large, but is invariant with respect to the
change in the scales of description. In FIG. 1, we show
the numerical result confirming that the difference in Ω
between the scales may be small even when the difference
in the irreversible entropy production, Σ, between the
scales and Ω itself are large.
VI. CONCLUSION
We have considered the system which can be described
as Markovian stochastic process at two scales of descrip-
tion, and have shown that the excess entropy production
is essentially invariant with respect to the change in the
scales of description, even in the case where the irre-
versible entropy production depends on the scales and
the operation is not quasistatic. The main result has
been illustrated in Bu¨ttiker-Landauer motor system.
Our results are encouraging for the experimental in-
vestigation of steady state thermodynamics. Measurable
variables are often restricted to a few degrees of free-
dom, due to the limitation in experimental techniques.
In such cases, the irreversible entropy production does
not generally have a scale-invariant value. It is expected,
5FIG. 1. (Color online) The time series of the entropy produc-
tion rates for the example [Eq. (15)]. The plotted quantities
are Σ[Pt(Γ);λt] at the underdamped scale (square, red), at
the overdamped scale (diamond, blue) and dSsym[Pt(Γ)]/dt+
σex[Pt(Γ);λt] at the underdamped scale (cross, green). ǫ is
set as 0.1. The time scale, L2γ/4π2T0, is taken as the unit of
time.
however, that the excess entropy production possesses
a scale-independent value, when we obtain the coarse-
grained description of the measurable quantities. There-
fore, the objectivity of the physical quantity is recovered
by considering the excess entropy production, supporting
the possibility of experimentally exploring steady state
thermodynamics based on the mesoscopic scale of de-
scription.
We are grateful to S-i. Sasa, Y. Izumida, M. Sano, K.
A. Takeuchi and T. Sagawa for fruitful discussions. This
work is supported by the Grant-in-Aids for JSPS Fellow
(Grants No. 24-3258 and No. 24-8031).
Appendix A: Derivation of Main Result [Eq. (12)]
First, we rewrite the excess entropy production in
terms of the entropy production conditioned by Γ at the
initial time point, 〈Θ(λ)〉
(λ)
Γ→ss [14]. 〈Θ(λ)〉
(λ)
Γ→ss is the en-
tropy production in the heat baths during the time inter-
val [0, τ ] when the system is initially set to be Γ and the
controllable parameter is fixed at λ. Here, τ should be set
sufficiently longer than the relaxation time of the system.
In a N -step piecewise constant protocol (λ
(N)
t )t∈[0,T ] in-
troduced to approximate the protocol (λt)t∈[0,T ]:
λ
(N)
t =
{
λ0 t = 0
λj∆t t ∈ ((j − 1)∆t, j∆t] for j = 1, . . . , N
(A1)
the excess entropy production in the heat baths during
the time interval [(n− 1)∆t, n∆t] is given as,
∫ n∆t
(n−1)∆t
σex[Pt(Γ);λ
(N)
t ]dt
=
∫
[P(n−1)∆t(Γ)− P
λn∆t
ss (Γ)]〈Θ(λn∆t)〉
(λn∆t)
Γ→ss dΓ
−
∫
[Pn∆t(Γ)− P
λn∆t
ss (Γ)]〈Θ(λn∆t)〉
(λn∆t)
Γ→ss dΓ
=
∫
[P(n−1)∆t(Γ)− Pn∆t(Γ)]〈Θ(λn∆t)〉
(λn∆t)
Γ→ss dΓ. (A2)
We depict the situation of Eq. (A2) in FIG. 2. Since
(λ
(N)
t )t∈[0,T ] reproduces (λt)t∈[0,T ] in the limit ofN →∞
(∆t := T /N → 0), the excess entropy production in the
heat baths during the time interval [0, T ] in the original
protocol (λt)t∈[0,T ] may be transformed into,
∫ T
0
σex[Pt(Γ);λt]dt =−
∫ T
0
dt
∫
∂Pt(Γ)
∂t
〈Θ(λt)〉
(λt)
Γ→ssdΓ.
(A3)
Note that since it is natural to expect Eq. (A3) to hold
irrespective of its derivation, the stepwise protocol as-
sumed here does not contradict with the assumption
τy ≪ τλ.
Next, we transform the difference in the symmetrized
Shannon entropy increment between the scales of descrip-
tion. When the time scales are sufficiently separated [i.e.,
FIG. 2. (Color online) Schematic picture of Eq. (A2). Solid
(black) and dashed-dotted (green) lines represent the entropy
production rate in the baths and its housekeeping part, re-
spectively. Dashed and dotted lines are the corresponding
entropy production rates when the controllable parameter is
fixed at λn∆t. Hatched (red) and shaded (blue) areas amount
to first and second terms in the last line of Eq. (A2). By
choosing τ sufficiently long compared with the time scale of
relaxation to steady states, the difference between two areas
gives the excess entropy production on the left hand side of
Eq. (A2).
6when Eq. (2) holds], it may be decomposed as,
{Ssym[PT (x, y)]− Ssym[P0(x, y)]} − {Ssym[PT (x)]
− Ssym[P0(x)]}
= −
∫ T
0
dt
d
dt
[∫
dxdyPt(x, y)
1
2
ln
Pt(x, y)
Pt(x)
+
∫
dxdyPt(x, y)
1
2
ln
Pt(x
∗, y∗)
Pt(x∗)
]
=
∫ T
0
dt
[
−
∫
dxdy
∂Pt(x, y)
∂t
lnPλtss (y
∗|x∗)
+
1
2
∫
dxdy
∂Pt(x, y)
∂t
{
lnPλtss (y
∗|x∗)− lnPλtss (y|x)
}
−
1
2
∫
dxdyPt(x, y)
dλt
dt
∂ lnPλtss (y|x)
∂λt
−
1
2
∫
dxdyPt(x, y)
dλt
dt
∂ lnPλtss (y
∗|x∗)
∂λt
+O(η)
]
.
(A4)
By considering the linear response formula [14] which
relates the steady state probability density function,
Pλtss (Γ), with 〈Θ(λ)〉
(λ)
Γ→ss as,
lnPλss(Γ) = −S(λ) − 〈Θ(λ)〉
(λ)
Γ∗→ss +O(ǫ
2) (A5)
[S(λ) is determined from the normalization], the inte-
grand of first term in the last line of Eq. (A4) gives the
difference in the excess entropy production rate between
two scales (and some residual terms):
∫
dxdy
∂Pt(x, y)
∂t
[
〈Θ(λt)〉
(λt)
(x,y)→ss − 〈Θ(λt)〉
(λt)
x→ss +O(ǫ
2)
]
=− σex[Pt(x, y);λt] + σex[Pt(x);λt] +
∫
dxdy
∂Pt(x, y)
∂t
O(ǫ2)
=− σex[Pt(x, y);λt] + σex[Pt(x);λt]
+
∫
dxdy
{[
∂Pt(x)
∂t
−
dλt
dt
∂Pλtss (x)
∂λt
]
Pλtss (y|x)
+
dλt
dt
∂Pλtss (x)
∂λt
Pλtss (y|x) + Pt(x)
dλt
dt
∂Pλtss (y|x)
∂λt
}
O(ǫ2)
=− σex[Pt(x, y);λt] + σex[Pt(x);λt] +
dλt
dt
O(ǫ2)
+
∫
dxdy
[
∂Pt(x)
∂t
−
dλt
dt
∂Pλtss (x)
∂λt
]
Pλtss (y|x)O(ǫ
2).
(A6)
Here, we omitted O(η) term. Because it may be shown
that the time integral of third term gives O(ǫ3) contribu-
tion for appropriate protocols in the context of extended
Clausius relation [e.g. the case where
∫
dt
∣∣∣λ˙t∣∣∣ = O(ǫ)],
we include it in Rqs[P0(x), λt]. The integrands of second
and fourth terms in the last line of Eq. (A4) are trans-
formed to
1
2
∫
dxdy
∂Pt(x, y)
∂t
[
Pλtss (y
∗|x∗)− Pλtss (y|x)
Pλtss (y|x)
+O(ǫ2)
]
−
1
2
∫
dxdyPt(x, y)
dλt
dt
1
Pλtss (y∗|x∗)
∂Pλtss (y
∗|x∗)
∂λt
=
1
2
∫
dxdy
[
∂Pt(x)
∂t
Pλtss (y|x) + Pt(x)
dλt
dt
∂Pλtss (y|x)
∂λt
] [
Pλtss (y
∗|x∗)
Pλtss (y|x)
+O(ǫ2)
]
−
1
2
∫
dxdyPt(x
∗)Pλtss (y
∗|x∗)
dλt
dt
1
Pλtss (y|x)
∂Pλtss (y|x)
∂λt
=
1
2
∫
dxdy[Pt(x)− Pt(x
∗)]
dλt
dt
∂Pλtss (y|x)
∂λt
Pλtss (y
∗|x∗)
Pλtss (y|x)
+
1
2
∫
dxdy
[
∂Pt(x)
∂t
Pλtss (y|x) + Pt(x)
dλt
dt
∂Pλtss (y|x)
∂λt
]
O(ǫ2)
=
1
2
∫
dxdy[Pt(x)− Pt(x
∗)][Pλtss (y
∗|x∗)− Pλtss (y|x)]
dλt
dt
∂ lnPλtss (y|x)
∂λt
+
1
2
∫
dxdy
[
∂Pt(x)
∂t
−
dλt
dt
∂Pλtss (x)
∂λt
]
Pλtss (y|x)O(ǫ
2) +
1
2
∫
dxdy
[
∂Pλtss (x)
∂λt
Pλtss (y|x) + Pt(x)
∂Pλtss (y|x)
∂λt
]
dλt
dt
O(ǫ2)
(A7)
Once again, we include the last integral in Rqs[P0(x), λt].
The third term in the last line of Eq. (A4) becomes 0.
Therefore, we obtain the explicit expression of Eq. (12)
Ω[P0(x, y), λt] =Ω[P0(x), λt]
+Rqs[P0(x), λt] +R
nqs[P0(x), λt] +O(η)
+
1
2
∫ T
0
dt
∫
dxdy
{
[Pt(x)− Pt(x
∗)]
[Pλtss (y
∗|x∗)− Pλtss (y|x)]
dλt
dt
∂
∂λ
lnPλss(y|x)
}
,
(A8)
7where we identify the terms proportional to ∂Pt(x)
∂t
−
dλt
dt
∂Pλtss (x)
∂λt
as an accumulated change of the deviation
of the coarse-grained probability density function from
the steady state one: Rnqs[P0(x), λt]. The last term of
Eq. (A8) becomes O(ǫ3) by imposing Eq. (13) or Eq. (14).
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