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Abstract
In performance evaluation domain, simulation is an alternative when numerical analysis
fail. To avoid the burn-in time problem, this paper presents an adaptation of the perfect simula-
tion algorithm [Random Struct. Algorithms 9 (1996) 223] to finite ergodic Markov chain with
arbitrary structure. Simulation algorithms are deduced and provide samplings of functionals
of the steady-state without computing the state coupling, it speeds up the algorithm by a sig-
nificant factor. Based on a sparse representation of the Markov chain, the aliasing technique
improves highly the complexity of the simulation. Moreover, with small adaptations, it builds
a transition function algorithm that ensures coupling.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Markov chain simulation is of fundamental importance in performance evaluation
of parallel or distributed computer systems, communication networks, production
systems, and so on. In most cases, the global system is modeled by a stochastic auto-
mata with probabilistic transition rules. Many formalisms such as queuing networks,
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stochastic Petri nets, stochastic automata networks and process algebras lead to such
a presentation.
To obtain performance indexes, cost functions are defined and could be viewed
as applications from the state space of the system onto a simpler cost space. For
example, we may be interested in the throughput of a protocol, a utilization factor in
an operating system or a number of customers in a queuing network.
Formally, the evolution of the system is described by a stochastic process {Xn}n∈Z
which takes values in a discrete state space X which structure could be complex
(no geometric considerations could apply). From modeling considerations, the state
space is supposed finite of size N .
In most cases in performance evaluation, it is assumed that the stochastic process
is a homogeneous and irreducible Markov chain. In that case the dynamics of the
system is captured by the transition matrix P . To observe the long run behavior
of the system and compute the performance indices the method is to compute the
steady-state probability vector π that satisfies the linear system
πP = π. (1)
After the computation of the steady-state distribution, we calculate the average cost
of the system as the expectation of the cost function C on the state space with the
steady-state distribution. Let
Ĉ = EπC =
∑
x∈X
C(x)π(x). (2)
The complexity of the average cost function computation mainly depends on the
complexity of solving the linear system (1). Computations of costs (2) have a linear
complexity in N , which is negligible compared to the complexity of the estimation
of π .
When the system cannot be solved analytically, by for example reversibility argu-
ments, product forms methods, etc., numerical methods [13] could be used when the
state space of the system is not too large. For example, in the context of stochastic
automata networks [5], systems with state space size up to N = 107 states have been
solved. However, these numerical methods take into account the structure of the
Markov chain and use a compact storage of matrix and vectors.
Another approach, software simulation, consists of the emulation of the behavior
of the system by algorithms and measurements on typical trajectories. According
to ergodic assumptions, statistical estimations are developed. Then the average cost
function is estimated by an integral on the trajectory
C = lim
n→+∞
1
n
n−1∑
i=0
C(xi); (3)
where {xn}n∈Z is the sequence of observed states.
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To illustrate this simulation approach, we consider a simple example of a com-
munication system derived from an Erlang model.
Example 1. Resource sharing model with reset (Fig. 1)
Several users, say n, may access a communication link. A user is characterized by
a think time, modeled by an exponential distribution with rate λ and a communication
duration, modeled by an exponential distribution with rate µ. Communications are
multiplexed on this link with a maximum of K simultaneous communications. To
avoid starvation, a time-out resets the communication link. When the link is sat-
urated, K users are on the link, a timer is armed and after a time-out the link is
automatically freed, users are rejected. The time-out is supposed to be exponentially
distributed with rate ν. Such a system is easily described by a stochastic automata
network [6]. The state space is a n-tuple describing the state of each user (0 thinking
and 1 communicating).
One should notice that this kind of Markov chain is neither reversible nor mono-
tone. Its lumpability property is not necessary in the paper, and arbitrary values of
coefficients could have been chosen without altering the simulation method.
To simulate and to control the estimation errors, it is generally supposed that the
system is stationary and confidence interval methods could be used.
To get statistical informations on the process, the analysis is driven in two steps.
In the first step we simulate the system and wait until we consider that it reaches its
stationary regime (Fig. 2). The duration τ of this step is called the burn-in time of the
simulation. It is of importance because the observation depends on the initial state
Fig. 1. Model of the resource sharing system with reset, n = 4 users, k = 2 capacity.
288 J.-M. Vincent, C. Marchand / Linear Algebra and its Applications 386 (2004) 285–310
Fig. 2. At which time the chain could be considered stationary?
of the simulation; after time τ , the behavior of the process should not depend on the
initial state. After this moment, because of the stationarity assumption, the second
step builds statistical estimations on the process based on Eq. (3).
Then the main difficulty for this simulation method is to fix the burn-in time τ
[1]; for an arbitrary Markov chain, theoretical bounds are loose to give efficient con-
trol algorithms. Alternative methods have been developed by Propp and Wilson [10]
and avoid this problem by sampling a random variable directly from the unknown
stationary distribution π .
Moreover perfect sampling generates independent realizations according to the
stationary distribution. Because of independence, confidence interval techniques
could be applied without any bias. There are no correlations inside the sample as
in Eq. (3) where sampling is made on a stationary sequence where variates are
asymptotically normal.
The aim of this article is to adapt the Propp and Wilson technique to a general
framework of finite homogeneous and irreducible Markov chains and directly sample
cost functions of systems as C(X) where X is sampled according to π . This method
has been implemented for sparse matrices in the context of stochastic automata net-
works. In this paper, we suppose given a transition matrix P which is irreducible and
aperiodic, so that all states are positively recurrent.
In Section 2 we detail the perfect sampling method with a special focus on the
representation of the chain by an iterative system of functions. Section 3 deals with
implementation considerations and analyses the complexity of the simulation pro-
gram. Finally, Section 4 analyses the efficiency of functional coupling on typical
examples issued from performance evaluation.
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2. Perfect sampling method
2.1. Iterated systems of functions
Formally, when all the knowledge of the dynamics is included in the state descrip-
tion, the system can be described by a transition function , typically
Xn+1 = (Xn,Un+1); (4)
where Xn is nth observed state of the system, and {Un}n∈Z the sequence of inputs of
the system, typically a sequence of calls to a Random function. This type of stochastic
recursive sequence has been widely studied in a general framework [2] or [4] and
some results related with perfect simulation may be found in [11,12].
It is clear that, if the {Un} are independent and identically distributed, the process
{Xn}n∈Z defined by an initial value X0 and the recursive equations (4) is a Markov
chain. Conversely, given a transition matrix P , it is possible to find an transition
function  such that a Markov chain defined by (4) has transition matrix P .
It is important to note that this operator is not unique and a Markov chain could
have several representations. For the algorithm design, we have to choose the “best”
representation of the Markov chain in terms of complexity reduction. Consider the
following example of a two states Markov chain, in which we suppose that the {Un}
are uniformly distributed on [0, 1].
Example 2. Three different representations of a same two state Markov chain
This example, as Example 3 further, is derived from the course of Haggstrom [7,
Chapter 10].
Its transition matrix is
P =
[
1
2
1
2
1
2
1
2
]
,
the chain has a unique stationary distribution π = ( 12 , 12).
The three following operators a , b and c have the same transition matrix P .
These operators have the same value on state 0,
a(0, u) = b(0, u) = c(0, u) =
{
0 if 0  u < 12 ;
1 if 12  u < 1.
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and on state 1 they are defined by
a(1, u) =
{
0 if 0  u < 12 ;
1 if 12  u < 1.
b(1, u) =
{
0 if 0  u < 14 or
3
4  u < 1;
1 if 14  u <
3
4 .
c(1, u) =
{
0 if 12  u < 1;
1 if 0  u < 12 .
This example shows that the choice of representation is fundamental for memory and
efficiency considerations as will be shown in Section 3.
From the code of the stochastic transition function , it is easy to build an algo-
rithm that emulate the behavior of the corresponding Markov chain.
Algorithm 1. Forward simulation of a Markov chain
x ← x0; {choice of the initial value of the process}
repeat
u ← Random; {generation of un+1}
x ← (x, u); {computation of the next state xn+1}
until stopping criteria
return x
At the end of such an algorithm we obtain a value in X that should follow the
stationary distribution π , the approximation error depends on the heuristic used to
terminate the simulation.
Provided that the random generator is statistically correct, the sequence of val-
ues of variable x is a realization of a Markov chain with transition matrix P . One
should note that the behavior of this algorithm does not depend on the represen-
tation of the Markov chain. Moreover the complexity of this algorithm, say the
number of evaluations of function , is fixed by the duration of the simulation. For
Example 2, the complexity of the simulation does not depend on the representa-
tion.
2.2. Perfect simulation
To avoid the stopping criteria problem Propp and Wilson [10] proposed an algo-
rithm that directly gives a sample according to the stationary distribution. We first
consider the scheme defined by the recurrent equation (4) with X0 arbitrarily distrib-
uted. An intuitive idea (not so good as shown in Example 3), to stop simulation is to
consider all possible initial values, observe their trajectories and stop the simulation
when they are all in a same state. We say that all trajectories have coupled. The
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coupling time is the first time when the trajectories are all in the same state, after
the coupling time, the trajectories do not depend on the initial state. The recursive
expression (4) is applied to each initial state and we denote by y(x) the current value
of the trajectory issued from state x.
Algorithm 2. Forward-coupling simulation
for all x ∈ X do
y(x) ← x {choice of the initial value of the vector y, n = 0}
end for
repeat
u ← Random; {generation of un+1}
for all x ∈ X do
y(x) ← (y(x), u); {computation of the next state of the trajectory issued
from x at time n = 0}
end for
until All y(x) are equal
return y(x)
An example of a forward-coupling simulation is illustrated by Fig. 3.
A first question is to determine if the algorithm terminated or not. If we denote
the coupling time by τ ∗, we have to show that τ ∗ < +∞ almost surely. Consider the
example of the two state chain (Example 2). With the a representation, coupling
occurs at the first step, τ ∗ = 1. If transitions are coded by b, a short computation
shows that τ ∗ is geometrically distributed with parameter 12 and is almost surely
finite with mean 2. The last representation c leads to an infinite coupling time so
the algorithm never stops!
Fig. 3. All trajectories have coupled before time τ∗ = 16.
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When the forward-coupling algorithm stops all trajectories have coupled, unfortu-
nately the generated state does not follows the stationary distribution. This is clearly
illustrated in Example 3.
Example 3. Coupling in a same state
On the example above, it is clear that coupling does not depend of the represen-
tation and that coupling time is almost surely finite, geometrically distributed with
parameter 12 . When two trajectories couple, at the preceding step the corresponding
states were 0 and 1. But, because the transition probability from 1 to 1 is zero, the
trajectories can only couple in 0. Then the generated state is always 0, and is not
distributed according to the stationary distribution π = [ 23 , 13 ].
To make this algorithm “exact”, Propp and Wilson [10] propose to shift the pro-
cess in the past. This is equivalent to Loynes [9] monotone scheme used to prove the
law convergence of the workload of a queuing system.
Because the sequence {Un}n∈Z is stationary,
P(Xn = j | X0 = i) = P(X0 = j | X−n = i) (5)
holds for all n and all couples of states (i, j) ∈ X2. Then for any state x and iteration
number n
((· · · ((x, U1), . . .), Un−1), Un)
d=((· · · ((x, U−n+1), . . .), U−1), U0) (6)
Provided that the representation of the Markov chain ensures coupling, we modify
the algorithm (2) by reversing time leading to Algorithm 3:
We illustrate the behavior of this program on our resource sharing system in
Fig. 4.
To understand this algorithm and find conditions of convergence, we consider the
sequence of subsets of the state space X, {Zn}n∈N defined by
Zn = ((· · · ((X, U−n+1), . . .), U−1), U0). (7)
Because (X, U−n+1) ⊂ X, we deduce that the sequence {Zn}n∈N is non-increas-
ing. Using the finiteness of X and monotonicity, we deduce that {Zn}n∈N con-
verges almost surely to a set Z∞. Now we get a new condition for the stopping
criteria
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Fig. 4. All trajectories collapsed in state 0000 after nine steps.
Algorithm 3. Backward-coupling simulation
for all x ∈ X do
y(x) ← x {choice of the initial value of the vector y, n = 0}
end for
repeat
u ← Random; {generation of u−n}
for all x ∈ X do
y(x) ← y((x, u)); {computation of the state at time 0 of the trajectory
issued from x at time −n}
end for
until All y(x) are equal
return y(x)
Proposition 1. The algorithm stops, saying τ ∗ < +∞ almost surely, if and only if
the cardinality ofZ∞ is 1 almost surely.
Proof of Proposition 1. Suppose that τ ∗ < +∞, because Algorithms 3 and 2 have
the same structure, execution times have the same distribution. And backward cou-
pling time stops almost surely. Because the stopping condition in the algorithm is
that all values of y(·) are equal, Card(Z∞) = 1.
Conversely, becauseX is finite, there exist some time τ for which Card(Zτ ) = 1.
Because τ and τ ∗ have the same distribution, the conclusion follows. 
The main interest of Proposition 1 is that it suggests a sufficient condition to check
that a representation of a Markov chain leads to a finite coupling time.
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Suppose that there exist some set of statesZ of cardinality k > 1 such that
P((Z, U) =Z) = 1. (8)
Then, for almost all value u of U , the operator (·, u) is a permutation of Z. The
backward and forward process will never couple.
Corollary 1. Suppose that for each couple of states (x, y) there exists some n <
+∞ such that
P[((· · · ((x, U1), . . .), Un−1), Un)
= ((· · · ((y, U1), . . .), Un−1), Un)] > 0; (9)
then τ < +∞ almost surely.
The proof is simply deduced from Proposition 1, if Card(Z∞) > 1,  is a bijec-
tion after some steps, so are the iterations of  which is in contradiction with Eq. (9).
Because of the ergodicity of the Markov chain, one could specify the first state x and
the condition that every state y couple with x is also sufficient to ensure τ < +∞.
Now, when coupling occurs almost surely, we are able to establish the convergence
result.
Proposition 2. Suppose τ < +∞ almost surely (i.e. the algorithm terminates), then
the generated value y(x) by Algorithm 3 is distributed according to the stationary
distribution.
Proof of Proposition 2. This result comes from Eq. (6). For all n  τ and all x we
have
((· · · ((x, U−n+1), . . .), U−1), U0)
= ((· · · ((x, U−τ+1), . . .), U−1), U0).
Denote by X the value generated by the algorithm and a an arbitrary state.
P(X = a) = P(((· · · ((x, U−τ+1), . . .), U−1), U0) = a);
= P
[+∞⋃
n=0
(((· · · ((x, U−τ+1), . . .), U−1), U0) = a, τ  n)
]
;
= P
[+∞⋃
n=0
(((· · · ((x, U−n+1), . . .), U−1), U0) = a, τ  n)
]
;
= lim
n→+∞P(((· · · ((x, U−n+1), . . .), U−1), U0) = a, τ  n);
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= lim
n→+∞P(((· · · ((x, U1), . . .), Un−1), Un) = a);
= π(a).
This ends the proof. 
2.3. Generation of functionals
When a cost function C has to be evaluated on the stationary distribution, the
backward simulation Algorithm 3 could be adapted to produce directly a sample
of C(x). Because all the trajectories converge to the same state, we could stop the
algorithm when all trajectories have the same cost. This is just a modification of the
initialization of Algorithm 3:
Algorithm 4. Functional backward-coupling simulation
for all x ∈ X do
y(x) ← C(x) {choice of the initial value of the vector y, at n = 0, a
trajectory finishing in state x has cost C(x)}
end for
repeat
u ← Random; {generation of u−n}
for all x ∈ X do
y(x) ← y((x, u)); {computation of the cost of the state at time 0 for the
trajectory issued from x at time −n}
end for
until All y(x) are equal
return y(x)
It is clear that under the same assumptions, the algorithm stops and the distribution
of C(X) is the projection of the stationary distribution π by C.
Consider our example and look at the estimation of resource saturation, saying
that two users share the resource. The cost function is simply defined by
State Cost State Cost
0000 0 0110 1
0001 0 1000 0
0010 0 1001 1
0011 1 1010 1
0100 0 1100 1
0101 1
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Fig. 5. All trajectories collapsed in state cost 0 after three steps.
The backward simulation is executed until all trajectories finish on a same cost
state. In Fig. 5 only three steps are necessary, which is “much smaller” than the
stopping time τ ∗ = 9. This amount of reduction of complexity could be significant,
see for example Section 4, reduction by an order of magnitude. But, in some cases,
it could be as large as the global coupling time.
3. Implementation considerations
3.1. Sparse matrix format
We suppose that the transition matrix of the Markov chain is given in some sparse
format. The typical representation used in our application is derived from the “Har-
well–Boeing Form” as described by Stewart [13].
In our example of shared resources, with the coding of states:
State Cost State Cost
0000 0 0110 6
0001 1 1000 7
0010 2 1001 8
0011 3 1010 9
0100 4 1100 10
0101 5
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the generator matrix Q is
0 1 2 3 4 5 6 7 8 9 10
0 −4λ λ λ 0 λ 0 0 λ 0 0 0
1 µ −(µ + 3λ) 0 λ 0 λ 0 0 λ 0 0
2 µ 0 −(µ + 3λ) λ 0 0 λ 0 0 λ 0
3 ν µ/2 µ/2 −(µ + ν) 0 0 0 0 0 0 0
4 µ 0 0 0 −(µ + 3λ) λ λ 0 0 0 λ
5 ν µ/2 0 0 µ/2 −(µ + ν) 0 0 0 0 0
6 ν 0 µ/2 0 µ/2 0 −(µ + ν) 0 0 0 0
7 µ 0 0 0 0 0 0 −(µ + 3λ) λ λ λ
8 ν µ/2 0 0 0 0 0 µ/2 −(µ + ν) 0 0
9 ν 0 µ/2 0 0 0 0 µ/2 0 −(µ + ν) 0
10 ν 0 0 0 µ/2 0 0 µ/2 0 0 −(µ + ν)
In this case we consider the discrete time Markov chain obtained by uniformi-
zation of the matrix Q. That is P = Id + 1max Q, with max the maximum of the
absolute values of diagonal elements of Q. As an example, fixing values of λ = 0.7,
µ = 1 and ν = 10−2, we get max = 3.1 and the matrix P :
0 1 2 3 4 5 6 7 8 9 10
0 0.096 0.226 0.226 0 0.226 0 0 0.226 0 0 0
1 0.323 0 0 0.226 0 0.226 0 0 0.226 0 0
2 0.323 0 0 0.226 0 0 0.226 0 0 0.226 0
3 0.003 0.161 0.161 0.674 0 0 0 0 0 0 0
4 0.323 0 0 0 0 0.226 0.226 0 0 0 0.226
5 0.003 0.161 0 0 0.161 0.674 0 0 0 0 0
6 0.003 0 0.161 0 0.161 0 0.674 0 0 0 0
7 0.323 0 0 0 0 0 0 0 0.226 0.226 0.226
8 0.003 0.161 0 0 0 0 0 0.161 0.674 0 0
9 0.003 0 0.161 0 0 0 0 0.161 0 0.674 0
10 0.003 0 0 0 0.161 0 0 0.161 0 0 0.674
To this matrix P , we associate the following data structure with 45 non-null ele-
ments. The row index array (index of the first element of the row in the value array,
the last index is the total number of non-null elements):
0 1 2 3 4 5 6 7 8 9 10 11
Index of row 0 5 9 13 17 21 25 29 33 37 41 45
The column index array and the corresponding value V :
0 1 2 3 4 5 6 7 8 9 10 11 12 13 · · ·
Column 0 1 2 4 7 0 3 6 9 0 1 2 3 0 · · ·
Value 0.096 0.226 0.226 0.226 0.226 0.323 0.226 0.226 0.226 0.003 0.161 0.161 0.674 0.323 · · ·
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In this example, elements of row 2 begins at index 9, saying the element at row 2
and column 0 has value 0.03.
3.2. Walker’s algorithm modified
The aliasing technique, designed by Walker [14], provides an efficient method to
build a (x, ·) function, that simulates the next state following x according to the
transition probability {px,y}y∈X. Compared to classical methods [3] such as inverse
of probability distribution function, rejection, or composition methods, the complex-
ity of the computation of the next state is in O(1), and so does not depend on the
problem size.
Consider a typical distribution q = (q0, . . . , qk−1) on k states {y0, . . . , yk−1}. The
idea is to build a set of k thresholds {s0, . . . , sk−1} 0  si  1, and k couples of states
{(y0, z0), . . . , (yn−1, zn−1)} with yi , zi ∈ X, zi is called the alias value of yi . This
construction should verify the following constraints:
∀j ∈ {0, . . . , k − 1}, qj =
k−1∑
i=0
(si1yi=xj + (1 − si)1zi=xj ). (10)
Such a decomposition is built by a simple algorithm requiring O(k) steps. The imple-
mentation structure is described in [3]. From this structure the simulation runs as
follows:
Algorithm 5. Aliasing generation
{The values of s,y and z are preliminary stored in arrays of size k S, Y and Z.}
u ← Random;
v ← Random;
i = int(u ∗ k) {discrimination among k, int means the integer part}
if v < S[i] then
return Y [i] {the standard value}
else
return Z[i] {the alias value}
end if
As an example consider the transitions from state 0, we get (0.096, 0.226, 0.226,
0.226, 0.226) for neighbors (0, 1, 2, 4, 7). The construction of the alias table is de-
tailed in Fig. 6.
One should notice that this representation is not unique and, according remarks
on the impact of representation on coupling time, we should use heuristics to build a
“better” representation. In particular very interesting property of such a construction
is that any permutation of two couples (si , (yi, zi)) and (sj , (yj , zj )) provide another
random variable with exactly the same distribution. Moreover, if we replace some
threshold si by 1 − si and exchange the values Y [i] and Z[i], the distribution of the
result is also preserved.
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Consequently, we have two steps in the computation of the simulation kernel.
A first step compute for each state x the corresponding arrays Sx , Yx , and Zx (cf.
Algorithm 5). The second step modify these arrays to guarantee termination in a
finite number of steps. To simplify this step, we suppose that there exist some state
x0 such that the transition probability from x0 to x0 is strictly positive. This condition
is stronger than aperiodicity and is generally verified in practical situations. If not,
the matrix 12 (Id + P) exhibits the same stationary distribution as P and could be
used instead of P .
Because the Markov chain is irreducible there exist a spanning tree of the state
space graph such that a path of positive probability exists in the tree from each state x
or y to x0. Because each state has an out-degree of 1 in the tree, it is always possible
to place the next state of x in the tree (on the path to x0) in the place Yx[0]. Let
α = minx Sx [0]dx , with dx the out-degree of state x in the graph, α is strictly positive
and with probability α all the transitions occur on the arrows of the tree. Repeating
this transition n times leads to a global coupling in state x0. Now, we could apply
Fig. 6. Example of a computation of alias table.
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Corollary 1 and τ < +∞ almost surely. The algorithm terminates almost surely.
Moreover, if we denote by D the depth of the tree, the coupling time is upper
bounded by a geometric distribution with parameter αD , probability that a burst of
D sequential transitions occur on the tree.
The global algorithm of backward simulation is now:
Algorithm 6. Functional backward-coupling simulation with aliasing
for all x ∈ X do
y(x) ← C(x) {choice of the initial value of the vector y, at n = 0, a
trajectory finishing in state x has cost C(x)}
end for
repeat
u ← Random; v ← Random; {generation of u−n}
for all x ∈ X do
{Dx is the out-degree of state x, Sx , Yx and Zx the arrays of size Dx ,
computed previously and corresponding to the alias method of the
distribution px,·}
i = int(u ∗ Dx)
if v < Sx[i] then
y(x) ← y(Yx[i]);
else
y(x) ← y(Zx[i]);
end if
end for
until All y(x) are equal
return y(x)
From an implementation point of view, it appears that this structure could easily
be adapted to the HBF format. We replace the values by the thresholds and add an
array corresponding to the aliases. In our example we get the same line structure
0 1 2 3 4 5 6 7 8 9 10 11
Index of row 0 5 9 13 17 21 25 29 33 37 41 45
The column index array remains, we compute the threshold array and the aliases:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 · · ·
Column 0 1 2 4 7 0 3 6 9 0 1 2 3 0 · · ·
Threshold 0.470 0.610 0.740 0.870 1 1 0.712 0.808 0.904 0.003 0.161 0.161 1 0.323 · · ·
Column alias 1 2 4 7 / / 0 3 6 3 3 3 / · · · · · ·
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One should notice that the memory overhead of this representation is exactly the
size of the column alias array. This is not too expensive with regards to the speedup
offered by the alias computation. Typically the complexity of the generation of one
step is in O(n) with n the total number of states.
In fact, the data structure is not really adapted to this algorithm, there is a lack of
locality in data and many cache miss and page defaults occur. Inversing the role of
rows and columns avoid this problem. It will be discussed in a further paper.
4. Numerical results
4.1. Functionality tests
The aim of this first experiment is to validate the correctness of the algorithm and
to illustrate the power of the aliasing method for full matrices. In that case, the matrix
is stored by columns such that the aliasing method ensure data locality. In fact, it is
of great interest when the state space is not too large such that the full matrix could
be stored inside memory.
Because the objective was on the verification of the program, random matrices
have been chosen. Coefficients are uniformly generated on [0, 1] and we normalize
the matrix to get a stochastic matrix. Then, it appears that the coefficients are all
in the same order of magnitude and the aliasing technique is really efficient and
coupling time is small.
Number of states 10 100 500 1000 3000
Mean coupling time 3.1 4.5 5.3 5.7 6.1
Mean execution time s 3 17 170 360 1100
The mean execution time (excluding the precompiling of the table of aliases has
been runned on a Pentium III 700 MHz and 256 Mb memory. Statistical estimations
have been done on sample of size is 10,000.
Problems appear when we increase the size of the matrix because of memory
management and swap. These problems have been solved with the version of the
software developed in the context of sparse matrices. It is interesting to note that we
manipulate Markov chains with about 10 millions of transitions with a reasonable
simulation time.
In this case the coupling efficiency is due to the structure of the matrix, the prob-
ability of coupling in one step is important. To explore the opposite situation, birth
and death processes have also been implemented and simulated using various birth
and death rates. We did not take into account the sparsity of the matrix, alias table
are then of the size of the state space. In this example we choose λ = 0.7 and µ = 1,
we are near the symmetric random walk.
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Number of states 10 100 500 1000 3000
Mean coupling time 41 557 2850 5680 17,000
Mean execution time s 28 1800 88,177 366,000 3.5 s
This is clearly the bad way to simulate these birth and death process, taking into
account monotonicity [10] will improve greatly the simulation time.
4.2. Shared resources model
To validate the statistical properties of the simulator, a typical problem of shared
resources has been analyzed. This model [5] is described by Fig. 7.
In this example, N users share P resources. Each user could access at most one
resource, it is then modeled by a two state automaton. The transition rate to get a
resource is λ, the resource consumption rate is µ. In this system constraints between
users appear when all resources are occupied, then users should stay in state 0. This
is modeled by the functional transition λf defined by
f (x1, . . . , xn) =
{
1 if
∑
i xi < P,
0 if
∑
i xi = P.
where (x1, . . . , xN) is the state of the automata network.
The state space is included in {0, 1}N . Because at most P resources could be used
the state space is of size
K =
P∑
k=0
CkN .
Varying parameters N and P leads to a family of models and we could fix the size
of the model. Moreover, a simple analysis shows that such models are reversible and
have a product form solution that could be computed separately. Then we are able to
compare simulation results with analytical solutions. All of our χ2 tests succeeded
with a 95% confidence level.
To analyze the efficiency of functional coupling, we explore the marginal distri-
bution of the number of occupied resources. The distribution of the coupling time is
compared in the state coupling and functional coupling situation (Fig. 8).
Fig. 7. Diagram of the shared resources model.
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Fig. 8. Comparison on the model with N = 12 and P = 4 (sample size 10,000).
On this curves, we show the density function of the coupling time for the gen-
eration of a typical state following the stationary distribution, the generation of a
number of occupied resources and the generation of a {0, 1} variable indicating that
the system is saturated. This illustrates clearly the efficiency of this method, the
reduction of simulation time is about a factor of 10 on the mean coupling time.
4.3. Queuing network with blocking and priorities
In the context of networking, queuing networks models with finite capacities pri-
orities are used to model access to networks and protocols that perform quality of
service. In our model (Fig. 9), we get N finite capacities queues, when front queues
are full, arriving customers are lost. When the back queue is full, other servers are
blocked.
Fig. 9. Queuing network with rejection.
304 J.-M. Vincent, C. Marchand / Linear Algebra and its Applications 386 (2004) 285–310
Fig. 10. State coupling and functional coupling.
The size of the state space is given by
K = 1
(N − 1)!
N−1∏
i=1
(Ci + 1) × (CN−1 + i).
In the example we took four front queues with capacity 1 and the back queue with
capacity 2. That leads to 80 states. If we study only the last queue we get only eight
states
In the results representation (Fig. 10), even with a small number of states, the
reduction is significant for the functional coupling.
4.4. Overflow queuing model
4.4.1. Model
To explore wide models with non-analytical solution, we consider a set of K
servers (Fig. 11). The system is fed by an input Poisson flow with rate λ. Each server
has rate µi and the allocation policy is the following: any new customer is served
by the first empty server; if all servers are occupied, the customer is rejected. This
model is a particular case of Erlang model with priorities.
The state space is clearly isomorphic to {0, 1}K with size N = 2K , the number of
non-negative transitions is m = 2N − 1 + log2 N · N2 and the maximum number of
non-negative elements per row is K + 1. The transition matrix is heavily sparse. It is
important to notice that such a process is non-reversible and the associated matrix is
non-monotonic.
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Fig. 11. A typical overflow model.
4.4.2. State coupling
In our case, the size of the model have been fixed to K = 17, but we also obtain
results on models with size K = 22. The value of parameters are λ = 2.6 and µi =
2
i+1 (the global system is medium loaded). We simulate samples of size 10,000.
We first compute samples of states and analyze the distribution of the coupling
time (Fig. 12).
First we notice that the distribution is quite regular with an exponential tail behav-
ior. More over, the mean value 498 is small if we compare to the number of states
N = 217 = 131,072. This is due at least in part to the coding of the transition func-
tion. Fortunately, this unimodal distribution is well centered and only 1% of the
distribution exceeds two times the mean value.
Fig. 12. Empirical distribution of the coupling time (overflow model).
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Fig. 13. Marginal distribution of the steady-state vector (overflow model).
4.4.3. Functional coupling
Next, the functional version had been implemented to estimate directly the prob-
ability that a specific server is occupied, the distribution of the number of occupied
servers and the probability that the system is not empty.
If we look at the number of occupied servers at steady-state, we get the following
histogram (Fig. 14).
Finally, the utilization of the system had been computed, we got the probability
that the system is empty is 0.067. One should notice that this functional is a simple
restriction of the number of occupied servers at steady-state.
If we explore the coupling time for all of these functionals, we get the table given
in Appendix A. The last line of this table indicates the statistics for the state coupling.
These results are synthesized in a box-plot format in Figs. 15 and 16.
Fig. 14. Number of occupied servers at steady-state (overflow model).
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Fig. 15. Synthesis on functional coupling time (overflow model).
Fig. 16. Synthesis on functional coupling time (overflow model).
Each column of this diagram indicates the probability that the ith server is occu-
pied at steady-state. Because of the independence of generated values, according to
the formula [8] the length of the confidence interval at 95% level is majorized by
σ1.68√
10,000 . In our case for a utilization factor in [0, 1] σ is bounded by 12 and the error
is less than 1%.
The Fig. 13 confirms that server occupation are in decreasing order, this is
due the fact that the servers are not compensated by the slowness of servers with
high index.
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The distribution of the occupied server number at steady-state shows that the sys-
tem is never full, moreover, the probability that more than 14 is less than 10−4. The
mean load is 3.24 and the median 3.
5. Conclusion
In this article, we adapt the methodology developed by Propp and Wilson [10] to
discrete time Markov chain with finite state space. After some remarks on the repre-
sentation of the Markov chain, we establish an algorithm that computes a transition
function that ensure coupling almost surely.
Moreover, this method extends to the simulation of functionals of the steady
states. It is shown on some example, that the coupling time is significantly decreased.
Unfortunately, we are not able to estimate, from the representation of the Markov
chain, the time reduction obtained with the functional.
It is clear that functional coupling is more efficient than state coupling. All distri-
butions exhibit a regular shape with exponential decrease. According to confidence
intervals, the comparison between the last marginal distribution coupling are not
significant. One should notice that worst cases are in the same order of magni-
tude.
The respective gains are about 20% for the first marginals. But, in some cases,
functional simulation runs two times quicker. The best result appears with the esti-
mation of the global utilization (speedup of 5).
To test this method, a free software had been developed PSI (perfect simulator).
From a standard description of the Markov chain (sparse representation) it imple-
ments the computation of the transition function. Then it generate forward samples,
backward coupling and functional backward coupling.
To explore the scalability of the software, the overflow model have been tested
with up to 22 servers. The state space is about 4 millions of states and, depending on
parameters values, the state coupling time is in the order of a 60 s. These promising
first experiments suggest that this method could apply to larger state space. The
limitation of the method is in memory. The memory needed for this model is about
600 Mo.
This method is adapted to the general context of Markov chains. In particu-
lar, reversibility and monotonicity are not necessary. The limit of the method is
then related to the complexity of storage of the transition matrix. We also
need the storage of a vector which dimension is the size of the state space. Reduc-
tion of state storage appears when the model exhibits some regular structure (e.g.
interacting system of particles, stochastic Petri net, queuing system, . . .). In that
case, our methodology should be deeply modified to take into account the
structure and adapt the representation. We look forward to further results in this
direction.
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Appendix A. Statistics on the overflow model
Functional Min Max First quartile Median Third quartile Mean Variance Std.
Server 1 46 1608 269 362 486 395.5 32,157.5 179.3
Server 2 40 1635 249 346 472 377.7 32,321.3 179.8
Server 3 34 1621 272 365 485 395.0 30,714.7 175.3
Server 4 21 1761 253 352 476 382.8 33,943.3 184.2
Server 5 48 1401 246 345 468 375.4 31,998.4 178.9
Server 6 48 1661 232 334 463 368.3 34,928.0 186.9
Server 7 44 1369 206 303 430 339.3 32,380.9 179.9
Server 8 51 1575 192 276 406 319.5 29,815.5 172.7
Server 9 57 1814 179 244 356 290.6 25,998.2 161.2
Server 10 59 1500 180 233 318 272.2 20,464.4 143.1
Server 11 60 1483 184 233 305 264.2 16,036.1 126.6
Server 12 63 1410 191 237 301 258.9 11,450.5 107.0
Server 13 73 2067 197 246 308 263.9 9630.5 98.1
Server 14 63 1123 207 255 315 270.2 8665.3 93.1
Server 15 79 1082 214 264 330 280.8 9249.3 96.2
Server 16 77 962 219 272 336 287.3 9407.7 97.0
Server number 102 1740 340 440 563 468.2 32,521.5 180.3
System utilization 1 1527 4 12 65 94.0 29,762.5 172.5
State 113 1794 372 465 592 497.7 32,306.8 179.7
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