Abstract
The imprecise computation technique was introduced as a way to handle transient overload and to enhance the fault-tolerance of real-time systems. In a system based on this technique, each time-critical task is designed in such a way that it can produce a usable, approximate result in time whenever a failure or overload prevents it from producing the desired, precise result. This paper describes an architecture that integrates the mechanism for the generation and use of approximate results with the traditional checkpointing mechanism. It then describes a system we are currently developing that implements this architecture.
The imprecise computation technique makes the scheduling of real-time systems easier by dividing each task in the system into two parts: a mandatory part and an optional part. The mandatory part of each task must be executed for that task to meet its minimum quality requirement. If the optional part can also be executed, the quality of the result produced by that task is improved, thus improving the quality of the output from the system as a whole. The system schedules the mandatory and optional parts so as to optimize the overall quality of its output.
The imprecise computation technique may also be used to increase the availability and fault tolerance of a system. If a system periodically saves the imprecise results of its tasks then when a fault occurs only those tasks whose mandatory parts have not been completed need to be restarted. The system can use the last saved result of any task that was executing in its optional part, insuring that the task meets its deadline and reducing the amount of work necessary to recover from a fault.
This paper describes an architecture that integrates the mechanism for the storage and return of the intermediate, results of computations with the mechanism for traditional checkpointing for fault tolerance and error recovery. The paper then describes the the Imprecise Computation Server (ICS) system, which implements this architecture.
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We call the mechanism for the return of intermediate imprecise results , and the traditional checkpointing mechanism . Combining user-directed checkpointing and system-directed checkpointing has several benefits beyond those of using these techniques separately, including a lowered cost of providing fault tolerance.
ICS is built on top of the Mach operating system. Mach is a message-passing micro-kernel operating system, with low-cost calls from one thread of control to another. ICS is integrated with the Mach Interface Generator (MIG). MIG takes an interface description for a service and generates interface code for the client and the server. This interface hides the call to the remote server from the client, making it appear to be a local procedure call.
Liao and Lin have also done work in combining the use of the imprecise computation technique with fault tolerance. They used an architecture similar to ours, except that checkpointing is performed by an external process. By combining the checkpointing more tightly with the tasks being checkpointed, we hope to reduce the impact of implementing fault tolerance on the performance of the system. The rest of this paper is organized as follows: The next section briefly describes an architecture for a system that integrates user-and system-directed checkpointing. The following section describes an implementation of an imprecise computation system built on this architecture. The final section concludes the paper.
We assume that imprecise computations are implemented using the milestone method, in which an approximate result is refined over time into a more accurate result. If the computation is allowed to run to completion, we say the result is precise, or exact. We further assume that an estimate of the precision of every result is available.
In an imprecise system, the intermediate results produced by each task must be recorded as the task progresses toward completion. Figure 1 shows a process structure for this result-saving purpose. It is a simple variation of the client-server model. There is a server type for each service provided by an imprecise system. Each server consists of a callee and a supervisor, while each client consists of a caller and a handler. The caller and callee are application-specific and are written by the user. The handler and supervisor are part of the underlying system. The supervisor may be created at configuration time or at the instantiation time of the server. It may be dedicated to one server or shared by several servers. These details are unimportant for the purpose of this discussion. As in traditional systems, the callee executes whenever it is called by the client. The client calls a server by sending an invocation request to the server's supervisor. When the supervisor grants the invocation request, it activates the callee. When the time allocated for the callee's execution expires, the supervisor terminates the callee if it has not yet completed normally.
The programmer defines the intermediate result variables and the accuracy measure variables. During its execution, the callee records the values of these variables at instants that are also specified by the programmer, and makes them accessible to the client. Each set of recorded values can be viewed as an user-directed checkpoint. The additional processing time required to record user-directed checkpoints is an unavoidable overhead, but we can account for this overhead by including it in the processing time of the callee.
The client has the final, precise result when the callee terminates normally. If the system terminates the callee before it completes, the client has the best imprecise result produced by the callee before it terminates. The supervisor triggers an exception handler in the client whenever the callee terminates prematurely. Based on the latest recorded value of the accuracy measure variable, the handler can decide whether the imprecise result is acceptable. Again, the portion of the callee that must be completed to produce an acceptable result is mandatory.
In addition to aiding the result-saving process that produces user-directed checkpoints, the supervisor also checkpoints the callee and carries out sanity checks on a periodic basis in order to enhance fault tolerance. When a failure is detected before the callee's mandatory portion completes, recovery is necessary. The supervisor restores the callee to its state at the time of the last checkpoint and resumes its execution from that state. In this way, the callee is rolled back to the beginning of the checkpoint interval. We call such an action a . We assume that the effect of any fault occurring during the callee's execution is confined to it. This simplifying assumption allows us to focus on the interaction between the imprecision and fault-tolerance mechanisms. Moreover, we assume that sanity checks never fail. Each callee failure is detected by the next sanity check after the occurrence of the failure.
Suppose that the supervisor checkpoints the callee every units of time. At each checkpoint time, it executes for units of time in order to perform a sanity check and generate a checkpoint. Let denote the length of time the supervisor executes in order to roll back the callee. A server can tolerate faults only when a sufficient amount of processor time is allocated so that the mandatory portion of the callee can complete before its deadline even when it must be rolled back times. In other words, when the mandatory part's processing time is , the scheduler must allocate = + + ( + + ) units of time to it. The existing imprecise scheduling algorithms can be easily modified to schedule periodically-checkpointed imprecise servers. This modification makes little or no change to the time complexity of of the algorithm. When all servers are ready on arrival, the complexity remains at O( log ). When the execution of some servers may be delayed for arbitrary amounts of time upon invocation, the complexity increases from O( log ) to O( ).
We are developing the Imprecise Computation Server system, which implements the architecture described in the previous section. To develop an application system using ICS, the user first defines the interface between the caller and the callee and writes a MIG specification file that describes the interface. The user then runs IMIG, a modified version of MIG, to generate the interface code. IMIG adds an argument to each of the interfaces, which is used to exchange ICS-specific information between the caller and the callee. Next, the user writes the code that implements the callers and callees in his system. After compiling this code, the user links it with the ICS library, which contains the supervisor and handler code. Each client or server produces a separate application program.
ICS's interface routines fall into two groups: clientside routines and server-side routines. They may be further divided into those that are provided by ICS to be called by the application and those that must be written by the programmer to be called by ICS. The routines and their classifications are shown in Table 1 . This routine is called by the client to get the service number that it passes in calls to that service. The service number is used by the handler to keep track of all of the servers for each service.
The service's client routine is a client's interface to the service. It is generated by IMIG from the user's interface description, and is called to invoke the service. The server routine is supplied by the user. It has the same interface as the corresponding client routine. When a client routine is called, the server routine is eventually invoked with the same arguments by a supervisor on an appropriate server.
IMIG inserts an argument into the client and server routines to pass ICS-specific information. This information includes the service number, the deadline by which the result is needed, and the accuracy required for the result.
A server registers itself with ICS with by calling this routine. Arguments supply the name of the service and the addresses of the checkpoint routine and the restart routine. This routine is called by a server to pass control to its supervisor once it has performed its initialization.
The result-saving routine is constructed by IMIG from the interface description file. It is called by the callee to checkpoint the computation and return an imprecise result. The first two arguments are the error in the result being returned and a structure containing the state of the computation, from which it can later be restarted. The remaining arguments are the output variables from the interface description.
If the callee is allowed to run to completion, thus obtaining an exact result, it calls the result-saving routine with an error of 0. This indicates to the supervisor that the callee is done.
The supervisor calls the checkpoint routine to request the callee to perform a sanity check and then checkpoint itself.
The restart routine is called by the supervisor to restart a computation from a saved state. It has one argument, which is a pointer to the state structure saved by the result-saving routine.
To start the system, the user starts the application programs for each of the servers and clients in the system. Each server, after performing any necessary initialization, calls to register itself with its supervisor. This call informs the supervisor of the name of the service, the resources available to the callee, and the routines to call to perform checkpointing and to restart the callee from a checkpoint. Once the service has been registered, the server calls , which passes control to the supervisor. The supervisor advertises the services that it provides and waits for requests from clients.
To make use of a service, a client first calls with the name of the service it wishes to call. It may do this at any time, but a client typically calls as it starts up for all the services it anticipates using. returns a service number, which the client passes to the client interface routine along with other ICS-specific scheduling information. As mentioned previously, this includes the precision, deadline, processing, and other resource requirements for the request. Figure 2 shows what happens when a client calls a server.
The caller fills in the structure that contains ICS's scheduling information and calls the IMIGgenerated client interface routine. This interface routine invokes the handler.
The handler uses the scheduling information to select a server to handle the request and sends a message to the the chosen server's supervisor. This message contains the scheduling information and input data that was passed by the caller.
The supervisor creates a new thread of control for the callee and informs the scheduler of the callee's deadline and processing requirements.
The supervisor then starts the callee.
System-directed checkpointing is handled as follows. After starting the callee, the supervisor sets a timer. When the timer expires, the supervisor calls the callee's checkpoint routine, which instructs the callee to call its result-saving routine. When the callee wants to save an imprecise result, it calls its result-saving routine itself. The result-saving routine sends the result and the callee's current state to the handler that originated the request. The resultsaving routine also resets the timer, thus delaying the next supervisor-invoked checkpoint.
If the handler finds that the server has died or has missed its deadline, it can use the state information received at the last checkpoint to decide whether to return the result that has been computed so far to the caller or carry out an appropriate recovery action, or to use the saved state to restart the request on another server.
A prototype version of ICS has been written that we feel proves that our design is reasonable. Once we complete the version described in this paper, there are several extensions we would like to make. Some of these extensions include adding scheduler support for ICS to Mach, and getting scheduling information from the source code through program analysis instead of requiring the programmer to provide it.
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