Abstract. This paper analyzes the expected performance of a simpli ed version BM 0 of the Boyer{Moore string matching algorithm. A probabilistic automaton A is set up which models the expected behavior of BM 0 under the assumption that both text and pattern are generated by a source which emits independent and uncorrelated symbols with an arbitrary distribution of probabilities. Formal developments lead then to the conclusion that A takes expected sublinear time in a variety of situations. The sublinear behavior can be quantitatively predicted by simple formulae involving the pattern length m and the alphabet's probabilistic properties. Finally, empirical evidence is provided which is in satisfactory accordance with the theory. are given. To avoid formal di culties in later discussions, we assume S to be expanded to the left by \jokers", i.e. characters that match any other character from A.
1 The problem Let A be a nite alphabet, jAj =: n, and suppose strings T = t 1 :::t N ; t i 2A; 1 i N (the \text 00 ) S = s 1 :::s m ; s i 2A; 1 i m N (the \pattern 00 ) are given. To avoid formal di culties in later discussions, we assume S to be expanded to the left by \jokers", i.e. characters that match any other character from A.
To determine the leftmost occurrence of S as a substring of T means then:
Find the smallest j; m j N; such that s m?i = t j?i for 0 i m ? 1; or output that no such j exists:
To solve this problem, Boyer (2) We use the notation BM 0 for the Boyer{Moore algorithm using (1) and (2) This paper tries to eliminate the assumption of equally probable characters and to bridge the gap between theory and applications. For patterns and texts from natural languages the observed average behavior of BM and BM 0 is clearly sublinear, and we give useful formulae that predict this behavior. 
Probabilistic assumptions
In the sequel, we consider an alphabet A with characters c having probabilities
We use q to denote the probability P c2A p 2 (c) that two randomly chosen characters match.
We switch now from BM 0 to a completely randomized model algorithm by assuming that 1. any reference to some character of the text or the pattern will produce a (possibly new) random character; 2. the MOV E(m; k; t) function is replaced by its expected value M(m; k) for all characters t and patterns S 2 A m .
The rst assumption means that each reference to some t j?k or s m?k acts like a procedure call that generates a random character independent of S, T, k, and j. This seems to be quite restrictive and unrealistic at rst glance, but we shall see later that the progress of the algorithm is so large that multiple references to text characters are rare events under a variety of circumstances. Therefore, the randomized algorithm can be expected to perform on its random data sources in the same way as the deterministic version of BM 0 performs on an input that is randomly chosen before execution. Furthermore, later results will show that for alphabets with the probabilistic properties of natural languages, the algorithm BM 0 spends most of the time comparing the last pattern character s m with text characters t i for values of i that are far away from each other. Then the randomized algorithm will model the behavior of the deterministic algorithm quite well even for natural languages, since natural language characters sampled over large intervals can be considered as random characters with xed probabilities.
Our randomized algorithm replaces the comparison of t j?k with s m?k with a random decision between two alternatives with probabilites q and 1 ? q, respectively. Moreover, the terminating conditions of BM 0 (including detection of the pattern and exhaustion of the text) are completely ignored in order to simplify the following discussion. Thus we get the following algorithm A: j := m; k := 0; REPEAT With probability q : k := k + 1 ELSE (with probability 1 ? q)
The variable k in the algorithm A denotes a \state", corresponding to the situation of k matches in BM and BM 0 . In this sense A is a probabilistic automaton with an unbounded number of states. Transitions from state k to state k + 1 occur with the probability q of a match, yielding no progress in j. With the probability 1 ? q of a mismatch, transitions from state k to state zero with progress M(m; k) occur. Reaching state m corresponds to an occurrence of the pattern in the text; higher states of A are purely formal. Each REPEAT{ cycle will be called a step, and since BM has one character comparison for each step, we have one unit of \cost" per step in A. Expected sublinearity means then that the expected progress per step is larger than one.
Theoretical Considerations
The expected behavior of A is described by the following 
Proof: Clearly, f m has the expected value
( 
where the values F k are available from (5).
For small values of m one can use (7) and (5) directly to estimate the e ciency of the algorithm A. Using the probability distributions of characters of natural languages one can tabulate (7) and (5) Proof: Combine the two major terms of (7) with (8).
In Table 1 , 1=q 15:2, so Theorem 3.1 is applicable for pattern lengths up to 15, when the probability distribution of characters in English texts is assumed. Within this range, expected progress is at least about m=2. This observation for a series of practical cases was the starting point for our investigation. We now treat the case of large m but still keep the alphabet xed. Our main result in this direction is 
The proof will be a consequence of the lemma following below, if m is large enough. . Furthermore, the behavior of the model A and the algorithm BM 0 then is independent of the probability of pairs of characters; the single{character probabilities are su cient to describe the situation, even for natural language strings. 4. A value of q 1 spoils the performance of A and the quality of A as a model of BM 0 , while a large alphabet size n = jAj and a large pattern size m act favorably. 5 . Inequality (11) shows that the size of the alphabet times the probability of a mismatch is the limiting factor for the e ciency of A for large patterns. This indicates that further speed{up requires large alphabets or blocking strategies that let A increase with m.
6. The case q 1 would imply that a single character must have a probability close to one. Since always q 1 n in an n{character alphabet, the case of a binary alphabet can not lead to an e ciency larger than one and attains e ciency one only if both characters have equal probabilities. In this case, blocking will improve the performance of the algorithm (see below). 7. Uniformly distributed character probabilities lead to q = 1=n and the conditions m n and n > 2 in Theorems 3.1 and 3.2, respectively. 8. For states k 1 the e ciency of BM will exceed that of BM 0 (and A) locally, because it makes at least the progress of BM 0 after any single speci c comparison. However, BM is not superior for every text and pattern, because it may run into unfavorable regions of the text which the simpli ed version may happen to avoid.
To get a further speed{up of the pattern{matching process, large alphabets with small values of q are needed. Therefore, we consider a b{fold blocking of the alphabet A; jAj = n; For small b and large m there will be no overlap of text blocks sampled in step 1 of the iteration. We therefore can assume that these parts of text and pattern are stochastically independent. and consider r blocked steps in our e ciency measure, since the e ciency is monotonic with respect to pattern length. Then 
Empirical Observations
To check the validity of our model algorithm A we tested A, BM, and BM 0 on a variety of inputs. For a xed alphabet A with a speci ed character distribution we generated large samples of random strings S and T for values of m between 2 and 40. For each m we plotted the expected e ciency (4) of A versus the means of the observed e ciencies of BM and BM 0 (see gures 1{3). For a binary alphabet (see g. 1) BM exceeds BM 0 and A in e ciency. This is due to the fact that the e ciency of BM may well exceed the value of (1 ? q) jAj = 0:49374 2 = 0:98748, which essentially bounds the e ciency of its competitors. But our theoretical results indicate that blocking should be used to avoid m jAj, and therefore this example is of minor signi cance. For larger alphabets (jAj = 8 in gure 2, jAj = 26 in gure 3) the e ciency as modeled by A does resemble the actual e ciency of both versions of the Boyer{Moore algorithm quite well (the vertical lines denote con dence intervals at the 1 % error level), but there is a small systematic overestimation of the e ciency of the simpli ed version that may be credited to multiple evaluations.
For the comparison on natural language strings we used a text of 4785 ASCII characters from a L a T E X source of part of a chapter of a course in computer science, written in German.
We chose a random sample of patterns occurring in the text ( g. 4) and in a di erent chapter of the same course ( g. 5). Then we plotted the expected e ciency of A against the observed e ciencies of BM and BM 0 as before. The results indicate once again that A closely describes the behavior of BM and BM 0 . Of course the examples with occurring patterns ( g. 4) show an overestimation of the e ciency of A, because unexpectedly high states occur.
