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Introduction
The similarity computation of two strings or sequences is one of the most important fundamental in computer area. Several various versions of this problem have been studied over the past three decades, such as edit distance, longest common subsequence (LCS) [4, 6, 7, 8, 9, 13, 15, 17] and Hamming distance. The wide applications of this problem include finding similar strings, documents, pictures and even protein molecular sequences. In this paper, we shall focus on the edit distance of two given sequences. Wanger and Fischer [15] first proposed a dynamic programming * This research work was partially supported by the National Science Council of Taiwan under contract NSC-95-2221-E-110-102. method for solving this problem, with time complexity O(nm), where n and m are the lengths of the two input subsequences. When a single character substitution can be replaced by a composition of an insertion and a deletion, Freschi and Bogliolo [4] presented a simple formula to do the transformation between the LCS lengths and edit distances. In addition to the original dynamic programming method, some more efficient algorithms have been proposed. Hirschberg [6] proposed methods with time complexity O(pn + n log n) and O(p(m + 1 − p) log n) where p is the LCS length. Hunt and Szymanski [9] proposed a method with O((r + n) log n) time, where r is the number of matches between the two input sequences. The algorithm given by Rick [13] requires O(min{pm, p(n − p)}) time and O(n) space. Yang and Lee solved the problem with the parallel systolic scheme [17] .
Given two sequences X and Y , the edit distance is defined as the distance caused by the mismatches between them. In other words, it can be regarded as the minimal cost to transform from X to Y by applying a series of valid operations on X. The traditional edit distance is defined by three types of operations: insertions, deletions and replacements. The edit distance can also be treated as a similarity metric of two given text sequences. Since a replacement is the only valid edit operation in the Hamming distance, we may note that edit distance is a more general similarity metric and it is closer to natural human edit behaviors on computers. In general, the costs of an insertion and a deletion may be different and the cost of a replacement may not be equal to an insertion plus a deletion. The costs of these edit operations can be defined by a score matrix. In this paper, we set one insertion or one deletion to be of a unit
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If the edit operations can be applied on segments of subsequence rather than single characters, the number of required operations may be drastically reduced. In another aspect, for better fitting to the human natural edit behaviors, we may include the block-edit operations. Besides the original character-edit operations, Shapira and Storer [14] added the block-move operation, where a block denotes one substring of a string. They proved that the edit distance problem is NP-hard when recursive block-moves are allowed, and an approximation to the problem was proposed. The approximation lower bound Ω(n 0.43 ) was proved by Chrobak et al. [1] . Kaplan and Shafrir [10] gave a tighter lower bound Ω(n 0.46 ). When the block-copy operations are combined with shift operations, the block edit distances would be more useful for many applications, such as music databases searching. Here we denote
where J x i denotes the encoded index (in an arbitrarily given order) of character x i . One can apply this method to find out two identical melodies but with different pitches.
In this paper, we first define a class of blockedit problems which can be composed of some attributes. Then, three instances of the problems are given and their algorithms are also proposed.
Definitions and Preliminaries
We denote the input strings (sequences) X = x 1 x 2 · · · x n and Y = y 1 y 2 · · · y m as the initial string and final string, respectively, where Figure 1 [12] . We define the substring edit distance d ml (X, Y ) between X and Y as the minimal number of character-edit operations to transform any substring of X to Y , and the formal definition is given as min{d c ( 
In this paper, we define a set of attributes which can be composed and applied on block-edit operations to construct different versions of edit problems. In our definition, we assume that a series of edit operations are performed from left to right on the strings, and any two block-edit operations would not be performed on overlapping substrings of input strings.
For each edit problem, there are two kinds of attributes, one is for copy behaviors and the other is for cost measure. We denote an edit problem as P (o, c), where o denotes a composition of copy operations and c denotes the class of cost measures. Note that block-copy and block-delete are two block-operations newly defined in this paper, and the block-delete operations are allowed in all edit problems. They can be composed of some given attributes as follows: 
Shifted Copy (S):
Given a string S, append the shifted string S to the end of W i , and form a new working string W i+1 .
Delete: Delete a substring of W i , and form a new working string W i+1 .
Cost Measures
Constant Cost (C): All copy (or delete) operations are of the same cost p copy (p delete ).
Linear Cost (L):
The cost of copying (or deleting) a string is p s + ip e , where p s and p e are constant parameters for the starting and extension penalties, respectively, and i denotes the length of copied (deleted) string.
Nested Cost (N): All deletion operations are of the same cost p delete , but the copied strings can be further edited with character-edit operations. Let s 1 denote the copied string and s 2 denote the string after editing. Then the cost of this copy operation is p copy +d c (s 1 , s 2 ).
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With the combination of these attributes, we can easily define the class of block-edit problems. For example, P (E, C) represents the problem that only external copies are allowed and all blockcopy operations are with the same cost. As another example, in P (EI, L), both external copies and internal copies are allowed and the cost of a block-copy operation depends linearly on the copied length. For two given strings X and Y , we use d(X, Y )to denote the edit distance (cost) between them in various versions of edit problems.
Problems and Algorithms
In this section, we define some problems with the attributes defined in the previous section, and their corresponding algorithms are proposed.
Problem 1 -P (EIS, C)
Here we consider P (EIS, C) in which all three copy operations (External, Internal and Shifted) are allowed and their costs are constant. We first propose a straightforward dynamic programming (DP) algorithm to solve this problem. The recurrence formula is given in Figure 2 .
The time complexity of the straightforward DP algorithm is analyzed as follows. There are O(nm) elements in the DP lattice D, where each element (1) needs O(n) time by linearly searching for the minimum. In Equation (2), for each suffix of Y j , we can test if it is a substring of X in O(n + m) time by the KMP algorithm [11] . So, the testing of all suffixes needs O(m(n+m)) time. Then, we have to decide which length is the best one to be copied in the O(m) candidates. The time needed by Equation (2) is O(m(n + m)). In Equation (3), by using the same strategy in (2), each suffix Y l..j of Y j can be easily tested if it is a substring of Y l−1 . The time needed by Equation (3) is O(m 2 ). In Equations (4) and (5), for a given bias β, by using the same strategy in (2) and (3), the best string to be copied can be found in O(m(n + m)) and O(m 2 ) time, respectively. After the testing all possible O(|Σ|) biases, the time required by Equations (4) and (5) are O(m(n + m)|Σ|) and O(m 2 |Σ|) time, respectively. Finally, we conclude that the time complexity of the above straightforward DP algorithm is O(nm 2 (n + m)|Σ|). Next, we propose a more elegant algorithm to solve this problem. For Equation (1), the current minimum can be preserved for the next iteration, then it needs only O(1) time per iteration. For Equation (2), the following two steps are involved:
Step 1: Find the longest suffix Y l..j of Y j that matches a substring of X.
Step 2: Find the best starting position k in Y l..j so that the substring of X is copied to Y k..j .
In Figure 2 : The recurrence formula for solving P (EIS, C) . ) is exactly the longest suffix of Y j that matches in X and it can be copied from X. To reduce the time spent by each query j, for 1 ≤ j ≤ m, we can record the location of LCA to those internal nodes on the searching path. In another query j , for 1 ≤ j ≤ m, if there exists an internal node that has been set by previous queries on the searching path, it can return the LCA information immediately, instead of the redundant searching. In summary, the preprocessing time for Step 1 can be done in O(n + m) time, and then one can answer the longest substring to be copied in O(1) time. 10] begins, the indices 3 and 4 which are outside the range for the new minimum searching will be removed, as shown in Figure 4(b) . Both the storing and the removing can be done in O(1) time since the element to be removed is in the front of the linked list and the new element is to be stored in the end of the linked list. Note that the pointer Range min must be updated when the current minimum is removed or a smaller value with its index is inserted. Take Figure 4 (b) as an example, the pointer Range min is not changed when the index 3 is removed, but when the index 4 is removed, Range min is updated to point to the new minimum, the index 5. The maintenance of the pointer Range min on the data structure needs O(1) time for each store and each removal, and there are at most m storing and m removing operations for each row. In summary, one can answer the best starting position to be copied for Step 2 in O(1) time. The overall answering time for Equation (2) is O(1) for each iteration.
For Equation (3), similar to Equation (2), there are two steps involved:
Step 1: Find the longest suffix Y l..j of Y j that matches a substring of Y l−1 .
Step 2: Find the best starting position k in Y l..j so that the substring of
Note that in Equation (3), when the dynamic programming is used to find the best suffix that can be copied, the overlapping regions must be avoided. As shown in Figure 5 , the best suffix Y l..j in the first case can be copied directly, but in the second case, the longest valid suffix that can be copied, rather than the best suffix, is Y j +1..j . This query can be answered in O(1) time after the following preprocessing. First, a suffix tree T (Y R ) is built, and on each internal node of the suffix tree, there is an extra pointer to the leaf node which has the smallest index in Y among all its descendant leaf nodes. If two or more substrings can be copied to Y l..j , the one with the smaller index is always better because it will make the overlapping region smaller, as shown in Figure 6 (a). Then the longest valid suffix will appear on the path from the root to the leaf node Y R j which is the LCP with removing the overlapping region, as shown in Figure 5 and Figure 6 Step 2, one can answer the best starting position to be copied, by using the same strategy for Equation (2) , in O(1) time. The overall answering time for Equation (3) is O(1) per iteration.
To find the string that can be copied with a shift operation, we can first compute the differential strings X and Y of X and Y which are defined as X = x 1 x 2 · · · x n−1 and Y = y 1 y 2 · · · y m−1 , respectively, where
For Equation (4), the strategy for solving Equation (2) can be applied similarly by preprocessing the suffix tree T (X R #Y R $), rather than T (X R #Y R $). Then the preprocessing time is still O(n + m) and the answering time is O(1) per iteration. For Equation (5) , the strategy for solving Equation (3) can be applied similarly by preprocessing the suffix tree
As a summary, we have the following theorem. Figure 7 shows the recurrence formula for solving P (EI, L). A straightforward implementation, similar to that for P (EIS, C), can solve this problem in O(nm 2 (n + m)) time. Note that this problem cannot be solved by the algorithm for P (EIS, C) because of two key reasons.
Problem 2 -P (EI, L)
First, in general, p e is less than the unit cost, which is the cost for a single character insertion. The data structure shown in Figure 4 is not workable for floating-point values because we cannot point to the linked list of a given value in O(1) time. A balanced binary search tree can be used as an alternate, which can perform one insertion, deletion or query in O(log m) time. Second, in P (EIS, C), the values stored in the searching range are never changed, but in P (EI, L), once the iteration D(i, j) passes to the iteration D(i, j + 1), all the values in the searching range are increased with the cost p e except the newly inserted element D [i, j] . To avoid updating all values stored in the balanced binary search tree, we subtract the amount p e from the newly inserted element, rather than add p e to all the stored elements.
The time required by this algorithm is analyzed as follows. For Equation (1) , it needs O(log m) time to find the best suffix of X i with the minimal cost that can be deleted per iteration. For Equations (2) and (3), the preprocessing still requires O(n + m) and O(m 2 ) time, respectively, but the answering time is both increased to O(log m) time per iteration by using the balanced binary search tree.
As a summary, we have the following theorem.
Problem 3 -P (EI, N )
The recurrence formula for solving P (EI, N ) is given in Figure 8 . A straightforward implementation requires O(n 2 m 3 ) time. We propose a more efficient algorithm as follows.
For Equation (1) , p delete is a constant, and the strategy for P (EIS, C) can be applied similarly, thus it needs O(1) time per iteration. For Figure 9 : The DP lattice for finding the substring edit distances
Equation (2), we want to find out k such that
To solve this problem, we have to get the substring edit dis- As a summary, we have the following theorem. 
Conclusion
We solve the P (EIS, C) problem in O(nm) time, and it is useful when it is compared to the classical edit distances with character-edit operations. For P (EI, L), the time complexity is increased to O(nm log m) because of the floatingpoint cost. The P (EI, N ) problem is better fitted to the human natural edit behavior, and it can be solved in O(nm 2 ) time. We are still interested in whether the P (EI, N ) problem can be solved by more efficient algorithms.
