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The paper is concerned with problems of optimal feedback control
with “non-classical” dynamics x˙ = f (t, x,u, Du), where the evo-
lution of the state x depends also on the Jacobian matrix Du =
(∂ui/∂x j) of the feedback control function u = u(t, x). Given
a probability measure μ on the set of initial states, we seek feed-
back controls u(·) which minimize the expected value of a cost
functional. After introducing a basic framework for the study of
these problems, this paper focuses on three main issues: (i) nec-
essary conditions for optimality, (ii) equivalence with a relaxed
feedback control problem in standard form, and (iii) dependence
of the expected minimum cost on the probability measure μ.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
This paper is concerned with problems of optimal feedback control where the dynamics has the
“non-classical” form
x˙ = f (t, x,u, Du). (1.1)
Here x ∈Rn while the feedback control u = u(t, x) takes values in Rm . Notice that the right hand side
depends also on the Jacobian matrix Du = (∂ui/∂x j) of the control function u = u(t, x). Problems of
this kind arise naturally in connection with Stackelberg solutions to differential games in closed-loop
form [5,8].
Together with (1.1) we consider the relaxed system
x˙ = f (t, x,u, v), (1.2)
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yields a solution of (1.2), simply by choosing v = Du. On the other hand, given an initial data
x(0) = x¯, (1.3)
let t → x∗(t) be the solution of the Cauchy problem (1.2)–(1.3) corresponding to the open-loop mea-
surable controls u(t), v(t). If we choose
u∗(t, x) = u(t) + v(t) · (x− x∗(t)) (1.4)
for all x in a neighborhood of x∗(t), then x∗(·) provides a solution also to the original equation (1.1).
Given a cost functional such as
J (x¯,u)
.=
T∫
0
L
(
t, x(t),u(t)
)
dt, (1.5)
for any initial datum x¯ the inﬁmum cost is thus the same for trajectories x(·) of (1.1) or (1.2). The main
diﬃculty in the study of this minimization problem lies in the fact that the control v is unbounded
and comes at zero cost. Therefore, an optimal solution may exist only within an extended class of
impulsive controls [7,9,10].
As in [3], our main goal is to understand what happens in the case where the initial data is not as-
signed in advance, and one seeks a feedback u = u(t, x) which is optimal in connection with a whole
collection of possible initial data. Motivated by problems related to differential games [1,2,4–6,8], we
consider a system whose state is described by a pair of scalar variables (x, ξ) ∈R×R. For simplicity,
we also assume that the control variable u(t) ∈ U ⊆ R is one-dimensional. Let the system evolve in
time according to the ODEs {
x˙ = f (t, x, ξ,u),
ξ˙ = g(t, x, ξ,u,ux), (1.6)
where f , g are smooth functions. We assume that the initial data for the variable x is distributed
according to a probability distribution μ on R, while the variable ξ satisﬁes
ξ(0) = h(x(0)), (1.7)
for some smooth function h : R → R. We seek a feedback control u = u(t, x) which minimizes the
expected value of the cost:
J (u,μ)
.= Eμ
[ T∫
0
L
(
t, x(t), ξ(t),u
(
t, x(t)
))
dt
]
. (1.8)
Here Eμ denotes the conditional expectation w.r.t. the probability distribution μ on the set of initial
data. We shall always assume that the functions f , g,h, L and the measure μ satisfy the following
assumptions.
(A1) The functions f , g are continuous in all variables, and continuously differentiable w.r.t. x, ξ,u
with globally bounded derivatives. The function h is continuously differentiable.
(A2) The function L is non-negative and continuous.
(A3) The probability measure μ has bounded support.
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functions. Indeed, it is quite possible that the optimal control will have impulsive character, or be
discontinuous w.r.t. the space variable x. To bypass all diﬃculties stemming from the possible lack of
regularity, we consider the family U of all C2 functions u : [0, T ] ×R →R. For each feedback control
u ∈ U Eqs. (1.6) uniquely determine a ﬂow on R2. We denote by
t →
(
x(t)
ξ(t)
)
= Ψ ut
(
x¯
ξ¯
)
the solution of the Cauchy problem
d
dt
(
x(t)
ξ(t)
)
=
(
f (t, x(t), ξ(t),u(t, x(t)))
g(t, x(t), ξ(t),u(t, x(t)),ux(t, x(t)))
)
, (1.9)
with initial data (
x(0)
ξ(0)
)
=
(
x¯
ξ¯
)
=
(
x¯
h(x¯)
)
. (1.10)
Here x¯ ∈ R is a random variable, distributed according to the probability measure μ. Let μ(t) be
the corresponding probability distribution at time t , deﬁned as the push-forward of μ through the
ﬂow Ψ ut . This means
μ(t)
(
Ψ ut (A)
)= μ(A)
for every Borel set A ⊂R2. The cost functional in (1.8) can be equivalently written as
J (u,μ) =
T∫
0
Eμ
(t)
L
(
t, x, ξ,u(t, x)
)
dt, (1.11)
where Eμ
(t)
denotes expectation w.r.t. the probability distribution μ(t) . We then consider
Problem 1. Determine
J (μ)
.= inf
u∈U J (u,μ). (1.12)
Describe a sequence of feedback controls (un)n1 achieving the inﬁmum in (1.12).
As shown by some examples in [3], the inﬁmum in (1.12) may not be stable w.r.t. perturbations of
the probability distribution μ. A related question is to determine the value
J w(μ)
.= lim inf
d(μ˜,μ)→0
inf
u∈U J (u, μ˜), (1.13)
where
d(μ˜,μ) = sup
{∣∣∣∣∫ ϕ dμ˜ − ∫ ϕ dμ∣∣∣∣; ϕ ∈ C1, |∇ϕ| 1}
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as the lower semicontinuous regularization of J w.r.t. the topology of weak convergence of mea-
sures.
In the case where μ is absolutely continuous with density φ w.r.t. Lebesgue measure, it is also
natural to consider
J s(μ)
.= lim inf
‖φ˜−φ‖L1→0
inf
u∈U J (u, μ˜), (1.14)
where μ˜ is the probability measure having density φ˜. In other words, J s is the lower semicontinuous
regularization of J w.r.t. a strong topology, corresponding to L1 convergence of the densities.
In addition, by replacing ux with an independent control function v , from (1.9) one obtains the
relaxed system
d
dt
(
x(t)
ξ(t)
)
=
(
f (t, x(t), ξ(t),u(t, x(t)))
g(t, x(t), ξ(t),u(t, x(t)), v(t, x(t)))
)
. (1.15)
Let J (μ,u, v) be the corresponding cost deﬁned at (1.8), with dynamics given at (1.15). We then
deﬁne
J relax(μ)
.= inf
u,v∈U J (u, v,μ). (1.16)
Remark 1. In general, the optimal control u = u(t, x) which minimizes the expected cost (1.8) subject
to the dynamics (1.9) will strongly depend on the probability distribution μ on the initial data. On
the other hand, since the dynamics (1.15) does not involve derivatives of the control functions u, v ,
the optimal value can be achieved pointwise for each initial data x(0), ξ(0). In this case, the same
pair of feedback controls (u∗, v∗) can be optimal for every probability distribution μ on the initial
data.
From the above deﬁnitions, it is immediately clear that
J relax(μ) J (μ), J w(μ) J s(μ) J (μ). (1.17)
The main goal of our analysis is to understand in which cases equalities hold, and point out the
obstructions encountered in the opposite cases.
In the preliminary paper [3], three basic examples were studied. The goal of the present paper is
two-fold: deriving necessary conditions for optimality and determining in which cases the equalities
hold in (1.17).
In Sections 2 and 3, assuming that an optimal feedback exists and is suﬃciently smooth, we derive
a set of necessary conditions. More precisely, in Section 2 we single out a situation where these
necessary conditions take the form of a second order, scalar elliptic PDE. In Section 3 we study the
general case.
The remainder of the paper is devoted to the study of the relations between the values J , J s, J w ,
and J relax in (1.17). In Section 4 we prove that the equivalence J relax(μ) = J (μ) holds whenever the
probability measure μ consists of ﬁnitely many point masses. Since every probability measure can be
approximated by ﬁnitely many point masses (in the topology of weak convergence), this yields the
inequality J w(μ)  J relax(μ) under very general assumptions. In Section 5 we show that J w(μ) =
J s(μ) holds whenever the cost function L is bounded.
Finally, in Section 6 we prove a general result relating J s(μ) with J relax(μ). As suggested by Ex-
ample 3 in [3], the result is based on a crucial controllability condition for an augmented system
of ODEs, obtained by adjoining to (1.15), (1.10) the corresponding evolution equations for ∂x/∂ x¯ and
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soon as the partial derivatives fx, fξ , gv do not vanish.
All the present results refer to initial value problem with random initial data. They can be re-
garded as preliminary steps toward the analysis of two-point boundary value problems, where (1.7)
is replaced by a terminal condition of the form
ξ(T ) = h(x(T )), (1.18)
which is more appropriate in connection with Stackelberg solutions to differential games.
2. An alternative formulation
Assume that the initial probability μ on the initial point x¯ ∈ R is absolutely continuous with
density φ¯ w.r.t. Lebesgue measure. Given a smooth feedback control u = u(t, x), consider the density
φ(t, ·), obtained by solving the linear transport equation
φt + ( f φ)x = 0, φ(0, ·) = φ¯. (2.1)
For y ∈ [0,1], consider the characteristic t → x(t, y) such that
x˙(t, y) = f (t, x, ξ,u(t, x)), x(0, y) = x¯(y), (2.2)
where the non-decreasing map y → x¯(y) is implicitly deﬁned by
x¯(y)∫
−∞
φ¯(s)ds = y. (2.3)
Notice that x¯(y) is well deﬁned for a.e. y ∈ [0,1]. Moreover, as long as φ remains bounded, the map
(t, y) → (t, x(t, y)) satisﬁes
xy(t, y) = 1
φ(t, y)
. (2.4)
In terms of the “Lagrangian” variable y, the optimization problem takes the form
minimize:
T∫
0
1∫
0
L
(
t, x(t, y), ξ(t, y),u(t, y)
)
dy dt, (2.5)
subject to ⎧⎪⎪⎨⎪⎪⎩
x˙ = f (t, x, ξ,u),
ξ˙ = g(t, x, ξ,u, φuy),
φ˙ = −φ2 d
dy
f (t, x, ξ,u),
⎧⎪⎨⎪⎩
x(0, y) = x¯(y),
ξ(0, y) = h(x¯(y)),
φ(0, y) = φ¯(y).
(2.6)
In this formulation, the inﬁmum is sought over all smooth control functions u = u(t, y) deﬁned on
the domain [0, T ] × [0,1]. We remark that this formulation is meaningful as long as xy > 0, so that
the map (t, y) → (t, x(t, y)) is invertible.
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d
dy
f (t, x, ξ,u) = fxxy + fξ ξy + fuuy .
Setting v = ux = φuy , the corresponding relaxed system takes the form⎧⎪⎨⎪⎩
x˙ = f (t, x, ξ,u),
ξ˙ = g(t, x, ξ,u, v),
φ˙ = −φ( fx + φ fξ ξy + fu v),
⎧⎪⎨⎪⎩
x(0, y) = x¯(y),
ξ(0, y) = h(x¯(y)),
φ(0, y) = φ¯(y).
(2.7)
We now investigate in which cases the optimal solution of (2.5)–(2.6) can be determined by solving
a second order PDE.
Assume that, for each y ∈ [0,1] and every choice of the feedback control u, the cost function L
can be expressed in terms of the variables t, x, y, xt, xy , say
L
(
t, x(t, y), ξ(t, y),u(t, y)
)= L˜(t, y, x(t, y), xt(t, y), xy(t, y)). (2.8)
Then the optimization problem (2.5) can be written as
minimize:
T∫
0
1∫
0
L˜
(
t, y, x(t, y), xt(t, y), xy(t, y)
)
dy dt. (2.9)
Assuming that L˜ is continuously differentiable w.r.t. x, xt , xy , the Euler–Lagrange equation for (2.9)
takes the form
d
dt
∂ L˜
∂xt
+ d
dy
∂ L˜
∂xy
= −∂ L˜
∂x
. (2.10)
Writing out the total derivatives w.r.t. t, y, one obtains a second order PDE, namely
∂ 2˜L
∂(xt)2
xtt + 2 ∂
2˜L
∂xt∂xy
xty + ∂
2˜L
∂(xy)2
xyy =K, (2.11)
where K =K(t, y, x, xt, xy) collects all lower order terms. Eq. (2.11) should be solved on the domain
[0, T ] × [0,1], together with the boundary conditions⎧⎪⎪⎪⎨⎪⎪⎪⎩
x(0, y) = x¯(y), ∂ L˜
∂xt
(T , y) = 0 for all y ∈ [0,1],
∂ L˜
∂xy
(t,0) = 0, ∂ L˜
∂xy
(t,1) = 0 for all t ∈ [0, T ].
(2.12)
Remark 2. One expects that the above boundary value problem will be well posed provided that the
PDE (2.11) is elliptic. This holds if
∂ 2˜L
∂(xt)2
> 0,
∂ 2˜L
∂(xt)2
· ∂
2˜L
∂(xy)2
>
(
∂ 2˜L
∂xt∂xy
)2
. (2.13)
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However, there are a few special cases where this assumption is satisﬁed. To understand what condi-
tions are needed, assume that f = f (t, x,u) is independent of ξ . This leads to the system
⎧⎨⎩
x˙ = f (t, x,u),
ξ˙ = g(t, x, ξ,u, v),
φ˙ = −φ( fx + fu v),
⎧⎪⎨⎪⎩
x(0, y) = x¯(y),
ξ(0, y) = h(x¯(y)),
φ(0, y) = φ¯(y).
(2.14)
Here we regard v = ux = φuy as an independent control variable. Assume that fu(t, x,u) = 0 for
every t, x,u. By the implicit function theorem, we can then recover u as a function of t, x, and xt =
f (t, x,u).
Next, observe that xy and φ are always functionally dependent, because of (2.4). To obtain a
representation of the form ξ = ξ(t, x, y, xy), we thus need to express ξ as
ξ = Ψ (t, x, y, φ). (2.15)
Differentiating (2.15) w.r.t. time and using (2.14) one obtains
Ψt + Ψx f − Ψφφ( fx + fu v) = g(t, x,Ψ,u, v). (2.16)
Further differentiations w.r.t. u, v yield{
Ψx fu − Ψφφ( fux + fuu v) = gu,
−Ψφφ fu = gv . (2.17)
Solving for Ψφ and then for Ψx we obtain⎧⎪⎪⎨⎪⎪⎩
Ψφ = − gv
φ fu
,
Ψx = 1
fu
(
gu − gv
fu
( fux + fuu v)
)
.
(2.18)
Notice that the right hand sides can depend on t, x, y, and ξ = Ψ , but not on u, v . This yields a
further restrictive condition on the system (2.14).
Two cases admitting the representation (2.8) were considered in [3]. Another example is the fol-
lowing.
Example 1. Consider the optimization problem (1.6)–(1.8), with
f (x,u) = −x+ u, g(x, ξ,u, v) = ξ(v − 1) + xv − u, h(x) ≡ 1,
L(x, ξ,u) = x2 + ξ2 + u2,
and let the initial data be uniformly distributed on the interval [0,1].
In terms of the “Lagrangian” coordinate y ∈ [0,1], this problem can be reformulated as
minimize:
1∫ T∫ (
x2(t, y) + u2(t, y) + ξ2(t, y))dt dy0 0
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x˙ = −x+ u,
ξ˙ = ξ(φuy − 1) + xφuy − u,
φ˙ = φ(1− φuy),
⎧⎨⎩
x(0) = y,
ξ(0) = 1,
φ(0) = 1.
(2.19)
We claim that the identities {
u(t, y) = xt(t, y) + x(t, y),
ξ(t, y) = (y + 1)xy(t, y) − x(t, y), (2.20)
hold for all t, y. Indeed, the ﬁrst identity follows from the ﬁrst ODE in (2.19). Because of the initial
data in (2.19), it is clear that the second identity is valid at t = 0, for any y ∈ [0,1]. To prove that the
equality still holds for all t ∈ [0, T ], for any choice of the control functions u,uy , we check that both
sides have the same derivative w.r.t. time. This is true because of (2.4) and the ODEs in (2.19). We can
now write
L˜(x, xt , xy)
.= x2 + ((y + 1)xy − x(t, y))2 + (xt − x)2 = x2 + ξ2 + u2 = L(x, ξ,u).
The Euler–Lagrange equation (2.10) takes the form
(y + 1)2xyy + xtt + 2(y + 1)xy − 4x = 0. (2.21)
Observe that in this case (2.19) yields
fu = 1, gu = −1, gv = ξ + x = y + 1
φ
.
The two identities in (2.18) take the form⎧⎪⎪⎨⎪⎪⎩
Ψφ = − gv
φ fu
= y + 1,
Ψx = 1
fu
(
gu − gv
fu
( fux + fuu v)
)
= −1,
(2.22)
where the right hand sides do not depend on u, v .
3. Necessary conditions for optimality
In this section we derive some necessary conditions for the optimal solution of (1.6)–(1.8). In
general, these necessary conditions will take the form of a system of PDEs, which can reduced to a
single scalar equation only in the special case considered in the previous section.
Consider again the problem
minimize:
T∫
0
1∫
0
L
(
t, x(t, y), ξ(t, y),u
(
t, x(t, y)
))
dy dt, (3.1)
subject to
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ξ˙ = g(t, x, ξ,u,ux), (3.2){
x(0, y) = x¯(y),
ξ(0, y) = h(x¯(y)). (3.3)
In addition to (A1)–(A3), we now assume that the integrand L in (3.1) is continuously differentiable
w.r.t. x, ξ,u. We regard (3.1)–(3.3) as a problem of optimal control on the inﬁnite dimensional space
whose elements are couples of functions (x, ξ) : [0,1] →R×R. The inﬁmum is sought over all control
functions u : [0, T ]×R →R which are C2 w.r.t. x, so that the corresponding evolution of the variables
x, ξ in (2.6) is well deﬁned.
For a given control u = u(t, x), consider a family of perturbed solutions of (3.2), deﬁned as
{
xε(t, y) = x(t, y) + εX(t, y) + o(ε),
ξε(t, y) = ξ(t, y) + εZ(t, y) + o(ε). (3.4)
Linearizing (3.2) around the reference trajectory t → (x(t, y), ξ(t, y)), we obtain a linear equation for
the ﬁrst order perturbations X, Z , namely
(
X˙
Z˙
)
=
(
fx + fuux fξ
gx + guux + gvuxx gξ
)(
X
Z
)
. (3.5)
Let the couple of functions (P , Q ) : [0,1] →R×R evolve according to the dual system
(
P˙
Q˙
)
= −
(
fx + fuux gx + guux + gvuxx
fξ gξ
)(
P
Q
)
−
(
Lx + Luux
Lξ
)
, (3.6)
with terminal data
P (T , y) = 0, Q (T , y) = 0 for all y ∈ [0,1]. (3.7)
Observe that, for any solution
( X
Z
)
of (3.5) and any solution
( P
Q
)
of (3.7), one has
d
dt
1∫
0
[
X(t, y)P (t, y) + Z(t, y)Q (t, y)]dy = − 1∫
0
[
(Lx + Luux)X + Lξ Z
]
dy. (3.8)
Theorem 1 (Necessary conditions for optimality). Let u = u(t, x) be an optimal feedback control for the prob-
lem (3.1)–(3.3), and let (x, ξ) : [0, T ] × [0,1] → R× R be the corresponding optimal solution. Assume that
u is piecewise continuous w.r.t. t and twice continuously differentiable w.r.t. x. Moreover, assume that L is
continuously differentiable w.r.t. x, ξ,u. Let the couple of dual functions (P , Q ) : [0, T ] ×R → R×R be the
solutions of (3.6)–(3.7).
Then, for a.e. t ∈ [0, T ], the feedback control x → u(t, x) provides a global minimizer to the functional
J
(
t,ω(·)) .= 1∫ P (t, y) · f (t, x(t, y), ξ(t, y),ω(t, x(t, y)))dy0
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1∫
0
Q (t, y) · g(t, x(t, y), ξ(t, y),ω(t, x(t, y)),ωx(t, x(t, y)))dy
+
1∫
0
L
(
t, x(t, y), ξ(t, y),ω
(
t, x(t, y)
))
dy. (3.9)
Proof. Assume that the above minimality condition does not hold. Then there exist a time τ ∈ ]0, T ]
at which u(·) is continuous, and a control function ω :R →R such that
J
(
τ ,ω(·))< J(τ ,u(τ , ·)). (3.10)
We then construct a family of “needle variations” of u by setting
uε(t, x) =
{
ω(x) if t ∈ [τ − ε, τ ],
u(t, x) if t /∈ [τ − ε, τ ]. (3.11)
The corresponding ﬁrst order perturbations X, Z in (3.4) satisfy
X(t, y) = Z(t, y) = 0 for all t < τ,
while
X(τ , y) = lim
ε→0+
xε(τ , y) − x(τ , y)
ε
= f (τ , x(τ , y), ξ(τ , y),ω(x(τ , y)))− f (τ , x(τ , y), ξ(τ , y),u(τ , x(τ , y))), (3.12)
Z(τ , y) = lim
ε→0+
ξε(τ , y) − ξ(τ , y)
ε
= g(τ , x(τ , y), ξ(τ , y),ω(x(τ , y)),ωx(x(τ , y)))
− g(τ , x(τ , y), ξ(τ , y),u(τ , x(τ , y)),ux(τ , x(τ , y))). (3.13)
Differentiating the total cost w.r.t. ε at ε = 0+, and using (3.8), the boundary condition (3.7), and
ﬁnally (3.12)–(3.13), we obtain
d
dε
[ T∫
0
1∫
0
L
(
t, xε(t, y), ξε(t, y),uε
(
t, xε(t, y)
))
dy dt
]
ε=0+
=
T∫
τ
1∫
0
(
(Lx + Luux)X + Lξ Z
)
dy dt +
1∫
0
L
(
τ , x(τ , y), ξ(τ , y),ω
(
x(τ , y)
))
dy
−
1∫
L
(
τ , x(τ , y), ξ(τ , y),u
(
τ , x(τ , y)
))
dy0
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T∫
τ
d
dt
[ 1∫
0
(X P + Z Q )dy
]
dt +
1∫
0
[
L(τ , x, ξ,ω) − L(τ , x, ξ,u(τ ))]dy
=
1∫
0
(
P (τ , y)X(τ , y) + Q (τ , y)Z(τ , y))dy + 1∫
0
[
L(τ , x, ξ,ω) − L(τ , x, ξ,u)]dy
= J(τ ,ω(·))− J(τ ,u(τ , ·))< 0, (3.14)
because of the assumption (3.10). This shows that, for ε > 0 small, the feedback control uε in (3.11)
achieves a strictly lower cost, contradicting the assumption that u is optimal. 
In the case where g does not depend on ux , the minimizer of the functional J (t,ω(·)) can be
constructed pointwise, for each given y ∈ [0,1]. The dependence on the ﬁrst derivative ux makes the
problem “non-classical”.
We remark that, if the control u is twice differentiable w.r.t. x, then the trajectories t → x(t, y)
are well deﬁned. In the above theorem, there is no need to assume that the maps y → x(t, y) be
one-to-one. However, if the partial derivative xy remains a smooth positive function, then from the
optimality condition
J
(
t,u(t, ·))=min
ω
J
(
t,ω(·)) (3.15)
one can derive an ODE satisﬁed by u(t, ·), for a.e. time t . Toward this goal, let φ = φ(t, y) be the
solution to
φt = −φ2( fxxy + fξ ξy + fuuy), φ(0, y) = φ¯(y) .= 1
xy(0, y)
,
so that xy(t, y) · φ(t, y) ≡ 1.
Given a time t and functions x, ξ, P , Q : [0,1] → R, a global minimizer u(t, ·) of (3.9) must then
satisfy
0 =
1∫
0
(P fuw + Q guw + Q gvwx + Luw)dy
=
1∫
0
(
P fu + Q gu − (Q gvφ)y + Lu
)
w dy (3.16)
for every function w ∈ C1c ([0,1]). Notice that in (3.16) we integrated by parts, using the identity
ωx = φ(t, y)ωy . Since w is arbitrary, the above necessary condition yields
P fu + Q gu − (Q gvφ)y + Lu = 0. (3.17)
At a given time t , it is understood that the left hand side of (3.17) should be computed at the point
(t, x(t, y), ξ(t, y),u(t, x(t, y))), for any y ∈ [0,1]. Moreover, by (3.3), (3.7) and choosing ω which does
not vanish on the boundary, we obtain the boundary conditions as follows
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x(0, y) = x¯(y), Lu|t=T = 0. (3.18)
As shown in [3], in some special cases Eqs. (3.17)–(3.18) yield a scalar, elliptic boundary value
problem for x = x(t, y).
Example 2. Consider the optimization problem
minimize:
T∫
0
1∫
0
(
x2 + ξ2 + u2)dy dt, (3.19)
subject to {
x˙ = u,
ξ˙ = ξux,
{
x(0, y) = y,
ξ(0, y) = 1. (3.20)
We are here assuming that the initial datum x(0) is uniformly distributed on the interval [0,1]. By
(3.20) we have the identity ξ(t, y) ≡ xy(t, y). Moreover, the dual system (3.6) takes the form{
P˙ = −uxP − ξuxxQ − 2x− 2uux,
Q˙ = −uxQ − 2ξ.
(3.21)
The necessary conditions (3.17)–(3.18) in this case take the form
P − Q y + 2u = 0,
{
(Q ξ)|y=0 = (Q ξ)|y=1 = 0,
x(0, y) = y, u(T , y) = 0. (3.22)
By (3.20)–(3.21), one has
Q˙ ξ + Q ξ˙ = (−uxQ − 2ξ)ξ + Q ξux = −2ξ2.
Therefore, differentiating the ﬁrst two boundary conditions in (3.22) one obtains
−2ξ2∣∣y=0 = −2ξ2∣∣y=1 = 0.
Moreover, differentiating w.r.t. y the second equation in (3.21) we obtain
Q˙ y = −uxxQ xy − uxQ y − 2ξy . (3.23)
By (3.20)–(3.23) it follows
0 = P˙ − Q˙ y + 2u˙ = ux(Q y − P − 2u) − 2x+ 2ξy + 2u˙ = −2x+ 2xyy + 2xtt .
Therefore, assuming suﬃcient regularity, the component x = x(t, y) of the optimal solution will satisfy
the linear elliptic equation
xyy + xtt − x = 0,
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xy(t,0) = xy(t,1) = 0,
x(0, y) = y, xt(T , y) = 0. (3.24)
Example 3. Consider the same optimization problem (3.19), but subject to{
x˙ = u,
ξ˙ = −ξux,
{
x(0, y) = y,
ξ(0, y) = 1. (3.25)
In this case we have the identity xy ≡ ξ−1. Moreover, P and Q satisfy{
P˙ = −uxP + ξuxxQ − 2x− 2uux,
Q˙ = uxQ − 2ξ.
(3.26)
The necessary condition (3.17) now becomes
P + (Q ξ2)y + 2u = 0, (3.27)
which yields the nonlinear elliptic PDE
xtt + 3xyy
(xy)4
− x = 0,
with the boundary condition {
xy(t,0) = xy(t,1) = +∞,
x(0, y) = y, xt(T , y) = 0. (3.28)
4. An equivalence result, for a discrete probability distribution
Throughout the following, we consider the optimization problem introduced at (1.6)–(1.8), where
the initial data x(0) are distributed according to a probability measure μ. We always assume that the
assumptions (A1)–(A3) listed in the Introduction remain valid. The main result of this section gives a
condition for the equivalence of the inﬁmum costs in (1.12) and (1.16).
Theorem 2. Let (A1)–(A2) hold. If the probability measure μ consists of ﬁnitely many point masses, then
J (μ) = J relax(μ).
Proof. 1. Let the probability measure μ be supported on the ﬁnite set {y1, . . . , yn}. By the deﬁni-
tion (1.16), given any ε > 0 one can ﬁnd two smooth feedback controls u(t, x), v(t, x) such that
J (u, v,μ) < J relax(μ) + ε. (4.1)
For each i = 1, . . . ,n, call t → (xi(t), ξi(t)) the solution to the Cauchy problem{
x˙ = f (t, x, ξ,u(t, x)),
ξ˙ = g(t, x, ξ,u(t, x), v(t, x)),
{
x(0) = yi,
ξ(0) = h(yi). (4.2)
By the regularity assumption (A1), each solution (xi(t), ξi(t)) is well deﬁned.
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∣∣xi(t) − x j(t)∣∣ 3δ > 0 for all t ∈ [0, T ], i = j, (4.3)
the proof is straightforward. Indeed, one can deﬁne a feedback control u∗ by setting
u∗(t, x) = u(t, xi(t))+ (x− xi(t)) · v(t, xi(t)) if ∣∣x− xi(t)∣∣ δ. (4.4)
The function u∗ is then extended in a smooth way outside the disjoint tubes
Γi
.= {(t, x); ∣∣x− xi(t)∣∣ δ}.
It is now immediate to check that this deﬁnition yields J (μ,u∗) = J (μ,u, v). In the remainder of the
proof we deal with the case where two or more trajectories intersect, so that (4.3) fails.
3. By the regularity assumptions, there exist constants M0,M1 such that
∣∣xi(t)∣∣< M0, ∣∣ξi(t)∣∣< M0, t ∈ [0, T ], i ∈ {1, . . . ,n}, (4.5)∣∣u(t, x)∣∣< M1, ∣∣v(t, x)∣∣< M1 whenever |x| M0. (4.6)
Moreover, let M2 and M3 be Lipschitz constants such that
∣∣ f (t, x, ξ,u) − f (t, x˜, ξ˜ , u˜)∣∣ M2(|x− x˜| + |ξ − ξ˜ | + |u − u˜|),∣∣g(t, x, ξ,u, v) − g(t, x˜, ξ˜ , u˜, v˜)∣∣ M2(|x− x˜| + |ξ − ξ˜ | + |u − u˜| + |v − v˜|), (4.7)∣∣u(t, x) − u(t, x˜)∣∣ M3|x− x˜|,∣∣v(t, x) − v(t, x˜)∣∣ M3|x− x˜|, (4.8)
whenever t ∈ [0, T ], |x| M0, and |u|, |u˜|, |v|, |v˜| M1.
4. Fix ε > 0 and let t → Z(t) be the solution to the scalar ODE
Z˙ = (2M2 + 4M2M3)Z + ε, Z(0) = 0. (4.9)
Consider the tubes
Γi =
{
(t, x, ξ); t ∈ [0, T ], ∣∣x− xi(t)∣∣ Z(t), ∣∣ξ − ξi(t)∣∣ Z(t)}. (4.10)
By choosing ε > 0 suﬃciently small, by (4.5) it follows
|x| M0, |ξ | M0 whenever (t, x, ξ) ∈ Γi .
Next, consider two absolutely continuous maps t → x(t), t → ξ(t), taking the initial values
x(0) = xi(0) = yi, ξ(0) = ξi(0) = h(yi). (4.11)
If x(·) and ξ(·) satisfy the differential inequalities
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then
d
dt
∣∣x(t) − xi(t)∣∣ M2(1+ M3)∣∣x(t) − xi(t)∣∣+ M2∣∣ξ(t) − ξi(t)∣∣+ ε,
d
dt
∣∣ξ(t) − ξi(t)∣∣ M2(1+ 2M3)∣∣x(t) − xi(t)∣∣+ M2∣∣ξ(t) − ξi(t)∣∣+ ε.
Calling z(t)
.=max{|x(t) − xi(t)|, |ξ(t) − ξi(t)|}, we obtain
z˙(t) 2M2z(t) + 4M2M3z(t) + ε.
Recalling (4.9)–(4.10), by a comparison argument we conclude that z(t) Z(t) and hence
(
t, x(t), ξ(t)
) ∈ Γi for all t ∈ [0, T ].
5. We now introduce an inductive algorithm which constructs a feedback control u∗ = u∗(t, x) with
the following properties:
(i) There exists a ﬁnite partition 0 = t0 < t1 < t2 < · · · < tN = T such that u∗ is smooth restricted to
each domain ]tk−1, tk[ ×R.
(ii) For each i = 1, . . . ,n, the Cauchy problem{
x˙ = f (t, x, ξ,u∗(t, x)),
ξ˙ = g(t, x, ξ,u∗(t, x),u∗x(t, x)),
{
x(0) = yi,
ξ(0) = h(yi), (4.13)
has a unique solution t → (x∗i (t), ξ∗i (t)), satisfying (t, x∗i (t), ξ∗i (t)) ∈ Γi for all t ∈ [0, T ].
By the previous step, to achieve (ii) it suﬃces to achieve the inequalities
∣∣u∗(t, x∗i (t))− u(t, x∗i (t))∣∣ ε, ∣∣u∗x(t, x∗i (t))− v(t, x∗i (t))∣∣ ε. (4.14)
6. The construction of the feedback control u∗ satisfying (4.14) will be achieved by induction on
the time intervals [tk−1, tk], relying on a dynamic clustering algorithm (see Fig. 1). For each k = 1, . . . ,N
we shall deﬁne a partition Jk,1 ∪ · · · ∪ Jk,ν(k) of the set {1, . . . ,n}. Roughly speaking, two indices i, j
will be assigned to the same equivalence class if the points x∗i (t) and x
∗
j (t) are close to each other for
t ∈ [tk−1, tk].
Consider a small threshold parameter δ > 0, whose precise value will be determined later. At this
stage we only assume that 4δ < min{|yi − y j|; i = j}.
Set t0
.= 0 and deﬁne
t1
.= inf{t ∈ ]0, T ]; ∣∣xi(t) − x j(t)∣∣ 3δ for some i = j}. (4.15)
On the initial interval [t0, t1] ×R we let u∗ be any smooth feedback satisfying (4.4). Moreover, we let
{1} ∪ {2} ∪ · · · ∪ {n} be the corresponding partition.
7. If t1 = T we are done. Otherwise, assume that the feedback u∗ has been constructed up to some
restarting time tk−1. Looking at the points x∗1(tk−1), . . . , x∗n(tk−1), a new partition is deﬁned as follows.
1126 A. Bressan, D. Wei / J. Differential Equations 253 (2012) 1111–1142Fig. 1. For t ∈ [t0, t1] the ﬁrst partition of the set {1,2,3} is J1,1 ∪ J1,2 ∪ J1,3 = {1} ∪ {2} ∪ {3}. We deﬁne t1 as the smallest time
t > 0 such that |x∗2(t) − x∗3(t)| 3δ. For t ∈ ]t1, t2], the points x∗2(t) and x∗3(t) must be clustered together. The second partition
is thus J2,1 ∪ J2,2 = {1} ∪ {2,3}. This works up to the ﬁrst time t2 at which |x∗3 − x∗1| 3δ. For t ∈ ]t2, t3] the third partition
consists of the single set J3,1 = {1,2,3}. Finally, t3 is the ﬁrst time t > t2 where |x∗1(t) − x∗3(t)| 5δ. Hence we need to put x3
into a separate cluster. For t ∈ ]t3, t4] the fourth partition is J4,1 ∪ J4,2 = {1,2} ∪ {3}.
We say that two indices i, j lie in the same equivalence class if and only if there exists a chain of
points x∗(0)(tk−1), x
∗
(1)(tk−1), . . . , x
∗
(m)(tk−1), with (0) = i, (m) = j, and∣∣x∗(p)(tk−1) − x∗(p−1)(tk−1)∣∣ 4δ for all p = 1, . . . ,m.
The equivalence classes of the above relation yield the desired partition
Jk,1 ∪ · · · ∪ Jk,ν(k) = {1, . . . ,n}.
On the interval ]tk−1tk], the feedback u∗ is deﬁned as follows. For each  = 1, . . . , ν(k), let [a(t),b(t)]
be the smallest interval containing all points x∗i (t) with i ∈ Jk, . In other words,
a(t)
.= min
i∈ Jk,
x∗i (t), b(t)
.= max
i∈ Jk,
x∗i (t), t ∈ ]tk−1, tk].
We then set j() = min{i; i ∈ Jk,} and deﬁne the trajectory t → (x∗j()(t), ξ∗j()(t)) as the solution of
the Cauchy problem{
x˙ = f (t, x, ξ,u(t, x)),
ξ˙ = g(t, x, ξ,u(t, x), v(t, x)),
{
x(tk−1) = x∗j()(tk−1),
ξ(tk−1) = ξ∗j()(tk−1).
(4.16)
Finally, we deﬁne
u∗(t, x) .= u(t, x∗j()(t))+ (x− x∗j()(t)) · v(t, x∗j()(t)) if x ∈ [a(t) − δ,b(t) + δ]. (4.17)
The feedback u∗ is then extended to a smooth function on a domain of the form ]tk−1, tk] ×R. Here
tk is deﬁned as the ﬁrst time t > tk−1 at which one of the following occurs:
(i) Two points belonging to distinct chains get within a distance  3δ from each other. That means:
a′ (t) − b(t) 3δ for some ′ = .
(ii) A gap of size  5δ appears within one of the chains. That means: there exist some index  and
a point x ∈ [a(t),b(t)] such that the open interval ]x, x+ 5δ[ does not contain any of the points
x∗i (t), i = 1, . . . ,n.
If the above cases never happen, we set tk = T and the induction procedure terminates.
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tk − tk−1  δ/2M. (4.18)
Indeed, if the minimum distance between distinct chains at time tk−1 is  4δ, it takes at least a time
δ/2M for this distance to become  3δ. Similarly, if every two consecutive points in a chain are at a
distance  4δ, it takes at least a time δ/2M to open up a gap of size 5δ.
8. In this step we estimate the differences u∗ − u and u∗x − v . Assume x ∈ [a(t),b(t)]. By con-
struction this implies |x− x j()(t)| 5nδ. Therefore, recalling (4.6) and (4.8) we obtain
∣∣u∗(t, x) − u(t, x)∣∣ ∣∣u∗(t, x) − u∗(t, x j()(t))∣∣+ ∣∣u(t, x j()(t))− u(t, x)∣∣
 5nδ
(‖ux‖L∞ + ‖v‖L∞) 5nδ(M3 + M1). (4.19)
Similarly, from (4.8) it follows
∣∣u∗x(t, x) − v(t, x)∣∣= ∣∣v(t, x j()(t))− v(t, x)∣∣ M3 · 5nδ. (4.20)
We remark that the feedback u∗ constructed in the previous steps is smooth w.r.t. the variable x but
possibly discontinuous at the times t1 < · · · < tN−1. However, it is clear that we can slightly modify
u∗ in a neighborhood of the times tk (by a suitable molliﬁcation) and obtain a new feedback u˜∗ which
is smooth w.r.t. both variables t, x and yields similar estimates.
9. For any given ε > 0, choosing δ > 0 suﬃciently small the previous construction yields a feedback
control u∗ with the properties stated in step 5. More precisely:
max
{∣∣x∗i (t) − xi(t)∣∣, ∣∣ξ∗i (t) − ξi(t)∣∣} z(t) Z(T ) = e(2M2+4M2M3)T − 12M2 + 4M2M3 ε, (4.21)∣∣u∗(t, x∗i (t))− u(t, x∗i (t))∣∣ ε, ∣∣u∗x(t, x∗i (t))− v(t, x∗i (t))∣∣ ε. (4.22)
We now observe that
∣∣ J(u∗,μ)− J (u, v,μ)∣∣
 max
1in
T∫
0
∣∣L(t, x∗i (t), ξ∗i (t),u∗(t, x∗i (t)))− L(t, xi(t), ξi(t),u(t, xi(t)))∣∣dt. (4.23)
Since the cost function L is continuous w.r.t. all variables, and the feedbacks u,u∗ are uniformly
Lipschitz continuous, by choosing ε > 0 suﬃciently small the bounds (4.21)–(4.22) imply that the
integrand in (4.23) can be rendered arbitrarily small. This establishes the inequality J (μ) J relax(μ).
The converse inequality is trivial. 
Corollary 1. For the problem (1.6)–(1.8), let the assumptions (A1)–(A3) hold. Then J relax(μ) = J w(μ).
Indeed, in the topology of weak convergence, every probability measure can be approximated by
a measure consisting of ﬁnitely many point masses
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The next result describes a simple case where the minimum cost J (μ) is lower semicontinuous
w.r.t. strong convergence φ˜ → φ in L1 of the densities of the probability measures.
Theorem 3. In addition to (A1)–(A3), assume that the cost function L = L(t, x, ξ,u) is globally bounded. Then
J (μ) = J s(μ).
Proof. Assume that L satisﬁes the uniform bound |L(t, x, ξ,u)| C . Let φ be the density of the prob-
ability measure μ. By deﬁnition, for every n 1, we can ﬁnd a smooth feedback control un(t, x) and
an absolutely continuous measure μn with density φn such that
J (un,μn) < J
s(μ) + 1
n
, ‖φn − φ‖L1 
1
n
. (5.1)
In the following, t → (xn(t, y), ξn(t, y)) denotes the solution to
{
x˙ = f (t, x, ξ,un(t, x)),
ξ˙ = g(t, x, ξ,un(t, x),un,x(t, x)), (5.2)
with initial data
x(0) = y, ξ(0) = h(y). (5.3)
The upper bound on L together with the second inequality in (5.1) imply
∣∣ J (un,μ) − J (un,μn)∣∣
=
∣∣∣∣∣Eμ
[ T∫
0
L
(
t, xn(t), ξn(t),un
(
t, xn(t)
))
dt
]
− Eμn
[ T∫
0
L
(
t, xn(t), ξn(t),un
(
t, xn(t)
))
dt
]∣∣∣∣∣
=
∣∣∣∣∣
∫ T∫
0
L
(
t, xn(t, y), ξn(t, y),un
(
t, xn(t, y)
))(
φ(y) − φn(y)
)
dt dy
∣∣∣∣∣
 2C
T∫
0
∫ ∣∣φ(y) − φn(y)∣∣dy dt  2CT
n
. (5.4)
By (5.1) and the ﬁrst inequality in (5.1) it follows
J (μ) J (un,μ) J (un,μn) + 2CT
n
< J s(μ) + 1
n
+ 2CT
n
.
Letting n → ∞, we conclude that J (μ) J s(μ). The converse inequality is trivial. 
A. Bressan, D. Wei / J. Differential Equations 253 (2012) 1111–1142 1129Fig. 2. Construction of a nearly optimal feedback. During the initial time interval [0, δ] a feedback control u steers all the mass
inside small neighborhoods of ﬁnitely many points y1, . . . , yN . On the remaining interval [δ, T ], we adopt a feedback u which
is nearly optimal for a probability distribution concentrated on the ﬁnitely many points yi .
6. Nearly optimal feedback strategies
In this section we study conditions for which the inequality
J s(μ) J relax(μ) (6.1)
holds. Toward a proof of (6.1), the main idea is as follows (see Fig. 2). Let (u∗, v∗) be nearly opti-
mal relaxed control pair, so that (4.1) holds. By inserting some gaps in the support of the probability
measure μ, we ﬁrst construct a feedback control u : [0, δ] × R → R that steers all the mass into
small neighborhoods B(yi,ρi) of ﬁnitely many points y1, . . . , yN . Starting with a probability mea-
sure supported on the ﬁnite set {y1, . . . , yN}, Theorem 2 then provides the existence of a feedback
u : [δ, T ] ×R →R which, on the subinterval [δ, T ] achieves almost the same cost as (u∗, v∗). If the
radii ρi > 0 are suﬃciently small, and the cost during the short initial interval [0, δ] can be rendered
arbitrarily small, then the feedback control
u˜(t, x)
.=
{
u(t, x) if t ∈ [0, δ],
u(t, x) if t ∈ ]δ, T ], (6.2)
achieves a cost very close to J (u∗, v∗,μ).
As before, given a probability measure μ on the initial data x(0), we wish to minimize the func-
tional J (u,μ) at (1.8), for the system described at (1.9)–(1.10). We always assume that the conditions
(A1)–(A3) stated in the Introduction are satisﬁed. Together with the relaxed system (1.15), we also
consider the augmented system
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙ = f (t, x, ξ,u),
ξ˙ = g(t, x, ξ,u, v),
η˙ = ( fx + fu v)η + fξ z,
z˙ = (gx + guv + gvw)η + gξ z,
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x(0, y) = y,
ξ(0, y) = h(y),
η(0, y) = 1,
z(0, y) = h′(y).
(6.3)
This is obtained from (1.15) adding two evolution equations for the additional variables η = xy and
z = ξy . Here v = ux and w = vx = uxx are regarded as additional, independent control functions. As it
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to ﬁnd a control functions v,w such that, at time t = δ, the solution of (6.3) satisﬁes
x(δ) ≈ x(0), ξ(δ) ≈ ξ(0), η(δ) ≈ 0, z(δ) ≈ 0.
As a basic assumption, we shall thus need a controllability property for the augmented sys-
tem (6.3).
In the following analysis, for a given initial point y0 we consider a feedback control of the form
u(t, x) = u0(t) + (x− y0)v0(t) + (x− y0)
2
2
w0(t) for t ∈ [0, δ], (6.4)
where u0, v0,w0 are measurable functions of time. For y in a neighborhood of y0, the augmented
system (6.3) becomes ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙ = f (t, x, ξ,u0),
ξ˙ = g(t, x, ξ,u0, v0 + (x− y0)w0),
η˙ = ( fx + fu(v0 + (x− y0)w0))η + fξ z,
z˙ = (gx + gu(v0 + (x− y0)w0)+ gvw0)η + gξ z,
(6.5)
Our main assumption can now be formulated in terms of the controllability of the system (6.5).
(H) Given any ε0 > 0 there exists δ0 ∈ ]0, ε0] such that the following holds. For each y0 ∈ Supp(μ)
there exist open-loop controls u0, v0,w0 ∈ L∞([0, δ0]) and τ0 ∈ ]0, δ0] such that the solution
t → (x(t, y0), ξ(t, y0), η(t, y0), z(t, y0)) of (6.5) with initial data
x(0) = y0, ξ(0) = h(y0), η(0) = 1, z(0) = h′(y0) (6.6)
satisﬁes the following properties:{
x(t, y0) = y0,
∣∣ξ(t, y0)∣∣< M∗,∣∣u0(t)∣∣< M∗, ∣∣v0(t)∣∣< M∗ for all t ∈ [0, δ0] (6.7)
and
η˙(t, y0) < −1 for t ∈ [0, τ0], η(t, y0) < 1 for t ∈ [τ0, δ0], (6.8)
where M∗ is a constant independent of y0 and δ0. Moreover, at time t = δ0 one has
ξ(δ0, y0) = h(y0), 0 < η(δ0, y0) < ε0,
∣∣z(δ0, y0)∣∣< ε0. (6.9)
Notice that, if (6.7)–(6.9) hold, then by continuity there exists a ρ > 0 such that, for every initial
point y ∈ B(y0,ρ), the solution of (6.5) with the same initial data as in (6.3) satisﬁes
0 η(δ0, y) ε0,
∣∣z(δ0, y)∣∣ ε0, ∣∣(x(t, y) − y0)w0(t)∣∣ ε0, η(t, y) 1,∣∣x(t, y)∣∣ R + 1, ∣∣ξ(t, y)∣∣ M∗, ∣∣u(t, y)∣∣ M∗, ∣∣v(t, y)∣∣ M∗, (6.10)
for all t ∈ [0, δ0].
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lutely continuous w.r.t. Lebesgue measure. If the assumption (H) holds, then J s(μ) J relax(μ).
Proof. Let ε > 0 be given, and let u∗ = u∗(t, x) ∈ C2 and v∗ = v∗(t, x) ∈ C2 be nearly optimal feedback
controls for the relaxed system (1.15) such that
J (u∗, v∗,μ) J relax(μ) + ε. (6.11)
As before, let x∗(t, y), ξ∗(t, y) be the corresponding solution. By (A3), we can assume that the prob-
ability measure μ, with density φ(·) w.r.t. Lebesgue measure, is supported inside a bounded interval
[−R, R]. Choose constants Mi such that
∥∥x∗∥∥C2([0,T ]×[−R,R])  M0, ∥∥ξ∗∥∥C2([0,T ]×[−R,R])  M0,∥∥u∗∥∥C2([0,T ]×R)  M1, ∥∥v∗∥∥C2([0,T ]×R)  M1, (6.12)∥∥h(y)∥∥C2([−R,R])  M2, (6.13)∣∣ f (t, x, ξ,u) − f (t, x˜, ξ˜ , u˜)∣∣ M3(|x− x˜| + |ξ − ξ˜ | + |u − u˜|),∣∣g(t, x, ξ,u, v) − g(t, x˜, ξ˜ , u˜, v˜)∣∣ M3(|x− x˜| + |ξ − ξ˜ | + |u − u˜| + |v − v˜|). (6.14)
To prove Theorem 4, we need to show that there exist a measure μ˜ with density φ˜ satisfying
‖φ˜ − φ‖L1  ε and a feedback control u˜ ∈ C2 such that
J (u˜, μ˜) J (u∗, v∗,μ)+ ε. (6.15)
1. Let ε0 > 0 be given, and let δ0 ∈ ]0, ε0] be as in the statement of the assumption (H). Then
for each y0 ∈ Supp(μ) ⊆ [−R, R] by assumption (H) we can ﬁnd open-loop controls u0, v0,w0 ∈
L∞([0, δ]) and a radius ρ(y0) ∈ ]0, ε0] such that (6.7)–(6.10) hold. By compactness, we can cover
Supp(μ) with ﬁnitely many open balls B(yi,ρi), where
−R  y1 < y2 < · · · < yn  R, ρi = ρ(yi).
We now choose disjoint intervals [ai,bi] ⊆ [−R, R] ∩ B(yi,ρi), with yi ∈ [ai,bi] for each i = 1, . . . ,n,
and such that
μ
(
n⋃
i=1
[ai,bi]
)
> 1− ε0. (6.16)
Let μ˜ be the probability distribution having density
φ˜(x)
.=
{
(μ(
⋃n
i=1[ai,bi]))−1φ(x) if x ∈
⋃n
i=1[ai,bi],
0 otherwise.
(6.17)
By (6.16), the above deﬁnition yields
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(
R \
n⋃
i=1
[ai,bi]
)
+
((
μ
(
n⋃
i=1
[ai,bi]
))−1
− 1
)
·
∫
∪i [ai ,bi ]
φ(x)dx 2ε0. (6.18)
This can be rendered arbitrarily small by a suitable choice of ε0 > 0.
Together with μ˜, consider the probability distribution μ† supported on the ﬁnite set {yi; 1 i  n}.
This is deﬁned by
μ†
({yi}) .= μ˜([ai,bi])=
(
μ
(
n⋃
i=1
[ai,bi]
))−1
μ
([ai,bi]). (6.19)
2. For each i, let t → ui(t), vi(t),wi(t) be open-loop controls for which the conditions (6.7)–(6.10)
hold, with y0 replaced by yi . For t ∈ [0, δ0] and x ∈ [ai,bi], we then deﬁne the feedback control u
as
u(t, x)
.= ui(t) + (x− yi) · vi(t) + (x− yi)
2
2
· wi(t). (6.20)
The control u is then extended in a smooth way (w.r.t. the variable x) outside the union of the
intervals [ai,bi]. As stated in assumption (H), for all t ∈ [0, δ0] we now have
x(t, yi) = yi,
∣∣ξ(t, yi)∣∣ M∗, ∣∣ui(t)∣∣, ∣∣vi(t)∣∣ M∗,
0 < xy(t, y) 1,
∣∣(x(t, y) − yi)wi(t)∣∣ ε0 for all y ∈ [ai,bi], (6.21)
where M∗ is a constant independent of yi . Moreover, at time t = δ0 one has
ξ(δ0, yi) = h(yi), 0 < xy(δ0, y) < ε0,
∣∣ξy(δ0, y)∣∣< ε0 for all y ∈ [ai,bi]. (6.22)
From the relations x(t, yi) = yi and 0 < xy(t, y) 1, it follows
Γi
.= {(t, x(t, y)); t ∈ [0, δ0], y ∈ [ai,bi]}⊆ [0, δ0] × [ai,bi]. (6.23)
In particular, the trajectories t → x(t, y) starting at a point y ∈ [ai,bi] do not depend on how the
feedback u is extended outside the interval [ai,bi].
For future use we also observe that, if y ∈ [ai,bi], then at time t = δ0 the above conditions yield∣∣x(δ0, y) − yi∣∣ ε0(bi − ai), ∣∣ξ(δ0, y) − h(yi)∣∣ ε0(bi − ai). (6.24)
3. Motivated by the proof of Theorem 2, we shall construct a feedback u : [δ0, T ] ×R →R which
is nearly optimal for a probability distribution supported inside small neighborhoods of the ﬁnitely
many points y1, . . . , yn . For t ∈ [δ0, T ], we shall denote by t → (x(t; y, ζ ), ξ(t; y, ζ )) the solution
of (1.6) corresponding to the feedback u , with initial data
x(δ0) = y, ξ(δ0) = ζ.
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xi (t), ξ

i (t)
) .= (xi (t; yi,h(yi)), ξ i (t; yi,h(yi))).
We shall also use the constant
M
.= exp{M3(2+ M1)T }. (6.25)
The time interval [δ0, T ] will be divided into ﬁnitely many subintervals, inserting the times
δ0 = t0 < t1 < · · · < tN = T by an inductive procedure. Assume that a feedback u has been con-
structed for t ∈ [δ0, tk−1]. At time tk−1, we deﬁne a partition of the set {1, . . . ,n} as follows.
Two indices i, j are in the same equivalence class if and only if there exists a chain of points
x(0)(tk−1), x

(1)(tk−1), . . . , x

(m)(tk−1), with (0) = i, (m) = j, and∣∣x(p)(tk−1) − x(p−1)(tk−1)∣∣ 4ε0M · (b(p) − a(p) + b(p−1) − a(p−1))
for all p = 1, . . . ,m. The equivalence classes of the above relation yield the desired partition
Jk,1 ∪ · · · ∪ Jk,ν(k) = {1, . . . ,n}.
On the interval ]tk−1tk], the feedback u is deﬁned as follows. For each  = 1, . . . , ν(k), deﬁne the
interval [a(t),b(t)] by setting
a(t)
.= min
i∈ Jk,
{
xi (t) − ε0M(bi − ai)
}
, b(t)
.= max
i∈ Jk,
{
xi (t) + ε0M(bi − ai)
}
.
We then set j() = min{i; i ∈ Jk,} and let t → (xj()(t), ξ j()(t)) be the solution of the Cauchy prob-
lem {
x˙ = f (t, x, ξ,u∗(t, x)),
ξ˙ = g(t, x, ξ,u∗(t, x), v∗(t, x)),
⎧⎨⎩ x(tk−1) = x

j()(tk−1),
ξ(tk−1) = ξj()(tk−1).
(6.26)
Finally, we deﬁne
u(t, x)
.= u∗(t, xj()(t))+ (x− xj()(t)) · v∗(t, xj()(t)) if x ∈ [a(t),b(t)]. (6.27)
The feedback u is then extended to a smooth function on a domain of the form ]tk−1, tk] ×R.
The subsequent time tk is deﬁned as the ﬁrst time t > tk−1 at which one of the following occurs:
(i) Two distinct chains become close to each other. Namely, there exist two indices i, j belonging to
distinct equivalence classes at time tk−1, such that∣∣xi (t) − xj(t)∣∣ 3ε0M · (bi − ai + b j − a j).
(ii) In one of the chains, a wide gap appears. Namely, there exist two indices i, j belonging to the
same equivalence class at time tk−1, but such that at time t there exist no chain of points
x
(0)(t), x

(1)(t), . . . , x

(m)(t) with (0) = i, (m) = j, and∣∣x(p)(t) − x(p−1)(t)∣∣< 5ε0M · (b(p) − a(p) + b(p−1) − a(p−1)) for all p = 1, . . . ,m.
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the proof of Theorem 2, it is clear that the length of the time intervals [tk−1, tk] is uniformly positive.
Hence the induction procedure must terminate after ﬁnitely many steps.
4. In this step we estimate the dependence of solutions on their initial data at t = δ0. The deﬁ-
nition (6.27) together with the bounds (6.13)–(6.14) imply that, for x, x′ ∈ [a(t),b(t)] and ξ, ξ ′ ∈ R,
the functions f , g are Lipschitz continuous w.r.t. x, ξ . Namely
∣∣ f (t, x, ξ,u(t, x))− f (t, x′, ξ ′,u(t, x′))∣∣ M3(∣∣x− x′∣∣+ ∣∣ξ − ξ ′∣∣+ M1∣∣x− x′∣∣),∣∣g(t, x, ξ,u(t, x),ux(t, x))− g(t, x′, ξ ′,u(t, x′),ux(t, x′))∣∣
 M3
(∣∣x− x′∣∣+ ∣∣ξ − ξ ′∣∣+ M1∣∣x− x′∣∣).
Assume that, at time t = δ0, we choose initial data y, ζ such that
|y − yi | ε0(bi − ai),
∣∣ζ − h(yi)∣∣ ε0(bi − ai). (6.28)
Then Gronwall’s lemma yields the bound
max
{∣∣x(t; y, ζ ) − xi(t)∣∣, ∣∣ξ(t; y, ζ ) − ξi(t)∣∣}
 eM3(2+M1)(t−δ0) ·max{|y − yi|, ∣∣ζ − h(yi)∣∣}
 M · ε0(bi − ai). (6.29)
By our previous construction this guarantees that, for every t ∈ [δ0, T ], one has
x(t; y, ζ ) ∈
⋃

[
a(t),b(t)
]
.
Therefore, this solution does not depend on the way in which the feedback u is extended outside the
intervals [a(t),b(t)]. In this connection it is also important to observe that, by (6.24), the feedback
u constructed on the initial time interval t ∈ [0, δ0] steers every initial data
x(0) = y¯ ∈ [ai,bi], ξ(0) = h( y¯), (6.30)
to a point (y, ζ ) = (x(δ0), ξ (δ0)) which satisﬁes the bounds (6.28).
5. We now deﬁne the feedback control u˜ by putting together the controls u and u , according
to (6.2). We claim that, by choosing 0 < δ0  ε0 suﬃciently small, the expected total cost can be
made arbitrarily close to J (u∗, v∗,μ). For convenience we shall use the notation J = J [0,δ0] + J [δ0,T ] ,
where the ﬁrst term accounts for the cost on the initial time interval [0, δ0], while the second term
accounts for the cost on [δ0, T ]. With this notation, since L  0, one has
J (u˜, μ˜) −J (u∗, v∗,μ) J [0,δ0](u˜, μ˜) + ( J [δ0,T ](u˜, μ˜) − J [δ0,T ](u˜,μ†))
+ ( J [δ0,T ](u˜,μ†)−J[δ0,T ](u∗, v∗,μ†))
+ (J[δ0,T ](u∗, v∗,μ†)−J[δ0,T ](u∗, v∗,μ)). (6.31)
The next steps will provide bounds on the four terms on the right hand side of (6.31), showing that
they all approach zero as ε0 → 0 (and hence δ0 → 0 as well). This will achieve the proof.
A. Bressan, D. Wei / J. Differential Equations 253 (2012) 1111–1142 11356. Recalling (6.10), the cost determined by the feedback control u˜ on the initial interval [0, δ0] can
be estimated by
J [0,δ0](u˜, μ˜) =
δ0∫
0
R∫
−R
L
(
t, x(t, y), ξ (t, y),u
(
t, x(t, y)
))
φ˜(y)dy dt
 δ0 · sup
{
L(t, x, ξ,u); t ∈ [0, δ0], |x| R + 1, |ξ | M∗, |u| M∗
}
. (6.32)
Clearly, the right hand side of (6.32) goes to zero as δ0 → 0.
7. To estimate the next term, observe that our construction yields
b(t) − a(t) 7ε0M ·
∑
i
2(bi − ai) 7ε0M · 4R. (6.33)
This can be made arbitrarily small by a suitable choice of ε0 > 0. Denote by t → (x˜(t, y), ξ˜ (t, y)) the
solution to the Cauchy problem
{
x˙(t) = f (t, x(t), ξ(t), u˜(t, x(t))),
ξ˙ (t) = g(t, x(t), ξ(t), u˜(t, x(t)), u˜x(t, x(t))),
{
x(0) = y,
ξ(0) = h(y). (6.34)
Setting di
.= ε0(bi − ai) and recalling the notation introduced in step 3, we now have
J [δ0,T ](u˜, μ˜) − J [δ0,T ]
(
u˜,μ†
)
=
T∫
δ0
R∫
−R
L
(
t, x˜(t, y), ξ˜ (t, y), u˜
(
t, x˜(t, y)
))
φ˜(y)dy dt
−
n∑
i=1
μ†
({yi}) T∫
δ0
L
(
t, x˜(t, yi), ξ˜ (t, yi), u˜
(
t, x˜(t, yi)
))
dt
max
i
sup
y∈B(yi ,di)
ζ∈B(h(yi),di)
T∫
δ0
∣∣L(t, x(t; y, ζ ), ξ (t; y, ζ ),u(t, x(t; y, ζ )))
− L(t, xi (t), ξ i (t),u(t, xi (t)))∣∣dt. (6.35)
The last inequality holds because x˜(δ0, yi) = yi , ξ˜ (δ0, yi) = h(yi), and moreover |x˜(δ0, y) − yi | 
ε0(bi − ai), |ξ˜ (δ0, y) − h(yi)| ε0(bi − ai) for every y ∈ B(yi,ρi). Notice that, for t ∈ [δ0, T ],
{
x˜(t, yi) = xi (t),
ξ˜ (t, yi) = ξi (t),
{
x˜(t, y) = x(t; y, ζ ),
ξ˜ (t, y) = ξ(t; y, ζ ),
where ζ = ξ˜ (δ0, y). Thanks to (6.28)–(6.29) and the continuity of the cost function L(·), the right
hand side of (6.35) can be made arbitrarily small by a suitable choice of ε0 > 0.
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J [δ0,T ]
(
u˜,μ†
)−J[δ0,T ](u∗, v∗,μ†)
=
n∑
i=1
μ†
({yi}) T∫
δ0
[
L
(
t, x˜(t, yi), ξ˜ (t, yi), u˜
(
t, x˜(t, yi)
))− L(t, x∗i (t), ξ∗i (t),u∗(t, x∗i (t)))]dt
max
i
T∫
δ0
∣∣L(t, xi (t), ξ i (t),u(t, xi (t)))− L(t, x∗i (t), ξ∗i (t),u∗(t, x∗i (t)))∣∣dt, (6.36)
here x∗i (t) = x∗(t, yi), ξ∗i (t) = ξ∗(t, yi). By the construction of u(t, x) in (6.27), the differences
|xi (t) − x∗i (t)|, |ξi (t) − ξ∗i (t)|, and |u(t, xi (t)) − u∗(t, xi (t))| all approach zero as ε0 → 0, uniformly
w.r.t. t . By the continuity of L(·), the right hand side of (6.36) can be made arbitrarily small by a
suitable choice of ε0 > 0. Indeed,∣∣xi (t) − x∗i (t)∣∣ ∣∣xi (t) − x∗(t; yi,h(yi))∣∣+ ∣∣x∗(t; yi,h(yi))− x∗i (t)∣∣, (6.37)
where t → (x∗(t; y, ζ ), ξ∗(t; y, ζ )) denotes the solution of (1.15) corresponding to controls u∗, v∗ , with
initial data
x(δ0) = y, ξ(δ0) = ζ.
By the construction of u(t, x) and by Theorem 2, |xi (t) − x∗(t; yi,h(yi))| → 0 as ε0 → 0. The term|x∗(t; yi,h(yi)) − x∗i (t)| also approaches zero as ε0 → 0, because x∗(t, y) is smooth as assumed
in (6.12). A similar argument can be applied to |ξi (t) − ξ∗i (t)|. Finally, the difference between the
control values can be bounded by
∣∣u(t, xi (t))− u∗(t, x∗i (t))∣∣ ∣∣u(t, xi (t))− u∗(t, xi (t))∣∣
+ ∣∣u∗(t, xi (t))− u∗(t, x∗i (t))∣∣. (6.38)
By (6.12), (6.37) and the construction of u , both terms on the right hand side of (6.38) approach zero
as ε0 → 0.
9. The last term on the right hand side of (6.31) can be estimated by
J[δ0,T ]
(
u∗, v∗,μ†
)−J[δ0,T ](u∗, v∗,μ)

n∑
i=1
[
μ†
({yi}) T∫
δ0
L
(
t, x∗(t, yi), ξ∗(t, yi),u∗
(
t, x∗(t, yi)
))
dt
−
T∫
δ0
bi∫
ai
L
(
t, x∗(t, y), ξ∗(t, y),u∗
(
t, x∗(t, y)
))
φ˜(y)dy dt
]
+
T∫
δ
R∫
−R
L
(
t, x∗(t, y), ξ∗(t, y),u∗
(
t, x∗(t, y)
))∣∣φ˜(y) − φ(y)∣∣dy dt
0
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i
sup
y∈B(yi ,ρi)
T∫
0
∣∣L(t, x∗(t, yi), ξ∗(t, yi),u∗(t, x∗(t, yi)))
− L(t, x∗(t, y), ξ∗(t, y),u∗(t, x∗(t, y)))∣∣dt
+ ‖φ˜ − φ‖L1 · sup
t∈[0,T ], y∈[−R,R]
L
(
t, x∗(t, y), ξ∗(t, y),u∗
(
t, x∗(t, y)
))
. (6.39)
By (6.18) and the assumption 0 < ρi < ε0, the regularity of the functions f , g, L and of the feedback
controls u∗, v∗ implies that the right hand side of (6.39) approaches zero as ε0 → 0.
10. According to the four previous steps, each of the terms on the right hand side of (6.31) can be
rendered arbitrarily small by choosing 0 < δ0 < ε0 small enough. In particular, given any ε > 0 there
exists a feedback control u˜ and a probability distribution μ˜ with density φ˜ such that
‖φ˜ − φ‖L1  ε, J (u˜, μ˜) J
(
u∗, v∗,μ
)+ ε. (6.40)
Observe that our construction yields a control u˜ which is smooth w.r.t. x but only measurable w.r.t. t .
This regularity issue can be easily ﬁxed by taking a suitable molliﬁcation w.r.t. both variables t, x. In
this way we obtain a C∞ control function uˆ such that
J (uˆ, μ˜) < J (u˜, μ˜) + ε.
Together with (6.11) and (6.40), this proves the theorem. 
7. On the controllability assumption
In the statement of Theorem 4, the controllability assumption (H) on the augmented system (6.3)
played a key role. In this section we seek some easily veriﬁable conditions which guarantee that (H)
holds. As before, we assume the initial probability distribution μ has bounded support.
Theorem 5. Let f , g,h ∈ C1 and let the cost function L be continuous. Assume that, for each y0 ∈ Supp(μ)
there exist values U0, V0 such that
f
(
0, y0,h(y0),U0
)= 0, g(0, y0,h(y0),U0, V0)= 0, (7.1)
fu
(
0, y0,h(y0),U0
) = 0, fξ (0, y0,h(y0),U0) = 0, (7.2)
gv
(
0, y0,h(y0),U0, V0
) = 0. (7.3)
Then the condition (H) holds.
Proof. 1. Let ε0 > 0 be given. Fix any point y0 ∈ Supp(μ) and let U0, V0 be such that (7.1)–(7.3) hold.
We claim that these values can be chosen so that they remain uniformly bounded, as y0 ranges over
Supp(μ). Indeed, for every point y0 ∈ Supp(μ), by the implicit function theorem and by continuity
we can ﬁnd a radius r(y0) ∈ ]0, ε0] and maps y → U (y), y → V (y) deﬁned for |y − y0| < r(y0), such
that ∣∣U (y) − U0∣∣< 1, ∣∣V (y) − V0∣∣< 1,
f
(
0, y,h(y),U (y)
)= 0, g(0, y,h(y),U (y), V (y))= 0,
fu
(
0, y,h(y),U (y)
) = 0, fξ (0, y,h(y),U (y)) = 0,
gv
(
0, y,h(y),U (y), V (y)
) = 0. (7.4)
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taking a ﬁnite subcovering, our claim is proved.
In addition, the above ﬁnite covering argument yields the existence of a constant ρ1 > 0 such that⎧⎪⎨⎪⎩
∣∣ fu(0, y,h(y),U (y))∣∣> ρ1,∣∣ fξ (0, y,h(y),U (y))∣∣> ρ1,∣∣gv(0, y,h(y),U (y), V (y))∣∣> ρ1 for all y ∈ Supp(μ). (7.5)
2. In connection with the augmented control system (6.3) and initial data (6.6), we need to con-
struct controls u0, v0,w0 : [0, δ0] →R for some δ0 ∈ ]0, ε0], such that the conditions (6.7)–(6.9) hold.
The main idea of the proof is as follows. By (7.2)–(7.3) and the implicit function theorem, there exist
controls u0(t) ≈ U0 and v0(t) ≈ V0 implicitly deﬁned by
f
(
t, y0,h(y0),u0(t)
)= 0, g(t, y0,h(y0),u0(t), v0(t))= 0. (7.6)
Inserting these feedback controls in (6.5) with initial data (6.6), the ﬁrst two equations in (6.5)–(6.6)
yield
x(t) ≡ y0, ξ(t) ≡ h(y0).
Hence the last two equations reduce to{
η˙ = ( fx + fu v0(t))η + fξ z,
z˙ = (gx + guv0(t) + gvw0(t))η + gξ z,
{
η(0) = 1,
z(0) = h′(y0). (7.7)
Here all coeﬃcients are evaluated at the point
(t, x, ξ,u, v) = (t, y0,h(y0),u0(t), v0(t))≈ (t, y0,h(y0),U0, V0).
We regard (7.7) as a linear dynamical system for (η, z), with control w0(·) entering in a nonlinear
way. Thanks to the controllability properties of (7.7), we can choose w0 so that at a given small time
t = δ0 one has η(δ0) ≈ 0, z(δ0) ≈ 0. Unfortunately, this construction may not guarantee the additional
condition η˙  −1 for all t ∈ [0, τ0] for some τ0 < δ0. To fulﬁll this additional requirement, we need
to modify the control v0. More precisely, on a small initial interval [0, τ0] with τ0  δ0, we choose
v0(t) = V1, where V1 is deﬁned implicitly by
fx
(
0, y0,h(y0),U0
)+ fu(0, y0,h(y0),U0)V1 + fξ (0, y0,h(y0),U0)h′(y0) = −2. (7.8)
By (7.5) and the assumption (A1), V1 satisﬁes the uniform bound
|V1| 2+ ‖ fx‖L∞ + ‖ fξ‖L∞‖h‖C1
ρ1
.
Let ξˆ0
.= ξ(τ0) be the value at time t = τ0 of the solution to
ξ˙ = g(t, y0, ξ(t),u0(t, ξ), V1), ξ(0) = h(y0).
On the remaining interval [τ0, δ0] we then choose the control t → v0(t) so that the aﬃne function
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δ0 − τ0 ξˆ0 +
t − τ0
δ0 − τ0 h(y0) (7.9)
is a solution to the ODE
ξ˙ (t) = g(t, y0, ξ(t),u0(t, ξ), v0(t)). (7.10)
Notice that, by choosing 0 < τ0  δ0, we can render the difference |ξˆ0 − h(y0)| as small as we like.
In turn, the time derivative ξ˙ (t) of the right hand side of (7.9) can be made arbitrarily small. By
the implicit function theorem, there exists a unique function v0 : [τ0, δ0] → R, ranging in a small
neighborhood of V0, which satisﬁes (7.10). The above construction already achieves the identity and
the bounds in (6.7), together with the terminal requirement ξ(δ0) = h(y0).
3. In the two previous steps we constructed the controls u0(t), v0(t), for t ∈ [0, δ0]. In turn, these
determine the functions (x(t, y0), ξ(t, y0)), on the same time interval [0, δ0]. In this step we construct
a suitable control w0(t) such that η(δ0, y0) ≈ 0, z(δ0, y0) ≈ 0 and η˙(t, y0) < −1 for t ∈ [0, τ0]. To ﬁx
the ideas, in (7.5) we shall assume that
fξ
(
0, y,h(y),U (y)
)
> ρ1 for all y ∈ Supp(μ), (7.11)
the case fξ < −ρ1 being entirely similar. By deﬁnition, the map t → (η(t, y0), z(t, y0)) is the solution
of the Cauchy problem{
η˙ = ( fx + fu v0)η + fξ z,
z˙ = (gx + guv0 + gvw0)η + gξ z,
{
η(0, y0) = 1,
z(0, y0) = h′(y0). (7.12)
Here the right hand side of the ODEs is computed at point (t, y0, ξ(t),u0(t), v0(t)). We can rewrite
(7.12) as a linear system of ODEs for η, z, with coeﬃcients depending on the control w0(·), namely{
η˙ = f1(t)η + f2(t)z,
z˙ = (g1(t) + g2(t)w0(t))η + g3(t)z, (7.13)
where f1 = fx + fu v0, f2 = fξ , g1 = gx + gu v0, g2 = gv , g3 = gξ . By (6.13), (6.14), (7.5) and (7.11), the
functions f i, gi satisfy the bounds
∣∣ f1(t)∣∣ M3(1+ M∗), ρ1
2
 f2(t) M3,∣∣g1(t)∣∣ M3(1+ M∗), ∣∣g3(t)∣∣ M3 for all t ∈ [0, δ0], (7.14)
ρ1
2

∣∣g2(t)∣∣ M3, t ∈ [τ0, δ0]. (7.15)
Solutions of (7.13) are more conveniently found using the variables
X = lnη, Y = z
η
, (7.16)
which evolve according to{
X˙ = f1(t) + f2(t)Y ,
Y˙ = g1(t) + g2(t)w0(t) +
(
g3(t) − f1(t)
)
Y − f2(t)Y 2 .= w˜0(t),
{
X(0) = 0,
Y (0) = h′(y0). (7.17)
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small for all t ∈ [0, τ0]. By (7.8) and continuity, the inequalities
−3 < η˙(t, y0) < −1
remain valid for all t ∈ [0, τ0]. Hence η(t, y0) < 1− t and
X(t) = lnη(t, y0) ln(1− t), t ∈ [0, τ0]. (7.18)
Concerning Y (·), choosing τ0 > 0 small enough we achieve
∣∣Y (τ0)∣∣= ∣∣∣∣ z(τ0, y0)η(τ0, y0)
∣∣∣∣ ∥∥h(y)∥∥C1 + 1 = M2 + 1. (7.19)
For t ∈ [τ0, δ0], we regard w˜0 in (7.17) as an independent control function. Since g2 = 0 by (7.15),
we can assign the control w˜0(·) arbitrarily, then compute the solution of (7.17) and deﬁne the corre-
sponding control
w0(t) = w˜0(t) − g1(t) − (g3(t) − f1(t))Y (t) + f2(t)Y
2(t)
g2(t)
.
To achieve the properties (6.8)–(6.9), we simply use the control
w˜0(t)
.= − 1
τ 30
, t ∈ [τ0, δ0]. (7.20)
The corresponding solution of (7.17) is⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
X(t) = X(τ0) +
t∫
τ0
f1(s)ds +
t∫
τ0
f2(s)Y (s)ds,
Y (t) = Y (τ0) − t − τ0
τ 30
,
τ0  t  δ0. (7.21)
By (7.14), (7.15) and (7.19), for t ∈ [τ0, δ0] we have the following estimate
X(t) = X(τ0) +
t∫
τ0
(
f1(s) + f2(s)Y (s)
)
ds
 ln(1− τ0) +
t∫
τ0
(
M3
(
1+ M∗)+ f2(s)(Y (τ0) − s − τ0
τ 30
))
ds
 ln(1− τ0) +
t∫
τ0
(
M3
(
2+ M2 + M∗
)− ρ1(s − τ0)
2τ 30
)
ds
= ln(1− τ0) + M3
(
2+ M2 + M∗
)
(t − τ0) − ρ1(t − τ0)
2
4τ 3
. (7.22)0
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X(δ0) ln(1− τ0) + M3
(
2+ M2 + M∗
)
(δ0 − τ0) − ρ1(δ0 − τ0)
2
4τ 30
,
Y (δ0) = Y (τ0) − δ0 − τ0
τ 30
. (7.23)
Going back to original variables η, z, one obtains⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
η(δ0, y0) = exp
(
X(δ0)
)
 exp
(
ln(1− τ0) + M3
(
1+ M2 + M∗
)
(δ0 − τ0) − ρ1(δ0 − τ0)
2
4τ 30
)
,
z(δ0, y0) = Y (δ0)exp
(
X(δ0)
)= (Y (τ0) − δ0 − τ0
τ 30
)
exp
(
X(δ0)
)
.
(7.24)
By (7.24), choosing 0 < τ0  δ0  1 suﬃciently small, we achieve
0 < η(δ0, y0) < δ0,
∣∣z(δ0, y0)∣∣< δ0. (7.25)
4. It remains to check that our construction yields η(t, y0) < 1 for all t ∈ [τ0, δ0]. By (7.22), one
has
X(t) ln(1− τ0) + M3
(
2+ M2 + M∗
)
(t − τ0) − ρ1(t − τ0)
2
4τ 30
. (7.26)
The right hand side of (7.26) is less than zero for all t ∈ [τ0, δ0], provided that τ0 was chosen suﬃ-
ciently small. Therefore, always assuming that 0 < τ0  δ0  ε0 and ε0 suﬃciently small, we have
η(t, y0) = exp
(
X(t)
)
< 1, t ∈ [τ0, δ0].  (7.27)
5. In the previous steps, the initial time interval [0, δ0] was chosen depending on the particular
choice y0 ∈ Supp(μ). We claim that some constant δ†0 > 0 can be found, uniformly valid for all y0.
Indeed, the previous analysis shows that
(∗) For each ﬁxed y¯ ∈ Supp(μ), there exist δ = δ( y¯) > 0 and r = r( y¯) > 0 such that the following holds. For
any y0 ∈ B( y¯, r) and δ0 ∈ ]0, δ], there exist controls u0, v0,w0 : [0, δ0] → R such that the conditions
(6.7)–(6.9) hold.
By covering Supp(μ) with ﬁnitely many open balls B( y¯i, ri), 1 i  N , and choosing
δ†
.= min
1iN
δ( y¯i)
our claim is proved. This completes the proof.
Acknowledgment
This research was partially supported by NSF, with grant DMS-1108702: “Problems of Nonlinear
Control”.
1142 A. Bressan, D. Wei / J. Differential Equations 253 (2012) 1111–1142References
[1] T. Basar, G.J. Olsder, Dynamic Noncooperative Game Theory, reprint of the second edition, SIAM, Philadelphia, 1999.
[2] A. Bressan, Noncooperative differential games, Milan J. Math. 79 (2) (2011) 357–427, http://dx.doi.org/10.1007/s00032-011-
0163-6.
[3] A. Bressan, D. Wei, Examples of nonclassical feedback control problems, Nonlinear Differential Equations Appl., in press.
[4] E.J. Dockner, S. Jorgensen, N.V. Long, G. Sorger, Differential Games in Economics and Management Science, Cambridge
University Press, 2000.
[5] M. Jungers, E. Trélat, H. Abou-Kandil, Min–max and min–min Stackelberg strategies with closed-loop information structure,
J. Dyn. Control Syst. 17 (2011) 387–425.
[6] J. Medanic, Closed-loop Stackelberg strategies in linear-quadratic problems, IEEE Trans. Automat. Control 23 (1978) 632–
637.
[7] B.M. Miller, Y.E. Rubinovich, Impulsive Control in Continuous and Discrete-Continuous Systems, Kluwer, New York, 2003.
[8] G.P. Papavassilopoulos, J.B. Cruz, Nonclassical control problems and Stackelberg games, IEEE Trans. Automat. Control 24
(1979) 155–166.
[9] R.W. Rishel, An extended Pontryagin principle for control systems whose control laws contain measures, SIAM J. Control 3
(1965) 191–205.
[10] G.N. Silva, R.B. Vinter, Measure driven differential inclusions, J. Math. Anal. Appl. 202 (1996) 727–746.
