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Abstract
Gradient-based hyperparameter optimization is an attractive way to perform meta-
learning across a distribution of tasks, or improve the performance of an optimizer
on a single task. However, this approach has been unpopular for tasks requiring long
horizons (many gradient steps), due to memory scaling and gradient degradation
issues. A common workaround is to learn hyperparameters online or split the
horizon into smaller chunks. However, this introduces greediness which comes
with a large performance drop, since the best local hyperparameters can make for
poor global solutions. In this work, we enable non-greediness over long horizons
with a two-fold solution. First, we share hyperparameters that are contiguous in
time, and show that this drastically mitigates gradient degradation issues. Then,
we derive a forward-mode differentiation algorithm for the popular momentum-
based SGD optimizer, which allows for a memory cost that is constant with
horizon size. When put together, these solutions allow us to learn hyperparameters
without any prior knowledge. Compared to the baseline of hand-tuned off-the-
shelf hyperparameters, our method compares favorably on simple datasets like
SVHN. On CIFAR-10 we match the baseline performance, and demonstrate for
the first time that learning rate, momentum and weight decay schedules can be
learned with gradients on a dataset of this size. Code is available at: https:
//github.com/polo5/NonGreedyGradientHPO
1 Introduction
Deep neural networks have shown tremendous success on a wide range of applications, including
classification [1], generative models [2], natural language processing [3] and speech recognition [4].
This success is in part due to effective optimizers such as SGD with momentum or Adam [5], which
require carefully tuned hyperparameters for each application.
In recent years, a long list of heuristics to tune such hyperparameters has been compiled by the deep
learning community, including things like: how to best decay the learning rate [6], how to scale
hyperparameters with the budget available [7], and how to scale learning rate with batch size [8].
Since each hyperparameter affects the others, these heuristics can often look contradictory, with
some work proposing constant learning rate schedules [9] or even exponentially increasing ones in
some settings [10]. Finally, these heuristics are often dataset specific and must constantly evolve to
accommodate new optimizers [11] and new architecture designs. For instance, batch normalization
allows for larger learning rates and smaller weight decay [12].
With so many ways to choose hyperparameters, the deep learning community is at risk of adopting
models based on how much effort went into tuning them, rather than their methodological insight.
The field of hyperparameter optimization (HPO) aims to find hyperparameters that provide a good
generalization performance automatically. Unfortunately, existing tools are rather unpopular for deep
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networks, largely owing to their inefficiency. Here we focus on gradient-based HPO, which calculates
hypergradients, i.e. the gradient of some generalization loss with respect to each hyperparameter.
In theory, gradient-based HPO offers a more efficient search in hyperparameter space compared to
black-box methods, since it relies on gradients rather than trial and error. In practice however, these
have only really been popular in few-shot learning tasks where the horizon is short. This is because
long horizons cause hypergradient degradation, and reverse-mode differentiation only allows for a few
steps in memory. Greedy alternatives alleviate both of these issues, but come at the cost of solving
hyperparameters locally instead of globally. Forward-mode differentiation computes hypergradients
during the forward pass, and has been shown to offer a memory cost constant with horizon size.
Unfortunately, its limitation to fewer hyperparameters has limited its use to greedy settings as well.
This work makes a large step towards non-greedy gradient-based HPO for long horizon problems.
Specifically, we make the following contributions: (1) we propose to share hyperparameters through
time and show that this mitigates hypergradient degradation, by reducing the variance of hypergradi-
ents (2) we derive the forward-mode hypergradients for modern SGD optimizers with momentum and
weight decay, and (3) we combine the above two points into a single non-greedy algorithm which, to
the best of our knowledge, is the first to enable gradient-based HPO over CIFAR10 (see Figure 1).
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Figure 1: Our method used to learn the learning rate schedule α (top-left), momentum β (top-
right) and weight decay µ (bottom-left) for a WRN-16-1 over 50 epochs of CIFAR-10. We use
hyperparameter sharing over 10 epochs per hyperparameter. All hyperparameters are initialized to
zero, and are shown to match the performance of hand-tuned off-the-shelf hyperparameters in just a
few outer steps. The greedy alternative, hypergradient descent [13], fails to find a good scale for the
hyperparameters and suffers from a large performance drop.
2 Related Work
There are many ways to perform hyperparameter optimization (HPO), including Bayesian optimiza-
tion [14], reinforcement learning [15], evolutionary algorithms [16] and gradient-based methods [17].
In this paper we focus our attention on the latter, but a comparison of HPO methods can be found
in [18]. We note that the field of meta-learning has come to include various forms of gradient-based
HPO [19, 20], many examples of which are discussed in this survey [21]. However, hyperparame-
ters in the meta-learning literature are typically learned in the few-shot regime where horizons are
conveniently short, while in this work we focus on long horizons.
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Gradient-based HPO. Using the gradient of some validation loss with respect to the hyperpa-
rameters is typically the preferred choice when learning many hyperparameters, and when the
underlying optimization is differentiable. This is a type of bilevel optimization [22] which stems
from earlier work on backpropagation through time [23] and real-time recurrent learning [24]. Un-
fortunately, differentiating optimization is an expensive procedure in both time and memory, and
most proposed methods are limited to small models and toy datasets [25–27]. Some attempts to make
gradient-based HPO more tractable include optimization shortcuts [28], truncation [29] and implicit
gradients [30, 31]. However, these techniques only work for specific settings of the loss function
and hyperparameter type, which do not include the setting of interest for our paper, namely learning
optimizer hyperparameters.
Greedy Methods. One trick that does allow learning optimizer hyperparameters and significantly
reduces compute and memory cost is to solve the bilevel optimization greedily [13, 32–34]. This
involves splitting the inner optimization problem into smaller chunks (often just one batch), and solve
for hyperparameters over these smaller horizons instead. Often, this can be done online. In this paper
we make the case that this approach fundamentally solves for the wrong objective, expanding upon
previous observations [35]. By instead adapting HPO forward-mode differentiation algorithms [33]
to modern optimizers, we show that hyperparameters can be learned over long horizons without
introducing greediness.
Gradient Degradation. Non-greedy optimization over long horizons leads to gradient degradation
issues, a problem that has usually been studied in the context of recurrent neural networks [36, 37].
Solutions like LSTMs [38] and gradient clipping [39] have been proposed, but are respectively
inapplicable and insufficient to the problem of long horizon hyperparameter learning. Instead, we
average the hypergradient for contiguous hyperparameters and show that this simple solution is
enough to learn good hyperparameter in just a few updates.
3 Methodology
3.1 Problem statement
Let Fθ(x) be a neural network parameterized by weights θ, which outputs labels y. We have
access to training and validation datasets Dtrain and Dval, each made up of (x,y) pairs. We can
train this neural network to minimize a training loss Ltrain with a gradient-based optimizer. This
optimizer can be expressed as an iterative rule Φ such as SGD or Adam [5], and is parameterized
by a hyperparameter matrix λ ∈ RK×T where K is the number of hyperparameters used per step
(e.g. 2 if learning momentum and learning rate), and T is the total number of update steps. The
rule Φ updates θ at time t using the th column of the hyperparameter matrix λ[t]. Note that column
indices are written in brackets to differentiate them from a variable evaluated at time t. We can write
θt+1 = Φ(θt(λ[0:t−1]),λ[t]), i.e. for any step t, θt is a function of all the hyperparameters used in
the previous steps t = 0, 1, ..., t− 1.
We would now like to learn all the hyperparameters λ used by the optimizer during the T steps. More
precisely, we would like to find λ∗ such that the minimizer of Ltrain, namely θ∗ ' θT (λ), also
minimizes some generalization loss on the validation set Lval. Bilevel optimization [40] is usually
the framework of choice to express this problem:
λ∗ = arg min
λ
Lval(θT (λ),Dval) (1)
subject to θT ' arg min
θ
Ltrain(θ,Dtrain) (2)
solved with θt+1 = Φ(θt(λ[0:t−1]),λ[t]) (3)
The inner loop (or lower level) in Eq 2 expresses a constraint on the outer loop (or upper level) in Eq
1. In this case, Ltrain isn’t a function of λ, but θT is, purely as a result of the optimizer Φ chosen to
minimize Ltrain in Eq 3. Note that having Ltrain 6= Ltrain(λ) is precisely the reason why modern
implicit gradients techniques [30, 31] are not amenable to learning optimizer hyperparameters.
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In gradient-based HPO, our task is to compute the hypergradient dLval/dλ and update λ accordingly.
This requires an outer optimizer to step on λ, with its own set of hyperparameters. Since finetuning
this outer optimizer somewhat defeats the purpose, we use the simplest outer optimizer throughout
this work, namely SGD with clipping and outer learning rate 0.1.
3.2 The problem with greediness
Let the horizon H refer to the number of update steps taken in the inner loop (to optimize θ)
before one step is taken in the outer loop (to optimize λ). In order to solve the problem in Eq
1-3 for deep networks, modern approaches typically rephrase it into several problems of smaller
horizons [13, 32–34]. This can be seen as solving λ∗[t:t+H] in the outer loop, subject to an inner
loop optimization from θt to θt+H . On the surface, these approaches have many advantages: they
mitigate gradient degradation issues, lower training time, and require less memory in reverse-mode
differentiation. However, we argue that they introduce greediness which ultimately makes for a poor
proxy to the outer objective. Specifically, these methods look for λ∗ that does well locally, rather
than globally. That is, they constrain λ∗ to a subspace of solutions such that θ∗H ,θ
∗
2H , ...,θ
∗
T all yield
good validation performances. In some online algorithms [13], the horizon can be as low as 1.
In our experiments, we found that getting competitive hyperparameters with greediness often revolves
around tricks such as a smoothing hyperparameters with online learning, or very low outer learning
rate combined with hand tuned initial hyperparameter values. But solving the greedy objective
correctly leads to poor solutions, a special case of which was previously described as the "short-
horizon bias" [35] when learning the learning rate. Instead, we focus on the non-greedy setting where
H = T . Finally, we found that most of the greedy literature uses the test set as the validation set,
which creates a risk of meta-overfitting to the test set. Throughout this work we carve out a validation
set from our training set instead.
Algorithm 1: Non-greedy learning of the learning rate schedule α for the modern SGD optimizer,
by using forward-mode differentiation and hyperparameter sharing across contiguous inner steps.
for outer step in 1, 2, ... do
initialize: train/val split
initialize: network weights θ ∈ RD
initialize: hyperparameters α = 0Nα
initialize: recursion Zα, Cα = 0D×Nα
for inner step in 1, 2, ...,H do
get new xtrain,ytrain batch
gtrain = ∂Ltrain(xtrain,ytrain)/∂θ // reverse-mode diff
HZα = ∂(gtrainZα)/∂θ // Hessian vector product trick
Plug above into AαZα, Bα and Cα as per Eq 7
using α to be learned for that batch
Zα = AαZα +Bα // forward-mode buffer
update θ and v as per Eq 6
end
get all validation data xval,yval
gval = ∂Lval(xval,yval)/∂θ // reverse-mode diff
hypergrad α = gvalZ
α // forward-mode diff
α = α− 0.1× hypergrad α
end
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3.3 Enabling non-greediness with hyperparameter sharing
The first challenge of doing non-greedy bilevel optimization over long horizons is gradient degradation.
In practice, this is observed as the explosion, vanishing, and high variance of the hypergradients.
Intuitively, a small change in initialization of the inner loop can cascade into a completely different
weight trajectory given enough subsequent steps, yielding very different hypergradients from one
outer step to the next. We refer to this phenomenon as hypervariance, and quantify it in Section 4.1.
One way to iron out this hypervariance would be to take many outer steps on the hyperparameters,
with previous work suggesting that a few thousands would be required [35]. But since each outer
step requires computing the entire inner problem, this has been considered intractable. Instead, we
propose to use the long horizon to our advantage and average out hypergradients through inner steps
rather than outer steps. This is equivalent to learning one hyperparameter for several contiguous
steps in the inner loop. Assuming that contiguous steps have hypergradients drawn from the same
distribution, the average hypergradient is more stable, since it is less likely to reflect a single batch in
the inner loop. The key to this solution being effective is that it gets better as degradation gets worse:
the larger the horizon, the more noisy individual hypergradients become, but the more samples are
included in the average hypergradient, and so the less noisy the average hypergradient becomes.
3.4 Enabling non-greediness with forward-mode differentiation
Reverse-mode differentiation (aka backpropagation) is the most popular way to compute gradients in
modern neural networks, and its use has been widely democratized by deep learning toolboxes [41].
In modern gradient-based HPO, it is always used in the inner optimization problem (Eq 2) to optimize
θ. However, the memory cost of using it for the outer optimization (Eq 1) is O(FH) where F is the
memory cost of one forward pass through the network, which includes weights and activations. This
is extremely limiting: for large networks, only H ∼ 10 could be solved with modern GPUs, while
problems like CIFAR-10 require H ∼ 105. For this reason, reverse-mode differentiation through
optimization is only popular in few-shot meta-learning problems [42].
When H is large, we must instead use forward-mode differentiation for the outer optimization. The
memory cost of forward-mode differentiation is constant with horizon size, scaling as O(DN) where
D is the number of network parameters, and N is the total number of learnable hyperparameters. For
some applications, this scaling withN is a big disadvantage compared to reverse-mode differentiation,
but sharing hyperparameters (Section 3.3) conveniently allows for smaller values of N in our case.
Here we consider hypergradients for the most popular optimizer, namely SGD with momentum and
weight decay. To the best of our knowledge, other work focuses on simpler versions of this optimizer,
usually by removing momentum and weight decay, and only learns the learning rate. Recall that we
want to compute the hypergradient (dLval/dλ). We can use the chain rule to write:
dLval
dλ
=
∂Lval
∂θT
dθT
dλ
(4)
The first term on the RHS is trivial and can be obtained with reverse-mode differentiation
as usual. The second term is more problematic because it is a total derivative and because
θT = θT (θT−1(θT−2(...),λ[T−2]),λ[T−1]). For clarity we abuse the notation of column indices
for λ, allowing several contiguous indices to point to the same hyperparameter column. We can use
the chain rule again to write this term as a recursive rule:
dθt
dλ
=
∂θt
∂θt−1
∣∣∣∣
λ
dθt−1
dλ
+
∂θt
∂λ
∣∣∣∣
θt−1
which we write as Zt = AtZt−1 +Bt (5)
where Zt ∈ RD×N , At ∈ RD×D and Bt ∈ RD×N . This formulation allows us to compute ZT ,
corresponding to the last term of the RHS in Eq. 6. We use Pytorch’s update rule for SGD, with
learning rate α, momentum β, weight decay µ and velocity vt:
θt = Φ(θt−1) = θt−1 − αvt where vt = βvt−1 + (∂Ltrain/∂θt−1) + µθt−1 (6)
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Now let us consider the case where we learn the learning rate schedule, namely λ = α. If we use the
update rule without momentum,Bt is conveniently sparse: it is a D ×N matrix that has only one
non-zero column corresponding to the hyperparameters used at step t, i.e. αt. However, the velocity
depends on the hyperparameters of previous steps and so a further recursive term Ct = (∂vt/∂λ)
must be considered to get exact hypergradients:

Aαt = 1
D×D − αt
(
∂2Ltrain
∂θ2t−1
+ µt1D×D
)
Bαt = −βtαtCαt−1 − δD×Nt
(
βtvt−1 − ∂Ltrain
∂θt−1
− µtθt−1
)
Cαt = βtC
α
t−1 +
(
µt1D×D +
∂2Ltrain
∂θ2t−1
)
Zαt−1
(7)
where δD×Nt (q) turns a vector q of size D into a zero matrix of size D × N where the column
corresponding to the hyperparameter used at step t is set to q. Together, these terms allow us to keep
track of Zαt during the inner loop, and eventually calculate Z
α
T in Eq 6. A similar technique can be
applied to momentum and weight decay to get ZβT and Z
µ
T , which can be found in Appendix A. The
first-order approximation of the above system corresponds to setting the Hessian to zero, but we find
it too crude of an approximation for large horizons. All hypergradient derivations in this paper were
thoroughly checked with finite differences.
Putting it all together, Algorithm 1 shows how to learn a schedule of Nα learning rates efficiently.
The most expensive part is to compute the Hessian vector product at each inner step t, which gets
progressively more expensive for later steps since more of its columns must be updated. A very
similar procedure can be used to learn momentum and weight decay, and all hyperparameters cam be
learned jointly.
4 Experiments
In Section 4.1 we define a simple metric called the hypervariance to quantify gradient degradation; we
show that non-greediness increases hypervariance but that sharing hyperparameters can significantly
reduce it. We then show the impact of this behaviour on learning the learning rate schedule in Section
4.2 and conclude by showing the performance of our algorithm on the CIFAR-10 dataset in Section
4.3. Implementation details for each of our experiments can be found in Appendix B.
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Figure 2: The hypervariance of α (the standard deviation divided by the mean of hypergradients)
for each batch on the SVHN dataset. This is calculated as we perturb, from left to right: the choice
of training data, the choice of validation data, the initial weights and the initial learning rates. We
observe that non-greediness over long horizons is responsible for a large hypervariance, but that this
can be greatly mitigated when one hyperparameter is shared for each 40 contiguous inner steps.
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4.1 Hypervariance
While greediness produces bad hyperparameters because it fundamentally solves for the wrong
objective, the reason why the non-greedy setting usually performs poorly is less understood. In
this experiment we start by identifying four factors that affect the value of the hypergradient: the
training data, the validation data, the weights’ initialization and the hyperparameters’ initialization.
We perturb one of those factors at a time several times, keeping all the others constant, and record the
hypergradients. Weights and hyperparameters (here α) are perturbed by ±1% of their value. In order
for the outer optimization to be stable, we need the variance of those hypergradients to be small. We
can measure this hypervariance with a (unitless) inverse signal to noise ratio, namely the ratio of the
standard deviation to the mean of hypergradients, computed for each batch. This metric makes the
norm of the hypergradients irrelevant, which is desired since it can always be scaled as needed with
the outer learning rate in practice.
The hypervariance is shown in Figure 2 when learning the learning rate schedule for a LeNet on
the SVHN dataset. We observe that non-greediness makes hypergradients much more sensitive to
small changes in the optimization landscape. For instance, perturbing the initial weights by only
±1% can lead to a hypergradient standard deviation that is up to 16 times larger than the mean,
making outer optimization very inefficient. However, sharing contiguous hyperparameters lowers this
hypervariance drastically, making hypergradients nearly invariant to data and initializations.
0 200 400
steps
0.00
0.04
0.08
0.12
α
0 200 400
steps
20
40
60
80
100
te
st
ac
c
(%
)
M
N
IS
T non-greedy
greedy
non-greedy
+ shared
baseline
0 200 400
steps
20
40
60
80
te
st
ac
c
(%
)
1
2
0 200 400
steps
0.0
0.1
α
S
V
H
N
Figure 3: The learning rate schedule α learned for the MNIST and SVHN datasets. We observe
that on real-world datasets like SVHN, both greedy and non-greedy hyperparameter optimizations
fail to learn decent learning rate schedules. However, sharing learning rates within neighbouring
batches stabilizes non-greedy hypergradients and allows us to find schedules that can even outperform
off-the-shelf schedules.
4.2 The benefit of hyperparameter sharing
The section above considered the variability of hypergradients around a fixed point, in which
case hypergradient and hyperparameter averaging are the same thing. However, when learning
hyperparameters, these are changing for each outer step and so noisy hypergradients can have a
compounding effect over outer optimization.
In Figure 3, we learn the learning rate schedule starting fromα = 0, in the maximally greedy (H = 1)
and non-greedy setting, with and without hyperparameter sharing. As expected, greedy optimization
7
devoid of tricks leads to a poor solution, with learning rates that are too small, as observed in [35].
While the vanilla non-greedy setting works well for simple datasets like MNIST, it fails to learn a
good schedule for real-world datasets like SVHN, converging to much higher values than reasonable.
By sharing hyperparameters, we stabilize the outer optimization by lowering hypervariance, and this
allows us to learn a schedule that even beats an off-the-shelf baseline for this dataset.
4.3 CIFAR-10 experiment
Finally, we test Algorithm 1 on 50 epochs of CIFAR-10, for a Wide ResNet of 16 layers, and show
the results in Figure 1. We choose not to use larger architectures and modern optimization tricks to
save compute time, and because we are not interested in the absolute performance of the model, but
rather the performance of the hyperparameters for any given model. To the best of our knowledge,
we are the first to demonstrate a stable gradient-based optimization of the learning rate, momentum
and weight decay for this large number of steps (∼ 104). Interestingly, our algorithm mostly relies on
high weight decays for regularization, which allows for very small momentum with no performance
drop. This demonstrates another use of our algorithm, namely using it as a tool to understand how
different hyperparameters relate to one another.
We compare our performance to that of off-the-shelf hyperparameter values that are widely adopted
by the deep learning community, and to the online greedy method shown in [13]. Again, greediness
solves for hyperparameters locally, with no knowledge of the budget available, and so fails to match
the test accuracy of off-the-shelf hyperparameters by over 10%. On the other hand, our method learns
schedules appropriate for the training budget, and matches the baseline performance in just a few
outer steps. Note that off-the-shelf values have been heavily searched for on this common dataset over
the years, and it is unlikely that better hyperparameters can be found in this setting (unlike SVHN in
Figure 3). However, matching the performance of off-the-shelf hyperparameters without using any
prior knowledge suggests that our algorithm would be useful to apply to new datasets where less or
no manual hyperparameter search has been carried out.
5 Limitations and Future Work
While this work makes an important step towards gradient-based HPO for long horizons, there are
still limitations owing to computational cost. The nature of bilevel optimization requires the inner
optimization to be ran many times, which limited us to 50 epochs on CIFAR-10 experiments, to
keep compute time around 2 days on a single Titan X GPU. This is a limitation for ImageNet-like
datasets that are costly to run just once. We have not searched for efficient outer optimizers to keep
our insights clear, but this is the most obvious area to improve upon, since it could allow for fewer
outer steps. The most expensive part of our algorithm is computing the Hessian vector product (see
Algorithm 1), which could be parallelized across columns. Using a functional form for the schedule
would also allow for much fewer hyperparameters and less compute time, but this typically results in
including prior information about the general shape of schedules, and so it was excluded in this work
to clearly display the efficiency of our algorithm from scratch, even when unconstrained.
Since network weights don’t take much space, memory shouldn’t be an issue for learning the
hyperparameters of an optimizer when these are shared. For a WideResNet of 16 layers, the order
of hyperparameters that could be solved is ∼ 103 on a 12GB GPU, so the computational cost is the
main issue. Finally, as it is our method can only be applied to differentiable hyperparameters which
excludes discrete-valued hyperparameters, for which relaxation techniques would need to be used.
6 Conclusion
Gradient-based HPO for long horizons has long been thought of as impractical, due to gradient
degradation issues on one hand, and memory limitations on the other. We solve both of these
problems by proposing to average hyperparameters in the inner loop rather than the outer loop,
and incorporating this in a newly derived forward-mode differentiation algorithm. Importantly, our
algorithm is non-greedy and does not require approximate hypergradient techniques. We hope that
our work encourages the community to reconsider gradient-based hyperparameter optimization in
those terms, and pave the way towards a ubiquitous hyperparameter solver.
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Broader Impact
The main goal of this work, and HPO in general, is to reduce the overall cost of the deep learning
pipeline, which has a large environmental footprint.
In research, the need for benchmarking has pushed researchers to all use the same few datasets with
fixed hyperparameters. This clouds the importance of hyperparameter tuning, which is more apparent
for deep learning practitioners in the industry. There, small performance changes can have a large
effect, and so it is often key to perform hyperparameter search from scratch for each new setting
(dataset, optimizer etc.). To this day, most people still use grid or random search, which can be very
costly as it requires training the model many times. Instead, our algorithm could allow HPO to be
performed much more cheaply by using hypergradients to guide the search, rather than brute-force
trial and error.
Since gradient-based HPO is itself expensive, there is a risk that in developing it, researchers
themselves end up using lots of energy. For this reason, we have restricted ourselves to medium-sized
datasets with not too many epochs. This kept our CIFAR-10 experiment under 2 GPU days which is
reasonable for such a problem. We encourage other researchers to consider improving gradient-based
HPO in such settings before moving on to very large datasets like ImageNet.
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Appendices
A: Forward-mode Hypergradient Derivations for Momentum and Weight Decay
Recall that we are interested in calculating
Zt = AtZt−1 +Bt
recursively during the inner loop, where
Zt =
dθt
dλ
At =
∂θt
∂θt−1
∣∣∣∣
λ
Bt =
∂θt
∂λ
∣∣∣∣
θt−1
so that we can calculate the hypergradients on the final step using
dLval
dλ
=
∂Lval
∂θT
ZT
Each hyperparameter needs its own matrix Zt,At,Bt and Ct.
For learning the momentum, we thus use:
Aβt = 1
D×D − αt
(
∂2Ltrain
∂θ2t−1
+ µt1D×D
)
Bβt = −βtαtCβt−1 − δD×Nt (αtvt−1)
Cβt = δ
D×N
t (vt) + βtC
β
t−1 +
(
µt1D×D +
∂2Ltrain
∂θ2t−1
)
Zβt−1
and for learning the weight decay we use:
Aµt = 1
D×D − αt
(
∂2Ltrain
∂θ2t−1
+ µt1D×D
)
Bµt = −βtαtCµt−1 − δD×Nt (αtθt−1)
Cµt = δ
D×N
t (θt−1) + βtC
µ
t−1 +
(
µt1D×D +
∂2Ltrain
∂θ2t−1
)
Zµt−1
Finally, we note that strictly speaking sharing hyperparameters over inner steps corresponds to
summing the hypergradient from each batch. In order to be able to use the same outer optimizer
regardless of the training budget, we thus need to divide hypergradients with the number of steps per
hyperparameter to get an average.
B: Implementation Details
Figure 1. This is done with a batch size 256 instead of 128, which brings some speed improvement
and stability. We use 5% of the training set of each epoch for validation. We found larger validation
sizes not to be helpful. We used a learning rate baseline initialized at 0.2 instead of 0.1 in order to
scale learning rate linearly with batch size, compared to the usual setting that uses batch size 128.
Figure 2. Here we wanted to isolate all factors responsible for hypervariance. We thus used float64
precision with batch size 64, as this reduced hypervariance across all methods. Clipping did not
change the hypervariance drastically but was applied to ±1. We learned 10 learning rates for the
greedy + shared setting, namely one learning rate per 40 steps.
Figure 3. Here we used a batch size of 128 for both datasets. Clipping was restricted to ±3 to show
the effect of noisy hypergradients more clearly.
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