Abstract. In this paper, we propose an efficient method for finding consistent correspondences between two sets of features. Our matching algorithm augments the discriminative power of each correspondence with the spatial consistency directly estimated from a graph that captures the interactions of all correspondences by using Random Walks with Restart (RWR), one of the well-established graph mining techniques. The steadystate probabilities of RWR provide the global relationship between two correspondences by the local affinity propagation. Since the correct correspondences are likely to establish global interactions among them and thus form a strongly consistent group, our algorithm efficiently produces the confidence of each correspondence as the likelihood of correct matching. We recover correct matches by imposing a sequential method with mapping constraints in a simple way. The experimental evaluations show that our method is qualitatively and quantitatively robust to outliers, and accurate in terms of matching rate in various matching frameworks.
Introduction
Feature correspondence is one of the fundamental problems of computer vision and lies at the core of many applications including 3D reconstruction and object recognition. To solve this problem, several approaches [9] [3] [7] have been proposed. One approach is to formulate the matching problem as an integer quadratic programming, like [9] [3] . However, the method of Maciel et al. [9] is based on a non-optimal minimization technique with non-polynomial complexity, and the method by Berg et al. [3] is more suitable only for the case of allowing several features to match the same feature. The other one is to use a spectral technique for finding consistent correspondences between two sets of features, like [7] . Leordeanu et al. [7] used the principal eigenvector of the pairwise affinity matrix corresponding to its largest eigenvalue as the information about how strongly the matching candidates belong to the optimal set. However, their results depend mainly on the properties of the affinity matrix such as the number of links adjacent to each correspondence in local neighborhood system. Moreover, it is difficult to control the scale of each individual appearance-based matching score compared with the geometric affinities in a principal manner.
In this paper, we introduce an efficient probabilistic method for solving various correspondence problems. We propose to estimate the likelihood that each candidate corresponds to the consistent correspondences between two sets of features by the Random Walks with Restart (RWR) [6] [11] , one of the wellestablished graph mining techniques. Namely, this likelihood of one matching candidate is defined as the weighted sum of all the steady-state probabilities between that candidate and other candidates in the RWR framework. We finally recover the optimal matches from the estimated likelihoods by simply adopting a sequential method with mapping constraints, as in the work of Leordeanu et al. [7] . Our matching framework has various advantages over [7] as follows. First, since RWR, similarly to the graph-based semi-supervised learning [13] , has the ability to estimate the global relevance between pairs of correspondences by the local affinity propagation, our proposed likelihood of each correspondence represents its confidence by considering global interactions among highly consistent correspondences. Second, we easily define the combination of two properties: the discriminative power of each individual correspondence and the pairwise geometric affinities, in a probabilistic framework. Finally, our approach can be applied to various correspondence problems between points, regions, or interest points [8] [10] [12] . In case of non-discriminative features like points, the only pairwise geometric information helps in finding the correct correspondences. When discriminative features like regions or interest points are employed, both the geometric relations and each individual appearance-based matching score can be utilized for improving the performance.
Proposed Algorithm
Feature matching is to find the optimal set L opt of well-matched pairs in a candidate set L = {l n } n=1,...,N of the initial feature correspondences l n = (x n , x n ), where the features x n and x n are extracted in two sets X and X respectively. Let e be the event of a candidate be matched. We intend to estimate the likelihood θ n = p(l n |e) that the candidate l n is a correct match. We finally recover the optimal matches L opt from the total likelihoods {θ n } n=1,...,N by simply imposing a sequential method with mapping constraints.
Likelihood Estimation
The likelihood θ n can be obtained by
whereL ⊂ L is a set of the seed correspondences. All candidates are generally used as seeds,L = L. However, if there are many outliers with very similar appearances, it is more effective to use only a few correspondences, that are likely to exist in the optimal set L opt , as seeds. Each likelihood θ n is modeled by a mixture of distributions π k n = p(l n |l k , e) from each seed l k ∈L which has an initial seed distribution η k = p(l k |e). The distribution π k n indicates the geometric relevance score between a candidate l n and a seed l k . In this work, we propose to use the RWR steady-state probability based on the pairwise local affinities, as similar to the segmentation framework of Kim et al. [6] . Compared with traditional graph distances (such as shortest path, maximum flow), this steady-state probability can capture the whole relationship between two candidates. The seed distribution η k corresponds to the weight of the seed l k . Namely, it means how well the features' descriptors of the seed l k match to each other. In brief, our matching algorithm combines the discriminative power of each correspondence with the global geometric interactions in a probabilistic framework. Now, we describe our proposed distributions π k n and η k in detail.
Estimating Pairwise Relationship of Correspondences. Let us consider an undirected weighted graph G = (L, E), where each node l n ∈ L uniquely identifies a feature correspondence, and each edge e nm ∈ E spanning between two nodes l n , l m ∈ L is determined by the neighborhood system. Each weight w nm ∈ W is assigned to the edge e nm , and measures how compatible the features (x n , x m ) in a set X are with (x n , x m ) in the other set X by the computation of the geometric consistency between two correspondences l n = (x n , x n ) and l m = (x m , x m ). The affinity matrix W = [w nm ] N ×N may be differently designed according to various applications. We will introduce various pairwise affinity models in Section 3 in more detail. Now, we propose to use the steady-state probability of RWR, that captures the whole relationship between a candidate l n and a seed l k in this graph G, via the geometric affinity π k n in (1) . Suppose that a random walker starts from a seed l k , and iteratively transmits to its neighborhood with the probability that is proportional to the edge weight between them. Also at each step, it has a restarting probability λ to return to the seed l k . After convergence, we obtain the steady-state probability that the random walker will finally stay at the node l n . Since this steady-state probability considers all possible paths between the two correspondences l n and l k , it is suitable measure for the distribution π
, RWR can be formulated as follows [6] [11] .
where
is the seed indicating vector with h k n = 1 if n = k and 0 otherwise, and the transition matrix P is the adjacency matrix W row-normalized:
The random walker positioned at each correspondence l n is returned with the restarting probability λ. With smaller λ, the current state becomes more emphasized and more propagated to its neighborhoods. We empirically set λ = 0.01 for all experiments.
Estimating Initial Seed Weights. A seed weight η k in (1) means how well matched both features of the seed correspondence l k are. Letη = [η k ] N ×1 be the seed weight vector withη k = η k if l k ∈L and 0 otherwise. This vectorη can be differently designed according to the feature types for the specific applications.
In case of non-discriminative features such as points, there are no initial scores on the individual correspondences. In this case, we use the principal eigenvector of the pairwise affinity matrix W as in the work of Leordeanu et al. [7] . Their work is to find the optimal solution u * = argmax u (u T Wu) that maximizes the inter-cluster score S = ln,lm∈L w nm . By the Raleigh's ratio theorem, this solution u * is the principal eigenvector of W. Since the eigenvector u * denotes the unary scores that represent how strongly each correspondence belongs to the optimal set, it is defined as our seed weight vectorη = u * (|η| = 1). For discriminative features like regions or interest points [8] [10] [12] , we use the following seed weightη k based on the Euclidean distance between two features x k and x k of each seed l k with feature properties v k and v k .
where σ w is the variance of the total feature properties. In this work, all candidates are used as seeds,L = L. Although each seed weight provides a proper information about how well the features' descriptors match, it does not give absolute confidence under difficult conditions such as nonrigid deformation, occlusion and illumination changes. So, if we can choose only a few reliable seeds instead of all candidates under uncertain conditions, they can help in finding better correspondences. For example, we can select the refined seedsL by adding an additional condition that the distance to the first nearest neighbor is closer than 0.7 times the distance to the second one. This constraint can be generally used for extracting more discriminative correspondences.
Overview of Our Probabilistic Model.
Based on the RWR formulation in (2), the total likelihoods {θ n } n=1,...,N in (1) can be written in a vector form,
Since a small neighborhood system is used for the transition matrix P, the matrix (I − (1 − λ)P) in (4) is very large (N × N ) but quite sparse. Therefore its inversion is practically feasible by efficient numerical methods. For example, the MATLAB division operator '\' (which we used in our experiments) serves as a very efficient tool in finding the inversion of such large sparse matrix.
Finding Optimal Correspondences
We finally choose the well-matched pairs L opt from the estimated likelihoods θ in (4). Algorithm 1 describes the selection procedure of correct matches, which is similar to the greedy algorithm of Leordeanu et al. [7] for finding the solution of the correspondence problem. We start by first selecting l * n (= argmax lm∈L θ m ) that has the maximum likelihood as a correct correspondence, because it is the one we are most confident of being correct. Namely, we assign l * n into L opt . Next we have to reject all other candidates that are in conflict with l * n by user-defined constraints. In our experiment, we reject all candidates of the form (x n , ·) or (·, x n ). Note that here the user could use different constraints. We accept the next correct match l * n as the one that has the next highest likelihood among the remained candidates. In this accept step, we can optionally use the additional rejecting constraint in Algorithm 1.4, where the pairwise affinity score w nm is used for deciding the optimality of l * n . Since this constraint is based on the concept that the matches in L opt have a tendency to smoothly change the local geometric deformation between the neighboring ones, we can easily find the optimal set L opt regardless of the real sets with many outliers. We then continue by rejecting the pairs in conflict with the newly accepted one l * n . We repeat this procedure of accepting new match, until all candidates are either rejected or accepted. We finally produce the set L opt of correct matches.
Experiments
We present experiments which demonstrate the performance of our approach to feature matching. In this section, we applied our algorithm to several different correspondence problems according to the feature types including Point Matching, Region Matching and Interest Point Matching. These problems have different affinity matrices W and seed weight vectorsη in (4).
Point Matching.
We evaluate the robustness of our algorithm according to the deformation and the ratio of outliers to inliers on the task of finding correspondences between 2D point sets, like in [7] . For quantitative evaluation, we study the case when the deformation noise is added by a Gaussian distribution with zero mean. We generate date sets of 2D model points X by randomly selecting N i inliers in a given plane. We obtain the corresponding inliers in X by disturbing independently the N i points from X with white Gaussian noise N (0, σ 2 e ). The parameter σ e controls the degree of the deformations between two sets X and X . Next we randomly add N o point outliers in X and X , respectively, with the same random uniform distribution over the x-y coordinates. The total number of points in X (or X ) is For estimating the likelihoods θ in (4), the affinity matrix W = [w nm ] N ×N is defined by the following pairwise score w nm between two candidates l n = (x n , x n ) and l m = (x m , x m ) [7] . Note that a feature x n has the x-y position vector f n .
where the functions D nm = f n − f m and D n m = f n − f m output the Euclidean distances between the pairs of points. The parameter σ d controls the sensitivity of the weight on deformations. The larger σ d , the more deformations in the data we can accommodate, also the more pairwise relationships between wrong matches will get positive scores. We initially set σ d = 5. Since points X and X are non-discriminative and there are no information on the individual correspondences, the principal eigenvector of the affinity matrix W is used as the seed weightsη. We finally produce the optimal set L opt from these likelihoods θ by Algorithm 1 without the optional step 4. Fig. 1 shows the performance curves of our method vs. the spectral method [7] as we vary the deformative noise σ e from 0 to 10 (in steps of 1), the number of inliers N i from 15 to 30, and the number of outliers N o from 1 to 30 (in steps of 1). Both methods ran on the same problem sets over 30 trials for each value of the varying parameter. We compared the performances of these two methods by counting how many matches agree with the ground truth. Compared with the spectral method [7] that depends mainly on neighborhood system to each candidate, our method increases the confidence of all correspondences by considering the whole relationship between the candidates. Region Matching. In the task of finding region correspondences like [4] , this experiment gives the average performances of the algorithms according to the variation of the region properties. For quantitative evaluation, we studied the case when the color noise was added by a Gaussian distribution with zero mean. We generated date sets of N c × N c grid regions X with random colors, as shown (7) and λ in (4), respectively.
in Fig. 2(a) . We obtained the corresponding regions in X by supporting the adjacency relations in X. We then disturbed independently the colors of the regions in X with white Gaussian noise N (0, σ 2 c ), as shown in Fig. 2(b) . The parameter σ c controls the degree of the color variance between two sets X and X . The total number of regions in X is
, since all possible combinations were used as candidates. In this experiment, we scored the performance according to the color variance σ c .
For estimating the likelihoods θ in (4), the pairwise affinity score w nm between two candidates l n = (x n , x n ) and l m = (x m , x m ) was defined under the basic and simple concept that a correspondence preserves adjacency relations in the image space, as follows.
where the adjacency relation (x n , x m ) ∈ ℵ (or (x n , x m ) ∈ ℵ ) exists if regions x n (or x n ) and x m (or x m ) share a common boundary as in the work of Hedau et al. [4] . We simply generated the seed weightsη for all correspondencesL = L by using the 3-dimensional color values as the feature property v(·) in (3). We initially set σ w = 0.25 in (3). We finally produced the optimal set L opt by Algorithm 1 without the optional step 4. Fig. 2(c) and (d) compare the performance curves of our method with the 'Initial' method and the 'Spectral' method [7] as we varied the color noise σ c Fig. 3 . Introducing our geometric affinity score wnm between two correspondences ln = (xn, x n ) and lm = (xm, x m ) for affine covariant features. Each feature xn has the x-y position vector fn. Each candidate ln has the local affine transformation matrix An between two features xn and x n , estimated by [8] [10] [5] . We initially set σ f = 0.5. from 0 to 0.1 (in steps of 0.01), the number of matched regions N p from 16 to 25. We compared the performances of these three methods over 30 trials by counting how many matches agreed with the ground truth. Note that the 'Initial' method is the same as Algorithm 1 with the seed weightsη, instead of the likelihoods θ. It was included for testing the qualities of the seed weightsη itself. Although the pairwise affinity w nm in (6) for region matching only considers the adjacency relation, our method achieved better performance than other methods.
For discriminative features, the 'Spectral' method [7] uses a new weight matrix Π, instead of W, as follows.
where the parameter κ controls the scale of the scoresη of each individual correspondence compared with the geometric affinity W. With larger parameter κ, the discriminative power of each correspondence is more emphasized than pairwise relations. Fig. 2(e) shows that the performance of the 'Spectral' method is very sensitive to the parameter κ. We empirically set κ = 100. Our method also needs one parameter: the restarting probability λ in (4). However, compared with the 'Spectral' method, our method finds better correspondences with little performance changes according to the variation of λ, as shown in Fig. 2(f) .
Interest Point Matching. We generally use the interest points, extracted by the affine covariant region detectors [8] [10] [12] , as features. We choose a candidate set L of the N feature correspondences with the condition that the descriptors are the nearest neighbors. Note that here the user could use different constraints for generating L. In this experiment, we used both affine covariant region detectors: the MSER detector [12] and the Hessian Affine detector [10] to obtain larger candidates L. The pairwise affinity w nm was defined as the spatial configuration between the neighboring feature correspondences, and based on the Euclidean distances between the pairs of features as shown in Fig. 3 . This affinity matrix W well represents the pairwise geometric relationships under non-rigid deformations. The seed weightsη were obtained by using the SIFT descriptor [8] as the feature property v(·) in (3). We initially set σ w = 0.2 in (3). We finally produced the optimal set L opt by Algorithm 1 with the threshold γ = 0.9. Fig. 4 and Fig. 5 show the results of our feature matching in different dataset: ETHZ toys dataset and ICCV2005 datasets, respectively. These examples prove that our method produces well-matched pairs under difficult conditions such as nonrigid deformation and many outliers.
Conclusions
This paper presents a novel probabilistic framework for various correspondence problems. In this work, we design the likelihood of each correspondence as the weighted sum of all the RWR steady-state probabilities between feature correspondences. This likelihood efficiently represents the confidence of each candidate by considering the whole relations between two candidates in small neighborhood system. We finally obtain the optimal matches by a simple sequential method with mapping constraints. our method is qualitatively and quantitatively robust to noise and outliers in various matching frameworks. Our future work will include the candidate growing approach, instead of the fixed candidates L.
