Abstract: Polynomial bounds for the coe cient of -mixing are established for stochastic dynamical systems under weak recurrency assumptions. The method is based on direct evaluations for certain functionals of hitting-times of the system under consideration. 
Introduction
The importance of mixing coe cient bounds for certain classes of stochastic processes is well-known. Such bounds allow to get various limit theorems, there are also applications to parameter estimation, etc. While exponential mixing bounds were obtained by many authors for various classes of processes (see 5] , 8] etc.), the polynomial bounds were studied much less. It is known, however, that polynomial bounds may be obtained under assumptions like It is likely that the analogue of condition (3) for the process (5) would be (b(x); x=jxj) ?jxj ? ; jxj M 0 ; 0 < < 1:
(6) On the other hand, there is no analogue for assumption (4) because w t has all polynomial moments so to say automatically.
We will establish polynomial bounds for " -mixing" (see below) as well as for the convergence rate to the invariant measure under even less restrictive assumption (b(x); x=jxj) ?r=jxj; jxj M 0 ; r > 0: The rate of -mixing as well as the convergence rate to the invariant measure would then depend on the value r. The method is based on direct estimation of the left side in (1) .
Note that similar bounds may be obtained also for the equation Note that both coe cients depend on the initial value x in these de nitions, it is not a stationary case. The inequality (t) (t) is well-known.
Theorem 1 Under assumption (7) with r > (d=2) + 1, for any k : 0 < k < r ? (d=2) ? 1 with m 2 (2k + 2; 2r ? d), (t) C(x)(1 + t) ?(k+1) ; C(x) = C(1 + jxj m )
(k; m are not necessarily integers).
Theorem 2 Under assumptions of theorem 1, var( x (t) ? inv ) C(x)(1 + t) ?(k+1) ; C(x) = C(1 + jxj m );
(9) where x (t) is the distribution of X t , x being the initial data, and inv is the invariant measure for X t ; it does exist. Note 1 Under assumption (7) with r > d=2 the same bounds (8) and (9) hold true with any k : 0 < k + 1 < 2r ? d and correspondent m 2 (k + 1; 2r ? d). This case is considered di erently (and easier) since the terms kjX s j 2 and kjY s j 2 are automatically non-positive if r 1 + d=2.
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Preliminary results
Theorem 3 Under assumption (7) with r > (d=2) + 1, for any 0 < k < r ? d=2 ? 1, m 2 (2k + 2; 2r ? d) E x k+1 C(1 + jxj m ) (10) (here constant C depends on m).
Note. In fact, we will use a certain extension of theorem 3 in the proofs of theorems 1 and 2, { see lemma 6 below. Theorem 3 is helpful as such. 
where ' increases. Here
(Note thatŵ t is a Wiener process). Then P(v t jx t j; t 0) = 1:
Proof of lemma 2. We have, for jX t j > M 0 (in fact, for jX t j > 0), 
We remind that h(X t ) ? v t > 0 implies I(jX t j M 0 ) = 0, so that one has the identity 2(h(X t ) ? v t ) + (dŵ t ? I(jX t j > M 0 )dŵ t ) = 2(h(X t ) ? v t ) + I(jX t j M 0 )dŵ t 0: Suppose jX t j = v t for some t. We may always consider this t as a stopping time, for P(jX 0 j < v 0 ) = 1 and both processes are continuous. The equality jX t j = v t implies the strickt inequality b 1 (jX s j) < b 2 (v s ) ? for some right neighbourhood t < s < s 0 , s 0 being again a stopping time and > 0. Thus, the expression (h(X s ) ? v s ) + (b 1 (jX s j) ? b 2 (v s )) is strictly negative for t < s < s 0 if jX t j = v t . Further, the second expression 
Proof follows from the uniqueness theorem: strong solution of equation (14) (or (16) is unique, hence if there are two solutions of the same equation with v 0 ṽ 0 then after the intersection they should coinside. At any rate, v t ṽ t for all t 0 with probability 1. Fatou's lemma now gives one the same inequality for . Theorem 3 is proved. Now, let (X t ; Y t ) be a couple of two independent copies of solutions of equation (5), only with di erent initial data, x and y correspondently. Denote = inf(t 0 : jX t j M and jY t j M). Lemma 6 Under assumption (7) Denote t = min( ; t).
We shall see in a few minutes that due to lemma 1, expression I(jX s j 2 " 1 (1 + s)) + I(jY s j 2 " 1 (1 + s)) gives, in fact, the main cotribution which brings, nally, the estimate for E k+1 . One has, always for t < , 
Proofs of theorems 1 and 2
Proof of theorem 1. We use the coupling technique, see 6], for SDEs 8] . Consider the couple of independent processes (X t ; Y t ) both being solutions of equation (1) Let n(t) := sup(n 0 : n t). By virtue of the last inequality and strong markovian property of (X t ; Y t ), one gets P(n(t) ! 1; t ! 1) = 1:
Now, let us x s 0 0. Using a coupling method (cf. it is possible to de ne a new process X t and a random value L s0 s 0 on a certain extension of the probability space ( ; F; P) (we do not change the notation for the probability space, though) s.t.
dX t = b(X t )dt + dw t ;X 0 = x; where (w t ) is some new Wiener process and (w t ; F X;Y;X ), (w 0 t ; F X;Y;X ), (w t ; F X;Y;X ) are still Wiener processes; moreover, P(X t = X t ; t L s0 ? 1) = P(X t = Y t ; t L s0 ) = 1; 
