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Abstract
String diagrams turn algebraic equations into topological moves. These moves have
often-recurring shapes, involving the sliding of one diagram past another. In the
past, this fact has mostly been considered in terms of its computational convenience;
this thesis investigates its deeper reasons.
In the first part of the thesis, we individuate, at its root, the dual nature of
polygraphs — freely generated higher categories — as presentations of higher algeb-
raic theories, and as combinatorial descriptions of “directed spaces”: CW complexes
whose cells have their boundary subdivided into an input and an output region. Op-
erations of polygraphs modelled on operations of topological spaces, including an
asymmetric tensor product refining the topological product of spaces, can then be
used as the foundation of a compositional universal algebra, where sliding moves of
string diagrams for an algebraic theory arise from tensor products of sub-theories.
Such compositions come automatically with higher-dimensional coherence cells. We
provide several examples of compositional reconstructions of higher algebraic theor-
ies, including theories of braids, homomorphisms of algebras, and distributive laws
of monads, from operations on polygraphs.
In this regard, the standard formalism of polygraphs, based on strict ω-categories,
suffers from some technical problems and inadequacies, including the difficulty of
computing tensor products. As a solution, we propose a notion of regular polygraph,
barring cell boundaries that are degenerate, that is, not homeomorphic to a disk of
the appropriate dimension. We develop the theory of globular posets, based on ideas
of poset topology, in order to specify a category of shapes for cells of regular poly-
graphs. We prove that these shapes satisfy our non-degeneracy requirement, and
show how to calculate their tensor products. Then, we introduce a notion of weak
unit for regular polygraphs, allowing us to recover weakly degenerate boundaries
in low dimensions. We prove that the existence of weak units is equivalent to the
existence of cells satisfying certain divisibility properties — an elementary notion of
equivalence cell — which prompts new questions on the relation between units and
equivalences in higher categories.
In the second part of the thesis, we turn to specific applications of diagrammatic
algebra to quantum theory. First, we re-evaluate certain aspects of quantum theory
from the point of view of categorical universal algebra, which leads us to define a
2-dimensional refinement of the category of Hilbert spaces. Then, we focus on the
problem of axiomatising fragments of quantum theory, and present the ZW calculus,
the first complete diagrammatic axiomatisation of the theory of qubits.
The ZW calculus has specific advantages over its predecessors, the ZX calculi,
including the existence of a computationally meaningful normal form, and of a frag-
ment whose diagrams can be interpreted physically as setups of fermionic oscillat-
ors. Moreover, the choice of its generators reflects an operational classification of
entangled quantum states, which is not well-understood for states of more than 3
qubits: our result opens the way for a compositional understanding of entanglement
for generic multipartite states. We conclude with preliminary results on generalisa-
tions of the ZW calculus to quantum systems of arbitrary finite dimension, including
the definition of a universal set of generators in each dimension.

Preface
This thesis is a report of some results, and the state of my thoughts on a variety of
subjects, after four years spent as a doctoral student in the Oxford Quantum Group. The
overarching theme is the relationship between algebra, or computation, and geometry,
or topology; another recurring theme is compositionality.
That algebra is useful for geometry is a notion by now ingrained in mathematical
thinking at any level. The converse is somewhat less mainstream, driven recently to the
spotlight by the contributions of higher/homotopical algebra and higher category theory
to a number of fields, including physics via topological quantum field theory. Even so, in
many cases geometry inspires at most a change of environment for algebraic structures,
where the algebraic concepts are interpreted in a less rigid context — “weaker”, in
higher-categorical jargon — yet by themselves remain atomic and unvaried. That is, we
may have “homomorphisms up to homotopy”, but the concept of homomorphism is still
fundamentally algebraic. Is it?
Being already interested, as a student, in category theory and mathematical physics,
at some point in 2012 I saw a variant of
= (1)
in a paper of Bob Coecke’s on categorical quantum mechanics, and I was introduced
to string diagrams. The fact that adjunctions, the omnipresent concept of categorical
algebra, is encapsulated in graphical equations such as (1) struck me immediately; the
following year I applied to become Bob’s student, largely because of the appeal that the
diagrammatic approach, central to categorical quantum mechanics, had on me.
Later on, thanks to Dan Marsden, I was exposed to
= (2)
and related equations, capturing the notion of algebra homomorphism in great gener-
ality; similar pictures describe modules and their intertwiners. They endow the basic
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ingredients of algebra with specific geometries, comprising planar isotopy (1) and “slid-
ing rules” such as (2), and hinting at a connection at the most fundamental level. Sliding
rules are particularly common in diagrammatic algebra, and after a while I was com-
pelled to ask: why these specific pictures? Are there general combinatorial-geometric
processes by which equations of a certain shape arise?
With time, this question, and others spawned by its partial answers, have become
the main focus of my research; they are the subject of the first three chapters, to which
the geometry of composition in the title refers. The key to understanding came from
an entirely separate line of applications of topology to algebra, namely, homotopical
methods in rewriting theory, and in particular their recent reworking into the theory of
polygraphs, due to Albert Burroni and others. A polygraph is a presentation of a higher
category or algebraic theory, but it is also a combinatorial model of a CW complex, made
up of abstract “directed cells”: it is my claim, in this thesis, that the specific efficacy of
string diagrams and their higher-dimensional generalisations rests on this analogy.
On the other hand, the algebra of entanglement refers to certain algebraic theories,
relevant to quantum information theory, on which I worked before and besides focussing
on the questions above. Entanglement is a property of quantum systems that trans-
lates, diagrammatically, into connectedness, hence a topological property; yet Bob and
Aleks Kissinger linked it to the properties of certain algebras in the category of Hilbert
spaces (Section 4.3). It seemed an ideal testing ground for the dual algebraic-topological
nature of string diagrams, and it led me to develop the ZW calculus, the first complete
diagrammatic axiomatisation of the theory of qubits, which is the main subject of the
last two chapters.
In fact, the bulk of my work on the ZW calculus came before and was a catalyst for
the broader scope of the first part. Even from this short summary, then, it should be
clear that the structure of the thesis does not reflect chronology in any meaningful way.
The path to the current shape of this work has been (unsurprisingly) tortuous, full of
wrong intuitions and all-out changes of mind; more will come in the future, no doubt.
So, before leaving you to the post-processed flow of arguments, I will attempt a quick
recollection of my actual thought process through its main turns, and thus provide an
alternative summary of the thesis. I hope that the knowledge of some abandoned ideas
may complement the surviving ones.
Early in 2014, I followed Bob’s suggestion to look into the “GHZ/W calculus”, as an
early sketch of the ZW calculus was called. I had recently learned about its precursor,
the ZX calculus (Section 4.2), whose completeness for the stabiliser fragment of quantum
mechanics was proved by Miriam Backens around that time, and what I especially liked
about it was the undirectedness: the generators were symmetrical with respect to the
swapping and transposition of wires, so the string diagrams could effectively be manipu-
lated as labelled graphs. The GHZ/W calculus did not initially share this property, and
I decided that I had to make it undirected as well.
My intuition, at the time, was that these graph-like string diagrams reveal a deeper,
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undirected geometry of processes, which gets lost in the “bureaucracy” of categorical
algebra, with its need for direction and composition functors and structural morphisms;
in this I was influenced by Bob’s comments in this direction, and those of Jean-Yves
Girard, and others, on proof nets being a kind of de-bureaucratised proof theory. In
other words, the geometry is fundamental, while the categorical algebra is imposed on
it to express compositions combinatorially.
In the early summer of 2014 I discovered a normal form for ZW diagrams, and in
August 2014 I had a complete axiomatisation, together with a proof of completeness for
what is called the vanilla ZW calculus in Section 5.1. The proof for the general R-labelled
case, Theorem 5.27, came only a couple of years later, not because it is substantially
different or more complicated, but because I had not tried. The case R = C of Theorem
5.27 is completeness for the theory of qubits, what had escaped the ZX calculi for nearly
a decade: it means that any calculation on pure quantum states of a number of qubits
that can be performed with vector calculus, or matrix calculus, can also be performed
diagrammatically, using the axioms of the ZW calculus.
Anyway, I felt that this result vindicated my “undirected” perspective. The next step,
I thought, would be to fully disclose the hidden underlying topology of the ZW calculus,
by somehow making all the axioms “trivial” for a certain topological interpretation of
the diagrams. A fragment of the theory was about commutative Frobenius algebras, and
those already had a topological interpretation as cobordisms of 2-dimensional manifolds,
so instead I focussed on the bialgebra axioms, such as
=
.
(3)
In September, I came up with the following picture:
,
= (4)
where the two sides of (3) appear as the intersections of two perpendicular branching
surfaces, as they slide past each other.
I showed it to several people, including Jamie Vicary, who immediately observed that
the same representation could be applied to different kinds of naturality equations —
the sliding rules that I mentioned earlier. I decided that I needed to make sense of (4),
formally, and I soon realised two things:
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1. that the two perpendicular planes of (4) correspond to copies of the planar theories
of monoids and comonoids, yet their interaction results in a three-dimensional
theory, and
2. that whatever the interaction is, its objects have to be fundamentally “directed”,
for applied to “undirected” branching surfaces, as the ones that could arise from
the theory of Frobenius algebras, it would produce “Frobenius bialgebras” which
are degenerate.
The second was a blow to my ambition of purely undirected foundations, but I would
not give up for a while longer. The first indicated that objects of some fixed dimension
would not be closed under the interaction, which to me suggested that I should learn
about higher categories in arbitrary dimension.
I spent the end of 2014 and the first half of 2015 reading about any notion of higher
category that I could find, searching for one that would suit my purpose. At some point
I learned about the Crans-Gray tensor product of strict ω-categories, which would turn
out to be, essentially, what I was looking for; I did not realise it at first, both because
(4) actually comes from a quotiented tensor product (a kind of smash product), and
because everybody around me seemed to think that strict higher categories are wrong
and useless.
Eventually, I decided that it would be simpler to implement the interaction at the
level of a “shape category”, and then extend it to its presheaves, so I studied various
combinatorics of shapes. Somehow, I still believed that undirected shapes would turn
out to be fundamental, which led me to study combinatorial topology and develop a
core of what has become Section 3.2, but also to abandon that line of research for a long
time, when a mixture of directed and undirected, as I had vaguely in mind, did not seem
to work out.
In July 2015, I took a break from this when I presented the ZW calculus at LICS
in Kyoto and QPL in Oxford. Because the ZX calculus is symmetrical with respect to
the exchange of its two component algebras (the Z and the X in the name), and the
original paper by Bob and Aleks on GHZ/W also focussed on the similarities, with one
point of divergence, between two algebras, in its early versions I tried to make the ZW
calculus as symmetrical as possible, developing the axiomatisation of the two algebras
parallelly; this is still evident in the axioms published in [Had15]. However, following
a talk by Alessandro Tosini at QPL, I realised that the “pure fragment” of the ZW
calculus was suitable for describing fermionic quantum computation, and I shifted to a
more asymmetrical view, where the Z algebra is a late addition to the fermionic core of
the calculus. This is how it is presented in Chapter 5.
One of the reasons I insisted on “undirected category theory” was the lack of a sat-
isfactory placement of dagger categories, one of the fundamental concepts of categorical
quantum mechanics, within general categories with dualities. In August, I tried a differ-
ent approach, attempting to derive the dagger of Hilbert spaces from some other categor-
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ical construction. I worked out a generalisation of Peter Selinger’s CPM construction,
related to the Grothendieck construction, which made daggers derivable from inverses of
isomorphisms in some relevant cases, and answered a question of Chris Heunen’s about
the relation between the categories of Hilbert spaces and of partial injections. It also
lacked good functorial properties, and left me unconvinced overall; but it contained the
idea of decomposing contractive maps of Hilbert spaces as pairs of isometries, which is
the basis of a more persuasive reconstruction in Section 4.1. This result, Proposition
4.24, presents the category of Hilbert spaces and short linear maps as the truncation —
a kind of lower-dimensional projection — of a bicategory of cospans of isometries, whose
dagger is purely combinatorial.
In the autumn, as I taught some classes for Samson Abramsky’s course on Categor-
ies, Proofs and Processes, I returned to my favourite subject, categorical logic and proof
theory, whose ideas inform the entire thesis, even though they are not addressed expli-
citly. In the “topology-first, shapes-only” approach I had by then adopted, I found it
troubling that equation (1) could be interpreted in a ∗-autonomous category — a cat-
egorical model of multiplicative linear logic — but the inputs and outputs of each cell
would be composed according to different monoidal structures.
I found a solution which involved representing the monoidal structures by universal
cells, internal to a wider structure with a purely combinatorial-geometric composition;
then, when in January 2016, invited by Claudia Faggian, I visited the Laboratoire PPS in
Paris, I learnt from Paul-Andre´ Mellie`s that I had just re-discovered Claudio Hermida’s
coherence via universality.
At the same time, I learnt that not only strict, but freely generated strict ω-categories
were still popular in France, under the name of polygraphs. I finally felt justified in
studying them, leaving the weak coherent structure to be handled subsequently through
internal representability conditions; and in a couple of months, thanks in particular to
the beautiful works of Richard Steiner on the subject, I came up with the basic framework
of Chapter 2 — minus some important technical details that I initially glossed over, but
are now fully worked out in Chapter 1, such as a proof of the fact that the tensor product
of two polygraphs is still a polygraph (Theorem 1.35).
This is a kind of compositional universal algebra, where higher algebraic theories, in
the guise of polygraphs, are composed together and manipulated as if they were topolo-
gical spaces, in order to produce different algebraic theories. Basic algebraic notions and
constructions are recovered as directed refinements of topological ones: homomorphisms
of algebras from cylinders (Definition 2.14), actions from cones (Definition 2.24); topo-
logical moves for braids come from cubes (Example 2.17), and products of copies of the
theory of monoids underlie both distributive laws of monads (Example 2.23) and the
equational theory of bialgebras (Section 2.3).
The fact that this form of “directed topology” seemed to have such a richer space
of possibilities definitively dissuaded me from my earlier intuition that the undirected
should come first. I also finally had an explanation of equation (4), see Section 2.3:
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a conceptual one, at least. Technically, I was soon facing the limitations of strict ω-
categories, both the reasons why they are often dismissed by category theorists, and
others that were specific to my purposes. I formulated a personal list of desiderata as a
guideline for a version of polygraphs more adequate for compositional universal algebra;
that list has now become Section 3.1.
At first, I thought an answer could be achieved by cubical methods, if anything
because of the role that cubical sets play in Marco Grandis’s directed algebraic topology,
that I wanted to connect to the homotopical methods in polygraph-based rewriting
theory. This resulted in several months of work that have left no trace in this thesis.
Meanwhile, I had become convinced that the main obstacle laid in the modelling of
weak units, as suggested by a conjecture of Carlos Simpson’s. Through the papers of
Joachim Kock and Andre´ Joyal, I found out about a notion of weak unit that could be
formulated in a regularised version of polygraphs, where cells with degenerate boundaries
are barred. Interestingly, in low dimensions, I was able to prove that the existence
of such weak units is equivalent to the existence of cells satisfying certain divisibility
properties: an elementary notion of equivalence cell, independent of any prior notion
of unit (Theorem 3.56). Thus, at least in this framework, equivalences can be seen as
fundamental, and units as derived. The relation between identities and equivalences has
been subject to much scrutiny in the last few years, due to homotopy type theory and
the Univalent Foundations programme, which makes this result particularly thought-
provoking.
Around August 2016, my focus became to define what “cells with non-degenerate
boundaries” should be in arbitrary dimension. At first, I considered a category of shapes
“modelled on Batanin cells at different resolutions”, but that went nowhere. Then, I
realised that the reasons why, one year before, I had dropped the combinatorial topology
approach did not apply anymore; the result is the basic theory of globular posets, as
presented in Section 3.2. I defined a category of cell shapes that are non-degenerate
in a sense made precise by Theorem 3.21: the k-boundaries of n-cells have geometric
realisations homeomorphic to k-disks, for all k ≤ n. Moreover, the shapes are closed
under tensor products (Theorem 3.31), which are also easy to calculate.
I called presheaves on this category of shapes regular polygraphs. The combined
theory of regular polygraphs and representability conditions for weak coherent structure
is fully worked out, in a low-dimensional case, in Section 3.3. Some of it was intended
to be a part of a survey on the polycategorical semantics of linear logic, that I started
in December jointly with Alex Kavvos, but we froze in 2017, as we intensified work on
our respective theses.
Finally, I developed the basic idea for the qudit generalisations of the ZW calculus,
Section 5.3, during QPL 2016 in Glasgow, based on an earlier suggestion by Prakash
Panangaden that the calculus may have a connection to anyonic algebra. Very recently,
there has been renewed excitement about the ZW calculus, after it was used to derive
missing axioms of the ZX calculus, so more developments may be coming soon.
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This concludes my quick recollection; I leave you to the actual content, with a few
indications. I chose a conversational style, with ample discussions of ideas and results,
rather than a “wall of theorems”. This also means that technical notions are introduced
only as soon as they are needed, rather than collected into a single, homogeneous section.
The downside is that remarks made at some point may be referenced at any other
point, and that some notational conventions change as the subjects progress, and certain
distinctions stop being relevant; I tried to avoid slipping from consistency into pedantry.
For these reasons, the thesis is better read from cover to cover.
This is also the only part in which I use the first-person singular; coupled with the
conversational style, I felt it would distract from the mathematical content. Instead, I
will disappear behind an inclusive first-person plural.
The results are my own, except where otherwise stated. Acknowledgements are at
the end.
Oxford, June and September 2017
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Chapter 1
Polygraphs, categories, diagrams
In this chapter:
⊲ Abstracting from the definition of CW complex, through the combinatorics of glob-
ular sets and ω-categories, we arrive at the definition of polygraph. We introduce
some basic operations of ω-categories: skeleta, truncations, disjoint unions. —
Section 1.1
⊲ The tensor product of ω-categories is a non-symmetric refinement of the product
of topological spaces. We show how to calculate it directly for a class of suitably
loop-free polygraphs, then extend it to arbitrary ω-categories. Finally, we prove
that the tensor product of two polygraphs is a polygraph. — Section 1.2
⊲ We discuss the relation between pasting diagrams and string diagrams, two com-
mon devices for picturing cells in higher categories. We complete the toolkit of
polygraph-building operations with quotients and opposites. — Section 1.3
1.1 From topological to directed cells
This chapter is meant to be an introduction to higher categories from a combinatorial-
topological point of view. Rather than treating them as generalised categories — which
comes with an expectation of large, organisational, container objects: think of the
“infinity-category of infinity-categories” — we treat them as generalised spaces, “small”
objects to be studied on their own, without any meta-theoretical presumption.
With that in mind, we make a number of choices. We keep our treatment elementary,
favouring explicit, inductive definitions over ones that are more structural and open to
generalisation, yet rely on more abstract algebraic machinery. Moreover, we pick one
route — one that is particularly suited to the later applications — and follow it, only
commenting on alternative paths when it seems to substantially enrich comprehension.
Finally, we insist on the “generalised space” analogy, and always favour definitions and
constructions that have a topological flavour, over ones which may be more familiar to
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category theorists. Categories in arbitrary dimension are fundamental, low-dimensional
ones are only particular examples, and if we show a bias towards the latter, it will only
be for want of pictorial representations.
We assume a basic knowledge of category theory and of algebraic topology; [Rie16]
and [May99] are recommended sources. When here, and in the rest of the thesis, some
peripheral notions are mentioned without definition, a good starting point is usually the
nLab wiki, https://ncatlab.org.
The focus is on the objects called computads by Street [Str76], independently redis-
covered by Burroni under the name of polygraphs [Bur93], by which they are best known
in the higher-dimensional rewriting community [Me´t03, Laf07, GM16]. To explain what
a polygraph is, we can start from the notion of CW complex; see [May99, Chapter 10],
or another textbook of basic algebraic topology.
A CW complex is a topological space obtained by successively adjoining n-cells, that
is, copies of Dn — the topological n-disk — for increasing n, attaching them along their
boundaries ∂Dn, homeomorphic to the (n−1)-sphere Sn−1. Such a space X comes with
a stratification in the n-dimensional spaces obtained at each step of the construction,
the n-skeleta X(n):
• X(0) is just a set of points, that is, a discrete topological space;
• X(1) is obtained by attaching the boundary points of a number of copies of D1 ≡ I,
the topological interval, to the points in X(0): it is a topological graph;
and so on. How an n-cell x : Dn → X is attached is determined by a gluing map
∂x : ∂Dn → X(n−1). We say that the n-cells used in constructing the space X are the
n-dimensional generators of X, and write Gn(X) for their set.
A reason for the interest in CW complexes in algebraic topology is that they are at
least partially combinatorial, hence more amenable to calculations; yet any topological
space is weakly equivalent to a CW complex, that is, has homotopy groups isomorphic
to those of a CW complex in all dimensions, so topology “up to weak equivalence” can
be reduced to the study of CW complexes. Moreover, CW complexes are precisely the
cofibrant objects of the classical Quillen-Serre model structure on topological spaces
[Qui67, Section II.3].
Polygraphs are one way of distilling the combinatorial structure of CW complexes,
and generalising it in the process. Instead of topological n-cells with their point-set
gluing maps, we want a set of “abstract n-dimensional generators”, and a combinatorial
specification of gluing. For 0-cells, nothing needs to be done: they are just a set. The
gluing of a 1-cell f : D1 → X is determined by the image of the two boundary points
of D1, which we call + and −, in the 0-skeleton; hence, by a pair of 0-cells f(+), f(−).
We can thus describe our 1-dimensional CW complex X(1) with a diagram
X0 G1(X)
∂+
∂−
(1.1)
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of functions of sets, where, for all f ∈ G1(X) and α ∈ {+,−}, we define ∂α(f) := f(α).
Notation. The variables α, β will always implicitly range over {+,−}; moreover,
let αβ := + when α = β, and − when α 6= β.
On the other hand, this description presupposes an arbitrary choice, where for each
cell we pick one of the points in the boundary of D1 to be −, and the other to be +.
This is the same as a choice of direction on the 1-cell, say from f(−) to f(+); in fact,
what we gave is the definition of a directed graph. If a = ∂−f , b = ∂+f , we picture f as
a b
f
,
and also write f : a→ b.
On to 2-cells: in many cases, we can require that the gluing map ∂x : ∂D2 → X(1)
cover a finite loop in the graph X(1), with constant time per edge with respect to the
standard metric on the unit circle; such a map is combinatorially described by the finite
sequence of edges that it traverses. Since our edges are given with a direction, we have
to specify whether f is traversed with the chosen orientation (write f) or the opposite
one (write f∗, and ∂αf∗ := ∂−αf). Moreover, f followed by f∗, or vice versa, can
be eliminated from the sequence, without affecting the homotopy type of the resulting
space.
This can be rephrased as follows. Call f, g composable if ∂+f = ∂−g. Construct the
free groupoid
X0 X1
∂+
∂−
(1.2)
on the graph (1.1): that is, consider the set of sequences
a1
a2 an
an+1
f1 fn
of composable edges — here n ∈ N, and the dotted arrow stands for a sequence of
arbitrary length — where each fi is either an edge f , or an edge with opposite orientation
f∗, for some f ∈ G1(X). Then, X1 is the quotient of this set by the equivalence relation
generated by
a
b
a
f f∗ ∼ a , b a bf
∗ f ∼ b ,
for all f ∈ G1(X), freely extended to longer sequences containing either side. The
boundary functions are extended to finite sequences by ∂−(f1, . . . , fn) := ∂
−f1, and
∂+(f1, . . . , fn) := ∂
+fn, and pass to the quotient. Then, the gluing of a 2-cell is specified
by an element f of X1 such that ∂
+f = ∂−f .
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This requires an arbitrary choice of a “starting point”: any cyclic permutation of
the sequence of edges characterises the same gluing map. Indeed, we might as well opt
fosr a more convenient setup: subdivide the boundary S1 of a 2-cell x into two copies
of D1, ∂−x and ∂+x, and specify the gluing with a pair of sequences of edges that have
the same initial and final point. Overall, the extension to the 2-skeleton is described by
a diagram
X0 X1 G2(X),
∂+
∂−
∂+
∂−
(1.3)
satisfying the globularity condition ∂α∂+ = ∂α∂−. We picture x as
a−
a+2 a
+
m
a+
a−2 a
−
n
g1 gm
f1 fn
x
,
where ∂−x is the sequence f1, . . . , fn, and ∂
+x is the sequence g1, . . . , gm.
Formally, this step does not rely on (1.2) being a free groupoid: a free category would
work as well, or even an entirely different “free algebra”, describing a notion of cell that
has no direct point-set analogue. In other words, what is needed is any algebraic notion
of composition with respect to which, at each step of the construction, we can generate
all possible composites of the newly added and of the pre-existing cells, so that they can
function as boundaries of higher-dimensional ones.
From (1.3), iterating the construction, we would first generate
X0 X1 X2,
∂+
∂−
∂+
∂−
(1.4)
where X2 contains all possible composite 2-cells, then extend it to
X0 X1 X2 G3(X),
∂+
∂−
∂+
∂−
∂+
∂−
(1.5)
where the boundary of the generating 3-cells has in turn been subdivided into two copies
of D2, and again ∂α∂+ = ∂α∂−.
Observe that, while the sets in (1.4) contain all composites of their elements — so
the diagram can be endowed with an internal composition operation — this is not the
case for (1.5): in the procedure, we are moving back-and-forth between two different
categories, one of which is independent of the chosen notion of composition. This is the
category of globular sets [Lei04, Section 1.4], defined as follows.
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Definition 1.1. Let G be the category generated by the diagram
0 1 . . . n . . . ,
ı+
ı−
ı+
ı−
ı+
ı−
ı+
ı−
n ∈ N,
with the relation ı+ıα = ı−ıα for all consecutive pairs of morphisms. A globular set is a
presheaf X : Gop → Set; we denote it by the Set-diagram
X0 X1 . . . Xn . . . ,
∂+
∂−
∂+
∂−
∂+
∂−
∂+
∂−
n ∈ N.
The elements of Xn are called the n-cells of X; for all cells x, we call ∂
−x the input
boundary, and ∂+x the output boundary of x. We also write x : ∂−x→ ∂+x.
Moreover, for all n-cells x, all k < n, and all α ∈ {+,−}, let
∂αk x := (∂
α . . . ∂α)︸ ︷︷ ︸
n−k
x ;
we call ∂−k x the input k-boundary, and ∂
+
k x the output k-boundary of x. By definition,
∂αn−1x = ∂
αx.
Given two globular sets X, Y , a morphism f : X → Y is a morphism of presheaves
on G; it is given by a sequence of functions {fn : Xn → Yn}n∈N that commute with the
boundary operations. We write Glob for the category of globular sets and morphisms.
A finite diagram of the form
X0 X1 . . . Xn
∂+
∂−
∂+
∂−
∂+
∂−
satisfying ∂α∂+ = ∂α∂− can be extended to a globular set by setting Xm := ∅ for all
m > n.
At each step of our combinatorial construction of a CW complex, we are extending
such a finite diagram with a set of higher-dimensional generators; then, we freely generate
and include all their composites. To make this formally precise, we need to introduce
an algebraic notion of composition for abstract n-cells. In [Bat98a], a variety of options
is collected under the umbrella of finitary monads on the category of globular sets. The
standard notion of polygraph corresponds to the simplest (arguably) combinatorics,
given by strict, globular ω-categories.
Definition 1.2. Let X be a globular set. Given two n-cells x, y of X, and 1 ≤ k ≤ n,
we say that x and y are k-composable, and write x ⊲k y, if ∂
+
k−1x = ∂
−
k−1y.
We write Xn ⊲k Xn ⊆ Xn ×Xn for the set of pairs of k-composable n-cells of X.
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Definition 1.3. An ω-category is a globular setX, together with unit and k-composition
operations
ε : Xn → Xn+1, ∗k : Xn ⊲k Xn → Xn
for all n ∈ N, and 1 ≤ k ≤ n, satisfying the following conditions: for all k-cells x, n > k,
let
εnx := (ε . . . ε)︸ ︷︷ ︸
n−k
x ;
1. for all n-cells x, y, and k < n, whenever the left-hand side is defined,
∂α(εx) = x,
∂−(x ∗n y) = ∂−x, ∂+(x ∗n y) = ∂+y,
∂α(x ∗k y) = ∂αx ∗k ∂αy ;
2. whenever the left-hand side is defined, for all n, and k < n,
ε(x ∗n y) = εx ∗n εy,
(x ∗n y) ∗n z = x ∗n (y ∗n z), (associativity),
x ∗k εn(∂+k x) = x, εn(∂−k x) ∗k x = x, (unitality),
(x ∗n x′) ∗k (y ∗n y′) = (x ∗k y) ∗n (x′ ∗k y′), (interchange).
Given two ω-categories X, Y , a map f : X → Y is a morphism of the underlying
globular sets that commutes with units and compositions. A map f is an inclusion,
written f : X →֒ Y , if each component fn is an injection of sets. There is a category
ωCat whose objects are ω-categories, and morphisms are maps.
Definition 1.4. Let X be an ω-category, n ∈ N, and x be an n-cell of X. We define a
number dim(x), the dimension of x, by induction on n:
• if x ∈ X0, dim(x) := 0;
• if x ∈ Xn, if x = εy for some y, then dim(x) := dim(y), else dim(x) := n.
Terminology. Let X be an ω-category. When we say that x is an n-cell of X,
we mean x ∈ Xn. When we say that x is n-dimensional, we mean dim(x) = n.
The unit operations are only a combinatorial device to allow the composition of n-
dimensional and k-dimensional cells when n, k do not coincide: for all n, the symbols x
and εnx should be seen as names for the same k-dimensional cell, where k = dim(x).
Graphically, k-compositions are depicted as pastings of cells along their (k−1)-boundary,
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and units as the lower-dimensional cells they originate from, by pasting diagrams:
a b
a b
g
f
g
x
y
z
∗2
a b
a b
g
f
f
y
z
x
∗2
,
a b
g
f
x
y
z
= = (1.6)
a b
a b
f
f
x
∗2 a
a b
f
x∗1 ,a b
f
x= = (1.7)
a b c
a b c
f g
f g
x y
x′ y′
∗2 = a b cf g
x
x′
y
y′
=
= a b b c
f g
x
x′
y
y′
∗1 .
(1.8)
The fact that we can univocally interpret pasting diagrams of more than two cells, such
as the middle terms of equations (1.6) and (1.8), is a consequence of the associativity,
unitality and interchange axioms; we can see these axioms as “geometric” equations,
ensuring that ω-categories are a reasonable algebra of composition. On the other hand,
a generic ω-category will also have “algebraic”, or “non-geometric” equations between
pairs of its cells, that is, ones that are not derivable from the axioms of composition.
There is a functor U : ωCat→ Glob, taking an ω-category to its underlying globular
set. As shown in [Bat98b], this functor is finitary monadic, which implies that ωCat has
all limits and colimits, because Glob, a topos of presheaves, does. We refer to [Bat98b,
Ber02] for some combinatorial descriptions of the monad on Glob whose algebras are
ω-categories.
Definition 1.5. Let n ∈ N. An n-category is an ω-category X such that Xm is the
image of Xm−1 through ε for all m > n. Since all the information about X is contained
in the Xk with k ≤ n, we represent it as a diagram ending at Xn.
8 Chapter 1 Polygraphs, categories, diagrams
For each n, n-categories and their maps form a full subcategory ı : nCat →֒ ωCat;
the inclusion functors have both a left and a right adjoint,
τ≤n ⊣ ı ⊣ σ≤n,
called the n-truncation and the n-skeleton, respectively. Explicitly, for X an ω-category,
and n ∈ N, the n-category σ≤nX has the underlying globular set
X0 X1 . . . Xn
∂+
∂−
∂+
∂−
∂+
∂−
simply obtained by interrupting the sequence of the Xm at n, and the same compositions
and units as X; whereas τ≤nX has the underlying n-globular set
X0 X1 . . . X
τ
n,
∂+
∂−
∂+
∂−
∂+
∂−
where Xτn is the coequaliser of
Xn Xn+1 .
∂+
∂−
The coequaliser induces well-defined composition operations on Xτn, since for all n-cells
x, x′, y, y′, if x ∼ x′ is witnessed by z : x→ x′,
y ⊲k x ⊲k y
′ if and only if y ⊲k x
′ ⊲k y
′,
and in that case the (n+ 1)-cell εy ∗k z ∗k εy′ is a witness of y ∗k x ∗k y′ ∼ y ∗k x′ ∗k y′.
For all ω-categories X, we will also use n-truncation of X and n-skeleton of X to
denote the unit X → ıτ≤nX and the counit ıσ≤nX →֒ X, respectively, in ωCat. We
will write X(n) := ıσ≤nX.
Remark 1.6. Our notation and use of the term “truncation” is consistent with [KV91b,
Sim09]; on the other hand, [Bat98a] uses it to refer to our σ≤n.
By definition, if X is an n-category, any map f : X → Y factors uniquely through a
map X → Y (n), which we still call f .
For all n ∈ N, the n-skeleton X(n) →֒ X factors through the (n + 1)-skeleton, and
X is a colimit of the sequence of the X(n) →֒ X(n+1). Hence, any ω-category can be
described by the sequence of its n-skeleta.
Construction 1.7. The left adjoint F : Glob → ωCat of U , taking a globular set X to
the free ω-category on X, can be inductively described as follows. Given a globular set
X, let (FX)(0) := X0. Suppose (FX)
(n−1) has been defined, together with boundary-
preserving inclusions Xk ⊆ FXk, for all k < n. Define FX⋆n, together with boundary
functions ∂α : FX⋆n → FXn−1, as the set freely generated by the following clauses:
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• for all x ∈ Xn, x : ∂−x→ ∂+x ∈ FX⋆n;
• for all y ∈ FXn−1, ǫ(y) : y → y ∈ FX⋆n;
• for all (x, y) ∈ FX⋆n ⊲n FX⋆n, (x ⋆n y) : ∂−x→ ∂+y ∈ FX⋆n;
• for all k < n, and (x, y) ∈ FX⋆n⊲kFX⋆n, (x⋆k y) : ∂−x∗k∂−y → ∂+x∗k ∂+y ∈ FX⋆n.
Define FXn to be the quotient FX
⋆
n/ ∼, where ∼ is generated by
ǫ(x ∗j y) ∼ (ǫ(x) ⋆j ǫ(y)),
((x ⋆n y) ⋆n z) ∼ (x ⋆n (y ⋆n z)),
(x ⋆k ǫ(ε . . . ε︸ ︷︷ ︸
n−k
y)) ∼ x ∼ (ǫ(ε . . . ε︸ ︷︷ ︸
n−k
z) ⋆k x),
((x ⋆j x
′) ⋆k (y ⋆j y
′)) ∼ ((x ⋆k y) ⋆j (x′ ⋆k y′)),
for all compatible x, x′, y, y′, z, and all j < k ≤ n. Compositions and units are the
obvious ones.
Given a morphism f : X → Y of globular sets, Ff : FX → FY is the map whose
components Ffn are extended from the fn by induction on the syntax of elements of
FXn, FYn, in the obvious way.
Many simple, yet important examples of ω-categories are free on a globular set,
including the simplest version of a combinatorial, oriented n-disk.
Definition 1.8. For all n ∈ N, the standard n-globe is defined as the n-category Gn :=
F (HomG(−, n)), free on the Yoneda embedding of the object n of G into Glob.
More explicitly, Gn is the n-category with a single n-dimensional cell ⊤, and, for all
k < n, exactly two k-dimensional cells k+, k−, with ∂αk (⊤) = kα. We write ∂Gn for the
(n− 1)-skeleton of Gn, which results from removing its n-dimensional cell.
From the Yoneda lemma and the adjunction F ⊣ U , it follows that maps x : Gn → X
are in bijection with cells x ∈ Xn. Maps ∂Gn → X, on the other hand, are in bijection
with pairs x−, x+ ∈ Xn−1 such that ∂αx− = ∂αx+, that is, pairs of (n − 1)-cells that
can form the boundary of an n-cell. For all x : Gn → X, there is a map ∂x : ∂Gn → X,
uniquely determined by the fact that it maps kα to ∂αk x, for all k < n.
Definition 1.9. Given a family {Xi}i∈I of ω-categories, its disjoint union
∐
i∈I Xi is
its coproduct in ωCat.
There is nothing unexpected about disjoint unions: sets of n-cells and operations are
all induced “pointwise” by coproducts in Set. We write X + Y for the disjoint union of
two ω-categories.
We now have all the ingredients for a formal definition of polygraphs, modelled on
the definition of a CW complex.
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Definition 1.10. A polygraph is an ω-category X together with, for all n > 0, a subset
Gn(X) of Xn, such that
∐
Gn(X)
∂Gn
∐
Gn(X)
Gn
X(n−1) X(n)
∐
Gn(X)
∂x
∐
Gn(X)
x
is a pushout diagram in ωCat. The cells of Gn(X) are called the n-dimensional gener-
ators of X. A polygraph X is an n-polygraph if it is an n-category.
By the essential uniqueness of pushouts, given X(n−1) and the maps {∂x : ∂Gn →
X(n−1)}x∈Gn(X) — or equivalently, the graph
Xn−1 Gn(X),
∂+
∂−
with ∂αx := ∂x((n − 1)α) — we can reconstruct X(n) up to isomorphism. This allows
us to give an inductive reconstruction of X, by free syntactic extensions in the style of
Construction 1.7.
Construction 1.11. Let X(0) := G0(X). Suppose X
(n−1) has been defined, and we have
maps {∂x : ∂Gn → X(n−1)}x∈Gn(X). Define X⋆n, together with boundary functions
∂α : X⋆n → Xn−1, as the set freely generated by the following clauses:
• for all x ∈ Gn(X), x : ∂−x→ ∂+x ∈ X⋆n;
• for all y ∈ Xn−1, ǫ(y) : y → y ∈ X⋆n;
• for all (x, y) ∈ X⋆n ⊲n X⋆n, (x ⋆n y) : ∂−x→ ∂+y ∈ X⋆n;
• for all k < n, and (x, y) ∈ X⋆n ⊲k X⋆n, (x ⋆k y) : ∂−x ∗k ∂−y → ∂+x ∗k ∂+y ∈ X⋆n.
Then Xn is the quotient X
⋆
n/ ∼, where ∼ is the same as in Construction 1.7.
We can immediately see, from this description, that a free ω-category on a globular
set is a special type of polygraph, where boundaries of generators are generators.
As we mentioned, unlike polygraphs, general ω-categories have “non-geometric”
equations between cells. Nevertheless, we can replace, in a suitable sense, any ω-category
with a polygraph: the idea is to treat each non-geometric equation as arising from the
truncation of some higher-dimensional cell, in the sense of Definition 1.5, and try to
“invert” the truncation by adding enough cells.
This leads to the concept of polygraphic resolution, introduced by Me´tayer in [Me´t03].
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Definition 1.12. A map p : E → X of ω-categories is a trivial fibration if it satis-
fies the right-lifting property with respect to the set {∂Gn →֒ Gn}n∈N: that is, for all
commutative diagrams
∂Gn E
Gn X,
f
x
p
there exists a map x˜ : Gn → E making
∂Gn E
Gn X
f
x
px˜
commute. A trivial fibration is called a resolution if E is a polygraph.
The notion of resolution captures the intended meaning of “replacing equations with
higher cells”. First of all, p is necessarily surjective on cells of X. Moreover, if x = y
is a non-geometric equation of n-cells of X, then x = p(x˜), y = p(y˜) for some pair of
necessarily distinct n-cells of E; the unit (n+1)-cell εx, considered as a cell x→ y, will
then lift to an (n+ 1)-cell z : x˜→ y˜ of E.
Construction 1.13. Given an ω-category X, construct a polygraph RX, together with a
map ϕX : RX → X as follows. Let RX0 := X0, and ϕX,0 : RX0 → X0 be the identity.
Suppose RX(n) and ϕ
(n)
X : RX
(n) → X(n) have been defined. Let the set Gn+1(RX)
of (n+ 1)-generators of RX be
{(x, x−, x+) |x : ϕX,n(x−)→ ϕX,n(x+)} ⊆ Xn+1 ×RXn ×RXn,
with boundary functions ∂α(x, x−, x+) := xα. Then, define ϕX,n+1 to be the free exten-
sion of the first projection Gn+1(RX)→ Xn+1, (x, x−, x+) 7→ x to RXn+1.
By construction, ϕ : RX → X is a resolution of X.
Definition 1.14. For all ω-categories X, the map ϕX : RX → X is called the standard
resolution of X.
As shown in [Me´t03, Section 4], R can be extended to a functor ωCat→ Pol, where
Pol is the category whose objects are polygraphs, and maps f : X → Y are maps of
the underlying ω-categories that map generators to generators, that is, are induced by
sequences of functions {fn : Gn(X)→ Gn(Y )}n∈N. The functor R is right adjoint to the
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forgetful functor Pol → ωCat, and the standard resolution is in fact the counit of this
adjunction, shown to be monadic in [Me´t16].
In [LMW10], Lafont, Me´tayer, and Worytkiewicz incorporated the definition of trivial
fibrations into the wider context of a model structure on ωCat. In the model structure,
a trivial fibration is a particular weak equivalence, in the following sense.
Definition 1.15. Let X be an ω-category. The class of equivalences in X is defined
coinductively as follows: an n-cell f : x → x′ is an equivalence if there exists an n-cell
f¯ : x′ → x, and equivalence (n + 1)-cells e : f ∗n f¯ → εx, h : εx′ → f¯ ∗n f . If f is an
equivalence, then any n-cell f¯ satisfying the definition is called a weak inverse of f .
A map f : X → Y of ω-categories is a weak equivalence if, for all n-cells x, x′ of X
such that either n = 0, or n > 0 and ∂αx = ∂αx′, and for all (n+1)-cells y′ : f(x)→ f(x′)
of Y , there exists an (n+1)-cell y : x→ x′ of X and an equivalence ey : f(y)→ y′. Two
ω-categories X,Y are weakly equivalent if there exists a weak equivalence f : X → Y .
In this context, one obtains an elegant characterisation of polygraphs, parallel to the
characterisation of CW complexes in the Quillen-Serre model structure on topological
spaces, as shown by Me´tayer in [Me´t08].
Definition 1.16. An ω-category X is cofibrant if, for all trivial fibrations p : E → Y ,
and all maps f : X → Y , there exists a map f˜ : X → E making the following diagram
commute:
E
X Y .
f
p
f˜
Theorem 1.17. An ω-category X is cofibrant if and only if it admits the structure of a
polygraph.
Proof. This is [Me´t08, Theorem 7.4].
Being a trivial fibration, a resolution is a weak equivalence for the model structure,
in particular, for all X, the polygraph RX can be taken as a cofibrant replacement of X.
We will not delve much further into these aspects; we refer to [Rie09] for an introduction
to the general theory of model categories, and to the original source [LMW10] for more
details on this example.
We now have a notion of generalised space made of directed cells. However, we still
lack one fundamental feature of topological spaces: the ability to reason compositionally
— to assemble smaller spaces into a larger one, whose features depend on those of its
components, and the operations by which they have been put together. So far, we have
only used disjoint unions, analogous to their topological counterpart, and not particularly
interesting.
Loop-free polygraphs and the tensor product 13
Far more interesting is the product of topological spaces, on which several important
constructions rely. This has, indeed, a counterpart in ωCat, which is not the categorical
product — the latter we denote by X & Y , to avoid confusion: this is the ω-category
whose n-cells are pairs (x, y) of an n-cell of X, and an n-cell of Y , and all operations are
defined pointwise. It is, instead, a different, non-symmetric monoidal structure, which
we define in the next sections.
1.2 Loop-free polygraphs and the tensor product
The tensor product of ω-categories, variably called Crans-Gray or lax Gray tensor
product, has been approached in different ways in the literature.
Arguably, the simplest definition is obtained when ω-categories are defined as cubical
sets, rather than globular sets with structure; see [GM03] for a survey. In [AABS02], Al-
Agl, Brown, and Steiner proved that so-called cubical ω-categories with connections are
equivalent to globular ω-categories, yet the equivalence is non-trivial, and by working
directly in the cubical picture, one pays the price of simplicity in defining the tensor
product with complexity in handling redundant “thin cells”, see [Ste06]. A direct, yet
highly complex globular definition was given by Crans in [Cra95], and another, simplicial
in nature, by Verity in [Ver08].
Instead, we will follow Steiner’s [Ste04]: in brief, we will define a subcategory ADC↑
of ωCat on which the tensor product can be readily calculated, and such that any ω-
category is the colimit of a diagram in ADC↑; then extend the tensor product along
such colimits to the whole of ωCat.
The main point is that the tensor product can be calculated directly on those poly-
graphs that can be uniquely reconstructed from their (oriented) incidence poset, that
is, from the assignment, to each generator, of the set of generators lying in its input
and output boundary. Presentations of ω-categories in this style have been studied in
[Joh89, Pow91, Str91, Ste93, CS97b], among others.
In [KV91a], Kapranov and Voevodsky observed that the same information could
conveniently be encapsulated in a chain complex : replace the set of n-cells lying in the
boundary of an (n + 1)-cell with their sum in the free abelian group ZXn on the set of
all n-cells, the sign of each summand specifying whether the cell is in the input or in the
output boundary. This is the formalism adopted by Steiner, and the one we will use.
The tensor product of ω-categories has never been explicitly considered in relation
to polygraphs and higher-dimensional rewriting (although Me´tayer makes implicit use
of a special instance — a cylinder construction — in [Me´t03]). In this section, we
connect these strands of literature and fill in some gaps, working towards the main new
result, Theorem 1.35: the tensor product of two polygraphs X,Y is a polygraph, whose
n-generators are pairs of a k-generator of X and an (n−k)-generator of Y , for 0 ≤ k ≤ n.
Definition 1.18. Let X =
∐
n∈NXn be a finite graded set, dim(x) := n if x ∈ Xn. An
augmented directed complex (X, d) with basis X is a chain complex, bounded below, of
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free abelian groups
Z ZX0 . . . ZXn . . . ,
e d d d
n ∈ N.
A morphism f : (X, d)→ (Y, d) of augmented directed complexes is a morphism of chain
complexes such that f(NXn) ⊆ NYn for all n ∈ N. Augmented directed complexes and
their morphisms form a category ADC.
Construction 1.19. There is a functor P : ADC → ωCat, defined as follows. Given an
augmented directed complex (X, d), P (X, d) is the ω-category whose set of n-cells is
P (X, d)n := {(x−0 , x+0 , . . . , x−n−1, x+n−1, xn) |xαk ∈ NXk, exα0 = 1, and dxαk+1 = x+k − x−k },
where xαn := xn, boundary and unit operations are defined by
∂α(x−0 , x
+
0 , . . . , x
−
n−1, x
+
n−1, xn) := (x
−
0 , x
+
0 , . . . , x
−
n−2, x
+
n−2, x
α
n−1),
ε(x−0 , x
+
0 , . . . , x
−
n−1, x
+
n−1, xn) := (x
−
0 , x
+
0 , . . . , xn, xn, 0),
and k-composition is defined, for k-composable n-cells x = (x−0 , x
+
0 , . . . , x
−
n−1, x
+
n−1, xn)
and y = (y−0 , y
+
0 , . . . , y
−
n−1, y
+
n−1, yn), by
x ∗k y := (x−0 , y+0 , . . . , x−k−1, y+k−1, x−k + y−k , x+k + y+k , . . . , xn + yn).
It is straightforward to verify that P (X, d) satisfies the axioms of an ω-category. Moreover,
any morphism f : (X, d) → (Y, d) of augmented directed complexes induces a map
Pf : P (X, d)→ P (Y, d) of ω-categories, simply by
Pf(x−0 , x
+
0 , . . . , x
−
n−1, x
+
n−1, xn) := (f(x
−
0 ), f(x
+
0 ), . . . , f(x
−
n−1), f(x
+
n−1), f(xn)).
The idea, of course, is that xαk should be the sum of all k-dimensional generators
in the input or output k-boundary of an n-cell. Not all augmented directed complexes,
however, admit such a combinatorial interpretation: for instance, given a cell of P (X, d),
xα0 could be a sum of more than one element of X0, while any cell in a polygraph should
have a single generator in its input and output 0-boundary.
Nevertheless, by restricting to a full subcategory of ADC, we can make sure that
such situations do not arise, as will be described in what follows and defined in Definition
1.23.
Definition 1.20. Let X be a finite poset with order relation ≤. For all elements
x, y ∈ X, we say that y covers x if x < y and, for all y′ ∈ X, if x < y′ ≤ y, then y′ = y.
The directed graph HX with X as set of vertices, and an edge cy,x : y → x for all
pairs y, x such that y covers x, is called the Hasse diagram of X. We can reconstruct X
from HX by taking its transitive closure.
Given an augmented directed complex (X, d), we can make X into a poset — the
incidence poset of (X, d) — as follows.
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Definition 1.21. Let (X, d) be an augmented directed complex, and y ∈ ZXn; there
exist unique integers {my(x)}x∈Xn such that y =
∑
x∈Xn
my(x)x. Given an element
x ∈ Xn, we write x ∈ y if my(x) 6= 0.
Let HX be the following directed graph: the vertices of HX are the elements of X;
for all x, y ∈ X, there is an edge cy,x : y → x whenever x ∈ dy. The transitive closure of
HX defines an order relation on X, whose Hasse diagram is HX.
For all elements x ∈ ZXn, n > 0, there is a unique decomposition of the form
dx = d+x− d−x,
such that dαx ∈ NXn−1, α ∈ {+,−}, and for all generators y, if y ∈ dαx then y /∈ d−αx.
For all k < n, we also define
dαkx := (d
α . . . dα)︸ ︷︷ ︸
n−k
x.
Since dd = 0, we have d+(d+x) − d−(d+x) = d(d+x) = d(d−x) = d+(d−x) − d−(d−x);
by uniqueness of the decomposition, it follows that dα(d+x) = dα(d−x). By induction,
it is always the case that d(d+k x) = d(d
−
k x) = d
+
k−1x− d−k−1x.
We can add information about the decomposition of boundaries into input and output
to the Hasse diagram of X.
Definition 1.22. Let X be a finite poset. An orientation on X is a labelling of edges
of HX with elements of {+,−}, that is, a function o : HX1 → {+,−}, where HX1 is
the set of edges of HX.
Given an orientation o on X, we define a directed graph HXo as follows: the vertices
of HXo are the elements of X, and for all cy,x : y → x in HX,
• if o(cy,x) = +, there is an edge c+y,x : y → x in HXo;
• if o(cy,x) = −, there is an edge c−y,x : x→ y in HXo.
Definition 1.23. Let (X, d) be an augmented directed complex. If X is the incidence
poset of (X, d), it admits an orientation defined by o(cy,x) = + if x ∈ d+y, and o(cy,x) =
− if x ∈ d−y. We say that (X, d) is strongly loop-free if HXo is acyclic.
We say that (X, d) is unital if, for all x ∈ Xn,
〈x〉 := (d−0 x, d+0 x, . . . , d−n−1x, d+n−1x, x)
is an n-cell in P (X, d), or, equivalently, if, for all α, it holds that e(dα0x) = 1.
We write ADC↑ for the full subcategory of ADC on unital, strongly loop-free aug-
mented directed complexes.
This characterisation of loop-freeness is inspired by acyclic matchings in discrete
Morse theory, see [Koz08, Chapter 11]. The idea is that the orientation of boundaries
induces a “flow”, described by the graph HXo, on the generators of P (X, d): from
the input boundary of a cell, into the cell, into the output boundary. If X is strongly
loop-free, the flow never returns to a cell after leaving it.
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Example 1.24. All standard n-globes are strongly loop free. Let X be the incidence
poset of G2. The following are representations of the labelled Hasse diagram of X, of
the graph HXo, and of the flow induced on cells of G2:
⊤
1− 1+
0− 0+
− +
−
−
+
+
⊤
1− 1+
0− 0+,
0− 0+
1+
1−
⊤
, .
Theorem 1.25. Let P : ADC↑ → ωCat be the restriction of P to unital, strongly loop-
free augmented directed complexes. Then P is full and faithful. Moreover, for all objects
(X, d) of ADC↑, P (X, d) admits the structure of a polygraph whose set of n-dimensional
generators is {〈x〉 |x ∈ Xn}.
Proof. Follows from the results in [Ste04, Section 5].
Thus, we can treat ADC↑ as a full subcategory of ωCat, and say that a polygraph
X is loop-free if it belongs to it. We will freely employ notions defined for augmented
directed complexes, such as the incidence poset, when discussing loop-free polygraphs.
As shown in [Ste07b], loop-free polygraphs contain an important subcategory Θ,
whose objects are called simple ω-categories in [MZ01], and Batanin cells in [Joy97].
These can be described as follows. Let X be a finite set, together with a function
dim : X → N and a total ordering (x0, . . . , xm) of its elements, satisfying the following
conditions:
1. dim(x0) = dim(xm) = 0;
2. dim(xk+1) = dim(xk)± 1, for all k < m.
Then, X becomes a graded set with Xn := {x ∈ X |dim(x) = n}, and an augmented
directed complex (X, d) in the following way. Let ex = 1 for all x ∈ X0, and, if n > 0,
x ∈ Xn, and x = xk in the ordering, let
dx := xk+j − xk−i,
where i, j > 0 are chosen so that dim(xk+j) = dim(xk−i) = n−1, and for all i′ < i, j′ < j,
dim(xk+j′),dim(xk−i′) ≥ n. It is straightforward to check that (X, d) is well-defined,
unital and strongly loop-free; by construction, the total ordering of elements of X is the
transitive closure of the graph HXo.
Clearly, (X, d) is determined up to isomorphism by the sequence of natural numbers
(dim(xk))k≤m. In fact, by the properties of the sequence, it suffices to remember its
local minima and maxima: for instance, the sequence
(0, 1, 2, 3, 2, 3, 2, 1, 0, 1, 2, 1, 0)
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can be encoded as the sequence of alternating maxima and minima (3, 2, 3, 0, 2).
The elements of Θ can therefore be characterised by such sequences; they also admit
a number of alternative characterisations, in terms of planar trees, see [Bat98b], or
iterated wreath products, see [Ber07]. Their importance lies in the fact that they classify
compositions of an arbitrary number of cells in an ω-category, in the sense that maps
X → Y , where X is an object of Θ, are in bijection with composable diagrams of cells
of Y . In particular, a sequence (dim(xk))k≤m with p maxima, xi1 , . . . , xip , classifies a
composition of p cells, of dimensions dim(xij ), along the boundaries specified by the
local minima between each consecutive pair of local maxima.
Example 1.26. Consider the sequence (0, 1, 2, 1, 2, 1, 2, 1, 0, 1, 0, 1, 2, 1, 0), alternatively
encoded by its sequence of maxima and minima (2, 1, 2, 1, 2, 0, 1, 0, 2). We can depict the
corresponding loop-free polygraph as the pasting diagram
x0
x8 x10
x14
x7
x5
x3
x1
x9
x13
x11x2
x4
x6
x12
,
classifying the composition (x ∗2 x′ ∗2 x′′) ∗1 y ∗1 z, for composable 2-cells x, x′, x′′, z, and
1-cells y.
Remark 1.27. For all n > 0, the standard n-globe is a simple ω-category, the one encoded
by the sequence (0, 1, . . . , n, n− 1, . . . 0) with a global maximum at n.
Theorem 1.28. The inclusion of subcategories ı : Θ →֒ ωCat is dense, that is, each
ω-category X is the colimit of the projection functor ı/X → ωCat from the comma
category ı/X.
Proof. This is proved in [Ber02, Theorem 1.12].
Remark 1.29. In fact, Berger proved, more specifically, that ωCat is equivalent to the
category of presheaves Θop → Set satisfying a Segal-like condition; we refer to the source
for more details.
Since Θ is a full subcategory of ADC↑, it follows, a fortiori, that each ω-category X
is the colimit of a diagram of loop-free polygraphs. The reason for working with ADC↑
rather than Θ is the existence of the following monoidal structure, based on the tensor
product of chain complexes [May99, Section 12.3].
Definition 1.30. Let (X, d), (Y, d) be augmented directed complexes with bases X,Y .
The tensor product (X, d)⊗ (Y, d) of X and Y is the augmented directed complex (X ×
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Y, d) with basis X × Y , graded as
(X × Y )n :=
n∐
k=0
Xk × Yn−k,
so that Z(X × Y )n =
⊕n
k=0 ZXk ⊗ ZXn−k, whose boundary morphisms are defined, for
x ∈ ZXk, y ∈ ZYn−k, by
e(x⊗ y) := ex ey, n = k = 0,
d(x⊗ y) :=


dx⊗ y, n = k > 0,
x⊗ dy, n > k = 0,
dx⊗ y + (−1)dim(x)x⊗ dy, n > k > 0.
The tensor product extends to morphisms in the obvious way, to define a functorADC×
ADC → ADC, colimit-preserving separately in each variable. Together with the unit
(1, d) — the augmented directed complex with a single 0-dimensional basis element •,
and e• = 1 — it defines a monoidal structure on ADC.
Clearly, (X, d) ⊗ (Y, d) is unital when both (X, d) and (Y, d) are. The incidence
poset of (X, d)⊗ (Y, d) is just the product of incidence posets X × Y , and H(X × Y ) is
the cartesian product of the graphs HX and HY (this is not to be confused with the
categorical product; see [HS13, Section 2.6]). The graph H(X × Y )o is “almost” the
cartesian product of HXo and HY o, with the difference that copies of HY o in the fibres
{x} × HY o have reversed edges when x is odd-dimensional; this is acyclic when HXo
and HY o are.
Since (1, d) is unital and strongly loop-free, the tensor product restricts to a monoidal
structure on ADC↑. We are now ready to define the tensor product of ω-categories, as
in [Ste04, Section 7].
Definition 1.31. Let X, Y be ω-categories. The tensor product X ⊗ Y of X and Y is
defined, up to natural isomorphism, as the colimit in ωCat of the functor
P/X × P/Y ADC↑ ×ADC↑ ADC↑ ωCat,πX × πY ⊗ P
where πX , πY are projection functors from the comma categories P/X, P/Y .
The tensor product naturally extends to a functor ωCat× ωCat→ ωCat, colimit-
preserving separately in each variable. By Theorem 1.25 and Theorem 1.28, it determines
a monoidal structure on ωCat, extending the monoidal structure on ADC↑, whose unit
is 1, the terminal ω-category with a single 0-dimensional cell.
Since each ω-category can be seen as a presheaf Θop → Set, and the tensor product
preserves colimits, the monoidal structure is part of a biclosed monoidal structure on
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ωCat, in a standard way: that is, for all ω-categories X and Y , X⊸Y is defined as the
ω-category, unique up to isomorphism, such that
Hom(−,X⊸Y ) ≃ Hom(X ⊗−, Y ),
and similarly Y ›X is defined as the ω-category, unique up to isomorphism, such that
Hom(−, Y ›X) ≃ Hom(− ⊗X,Y ).
It remains to be shown that the tensor product of two polygraphs is still a polygraph.
Conceptually, this is completely analogous to the fact that the product of two CW
complexes X and Y has a canonical CW structure, whose n-generators are products of
a k-generator of X, and an (n− k)-generator of Y , for k ≤ n.
For technical purposes, it is convenient to expand the combinatorial notion of directed
cell used in the definition of polygraph.
Definition 1.32. A loop-free polygraph X is an n-globe if its incidence poset has a
greatest element ⊤ with dim(⊤) = n.
Let ∂X be the (n − 1)-skeleton of an n-globe X. Then X is obtained from ∂X by
gluing the n-cell ⊤ to ∂X, that is,
∂Gn Gn
∂X X
∂⊤ ⊤ (1.9)
is a pushout diagram in ωCat. Hence, in the definition of a polygraph X, we can as well
ask that, for all x ∈ Gn(Y ), there exist maps xˆ : Gx → Y , such that Gx is any n-globe,
xˆ(⊤) = x, and ∐
Gn(X)
∂Gx
∐
Gn(X)
Gx
X(n−1) X(n)
∐
Gn(X)
∂xˆ
∐
Gn(X)
xˆ
is a pushout diagram; by composing with the diagrams (1.9), we reobtain the original
definition.
Lemma 1.33. For all ω-categories X,Y , and n ∈ N,
(X ⊗ Y )(n) ≃ colimk≤m≤nX(k) ⊗ Y (m−k),
the colimit being over all inclusions X(i) ⊗ Y (j) →֒ X(i′) ⊗ Y (j′).
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Proof. This is true by definition for loop-free polygraphs. For general ω-categories X, the
n-skeleton of X is the colimit of the simple n-categories over X, hence also of the loop-
free n-polygraphs over X. In the diagram defining X⊗Y , the loop-free n-polygraphs are
precisely those of the form U⊗V for some loop-free k-polygraph U and (n−k)-polygraph
V . Since colimits commute, and are preserved by ⊗, we can factorise as required.
Remark 1.34. For all x ∈ X, y ∈ Y , we have εx ⊗ y = ε(x ⊗ y) = x ⊗ εy: this can be
verified directly for loop-free polygraphs, and carries over to general ω-categories since
they are colimits of diagrams of unit-preserving maps.
Therefore, from Lemma 1.33, we can deduce that if X is an n-category and Y an
m-category, then X ⊗ Y is an (n+m)-category.
Theorem 1.35. Let X,Y be polygraphs. Then X ⊗ Y is a polygraph, whose set of
n-generators, for all n ∈ N, is
Gn(X ⊗ Y ) =
n∐
k=0
Gk(X)×Gn−k(Y ).
Proof. The claim follows from the definition for loop-free polygraphs, and is obvious
for 0-polygraphs. It suffices, then, as an inductive step, to consider the extensions
(X ⊗ Y )(n−1) →֒ (X ⊗ Y )(n), for n > 0.
Using the fact that tensor products preserve colimits, for all k ≤ n, we have a diagram
∐
∂Gk ⊗Gn−k
∐
Gk ⊗Gn−k
∐
Gk ⊗ ∂Gn−k
X(k−1) ⊗ Y (n−k) X(k) ⊗ Y (n−k−1)X(k) ⊗ Y (n−k)
∐
∂x⊗ y
∐
x⊗ y ∐
x⊗ ∂y
,
(1.10)
where the coproducts are over x ∈ Gk(X), y ∈ Gn−k(Y ), and both squares are pushouts.
Now, the tensor products in the top row only involve loop-free polygraphs, so they can
be calculated directly.
In particular, Gk ⊗Gn−k is an n-globe, and it is easy to verify that ∂(Gk ⊗Gn−k) is
the join of ∂Gk ⊗Gn−k and Gk ⊗ ∂Gn−k as subobjects of Gk ⊗Gn−k. Hence, the maps
∂x⊗y and x⊗∂y induce a unique map from ∂(Gk⊗Gn−k) to the join of X(k−1)⊗Y (n−k)
and X(k) ⊗ Y (n−k−1) as subobjects of (X ⊗ Y )(n) — which is in in fact a subobject of
(X ⊗ Y )(n−1).
By considering the diagram composed of all diagrams (1.10) for k = 0, . . . , n, by
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Lemma 1.33 and commutation of colimits, we obtain a pushout square
n∐
k=0
∐
∂(Gk ⊗Gn−k)
n∐
k=0
∐
Gk ⊗Gn−k
(X ⊗ Y )(n−1) (X ⊗ Y )(n)
∐∐
∂(x⊗ y)
∐∐
x⊗ y
.
Since the Gk ⊗Gn−k are n-globes, this proves the claim.
1.3 From pasting diagrams to string diagrams
Besides disjoint unions and tensor products, another way of obtaining polygraphs from
polygraphs is by quotients. Given a polygraph X with set of generators G(X) =∐
n∈NGn(X), and an equivalence relation E on G(X), we can try to extend it to
cells of X, by retracing the syntactic construction of X: for all (x, x′) ∈ E, with
dim(x),dim(x′) ≤ n, let
(x, x′) ∈ E⋆ if dim(x) = dim(x′) = n,
(x, ǫ(εn−1x
′)) ∈ E⋆ if dim(x) = n,dim(x′) < n,
(ǫ(εn−1x), ǫ(εn−1x)) ∈ E⋆ if dim(x),dim(x′) < n,
then extend to k-composites involving x or x′, and so on.
This will define an actual equivalence relation on X in ωCat if and only if, at each
step, all relations (x, x′) ∈ E⋆ imposed on n-cells are such that (∂αx, ∂αx′) ∈ E⋆ in
Xn−1; in that case, we say that E is an equivalence relation on the polygraph X. Pairs
of equivalent cells then define a sub-ω-category E⋆ →֒ X &X.
Definition 1.36. Let E be an equivalence relation on a polygraph X. The quotient
X/E of X by E is the coequaliser in ωCat of
E⋆ X,
π1
π2
where π1, π2 are composites of E
⋆ →֒ X &X with the two projections.
The ω-category X/E is clearly still a polygraph, with set of generators G(X)/E, and
dim([x]) = min{dim(x) |x ∈ [x]}, for all equivalence classes [x] ∈ G(X)/E.
A particular case is that in which A →֒ X is a sub-polygraph, that is, an inclusion
in Pol, that is, a map of polygraphs induced by an inclusion G(A) ⊆ G(X) of their
generators; and E is the equivalence relation G(A)×G(A) (hence, E⋆ = A&A). In the
quotient of X by E, the sub-polygraph A is reduced to a single 0-cell. We introduce the
following special notation.
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Definition 1.37. Let X be a polygraph, A →֒ X a sub-polygraph. The quotient X/A
of X by A is the quotient of X by G(A) ×G(A).
By Theorem 1.35, if we want to calculate the tensor product of two polygraphs, it
suffices to calculate the tensor products of their generators. In practice, a good strategy
is the following. Given generators x ∈ G(X) and y ∈ G(Y ), let Ux →֒ X,Uy →֒ Y be
the smallest sub-polygraphs containing x and y, respectively. Then we can:
1. find loop-free n-globes Gx and Gy such that xˆ : Gx → Ux, yˆ : Gy → Uy are quotient
maps of polygraphs by equivalence relations Ex, Ey, respectively;
2. explicitly calculate Gx ⊗Gy in ADC↑;
3. quotient by Ex × Ey, to obtain a description of Ux ⊗ Uy = Ux⊗y.
In fact, the informal substitution of cells with loop-free globes is at the very essence of
the use of pasting diagrams in reasoning about higher categories.
Example 1.38. Let X be the 2-polygraph with the following presentation: X has a single
0-generator x, a single 1-generator a : x → x, and a single 2-generator m : a ∗1 a → a.
Picturing m as a pasting diagram, we would draw
x
x
x
a a
a
m
,
(1.11)
where the three occurrences of x and the three occurrences of a in the boundary of m
are drawn as spatially distinct objects. In fact, if we forget the labelling, we can relabel
the pasting diagram as a loop-free 2-globe
x1
x2
x3
a1 a2
a3
m1
;
(1.12)
the labels in diagram (1.11) indicate what identifications of cells are needed to obtain m
as a quotient.
Let us calculate the tensor product ~I ⊗X, where ~I := G1 is the “directed interval”,
that is, the standard 1-globe; we could directly calculate an expression for its 3-generator,
whose boundary contains all the others, but for this first example we will proceed step
by step. The 0-generators are just 0− ⊗ x and 0+ ⊗ x. There are three 1-generators:
⊤⊗ x : 0− ⊗ x→ 0+ ⊗ x, 0− ⊗ a, and 0+ ⊗ a.
To calculate an expression for the latter two, we can replace Ua with a standard
1-globe Ga, with the unique 1-cell a1 : x1 → x2. Then, in {0α} ⊗ Ga, we have a 1-cell
0α ⊗ a1 : 0α ⊗ x1 → 0α ⊗ x2; quotienting to ~I ⊗X, we find 0α ⊗ a : 0α ⊗ x→ 0α ⊗ x.
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The 2-generators are either products of a 0-generator and a 2-generator, or of two
1-generators. The former are of the form 0α ⊗m, for which we can replace Um with the
2-globe Gm of diagram (1.12); proceeding as before, we find 0
α⊗m : (0α⊗a)∗1(0α⊗a)→
(0α ⊗ a).
The latter only include ⊤ ⊗ a, for which we can calculate ~I ⊗ Ga. In terms of
augmented directed complexes, we find
d(⊤⊗ a1) = d⊤⊗ a1 −⊤⊗ da1 =
= 0+ ⊗ a1 − 0− ⊗ a1 −⊤⊗ x2 +⊤⊗ x1;
in the induced polygraph, ∂+〈⊤ ⊗ a1〉 is
(0− ⊗ x1, 0+ ⊗ x2,⊤ ⊗ x1 + 0+ ⊗ a1) =
= 〈⊤ ⊗ x1〉 ∗1 〈0+ ⊗ a1〉,
and ∂−〈⊤ ⊗ a1〉 is
(0− ⊗ x1, 0+ ⊗ x2, 0− ⊗ a1 +⊤⊗ x2) =
= 〈0− ⊗ a1〉 ∗1 〈⊤ ⊗ x2〉.
As a pasting diagram, this is
0−x1
0−x2
0+x1
0+x2
0−a1
⊤x2
⊤x1
0+a1
⊤a1
,
where we wrote xy for x⊗y. Passing to the quotient, we find ⊤⊗a : (0−⊗a)∗1 (⊤⊗x)→
(⊤ ⊗ x) ∗1 (0+ ⊗ a).
Finally, ~I ⊗X has a single 3-generator ⊤ ⊗m, for which we can calculate ~I ⊗Gm.
In the corresponding augmented directed complex,
d(⊤ ⊗m1) = d⊤⊗m1 −⊤⊗ dm1 =
= 0+ ⊗m1 − 0− ⊗m1 −⊤⊗ a3 +⊤⊗ a1 +⊤⊗ a2.
(1.13)
Then, in the induced polygraph, ∂+〈⊤ ⊗m1〉 is
(0− ⊗ x1, 0+ ⊗ x3, 0− ⊗ a1 + 0− ⊗ a2 +⊤⊗ x3,⊤⊗ x1 + 0+ ⊗ a3,
⊤⊗ a1 +⊤⊗ a2 + 0+ ⊗m1) =
= (ε〈0− ⊗ a1〉 ∗1 〈⊤ ⊗ a2〉) ∗2 (〈⊤ ⊗ a1〉 ∗1 ε〈0+ ⊗ a2〉) ∗2 (ε〈⊤ ⊗ x1〉 ∗1 〈0+ ⊗m1〉),
and ∂−〈⊤⊗m1〉 can similarly be calculated to be (〈0− ⊗m1〉 ∗1 ε〈⊤ ⊗ x3〉) ∗2 〈⊤⊗ a3〉.
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While from [Ste04, Section 5] it is possible to extract an algorithmic procedure to
calculate these expressions, it can be helpful, in low-dimensional cases, to consider the
pasting diagrams for the top-dimensional generators in the boundary of a cell, and reason
diagrammatically to understand how they fit together. In this case, knowing the shape
of the 2-generators in the output boundary of ⊤ ⊗m1 — which by equation (1.13) are
⊤⊗ a1,⊤ ⊗ a2, and 0+ ⊗m1 — we can reconstruct the pasting diagram
0−a1
0−a2
⊤x3
⊤x1
⊤x2
0+a1
0+a2
0+a3
⊤a1
⊤a2
0+m1
,
for ∂+(⊤ ⊗m1), where we omitted the labels of 0-cells to avoid clutter.
Passing to the quotient, we obtain the following picture for ⊤⊗m in pasting diagrams:
0−a
0−a
⊤x
⊤x
0−a
0+a
⊤a
0−m
⊤m
0−a
0−a
⊤x
⊤x
⊤x
0+a
0+a
0+a
⊤a
⊤a
0+m
.
(1.14)
In the remainder, we will omit such explicit calculations; in Chapter 2, we will see
how, in some common cases, it is possible to “guess”, by diagrammatical reasoning, the
shape of the tensor product of two cells.
A common way of eliminating loops, when picturing cells by pasting diagrams, is by
introducing “filler” cells, which are meant to be quotiented down to lower-dimensional
cells. For instance, a 2-cell y : εx → a, whose input is a 0-dimensional cell, can be
represented as a quotient of any of the following loop-free 2-globes:
x x
a
εx
y
, x x
x x
εx
εxεx
a
y
,
εx
εxεx
aεx εx
y
ε2x
εa
ε2x ε2x
.
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The first diagram is just a standard 2-globe. The second is a cubical cell; the pos-
sibility of transforming globes into cubes by introducing enough degenerate cells, and,
conversely, of using connections to transform cubes into “combinatorial globes”, where
non-degenerate n-cells only appear in the first n dimensions, is the basis of the equival-
ence theorem of [AABS02].
In the third diagram, we started from the second, cubical picture, and shrank it — it
appears as the smaller, central square in the diagram — by filling the surrounding space
with unit cells. Because of the combinatorial nature of pasting diagrams, the size of cells
does not have any intrinsic meaning, and because unit cells can be freely introduced
without affecting the quotient, it is clear that we can “fill all available space” with them.
In particular, in a 2-dimensional pasting diagram,
• any 2-dimensional cell can be shrunk to a point;
• any 1-dimensional cell can be expanded vertically, then shrunk horizontally to a
line;
• any 0-dimensional cell can be expanded to fill a region of the plane.
In this limit, we can picture the 2-cell y as a diagram
a
y
x
,
(1.15)
with the convention that points represent 2-dimensional cells, lines 1-dimensional cells,
and bounded regions of space 0-dimensional cells.
As another example, the 2-cell (1.11) becomes (labels omitted on the first diagram)
a
a a
m
x
x x
.
 (1.16)
If we are not interested in the specific 0-cells appearing in the diagram, but only in
what pairs are identified, we can encode the same information by using different colours
for different regions of the plane. For example, the loop-free 2-globe (1.12) can be
represented as the diagram
a3
a1 a2
m1
.
(1.17)
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Diagrams such as (1.15) and (1.17) are called string diagrams. Although they are
related to earlier, informal notations such as Petri nets [Sob10] and Feynman diagrams
[BP10], their popularisation as a general abstract notation is usually credited to Penrose
[Pen71], and their introduction in category theory to Kelly [Kel72]. Having been used
informally by category theorists for many years, they were first studied as a formal
language in its own right by Joyal and Street in [JS91].
Whereas pasting diagrams are closer to the intuition of the analogy between poly-
graphs and CW complexes, string diagrams can be better suited to a process-theoretic
interpretation of 2-categories, where a 2-cell y : a1 ∗1 . . . ∗1 an → b1 ∗1 . . . ∗1 bm is seen
as a process taking n objects of types a1, . . . , an as input, and outputting m objects of
types b1, . . . , bm; see for example [CK17, Chapter 3]. In fact, a good way of reading a
string diagram, in analogy with Feynman diagrams, is as a timeline of the evolution of
a number of objects — say, particles — where lines are the particles’ worldlines. For
example, diagram (1.15) represents the creation, at point y, of a particle of type a; and
diagram (1.17) represents the fusion, at point m1, of two particles of types a1 and a2
into a particle of type a3.
Moreover, as geometric objects, string diagrams can be seen as certain topological
graphs, with an orientation on their edges, and an embedding in the plane compatible
with the orientation [JS91]. Now, graphs have their own set of “natural” topological
moves, such as the bending of wires; and there are other topological moves associated
with the embedding of graphs into spaces other than the plane: for example, the braiding
of wires when the embedding is into a 3-dimensional manifold.
It turns out that many interesting classes of higher categories are characterised by the
fact that their set of cells is closed under certain topological moves on the corresponding
string diagrams, and various kinds of topological equivalences on the diagrams induce
equalities or equivalences of cells. A survey of such results is [Sel11b].
Added to the fact that graphs may be computationally better behaved for purposes
of automated rewriting — see for example [BGK+16] — this makes string diagrams
a powerful reasoning tool. We will employ them extensively in the rest of the thesis,
introducing various sets of rules as we need them.
Remark 1.39. There exist several formalisations of string diagrams as mathematical
objects, more or less restricted in purpose; the references already listed are a good
starting point.
A common statement is that string diagrams are “Poincare´ duals” of pasting dia-
grams. However, we find this slightly misleading, and prefer the intuition beneath our
informal “definition”, exemplified by diagram (1.16):
String diagrams are pasting diagrams filled up with unit cells.
The reason is that, while so far we have been dealing with “strict” unit cells, that are
to be quotiented down to a lower-dimensional cell, one often wants to work with “weak
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unit cells”, that represent lower-dimensional cells, yet whose elimination is non-trivial.
For instance, the non-trivial braidings of strings one obtains when reasoning with 3-
dimensional string diagrams are trivialised in the quotient when the “surrounding space”
is strictly degenerate, but not when it consists of weak units.
If string diagrams are just special pasting diagrams, it suffices to slightly adjust the
definition: instead of filling up with strict units, fill up with weak units. These weak
unit cells do not have any special, structural status: in particular, weak unit n-cells are
genuine n-dimensional cells, so the Poincare´ dual definition fails to generalise.
Rather, weak units are characterised by their properties, and these properties are
reflected in the intuitive use of the “surrounding space” of string diagrams. For example,
the possibility of arbitrarily decomposing the surrounding space into cells corresponds
to an idempotency property of units; and the fact that we can create and eliminate
space on the edges corresponds to a cancellability property. In fact, until one of these
properties is needed in a computation, we may as well treat the surrounding space as an
arbitrary cell. We will discuss this more in detail in Chapter 3.
Some operations on polygraphs have a simple effect on the string-diagrammatic rep-
resentations of their cells. For example, given the string diagram for a cell x of X, and
a sub-polygraph A →֒ X, in the string diagram for the quotient [x] of x in X/A all
generators in G(A) are merged together into a single-coloured region of the plane.
Example 1.40. Let X be the loop-free 2-globe (1.12), and let A be the sub-polygraph
Ua2 . The operation of quotienting X by A can be pictured as follows in string diagrams:
a3
a1 a2
m1
 
a3
a1 m1
.
Unlike the operations we have introduced so far, which have an undirected, topolo-
gical counterpart, the following only makes sense for directed cells. Let N+ := N− {0}.
Definition 1.41. Let X be an ω-category, S ⊆ N+. The S-opposite ω-category of X
is the ω-category Xop(S) so defined: for each n ∈ N, let Xop(S)n := {xop(S) |x ∈ Xn};
boundary and unit operations are defined, at each n-cell x of X, by
∂α(xop(S)) :=
{
(∂−αx)
op(S)
, n ∈ S,
(∂αx)op(S), n 6∈ S,
εxop(S) := (εx)op(S).
If x, y are n-cells of X, and k < n, then xop(S) ⊲k y
op(S) in Xop(S) if and only if either
y ⊲k x and k ∈ S, or x ⊲k y and k 6∈ S. In either case,
xop(S) ∗k yop(S) :=
{
(y ∗k x)op(S), k ∈ S,
(x ∗k y)op(S), k 6∈ S.
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For each S ⊆ N+, the assignment (−)op(S) extends to a functor ωCat→ ωCat, defined
by fop(S) : xop(S) 7→ f(x)op(S) for each map f : X → Y and cell x of X.
If S is a finite set {x1, . . . , xn}, let Xop(x1,...,xn) := Xop(S). We write Xop := Xop(1),
Xco := Xop(2), and X− := Xop(N
+).
Informally, Xop(S) is X with the direction of n-cells reversed, for all n ∈ S.
Proposition 1.42. Let X be an ω-category, S1, S2 ⊆ N+. Then (Xop(S1))op(S2) =
(Xop(S2))
op(S1)
= Xop(S) with S := (S1 ∪ S2)− (S1 ∩ S2). In particular, (Xop(S))op(S) =
Xop(∅) = X.
Proof. Obvious.
Proposition 1.43. Let X be a polygraph, S ⊆ N+. Then Xop(S) is a polygraph whose
set of n-generators is Gn(X)
op(S).
Proof. Simple induction on the syntactic definition of X, as in Construction 1.7.
While for arbitrary S, (−)op(S) does not interact with the tensor product in any
obvious manner, it does when S = N+.
Proposition 1.44. Let X, Y be ω-categories. Then (X ⊗ Y )− ≃ X− ⊗ Y −.
Proof. Let (X, d) be a loop-free polygraph, seen as an augmented directed complex.
Then (X, d)− = (X−, d), where X− := {x− |x ∈ X}, and, for all x ∈ Xn,
e(x−) := ex, n = 0,
d(x−) := −(dx)−, n > 0.
Let (Y, d) be another loop-free polygraph; we want to show that the assignment (x ⊗
y)− 7→ x− ⊗ y−, for all x ∈ X, y ∈ Y , defines an isomorphism ((X, d) ⊗ (Y, d))− ≃
(X−, d)⊗ (Y −, d).
When both dim(x) and dim(y) are 0, this is obviously well-defined. If dim(x) >
dim(y) = 0, then
d((x⊗ y)−) = −(dx⊗ y)− 7→
7→ −(dx)− ⊗ y− = d(x−)⊗ y− = d(x− ⊗ y−),
and similarly if dim(y) > dim(x) = 0. Finally, if dim(x),dim(y) > 0,
d((x⊗ y)−) = −(dx⊗ y + (−1)dim(x)x⊗ dy)− 7→
7→ −(dx)− ⊗ y− − (−1)dim(x)x− ⊗ (dy)− =
= d(x−)⊗ y− + (−1)dim(x)x⊗ d(y−) = d(x− ⊗ y−).
So (X ⊗ Y )− ≃ X− ⊗ Y − for all pairs of loop-free polygraphs. Since (−)− is an
invertible endofunctor, in particular it preserves colimits, so the isomorphism extends to
tensor products of arbitrary ω-categories.
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In string diagrams, the operations X 7→ Xop,Xco become horizontal and vertical
reflection, respectively.
Example 1.45. Let X be the loop-free 2-globe (1.12). The following are representations
of X, Xop, Xco, and Xop co = X− in string diagrams:
a3
a1 a2
m1 op
co
a3
a1a2
m1
co
a3
a1 a2
m1 op
a3
a1a2
m1
.
Together with disjoint unions, tensor products and quotients, opposites complete our
elementary toolkit of polygraph-building operations. In the next chapter, we will put it
to use in one of the traditional areas of application of category theory, universal algebra;
and learn to recognise what tensor products look like in string diagrams.

Chapter 2
Interacting algebraic theories
In this chapter:
⊲ We give a brief overview of categorical universal algebra from a higher-dimensional
point of view, centred on the notion of PRO and on its variants. We present
some basic algebraic theories, and touch on connections with higher algebra and
rewriting theory. — Section 2.1
⊲ Starting from the observation that “directed cylinders” capture in great general-
ity the notion of homomorphism of algebras, we show how to construct algebraic
theories compositionally, using the operations described in Chapter 1. Theories
assembled with tensor products come automatically with higher-dimensional co-
herence cells. — Section 2.2
⊲ We define a smash product operation for pointed ω-categories, and show that it
is related to certain interactions of algebraic theories, leading for instance to the
theory of bialgebras, yet fails to capture them faithfully, due to a degeneracy in
the combinatorics of ω-categories. — Section 2.3
2.1 Higher categories and universal algebra
To a first approximation, an algebraic theory is a mathematical object described by
• a collection of basic finitary operations f that take n objects as input, and output
m objects;
• axioms imposing the identity of certain composites of the operations.
In logical terms, this corresponds to a first-order theory over a signature containing only
finitary function symbols, whose axioms are all identities, universally quantified over
their variables. The class of structures axiomatised by such a theory is called a variety,
and is the primary object of study of universal algebra.
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Recalling the process-theoretic interpretation of 2-categories that we mentioned in
the previous chapter, in relation to string diagrams, we see that the same information
can be given in the following form.
Definition 2.1. The oriented 1-sphere is the 1-polygraph ~S1 with a single 0-generator
•, and a single 1-generator a : • → •.
Let X be a 2-category. Then X is a PRO if X(1) ≃ ~S1. A presentation of X is a
polygraph X ′ such that X ≃ τ≤2X ′.
If X, Y are PROs, with 1-generators aX , aY , a map f : X → Y is a map of
2-categories such that f(aX) = aY . PROs and their maps form a category PRO.
The translation between algebraic theories and PROs is the following. If X is a PRO,
then each 1-cell of X is uniquely of the form
[0] := ε • or [n] := a ∗1 . . . ∗1 a︸ ︷︷ ︸
n
, n > 0.
Then, given a presentation X ′ of X, we can interpret each 2-generator f : [n] → [m]
of X ′ as a basic operation with n-ary input, and m-ary output, and each 3-generator
e : f1 → f2 of X ′ as an axiom f1 = f2 between composites of basic operations. Because
X = τ≤2X
′, any such relation becomes an equality in X, and any non-geometric equality
in X is induced by such an axiom.
We will employ the two viewpoints interchangeably; when we say that a PRO X is
presented by certain 2-generators and axioms {fi = gi}i∈I , we mean that the 3-polygraph
with 3-generators {ei : fi → gi}i∈I , or equivalently {e¯i : gi → fi}i∈I , is a presentation of
X.
Proposition 2.2. Every PRO has a presentation.
Proof. If X is a PRO, we have by definition a polygraphic structure on X(1). We
can extend this to a polygraphic resolution of X, as in Construction 1.13; we obtain a
polygraphX ′ such thatX is weakly equivalent to τ≤2X
′. But a weak equivalence between
2-categories is a bijection on 2-cells, and by construction we also have an isomorphism
of 1-skeleta; thus, X is actually isomorphic to τ≤2X
′, and X ′ is a presentation of X.
While the traditional logical foundations of universal algebra presuppose a strict
dichotomy between syntax, the theory, and semantics, the models, the category-theoretic
formulation internalises it, transforming it into a simpler dichotomy between domain and
codomain.
Definition 2.3. Let X be a PRO. A model of X in the ω-category Y , also called an
X-algebra, is a map X → Y .
Foundations permitting, we reobtain the set-theoretic notion of model when Y is
the 2-category Set× with a single 0-cell, whose 1-cells are finite sequences (A1, . . . , An)
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of sets, picked from a suitably small “set of sets”, with concatenation of sequences
as 1-composition, and whose 2-cells f : (A1, . . . , An) → (B1, . . . , Bm) are functions
f : A1 × . . .×An → B1 × . . . ×Bm.
When one is only interested in set-theoretic models, where operations are interpreted
as functions, an operation f with m-ary output is, of course, the same as m operations
f1, . . . , fm with unary output; the same holds for models in all 2-category Y where, like
in Set×, 1-composition is the categorical product in a 1-category. We rephrase this more
precisely.
Construction 2.4. Given an ω-category Y , and 0-cells x, y of Y , there is an ω-category
Y (x, y) whose 0-cells ⌊a⌋ are 1-cells a : x → y of Y , 1-cells ⌊f⌋ : ⌊a⌋ → ⌊b⌋ are 2-cells
f : a → b of Y , and so on; composition is defined by ⌊w⌋ ∗n ⌊z⌋ = ⌊w ∗n+1 z⌋, when
w ⊲n+1 z in Y . When Y is an n-category, Y (x, y) is an (n− 1)-category.
Then, if Y is a 2-category with a single 1-cell •, when we say that 1-composition is
a categorical product in Y , we mean that
1. ε• is terminal in the 1-category Y (•, •), and
2. for all 1-cells a, b of Y , if da : a→ ε•, db : b→ ε• are the unique 2-cells from a, b to
ε• in Y , then εa ∗1 db : a ∗1 b→ a and da ∗1 εb : a ∗1 b→ b form a product diagram
in Y (•, •).
We can demand that this hold already in the PRO X. This was, in fact, a requirement
in the first formulation of categorical universal algebra, given in Lawvere’s PhD thesis
[Law63]; the following is equivalent to Lawvere’s definition.
Definition 2.5. Let X be a PRO. X is a Lawvere theory if its 1-composition is a
categorical product. We write Law for the subcategory of PRO whose objects are
Lawvere theories, and maps f : X → Y induce product-preserving maps X(•, •) →
Y (•, •).
By a well-known criterion for monoidal structures to be cartesian [HV, Theorem
4.31], Lawvere theories can be characterised algebraically among PROs, as the ones that
contain 2-cells
a a
s
,
(swap)
a a
a
c
,
(copy)
a
d
,
(discard)
satisfying the axioms (all labels left implicit)
=
sym
,
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=
uncoL
,
=
uncoR
,
and, for all 2-cells f : [n]→ [m] of X, including s, c, and d themselves,
f
=
nat
f
s
f
,
f
=
nat
f
d
,
(2.1)
f
=
nat
f
c f f
,
(2.2)
where the thinner, lighter lines and points indicate the repetition of a pattern for a
suitable number of times, in this case n times in the input, and m times in the output
of f (see [KMS14] for a more formal version of string diagrams with repeated patterns).
To obtain an intuition about these, it is useful to think about their intended inter-
pretations in Set×, where, for some set A,
s : A×A→ A×A, (x, y) 7→ (y, x),
c : A→ A×A, x 7→ (x, x),
d : A→ {∗}, x 7→ ∗.
We have just defined an important example of an algebraic theory.
Definition 2.6. The theory of cocommutative comonoids CMonco is the Lawvere theory
presented by the 2-generators s, c, d, and the axioms sym, uncoL , un
co
R and {natfg | f, g =
s, c, d}.
If X, Y are Lawvere theories, and f : X → Y is a map of PROs, an equivalent
condition for f to be a map of Lawvere theories is that f send the swap, copy and
discard 2-cells of X to those of Y . It follows that CMonco is the initial object of Law.
We can prove a couple of derived equations of this theory diagrammatically, as an
example:
=
uncoR
=
natcc
=
uncoL
,
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=
unco
L
,
unco
R
=
natcc
=
unco
L
,
unco
R
.
The latter is a dual form of the Eckmann-Hilton argument, that a pair of monoids
satisfying an interchange equation collapses to a single commutative monoid [EH62].
An intermediate notion between a PRO and a Lawvere theory is obtained when only
the swap generator, and related axioms, are kept.
Definition 2.7. A PROP is a PRO X together with a distinguished swap 2-cell s :
[2]→ [2], satisfying the axioms sym and {natfs | f ∈ X2}.
We write PROP for the category whose objects are PROPs, and maps f : X → Y
send the swap cell of X to the swap cell of Y .
Any Lawvere theory is a PROP with its swap cell. The initial object of PROP
is Sym, the PROP presented by the 2-generator s and the axioms sym, natss. This is
equivalent to the PROP of permutations, whose 2-cells are of the form σ : [n]→ [n] for
some n ∈ N, and permutation σ ∈ Sn, the group of permutations of n elements. Because
every PROP X contains Sym, for all n,m ∈ N, the group Sn acts from the left, and Sm
acts from the right by 2-composition on X([n], [m]).
The string diagrams for a PROP X can be seen as topological graphs with an im-
mersion, rather than an embedding, into the plane. The interpretation of a cell depends
both on the graph structure, and the choice of immersion: hence, while σ ∗2 f ∗2 τ and
f have the same underlying graph for all f : [n]→ [m], all σ ∈ Sn, and all τ ∈ Sm, in a
model they can be mapped to different cells.
A still weaker notion is obtained when permutation groups are replaced by braid
groups.
Definition 2.8. A PROB is a PRO X together with distinguished braiding 2-cells
a a
b
, aa
b¯
,
satisfying the axioms, for all 2-cells f : [n]→ [m] (labels left implicit),
=
rei2
=
rei′2
,
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f
=
nat
f
b,L
f
,
f
=
nat
f
b,R
f
.
(2.3)
We write PROB for the category whose objects are PROBs, and maps f : X → Y send
the braiding cells of X to the braiding cells of Y .
The swap map of a PROP satisfies the axioms of a braiding with b = b¯; therefore,
there is an inclusion of categories PROP →֒ PROB, and both come with forgetful
functors to PRO.
Let rei3 := nat
b
b,L = nat
b
b,R, that is,
=
rei3
.
The initial PROB is Brd, the PROB presented by the 2-generators b, b¯ and the axioms
rei2, rei
′
2, rei3. These axioms are known in knot theory as the second and third Re-
idemeister moves; we refer to [KT08], or any other monograph on the subject, for more
details. The third Reidemeister move rei3 is also known in physics as the Yang-Baxter
equation [PAY06]. The string diagrams for a PROB can be seen as topological graphs
embedded into 3-dimensional space, then projected onto a plane.
The following are some basic duality results.
Proposition 2.9. Let X be a PRO. Then:
(a) Xop and Xco are both PROs, and they are PROBs or PROPs if and only if X is;
(b) Xop is a Lawvere theory if and only if X is.
Proof. The first point is obvious for PROs, and follows for PROBs and PROPs from
the fact that Brd and Sym are self-dual in both senses. The second point follows from
CMonco being isomorphic to CMonco op, but not to CMon.
So, every time we define an algebraic theory X, we obtain three more by duality.
Definition 2.10. The theory of commutative monoids is the PROP CMon, the 2-
opposite of CMonco.
The theory of comonoids is the sub-PRO Monco of CMonco, whose 2-generators are
c and d, satisfying the axioms uncoL , un
co
R , and
=
asco
.
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The theory of monoids is its 2-opposite Mon. Because of its importance, we name its
2-generators:
a a
a
m
,
(multiplication)
a
u
.
(unit)
If X, Y are two PROs, we can form their union X ⊎ Y , as the pushout
~S1 X
Y X ⊎ Y
in ωCat; by construction, X ⊎ Y is still a PRO. Given presentations X ′ of X, and Y ′ of
Y , X ⊎ Y is presented by the disjoint union of the generators and axioms of X ′ and Y ′.
The theory of Frobenius algebras is the PRO Frob obtained as a quotient of Mon⊎Monco
by the additional axioms
=
frobL
,
=
frobR
.
(2.4)
The theory SFrob of special Frobenius algebras has the further axiom
=
spec
.
These have PROP analogues CFrob and SCFrob, based on CMon ⊎ CMonco.
Remark 2.11. The theories of monoids, comonoids and Frobenius algebras have a useful
alternative presentation, — the “spider” presentation, in the terminology of [CD08]. For
Frobenius algebras, this has infinite generators of the form smn : [n]→ [m], for m,n ∈ N,
and axioms s11 = εa and, for all s
m
n , s
q
p,
smn
sq1
=
cuta
sm
′
n′
,
smn
sqp
=
cutb
sm
′
n′
,
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sqp
s1n
=
cutc
sm
′
n′
,
sqp
smn
=
cutd
sm
′
n′
,
where n′ = n+ p− 1, and m′ = m+ q− 1. By restricting to 2-generators of the form s1n
or sm1 , one obtains presentations of Mon and Mon
co, respectively.
For special Frobenius algebras, we allow more than one shared edge on the left hand
side of a cut axiom, for example
smn
sqp
=
sm
′
n′
;
(2.5)
while for commutative monoids, comonoids, Frobenius algebras, we add axioms
smn
=
smn
,
smn
=
smn
,
and in this case, any of the cut axioms implies all the others.
The PROP of commutative Frobenius algebras is equivalent to the PROP of 2-
cobordisms, in terms of which 2-dimensional topological quantum field theories are
defined; see [Koc03] for a review of the subject.
A rich strand of categorical universal algebra, that we have not addressed so far, is
based on monads, instead of PROs, as embodiments of algebraic theories.
There is no clear hierarchy of generality between the two: on the one hand, the
theory of monads on suitably small categories can be internalised in the framework of
PROs, since monads are models of Mon in the 2-category Cat of categories, functors
and natural transformations. On the other hand, if monads are taken as an “external”,
fundamental notion, the same information contained in a PRO can be encoded as a
monad in a certain bicategory, as shown in [Lac04]. We will say a little more about this
in Section 2.2.
Another strand is based on operads, see for example [MSS07]. However, it is not
our goal to give an exhaustive survey of categorical approaches to universal algebra; for
that, we refer to better-suited sources such as [HP07, Mar08, BMW12].
One advantage of the PRO framework over others is that the condition that a PRO be
a 2-category is a forced one to begin with; to obtain a higher-dimensional generalisation,
it suffices to remove it.
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Definition 2.12. An ωPRO is an ω-category X such that X(1) ≃ ~S1. If X, Y are
ωPROs, with 1-generators aX , aY , a map f : X → Y is a map of ω-categories such that
f(aX) = aY .
In ωPROs, identities between 2-cells can be replaced with 3-cells, which in turn can
have 4-cells between them, and so on; presentations of PROs are a particular example
of ωPROs. There are at least two areas of mathematics where this is of interest.
1. In higher algebra, the focus is on algebras arising in homotopy theory, or more
generally in categories with weak equivalences, so all axioms are required to hold
not exactly, but “up to higher homotopies”; [Sta70, BV73] are seminal works, and
[Lur] is a recent, extensive development of the subject. In this case, the higher
cells that replace identities are usually equivalences; it is then common to speak of
pseudo-algebras. A key word in this field is coherence: roughly, the possibility of
“strictifying” some, or all of the equivalences of a pseudo-algebra to identities of
another pseudo-algebra which is equivalent to the original one in a suitable sense.
See [ML76, Section 5] for an early historical overview of coherence problems.
2. In higher-dimensional rewriting theory, the focus is on computational properties of
presentations of algebraic theories, such as the possibility of effectively determining
whether two operations, expressed as formal composites of basic operations, are
equal — a higher-dimensional version of the classical word problem for monoids.
This is the application for which polygraphs were (re)invented in [Bur93]; see
[Mim14] for a more recent overview. The higher cells that replace identities are
not equivalences, and are interpreted as rewrites, then rewrites of rewrites, and
so on; one speaks, sometimes, of lax algebras. The key words are confluence,
termination, convergence, normal form; see [GM09, Section 1.2] for their definition
in the framework of polygraphs.
The two are not unrelated: for instance, coherence problems for pseudo-algebras can in
some cases be solved by reducing them to word problems, see for example [Mel03].
The definition of higher algebraic theories is often a product of “categorification”
[BD98a], a kind of reverse-engineering: one takes an algebraic theory, and makes an
informed guess of what higher-dimensional cells its identities may come from. While
there are known ways of finding obstructions to convergence of a given presentation,
such as the analysis of its critical pairs, which can suggest what higher cells need to be
introduced, with coherence the issue can be more subtle; not having canonical higher-
dimensional cells to start with, one is reduced to an unsystematic, case-by-case analysis.
Furthermore, direct calculations with higher-dimensional cells can be unwieldy, although
in recent times computational aids, such as the Globular proof assistant [BKV16], have
been developed.
In the next sections, we will show a potential pathway to improving this situation: by
building up higher algebraic theories from simpler ones, using the operations introduced
in Chapter 1, we automatically obtain a selection of higher-dimensional generators.
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2.2 Homomorphisms, sliding rules and tensor products
Note. This section and the following are partially based on material previously
published in [Had17].
Algebraic theories come with a notion of homomorphism, a “structure-preserving map”,
such that algebras and their homomorphisms form a category. In the PRO framework,
an X-algebra in Y is simply a map f : X → Y ; thus, by the biclosed structure of ωCat,
there are two obvious candidates for an ω-category of X-algebras in Y :
X⊸Y and Y ›X.
They both come with “forgetful” maps to Y , in the first case
X⊸Y ≃ 1⊗ (X⊸Y ) X ⊗ (X⊸Y ) Y ,• ⊗ id
eRX,Y
where eRX,Y is the canonical evaluation map; the second case is analogous.
Let us consider Y › X. A 1-cell in Y › X — one candidate for an X-algebra
homomorphism — corresponds to a map ~I → Y ›X, which in turn corresponds to a
map ~I ⊗X → Y . In the other case, homomorphisms correspond to maps X ⊗ ~I → Y .
Remark 2.13. Continuing the parallel between polygraphs and topological spaces, a
homomorphism of X-algebras, in any of the two versions, is the directed analogue of a
homotopy of maps X → Y .
In other words, to understand these notions of homomorphism, it suffices to under-
stand the following.
Definition 2.14. Let X be an ω-category. The left cylinder and right cylinder of X
are the ω-categories ~I ⊗X and X ⊗ ~I, respectively.
Their structure can be intuitively understood as follows: ~I⊗X contains two copies of
X, {0−}⊗X and {0+}⊗X; for all n-cells x of X, it contains an (n+1)-cell ⊤⊗x, which
has 0− ⊗ x in its input boundary, and 0+ ⊗ x in its output boundary — it “mediates”
between the two copies at the n-dimensional level. The right cylinder is only slightly
more complicated, because the direction of the (n + 1)-cells x ⊗ ⊤ with respect to the
x⊗ 0α alternates with the dimension of x.
In the literature on PROs and Lawvere theories [Lac04, HP07], a more restrictive
notion of homomorphism is usually considered, where models in Y are “located” on the
same 0-cell of Y , and the mediating 1-cell is a unit. These correspond to the following
constructions.
Definition 2.15. Let X be an ωPRO. The reduced left cylinder and right cylinder of
X are the quotient ω-categories ~I ⊗X/~I ⊗ {•} and X ⊗ ~I/{•} ⊗ ~I , respectively.
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In fact, we have already explicitly calculated a left cylinder in Example 1.38. Gener-
alising the calculation to the presentation of a PRO X with 2-generators f : [n]→ [m],
we can picture the 3-cells ⊤⊗ f as
⊤a
⊤a
0−f
⊤a
⊤a
0+f
,
⊤f
(2.6)
where the grey region corresponds to 0− ⊗ • and the yellow region to 0+ ⊗ •. In this
case, because a is the only odd-dimensional generator of X, in the right cylinder only
a⊗⊤ swaps directions, so f ⊗⊤ can be pictured as
a⊤
a⊤
f0−
a⊤
a⊤
f0+
.
f⊤
(2.7)
Pictures for reduced cylinders are then easily obtained my merging regions: the quotient
of ⊤⊗ f in the reduced left cylinder, for example, is
⊤a
⊤a
0−f
⊤a
⊤a
0+f
.
⊤f
The cells (2.6) and (2.7) are examples of sliding rules: cells that, pictured in string
diagrams, can be interpreted as “sliding” a diagram past the boundary between two
regions of the plane.
Another way of understanding these pictures is through the following 3-dimensional
representation, shown in the case f : [2]→ [1], which is meant to convey the intuition of
the product of a 2-dimensional string diagram and the “1-dimensional string diagram”
corresponding to ⊤ : 0− → 0+:
front faces
(input boundary)
back faces
(output boundary)
.
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In [HM16], Hinze and Marsden gave a survey of string-diagrammatic reasoning in
2-category theory, where sliding rules are omnipresent, associated to various sorts of
“naturality” conditions. We can reinterpret this as an abundance of cylinders, or tensor
products in general; that is, we can see the tensor product of ω-categories as the meeting
point of the algebraic notion of naturality, or structure-preserving morphism, and its
topological correlate, the sliding rules.
Example 2.16. The two notions of homomorphism of monads, that is, left and right
cylinders ~I⊗Mon, Mon⊗~I in the 2-category Cat, correspond to the notions, respectively,
of Kleisli law and Eilenberg-Moore law between two monads. As shown in [HM16, Section
4], it is possible to recover the notion of Eilenberg-Moore algebra for a monad T on the
category C as an Eilenberg-Moore law between T and the identity monad on the terminal
category.
Some of the axioms of PROs that we have already encountered can be reinterpreted
as sliding rules: most obviously, natfb,L in diagram (2.3) is obtained from the cell ⊤⊗ f ,
diagram (2.6), by the quotient defined by
0α ⊗ x 7→ x, for all cells x, and α ∈ {+,−},
⊤⊗ • 7→ a,
⊤⊗ a 7→ b;
the same goes for natfs , replacing b with s. Similarly, nat
f
b,R can be obtained from f⊗⊤,
diagram (2.7).
This suggests that we can use tensor products together with quotients to construct
axioms for algebraic theories.
Example 2.17. For 0 ≤ k ≤ n, the polygraph
n⊗
~S1 := ~S1 ⊗ . . .⊗ ~S1︸ ︷︷ ︸
n
has
(
n
k
)
k-dimensional generators, corresponding to all possible tensor products of k
copies of a and (n− k) copies of •. Because ~S1 ≃ (~S1)op, we have in this particular case
well-defined “permutation maps” σ :
⊗n ~S1 →⊗n ~S1, sending a generator x1⊗ . . .⊗xn
to xσ(1) ⊗ . . .⊗ xσ(n), for some permutation σ.
Let (
⊗n ~S1)P be the coequaliser of all permutations; this is a polygraph with a single
k-dimensional generator ak for all k ≤ n. Clearly, (
⊗n ~S1)P is an ωPRO. Moreover, for
all k ≤ n, the k-skeleton of (⊗n ~S1)P is isomorphic to (⊗k ~S1)P , so we can define an
ωPRO (
⊗∞ ~S1)P as the colimit of the sequence of inclusions of n-skeleta (⊗n ~S1)P →֒
(
⊗n+1 ~S1)P .
Let us examine the low-dimensional generators of (
⊗∞ ~S1)P . The 2-dimensional
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generator is a cell a2 : a ∗1 a→ a ∗1 a, which we picture as a braiding:
.
The 3-dimensional generator is a cell
,
a3
which can be seen as a presentation of the axiom natbb of Brd, that is, the third Re-
idemeister move. The 4-dimensional generator can be pictured as follows:
.
a4
This is a presentation of the so-called Zamolodchikov tetrahedron equation; see for ex-
ample [KV94, BC04]. From the point of view of rewriting theory, this can be seen as
a coherence condition between different sequences of rei3 moves; however, through the
interface with the topology of braids given by string diagrams, it can also be seen as a
combinatorial presentation of an isotopy of surfaces. The higher-dimensional generators
give further coherences, or further isotopies.
Example 2.18. In general, given a number of ωPROs X1, . . . ,Xn, their tensor product
comes with an inclusion
⊗n ~S1 →֒ ⊗ni=1Xi; we can then define (⊗ni=1Xi)P to be the
pushout ⊗n ~S1 ⊗ni=1Xi
(
⊗n ~S1)P (⊗ni=1Xi)P
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in ωCat. Because the 1-skeleton of (
⊗n ~S1)P is isomorphic to ~S1, it follows that
(
⊗n
i=1Xi)P is an ωPRO.
When X is a PROB, it actually comes with a map (~S1 ⊗ ~S1)P → X, sending a2 to
the braiding cell of X, which can be pre-composed to obtain a map ~S1⊗ ~S1 → X. Then,
X⊗Y comes with a map⊗4 ~S1 → X⊗Y , and we can take (X⊗Y )P,2 to be its pushout
along the quotient
⊗4 ~S1 → (⊗4 ~S1)P . This has the effect of identifying the braiding
cells of X and Y ; it is then easy to verify that the 2-truncation of (X ⊗ Y )P,2 is itself a
PROB. When either X or Y is a PROP, (X ⊗ Y )P,2 also is.
To obtain a presentation of Brd from (
⊗n ~S1)P , for n ≥ 3, it suffices to add an
inverse for the 2-dimensional generator. We can obtain this as a particular instance of
a general procedure for turning a cell into an equivalence.
In the following, when we speak of “attaching an n-cell x : x− → x+ to an ω-category
X”, we mean taking the pushout
∂Gn Gn
X X ′
∂x x
in ωCat, where ∂x((n − 1)α) := xα.
Construction 2.19. Let X be an ω-category, and C a set of non-degenerate cells of X.
We define X{C−1} to be the ω-category obtained from X by attaching consecutively,
for all x : x− → x+ in C, with dim(x) = n,
1. an n-cell x−1 : x+ → x−;
2. a pair of (n+ 1)-cells, e(x) : x ∗n x−1 → εx−, h(x) : εx+ → x−1 ∗n x.
Then, we define a sequence {Xn →֒ Xn+1}n∈N of inclusions of ω-categories, as follows.
Let X0 := X, C0 := C; then, for all n > 0,
Xn := Xn−1{C−1n−1},
Cn := {e(x), h(x) |x ∈ Cn−1}.
We define X[C−1] to be the colimit of this sequence. By construction, all cells in C are
equivalences in X[C−1].
When C = {x} for some cell x, we write X[x−1] for X[C−1].
Remark 2.20. If X is a polygraph and C a set of generators, then X[C−1] is still a
polygraph, with an infinite set of additional generators
C−10 +
∐
n>0
(Cn + C
−1
n ),
where C−1n := {x−1 |x ∈ Cn}.
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Remark 2.21. We can define the “standard n-equivalence” Eqn to be the polygraph
Gn[⊤−1], obtained from the standard n-globe by weakly inverting its n-dimensional
generator; equivalence n-cells in an ω-category X are in bijection with maps Eqn → X.
Then, we can alternatively obtain X[C−1] in a single step as the pushout of ω-categories
∐
x∈C
Gdim(x)
∐
x∈C
Eqdim(x)
X X[C−1].
∐
x∈C
x
Proposition 2.22. For all n ≥ 3, (⊗n ~S1)P [a−12 ] is a presentation of Brd.
Thus, we have a first example of a compositional reconstruction of an algebraic theory
— a simple one, but the point of interest is the inductive, natively higher-dimensional
character: there is no reason why we should truncate at the 2-dimensional level. By
weakly inverting any cell that needs to be an equivalence after tensoring with each
copy of ~S1, and before quotienting, we can obtain pseudo-versions of Brd that also
include coherence cell between the second and third Reidemeister move, and their higher-
dimensional analogues.
The case of cylinders of homomorphisms invites us to reconsider the boundaries of
an algebraic theory: while ~I ⊗ X, X ⊗ ~I are not ωPROs, their models still have a
clear algebraic interpretation. It is worth, then, to also consider constructions that yield
“multi-sorted” theories (more than one 1-cell), or “multi-coloured” theories (more than
one 0-cell).
Example 2.23. When X and Y are PROs, X ⊗ Y contains a copy of X and a copy
of Y (let x := x ⊗ •, y := • ⊗ y) together with an additional braiding-like generator
b := aX ⊗ aY : aY ∗1 aX → aX ∗1 aY , and “half-braiding” cells of the same shape as
natfb,R, diagram (2.3), for all 2-cells f of X, and nat
g
b,L for all 2-cells g of Y .
In the particular case X = Y = Mon, models of Mon ⊗ Mon in Cat are pairs of
monads together with a distributive law [Bec69]. The main point is that the axioms of
Mon⊗Mon are the minimal conditions ensuring that
b
mX mY
,
uX uY
satisfy the equations for the multiplication and unit operations of a monoid; thus, a
distributive law in Cat corresponds to a way of composing two monads and obtaining
another monad.
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Lack’s article [Lac04] introduced a framework for composing PROs and PROPs based
on distributive laws, through the identification of PROs with monads in a bicategory
of spans of monoids. This has since sparked a fruitful line of research; see for example
[BSZ14, BSZ17, DD16].
While the concept of “composing algebraic theories” in this thesis was inspired by
Lack’s approach, the two seem only vaguely related from a technical standpoint. The
applications also appear to be different: the monad composition seems to be particularly
useful to derive axioms when concrete models of the component theories are available,
suggesting a “concrete” distributive law between them; it is also strictly 2-dimensional,
that is, it does not produce any higher-dimensional coherence equations. On the other
hand, tensor products are easier to calculate for polygraphs, hence for presentations of
algebraic theories, so the “syntactic” perspective is favoured over the “semantic”.
Next, we want to show how associativity-like axioms can be interpreted as quotiented
sliding rules.
Definition 2.24. Let X be an ω-category. The future and past left cone of X are the
quotient ω-categories C+(X) := ~I ⊗ X/{0+} ⊗ X and C−(X) := ~I ⊗ X/{0−} ⊗ X,
respectively.
There are similar notions of future and past right cone, obtained as quotients of
right cylinders. If X is a PRO, cones can be understood diagrammatically starting from
cylinders: for all 2-cells f : [n]→ [m], C+(X) contains a 3-cell
⊤a
⊤a
0−f
⊤a
⊤a
,
⊤f
and C−(X) a 3-cell
⊤a
⊤a ⊤a
⊤a
0+f
.
⊤f
In the case X = Mon, models of C+(X) in an 2-category Y are 1-cells of Y together with
a left action, and a right co-action, respectively, of a monoid in Y . Right cones similarly
yield right actions and left co-actions. Thus, cones on X can be seen as presentations of
generalised theories of “actions and co-actions of X-algebras”.
Example 2.25. Iterated future cones on the terminal ω-category yield Street’s oriented
simplices, or orientals [Str87]; this was proven in detail in [BG16].
Because tensor products preserve colimits, it is possible to obtain the n-oriental
directly as a quotient of the “directed n-cube”
⊗n ~I by the sub-ω-category of all cells
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of the form x ⊗ 0+ ⊗ x′. This quotient can be followed by the identification of all k-
dimensional generators, for all k ≤ n, similarly to Example 2.17. We write Asn for
the ωPRO so obtained, and ask for its k-dimensional generator, k > 1; again, we have
inclusions Asn →֒ Asn+1 of n-skeleta for all n ∈ N, and we can define an ωPRO As∞ as
the colimit of this sequence.
The generators of As∞ can be understood graphically by taking string diagrams for
(
⊗∞ ~S1)P , and interrupting strands of wire whenever they reach an underpassing. The
2-dimensional generator can be pictured as
=:
.
The 3-dimensional generator is
,
as3
which is a presentation of the associativity axiom of the theory of monoids. The 4-
dimensional generator is
.
as4
This is a presentation of Mac Lane’s pentagon equation [ML63]; the way we drew it is
meant to enhance the intuition of associativity axioms as “quotiented sliding rules”.
The Asn, for n ≥ 3, are presentations of the theory of semigroups (monoids without
the unit), and higher-dimensional lax generalisations. They can be promoted to present-
ations of the theory of monoids as follows: take the 2-polygraph U with a single 2-
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generator u : [0]→ [1], so that C+(U) contains the 3-generator
⊤a
0−u
,
⊤u
which can be quotiented to an ωPRO X presenting the left unitality axiom unL. Then,
Xop presents the right unitality axiom unR, and C
+(Xop) contains a 4-generator of
shape
,
which can be quotiented to a presentation of Mac Lane’s triangle axiom, also containing
a left unitality cell and an associativity cell. We can then iterate cones and quotients of
generators with the same shape as in the construction of Asn in order to generate higher
coherence cells.
If we weakly invert all 3-generators, we obtain presentations of the higher algebraic
theory of pseudomonoids [Str04]. If Cat× is the 3-category whose 1-cells are sequences
of suitably small categories, 2-cells f : (C1, . . . , Cn)→ (D1, . . . Dn) are functors f : C1×
. . .×Cn → D1 × . . .×Dn, and 3-cells are natural transformations, then pseudomonoids
in Cat× are small monoidal categories.
We can observe, in this and other examples, that in the compositional approach to
universal algebra it is the “multi-coloured” theories that come first, and have simpler
combinatorics: so, for instance, actions of 1-cells on 1-cells are fundamental, and monoids
are derived as the special case where all the 1-cells involved, and all the operations of
the same arity are equal.
Example 2.26. We can derive the theory of Frobenius algebras as a special case of the
theory of 1-cells with a two-sided action of a monoid, compatible with the two-sided
co-action of a comonoid, as follows. Quotient the cylinder ~I ⊗Mon⊗Monco by the sub-
ω-categories {0+} ⊗Mon and {0−} ⊗Monco, where Mon, Monco are seen as subtheories
of Mon⊗Monco as in Example 2.23.
The quotient then contains the subtheories C+(Mon) of left actions of monoids and
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C−(Monco) of right co-actions of comonoids, together with a 3-cell
,
obtained as the quotient of ⊤ ⊗ a ⊗ a; the dotted wires mark the 1-cells that have
been quotiented out. Identifying as usual all 2-cells of the same shape — in particular,
0+⊗a⊗a and 0−⊗a⊗a become units — we obtain a presentation of the axiom frobL,
diagram (2.4).
A presentation of frobR is similarly constructed by using right cylinders, or directly
as the 1-opposite of the theory just defined; the union of the two is a presentation of
Frob.
2.3 Dimension-raising interactions
We have reinterpreted, and reconstructed many of the axioms seen in Section 2.1 as
sliding rules, obtained by tensor products and quotients; but the axioms natfd of diagram
(2.1), and natfc of diagram (2.2) still escape this characterisation. They have something
in common with the sliding rules we have seen so far — they also posit the possibility
of pulling certain generators through other generators — but they do not simply consist
in “sliding diagrams past a boundary”.
Let us focus on a specific theory, whose characteristic axioms are of this kind. We
also define an important extension for future use.
Definition 2.27. The theory of bialgebras is the PROB Bialg containing Mon⊎Monco,
and satisfying the additional axioms
=
natmc
,
=
natuc
,
=
natm
d
,
=
natu
d
,
together with the usual axioms of PROBs. The theory of Hopf algebras is the PROB
Hopf containing Bialg, with an additional generator i : [1] → [1], called the antipode,
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satisfying the additional axioms
i =
hopfL
,
i =
hopfR
,
together with the usual axioms of PROBs.
Each of the axioms of bialgebras involves the interaction of a generator of Mon and
of a generator of Monco, so it is reasonable that they should come from a composition of
these two theories. However, natmc also involves a braiding cell, standing in the middle
between cells of Mon and cells of Monco, not obviously belonging to either side. This
ambiguity is also reflected in the standard algebraic explanation of this axiom, which
says that the multiplication operation is a comonoid homomorphism, or equivalently, the
copy operation is a monoid homomorphism: should we privilege one point of view over
the other? Moreover, both Mon and Monco are simple PROs, that is, “planar” theories,
with no braidings: why should their composition be a PROB?
A way of resolving the ambiguity is picturing the axioms with string diagrams in
3-dimensional space:
.
natmc
= (2.8)
Here, the wires of theMon operations and of theMonco operations open up in orthogonal
planes; and the braiding, rather than being an algebraic generator, arises from the
geometry of the surrounding space.
So, what we are after is a composition of planar theories X,Y — PROs with a
1-dimensional “elementary object” a — that yields a three-dimensional theory, whose
“elementary object” is 2-dimensional. Because of the orthogonality suggested by diagram
(2.8), an obvious candidate is the 2-cell a⊗ a in X ⊗ Y .
We will now describe a simple such composition, and show some compelling evidence
that it is conceptually correct; unfortunately, due to the limitations of the framework
that we have adopted so far, it will also turn out to be technically wrong.
Definition 2.28. A pointed ω-category (X, •) is an ω-category X together with a distin-
guished 0-cell •, called its basepoint. A map f : (X, •X )→ (Y, •Y ) of pointed ω-categories
is a map f : X → Y such that f(•X) = •Y . Pointed ω-categories and their maps form
a category ωCat•.
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Given two pointed ω-categories (X, •X ), (Y, •Y ), their wedge sum is the pointed ω-
category (X ∨ Y, •), where X ∨ Y := X + Y/{•X} + {•Y }, and • is the 0-cell resulting
from the identification of •X and •Y .
There is an inclusion of ω-categories X ∨ Y →֒ X ⊗ Y , with X 7→ X ⊗ {•Y } and
Y 7→ {•X} ⊗ Y . The smash product of (X, •X ) and (Y, •Y ) is the pointed ω-category
(X ?Y, •), where X ?Y := X ⊗Y/X ∨Y , and • is the image of X ∨Y in the quotient.
Of course, all these operations have topological analogues of the same name, and
defined in the same way, as long as all the earlier notions are translated into their
undirected counterparts.
The wedge sum and smash product define monoidal structures on ωCat•, with (1, •)
and (1 + 1, •), respectively, as units. Moreover, if the underlying ω-categories of the
components are polygraphs, their wedge sum and smash product are also polygraphs:
the generators of X ? Y are the basepoint, and the images x? y of the generators x⊗ y
of X ⊗ Y such that x 6= •X and y 6= •Y .
In the following, we will always consider ωPROs to be pointed with their unique
0-cell as basepoint.
Example 2.29. Let ~I• be ~I + {•}, with basepoint •, and let X be an ωPRO. Then the
reduced left and right cylinders of X are equal to ~I• ? X and X ? ~I•, respectively. In
general, we can define reduced cylinders for all pointed ω-categories.
Example 2.30. Given a pointed ω-category (X, •), let its reduced suspension be ΣX :=
X ? ~S1.
For all n-cells x of an ω-category X, n > 0, ΣX contains an (n + 1)-cell x ? a, and
∂α(x ? a) = ∂αx ? a. If in particular X is a polygraph with a single 0-cell, such as the
presentation of a PRO, the net effect of the suspension is raising the dimension of all
other generators by 1.
In that case, moreover, ~S1 ?X ≃ X− ? ~S1, because ∂α(a? x) = a? ∂−αx.
Example 2.31. Let us calculate Mon?Mon. The simplest way to understand this smash
product is to start from string-diagrammatic representations of the generators of Mon⊗
Mon, and then delete all cells of the form x⊗ • or • ⊗ x.
The only 2-dimensional generator is a? a. The 3-dimensional generators are a?m,
a ? u, m ? a, u ? a. In the terminology of 2.30, these are either suspensions of the
generators of Mon, which will therefore have the same arity as the original operations,
or suspensions of their 2-opposites, which will have the opposite arity.
String-diagrammatically, this derives from the sliding of a generator past a boundary
changing the number of their intersections:
,
:=
a?m
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,
:=
a ? u
,
:=
m ? a
.
:=
u ? a
Another way of picturing these is by drawing surface diagrams, as in [DV17], tracing a
graph of the sliding of string diagrams of one copy of Mon through string diagrams of
the other copy, and then only remembering the intersections.
The 4-generators of Mon?Mon are m?m, m? u, u?m, and u? u, whose string-
diagrammatic presentation should not come as a surprise: m?m is
,
m?m
which in three-dimensional string diagrams becomes
.
m?m
Similarly, the other three generators yield versions of the other three axioms of bialgebras.
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Example 2.32. Generalising this example, for all generators f : [n] → [m] of a PRO X,
the cell c?f co in Monco?Xco has a string-diagrammatic presentation of the same shape
as the axiom natfc of diagram (2.2); for instance, Mon
co
?Mon has 4-cells corresponding
to the axioms of commutative comonoids.
Again, nothing prevents us from applying the same reasoning to higher-dimensional
ωPROs: for example, given a presentation X of Mon with higher-dimensional cells
presenting associativity and unitality axioms, X ? X will have higher coherence cells
between these and the bialgebra axioms.
But while this indicates that, say, Mon⊗Mon does contain all the information needed
to construct the axioms of bialgebras, its quotient Mon? Mon is in fact too degenerate
to recover it — something that we failed to notice when writing [Had17]. This is due to
the following, well-known degeneracy of ω-categories.
Proposition 2.33. Let X be an ω-category with a single 0-cell • and no 1-dimensional
cells. Then, for all n-cells x, y of X, n > 0, x ∗1 y = y ∗1 x.
Proof. This is just a version of the Eckmann-Hilton argument:
x ∗1 y = (x ∗2 εn•) ∗1 (εn• ∗2 y) = (interchange)
= (x ∗1 εn•) ∗2 (εn• ∗1 y) = x ∗2 y =
= (εn• ∗1 x) ∗2 (y ∗1 εn•) = (interchange)
= (εn• ∗2 y) ∗1 (x ∗2 εn•) = y ∗1 x.
In Mon? Mon, let
[n] := (a ? a) ∗1 . . . ∗1 (a? a)︸ ︷︷ ︸
n
, n > 0.
Then, the 3-generators c′ := (a ? m) : [1] → [2], and m′ := (m ? a) : [2] → [1]
should correspond, respectively, to the copy and multiplication operations of the theory
of bialgebras. However,
(m′ ∗3 c′) ∗1 ε[1] = (m′ ∗3 c′) ∗1 (ε[1] ∗3 ε[1]) = (interchange)
= (m′ ∗1 ε[1]) ∗3 (c′ ∗1 ε[1]) = (Proposition 2.33)
= (ε[1] ∗1 m′) ∗3 (c′ ∗1 ε[1]) = (interchange)
= (ε[1] ∗3 c′) ∗1 (m′ ∗3 ε[1]) = c′ ∗1 m′,
which, in string diagrams projected onto the plane, is
=
;
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clearly, not a part of the theory of bialgebras.
So, the naive quotient of X ∨ Y down to a 0-cell is not the correct answer to our
question. In particular, a⊗ • and • ⊗ a should not become strictly degenerate; rather,
they should become weak units, of the kind we informally discussed in Section 1.3.
A minimal set of conditions for a 1-dimensional cell i to be a weak unit, in an
otherwise strict 3-category X with a single 0-cell, that ensures that X will contain
braiding 3-cells was given in [JK07, JK13]; we rephrase it in our notation.
Definition 2.34. Let X be a 3-category with a single 0-cell •. For all 1-cells x of X,
there are maps − ∗1 x, x ∗1 − : X(•, •) → X(•, •) sending an n-cell y of X to εnx ∗1 y
and y ∗1 εnx, respectively.
Let X(•, •)reg be the sub-2-category of X(•, •) whose 0-cells are 1-dimensional (non-
degenerate) cells of X. A 1-dimensional cell i of X is a Joyal-Kock weak unit if
1. i is pseudo-idempotent, that is, there is an equivalence e : i ∗1 i→ i, and
2. the maps−∗1i, i∗1− : X(•, •)reg → X(•, •)reg are weak equivalences of 2-categories.
For all 1-cells x of X, we write End(x) for the sub-2-category of X(•, •) whose unique
0-cell is x.
We summarise the main points of the construction. In [JK13, Theorem A], it is
shown that, when i is a weak unit, e is automatically pseudo-associative; that is, there is
a map f : As4 → X where f(as1) = i, f(as2) = e, f(as3) is an equivalence, and f(as4)
is an identity. If a weak inverse e¯ of e is chosen so that is also adjoint to e (this is always
possible, by a standard result on 2-categories), e¯ will also be coherently co-associative;
moreover, e and e¯ automatically also satisfy pseudo-Frobenius axioms.
Remark 2.35. In particular, the part of the 2-skeleton of X relative to the pseudo-
idempotency of the weak unit can be given, up to weak equivalence, a “spider presenta-
tion” as in Remark 2.11, with generators smn for n,m > 0.
Moreover, for all 2-cells x : i→ i of X, there are equivalence 3-cells
e
x
x
e
,
e
x
x
e
,
lx rx
e
x
x
e
,
e
x
x
e
,
l¯x r¯x
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satisfying certain coherence equations, see [JK07, Lemma 1.8]. The braiding of two
2-cells x, y : i→ i is the composite of the equivalence 3-cells
y
x
y
x
yx
x
y
x
y
.
ly
r¯x
r−1x
l¯−1y
In the three-dimensional analogue of a PRO, besides the 2-cells relative to the combin-
atorics of the weak unit, there should be a unique generator a : i → i; in fact, we can
accept a generator a : i ∗1 i→ i ∗1 i instead, because e¯ ∗2 − ∗2 e : End(i ∗1 i)→ End(i) is
a weak equivalence of 2-categories.
Proposition 2.36. Let X be a 3-category such that
1. X(1) ≃ ~S1, with 1-generator i,
2. there is a 2-cell a : i ∗1 i→ i ∗1 i, such that the sub-2-category of X generated by a
is a polygraph, and
3. i is a Joyal-Kock weak unit.
Then the 2-category obtained by restricting the 1-cells of End(i) to composites of a is a
PROB.
Proof. Follows from [JK07, Proposition 1.3].
We can think of the following strategy for obtaining an improved smash product of
algebraic theories. Suppose X, Y are presentations of PROs, whose 2-generators have
arities [n]→ [m] with n,m > 0. Then, in the tensor product X ⊗ Y , we can
1. identify a⊗ • and • ⊗ a, and call the resulting 1-generator i;
2. identify all generators f ⊗ •, • ⊗ g such that f , g have the same arity [n] → [m],
and call the resulting generator smn ;
3. add enough cells to make i a weak unit for the 3-truncation of the polygraph so
constructed, with smn a part of the spider presentation of Remark 2.35.
The resulting 3-category, together with the 2-cell a⊗ a, would satisfy the conditions of
Proposition 2.36.
While it could be an interesting problem to formalise this construction — especially
the “weak unit completion” — and see if it can be made functorial in some sense, it
also seems quite limited and ad hoc. Because operations with 0-ary inputs and outputs
are barred, which even excludes presentations of Mon (but not the Asn), we would need
to simulate them, by introducing some kind of weak unit already at the 2-categorical
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level. Higher-dimensional generalisations are also non-obvious, which deprives the com-
positional approach of its main attraction.
Most of all, it is somewhat disappointing that the simplicity of the smash product
should be abandoned due to what appears to be a failure of the ω-categorical combin-
atorics of composition, rather than the construction itself.
In truth, this is not the only shortcoming of the ω-category framework, whose critical
points — many of them centred on the degeneracy of Proposition 2.33 — we have
carefully avoided before this section. In the next chapter, we will examine these issues,
and begin delineating a more general strategy for overcoming them, while preserving
the main features of our approach: the combinatorial-topological perspective, and the
compositionality.
Chapter 3
Towards directed spaces
In this chapter:
⊲ We review the critical points in the combinatorics of ω-categories that lead to the
degeneracy of smash products, and motivate the quest for weak higher categories.
We formulate four desiderata for a new notion of directed space, that could serve
as an improved foundation for compositional universal algebra. — Section 3.1
⊲ In partial response to the desiderata, we introduce globular posets, directed ana-
logues of incidence posets of regular CW complexes, and develop their basic theory.
We prove that geometric realisations of globular posets are regular CW complexes,
and that the category of globular posets and inclusions admits a monoidal structure
and a monoidal functor to the category of Steiner’s augmented directed complexes.
We then define a regular polygraph as a space locally modelled on globes, the dir-
ected analogues of regular CW disks. — Section 3.2
⊲ As a proof of concept, we show how to develop the theory of weak 2-categories
within regular polygraphs satisfying representability properties. We introduce ad-
equate notions of unit cells, and prove that the existence of units is equivalent
to the existence of cells satisfying certain divisibility properties; the results raise
some thought-provoking questions on the relation between units and equivalences.
Finally, we outline a strategy for higher dimensions. — Section 3.3
3.1 The problem with strictness
At the beginning of this thesis, we adopted the perspective that polygraphs are a notion
of directed space, and can be effectively handled as such, exploiting the compositionality
inherent to geometric objects, even when applied to apparently un-topological fields like
universal algebra and rewriting. Now, we need to partially revise this viewpoint.
This is not to say that polygraphs are not, generally speaking, a notion of space:
given their status in the folk model structure on ωCat of [LMW10], where they play
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the role of CW complexes in the classical model structure on topological spaces, if one
considers a space to be simply an “object of abstract homotopy theory”, polygraphs
clearly fulfill the requirement. Rather, we need to reconsider their adequateness as the
foundation of “compositional higher-dimensional algebra”.
In a way, already the complexity involved in the definition of the tensor product was
troubling: such a fundamental operation for the applications of Chapter 2, yet it forced
us to take a detour through the entirely separate combinatorics of chain complexes. It
is with smash products, though, that we reached an impasse. To understand why, we
need to ask: what do we expect from a good notion of directed space?
We borrowed the term from directed algebraic topology, a field of research that
has found applications in concurrency theory and related areas; see the monographs
[Gra09, FGH+16]. The main notions of directed space employed there are point-set
topological spaces with some additional structure, such as local partial orderings of
their points, which do not suit our focus on presentations of algebraic theories, and the
combinatorial penchant it entails. On the other hand, these directed spaces rely on an
uncontroversial underlying notion of undirected space, so perhaps we need to ask, first:
what is a good combinatorial notion of space?
One very general, category-theoretic answer, originally due to Grothendieck and
based on ideas that are discussed in depth by Lawvere in [Law92], states that there is a
notion of space associated to any category S of “probes”, or “elements of space”: an S-
space is a mathematical object that is “tested” by the probes in S, that is, is determined
by how the elements of space fit into it. For instance,
• sets are spaces tested by points,
• graphs are spaces tested by vertices and edges,
• smooth spaces are spaces tested by copies of Rn,
and so on. Formally, this information is given simply by a presheaf on S; this can be
supplemented by the information of how elements of space can be glued together to
obtain another element, which corresponds to making S a site: a space is then a sheaf
on this site. This leads us to a first desideratum for our hypothetical definition.
Desideratum 1. The category of directed spaces is a Grothendieck topos.
Or, at least, it should fit into one, after relaxing some constraints on what objects
qualify as spaces; consider, for example, the relation between topological spaces and
simplicial sets. Given that polygraphs generalise graphs, one would expect them to
fulfill this condition: a polygraph should be a space tested by all possible shapes of cells,
whose borders are well-formed pasting diagrams of lower-dimensional shapes.
However, that is not the case.
Proposition 3.1. The category Pol is not cartesian closed; in particular, it is not a
Grothendieck topos.
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Proof. This is [MZ08, Theorem 3.2].
In fact, the restriction of Pol to 2-polygraphs is a presheaf category, and the property
is lost from dimension 3 onwards.
A direct proof by Cheng [Che12] points specifically to the simplest polygraph to which
Proposition 2.33 applies non-trivially — the one with a single 0-dimensional generator,
and two 2-dimensional generators x, y — as the crux of the problem: roughly, because
x ∗1 y is equal to y ∗1 x, given a 3-dimensional cell z that has x ∗1 y as its input or
output boundary, it is impossible to recover x or y as sub-cells of z; they “cannot be
told apart” in the composite. In other words, polygraphs lack a notion of subspace that
is compatible, in the way we would expect it to be, with the ω-categorical boundaries
and compositions.
Another reasonable expectation, given our setup, is that directed spaces should gen-
eralise CW complexes: so any combinatorial description of a CW complex should yield
a particular directed space, and it should be possible to study the homotopy theory of
CW complexes as that of “undirected objects” in the category of directed spaces, with
the equivalence witnessed by a geometric realisation functor.
Desideratum 2. Combinatorial descriptions of CW complexes are descriptions of dir-
ected spaces. There exists a realisation functor from the category of directed spaces to the
category of topological spaces, inverting this construction at least up to weak equivalence.
The natural notion of undirected cell in the context of ω-categories is an equivalence
cell, as in Definition 1.15, leading to the following definition of undirected object.
Definition 3.2. An ω-groupoid is an ω-category whose cells are all equivalences. We
write ωGpd for the full subcategory of ωCat on ω-groupoids. An ω-groupoid is an
n-groupoid if it is an n-category; n-groupoids form a full subcategory nGpd of ωGpd.
Given an ω-category X, for all 0-cells x of X, we define a sequence of monoids
πn(X,x) := Endτ≤nX(εn−1x), n > 0,
When X is an ω-groupoid, these are in fact groups, because all n-cells in τ≤nX are
invertible. We also define a set π0(X) := τ≤0X. The following is [Sim09, Definition
4.1.1].
Definition 3.3. A realisation functor for n-groupoids is a functor R : nGpd → Top,
such that there exist a natural transformation rX : X
(0) → RX, a natural isomorphism
ζ0X : π0(X) → π0(RX) and, for 0 < k ≤ n, natural isomorphisms ζkX,x : πk(X,x) →
πk(RX, rX (x)), such that, for all 0-cells x of X, the function ζ
0
X maps x to the connected
component of rX(x).
Requiring natural isomorphisms for all n > 0, we also obtain a notion of realisation
functor of ω-groupoids.
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Proposition 3.4. For each n, there exists a realisation functor for n-groupoids.
Proof. Such a functor is constructed in [KV91b] for a different definition of n-groupoid,
shown in [Sim09, Theorem 2.2.1] to be equivalent to the one given here.
Given the incidence poset of a regular CW complex, we can build a polygraph X
in ωGpd by progressively attaching standard n-equivalences rather than n-globes, as
in Remark 2.21; from this perspective, given a reasonable realisation functor, we would
expect RX to be weakly equivalent to the original CW complex. Unfortunately, as
shown by Simpson, this is doomed to fail.
Proposition 3.5. Given any realisation functor R for ω-groupoids, there exists no ω-
groupoid X such that RX is weakly equivalent to the 2-sphere S2.
Proof. Any realisation functor for ω-groupoids, precomposed with τ≤3, induces a real-
isation functor for 3-groupoids. This is then the content of [Sim09, Theorem 4.4.2].
In fact, the impossibility of realising a space as RX for some ω-groupoid X extends
to all spaces whose homotopy type has non-trivial Whitehead products [Whi41], and
the source of failure can be traced back to Proposition 2.33: two 2-cells x, y : ε• → ε•
commute strictly in an ω-category, but the commutation of two 2-cells is generally non-
trivial in the homotopy sequence of a topological space, as witnessed by their Whitehead
product; see the discussion at the beginning of [Sim09, Section 4].
This is another desideratum failed by polygraphs and ω-categories, and among the
main reasons why the focus, in homotopical algebra, is not on ω-categories, but weak
higher categories — in which all, or some of the axioms of associativity, unitality, inter-
change hold not strictly, but “up to homotopy”, in some sense.
Notions of weak higher category abound, and it is not our intention to give a detailed
overview; [Lei04], [CL04] and the already cited [Sim09] are excellent surveys, with a focus
on higher algebra, low-dimensional intuition, and homotopy theory, respectively. In brief,
the approaches can usually be sorted into one of two families, called the algebraic and
non-algebraic in [CL04]; we could also frame them as the external and internal approach.
• In the algebraic, or external approach, higher algebraic theories, including some
concept of homotopy and axiom up to homotopy, are taken as fundamental, and
pre-existing to the notion of weak higher category. Compositions and units are
operations of such a higher algebra.
• In the non-algebraic, or internal approach, only cells of different shapes exist as
structure: “being a composite of other cells” and “being a unit” are properties
of cells, witnessed by other, higher-dimensional cells. The existence of enough
composite and unit cells is a property of certain objects within a larger category
of spaces.
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These tend to be formalised, respectively, as “presheaves with structure” and “presheaves
with properties” on some category S of shapes of cells.
In the first approach, the combinatorics of shapes can be kept simple — usually,
the underlying presheaves are globular sets, as in the ω-categorical case — and all
complications are left to the higher algebraic definitions of compositions and units. In the
second approach, the combinatorics of shapes must be expressive enough, in combination
with the internal notion of homotopy, to distinguish the “structural” cells, witnessing
compositions, units and their axioms, from the rest.
Mirroring these two approaches, there are two different attitudes as to the role of
polygraphs in higher category theory, and how to amend their definition in the transition
to weak higher categories.
• Polygraphs are presentations of ω-categories: thus, corresponding to a notion of
weak higher category, one needs a notion of weak polygraph to present it. This
is the route taken by [Bat98a], where categories of polygraphs — some of them
presheaf categories — are defined relative to different monads onGlob, embodying
different algebras of composition.
• Polygraphs are like the presheaves on a shape category in the non-algebraic ap-
proaches: combinatorial complexes of cells, whose shapes happen to be specified
algebraically. The issue is then that the algebraic combinatorics of shapes are
too unrestricted, leading to the degeneracy which makes Pol not a presheaf cat-
egory. The theory of weak higher categories should be formulated internally to
some restriction of Pol.
It is due remarking that, while from the first point of view it would seem that the
theory of polygraphs is “not expressive enough”, from the second point of view it is
even too expressive: consider the works of Steiner, who has rephrased in the language
of augmented directed complexes basically all the combinatorics of shapes commonly in
use [Ste04, Ste07a, Ste07b, Ste12].
In the same way, one should be cautious when interpreting Proposition 3.5: it is not
necessarily the case that one cannot realise topological spaces of all homotopy types as
geometric realisations of polygraphs. Rather, it is the naive translation of CW complexes
and their homotopy theory into the theory of polygraphs that fails.
While both approaches come with specific advantages, our interest in polygraphs as
a foundational tool in higher algebra makes the choice particularly easy: it would be
somewhat perverse to rely on a different foundation of higher algebra, just to be able
to define our basic objects. Thus, we will pursue a non-algebraic approach, restricting
the shapes of cells of polygraphs. Having explained why the restriction is needed, that
is, where the unrestricted polygraphs fail, we now have to consider where they succeed,
and what we do not want to lose in the process.
Desideratum 3. The tensor product of directed spaces can be efficiently calculated.
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This, in fact, would be an improvement over polygraphs, where the efficiency is
confined to the loop-free case; but given the importance of the construction, it is not an
unreasonable requirement.
If directed spaces were to form a presheaf category, there may be one canonical way of
endowing them with a tensor product. If the shape category S is monoidal, the category
of presheaves on S also comes with a monoidal product, the Day convolution product
[Day70]: for all X,Y : Sop → Set, this is defined by the coend
X ⊗ Y :=
∫ s1,s2
X(s1)× Y (s2)×HomS(−, s1 ⊗ s2),
where s1, s2 range over the objects of S.
Of the shape categories commonly in use — standard globes, simplices, cubes,
Batanin cells, opetopes — only cubes have a monoidal structure that, indeed, corres-
ponds to the tensor product of polygraphs, after a translation in the style of Steiner.
Mainly because of this, and its usefulness in developing a directed homology theory,
cubical sets are the one combinatorial notion of directed space that is used in [Gra09].
On the other hand, while some work has been done on cubical sets as a setting
for weak higher category theory from the algebraic side, see [Gra07, Kac17], the non-
algebraic side remains, as far as we know, underdeveloped. We hypothesise that this
is due to a certain mismatch between the cubical shapes, where everything is perfectly
symmetrical and coming in powers of two, and the need to express the composition
of cells, which is an intrinsically asymmetrical, many-to-one operation, through the
combinatorics of higher-dimensional cells.
In any case, all the simplest shape categories are ruled out by our final, and most
restrictive desideratum.
Desideratum 4. String diagrams can be directly interpreted in a directed space.
Chapter 2 only gives a sample of the invaluable aid to intuition given by string
diagrams in reasoning with 2-dimensional and 3-dimensional algebraic theories, which,
thanks to tools like Globular, could be brought to higher-dimensional ones as well; that
is not something that we want to give up.
This rules out all category of shapes with an upper bound on the number of inputs
or outputs of a 2-cell, that is, all of the ones commonly used except Batanin cells, which,
however, failed the previous requirement. What it does not rule out is disallowing 0-ary,
or more generally degenerate boundaries: under the interpretation of string diagrams
as pasting diagrams (and not their duals), as in Remark 1.39, the intuitive fact that
string diagrams, including the “surrounding space”, are square regions of a plane means
that they have non-degenerate boundaries. On the other hand, in order to model, for
instance, 0-ary operations of an algebraic theory, it will be necessary to have weak unit
cells of the appropriate dimensions.
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Given that 2-cells with 0-dimensional boundary seem to be the source of most tech-
nical problems of ω-categories, it is to be expected that some restriction to degener-
ate boundaries should be involved. The opetopic approach [BD98b, Che04] addresses
the issue by permitting unrestricted input boundaries (including degenerate ones), but
constraining the output boundaries to consist of a single, non-degenerate cell. Our de-
siderata, instead, lead us to considering symmetric constraints, which means barring
degeneracy on both sides. This comes with its own set of difficulties: in the opetopic
approach, weak units are obtained from cells with degenerate input, so we know that we
will need an alternative construction.
There is a potential candidate for a class of shapes, satisfying many of our require-
ments, that we have already seen in Chapter 1: it is the loop-free globes of Definition
1.32. They are, after all, closed under tensor products, they have no lower bound on
the number of input and output cells, and any cell in the boundary of an n-globe is
automatically an (n− 1)-globe.
However, loop-freeness is a strong, global condition, and while it is harmless in 2
dimensions, in 3 dimensions it bars shapes that should be valid, as in the example,
shown in [Pow91],
a
b
x
a
b
x¯
,
(3.1)
where both the input and the output boundary are non-degenerate, loop-free, and regular
as CW decompositions of 2-disks, yet x and x¯ form a loop in the overall 3-cell. Such a
cell may appear, for example, in a presentation of the theory of Frobenius algebras: the
left hand sides of the axioms frobL and frobR, diagram (2.4), which are equal in Frob,
are shaped as the input and output of diagram (3.1).
In the next section, we will try to expand this class to one that may capture our
intended shapes, or at least bring us closer to the goal. The specific kind of non-
degeneracy that we want from an n-dimensional cell is having a geometric realisation
homeomorphic to an n-disk, and input and output boundaries homeomorphic to (n−1)-
disks; to achieve that, we go directly to the source of our initial analogy, adopting
ideas from combinatorial algebraic topology, related, in particular, to the classification
of incidence posets of regular CW complexes.
We call the directed spaces so obtained regular polygraphs. The development of a
relative non-algebraic notion of weak higher category is still in its early stages. Never-
theless, in the final section, we will show how bicategories, that is, weak 2-categories can
be reconstructed in this framework, and propose a pathway to generalisation.
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3.2 Globular posets and regular polygraphs
In this section, we mention some notions of combinatorial topology without actively using
them; we refer to [Wac06, Koz08] for more details. We recall, however, the following
fundamental definitions, which can all be found in [Wac06].
Definition 3.6. Let X be a finite poset with order relation <, and let X⊥ beX extended
with a least element ⊥. We say that X is graded if, for all x ∈ X, all paths from x to ⊥
in the Hasse diagram HX⊥ have the same length, that is, traverse the same number of
edges. If X is graded, for all x ∈ X, let n be the length of paths from x to ⊥. Then, we
define dim(x) := n− 1, the dimension of x, and write Xn := {x ∈ X |dim(x) = n}.
We say that a subset U of a poset X is closed when, for all x, y ∈ X, if y ∈ U
and x ≤ y, then x ∈ U . Given any subset U of X, its closure is the closed subset
cl(U) := {x ∈ X | ∃y ∈ U x ≤ y}. For all x ∈ X, let Ux := cl{x}.
We write dim(U) := max{dim(x) |x ∈ U}; in particular, dim(Ux) = dim(x). We say
that U is pure if all maximal elements of U have dimension n = dim(U), or, equivalently,
if U = cl(U ∩Xn).
For all x, y ∈ X such that x ≤ y, the interval from x to y is the subset [x, y] := {z ∈
X |x ≤ z ≤ y}. If X is graded, all paths from y to x in HX have length dim(y)−dim(x);
we call this the length of [x, y]. A graded poset X is thin if all intervals [x, y] of length
2 in X⊥ contain precisely 4 elements, that is, they are of the form
y
z1 z2
x
in the Hasse diagram HX⊥.
To proceed from the undirected to the directed case, we want to endow posets with
an orientation, as in Definition 1.22.
Definition 3.7. Let X be a finite poset with an orientation o. We say that X is an
oriented thin poset if X is thin, and the orientation is compatible in the following sense.
Extend o to X⊥ by setting o(cx,⊥) := + for all x of dimension 0. Then, for all intervals
[x, y] of length 2 in X⊥, the labelling
y
z1 z2
x
α1 α2
β1 β2
(3.2)
must satisfy α1β1 = −α2β2.
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Eventually, we want to interpret X as the oriented incidence poset of a polygraph:
n-dimensional elements of X are n-dimensional generators, and the labelling of HX
specifies whether an (n − 1)-generator is in the input or in the output boundary of an
n-generator.
Thinness is part of a combinatorial criterion for a poset to be a CW poset, that
is, the incidence poset of a regular CW complex, see [Bjo¨84, Proposition 2.2]: it is a
local condition, which essentially imposes that the cells be manifold-like by ruling out
irregular situations, such as three 1-cells in the boundary of a 2-cell meeting at a point.
Compatibility of the orientation will be necessary for globularity (case α1 6= α2), and
composability of cells in the same half of the boundary (case α1 = α2).
Definition 3.8. Let X be an oriented thin poset, U ⊆ X closed, dim(U) = n. For
α ∈ {+,−}, let
∆αU := {x ∈ U |dim(x) = n− 1 and, for all y ∈ U , if y covers x, then o(cy,x) = α},
∂αU := cl(∆αU) ∪ {x ∈ U | for all y ∈ U , if x ≤ y, then dim(y) < n}.
In particular, when U is pure, ∂αU = cl(∆αU). We will also write ∂U := ∂+U ∪ ∂−U .
The remaining condition for a poset to be a CW poset is a version of shellability for
all subsets Ux [BW83]; this is a global condition, preventing cells from having globally
non-spherical (for example, toroidal) boundaries. We introduce a directed variant: a
kind of sequential, pairwise composability of cells in the boundary of another cell.
Definition 3.9. Let X be an oriented thin poset. The class of globes in X is defined
inductively on dimension and number of maximal elements, as follows.
• For all x ∈ X, such that dim(x) = 0, the subset {x} is a 0-dimensional globe.
• For all x ∈ X, such that dim(x) = n > 0, the subset Ux is an atomic n-globe if
∂αUx is an (n− 1)-dimensional globe, α ∈ {+,−}.
• Given two closed, pure, n-dimensional U,U ′ ⊆ X, we say that U and U ′ are
mergeable if
1. U ∩ U ′ = ∂αU ∩ ∂−αU ′ for some α ∈ {+,−};
2. U ∩ U ′ is an (n− 1)-dimensional globe;
3. ∂β(U ∪ U ′) is an (n− 1)-dimensional globe, for β ∈ {+,−}.
Then, a pure, closed n-dimensional U ⊆ X is an n-globe if it is atomic, or if there
exists a non-trivial bi-partition {x1,1, . . . , x1,p}, {x2,1, . . . , x2,q} of its n-dimensional
elements such that
U1 := cl{x1,1, . . . , x1,p} and U2 := cl{x2,1, . . . , x2,q}
are mergeable n-globes.
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Definition 3.10. An oriented thin poset X is a globular poset if, for all x ∈ X, the
subset Ux is a globe in X.
By unravelling the induction in the definition of non-atomic n-globes, we find that
it amounts to requiring that for all n-dimensional elements x ∈ U , the subset Ux is an
atomic n-globe, and there exists a binary tree of bi-partitions of U ∩Xn, whose leaves
are labelled by singletons, and such that at each branching, the closures of the sets of
leaves at each branch are mergeable.
Example 3.11. The following pasting diagram represents a 2-dimensional globe:
x1
x2
x3
;
the following are both valid trees of bi-partitions of its 2-dimensional elements:
{x1, x2, x3}
{x1, x2} {x3}
{x1} {x2} ,
{x1, x2, x3}
{x2, x3}{x1}
{x3}{x2} .
Remark 3.12. There are some stronger conditions that we could impose on n-globes: for
instance, we could require that there exist an ordering x1, . . . , xm of the n-dimensional
elements, such that, for all j ≤ m, the subsets cl{x1, . . . xj−1} and Uxj are mergeable; or
that given any sub-globe V ⊆ U , any tree of bi-partitions of V can be completed to a
tree of bi-partitions of U . The latter is a directed variant of extendable shellability, see
for example [MT03]. Up to dimension 2 these are definitely equivalent, and it would be
desirable that this extended to higher dimensions, but for now we leave it as an open
problem.
Proposition 3.13. Let U be an n-globe in X, with n > 0. Then:
(a) ∆+U and ∆−U are both inhabited;
(b) for all n-dimensional x, x′ in U , let x ≺ x′ if there exists y in ∆+Ux ∩ ∆−Ux′;
then, the transitive closure of ≺ is a connected partial order on U ∩Xn;
(c) any (n − 1)-dimensional element of U is covered at most by two n-dimensional
elements, and is covered by a single n-dimensional element if and only if it belongs
to ∆αU , for some α ∈ {+,−}.
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Proof. For the first point, observe that ∂αU is pure and (n− 1)-dimensional, hence it is
equal to the closure of ∆αU , necessarily inhabited.
For the second point, we proceed by induction on the number of top-dimensional
elements of U . If U is atomic, there is nothing to prove. Otherwise, let U1, U2 be the
mergeable sub-n-globes of U given by the definition; by the inductive hypothesis, their
top-dimensional elements form a connected partial order with ≺. We have U1 ∩ U2 =
∂αU1 ∩ ∂−αU2 for some α ∈ {+,−}, and because it is an (n − 1)-dimensional globe, it
is the closure of ∆αU1 ∩∆−αU2. If α = +, for some x1 ∈ U1 and x2 ∈ U2, it holds that
x1 ≺ x2, else x2 ≺ x1; in both cases, the two partial orders connect.
The third point is obvious for atomic n-globes. If U is non-atomic, given U1, U2
as in the definition, U1 ∩ U2 = cl(∆βU1 ∩ ∆−βU2) for some β, and the elements of
∆βU1, ∆
−βU2 are covered by a single element of U1, U2, respectively, by the inductive
hypothesis; therefore, the elements of ∆βU1∩∆−βU2 are covered by exactly two elements
in U . A simple case distinction on the other (n− 1)-dimensional elements completes the
proof.
Remark 3.14. In particular, if X is a globular poset, and x of an element of dimension
n > 0,
∆αUx = {y ∈ X |x covers y and o(cx,y) = α},
by Proposition 3.13.(a). It follows that both the input boundary and the output bound-
ary of x contain at least one (n− 1)-dimensional element.
Construction 3.15. Let X be an oriented thin poset, and suppose that there are n-
dimensional elements x1 and x2 with the following property: Ux1 ∩ Ux2 = Uy for some
(n− 1)-dimensional y, only covered by x1 and x2, and
x1 x2
y
+ −
in the labelled Hasse diagram of X. Let X ′ be the poset obtained from X by identifying
the elements x1, x2, and y. Then X
′ is graded: if x˜ is the element of X ′ obtained from
the identification, the only problem could arise if length m paths from z to y in HX
got mapped to length m paths from z to x˜ in HX ′; but because y is only covered by x1
and x2, any such path in HX passes through either x1 or x2, hence becomes a length
(m− 1) path in HX ′.
Now, define a labelling of edges of HX ′ as follows: o′(cw,z) := o(cw,z) if w, z 6= x˜;
o′(cw,x˜) := o(cw,xi) if w covers xi in X, and similarly o
′(cx˜,z) := o(cxi,z) if xi covers z in
X, i = 1, 2. We will show that X ′ is thin, and that o′ is a well-defined orientation.
By hypothesis, only y is covered both by x1 and by x2 in X, so o
′(cx˜,z) is well-defined
for all z ∈ X ′. Suppose that w covers both x1 and x2 in X; then, in the labelled Hasse
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diagram of X,
w
x1 x2
y
α1 α2
+ − ,
hence o(cw,x1) = α1 = α2 = o(cw,x2), which proves that o
′(cw,x˜) is also well-defined.
For thinness of X ′, it suffices to consider paths x˜→ z → w in HX ′⊥. Any such path
must come from a path xi → z → w in HX⊥, say i = 1. This can be completed to
x1
z z′
w
α1 α2
β1 β2
for a unique z′ in X, with α1β1 = −α2β2. If z′ 6= y, the diagram is faithfully mapped
onto X ′. If z′ = y, by thinness applied to the interval [x2, w], there exists a unique
z′′ 6= z, y such that
x1 x2
z y z′′
w
α1 + − α2
β1
β
β2
in HX⊥, and α1β1 = −β = −α2β2. This becomes
x˜
z z′′
w
α1 α2
β1 β2
in HX ′⊥, which completes the proof that X
′ is an oriented thin poset.
Definition 3.16. Let X, X ′ be oriented thin posets as in Construction 3.15. We say
that X ′ is obtained from X by a simple merger, and write X  X ′.
The following depicts a sequence of simple mergers on a 2-globe, the coloured arrow
pointing from x1 to x2:
  
.
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In general, the result of a simple merger on a globular poset is not a globular poset:
consider, for example, the 2-globe
,
where the two indicated 2-cells fulfil the conditions of a simple merger, but the result
of their identification is no longer a 2-globe. However, we will see that it is possible to
choose what cells to merge in a way that preserves globular posets, and induction on
such sequences of simple mergers will be one of our main proof techniques.
In the following, we use equality somewhat improperly, to mean that a subset of X
is preserved by the mergers.
Lemma 3.17. Let X be an n-globe. Then, there exists a sequence of simple mergers
X  . . . X˜ such that X˜ is an atomic n-globe, and ∂αX˜ = ∂αX, α ∈ {+,−}.
Proof. We proceed by induction on n, and on the number p of top-dimensional elements
of X. If n = 0, or if p = 1, there is nothing to prove.
Suppose n = 1, p > 1; then, given a tree of bi-partitions of the 1-dimensional elements
of X, there exist two leaves {x1}, {x2} that branch out of the two-element set {x1, x2}, so
in particular Ux1 , Ux2 are mergeable 1-globes. Then, Ux1∩Ux2 = ∆αUx1∩∆−αUx2 = {y}
for some 0-dimensional y, which by Proposition 3.13.(c) is only covered by x1 and x2.
Hence, x1 and x2 fulfill the conditions for a simple merger X  X
′.
Clearly, ∂βUx˜ = ∂
β(Ux1 ∪ Ux2), so Ux˜ is an atomic 1-dimensional globe. Moreover,
the identification of x1, x2, and the truncation of the corresponding final branching in
the tree of bi-partitions of X yield a valid tree of bi-partitions of X ′, so X ′ is a 1-globe
with one less top-dimensional element, and the inductive hypothesis applies.
Now, suppose n > 1, and let x1, x2 as in the 1-dimensional case. If V := Ux1 ∩Ux2 =
∂αUx1∩∂−αUx2 is an atomic (n−1)-globe, we can proceed exactly as in the 1-dimensional
case. Otherwise, we know that V is an (n−1)-dimensional globe, and since it is a subset
of both ∂αUx1 and ∂
−αUx2 , which are also globes, from Proposition 3.13.(c) we can derive
that V ∩∂β(Ux1∪Ux2) ⊂ ∂V . By the inductive hypothesis, we can perform a sequence of
simple mergers transforming V into an atomic (n−1)-globe, without modifying ∂V and
thus ∂β(Ux1 ∪Ux2). Then, we can proceed by merging x1 and x2 as in the 1-dimensional
case, and apply the inductive hypothesis.
Theorem 3.18. Let X be an n-globe, n > 1. Then, for α = {+,−},
∂α(∂+X) = ∂α(∂−X).
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Proof. First, suppose that X is atomic, that is X = Ux for some n-dimensional x.
Suppose that z ∈ ∆α(∂+X), and let y ∈ ∆+X be covering z. By thinness, the interval
[x, z] is of the form
x
y y′
z
+ β1
α β2
for some y′. Suppose that β1 = +; then y
′ ∈ ∆+X, yet necessarily β2 = −α, contradict-
ing z ∈ ∆α(∂+X). It follows that β1 = −, and β2 = α; since z is only covered by y and
y′, z ∈ ∆α(∂−X). The converse is symmetrical.
Now, suppose X is not atomic. By Lemma 3.17, we can construct an atomic n-globe
X˜ such that ∂αX = ∂αX˜. By the first part, ∂α(∂+X) = ∂α(∂+X˜) = ∂α(∂−X˜) =
∂α(∂−X).
In fact, the proof shows that ∂+X ∩ ∂−X = ∂(∂+X) = ∂(∂−X). This result,
in addition to being technically useful, enables us to verify that our non-degeneracy
criterion is satisfied.
In the following, we identify the standard n-globe with its oriented incidence poset.
Corollary 3.19. Let X be an n-globe. Then, there exist a sequence of simple mergers
X  . . .  Gn from X to the standard n-globe, whose restriction to ∂X is a sequence
of simple mergers from ∂X to ∂Gn.
Proof. By Lemma 3.17, with a sequence of simple mergers we can obtain X ′ having a
single n-dimensional element ⊤, and ∂αX = ∂αX ′.
Then, we can do the same with the (n − 1)-globes ∂+X ′, ∂−X ′, obtaining an n-
globe X ′′ with a single (n− 1)-dimensional element both in the input and in the output
boundary of ⊤, all the while preserving the (n − 2)-globes ∂α(∂+X ′) = ∂α(∂−X ′).
Iterating on successive boundaries, we end up with an n-globe that has only two k-
dimensional elements k+, k− for all k < n, and ∆αUk+ = ∆
αUk− = {(k − 1)α}, that is,
a standard n-globe.
Notice that, after the first application of Lemma 3.17, all simple mergers only involve
elements of ∂X ′ = ∂X, and the single remaining n-dimensional element is unaffected,
so by restriction we obtain a sequence of simple mergers from ∂X to ∂Gn.
The standard n-globe admits no simple merger; thus, it can be characterised as the
n-globe that is terminal with respect to this operation.
Definition 3.20. Let X be a poset. The nerve of X is the simplicial set NX whose
n-simplices are chains (x1 ≤ . . . ≤ xn) of length n in X, faces are defined by (x1 ≤ . . . ≤
xn) 7→ (x1 ≤ . . . ≤ xk−1 ≤ xk+1 ≤ . . . ≤ xn), and degeneracies by (x1 ≤ . . . ≤ xn) 7→
(x1 ≤ . . . ≤ xk ≤ xk ≤ . . . ≤ xn), for 1 ≤ k ≤ n.
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The nerve can be composed with the usual geometric realisation functor to obtain a
point-set topological space |X|. It is customary, in combinatorial topology, to attribute
to a poset topological properties of |X|. By [LW69, Theorem 1.7], if X is the incidence
poset of a regular CW complex C, then |X| is homeomorphic to C.
Theorem 3.21. Let X be an n-globe. Then |X| is homeomorphic to an n-disk, and
|∂X| is homeomorphic to an (n− 1)-sphere.
Proof. The underlying posets of Gn, ∂Gn are the incidence posets of the minimal regular
CW decomposition of the n-disk and of the (n−1)-sphere, respectively. Moreover, every
simple merger has an underlying map of posets, so it suffices to show this map induces a
homeomorphism of topological spaces. For n = 0, there is nothing to prove. For n = 1,
if X is atomic, it is G1; otherwise, each merger induces the homeomorphic mapping of
two 1-disks connected at one extremity onto a single 1-disk with the same boundary.
For n > 1, if X is atomic, all mergers involve k-dimensional elements with k < n,
so by the inductive hypothesis |X| is an n-disk. If X is not atomic, let x1, x2 be the
first n-dimensional elements to be merged. We already know that |Ux1 | and |Ux2 | are
n-disks, and their intersection is an (n− 1)-disk; again, their union is an n-disk, and the
induced map is a homeomorphism.
Corollary 3.22. Let X be a globular poset. Then the underlying poset of X is a CW
poset.
Proof. By [Bjo¨84, Definition 2.1], it suffices that, for all n-dimensional x, |∂Ux| be
homeomorphic to an (n− 1)-sphere, which follows from the previous Theorem.
Remark 3.23. Dualising the notion of simple merger, one obtains a notion similar to
cellular collapses as considered, for instance, in discrete Morse theory: an n-cell with
only one (n − 1)-cell in the input, and one in the output boundary is collapsed down
to an (n − 1)-cell. In fact, a consequence of Lemma 3.17 is that, when X is a globe,
(X − ∂X)op is collapsible.
While mergers induce homeomorphisms, collapses induce (simple) homotopy equi-
valences. This seems also related to the fact that shellability, which in general only
decides the homotopy type of a space, as a property of the dual of an incidence poset
can decide the homeomorphism class, see [Bjo¨84, Proposition 4.5]. There seems to be a
duality at play between topology up-to-homeomorphism and topology up-to-homotopy,
whose exact nature we do not know.
Next, we want to assemble globular posets into a category. While there may be more
interesting notions of morphism between globular posets, for our purposes we are only
really interested in inclusions of globes into the boundary of other globes.
Definition 3.24. Let X,Y be two globular posets. An inclusion ı : X →֒ Y is a closed
embedding of posets that is compatible with the orientations, that is, oY (cı(y),ı(x)) =
72 Chapter 3 Towards directed spaces
oX(cy,x) for all y, x ∈ X such that y covers x. An inclusion is an isomorphism if it is
also surjective. We write GlobPos⊂ for the category of globular posets and inclusions.
Remark 3.25. Being a closed embedding of graded posets, an inclusion preserves dimen-
sions and preserves and reflects the covering relation: if y′ = ı(y) and y′ covers x′, then
there is a unique x such that y covers x and x′ = ı(x).
In particular, if X is an n-globe with a greatest element x and ı : X → Y an
embedding, then ı(X) = Uı(x), an n-globe in Y .
Construction 3.26. Let X be a globular poset, and, for all n, define Gln(X) to be the
set of n-globes in X. By Theorem 3.18,
Gl0(X) Gl1(X) . . . Gln(X) . . . ,
∂+
∂−
∂+
∂−
∂+
∂−
∂+
∂−
n ∈ N,
is a globular set, and because inclusions of globular posets preserve globes, the construc-
tion extends to a functor Gl : GlobPos⊂ → Glob.
Construction 3.27. Let X be a globular poset, with its natural grading. Then, define
e : ZX0 → Z by ex := 1 for all x ∈ X0, and, for all n > 0, d : ZXn → ZXn−1 by
dx :=
∑
y∈∆+Ux
y −
∑
y′∈∆−Ux
y′,
for all x ∈ Xn. We claim that (X, d) so defined is an augmented directed complex.
Writing
d+x :=
∑
y∈∆+Ux
y, d−x :=
∑
y′∈∆−Ux
y′,
we have that
ddαx =
∑
z∈∆+∂αUx
z −
∑
z′∈∆−∂αUx
z′
because ∂αUx = cl(∆
αUx) is an (n − 1)-globe, so by Proposition 3.13.(c) any element
covered by some y ∈ ∆αUx is either covered by another element of ∆αUx, and appears
a second time with the opposite sign in ddαx, or is only covered by y, and belongs to
∆β∂αUx for some β ∈ {+,−}. Then, by Theorem 3.18, dd+x = dd−x, so dd = 0, and
ed = 0 is verified similarly. The construction extends to a functor D : GlobPos⊂ →
ADC.
By construction, if an augmented directed complex is induced by a globular poset X,
its oriented incidence poset, Definition 1.21, is the original globular poset. In particular,
if the graph HXo is acyclic, DX is strongly loop-free. Moreover, DX is always unital.
So, a globular poset induces an augmented directed complex; we suspect that this
can be strengthened as follows. In[Ste93], a directed precomplex X is, in our terminology,
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an oriented graded poset. For a closed subset U of X, let
∆αkU := {x ∈ U |dim(x) = k and, for all y ∈ U , if y covers x, then o(cy,x) = α},
∂˜αkU := cl(∆
α
kU) ∪ {x ∈ U | for all y ∈ U , if x ≤ y, then dim(y) ≤ k}.
Two closed subsets U, V ⊆ X are then said to be k-composable if U ∩ V = ∂˜+k−1U =
∂˜−k−1V , and we define U ∗k V := U ∪ V in that case. Such compositions are compatible
with the k-boundary operations in the same way as compositions in ω-categories.
Definition 3.28. A directed precomplex X is a directed complex if, for all x ∈ X,
dim(x) = n,
1. ∂α∂βUx = ∂˜
α
n−2Ux, and
2. ∂αUx is a composite of the Uy, y < x.
Now, if X is a globular poset, it satisfies the first condition, by a proof similar to the
atomic case of Theorem 3.18. Moreover, for all n-globes U in X, we define
∂αkU := (∂
α . . . ∂α)︸ ︷︷ ︸
n−k
U ,
knowing that ∂α∂+k U = ∂
α∂−k U .
Conjecture 3.29. Let X be a globular poset. Then, X is a directed complex, and for
all globes U in X it holds that ∂˜αkU = ∂
α
kU .
What makes us quite confident that the conjecture is true is that the condition of
mergeability is, at least topologically, more restrictive than ω-categorical composability:
at the level of the underlying CW posets, a merger of n-disks is homeomorphic to an
n-disk, while a composition is in general only homotopy-equivalent. However, the trans-
lation between the two formalisms seems to involve some technical subtleties, mainly
because k-composability depends on the single datum of the (k − 1)-boundary, which
is formally the same for all k, whereas mergeability depends on the shared boundary
between two n-globes and on the way it fits in the rest of their boundaries, which presents
itself in different ways for increasing n.
Proving the conjecture would justify, a posteriori, our naming of “regular poly-
graphs”, by showing that they are, indeed, polygraphs in the ω-categorical sense; on
the other hand, as a notion of directed space, they can be interesting independently of
its validity.
Next, we turn our attention to our third desideratum, concerning tensor products.
Definition 3.30. Let X,Y be oriented posets. The tensor product X ⊗ Y of X and
Y is the graded poset X × Y , oriented as follows: write x ⊗ y for an element (x, y) of
X × Y ; then, for all x′ covered by x in X, y′ covered by y in Y , let
o(cx⊗y,x′⊗y) := o
X(cx,x′),
o(cx⊗y,x⊗y′) := (−1)dim(x)oY (cy,y′).
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Theorem 3.31. Let X,Y be oriented posets. Then,
1. if X,Y are oriented thin posets, X ⊗ Y is an oriented thin poset;
2. if X,Y are globular posets, X ⊗ Y is a globular poset.
Proof. An interval of length 2 in X ⊗ Y , whose least element has dimension n > 0, has
one of the following forms:
• [x′, x]⊗ {y} for some interval [x′, x] of length 2 in X, and y ∈ Y ;
• {x} ⊗ [y′, y] for some interval [y′, y] of length 2 in Y , and x ∈ X;
• [x′ ⊗ y′, x⊗ y], where x covers x′ in X and y covers y′ in Y .
In the first two cases, oriented thinness follows from the oriented thinness of X and Y ,
respectively. In the last case, let α := oX(cx,x′), β := o
Y (cy,y′). Then, the interval has
the form
x⊗ y
x′ ⊗ y x⊗ y′
x′ ⊗ y′
α (−1)dim(x)β
(−1)dim(x′)β α
in the labelled Hasse diagram of X ⊗ Y , and (−1)dim(x′) = (−1)dim(x)−1 = −(−1)dim(x).
The case of intervals [⊥, x ⊗ y] can easily be handled explicitly. This proves the first
point.
Next, suppose X and Y are globes; we will show that X ⊗ Y is a globe, by simul-
taneous double induction on the dimensions n of X and m of Y , and on the number of
their top-dimensional elements. When either n or m is 0, X ⊗ Y ≃ X or X ⊗ Y ≃ Y ,
obviously a globe.
Suppose that n,m > 0, and let α′ := (−1)nα; then
∂α(X ⊗ Y ) = (∂αX ⊗ Y ) ∪ (X ⊗ ∂α′Y ).
By the inductive hypothesis, both U1 := ∂
αX ⊗ Y and U2 := X ⊗ ∂α′Y are globes, and
their intersection ∂αX ⊗ ∂α′Y is a globe. Thus, U1 and U2 satisfy the condition for
∂α(X ⊗ Y ) to be a globe.
If X,Y are atomic, this is sufficient. Otherwise, suppose X is non-atomic, and let
UX1 and U
X
2 be mergeable sub-globes of X as in the definition. Then U
X
1 ⊗ Y , UX2 ⊗ Y ,
and their intersection (UX1 ∩UX2 )⊗Y are all globes by the inductive hypothesis; therefore
X ⊗ Y is a globe. Induction on the number of top-dimensional elements of Y is similar.
Finally, suppose that X,Y are globular posets. For all x ∈ X, y ∈ Y , we have
Ux⊗y = U
X
x ⊗ UYy , which is a globe since UXx , UYy are. Therefore, X ⊗ Y is a globular
poset.
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The tensor product defines a monoidal structure on GlobPos⊂, whose unit is the 0-
globe 1. Moreover, the full subcategory whose objects are atomic globes is closed under
the tensor product.
Proposition 3.32. The functor D : GlobPos⊂ → ADC is monoidal.
Proof. Simple inspection of the definitions.
This means, in particular, that the tensor product of globular posets agrees with the
tensor product of ω-categories on the globular posets that are mapped by D to loop-free
polygraphs.
We are now ready to define our directed spaces.
Definition 3.33. Let RG be a skeleton of the full subcategory of GlobPos⊂ whose
objects are atomic globes. A regular polygraph X is a presheaf X : RGop → Set. A
map f : X → Y of regular polygraphs is a morphism of presheaves.
The tensor product X ⊗ Y of two regular polygraphs X,Y is their Day convolution
with respect to the tensor product of globular posets. The tensor product defines a
monoidal structure on the category RPol of regular polygraphs and maps, whose unit
is the Yoneda embedding of the 0-globe 1.
Remark 3.34. The Day convolution product is, in fact, canonically part of a biclosed
structure; see [Day70, Theorem 3.3].
We will casually identify a globe G with its Yoneda embedding HomRG(−, G). Be-
cause RPol is a presheaf category, it is cocomplete, so it has coproducts modelling the
disjoint union of regular polygraphs, and coequalisers, which can be used to define quo-
tients; unlike the ω-categorical case, however, only generators of the same dimension can
be identified in a quotient. We can also define opposites.
Definition 3.35. Let X be an oriented poset, S ⊆ N+. Then Xop(S) is the oriented
poset with the same underlying poset as X, and the orientation o′ defined by
o′(cx,y) :=
{
−o(cx,y), dim(x) ∈ S,
o(cx,y), dim(x) 6∈ S,
for all elements x, y ∈ X such that x covers y. It is easy to verify that Xop(S) is a globular
poset if X is; in fact, (−)op(S) defines a functor GlobPos⊂ → GlobPos⊂, restricting to
a functor RG→ RG.
Let X be a regular polygraph, S ⊆ N+. The S-opposite of X is the regular polygraph
Xop(S) := X((−)op(S)).
The applicable results of the last part of Section 1.3 all hold, and we will use the
same notational shortcuts.
The definition of the shape category RG as a skeleton is not very satisfactory, since
recognising isomorphic globular posets may be a hard problem. Our hope is that an
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inductive definition can be found, akin to the zoom complexes of [KJBM10] for the
category of opetopes, inducing a recursive enumeration of isomorphism classes. We
suspect that such a definition may involve a classification of the connected partial orders
of Proposition 3.13.(b); we know, for instance, that for 1-globes, one obtains a linear
order of atomic globes, and for 2-globes, an order with a planar Hasse diagram.
On the other hand, the definition of regular polygraphs automatically satisfies our
desiderata 1 and 3, and seems well-equipped for satisfying number 4 as well. As for
desideratum 2, we can define the geometric realisation of a regular polygraph X in the
standard way, as the coend
|X| :=
∫ G
|G| ×X(G),
in the category of topological spaces, where G ranges over the globes in RG, and |G| is
the geometric realisation of their underlying poset. For now, this answers our question
partially: if we can label the incidence poset of a regular CW complex in such a way that
it becomes a globular poset, then its geometric realisation is going to be homeomorphic
to the original CW complex.
However, to be able to turn such a globular poset into an “undirected object” inRPol
— preferably equivalent to the “RG-nerve” of a topological space, obtained abstractly
as the right adjoint of the geometric realisation — we need a notion of equivalence cell
in a regular polygraph; and to even be able to define a homotopy sequence for a regular
polygraph, in the absence of degenerate boundaries, we will need a notion of weak unit.
In the next section, we do this in the 2-truncated case, to suggest that, while much
work still needs to be done, there is at least a viable path.
3.3 Weakness via representability: a case study
The approach that we follow is the same that underlies the opetopic definition of weak
higher categories: this is what Hermida calls coherence via universality [Her00, Her01],
where coherent higher algebraic structure is subsumed by the existence of universally
characterised elements in a wider context (representability).
As is the case for opetopic sets, the category G of standard globes appears as a
full subcategory of the shape category RG of regular polygraphs. This allows us to
associate to any regular polygraph X a globular set GX, defined as the restriction of X
to G; when X satisfies certain properties, GX can be made the carrier of certain higher
algebraic structures.
Because of the overlap between our globes and opetopes, we will see that the model-
ling of weak associativity can more or less be carried over from the opetopic approach;
the original part is our treatment of equivalences and weak units.
Terminology. We assume that a representative is fixed for all isomorphism classes
of n-globes. An n-cell in a regular polygraph X is an element of X(G) for some
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atomic n-globe G; in the ω-categorical version of polygraphs, this would have
corresponded to an n-dimensional generator.
We write Hom(−,−) for HomRPol(−,−). Recall that, by the Yoneda lemma, for
all regular polygraphs X and atomic n-globes G, X(G) ≃ Hom(G,X).
3.3.1 Regular poly-bicategories and divisible 2-cells
As a case study, we will focus on regular 2-polygraphs — presheaves on the full sub-
category of RG on atomic globes of dimension ≤ 2 — endowed with an associative
composition of 2-cells. The immediate advantage is that atomic 2-globes are easily clas-
sified: they are simply the shapes
1 m
1 n ,
with n,m > 0. Thus, a regular 2-polygraph X is described by a diagram
X0 X1 X
(n,m)
2 ,
∂+
∂−
∂+(j)
∂−(i)
i = 1, . . . , n,
j = 1, . . . ,m,
for all n,m ≥ 1, satisfying
∂−∂−(1) = ∂
−∂+(1) ,
∂+∂−(n) = ∂
+∂+(m) ,
∂+∂−(i) = ∂
−∂−(i+1) , i = 1, . . . , n− 1,
∂+∂−(j) = ∂
+∂+(j+1) , j = 1, . . . ,m− 1.
Here X0,X1 are the values of the presheaf X at the unique atomic 0-globe and 1-globe,
and X
(n,m)
2 at the atomic 2-globe with n input cells and m output cells. The induced
globular set GX is
X0 X1 X
(1,1)
2 .
∂+
∂−
∂+(1)
∂−(1)
Composable pairs of n-cells in a regular polygraph are classified by mergeable pairs
of atomic n-globes, equivalently, n-globes with two top-dimensional elements.
Construction 3.36. We can identify a non-atomic n-globe G with a regular polygraph
as follows. Take an atomic (n+1)-globe G′ with a single output n-cell x, and such that
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∂−G′ ≃ G; then, take the sub-presheaf ∂−G′ of the Yoneda embedding of G′, where we
discard the (n + 1)-cell corresponding to the identical embedding G = G and the n-cell
corresponding to the inclusion Ux ⊆ G. We will identify G with the regular polygraph
∂−G′.
Terminology. An n-globe in a regular polygraph X is a map G → X, where G
is the regular polygraph corresponding to a generic n-globe G.
In particular, we obtain composable pairs of n-cells in a regular polygraph X as n-globes
G→ X where G has two n-cells.
When n = 2, by a case distinction, we see that 2-globes with two 2-cells fall into one
of the following geometric situations, where the shared boundaries contain at least one
1-cell, and for the rest only regularity constraints apply:
(c)
.
(a)
(b)
(d)
(3.3)
We note that there is a correspondence between these, and the axioms of the “spider
presentation” of (special) Frobenius algebras, Remark 2.11.
Similarly, n-globes with three top-dimensional elements classify sequences of two
compositions. For our algebraic composition on regular 2-polygraphs, they will classify
associativity and interchange axioms: whenever there are two possible trees of mergeable
bi-partitions of the three cells, as in Example 3.11, composing them in one order or the
other leads to the same result.
Before considering this notion of composition, however, we will work with a more
restrictive one, since it leads to some clearer, more symmetrical combinatorics.
Definition 3.37. Let X be an oriented thin poset, and let U and U ′ be two closed,
pure, n-dimensional subsets of X. We say that U and U ′ are simply mergeable if they
are mergeable, and U ∩ U ′ is an atomic (n − 1)-globe.
By induction on the number of top-dimensional elements of U : a pure, closed n-
dimensional U ⊆ X is a simple n-globe if it is an atomic n-globe, or if there are U1, U2
as in the definition of n-globe, such that U1, U2 are simply mergeable simple n-globes.
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Alternatively, a simple n-globe may be characterised as one which reduces to an
atomic n-globe, as in Lemma 3.17, by a sequence of simple mergers involving only n-
dimensional cells.
The simple 2-globes with two 2-cells are also classified by diagram (3.3), where the
shared boundary is now constrained to consist of a single 1-cell. However, there are fewer
possible simple 2-globes with three 2-cells. The following two pictures, for instance,
describe a family both of 2-globes and of simple 2-globes, depending on constraints on
the shared boundaries:
, ;
the following, however, only describes a family of non-simple 2-globes, even though its
2-cells may be pairwise simply mergeable:
.
Far from being an arbitrary algebraic concoction, the kind of composition classified
by simple 2-globes is the correct one for sequents in proof theory, the so-called cut rule;
and it is the one underlying planar polycategories, a context for the categorical semantics
of proof theory, see [Kos03, Pas04]. In [CKS03], Cockett, Koslowski, and Seely gave a
“multi-coloured” generalisation of planar polycategories, on which the following is based.
Definition 3.38. A regular poly-n-category is a regular n-polygraph X, together with
1. for all simple n-globes G with two n-cells, reducing to the atomic n-globe G′ after
one simple merger, a composition operation
cutG : Hom(G,X)→ X(G′),
restricting to the identity on Hom(∂αG,X) = Hom(∂αG′,X), and such that
2. for all simple n-globes G1,2,3 with three n-cells x1, x2, x3, reducing to the atomic
n-globe G′ in two steps through either the simple merger of Ux1 and Ux2 , or the
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simple merger of Ux2 and Ux3 , the following diagram commutes:
Hom(G1,2,3,X) Hom(G12,3,X)
Hom(G1,23,X) X(G′).
cutG1,2
cutG1,23
cutG2,3 cutG12,3
A morphism f : X → Y of regular poly-n-categories is a map of the underlying regular
polygraphs such that
Hom(G,X) X(G′)
Hom(G,Y ) Y (G′).
cutG
cutG
Hom(G, f) fG′
commutes for all suitable G  G′. We write RPnCat for the category of regular
poly-n-categories and morphisms.
We have taken some notational shortcuts, which we hope are self-explanatory. The
endofunctors (−)op(S) on GlobPos⊂ induce endofunctors on RPnCat: if X has com-
positions cutG, X
op(S) has compositions cut′G := cutGop(S) , defined through the iso-
morphisms Hom(G,Xop(S)) ≃ Hom(Gop(S),X).
We speak of regular poly-bicategories in the 2-dimensional case, where the cut oper-
ations correspond to functions
X
(n,m)
2 ∂+
(i)
×∂−
(j)
X
(p,q)
2 X
(n+p−1,m+q−1)
2 ,
cuti,j
such that i, j satisfy the two conditions on any side of the following square:
i = 1 j = p
i = m j = 1
(b)
(d)
(a) (c)
.
Note that for the conditions (a) and (c) to be satisfied, it is necessary that m = 1 and
p = 1, respectively. There are 9 associativity schemes and 8 interchange schemes that
these must satisfy; we refer to [Pas04, Section 1.7] for an explicit classification.
Remark 3.39. When X is a regular poly-bicategory, GX is equipped with the strictly
associative composition of 2-cells cut1,1.
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Definition 3.40. A regular multi-bicategory is a regular poly-bicategory X such that
X
(n,m)
2 is empty whenever m > 1. A regular polycategory is a regular poly-bicategory
with a single 0-cell. A regular multicategory is a regular multi-bicategory with a single
0-cell.
We will write
p : (a1, . . . , an)→ (b1, . . . , bm)
for a 2-cell p ∈ X(n,m)2 in a regular poly-bicategory, with ∂−(i)p = ai, ∂+(j)p = bj, for
i = 1, . . . , n, and j = 1, . . . m; we will omit the parentheses when there is a single 1-cell
in either boundary. We will use Greek letters Γ,∆ for generic composable sequences of
1-cells.
The construction of a weakly associative composition of 1-cells in a poly-bicategory
can be carried out exactly as in [CKS03], which is in turn a two-sided version of [Her00],
where the multi-bicategorical case is considered. We paraphrase it here, before moving
on to the original treatment of weak units.
The main idea of Hermida’s [Her00] is the following: suppose that we want to “inter-
nalise” the operation of forming sequences of composable 1-cells in a multi-bicategory X
as an algebra on its set of 1-cells, say (a, b) 7→ a#b. Then, we should require that 2-cells
p : (Γ1, a, b,Γ2)→ d (3.4)
correspond bijectively to 2-cells
p′ : (Γ1, a#b,Γ2)→ d.
In particular, the identity a#b→ a#b must correspond to a 2-cell t : (a, b)→ a#b. The
bijective correspondence can be obtained from the existence of a unique factorisation of
each 2-cell p as in (3.4) through t, that is, from a universal property of the 2-cell t.
Then, any 1-cell c such that there exists a universal 2-cell (a, b) → c with the same
property is an equally valid candidate for a composite of a, b. Such a 1-cell is an “internal
representative” of the composable pair (a, b) in the set of 1-cells; not working with
our regularity constraint, Hermida also postulates the existence of 1-cells representing
“empty sequences” (0-cells). The existence of representatives for arbitrary sequences is
called representability.
Hermida then shows that any choice of representatives defines a bicategory structure
[Be´n67] on the 2-globular set GX; and that performing such a choice for each represent-
able multi-bicategory defines an equivalence between the category of bicategories and
pseudofunctors, and the category of representable multi-bicategories and maps that pre-
serve universal 2-cells. In this precise sense, the structure of a bicategory is equivalent
to a property of multi-bicategories.
Beyond the one considered by Hermida, there are other universal properties that
2-cells in a multi-bicategory may satisfy. Given a 2-cell p : (a, b) → c, there are three
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ways in which it can be composed with another 2-cell:
a b
c
p
(l∗)
a b
c
p
(c∗)
a b
c
p
(r∗)
.
(3.5)
Note that we will usually identify pasting diagrams of 2-globes with the unique result of
their composition in any order.
Definition 3.41. Let a, b be two 1-cells in a regular poly-bicategory X, with compatible
boundaries as required separately by each definition.
A tensor of a and b is a 1-cell a⊗ b, together with a 2-cell ta,b : (a, b) → a⊗ b that
is divisible for compositions of type (c∗): that is, for all
p : (Γ1, a, b,Γ2)→ (∆),
there exists a unique
p˜ : (Γ1, a⊗ b,Γ2)→ (∆),
such that
Γ1
a b
a⊗ b
Γ2
∆
p˜
ta,b
7→
cut1,j
Γ1
a b
Γ2
∆
p
.
Notation. While we use the same symbol for consistency with the existing lit-
erature, the tensor of two 1-cells, as defined here, must not be confused with the
product of two 1-cells in the tensor product of two polygraphs, which is a 2-cell.
A right hom from a to b is a 1-cell a⊸ b, together with a 2-cell eRa,b : (a, a⊸ b) → b
that is divisible for compositions of type (r∗); that is, for all
p : (a,Γ)→ (b,∆),
there exists a unique
p˜ : (Γ)→ (a⊸b,∆),
such that
a a⊸b
b
Γ
∆
eRa,b
p˜ 7→
cut1,2
a
b
Γ
∆
p
.
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A left hom from a to b is a 1-cell b› a, together with a 2-cell eLa,b : (b› a, a) → b
that is divisible for compositions of type (l∗).
We say that X is tensor 1-representable, right closed, and left closed, respectively,
if it has tensors, right homs, and left homs, respectively, for all pairs of 1-cells in the
appropriate configuration.
A right hom in X is the same as a left hom in Xop. By usual reasoning with universal
properties, the 2-cells exhibiting binary tensors, homs, and their duals can be composed
to produce n-ary tensors, homs, and their duals. For example,
a
b
c
a⊗ b
(a⊗ b)⊗ c
ta,b
ta⊗b,c
,
b
a
a⊸(b⊸c)
b⊸c
c
eRa,b⊸c
eRb,c
exhibit (a ⊗ b) ⊗ c as a tensor of (a, b, c), and a⊸ (b⊸ c) as a right hom from (b, a) to
c, respectively.
All the definitions can also be dualised to Xco; given a 2-cell p : c→ (a, b), there are
three ways in which it can be composed with another 2-cell, dual to those in diagram
(3.5):
a b
c
p
(l∗) a b
c
p
(c∗)
a b
c
p
(r∗)
.
Definition 3.42. Let a, b be two 1-cells in a regular poly-bicategory X, with compatible
boundaries as required separately by each definition.
A par of a and b is a 1-cell a ` b, together with a 2-cell pa,b : a ` b → (a, b) that
is divisible for compositions of type (c∗). A right cohom from a to b is a 1-cell ab,
together with a 2-cell cRa,b : b → (a, ab) that is divisible for compositions of type (r∗).
A left cohom from a to b is a 1-cell bupslopea, together with a 2-cell cLa,b : b → (bupslopea, a) that
is divisible for compositions of type (l∗).
We say that X is par 1-representable, right coclosed, and left coclosed, respectively,
if it has pars, right cohoms, and left cohoms, respectively, for all pairs of 1-cells in the
appropriate configuration.
Clearly, p : (a, b)→ c exhibits a tensor, a right hom, a left hom in X, respectively, if
and only if pco : c→ (a, b) exhibits a par, a right cohom, a left cohom inXco, respectively.
For all compatible pairs of 1-cells, we expect these constructions to define a unique
1-cell “up to isomorphism” — except, we have not shown how to define isomorphisms in
the absence of units for composition. The idea is to use, again, divisibility properties.
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Definition 3.43. A 2-cell ida : a → a in a regular poly-bicategory X is a unit on a if
the result of any composition of ida with another 2-cell p is p.
A 2-cell p : a→ a′ with a single input and output is divisible if it is both (c∗)-divisible
and (c∗)-divisible.
Lemma 3.44. Let p : a→ a′ be a divisible 2-cell in a regular poly-bicategory X, and let
id : a→ a, id′ : a′ → a′ be the unique 2-cells such that
cut1,1(id, p) = p, cut1,1(p, id
′) = p.
Then id is a unit on a, and id′ is a unit on a′.
Proof. Consider a 2-cell q : (Γ1, a,Γ2)→ (∆) in X; by (c∗)-divisibility of p, there exists
a unique q′ : (Γ1, a
′,Γ2)→ (∆) such that cut1,i(p, q′) = q. Then,
cut1,i(id, q) = cut1,i(id, cut1,i(p, q
′)) = (associativity)
= cut1,i(cut1,1(id, p), q
′) = cut1,i(p, q
′) = q.
Next, consider a 2-cell r : (Γ)→ (∆1, a,∆2). Composing it with p, we find
cutj,1(r, p) = cutj,1(r, cut1,1(id, p)) = cutj,1(cutj,1(r, id), p);
therefore, by (c∗)-divisibility of p, we obtain r = cutj,1(r, id). This proves that id is a
unit on a; the same proof applied to Xco proves that id′ is a unit on a′.
Proposition 3.45. Let X be a regular poly-bicategory. Then, the following are equival-
ent:
1. for all 1-cells a of X, there exist a 1-cell a and a divisible 2-cell p : a→ a;
2. for all 1-cells a of X, there exist a 1-cell a and a divisible 2-cell p′ : a→ a;
3. for all 1-cells a of X, there exists a (necessarily unique) unit ida on a.
Proof. Let a be a 1-cell of X. If there exists a unit ida : a → a, it is clearly divisible,
and fulfills the other two conditions for a.
Conversely, by Lemma 3.44, from any divisible 2-cell e : a→ a, and from any divisible
2-cell e′ : a→ a, we can construct a unit on a.
Definition 3.46. We say that a regular poly-bicategory X is 1-representable if it satisfies
any of the equivalent conditions of Proposition 3.45.
Corollary 3.47. Let X be a 1-representable regular poly-bicategory, and p : a → a′ a
2-cell of X with a single input and output. Then, if p satisfies any divisibility property,
it satisfies all of them.
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Proof. Obviously, (c∗), (l∗), (r∗)-divisibility collapse to the same property in this case,
and the same holds for (c∗), (l∗), (r∗).
Suppose p is (c∗)-divisible, and let ida, ida′ be the units on a, a
′. Dividing ida by p,
we obtain a unique p¯ : a′ → a such that cut1,1(p, p¯) = ida. Since
cut1,1(p, cut1,1(p¯, p)) = cut1,1(ida, p) = p = cut1,1(p, ida′),
it follows by uniqueness that cut1,1(p¯, p) = ida′ . The other direction is analogous.
Thus, assuming 1-representability, we retrieve the familiar notion of isomorphism: a
2-cell p : a → a′ that has a two-sided inverse with respect to the unique units ida, ida′ ,
or that, equivalently, satisfies any divisibility property. We can then apply standard
reasoning to show that a⊗ b, a⊸ b, b›a, and their duals, when they exist, are unique
up to a unique isomorphism. We will write a ≃ a′ if an isomorphism p : a→ a′ exists.
The following is a useful technical lemma.
Lemma 3.48. Let t : (a, b) → c be a 2-cell in a 1-representable regular poly-bicategory,
and suppose t satisfies two different divisibility properties. Then:
• if t is (c∗) and (r∗)-divisible, then any (c∗)-divisible u : (a, b) → c′ is also (r∗)-
divisible, and any (r∗)-divisible u : (a, b
′)→ c is also (c∗)-divisible;
• if t is (c∗) and (l∗)-divisible, then any (c∗)-divisible u : (a, b) → c′ is also (l∗)-
divisible, and any (l∗)-divisible u : (a
′, b)→ c is also (c∗)-divisible;
• if t is (r∗) and (l∗)-divisible, then any (r∗)-divisible u : (a, b′) → c is also (l∗)-
divisible, and any (l∗)-divisible u : (a
′, b)→ c is also (r∗)-divisible.
Proof. We only consider the case in which t is (c∗) and (r∗)-divisible, and u : (a, b
′)→ c is
(r∗)-divisible; the others are completely analogous. By factoring u through t, we obtain
a b′
c
u =
a
b′
b
c
p
t
,
for a unique p : b′ → b, which due to 1-representability must be an isomorphism. As
composition with isomorphisms does not affect divisibility properties, and t is (c∗)-
divisible, u is also (c∗)-divisible.
We obtain an analogous result for cells t′ : c→ (a, b), by dualising to Xco.
86 Chapter 3 Towards directed spaces
3.3.2 Weak units and divisible 1-cells
In the proof of Proposition 3.45, we assumed a representability condition, and construc-
ted units for a strictly associative composition. That proof is going to be our blueprint
for the construction of weak unit 1-cells, relative to the two internal, weakly associative
notions of composition given by tensors and pars. We will proceed as follows:
1. first, we will define a notion of weak unit 1-cell appropriate for regular poly-
bicategories;
2. then, we will show that the existence of weak units is equivalent to a lower-
dimensional representability condition;
3. finally, we will show that our weak units induce the same coherent structure on
GX as the ones based on degenerate boundaries in [Her00, CKS03].
We restrict our attention to tensor units first.
Definition 3.49. Let x be a 0-cell in a regular poly-bicategory X. A 1-cell 1x : x→ x
is a tensor unit on x if, for all a : x→ y, b : z → x, there exist 2-cells
x
x
y
1x a
a
la
,
z
x
x
b 1x
b
rb
that are, respectively, (c∗), (r∗)-divisible, and (c
∗), (l∗)-divisible, that is, they exhibit a
as both 1x ⊗ a and 1x⊸a, and b as both b⊗ 1x and b›1x.
Remark 3.50. By Lemma 3.48, if X is 1-representable, and 1x : x → x is a tensor
unit on x, a seemingly stronger claim can be made: all (c∗)-divisible 2-cells of the form
t : (1x, a)→ a′ are also (r∗)-divisible, all (r∗)-divisible 2-cells of the form u : (1x, a′)→ a
are also (c∗)-divisible, and so on. The same reasoning can be applied to par units.
In the following definition, we introduce a notion of equivalence 1-cell which does not
depend on any specified units, nor, in fact, on the existence of units.
Definition 3.51. Let e : x→ x′ be a 1-cell in a regular poly-bicategory X. We say that
e is tensor left divisible if, for all a : x→ y, a′ : x′ → y, a right hom and tensor
x
x′
y
e e⊸a
a
eRe,a
,
x
x′
y
e a′
e⊗ a′
te,a′
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exist and are both (c∗) and (r∗)-divisible, that is, they exhibit a as e⊗ (e⊸a) and a′ as
e⊸(e ⊗ a′).
Dually, we say that e is tensor right divisible if, for all b : z → x, b′ : z → x′, a left
hom and tensor
z
x
x′
b′›e e
b′
eLe,b′
,
z
x
x′
b e
b⊗ e
tb,e
exist and are both (c∗) and (l∗)-divisible, that is, they exhibit b
′ as (b′›e)⊗ e and b as
(b⊗e)›e. A 1-cell e is tensor divisible if it is both tensor left and tensor right divisible.
Remark 3.52. A quasigroup, in the equational formulation [Smi06, Section 1.2], is a set
Q together with three binary operations ·,upslope, satisfying the axioms
x · (xy) = x, x(x · y) = x,
(yupslopex) · x = x, (y · x)upslopex = x.
The isomorphisms enforced by divisibility can be seen as a categorified version of these
equations.
The following shows that tensor divisible 1-cells satisfy a “two-out-of-three” property,
a common requirement for classes of weak equivalences.
Theorem 3.53. Let e : x→ x′, e′ : x′ → x′′, e′′ : x→ x′′ be 1-cells in a 1-representable
regular poly-bicategory X, and suppose that
x
x′
x′′
e e′
e′′
p
satisfies two different divisibility properties. If two of the three 1-cells e, e′, and e′′ are
tensor divisible, then the third is also tensor divisible, and p is at once (c∗), (l∗), and
(r∗)-divisible.
Proof. Suppose first that e, e′ are tensor divisible. Because p satisfies two different
divisibility properties, it satisfies at least one of (l∗) and (r∗)-divisibility. Then, factoring
it through eLe′,e′′ , in the first case, or through e
R
e,e′′ , in the second case, we find that it is
also (c∗)-divisible, that is, it exhibits e′′ as e⊗ e′. Finally, factoring through te,e′, which,
by tensor divisibility of both e and e′ and an application of Lemma 3.48, is at once (c∗),
(l∗), and (r∗)-divisible, we obtain that p has the same property.
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To check that e′′ is tensor left divisible, consider an arbitrary 1-cell a : x→ y; then,
the unique 2-cell q obtained in the factorisation
x
x′ x′′
y
e
e′
e′⊸(e⊸a)
e′′
a
p
q
x
x′ x′′
y
e
e′
e′⊸(e⊸a)
e⊸a
a
eRe′,e⊸a
eRe,a = (3.6)
using the (c∗)-divisibility of p is both (c∗) and (r∗)-divisible, as we will now show. To
prove (c∗)-divisibility of q, given a 2-cell
p′ : (Γ1, e
′′, e′⊸(e⊸a),Γ2)→ (∆),
we precompose it with p and factorise as
Γ1
e
e′
e′⊸(e⊸a)
Γ2
∆
e′′
p
p′
=
Γ1
e
e′
e′⊸(e⊸a)
a
Γ2
∆
e′′
p
p′′
q
for a unique 2-cell p′′, using the (c∗)-divisibility of both sides of equation (3.6). By
(c∗)-divisibility of p, we obtain a necessarily unique factorisation of p′ through q. The
(r∗)-divisibility of q is obtained by an analogous argument.
Similarly, given an arbitrary 1-cell a′ : x′′ → y, the unique 2-cell q′ obtained in the
factorisation
x
x′ x′′
y
e
e′
a′
e′′
e⊗ (e′ ⊗ a)
p
q′
x
x′ x′′
y
e
e′
a′
e′ ⊗ a
e⊗ (e′ ⊗ a)
te′,a
te,e′⊗a =
using the (c∗)-divisibility of p is shown to be both (c∗) and (r∗)-divisible. This proves
that e′′ is tensor left divisible; a symmetrical argument shows that it is tensor right
divisible.
Next, we consider the case in which e and e′′ are tensor divisible. Because p satisfies
two different divisibility properties, it satisfies at least one of (c∗) and (r∗)-divisibility;
factoring it through te,e′ , in the first case, or through e
R
e,e′′ , in the second case, we find
that it must actually satisfy both of them.
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To check that e′ is tensor left divisible, consider a 1-cell b : x′ → y. The unique 2-cell
r obtained in the factorisation
x
x′ x′′
y
e
e′
e′′⊸(e⊗ b)
e′′
e⊗ b
p
eRe′′,e⊗b =
x
x′ x′′
y
e
e′
e′′⊸(e⊗ b)
b
e⊗ b
r
te,b
(3.7)
using the (r∗)-divisibility of te,b is easily shown to be (r∗)-divisible. To prove that it is
also (c∗)-divisible, consider a 2-cell
p′ : (Γ1, e
′, e′′⊸(e⊗ b),Γ2)→ (∆).
Suppose that (Γ1) = (Γ
′
1, c) for some c : z → x′; then, we can perform the following
sequence of factorisations (labels of 0-cells are omitted):
Γ′1
c›e
e e′
e′′⊸(e⊗ b)
Γ2
∆
c
eLe,c
p′ =
Γ′1
c›e
e e′
e′′⊸(e⊗ b)
Γ2
∆
b
e⊗ b
r
te,b
p˜ =
Γ′1
c›e
e e′
e′′⊸(e⊗ b)
Γ2
∆
c b
eLe,c r
p′′
=
for unique 2-cells p˜ and p′′, where we used first the (c∗)-divisibility of the two sides
of equation (3.7), then the (c∗)-divisibility of eLe,c. Cancelling the latter, we obtain a
necessarily unique factorisation of p′ through r. In case Γ1 is empty, let (∆) = (c
′,∆′)
for some c′ : x′ → z, and apply the same reasoning to the postcomposition of p′ with
te,c : (e, c)→ e⊗ c.
Next, consider a 1-cell b′ : x′′ → y. The unique 2-cell r′ obtained in the factorisation
x
x′ x′′
y
e
e′
b′
e′′
e′′ ⊗ b′
p
te′′,b′ =
x
x′ x′′
y
e
e′
b′
e⊸(e′′ ⊗ b′)
e′′ ⊗ b′
r′
eRe,e′′⊗b′
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using the (r∗)-divisibility of e
R
e,e′′⊗b′ is shown to be both (c
∗) and (r∗)-divisible by a
similar argument. This proves that e′ is tensor left divisible.
The proof that e′ is tensor right divisible is similar, and involves the 2-cells s, s′
obtained from factorisations
y
x x′
x′′
a›e′′
e
e′
(a›e′′)⊗ e
a
ta›e′′,e
s
,
y
x x′
x′′
a›e′′
e
e′
e′′
a
p
eLe′′,a =
y
x x′
x′′
a′›e
e
e′
a′
(a′›e)⊗ e′′
eLe,a′
s′
.
y
x x′
x′′
a′›e
e
e′
e′′
(a′›e)⊗ e′′
p
ta′›e,e′′ =
Once we have acquired that e′ is tensor divisible, the fact that p is also (c∗)-divisible is
a consequence of Lemma 3.48.
Finally, the statement in the case where e′, e′′ are tensor divisible follows from the
previous case applied to Xop.
Corollary 3.54. The class of tensor divisible 1-cells in a 1-representable regular poly-
bicategory is closed under tensors, left homs, and right homs.
Proof. If e′′ is obtained as a tensor, right hom, or left hom of tensor divisible 1-cells,
then the 2-cell that exhibits it falls under the hypotheses of Theorem 3.53. It follows
that e′′ is also tensor divisible.
Lemma 3.55. Let e : x → x′ be a tensor divisible 1-cell in a 1-representable regular
poly-bicategory. Then, e› e : x → x is a tensor unit on x, and e⊸ e : x′ → x′ is a
tensor unit on x′.
Proof. Let a : x→ y be a 1-cell. Then, the unique 2-cell p obtained in the factorisation
x
x x′
y
e›e
e
e⊸a
e
a
eLe,e
eRe,a =
x
x x′
y
e›e
e
e⊸a
a
a
eRe,a
p
by using the (c∗)-divisibility of eRe,a is easily determined to be (c
∗)-divisible. By Corollary
3.54, e›e is tensor divisible, so by Lemma 3.48 p is also (r∗)-divisible.
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Similarly, take any a′ : x′ → y. The unique 2-cell p′ obtained in the factorisation
x
x′ x′
y
e
e⊸e
a′
e
e⊗ a′
eRe,e
te,a′ =
x
x′ x′
y
e
e⊸e
a′
a′
e⊗ a′
p′
te,a′
by using the (r∗)-divisibility of te,a′ is itself (r∗)-divisible. Since e⊸e is tensor divisible,
p′ is also (c∗)-divisible.
This proves the left-handed condition of tensor units for both e› e and e⊸ e; a
dual argument in Xop leads to the right-handed condition.
Theorem 3.56. Let X be a 1-representable regular poly-bicategory. Then, the following
conditions are equivalent:
1. for all 0-cells x of X, there exist a 0-cell x and a tensor divisible 1-cell e : x→ x;
2. for all 0-cells x of X, there exist a 0-cell x and a tensor divisible 1-cell e′ : x→ x;
3. for all 0-cells x of X, there exists a tensor unit 1x on x.
Proof. Let x be a 0-cell of X. If there exists a tensor unit 1x : x→ x, then it is clearly
tensor divisible, and fulfills the condition for x on both sides.
Conversely, suppose e : x→ x is a tensor divisible 1-cell, and define 1x := e›e. By
Lemma 3.55, 1x is a tensor unit on x. Similarly, if e
′ : x → x is tensor divisible, then
1x
′ : e′⊸e′ is a tensor unit on x. This completes the proof.
Definition 3.57. We say that a 1-representable regular poly-bicategory X is tensor
0-representable if it satisfies any of the equivalent conditions of Theorem 3.56.
We say that X is tensor representable if it is 1-representable, tensor 0-representable,
and tensor 1-representable.
When X is tensor representable, we have isomorphisms 1x ⊗ a ≃ a, b ⊗ 1x ≃ b in
GX whenever the left-hand side is defined; it only remains to be show that a coherent
set of units and isomorphisms — that is, one that satisfies Mac Lane’s triangle axioms
— can be chosen. The point is that our definition of tensor unit subsumes the notion
called Saavedra unit in [Koc08], on which the Joyal-Kock weak units defined in Section
2.3 are also based:
1. the l1x or r1x are witnesses of 1x ⊗ 1x ≃ 1x, the idempotency of the 1x;
2. the divisibility conditions on the la, ra imply the cancellability of the 1x.
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The following proof is based on [Koc08, Proposition 2.6]. It is due remarking that this,
like all theorems of “coherence via universality”, relies on a choice of representatives, so
foundational caveats apply, relative to the axiom of choice.
Proposition 3.58. Let X be a regular poly-bicategory, and suppose X is tensor repres-
entable. Then GX admits the structure of a bicategory, with tensors as composites of
1-cells.
In particular, if X has a single 0-cell, GX admits the structure of a monoidal cat-
egory.
Proof. The part relative to the coherent weak associativity of the composition is handled
as in [Her00, Definition 9.6], so we only need to show that a coherent set of units and
unitors can be chosen. For all composable 1-cells a, b, let ta,b : (a, b) → a ⊗ b be the
(c∗)-divisible cell chosen as a witness of the composition.
By Remark 3.50, given a tensor unit 1x, we know that the t1x,a : (1x, a)→ 1x⊗a are
also (r∗)-divisible. We define, for all a, an isomorphism λa : 1x ⊗ a → a as the unique
2-cell induced by the factorisation
1x
1x
a
1x
1x ⊗ a
l1x
t1x,a
=
1x
1x
a1x ⊗ a
a
1x ⊗ a
t1x,a
λa
t1x,a
.
Let p; q := cut1,1(p, q) for two composable 2-cells p, q in GX. Naturality of the λa in a
follows from the fact that, for all p : a→ b, the two sequences of factorisations of
1x
1x
b
a
1x
1x ⊗ b
l1x
t1x,b
p
respectively leading to (1x⊗ p);λb and to λa; p must yield the same result. Similarly, we
define isomorphisms ρb : b ⊗ 1x → b, natural in b, as the unique 2-cells induced by the
factorisations
1x
1x
b
1x
b⊗ 1x
l1x
tb,1x
=
1x
1x
b b⊗ 1x
b
b⊗ 1x
tb,1x
ρb
tb,1x
.
(3.8)
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Observe that, by Lemma 3.48, we can always pick l1x = r1x , so there is no loss of
generality in starting from one rather than the other.
The proof that the λa and ρa satisfy Mac Lane’s triangle axioms then proceeds as in
[Koc08, Proposition 2.6]: omitting associators, which can be inserted where appropriate,
for all compatible a, b, the invertible 2-cells ρa ⊗ 1x ⊗ b and a ⊗ 1x ⊗ λb are equal by
definition; since (ρa⊗1x⊗b); (a⊗λb) = (a⊗1x⊗λb); (ρa⊗b) up to associators, it follows
that ρa ⊗ b = a⊗ λb up to associators.
Remark 3.59. We can modify the first part of the previous proof to show the fol-
lowing. Let la : (1x, a) → a, ra : (b, 1x) → b be arbitrary witnesses of unitality in
a 1-representable, tensor 0-representable regular poly-bicategory, and assume without
loss of generality r1x = l1x . Then, we can define new families l˜a, r˜a as follows: let
l˜a := cut1,1(la, ea), where ea : a→ a is obtained by the factorisation
1x
1x
a
1x
a
l1x
la =
1x
1x
aa
a
a
la
ea
la
;
and r˜a := cut1,1(ra, e
′
a), where e
′
a comes from the dual factorisation, based on the ra and
diagram (3.8). Then, the {r˜a, l˜a} satisfy poly-bicategorical versions of naturality and
the triangle axioms: that is, for all p, p′, q as pictured,
1x
b
b
a Γ
∆
l˜b
p =
1x
a
Γ
a
b ∆
l˜a
p
,
(3.9)
1x
b
b
aΓ
∆
r˜b
p′ =
1x
a
Γ
a
b∆
r˜a
p′
,
(3.10)
a
1x
b
a
c
r˜a
q
=
b
1x
a
b
c
l˜b
q
.
(3.11)
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To prove the first one, precompose the left-hand side with l1x ; then, we have two possible
factorisations (labels of 1-cells are omitted to avoid clutter):
lb p
l1x
eb
=
lb
l˜b
p
eb
,
by definition of l˜b; and, for some unique p˜ given by (c
∗)-divisibility of la,
lb p
l1x
eb
= la
p˜
l1x
eb
=
l˜a
p˜
la
eb
==
l˜a
plb
eb
.
Comparing the two, and using the (r∗)-divisibility of l˜b = cut1,1(lb, eb), we obtain equa-
tion (3.9). Equation (3.10) is proved similarly.
The same reasoning used in the last part of the proof of Proposition 3.58 can then
be applied in order to prove equation (3.11).
The equivalence of our definition of units with the usual construction, at the level
of GX, can also be extended to combinations with other representability properties.
Closed categories, where a notion of hom exists independently of any monoidal structure,
were first introduced by Eilenberg and Kelly in [EK66]; in [Man12], Manzyuk proved a
coherence-via-universality theorem relating them to closed multicategories (with possibly
degenerate boundaries). That result can be amended as follows.
Proposition 3.60. Let X be a regular polycategory, and suppose that X is 1-representable
and tensor 0-representable. Then:
1. if X is right, respectively, left closed, then GX admits the structure of a right,
respectively, left closed category;
2. if X is tensor 1-representable, right and left closed, then GX admits the structure
of a monoidal biclosed category.
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Proof. Combine the proof of [Man12, Proposition 4.3] with the arguments of the proof
of Proposition 3.58.
Moreover, we can translate everything to Xco, defining notions of par units ⊥x : x→
x, par divisible 1-cells, and par 0-representability. The dual of Theorem 3.56, that the
existence of par units is equivalent to the existence of enough par divisible cells, holds,
and so do all the “coherence via universality” theorems, with pars replacing tensors
as the chosen composition of 1-cells, and cohoms replacing homs as part of a closed
structure.
Definition 3.61. A regular poly-bicategory is representable if it is tensor representable
and par representable.
In [CKS00], Cockett, Koslowski and Seely introduced the notion of linear bicategory :
this is a 2-globular set together with two different structures of bicategory, with the same
composition and units for 2-cells, but two different compositions and units for 1-cells —
tensor and par — related by natural transformations
δLa,b,c : a⊗ (b` c)→ (a⊗ b)` c,
δRa,b,c : (a` b)⊗ c→ a` (b⊗ c),
called linear distributors, and satisfying certain coherence conditions; see [CKS00, Defin-
ition 2.1] for details. Linear bicategories are the multi-coloured version of linearly dis-
tributive categories, defined in [CS97a].
Proposition 3.62. Let X be a representable regular poly-bicategory. Then GX admits
the structure of a linear bicategory.
In particular, if X has a single 0-cell, GX admits the structure of a linearly dis-
tributive category.
Proof. By Proposition 3.58 and its dual, GX admits two separate structures of bicat-
egory. The construction of linear distributors relating them, and the proof of the relative
coherences are the same as in the proof of [CS97a, Theorem 2.1].
In [CKS00, Definition 3.1], a notion of linear adjunction was defined for 1-cells in a
linear bicategory. This was proven to be equivalent to an algebraic definition of adjunc-
tion in a poly-bicategory given by [CKS03, Equation 4]; however, we cannot utilise it,
because it is based on cells with degenerate boundaries. On the other hand, an equi-
valent definition based on homs and cohoms still works, relativised to a choice of weak
units.
Proposition 3.63. Let X be a representable regular poly-bicategory, f : x→ y, g : y →
x be 1-cells, and 1x : x → x, ⊥y : y → y a tensor and a par unit in X. Then, f is left
linear adjoint to g in GX if any of the following, equivalent conditions holds:
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1. there exists a (r∗)-divisible cell ε : (g, f)→ ⊥y;
2. there exists a (l∗)-divisible cell ε : (g, f)→ ⊥y;
3. there exists a (r∗)-divisible cell η : 1x → (f, g);
4. there exists a (l∗)-divisible cell η : 1x → (f, g).
Proof. By Remark 3.59, and its dual version, we can fix witnesses l⊗f , r
⊗
g , l
`
g , r
`
f of
the unitality of 1x and ⊥y that can be “moved around” freely, induce natural unitor
isomorphisms on GX, and satisfy the poly-bicategorical triangle axiom. The proof
of [CKS03, Proposition 1.7], based on a characterisation of ordinary adjunctions by
Street and Walters [SW78, Proposition 2], can then be made relative to this choice. For
example, starting from an (r∗)-divisible ε : (g, f)→ ⊥y, begin with the factorisation
g 1x
g
⊥y g
r⊗g
l`g
=
g f
⊥y
1x
g
ε
η
,
(3.12)
which yields in GX one of the equations of linear adjunctions. For the other, observe
that
g f
⊥y
1x
g
⊥y
f
ε
η
ε
=
g 1x
⊥y
g
g
⊥y
f
l`g
r⊗g
ε
=
1x f
f
f
⊥y
⊥y
g
r`f
l⊗f
ε
by equation (3.12) and our choice of l⊗f , r
⊗
g , l
`
g , r
`
f . Since ε is (r∗)-divisible, it follows
that
f
1x
g
⊥y
f
η
ε
=
1x f
f
f
⊥y
r`f
l⊗f ,
which yields in GX the other equation of linear adjunctions.
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If X is left and right closed, and has both tensor and par units, then every 1-cell
has both a left and a right linear adjoint. A choice of adjoints induces an equivalence
between X and Xop co; in particular, X is automatically left and right coclosed, and if
it is tensor representable, then it is also par representable.
As discussed in [CKS00, Section 3], a linearly distributive category where every 1-
cell has a left and a right linear adjoint is the same as a nonsymmetric ∗-autonomous
category, in the sense of [Bar95]. Therefore, we immediately obtain the following.
Corollary 3.64. Let X be a representable regular polycategory. If X is also closed, then
GX admits the structure of a nonsymmetric ∗-autonomous category.
3.3.3 Special poly-bicategories. Towards higher dimensions
By Proposition 3.58, if our goal were simply to reconstruct the structure of bicategories in
the language of regular polygraphs, we could restrict our attention to multi-bicategories,
or polygraphs whose globes always have a single output cell; which is what is done by
Hermida, or more generally in the opetopic approach.
On the other hand, one of our desiderata concerns string diagrams, and string dia-
grams are commonly used to reason about non-strict 2-categories or monoidal categories.
This is sometimes justified with an appeal to Mac Lane’s coherence theorem, that is, by
claiming that a strictification is always implicitly assumed.
A more convincing formalisation, in our opinion, is that string diagrams are always
interpreted in an ambient regular polygraph X, and can only be used to infer results
about weak algebraic structure by passing to representatives in GX, whenever these
exist. This provides a general heuristic as to what can or cannot be proved diagram-
matically in certain contexts.
For example, when reasoning about monoidal categories with string diagrams, the
following “equation” is sometimes postulated:
a b “=” a⊗ b
;
(3.13)
yet this becomes forbidden when reasoning about ∗-autonomous or linearly distributive
categories, where one is told that the interpretation of a string diagram with inputs
(a1, . . . , an) and outputs (b1, . . . , bm) is a morphism a1 ⊗ . . . ⊗ an → b1 ` . . . ` bm. In
general, there is not even a cell a⊗ b→ a` b to replace the unit in the second diagram.
Of course, the “equation” (3.13) itself is nonsensical in a regular poly-bicategory,
unless either a or b is a weak unit that can be merged with the background (however, it
can make sense in a 2-category whose 1-skeleton is not a polygraph). On the other hand,
both sides can be interpreted in a regular 2-polygraph or poly-bicategory X, and if the
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poly-bicategory is representable, the following also has an interpretation as a 2-globe in
X:
a` b
a⊗ b
a b
,
(3.14)
where the two 2-cells exhibit a` b, a⊗ b as a par and a tensor of a, b, respectively.
Such nodes commonly appear in proof nets for linear logic and its fragments [Gir96],
yet the particular circuit of diagram (3.14) is invariably forbidden: that is, it does not
represent a “valid” proof net.
In the literature on proof nets, a lot of care is devoted to the conditions of validity
of a proof net, see for example [DR95, BCST96]. The non-validity of diagram (3.14) is
easily understood in the context of a representable regular poly-bicategory X: it is the
image of a 2-globe in X, but not of a simple 2-globe, so it does not have a composite,
that is, it does not “equal” any 2-cell in GX after composition.
The analysis is complicated by the fact that, in proof nets, the node (a, b) → a ⊗ b
is often assumed to have a dual a⊗ b→ (a, b), and the following equation is considered
to be valid:
a⊗ b
a⊗ b
a b = a⊗ b
.
(3.15)
This is still not a composition in a regular poly-bicategory, but at least it is a well-formed
equality in a 2-truncated regular polygraph; and, in fact, in monoidal categories, “string
diagrams with loops” such as (3.14) are always assumed to be well-formed, that is, to
have a composite.
Assuming that equation (3.15) is, in fact, the formally correct version of equation
(3.13), in order for it to be a theorem about regular polygraphs X such that GX admits
the structure of a monoidal category, we need X to have
1. universal 2-cells a⊗ b→ (a, b), and
2. composites of “string diagrams with loops”.
The first we can already have in a representable regular poly-bicategory, in the case that
a ⊗ b ≃ a ` b for all a, b. For the second, however, we have to extend the algebraic
composition from simple to generic 2-globes.
Definition 3.65. A special poly-n-category is a regular n-polygraph X, together with
1. for all n-globes G with two n-cells, reducing to the atomic n-globe G′ with ∂G′ =
∂G after a sequence of simple mergers, a composition operation
cutG : Hom(G,X) → X(G′),
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restricting to the identity on Hom(∂αG,X) = Hom(∂αG′,X), and such that
2. for all n-globes G1,2,3 with three n-cells x1, x2, x3, reducing to the atomic n-globe
G′ with ∂G1,2,3 = ∂G
′ in two stages, through either a sequence of simple mergers
involving Ux1 and Ux2 , or a sequence of simple mergers involving Ux2 and Ux3 , the
following diagram commutes:
Hom(G1,2,3,X) Hom(G12,3,X)
Hom(G1,23,X) X(G′).
cutG1,2
cutG1,23
cutG2,3 cutG12,3
A morphism f : X → Y of special poly-n-categories is a map of the underlying regular
polygraphs such that
Hom(G,X) X(G′)
Hom(G,Y ) Y (G′).
cutG
cutG
Hom(G, f) fG′
commutes for all suitable G G′.
The terminology, here, is not meant to imply that special poly-n-categories are not
regular as polygraphs, but rather be reminiscent of the distinction between Frobenius
algebras and special Frobenius algebras: special poly-bicategories admit compositions
“with loops” as in diagram (2.5).
While in a regular poly-bicategory, only a single-input, single-output 2-cell could be
both (c∗) and (c∗)-divisible, in a special poly-bicategory this makes sense for arbitrary
2-cells.
Definition 3.66. Let p : (Γ)→ (∆) be a 2-cell in a special poly-bicategory X. We say
that p is divisible if it is (c∗)-divisible and (c∗)-divisible.
Remark 3.67. Because binary tensors and pars can be composed to construct n-ary ones,
n > 2, it suffices to formulate the 1-representability condition for 1-globes Γ with one or
two 1-cells.
The proofs of Proposition 3.45 and Corollary 3.47 can then be adapted to show the
following.
Proposition 3.68. Let X be a special poly-bicategory. Then, the following are equival-
ent:
1. for all 1-globes Γ of X, there exist a 1-cell a and a divisible 2-cell p : (Γ)→ a;
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2. for all 1-globes Γ of X, there exist a 1-cell a and a divisible 2-cell p′ : a→ (Γ);
3. for all 1-globes Γ of X, there exists a (necessarily unique) unit idΓ on Γ.
Definition 3.69. We say that a special poly-bicategory X is 1-representable if it satisfies
any of the equivalent conditions of Proposition 3.68.
Corollary 3.70. Let X be a 1-representable special poly-bicategory, and p : (Γ) → (∆)
a 2-cell of X. Then, p is (c∗)-divisible if and only if it is (c∗)-divisible.
In a 1-representable special poly-bicategory, tensors and pars of 1-cells collapse to
the same notion: a (c∗)-divisible ta,b : (a, b) → a ⊗ b has a (c∗)-divisible inverse t−1a,b :
a⊗ b→ (a, b). Moreover, if X is also tensor and par 0-representable, we can show that
tensor and par units coincide in X, and so do tensor and par divisibility.
Definition 3.71. A special poly-bicategory is representable if it is 1-representable and
tensor and par 0-representable.
Proposition 3.72. Let X be a representable special poly-bicategory. Then, the tensor
units in X are also par units, and if {la, ra} are 2-cells exhibiting {1x} as tensor units,
{l−1a , r−1a } exhibit them as par units.
Proof. Given a tensor unit 1x and a par unit ⊥x on x, since tensors and pars coincide in
X, we have 1x ≃ 1x `⊥x = 1x ⊗⊥x ≃ ⊥x. Then, we can precompose a family of 2-cells
{l`a , r`a } exhibiting ⊥x as a par unit with isomorphisms 1x → ⊥x, and apply Lemma 3.48
to these 2-cells and to the {l−1a , r−1a }, which are known to be (c∗)-divisible, to conclude
that they are also (r∗) or (l∗)-divisible.
Of course, the dual theorem, with the roles of tensor and par units switched, also
holds. Therefore, we can speak simply of units in a representable special poly-bicategory.
Corollary 3.73. Let X be a representable special poly-bicategory. Then a 1-cell in X
is tensor divisible if and only if it is par divisible.
Proof. Let e : x→ y be a tensor divisible 1-cell. By the degenerate case of Proposition
3.63, dividing a unit 1x or 1y by e produces a cell e¯ : y → x which is part of an adjoint
equivalence with e (relative to a coherent choice of units). By standard reasoning, it can
then be shown that, for all a : x → z, the 1-cell e¯ ⊗ a is both a right hom and a right
cohom from e to a, such that e⊗ (e¯⊗ a) ≃ a; similarly, for all b : z → y, the 1-cell b⊗ e¯
is both a left hom and a left cohom from e to b, such that b ≃ (b⊗ e¯)⊗ e.
It follows that, in the definition of a representable special poly-bicategory, we can
demand, without loss of generality, the existence of 1-cells that are simultaneously tensor
and par divisible.
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Remark 3.74. It is possible that some divisibility properties are collapsed when X is 1-
representable even in the absence of 0-representability; we have not attempted a complete
classification yet.
Proposition 3.75. Let X be a representable special poly-bicategory. Then GX admits
the structure of a bicategory.
Proof. Follows from the previous considerations, as a degenerate case of Proposition 3.62
where tensor and par coincide.
Remark 3.76. In the light of this result, we can attempt a broad classification of the
main uses of string diagrams in reasoning about weak 2-dimensional structures:
• string diagrams with loops, and with two-sided tensor nodes (a, b) → a ⊗ b and
a⊗ b→ (a, b), inverse to each other, can be interpreted in all representable special
poly-bicategories X to infer results about the bicategory GX;
• string diagrams without loops, and with one-sided tensor and par nodes (a, b) →
a ⊗ b and a ` b → (a, b) can be interpreted in all representable regular poly-
bicategories X to infer results about the linear bicategory GX.
Proof nets with two-sided tensor and par nodes, as in [BCST96], seem to belong in a
sort of hybrid: a 2-polygraph with separate tensor and par sub-polygraphs, separately
forming representable special poly-bicategories; and a “mixed” sub-polygraph, forming
a representable regular poly-bicategory. What they tell about GX, if anything, will
depend on the particular mixture of partial composition and partial representability.
If all compositions can be subsumed by representability properties, regular poly-
graphs remain as a potential unifying framework for all such diagrammatic languages.
Something that we have not addressed so far is functoriality of the constructions.
Consider first the case of regular poly-bicategories. If f : X → Y is a morphism of
tensor or par representable regular poly-bicategories, its restriction f : GX → GY is in
general only lax for tensor compositions, and colax for par compositions: this is because
the images f(ta,b) : (fa, fb) → f(a ⊗ b) of (c∗)-representable 2-cells of X will factor
through tfa,fb : (fa, fb) → fa ⊗ fb in Y , and dually for (c∗)-representable 2-cells. On
the other hand, nothing about units, as we defined them, is necessarily preserved.
While this makes the connection with bicategories somewhat less strong, it is worth
considering that there might be something deeper to the mismatch. One of the funda-
mental slogans of higher category theory is that (weak) equivalence, rather then identity,
witnessed by unit cells, is the “right” notion of equality, one that preserves all the rel-
evant structure, and nothing more. The need for making this intuition precise has been
one of the main drives of the Univalent Foundations programme [Uni13].
Our definition of divisible 1-cell can be seen as an elementary definition of equi-
valence, which does not depend a priori on any notion of identity. If we accept that
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representability is the fundamental concept connecting the combinatorics of regular poly-
graphs with the weak coherent structure of higher categories, we are led to require that
enough equivalences, rather than units, exist; and yet, by Theorem 3.56 and its dual,
the two conditions coincide. From this perspective, units have no special status: they
just happen to exist among other equivalences.
In ordinary (higher) category theory, preservation of isomorphisms or equivalences by
functors is usually derived from the requirement that they preserve, at least weakly, units
and composition. By Corollary 3.47, we can treat the different divisibility properties of
2-cells as a variety of generalisations of the one notion of isomorphism available for single
input, single output cells — generalisations that cannot be captured by the “existence
of inverses”.
The most natural thing to do, perhaps, is to ask that morphisms preserve all divis-
ibility properties.
Definition 3.77. Let f : X → Y be a morphism of regular or special poly-bicategories.
We say that f is very strong if it preserves all divisibility properties of 1-cells and 2-cells.
Proposition 3.78. Let f : X → Y be a very strong morphism between tensor repres-
entable regular poly-bicategories. Then its restriction f : GX → GY is a pseudofunctor
of bicategories.
Proof. Since f preserves (c∗)-divisibility, for all composable 1-cells a, b of X, clearly
f(a⊗ b) ≃ fa⊗ fb in Y . Let 1x be a tensor unit in X. Then f(1x) is tensor divisible in
Y ; moreover,
f(1x) ≃ f(1x⊸1x) ≃ f(1x)⊸f(1x),
because f preserves (r∗)-divisibility. From the proof of Theorem 3.56, we know that, in
a tensor 0-representable regular poly-bicategory, e⊸e is a tensor unit for all tensor di-
visible e. It follows that f(1x) ≃ 1fx. Coherence comes automatically from universality.
The proof that units for 2-composition are strictly preserved is similar, and simpler;
by definition, 2-composition is preserved on the nose.
The dual for par representable regular poly-bicategories also holds, and everything
applies to special poly-bicategories as well. The problem is that f is not just any pseudo-
functor: it is one that also preserves all homs and cohoms, or absolute Kan extensions
and lifts in bicategorical terminology.
At least in the case of special poly-bicategories, then, we might consider only requiring
the preservation of divisible 1-cells and divisible 2-cells. This turns out to be sufficient
for the preservation of units, by the following argument.
Definition 3.79. Let f : X → Y be a morphism of special poly-bicategories. We say
that f is strong if it preserves divisible 1-cells and 2-cells.
Proposition 3.80. Let f : X → Y be a strong morphism between representable special
poly-bicategories. Then its restriction f : GX → GY is a pseudofunctor of bicategories.
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Proof. Preservation of composition is proved as in Proposition 3.78. If 1x : x → x is a
unit in X, then f(1x) : fx → fx is divisible in Y , so there exists some e : fx → fx
such that e⊗ f(1x) ≃ 1fx. Then, because 1x ≃ 1x⊗ 1x, we obtain the following chain of
isomorphisms:
1fx ≃ e⊗ f(1x) ≃ e⊗ (f(1x)⊗ f(1x)) ≃ 1fx ⊗ f(1x) ≃ f(1x).
The proof that units for 2-composition are strictly preserved is similar.
To conclude, we outline a plan for the extension of these constructions to higher
dimensions. In the 2-dimensional case, we opted to focus on regular poly-bicategories
first, because of the elegant shape that the combinatorics of divisibility assume: the six
types of 2-cell divisibility are all on an equal footing, each corresponding to a different
connective of non-commutative linear logic.
In this sense, special poly-bicategories look like a poorer, degenerate relative of reg-
ular poly-bicategories; however, it is the latter that we consider to be a stepping stone
towards higher-dimensional directed spaces. This is due mainly to the fact that n-globes
have better closure properties than simple n-globes: a simple n-globe may not have
simple boundaries, and even if X and Y are simple globes “all the way down”, X ⊗ Y
may not have this property; see for example the cylinder of diagram (1.14), whose output
boundary is not simple, even though it is the tensor product of simple globes with simple
boundaries. The fact that we cannot truncate a cylinder on a regular poly-bicategory,
and obtain another regular poly-bicategory, is also the reason why their morphisms ad-
mit only quite degenerate forms of natural transformations; see [CKS03] for more details
on this subject.
So, moving on to special poly-3-categories, we would
1. reformulate 2-composition as a representability property: for all 2-globes G in
X, there exists a 2-cell p and 3-cells G → p, p → G, divisible for the algebraic
3-composition;
2. reformulate divisibility for 2-cells relative to the weak composition: instead of re-
quiring uniqueness of the result of division, ask for a higher-dimensional analogue of
(r∗)-divisibility and its duals, as appropriate, for the 3-cells exhibiting composites.
Tricategories are the highest-dimensional example of weak higher category for which a
workable, complete algebraic definition exist, so “coherence via universality” could be
worked out explicitly in this case. We would expect, in particular, unit 1-cells to sub-
sume the notion of Joyal-Kock weak unit in this case. One dimension higher, it would be
interesting to compare the result with the quasistrict 4-categories of [BV16], an algeb-
raic definition which, like our approach, is strongly influenced by string-diagrammatic
algebra.
The possibility of an effective generalisation relies on a better combinatorial under-
standing of higher globes, and associated types of divisibility. If that were in place, how-
ever, nothing would prevent us from generalising inductively to arbitrary dimensions.
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Moreover, since divisibility of lower-dimensional cells is only defined by the existence
of higher-dimensional divisible cells, the possibility of a coinductive definition remains
open; this is barred in the opetopic definition, as given in [CL04, Chapter 4], by the
presence of a universal quantification over higher universal cells. Ultimately, we would
like to be able to state something of the form:
If X is a representable regular polygraph, GX admits the structure of a weak
ω-category.
There is, then, the question of compositionality. Even when X and Y are repres-
entable, we cannot expect X ⊗ Y to be representable — but we can hope to be able
to universally complete it. Here, the paragon is [Her00], where a pseudomonad T on
the bicategory of multicategories is constructed, such that TM is representable for all
objects M , and in a certain sense equivalent to M whenever M is already representable.
This completion operation is then used in an abstract proof of the coherence theorem
for monoidal categories. There is no reason why the basic structure of this proof could
not be generalised, yet coherence results for higher categories are notoriously elusive:
Simpson’s conjecture, that higher homotopy types are equivalent to homotopy types
with everything strict but the units, has only been settled in dimension 3 [Sim09, JK07].
Our hope is that the relevant traits of those proofs that do exist will be better under-
stood, and extrapolated for further use, by keeping higher-dimensional spaces grounded
in combinatorics and in the intuition of string diagrams.
With this, we conclude the first part of the thesis, the one strictly devoted to the
“geometry of composition”, and move on to a more specific application of diagrammatic
algebra.
Chapter 4
Categorical quantum theory
In this chapter:
⊲ We define some of the structures relevant to the formulation of quantum theory
within category theory. We discuss some issues relative to the “category of Hilbert
spaces”, and prove a new reconstruction result, guided by categorical universal
algebra and the principle of representability, which exhibits the category of Hil-
bert spaces and short linear maps as the truncation of a bicategory of cospans of
isometries. — Section 4.1
⊲ Frobenius algebras were introduced to categorical quantum mechanics as an algeb-
raic counterpart to orthonormal bases. We review how this led to ZX calculi, and
the search for complete diagrammatic axiomatisations of fragments of quantum
theory. — Section 4.2
⊲ We show how the classification of Frobenius algebras on Hilbert spaces, combined
with the experience of string-diagrammatic calculi for quantum theory, led to an
original approach to the operational classification of entangled quantum states,
and we outline a plan for its development. — Section 4.3
4.1 From abelian groups to Hilbert spaces
This chapter introduces and elaborates on some of the ideas of categorical quantum
mechanics, a research programme initiated by Abramsky and Coecke in [AC04, AC05].
The premise of categorical quantum mechanics is that, with the rise of quantum in-
formation and computation theory [NC09], it is sensible to study quantum theory as
an abstract model of computation, or theory of processes, with a neutral stance on its
physical meaning or implementation; in other words, look at the abstract structure of
quantum algorithms, rather than the physical supports which may run them.
In the light of the Curry-Howard-Lambek correspondence between programs and
morphisms of a category [SU06], a model of computation can be seen as equivalent to
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the class of categories that support an interpretation of its characteristic processes, in
the sense of categorical universal algebra. The original example is the correspondence
between the typed λ-calculus and cartesian closed categories; see for example [Bar84,
Chapter 5].
For quantum computation, a process-theoretic understanding seems particularly de-
sirable, as it is still unclear what processes deserve to be called “fundamental”, or will
be the basic tools of future quantum programmers. In fact, many well-known results on
quantum theory as a model of computation come in the negative form of “no-go” the-
orems: it is not possible, for instance, to copy arbitrary states [Die82, WZ82, BCF+96],
nor to delete them [PB00]; the former has been reinterpreted by Abramsky as a gen-
eral result about monoidal categories [Abr09]. Both operations are, of course, staples of
classical computation.
On the constructive side, we know a number of quantum algorithms that achieve a
speedup with respect to their optimal classical counterparts, yet we still lack a precise
understanding of the class of problems for which such a speedup is achievable [AA14],
or of the irreducible “quantum core” of these algorithms, which separates them from
classical ones.
This failure has been attributed to the shortcomings of the traditional formalism
for quantum theory, based on Hilbert spaces, which has remained mostly invaried since
it was codified by von Neumann [vN32] — even though its inventor himself expressed
doubts, and started the field of quantum logic as an alternative [Bir58]. The verification
of quantum algorithms by matrix or vector calculations has been compared to the verific-
ation of computer programs by the examination of machine code [Coe10]: an extremely
“low-level” language, in programming jargon.
If the study of quantum computation is to be grounded in categorical universal
algebra, string diagrams are an obvious candidate for a higher-level language, and indeed
they have been core to categorical quantum mechanics since its inception. The recent
summa of the subject so far [CK17], written by Coecke and Kissinger, develops the
theory starting from abstract diagrammatic algebra and process theory, rather than
category theory.
Diagrammatic algebra has helped revealing structural similarities between quantum
algorithms [Vic13, Zen15], and the equivalence of certain protocols in terms of the ab-
stract operations needed to implement them [Vic12, RV17]. Moreover, it has naturally
led to the problem of axiomatising fragments of quantum theory as independent higher
algebraic theories: once we have packaged such a fragment into a theory, we can study
it and tweak it on its own, forgetting the context from which it came, and gaining new
perspective from its interpretation in different contexts. Examples include the theory of
biunitaries, which underlies several constructions in quantum information theory [RV16],
but also classical cryptography with “one time pads” [SV13]; the various theories called
“ZX calculi”, axiomatisations of fragments of the theory of qubits, including stabiliser
quantum mechanics [Bac14a]; and our own ZW calculus [Had15], the subject of Chapter
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5, towards which we will be working in this chapter.
The “vanilla” version of the ZW calculus axiomatises a full subcategory of the cat-
egory Ab of abelian groups and homomorphisms; its extensions are not significantly
different. Our first aim is to show precisely why this tells anything about Hilbert spaces.
In the way, we will try to clarify some subtleties about “the category of Hilbert spaces”,
some of which are folklore, yet rarely discussed in print.
We will not, however, devote much space to physical interpretations, for which any
introductory textbook on quantum theory can be consulted, including the “pictorial”
[CK17]; nor will we discuss cognates of quantum theory with regard to abstract cat-
egorical properties rather than concrete algebraic models, for which good starting points
are Heunen’s PhD thesis [Heu09], and the lecture notes by Heunen and Vicary for the
Oxford course on categorical quantum mechanics [HV]. Although we will briefly recall
the basic definitions, a previous knowledge of the theory of Hilbert spaces will be helpful;
[Con07] is a possible source.
In line with the two previous chapters, we adopt two guiding principles in defining
(higher) categories:
1. whenever objects are algebras of a theory, the morphisms should strictly preserve
all the algebraic structure;
2. natural notions of composition come from representability properties.
With regard to the second point, we will see that both the important compositions of
Hilbert spaces — tensor products and direct sums — can be handled conceptually at the
level of abelian groups and homomorphisms, with the constructions carrying through at
each successive addition of structure.
Remark 4.1. In what follows, we need to consider models of algebraic theories, which we
defined as PROs using the ω-categorical formalism in Chapter 2, in regular and special
multicategories and polycategories, for which we used a different formalism in Chapter
3. The two are quite easily intertranslatable, and we will not be pedantic about the
distinction. The only non-trivial adjustment that we need to make is that, whenever
we need to interpret a PRO containing 0-ary operations f : [0] → [n] or [n] → [0] in
a regular or special poly-bicategory, we assume that [0] has been replaced with a new,
non-degenerate 1-cell, and that cell is mapped to a weak unit.
Construction 4.2. Let Ab⊗ be the regular multicategory whose 1-cells are abelian groups,
and 2-cells f : (G1, . . . , Gn)→ G are multilinear maps, that is, functions f : G1 × . . . ×
Gn → G such that, for all i = 1, . . . , n, and gi, hi ∈ Gi,
f(g1, . . . , gi + hi, . . . , gn) = f(g1, . . . , gi, . . . , gn) + f(g1, . . . , hi, . . . , gn).
Given maps f ′ : (Gi1, . . . , Gin) → Gi and f : (G1, . . . , Gm) → G, for some 1 ≤ i ≤ m,
the composite cut1,i(f
′, f) is the multilinear map
(g1, . . . , gi−1, gi1, . . . , gin, gi+1, . . . , gm) 7→ f(g1, . . . , gi−1, f ′(gi1, . . . , gin), gi+1, . . . , gm).
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Then, Ab⊗ is tensor representable: the tensor unit is the group Z of integers, with
witnessing cells lG : (Z, G)→ G and rG : (G,Z)→ G uniquely determined by
lG(1, g) = rG(g, 1) = g,
and the tensor of two 1-cells G,H is the tensor product G ⊗ H, that is, the abelian
group generated under finite sums by {g⊗h | g ∈ G,h ∈ H} with relations (g+g′)⊗h ∼
g⊗h+g′⊗h, and g⊗(h+h′) ∼ g⊗h+g⊗h′, together with the witness (G,H)→ G⊗H
defined by (g, h) 7→ g ⊗ h.
Construction 4.3. There is another multicategory with the same 1-cells, inducing a
different monoidal structure. Let Ab⊕ have the same 1-cells as Ab⊗, while 2-cells
f : (G1, . . . , Gn) → G are multi-cospans of group homomorphisms, that is, families
{fi : Gi → G}ni=1 of homomorphisms with the same codomain. Given multi-cospans
f ′ : (Gi1, . . . , Gin) → Gi and f : (G1, . . . , Gm) → G, where 1 ≤ i ≤ m, the composite
cut1,i(f
′, f) is the multi-cospan obtained as the disjoint union
{fj : Gj → G}i−1j=1 + {fif ′j : Gij → G}nj=1 + {fj : Gj → G}mj=i+1.
Then, Ab⊕ is also tensor representable: the tensor unit is the trivial group 0, and
the tensor of two 1-cells G,H is the direct sum G ⊕H, generated under finite sums by
{g ⊕ h | g ∈ G,h ∈ H} with relations (g + g′)⊕ (h+ h′) ∼ g ⊕ h+ g′ ⊕ h′, together with
the witness (G,H)→ G⊕H, given by the cospan g 7→ g ⊕ 0, h 7→ 0⊕ h.
Notice that 2-cells with a single input are just group homomorphisms, both in Ab⊗
and Ab⊕.
Definition 4.4. We write Ab for the category G(Ab⊗) = G(Ab⊕), with the two mon-
oidal structures induced by tensor representability of Ab⊗ and Ab⊕.
Remark 4.5. There are canonical isomorphisms G ⊗ (H ⊕ K) ≃ (G ⊗ H) ⊕ (G ⊗ K),
making Ab a distributive monoidal category.
Both the monoidal structures are, in fact, symmetric, with the obvious swap morph-
isms defined by g ⊗ h 7→ h ⊗ g, and by g ⊕ h 7→ h ⊕ g on the generators. This can
be traced back to Ab⊗ and Ab⊕ being symmetric multicategories, in the sense that, for
all n, the permutation group Sn acts on the set of 2-cells with n inputs. With a slight
abuse of notation (that can be made formally precise with a slight effort), we depict
permutations of the inputs of a 2-cell f with string diagrams like
f
.
This also allows us to make sense of “commutative monoids in Ab⊗”, that is, maps from
the PROP CMon into Ab⊗; these correspond precisely to commutative rings.
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Remark 4.6. By defining, for all sequences G1, . . . , Gn of abelian groups, the n-ary
tensor product G1 ⊗ . . . ⊗ Gn to be the abelian group generated under finite sums by
{g1 ⊗ . . . ⊗ gn | gi ∈ Gi, i ≤ n} with multilinearity relations, we can construct a special
polycategory Ab as follows: a 2-cell f : (G1, . . . , Gn) → (H1, . . . ,Hm) of Ab is just a
group homomorphism f : G1 ⊗ . . . ⊗Gn → H1 ⊗ . . .⊗Hm.
As an example of composition, let f : G → (H,K) and f ′ : (K,L) → M be 2-cells;
for all g ∈ G, k ∈ K, l ∈ L, there are expressions
f(g) =
∑
i
hi ⊗ ki, f ′(k ⊗ l) =
∑
j
mj.
Then, the composite of f and f ′ along K is the 2-cell (G,L)→ (H,M) defined by
g ⊗ l 7→ f(g)⊗ l =
∑
i
hi ⊗ ki ⊗ l 7→
∑
i
hi ⊗ f ′(ki ⊗ l) =
∑
i,j
hi ⊗mij ;
this is well-defined by the definition of tensor products by generators and relations. Ab
is representable by construction, with witnesses of compositions (A,B) → A ⊗ B and
A ⊗ B → (A,B) given by identities in Ab, and G(Ab) is clearly just Ab again, with a
strictified monoidal structure.
The special polycategory Ab can be seen as a strictly associative version of the mon-
oidal category (Ab,⊗,Z). As a consequence of Mac Lane’s coherence theorem, such a
construction exists for any monoidal category, which is what allows us to interpret string
diagrams with multiple inputs and outputs “in Ab”, and in all subsequent examples of
monoidal categories.
Construction 4.7. Given a commutative ring R, that is, a commutative monoid in Ab⊗,
we can form a regular multicategory RMod⊗, whose 1-cells are left R-modules, that is,
abelian groups G together with a left action of R, and 2-cells f : (G1, . . . , Gn) → G
are multilinear maps of the underlying abelian groups, such that, for all r ∈ R, all
i = 1, . . . , n, and gi ∈ Gi,
f(g1, . . . , r · gi, . . . , gn) = r · f(g1, . . . , gi, . . . gn),
or, graphically in Ab⊗,
R
f = R
f
.
Then RMod⊗ is tensor representable: the tensor unit is the underlying group of R, with
its action by multiplication on itself, and the tensor of two 1-cells G,H is the quotient
G⊗R H of G⊗H by the relation (r · g)⊗ h ∼ g ⊗ (r · h), with r · (g ⊗ h) defined to be
the result of the identification of (r · g)⊗ h and g ⊗ (r · h).
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Construction 4.8. Similarly to the case of abelian groups, we can also define a regular
multicategory RMod⊕, with the same 1-cells, whose 2-cells f : (G1, . . . , Gn) → G are
multi-cospans {fi : Gi → G}ni=1 of group homomorphisms such that fi(r · g) = r · fi(g).
This is also tensor representable: the tensor unit is the trivial group with the trivial
action, and the tensor of two 1-cells G,H is the direct sum G⊕H, with the action of R
defined by r · (g ⊕ h) := (r · g) ⊕ (r · h).
Remark 4.9. The construction of RMod⊗ from Ab is an instance of the more general
“bimodule construction”, which can be used to define a multi-bicategory from any mul-
ticategory, see for example [CS10]: it corresponds to the special case where a left R-
module is considered to be an R-R-bimodule with the right action
G R
:=
G R ,
well-defined due to the commutativity of R.
Definition 4.10. We write RMod for the category G(RMod⊗) = G(RMod⊕), with
the two monoidal structures induced by tensor representability of RMod⊗ and RMod⊕,
making it a distributive monoidal category.
When R is a field k, R-modules are called k-vector spaces, and we write Veck instead
of kMod. We also write FVeck for the full subcategory of Veck on finite-dimensional
vector spaces.
Construction 4.11. For all endomorphisms a : R → R of a ring R, there is a morphism
of regular multicategories a∗ : RMod⊗ → RMod⊗, which maps the group G with the
action (r, g) 7→ r · g to the same group with the action (r, g) 7→ a(r) · g, without affecting
2-cells. This morphism preserves tensors, but not always tensor units, and induces a
“semi-monoidal” endofunctor on RMod.
In particular, when R is the field C of complex numbers, there is an involutive
endofunctor (−) on VecC, induced by complex conjugation: given a complex vector
space V , the vector space V has the same underlying abelian group, with the conjugate
action (λ, v) 7→ λ · v on vectors v ∈ V .
Definition 4.12. A pre-Hilbert space is a complex vector space H together with an
inner product, that is, a bilinear map (H,H) → C, denoted by (v,w) 7→ 〈 v |w 〉, such
that
1. 〈 v |w 〉 = 〈w | v 〉, implying 〈 v | v 〉 ∈ R for all v ∈ H (conjugate symmetry);
2. 〈 v | v 〉 ≥ 0, and 〈 v | v 〉 = 0 implies v = 0 (positive definiteness).
A pre-Hilbert space H becomes a normed vector space with the norm ‖v‖ := 〈 v | v 〉 12 ;
then H is a Hilbert space if it is complete as a metric space with respect to this norm.
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While the definition of Hilbert space is standard, that of a morphism of Hilbert
spaces is not quite as straightforward. There are, in fact, two common choices, defined
as follows.
Definition 4.13. Let H,K be normed vector spaces. A bounded linear map f : H → K
is a linear map such that, for some c ≥ 0, it holds that ‖fv‖K ≤ c‖v‖H for all v ∈ H.
A short linear map f : H → K is a linear map such that ‖fv‖K ≤ ‖v‖H for all
v ∈ H.
We write Hilb for the category of Hilbert spaces and bounded linear maps, and
Hilb≤1 for the category of Hilbert spaces and short linear maps. We also write FHilb
and FHilb≤1, respectively, for their full subcategories on finite-dimensional Hilbert
spaces.
As discussed in [Bae06], the choice of bounded linear maps as morphisms has the
unwanted consequence of making FHilb equivalent, as a category, to FVecC. The
missing information about the structure of Hilbert spaces, not provided by objects and
morphisms, must be supplemented as additional structure: namely, the involutive func-
tor (−)† : Hilbop → Hilb, sending a map f : H → K to its adjoint, that is, the unique
map f † : K → H such that, for all v ∈ K and w ∈ H,
〈 v | fw 〉K = 〈 f †v |w 〉V .
The existence and uniqueness of f † is a basic result of the theory of Hilbert spaces.
Identifying a vector v ∈ H with the evaluation of a map v : C → H at 1, we can
reconstruct the inner product on H from the functor (−)†, by the identity
〈 v |w 〉 = v†w.
This equality is what motivates Dirac’s bra-ket notation, where a vector v ∈ H, identified
with the map v : C → H, is written | v 〉, and its adjoint v† : H → C is written 〈 v |. A
map C → H is commonly called a state, and a map H → C an effect, in the context of
quantum theory.
Formally, this makes Hilb a kind of “category with structure”, as follows.
Definition 4.14. A dagger category is a category C together with an involutive, identity-
on-objects functor (−)† : Cop → C, called the dagger. A functor F : C → D of dagger
categories is a functor satisfying F (f †) = (Ff)† for all morphisms f in C.
This terminology was first introduced in [Sel07], and has since become the standard
in categorical quantum mechanics, where “the category of Hilbert spaces” is usually
synonymous with the dagger category Hilb. On the other hand, this choice carries a
number of subtle technical and conceptual issues.
1. As discussed on [nLa], the structure of dagger category on a category is not
equivalence-invariant; this is related to the fact that the intended notion of iso-
morphism in a dagger category is a unitary isomorphism, that is, a morphism f
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whose inverse is f †, yet a dagger category may contain non-unitary isomorphisms
(as does Hilb). Thus, rather than being higher algebraic structure on a category,
which would make it equivalence-invariant, the dagger structure has to be taken
as a primitive, akin to composition. While there is nothing wrong with this per se,
it does not seem ideal from the standpoint of a principle of economy.
2. In the algebraic formulation, one proceeds “locally” from complex vector spaces
to Hilbert spaces, by endowing a vector space with some algebraic structure, and
then verifying it satisfies a certain property. If we believe in dagger categories
as a foundation for quantum theory, we have to define Hilbert spaces through
the “global” information of a dagger functor. And what category should this be
defined on?
In the finite-dimensional case, we can say it is FVecC; in [Vic11, Theorem 5.2],
Vicary lists some reasonable categorical properties that characterise “the” dagger
functor turning FVecC into FHilb among all possibilities. On the other hand,
not all infinite-dimensional vector spaces even admit the structure of a Hilbert
space [Kru64], and not all linear maps between those that do are bounded, so
VecC cannot be taken as a starting point for an abstract definition of the dagger
category Hilb.
3. There are notions of tensor product and direct sum of Hilbert spaces, where
the first, in particular, has a fundamental physical significance, describing how
quantum systems compose. If we wanted to generalise their construction from
R-modules to Hilbert spaces as a dagger category, in the case of direct sums we
could define a “dagger functor” of polycategories taking a multi-cospan to its ad-
joint multi-span, and indeed this would preserve universal 2-cells: direct sums in
Hilb are dagger biproducts [Heu09, Section 3.2], that is, they are both categorical
products and coproducts, with universal diagrams adjoint to one another.
On the other hand, there is no sensible notion of adjoint of a multilinear map, so
there does not seem to be any clear way of factoring the dagger structure into a
construction of tensor products via representability.
4. Finally, in a certain sense, being a Hilbert space can be seen as a property of a
complex Banach space, that is, a complete normed vector space: Hilbert spaces
are precisely those Banach spaces whose norm satisfies the parallelogram law
‖v‖2 + ‖w‖2 = 1
2
(‖v + w‖2 + ‖v − w‖2).
So, we would expect “the category of Hilbert spaces” to be a full subcategory of the
category of complex Banach spaces; yet the latter is not a dagger category. This
leads to the odd situation where what is taken to be the fundamental structure
of the category of Hilbert spaces makes it incomparable with its most obvious
generalisation.
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The category Hilb≤1 of Hilbert spaces and short linear maps is immune from some,
but not all of these problems. All the properties of Hilbert spaces that only depend
on their structure as normed vector spaces are now captured by the morphisms: in
particular, isomorphisms in Hilb≤1 are isometric isomorphisms, that is, unitaries. In
this sense, Hilb≤1 fits naturally into the category Ban≤1 of Banach spaces and short
linear maps, the standard setting of functional analysis.
Remark 4.15. This choice also has a physical motivation, by the interpretation of inner
products as probabilistic amplitudes of observations on quantum systems (Born rule):
the short linear maps are the ones that do not lead to “probabilities” larger than 1.
Nevertheless, specially in the finite-dimensional case, where all linear maps are bounded,
it is customary to work inHilb, even when ultimately the physical interpretation belongs
in Hilb≤1; it is assumed that the normalisation of maps can always be postponed to a
later stage.
On the other hand, all notions that depend explicitly on the inner product — such as
positive or self-adjoint operators — do not have a clear categorical description in terms
of morphisms only; thus, endowing Hilb≤1 with the restriction of the dagger of Hilb
is still a non-trivial addition. Moreover, the natural notion of short multilinear map of
normed vector spaces, that is, a multilinear map f : (H1, . . . ,Hn) → H such that, for
all i = 1, . . . , n, and hi ∈ Hi,
‖f(h1, . . . , hn)‖H ≤ ‖h1‖H1 . . . ‖hn‖Hn ,
does define a tensor representable multicategory, but the tensor of two Hilbert spaces
receives a “wrong” norm, that does not satisfy the parallelogram law. In general, the
norms arising from universal constructions of normed vector spaces are 1-norms and
∞-norms, which do not come from inner products; see [Egg14].
We propose here an alternative pathway toHilb≤1 and its dagger, in accordance with
our general guidelines. First of all, we observe that the constructions of tensor products
and direct sums easily generalise when morphisms of Hilbert spaces are restricted to
isometries, which amounts to taking the inner product literally as algebraic structure
that needs to be strictly preserved.
Construction 4.16. Let Hilb1,⊗ be the regular multicategory whose 1-cells are Hilbert
spaces, and 2-cells f : (H1, . . . ,Hn)→ H are multilinear isometries, that is, multilinear
maps such that
〈 f(v1, . . . , vn) | f(w1, . . . , wn) 〉H = 〈 v1 |w1 〉H1 . . . 〈 vn |wn 〉Hn ,
or, graphically in CMod⊗,
f f
=
.
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Then, Hilb1,⊗ is tensor representable: the tensor unit is C with the inner product
(λ, µ) 7→ λµ, and the tensor of two 1-cells H,K is their tensor product as Hilbert spaces,
that is, the completion H ⊗K of the vector space tensor product of H,K with respect
to the norm induced by the inner product
〈 v ⊗ w | v′ ⊗ w′ 〉 := 〈 v | v′ 〉H〈w |w′ 〉K .
An isometry f : H → K identifies H with the closed subspace f(H) of K, and
closed subspaces of a Hilbert space form a lattice; in particular, given a multi-cospan of
isometries {fi : Hi → H}ni=1, it makes sense to speak of the intersection of the subspaces
Hi in H.
Construction 4.17. Let Hilb1,⊕ be the regular multicategory whose 1-cells are Hilbert
spaces, and 2-cells f : (H1, . . . ,Hn) → H are mutually independent multi-cospans of
isometries, that is, families {fi : Hi → H}ni=1 of isometries such that Hi and Hj have
trivial intersection in H whenever i 6= j. Then, Hilb1,⊕ is tensor representable: the
tensor unit is the trivial Hilbert space 0, and the tensor of two 1-cells H,K is their
direct sum H ⊕K as vector spaces, with the inner product defined by
〈 v ⊕ w | v′ ⊕w′ 〉 := 〈 v | v′ 〉H + 〈w |w′ 〉K .
Remark 4.18. Equivalently, by the positive definiteness of inner products, the 2-cells of
Hilb1,⊕ can be characterised as the orthogonal multi-cospans, that is, the ones satisfying
〈 fi(v) | fj(w) 〉 =
{
〈 v |w 〉, i = j,
0, i 6= j.
By a basic result in the theory of Hilbert spaces [Con07, Section I.2], for all closed
subspaces H of a Hilbert space K,
H⊥ := {v ∈ K | for all w ∈ H, 〈 v |w 〉 = 0}
is a closed subspace of K, and the inclusions {H,H⊥ →֒ K} form an orthogonal cospan
exhibiting K as H ⊕H⊥.
Definition 4.19. We writeHilb1 for the category G(Hilb1,⊗) = G(Hilb1,⊕), with the two
monoidal structures induced by tensor representability of Hilb1,⊗ and Hilb1,⊕, making it
a distributive monoidal category.
Thus, the construction of tensor products and disjoint sums seems to best generalise
to Hilbert spaces when morphisms are restricted to isometries, with a slight restriction
on the multi-cospans involved in the definition of disjoint sums, which, nevertheless,
relies on the natural concept of orthogonality.
However, the restriction to isometries is a very strong one; in particular, the only iso-
metries whose adjoint is an isometry are the unitaries. Yet, in a certain sense, isometries
are exactly “half” the morphisms one needs to obtain all short linear maps.
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Construction 4.20. We define Cosp(Hilb1) to be the following regular multi-bicategory:
0-cells are Hilbert spaces, 1-cells (K, i, j) : H → H ′ are cospans
H K H ′
i j
of isometries, and 2-cells f : ((K1, i1, j1), . . . , (Kn, in, jn)) → (K, i, j) are commutative
diagrams
H1
K1
H2 . . . Hn
Kn
Hn+1
K
i1
j1 i2 jn−1
in
jn
i j
f1 fn
of isometries, with the following property: for all k = 1, . . . , n−1, the intersection of Kk
and Kk+1 as closed subspaces of K is Hk+1, that is, the squares
K
Kk Kk+1
Hk+1
fk fk+1
ik jk+1
are pullback diagrams in Hilb1. Composition is pasting of commutative diagrams.
Then, Cosp(Hilb1) is tensor representable. A tensor unit on the Hilbert space H is
the cospan
H H H,
idH idH
as witnessed, for all 1-cells (K, i, j) : H → H ′, by the 2-cells
H
H
H
K
H ′
K
idH
idH i
j
i j
i idK
on the left, and similar ones on the right.
Let (K, i, j) : H → H ′, (K ′, i′, j′) : H ′ → H ′′ be two 1-cells, and decompose K as
(H ′)⊥K ⊕ H ′, and K ′ as H ′ ⊕ (H ′)⊥K ′ , so that j = 0 ⊕ idH′ , and i′ = idH′ ⊕ 0. Let
K ′′ := (H ′)⊥K ⊕H ′ ⊕ (H ′)⊥K ′ ; then, the tensor of the two 1-cells is the composite cospan
H K K ′′ K ′ H ′′,
i idK ⊕ 0 0⊕ idK ′ j′
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together with the 2-cell
H
K
H ′
K ′
H ′′
K ′′
i
j i′
j′
(idK ⊕ 0)i (0⊕ idK ′)j′
idK ⊕ 0
0⊕ idK ′
,
which is (c∗)-divisible because the square formed by j, i′, idK ⊕ 0, and 0 ⊕ idK ′ is a
pushout in Hilb1.
Definition 4.21. We write Cosp(Hilb1) for the bicategory G(Cosp(Hilb1)), with the
composition and units induced by tensor representability.
Any strictification of (Hilb1,⊕, 0) induces a strictification of Cosp(Hilb1), by the
existence of canonical composites of cospans provided by orthogonal decompositions. In
what follows, we will treat Cosp(Hilb1) as a strict 2-category.
Using the two monoidal structures on Hilb1, we can tensor together 2-cells of
G(Cosp(Hilb1)), producing other 2-cells, both with tensor products and direct sums;
the only thing to verify is preservation of pullback squares of isometries, which is eas-
ily checked. These operations also preserve tensors and tensor units, by distributiv-
ity of tensor products over direct sums in one case, and by symmetry of direct sums
in the other, so they induce the structure of a distributive monoidal 2-category on
Cosp(Hilb1).
Finally, like all (higher) categories whose 1-cells are spans or cospans of morphisms,
Cosp(Hilb1) admits a canonical dagger: for all (K, i, j) : H → H ′, define (K, i, j)† :=
(K, j, i) : H ′ → H.
Lemma 4.22. Let i : H → K be an isometry of Hilbert spaces. Then:
(a) i†i = idH , and
(b) if j : H ′ → K is another isometry, then j†i : H → H ′ is a short linear map.
Proof. The first point is [Con07, Proposition II.2.17]. For the second point, by [Con07,
Proposition II.2.7], if a linear map f is bounded with constant c ≤ 0, then f † is bounded
with the same constant; in particular, if j is short, j† is also short. Because isometries
are short, and composites of short linear maps are short, we conclude.
Lemma 4.23. Let t : H → H ′ be a short linear map of Hilbert spaces. Then there exist
a Hilbert space K and a cospan (K, i, j) : H → H ′ of isometries such that
1. t = j†i, and
2. if (K ′, i′, j′) : H → H ′ is another cospan of isometries such that t = (j′)†i′, then
there is a 2-cell f : (K, i, j) → (K ′, i′, j′) in Cosp(Hilb1).
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Proof. Given any short linear map t : H → H ′, the operators (idH − t†t) : H → H and
(idH′− tt†) : H ′ → H ′ are positive, therefore they have unique non-negative square roots
dt := (idH − t†t)
1
2 , dt† := (idH′ − tt†)
1
2 .
As shown, for instance, in [SNFBK10, Section I.3], these operators satisfy
tdt = dt†t, t
†dt† = dtt
†, (4.1)
so letting Dt be the closure of dt(H) in H and Dt† the closure of dt†(H
′) in H ′, we have
that t(Dt) is contained in Dt† , and t
†(Dt†) in Dt.
Then, we can define u : H ⊕Dt† → H ′ ⊕Dt to be, in matrix notation,(
t dt†
dt −t†
)
; (4.2)
using equation (4.1), this is shown to be unitary. Letting K := H ′⊕Dt, i := u(idH⊕0) :
H → K, and j := idH′ ⊕ 0 : H ′ → K, we obtain a cospan (K, i, j) of isometries such
that t = j†i.
To show that (K, i, j) is initial among the cospans of isometries with this property,
we adapt the argument of [LS14, Proposition 2.1]. Given a cospan (K ′, i′, j′) such that
t = (j′)†i′, define f : K → K ′ on elements of the form w ⊕ dt(v) by
f(w ⊕ dt(v)) := i′(v) + j′(w − t(v)),
and extend uniquely along limits to their closure. Then, i′ = fi and j′ = fj, and f is
an isometry; this can be verified using the equations
〈 dt(v) | dt(v′) 〉 = 〈 v | d2t (v′) 〉 = 〈 v | v′ 〉 − 〈 v | t†t(v′) 〉 =
= 〈 v | v′ 〉 − 〈 t(v) | t(v′) 〉,
and
〈 i′(v) | j′(w) 〉 = 〈 (j′)†i′(v) |w 〉 = 〈 t(v) |w 〉,
for all v, v′ ∈ H, w ∈ H ′.
Proposition 4.24. The category Hilb≤1 is the 1-truncation of Cosp(Hilb1). The
truncation map preserves the dagger structure, tensor products and direct sums.
Proof. Let τ : Cosp(Hilb1)→ Hilb≤1 be the identity on 0-cells, send a 1-cell (K, i, j) :
H → H ′ to the short linear map j†i : H → H ′, and 2-cells to unit 2-cells. We will show
that τ is a 1-truncation map.
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First of all, τ is well-defined. Unit cospans (H, idH , idH) on H are mapped to units
id†H idH = idH in Hilb≤1. To show that composition of 1-cells is preserved, it suffices to
observe that squares of the form
H ′ ⊕H ⊕H ′′
H ′ ⊕H H ⊕H ′′
H
idH′⊕H ⊕ 0 (0⊕ idH⊕H′′)†
(0⊕ idH)† idH ⊕ 0
commute in Hilb≤1. Finally, for all 2-cells
H
K
K ′
H ′
i′ j
′
i j
f
in Cosp(Hilb1), we have t := (j
′)†i′ = (fj)†(fi) = j†(f †f)i = j†i because f is an
isometry, so it makes sense to map f to the unit εt : t→ t.
To prove that τ is a 1-truncation map, it suffices to show that:
1. all short linear maps t of Hilbert spaces are of the form j†i for some cospan (K, i, j)
of isometries, and
2. whenever two 1-cells (K1, i1, j1) and (K2, i2, j2) are mapped to the same linear map
t, they are connected in Cosp(Hilb1), in the sense that there exists a third cospan
(K, i, j) and a pair of 2-cells fk, k = 1, 2, that have (K, i, j) on one boundary, and
(Kk, ik, jk) on the other.
This follows from Lemma 4.23, since the cospan (K, i, j) constructed there is connected
to all cospans mapped to t.
To conclude, we have that τ((K, i, j)†) = τ(K, j, i) = i†j = (j†i)† = (τ(K, i, j))† , so
τ is compatible with the dagger; preservation of tensor products and direct sums follows
from their compatibility with adjoints. This completes the proof.
By Proposition 4.24, we can see Cosp(Hilb1) as a natural higher-dimensional refine-
ment ofHilb≤1, meeting all our requirements: the “primitive” morphisms are morphisms
of algebras, all compositions are defined by universal properties, and the dagger struc-
ture is canonical. Moreover, we can define a multi-bicategory Cosp(Ban1) whose 1-cells
are cospans of isometries of Banach spaces, into which Cosp(Hilb1) fully embeds; what
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will be missing is a canonical composition of cospans, due to the lack of orthogonal
decompositions of arbitrary Banach spaces.
The important class of self-adjoint operators on Hilbert spaces can be lifted to
Cosp(Hilb1), with an appropriate weakening: the corresponding cospans are those
that are “self-adjoint up to isomorphism”.
Proposition 4.25. Let (K, i, j) : H → H be a 1-cell in Cosp(Hilb1), and t = j†i.
Then t = t† if and only if (K, i, j) and (K, j, i) are isomorphic 1-cells.
Proof. Suppose u : (K, i, j) → (K, j, i) is an isomorphism of 1-cells, that is, u : K → K
is a unitary operator such that ui = j, uj = i. Then also j = u†i, so j†i = i†u†i = i†j,
that is, t = t†.
Conversely, suppose t = t†. In this case, the minimal unitary dilation (4.2) has the
form
u :=
(
t dt
dt −t
)
,
which is also self-adjoint, that is, it is an involution on H ⊕ Dt. The corresponding
cospan of isometries is (K ′, i′, j′) := (H ⊕Dt, u(idH ⊕ 0), idH ⊕ 0), and u itself induces
an isomorphism u : (K ′, i′, j′)→ (K ′, j′, i′).
In general, given an isometry f : (K ′, i′, j′) → (K, i, j) constructed as in the proof
of Proposition 4.24, we can decompose K as f(K ′) ⊕ f(K ′)⊥, so that f † restricts to a
unitary f−1 : f(K ′)→ K ′. Then, v := fuf−1⊕ idf(K ′)⊥ is an involution on K satisfying
vi = vfi′ = fj′ = j, hence also vj = i.
Remark 4.26. In fact, as the proof shows, Proposition 4.25 can be strengthened by
requiring that the isomorphism (K, i, j) → (K, j, i) be an involution. Note that the
“strictly self-adjoint” cospans of isometries, those of the form (K, i, i), are all mapped
to identities by the truncation map.
We note that categories of cobordisms, used in [Bae06] as a motivating analogy for
the study of Hilbert spaces as a dagger category, also admit a description of morphisms as
cospans of embeddings of manifolds. Thus, it is worth asking whether certain naturally
arising functors of dagger categories may lift to functors of bicategories Cosp(C) →
Cosp(D) induced by functors C → D, or similarly with spans replacing cospans, and
in these cases one could dispense entirely with the dagger.
A possible case study is the CP construction [CH16], an infinite-dimensional analogue
of Selinger’s CPM construction [Sel07], which, applied to Hilb≤1, produces the category
of quantum operations, a broader family of physical processes including the probabilistic
mixing of quantum states. We leave this question to future work.
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4.2 Frobenius algebras and ZX calculi
Hilbert spaces are very homogeneous spaces: to be able to perform computations with
specific quantum states, one needs a reference frame, in the form of an orthonormal
basis. Moreover, because maps that send basis vectors to basis vectors are exactly
as expressive as functions of sets, orthonormal bases are commonly used as a stand-
in for classical information in a quantum context. Thus, one of the early challenges
of categorical quantum mechanics was to find a suitably abstract formalism for their
handling.
Depending on the way that a vector space or a Hilbert space is defined, it may come
with a canonical choice of basis. One particular case is that of vector spaces (or R-
modules, or abelian groups) that are free on a set X. The categories that we defined in
the previous section come with a sequence of forgetful functors
RMod Ab Set
which have left adjoints: the free abelian group on the set X is the group ZX of formal
finite sums of elements of X, and the free R-module on an abelian group G is the tensor
product R ⊗G, with the action r · (r′ ⊗ g) := rr′ ⊗ g. The “free algebra” functors also
preserve monoidal structures, in the sense that disjoint unions and cartesian products of
sets are mapped to direct sums and tensor products of abelian groups and R-modules.
We will write, in particular, CX for the free complex vector space on a set X, which
can be seen as the space of formal finite sums of elements of x with complex coefficients.
We could try to extend the sequence with a forgetful functor from some version of
the category of Hilbert spaces to VecC, yet this would have no left adjoint. Nevertheless,
there is a construction that comes close to the intuition of a “free Hilbert space on a set
X”: this is the Hilbert space
ℓ2(X) :=
{
f : X → C
∣∣∣ ∑
x∈X
|f(x)|2 < +∞
}
,
with the inner product 〈 f | g 〉 =∑x∈X f(x)g(x). It comes with a canonical orthonormal
basis, indexed by elements x ∈ X, given by the functions δx : X → C such that, for all
y ∈ X,
δx(y) =
{
1, y = x,
0, y 6= x.
As explained in [Heu13], this construction extends to a functor not on Set, but on the
category PInj of sets and partial injections.
Remark 4.27. In fact, ℓ2 can be first seen as a functor Inj→ Hilb1, mapping injections
of sets to isometries of Hilbert spaces. This induces a map Cosp(Inj)→ Cosp(Hilb1)
of 2-categories, whose domain is defined similarly to the codomain, with disjoint unions
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and complements of subsets replacing direct sums and orthogonal complements. Passing
to 1-truncations, we recover Heunen’s functor ℓ2 : PInj→ Hilb≤1.
In quantum computation, one is often only interested in finite-dimensional Hilbert
spaces, which, at least, makes certain distinctions less meaningful. As we already dis-
cussed, the underlying category of FHilb is equivalent to FVecC, and if X is a finite
set, ℓ2(X) has CX as its underlying vector space.
The ZW calculus of Chapter 5, in its vanilla version, is an axiomatisation of a full
subcategory of Ab whose objects are all free on a finite set. Through the “free C-
module” construction, this becomes a subcategory of FVecC, whose objects are also
free on a finite set; and through the identification of CX with ℓ2(X), a subcategory of
FHilb. Formally, this is how an algebraic theory which, per se, describes abelian groups
can be interpreted as a theory of quantum systems.
When X is finite, CX also comes with a canonical self-duality, that is, a self-
adjunction in (VecC,⊗,C), seen as a 2-category with a single 0-cell. This is given
by the pair of maps
η : C→ CX ⊗ CX, 1 7→
∑
x∈X
x⊗ x,
ε : CX ⊗ CX → C, x⊗ y 7→
{
1, x = y,
0, x 6= y,
for all x, y ∈ X. In string diagrams, they can be portrayed as
, ,
and satisfy the equations
=
adjL
,
=
adjR
,
(4.3)
=
comco
,
=
com
.
(4.4)
Moreover, under the identification of CX and ℓ2(X), the two maps are each other’s
adjoint in FHilb: η† = ε.
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This, coupled with the fact that every finite-dimensional vector space is isomorphic
to CX, and every finite-dimensional Hilbert space is unitarily isomorphic to ℓ2(X) for
some finite setX, makes FVecC a compact closed category, and FHilb a dagger compact
closed category [Sel11a].
Remark 4.28. In fact, Selinger proved that FHilb is complete as a model of the algebraic
theory of dagger compact closed categories: if some equation in the language of dagger
compact closed categories holds for all morphisms in FHilb, then it holds in the theory.
If we are content with fixing one orthonormal basis and consistently working with
it, we can restrict ourselves to Hilbert spaces of the form ℓ2(X). However, many funda-
mental features of quantum theory, such as complementarity in the sense of Bohr, rely
on the interplay between different observables: formally, different self-adjoint operat-
ors, which come with different orthonormal bases of eigenvectors. It is desirable, then,
to have a categorical formalism for describing different orthonormal bases on the same
Hilbert space.
First of all, we can see the equations (4.3) and (4.4) as the defining axioms of a PRO.
Definition 4.29. The theory of self-dualities is the PRO SDual presented by the 2-
generators η : [0]→ [2], ε : [2]→ [0] and the axioms adjL, adjR.
The theory CSDual is the PROP containing SDual, satisfying the additional axioms
com, comco, together with the usual axioms of PROPs.
Then, we observe that SDual is a sub-PRO of Frob, and CSDual a sub-PROP of
CFrob, through the assignments
7→
,
7→
;
that is, assigning a Frobenius algebra structure to an object of a monoidal category
determines a self-duality on the same object.
In fact, the two maps η : C → CX ⊗ CX, ε : CX ⊗ CX → C can be decomposed
into the maps
c : CX → CX ⊗ CX, x 7→ x⊗ x,
m : CX ⊗ CX → CX, x⊗ y 7→
{
x, x = y,
0, x 6= y,
d : CX → C, x 7→ 1,
u : C→ CX, 1 7→
∑
x∈X
x,
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for all x, y ∈ X, defining a special commutative Frobenius algebra structure on CX.
Furthermore, on ℓ2(X), this is a dagger special commutative Frobenius algebra, in the
sense that m = c†, and u = d†.
We will refer to dagger special commutative Frobenius algebras shortly as †-SCFAs;
note that a †-SCFA on a Hilbert space is completely specified by either its monoid part
(m,u), or its comonoid part (c, d).
In [CPV12], this was taken as the starting point of a characterisation of orthonormal
bases in the spirit of categorical universal algebra.
Theorem 4.30. Orthonormal bases on a finite-dimensional Hilbert space H are in a
biunivocal correspondence with †-SCFAs on H in FHilb.
Proof. This is [CPV12, Theorem 5.1].
In the infinite-dimensional case, the “copy” and “multiplication” maps are still defin-
able, and are in fact short, that is, they are morphisms in Hilb≤1. On the other hand,
the unit and discard maps are not even bounded, so the characterisation cannot be im-
mediately generalised. Nevertheless, a refinement of this result was proved in [AH12],
as we proceed to explain.
Definition 4.31. The theory of non-unital Frobenius algebras is the sub-PRO Frob∗ of
Frob whose 2-generators are restricted to c : [1]→ [2] and m : [2]→ [1].
There are corresponding PROs and PROPs of non-unital special, commutative, and
special commutative Frobenius algebras SFrob∗, CFrob∗, and SCFrob∗, with the same
restriction on the generators.
In a compact closed category, non-unital Frobenius algebras are automatically unital
[Car91], so considering models of Frob∗ instead of Frob in FHilb is no restriction.
Theorem 4.32. Orthonormal bases on a Hilbert space H are in a biunivocal correspond-
ence with non-unital †-SCFAs on H in Hilb≤1, which furthermore satisfy the following
condition: for all v : C→ H, there exists a v∗ : C→ H such that
v†
=
v∗
.
Proof. This is part of [AH12, Theorem 22].
The property holds automatically for unital Frobenius algebras: Theorem 4.32 is a
proper generalisation of Theorem 4.30.
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Remark 4.33. In [GG17], using ideas of non-standard analysis, the authors showed that,
in some situations, it is possible to reason with orthonormal bases in infinite dimension
“as if” they were unital Frobenius algebras.
Theorem 4.30 was also generalised in a different direction: in [Vic10, CHK14], certain
non-commutative dagger Frobenius algebras in FHilb are shown to correspond to finite-
dimensional C∗-algebras, which can be used to model quantum information in the same
way as orthonormal bases model classical information.
Both in the finite and in the infinite-dimensional case, the elements of the orthonor-
mal basis are recovered as the “copyables” of the copy operation of the Frobenius algebra:
that is, v : C→ H is an element of the orthonormal basis if and only if
v
= v v
.
Besides the copyables, a †-SCFA comes with another distinguished family of states.
Definition 4.34. Let (c, d) be a †-SCFA on a finite-dimensional Hilbert space H. A
state ϕ : C→ H is a phase for (c, d) if
ϕ†
ϕ
=
.
If ϕ is a phase for (c, d), the corresponding phase shift on H is the unitary operator on
H defined by
ϕ =
ϕ
.
If a †-SCFA on H corresponds to the orthonormal basis {vi}ni=1, its phases are pre-
cisely the states of the form
ϕ = eiϕ1v1 + . . .+ e
iϕnvn,
for some ϕi ∈ [0, 2π), and its phase shifts are the unitary operators defined by vk 7→
eiϕkvk, k = 1, . . . , n.
In [CES11], the authors showed abstractly, for †-SCFAs in arbitrary dagger monoidal
categories, that phase shifts form an abelian group under composition; for a †-SCFA on
an n-dimensional Hilbert space, this group is an n-fold product of the circle group U(1).
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By construction, phase shifts also satisfy
ϕ
=
ϕ
=:
ϕ
,
for algebra operations of any arity. From the point of view of diagrammatic algebra,
this enables us to extend the “spider” presentation of SCFrob to spiders labelled with
elements of the phase group. The cut axioms are amended as follows:
ϕ
ψ
=
ϕ+ ψ
,
(4.5)
where one or more wires connect the nodes on the left hand side, and ϕ+ψ is composition
in the phase group.
Definition 4.35. LetG be an abelian group. The theory ofG-labelled Frobenius algebras
is the PRO FrobG, with generators s
m
n [g] : [n] → [m], for m,n ∈ N, g ∈ G, satisfying
s11[eG] = εa, where eG is the unit of G, and the cut axioms of the spider presentation of
Frob, modified as in equation (4.5) to include the composition of elements of G.
There are corresponding PROs and PROPs of G-labelled special, commutative, and
special commutative Frobenius algebras SFrobG, CFrobG, SCFrobG, similarly defined.
Remark 4.36. Any homomorphism f : G → H of abelian groups induces a map of
PROs FrobG → FrobH , by the assignment smn [g] 7→ smn [f(g)]. In particular, since Frob is
equivalent to Frob1, where 1 is the trivial group, it is a sub-PRO of all the FrobG, with
the inclusion smn 7→ smn [eG].
Let H be a Hilbert space with two (possibly non-unital) †-SCFAs on it; this is the
same as H having two fixed orthonormal bases. We draw the Frobenius algebra opera-
tions in spider notation, with dots of different colours to distinguish between the two. In
[CD08], Coecke and Duncan proved that, in the finite-dimensional case, complementar-
ity of the two bases is equivalent to the following relation of the corresponding Frobenius
algebras:
=
,
(4.6)
where
:= =
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evaluates on 1 to the dimension of H.
Remark 4.37. Because the two Frobenius algebras are dagger, any equation of their
operations is equivalent to its 2-opposite, that is, its vertical reflection in string dia-
grams. In particular, equation 4.6 also holds with inverted colours. Moreover, because
of commutativity, any equation is also equivalent to its 1-opposite, that is, its horizontal
reflection in string diagrams.
Equation (4.6) has the same form as the axiom hopfR of Hopf algebras, which is
equivalent to hopfL with commutative monoids or cocommutative comonoids, with the
assignment
i 7→
.
In fact, Coecke and Duncan showed that equation (4.6) is derivable whenever the monoid
part of one Frobenius algebra and the comonoid part of the other form a bialgebra “up
to an invertible scalar”, that is, up to a non-zero map C→ C.
Definition 4.38. Two †-SCFAs on a Hilbert space H are strongly complementary when
they satisfy the following equations:
sca
=
,
scb
=
,
scc
=
,
scd
=
.
The derivation of equation (4.6) from the strong complementarity equations proceeds
as follows. First of all, the following hold for all strongly complementary †-SCFAs in
FHilb:
sc′a
=
,
sc′
b
=
;
in general, we may want to impose them as additional axioms, in which case equation
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scd becomes derivable. Then,
spec
=
scb
=
sc′
b
=
spec
=
;
moreover,
sc′
b
=
cut
=
scb
=
sc′
b
=
,
and similarly with inverted colours. It follows that
=
sca
= =
=
sc′a
=
.
Thus, strong complementarity of †-SCFAs is indeed stronger than complementarity,
and strictly so: while the classification of complementary pairs is still an open problem,
all pairs of strongly complementary †-SCFAs in FHilb have been classified.
Theorem 4.39. Let (c , d ), (c , d ) be two †-SCFAs on a Hilbert space H of finite
dimension n. Then, there exist an abelian group G and an isometric isomorphism H ≃
ℓ2(G), such that (c , d ) is defined, in the canonical basis of ℓ2(G), by
c† : g ⊗ h 7→ 1√
n
gh, d† : 1 7→ √n eG,
and (c , d ) by
c : g 7→ g ⊗ g, d : g 7→ 1,
for all g, h ∈ G, where eG is the unit of G.
Proof. This is [CDKW12, Corollary 3.10]. The proof relies on the fact that copyables of
one †-SCFA form a subgroup of the phase group of the other.
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The theory of quantum computation often has a special regard for qubits, that is,
2-dimensional Hilbert spaces, as a quantum version of classical bits. In this case, by
Theorem 4.39, up to isomorphism there is a unique pair of †-SCFAs, induced by the
group Z2. The canonical basis elements | 0 〉, | 1 〉 of ℓ2(Z2) are the copyables of (c , d ),
while the copyables of (c , d ) are
|+ 〉 := 1√
2
(| 0 〉 + | 1 〉), | − 〉 := 1√
2
(| 0 〉 − | 1 〉).
The orthonormal bases {| 0 〉, | 1 〉} and {|+ 〉, | − 〉} are commonly called the Z basis and
the X basis, respectively, of the qubit.
In [CD08], Coecke and Duncan observed that these two †-SCFAs, together with
phase shifts in U(1) →֒ U(1) × U(1), ϕ 7→ (0, ϕ), form a “universal set” for quantum
computation. More formally, let Qubit be the full monoidal subcategory of FHilb
whose objects are tensor products of a finite number of copies of ℓ2(Z2); this is, by
definition, a PROP. Then, the map of PROPs
zx : SCFrobU(1) ⊎ SCFrobU(1) → Qubit,
sending one copy of SCFrobU(1) to the Z basis †-SCFA, and the other to the X basis
†-SCFA, with their respective phase shifts, is surjective and full, that is, surjective on
both 1-cells and 2-cells.
This led naturally to the question: is it possible, by adding axioms to the spider
presentation of SCFrobU(1) ⊎ SCFrobU(1), to reach a complete axiomatisation of Qubit,
that is, use a pair of Frobenius algebras as a foundation for an algebraic theory of qubits?
More in general, it may be good enough to have a finite set of basic operations which is
approximately universal; that is, for all ε > 0, and unitary operators u : H → H, be able
to construct a unitary uε : H → H such that ‖u−uε‖ < ε in the norm ofH⊸H ≃ H⊗H.
Even non-universal sets of operations which can be efficiently simulated by classical
means, such as those in the stabiliser fragment of quantum mechanics [Got97], may be
interesting as a showcase of different features of quantum theory.
Picking one such fragment corresponds to picking a sub-PROP of Qubit. Often,
these are obtained by restricting the Z and X phase groups to some finite pair of
subgroups G,H →֒ U(1); for instance, the stabiliser fragment corresponds to taking
G = H = Z4, with the inclusion k 7→ k π2 , k = 0, . . . , 3.
Write QubitG,H for the sub-PROP so obtained. In these cases, we have a surjective
and full map
zxG,H : SCFrobG ⊎ SCFrobH → QubitG,H ,
and, again, we may ask what additional axioms are needed to obtain an equivalence.
A clear choice are the axioms sca, scb, scc of strong complementarity. The pair of
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†-SCFAs corresponding to the Z and X bases satisfies the additional equation
cup
= =:
,
(4.7)
from which sc′a, sc
′
b, and scd are derivable.
Definition 4.40. A ZX calculus is any presentation ZX ′ of a PROP ZX, such that
ZX ′ contains the spider presentation of SCFrobG ⊎ SCFrobH , for some pair of abelian
groups G,H, together with the axioms sca, scb, scc and cup.
We say that ZX ′ is complete for the sub-PROP QubitG,H of Qubit if there is an
isomorphism of PROs f : ZX → QubitG,H such that the following diagram commutes:
ZX
SCFrobG ⊎ SCFrobH QubitG,H .zxG,H
f
Since [CD08], a number of ZX calculi have been produced, with both negative and
positive results about completeness. In [BSZ14], a basic ZX calculus with G = H =
1 was reconstructed, as a theory of “interacting bialgebras”, in Lack’s framework of
composing PROPs. In [Bac14a], Backens proved completeness of a ZX calculus for
the stabiliser fragment QubitZ4,Z4 , and then in [Bac14b] extended the result to the
approximately universal Clifford+T fragment (G = Z8, H = Z4) only for single-qubit
maps. A simplified, equivalent axiomatisation was given in [BPW17].
The same ZX calculus, with phase groups extended to the whole of U(1), was proven
incomplete for Qubit in [SdWZ14]. A more expressive ZX calculus was presented and
shown to be complete for the Clifford+T fragment in [JPV17], and recently a complete
axiomatisation for the full theory of qubits has been produced [NW17]; both proofs rely
on our own completeness proof for the ZW calculus, through a translation of ZX into
ZW.
4.3 The entanglement classification problem
Combined with the axioms of commutative Frobenius algebras, the axiom cup has the
remarkable effect that, in the spider presentation, string diagrams can be manipulated
as undirected graphs: any shuffling of the wires attached to the same node, including
the exchange of inputs and outputs using self-duality, leaves the corresponding operation
unmodified. In this sense, ZX calculi can be seen as graph rewriting systems as much as
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presentations of algebraic theories, and their development has gone hand in hand with
the development of the automated graph rewriting software Quantomatic [KZ15].
When working with ZX calculus diagrams, we can forget the distinction between
inputs and outputs, between states, maps and effects, and focus entirely on the network
structure of the diagram. This is sometimes phrased as an “meta-axiom” of ZX calculi:
only the topology matters. For example, the ternary spiders
, , ,
interpreted, respectively, as the linear map | 00 〉〈 0 | + | 11 〉〈 1 |, the state | 000 〉 + | 111 〉,
and the effect 〈 000 | + 〈 111 |, can all be seen as manifestations of the same abstract
network
A
B
C .
(4.8)
Here, we can view the white node as a “hub”, that can be accessed through the
“ports” A, B, C. In fact, a similar point of view is implicit in much of quantum
information theory, where quantum states are shared resources between agents of a
multi-party protocol; and it is perhaps most clear in so-called entanglement-based key
exchange protocols, pioneered by Ekert’s E91 [Eke91], where a shared quantum state is
the only device for the sharing of information.
While the actual transmission of information from one agent to the other is not pos-
sible solely through a shared state — the “network” does not exist in physical space, but
in a kind of abstract, informational space — what is possible is the random generation
of shared bits of knowledge, through the correlations between results of local measure-
ments. For example, in the network (4.8), corresponding, after normalisation, to the
sharing of a state
|GHZ 〉 := 1√
2
(| 000 〉 + | 111 〉),
if all three agents perform measurements in the X basis, they will obtain bits a, b, c ∈
{0, 1} which satisfy a+ b+ c ≡ 0mod 2. This is the basis of a protocol where agents at
B and C can share their bits b, c in order to reconstruct bit a. Incidentally, the state
|GHZ 〉 was the basis of a celebrated logical proof of quantum contextuality [GHSZ90].
The possibility of sharing information relies on the qubit at A being entangled with
the qubits at B and C: there is no way of writing |GHZ 〉 as a tensor product vA⊗ v′BC .
In string diagrams, this means that there is no way of picturing network (4.8) as a pair
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of disconnected diagrams; on the contrary, in the ZX network
A
B
C ,
corresponding, after normalisation, to the sharing of a state
1√
2
(| 000 〉 + | 011 〉) = | 0 〉 ⊗ 1√
2
(| 00 〉 + | 11 〉),
no matter what measurement is performed at A, its results will not be correlated with
the results of measurements at B and C.
Thus, an information-theoretic property — the absence of correlation between certain
measurements — is reflected in a topological property: the disconnectedness of string
diagrams. In comparison, the vector notation is very uninformative.
On the other hand, the connectedness of a string diagram does not necessarily imply
the presence of entanglement: for example, the connected ZX network
A
B
C
corresponds to the sharing of a totally disconnected state | 000 〉. Nevertheless, the
network can be disconnected using graph versions of the Frobenius cut axioms and the
scb axiom:
A
B
C
cut
=
A
B
C
scb
=
⋄
A
B
C
scb
=
⋄
A
B
C ,
where ⋄ denotes equality up to an invertible scalar. One aim of completeness for ZX and
related calculi is, precisely, the ability to design such networks and check their properties
purely by diagrammatic reasoning, without falling back on linear algebra.
The distinction between connected and disconnected networks is quite a crude one,
and one for which simple algebraic criteria exist (in the case of pure quantum states).
More in general, we may be interested in how a connected network, that is, an entangled
state responds to certain actions of the individual agents.
For example, in the protocol based on |GHZ 〉 described earlier, suppose that the
agent at A decides not to cooperate, which can be described as her measuring in the
132 Chapter 4 Categorical quantum theory
complementary Z basis, instead of the X basis. If she obtains the result a ∈ {0, 1}, the
network becomes, up to a scalar,
B
C
aπ
=
⋄
B
C
aπ
aπ
,
and B and C are disconnected either way. This can be phrased as the network not being
“robust” to the loss of one party.
This is not necessarily the case for all tripartite states: for example, there is no
measurement of one agent on the state
|W 〉 := 1√
3
(| 001 〉 + | 010 〉 + | 100 〉)
that will disconnect the other two with certainty [BR01]. This enables the state |W 〉 to
support protocols for which |GHZ 〉 is inadequate, see for example [DP06].
In general, for all protocols that involve some degree of cooperation, it is important
to know what an individual agent can achieve on her own. This may range from the
destructive, like the Z basis measurement of |GHZ 〉 disconnecting the network, to the
completely innocuous, like performing a local unitary; in the latter case, the resulting
network is equivalent to the original one for all information-theoretic purposes.
Definition 4.41. Let v,w : C→ H ⊗ . . .⊗H be two states of the n-fold tensor product
of a Hilbert space H. We say that v is SLOCC-reducible to w, and write w ≤SL v, if
there exist bounded operators f1, . . . , fn : H → H such that
w = (f1 ⊗ . . . ⊗ fn)v.
Two states v,w are SLOCC-equivalent if v ≤SL w and w ≤SL v.
Remark 4.42. The acronym SLOCC stands for stochastic local operations and classical
communication. In fact, SLOCC-reducibility was first defined information-theoretically,
in terms of multi-party protocols converting one state into the other with a non-zero
probability, but the two formulations are proven equivalent in [DVC00].
For states of two qubits, there are only two equivalence classes in the poset reflection
of ≤SL, corresponding to entangled and product states. For states of three qubits, on the
other hand, it was shown in [DVC00] that there are exactly two inequivalent classes of
states that are maximal in this poset: one containing |GHZ 〉, and the other containing
|W 〉.
For n ≥ 4 qubits, the degrees of freedom of a state overcome those of the available
local operations, which produces an infinity of SLOCC classes. These can be reduced to
a finite number of “super-classes” by choosing a suitable parametrisation of states, which
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was the route taken in [LLSS06] to define an inductive SLOCC classification for arbitrary
numbers of qubits, and then explicitly enumerate the classes of states of four qubits in
[LLSS07]; a few cases originally missed were added by Backens in [Bac17]. Arguably,
though, the point of SLOCC classification is to provide some operational insight on the
uses of a quantum state in information-theoretic protocols, and such inductive, heavily
algebraic approaches fall short on the subject.
Because the |GHZ 〉 state and its n-qubit generalisations
|GHZ 〉n = 1√
2
(| 0 . . . 0 〉+ | 1 . . . 1 〉)
correspond, up to a scalar, to the Z spiders, there was some hope, initially, that ZX
calculi could offer some insight on the problem. Indeed, by universality, the |W 〉 state
is expressible in a ZX calculus; up to a scalar, it can be pictured as the network
π
π
π
π
3
π
3
π
3
.
This, however, turned out not to be particularly fruitful, as the phases that make a
network of the general form
α
β
γ
SLOCC-equivalent to |W 〉 do not seem to have, in general, any particular algebraic
relation to the Z and X Frobenius algebras.
More fundamentally, we have on one side a strict dichotomy between two classes
of 3-qubit states, given by SLOCC inequivalence, and on the other a calculus which
is completely symmetric with respect to the exchange of its two building blocks: the
ternary spider of any †-SCFA on the qubit is SLOCC-equivalent to |GHZ 〉, since †-
SCFAs correspond to orthonormal bases, and any two bases are related by a unitary
operator.
In [CK10], Coecke and Kissinger observed that there exists, in fact, a commutative
Frobenius algebra (c , d ,m , u ) on the qubit, whose spider with three outputs and no
inputs is proportional to the |W 〉 state. This is defined by
c := | 00 〉〈 0 | + | 01 〉〈 1 | + | 10 〉〈 1 |, d := 〈 0 |,
m := | 1 〉〈 11 | + | 0 〉〈 01 | + | 0 〉〈 10 |, u := | 1 〉.
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Anticipating a later decomposition of these operations, we are going to depict them as
, , , ,
(4.9)
respectively; general spiders should have an additional dot on each input wire. For now,
however, these should be seen as “atomic” string diagrams.
This is not a special Frobenius algebra: it satisfies, instead, the equation
=
,
called anti-specialness in [CK10], and shown in [Her10] to be canonical for Frobenius
algebras whose “loop” operation mc : [1]→ [1] disconnects.
Coecke and Kissinger identified a class of tripartite states, including both |GHZ 〉
and |W 〉, from which one can build commutative Frobenius algebras.
Definition 4.43. We define FrobSt to be the PROP presented by 2-generators v : [0]→
[3], d : [1]→ [0], and ε : [2]→ [0], satisfying the axioms
v
symL
=
v
symR
=
v ,
ε d
v
=
,
ε
v v
=
ε
v v ,
together with the usual axioms of PROPs.
Proposition 4.44. FrobSt and CFrob are isomorphic PROPs.
Proof. These are [CK10, Theorem 5 and Theorem 6].
As could be expected, the generators of FrobSt correspond to the spiders with the
same arity in CFrob. It follows that a commutative Frobenius algebra in FHilb can be
specified as a triple (v, d, ε) of a state and two effects.
The entanglement classification problem 135
Definition 4.45. Let H be a Hilbert space. A state v : C→ H ⊗H ⊗H is symmetric
if it satisfies the equations symL, symR. It is a Frobenius state if there exist effects
d : H → C, ε : H ⊗H → C such that (v, d, ε) is a commutative Frobenius algebra on H.
Theorem 4.46. Let v be a SLOCC-maximal, symmetric 3-qubit state. Then, v is a
Frobenius state. Moreover, if (v, d, ε) is the associated commutative Frobenius algebra,
then
• v is SLOCC-equivalent to |GHZ 〉 if and only if (v, d, ε) is special, and
• v is SLOCC-equivalent to |W 〉 if and only if (v, d, ε) is anti-special.
Proof. These are [CK10, Theorem 9 and Theorem 10].
This was partially extended to the case of qutrits, that is, 3-dimensional Hilbert
spaces, where an intermediate class between special and anti-special appears, in [Hon12].
So, this result traced 3-qubit SLOCC classification back to a classification of Frobenius
algebras on the qubit. Moreover, Coecke and Kissinger showed that the Frobenius al-
gebras associated with the |GHZ 〉 and |W 〉 states, together with arbitrary single-qubit
states, are universal for quantum computation, and listed several equations satisfied by
the pair, some of them reminiscent of the axioms of ZX calculi.
This led them to conjecturing that the two algebras could be building blocks for a
new algebraic-diagrammatic theory, that could give access to a compositional SLOCC
classification for states of an arbitrary number of qubits; that is, one where representat-
ives of higher-dimensional SLOCC classes are assembled through the composition of Z
spiders and W spiders.
Some additional equations, and a few preliminary results, mostly pertaining to uni-
versality, were given in [CKMR11] and in Kissinger’s PhD thesis [Kis11]. These were all
based on the idea that, similarly to ZX calculi, the starting point of an axiomatisation
should be CFrob ⊎ CFrob, the theory of a pair of commutative Frobenius algebras.
Because the axiom cup does not hold in this case, one of the most appealing features
of ZX calculi — the ability to treat string diagrams as undirected graphs — seems to be
lost. On the other hand, if we take the self-duality of ZX calculi as a primitive, or, in
other words, we work with a fixed orthonormal basis, the |W 〉 state does become “fully
symmetric”, in the way that the ternary Z and X spiders are; we can define operations
, , ,
and so on, interpreted as the linear maps | 00 〉〈 1 |+ | 01 〉〈 0 |+ | 10 〉〈 0 |, the state | 001 〉+
| 010 〉 + | 100 〉, and the effect 〈 001 | + 〈 010 | + 〈 100 |, each a transpose of another with
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respect to the fixed self-duality, and see them as manifestations of the same network
A
B
C .
If we introduce an additional, equally symmetric operation
,
(4.10)
interpreted as the unitary operator | 0 〉〈 1 |+ | 1 〉〈 0 |, we recover the generators of the W
Frobenius algebra as compositions of the new generators, as in the diagrams (4.9). Note
that the operation (4.10) is definable in the theory of a pair of commutative Frobenius
algebras, interpreted as the Z and the W Frobenius algebra, as the composite map
.
It could be objected that it is undue to favour simpler diagrammatics over a “hard”
result such as the classification of Frobenius algebras, and treat theW Frobenius algebra
as a derived object. On the other hand, one should be cautious not to over-interpret
Theorem 4.46: the fact that commutative Frobenius algebras on the qubit are either
special or anti-special is, after all, a consequence of non-trivial operators on the qubit
being either rank-1 or full rank. In general, structures on 2-dimensional vector spaces
can be expected to come in two classes, which makes it more likely that they would be
pairwise related, only for the correspondence to break down in higher dimensions.
More importantly, if the compositional approach led to a classification of entan-
glement for n > 3 qubits, what could it possibly look like? The one unambiguous
discriminant that diagrammatic algebra has offered with regard to entanglement, so far,
is the implication of separability from the disconnectedness of string diagrams, and it is
a topological criterion.
Suppose that we had a complete diagrammatic axiomatisation ofQubit, and a norm-
alisation strategy rewriting any diagram x into a diagram xˆ, so that xˆ is “as disconnected
as possible”: no connected component of x′ is interpreted as a product state. Then, we
could associate to any x the number n(xˆ) of connected components of its normal form.
This number would be SLOCC-invariant: if y is obtained by composing x with an in-
vertible single-qubit operator — by universality, there is a corresponding binary string
diagram — then n(yˆ) = n(xˆ).
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This would be a reasonable, well-defined starting point, from which we could look for
more refined SLOCC-invariants. At the same time, it is one which can obviously benefit
from the “string diagram rewriting as graph rewriting” approach employed with ZX
calculi; hence, from privileging symmetry in the choice of the generators of the theory,
while keeping a lookout for algebraically motivated axioms. This was our perspective in
developing the ZW calculus, the subject of the next and last chapter.

Chapter 5
A calculus of qubits
In this chapter:
⊲ The ZW calculus is a complete diagrammatic axiomatisation of the theory of
qubits. We define it gradually, building up on its fragments: wire, even, pure,
vanilla, each introducing a new generator, and making some of the earlier axioms
redundant. — Section 5.1
⊲ We derive some consequences and inductive generalisations of the axioms, leading
to a more compact set of rules. Then, we prove the main theorem, completeness
for R-bits, and discuss some minor variants. — Section 5.2
⊲ Abstracting from an interpretation of the pure fragment as a theory of fermionic
oscillators, through its anyonic generalisations, we introduce analogues of the ZW
axioms and generators for higher-dimensional quantum systems. We prove their
universality, and propose a route towards completeness. — Section 5.3
5.1 The ZW calculus and its fragments
Note. This section and the following are partially based on material previously
published in [Had15].
Let us forget about qubits for a moment, and consider the W Frobenius algebra
abstractly. At this level, there is nothing special about complex vector spaces: for all
commutative rings R, we can define its analogue on the free R-module on a set of two
elements.
Definition 5.1. Let R be a commutative ring. The PROP of R-bits is the full monoidal
subcategory Rbit of RMod whose objects are tensor products of a finite number of
copies of R⊕R.
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We will keep using bra-ket notation for the morphisms of Rbit, writing | 0 〉, | 1 〉 for
the generators of R⊕R, and | b1 . . . bn 〉 for | b1 〉 ⊗ . . .⊗ | bn 〉, bi ∈ {0, 1}.
The comonoid part of the W Frobenius algebra is defined by
c : | 0 〉 7→ | 0 〉 ⊗ | 0 〉, | 1 〉 7→ | 0 〉 ⊗ | 1 〉+ | 1 〉 ⊗ | 0 〉,
d : | 0 〉 7→ 1, | 1 〉 7→ 0.
This comonoid is also part of a well-known Hopf algebra, called the fermionic line in the
theory of quantum groups [Maj02, Example 14.6]. The fermionic line has the remarkable
property that its monoid part is the transpose of its comonoid part with respect to the
canonical self-duality. For this to be a model of Hopf, however, the braiding must be
interpreted not as the usual swap map of R-modules, but as the map
x : | b1 〉 ⊗ | b2 〉 7→ (−1)b1b2 | b2 〉 ⊗ | b1 〉,
that we will depict as
.
(5.1)
We call diagram (5.1) and its interpretation in Rbit the crossing. The crossing
satisfies all the axioms of a braiding, including the naturality axioms natfb,L, nat
f
b,R, for
all the Hopf algebra operations, that is, c, d and their transposes in Rbit, and even for
the self-duality maps of R ⊕ R. However, it does not satisfy naturality axioms for all
maps of Rbit, so it cannot be chosen as a braiding for Rbit as a PROB: for example,
for the linear map | 0 〉〈 1 | + | 1 〉〈 0 |, as in diagram (4.10),
6=
.
In order to “make the crossing a braiding”, one can choose to work in the category
RMod[Z2] of Z2-graded R-modules, also known as supermodules in the theory of super-
symmetry [Var04]. The objects of RMod[Z2] are R-modules G together with a direct
sum decomposition G ≃ G0 ⊕G1; we call G0 the even part, and G1 the odd part of G.
Morphisms f : G0 ⊕G1 → H0 ⊕H1 are required to preserve the decomposition, that is,
map Gi to Hi, for i = 0, 1.
Then, RMod[Z2] becomes a braided monoidal category with the tensor product of
R-modules, decomposed as
(G⊗H)0 = (G0 ⊗H0)⊕ (G1 ⊗H1), (G⊗H)1 = (G0 ⊗H1)⊕ (G1 ⊗H0),
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the tensor unit R⊕1, and the braiding G⊗H → H⊗G defined, on elements g ∈ Gi, h ∈
Hj, for i, j ∈ {0, 1}, by
g ⊗ h 7→ (−1)ijh⊗ g.
Restricted to the full monoidal subcategory of RMod[Z2] whose objects are tensor
products of a finite number of copies of R ⊕ R, seen as a Z2-graded R-module, this
is precisely our crossing. Notice that the map | 0 〉〈 1 | + | 1 〉〈 0 | is not a Z2-graded oper-
ator on R⊕R, since it maps the “even” generator | 0 〉 to the “odd” generator | 1 〉, and
vice versa.
Remark 5.2. That the comonoid part of the W Frobenius algebra is part of a bialgebra
in the category of Z2-graded complex vector spaces had already been noticed by Vicary,
as reported by Kissinger in [Kis11, Section 10.1.2].
More simply, if we take the point of view that a braiding is a generator of an algebraic
theory as much as any other, the fermionic line is a model of Hopf in Rbit seen as a
map f : Hopf→ Rbit of PROs, rather than a map of PROBs: we encountered a similar
situation in Example 2.23, where the definition of a distributive law of monads relied
on the interpretation of a braiding-like operation in a 2-category that has no natural
braidings.
We will adopt such a neutral approach, keeping the crossing as a generator of Rbit,
alongside the swap operation that makes it a PROP.
Definition 5.3. The wire fragment of the ZW calculus is the PROP ZWwire containing
CSDual, together with the additional generator x : [2] → [2], depicted as in diagram
(5.1), and satisfying the axioms (all labels left implicit)
=
reix2
,
=
reix3
,
=
nat
η
x
,
=
natεx
,
=
frm
=
frm′
,
together with the usual axioms of PROPs.
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Theories of two different braidings such as this are the subject of virtual knot theory
[Kau12]. The axioms frm and frm′ appear as a replacement of the first Reidemeister
move in the theory of “blackboard-framed” knots; since, by the so-called Whitney trick,
it is a consequence of reix2 and rei
x
3 that
=
,
(5.2)
it follows from frm and frm′ that
=
.
(5.3)
We call this operation i : [1]→ [1]; it is interpreted as the map | 0 〉〈 0 | − | 1 〉〈 1 | in Rbit.
Equation (5.3) can be used as a replacement of frm and frm′ in the presentation of
ZWwire. We refer, for example, to [Kau01] for more details on these topics.
Definition 5.4. The even fragment of the ZW calculus is the PROP ZWeven containing
ZWwire, together with the additional generator w : [1]→ [2], depicted as
,
(5.4)
subject to the following axioms:
1. w forms a cocommutative comonoid with the discard operation εw, that is,
=
unco
w,L
,
=
unco
w,R
,
=
natww
;
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2. w is natural and cocommutative with respect to the crossing, that is,
=
natwx
,
=
comcow
;
3. defining m : [2]→ [1] to be the transpose of w
:=
,
(w, εw,m,mη) form a Hopf algebra with i as the antipode and x as the braiding,
that is,
=
natmw
,
=
nat
mη
w
,
=
nat
mη
εw
,
=
hopf
.
By self-duality, other equations can be derived as transposes of the ones we gave:
for example, m is also part of a monoid with unit mη, commutative both with respect
to the swap and to the crossing. Moreover, by a standard diagrammatic proof, see for
example [Maj13, Figure 4.6], the antipode of a Hopf algebra is provably a comonoid
anti-homomorphism, hence, by cocommutativity, a homomorphism:
=
.
Construction 5.5. Already in the even fragment, we can construct some interesting maps.
The following “triangle” of W operations
:= (5.5)
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is interpreted in Rbit as the Z2 group R-algebra
| 0 〉 ⊗ | 0 〉, | 1 〉 ⊗ | 1 〉 7→ | 0 〉, | 0 〉 ⊗ | 1 〉, | 1 〉 ⊗ | 0 〉 7→ | 1 〉.
Precomposing it with a crossing, we obtain an algebra with unit | 0 〉, and such that
| 1 〉 ⊗ | 1 〉 7→ −| 0 〉. If we let 1 := | 0 〉, i := | 1 〉, in Rbit this is the algebra of complex
numbers, seen as a real algebra.
More in general, we can take a number n of copies of the Z2 algebra, seen as an
R-algebra with a single non-unit generator γi, with i = 1, . . . , n. When we compose
them together, we have a choice of using either the swap or the crossing, that is,
or
.
The first choice corresponds to making γ1, γ2 commute in the product, that is, have
γ1 · γ2 = γ2 · γ1, with the identification γ1 ∼ γ1 ⊗ 1, and γ2 ∼ 1⊗ γ2. The second choice
corresponds to making them anti-commute: γ1 · γ2 = −γ2 · γ1. Then, we can see that
p q
is an algebra on n = p+ q generators satisfying
γi · γj = −γj · γi, i 6= j,
γi · γi =
{
1, i ≤ p,
−1, i > p,
for all i, j = 0, . . . , n. In Rbit, this is the real Clifford algebra with signature (p, q); for
example, the case (0, 2) corresponds to the algebra of quaternions, and the case (1, 3) to
the algebra of Dirac matrices.
Mixing swaps and braidings, different algebras based on commutation and anticom-
mutation relations can be constructed. For example,
is the algebra of dual quaternions, used in mechanics to represent rigid motions in 3-
dimensional space [YF64].
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Remark 5.6. The “triangle” (5.5) is a scalar multiple of the X spider with two inputs
and one output in the ZX calculus. After transposition, as a state, this is SLOCC-
equivalent to |GHZ 〉; it follows that already the even fragment of the ZW calculus
contains representatives of both maximal SLOCC classes of three qubits. We will discuss
the significance of this fact in Section 5.3.
The even fragment of the ZW calculus only contains operations that preserve the
Z2-grading of R⊕R, so ZWeven can in fact be interpreted in RMod[Z2]. Equivalently,
for all states in the image of ZWeven, written as linear combinations
q∑
i=1
ri| bi1 . . . bin 〉, (5.6)
such that 0 6= ri ∈ R, and no pair of n-tuples (bi1 . . . bin) is equal,
n∑
j=1
bij ≡ 0mod 2,
for all i = 1, . . . , q. The next step is to introduce an “odd” state, which can be either
| 1 〉, or | 01 〉+ | 10 〉; the latter choice seems to make more sense diagrammatically, since
it allows us to decompose the generator (5.4) in the way that we described at the end
of Chapter 4.
Definition 5.7. The pure fragment of the ZW calculus is the PROP ZWpure containing
ZWwire, together with the generators w3 : [0]→ [3], w2 : [0]→ [2],
, ,
satisfying the following axioms:
1. both w3 and w2 are symmetric with respect to the swap:
sym3,L
=
sym3,R
=
,
sym2
=
;
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2. defining n : [1]→ [1] and w : [1]→ [2] by
:=
,
:=
,
w satisfies all the axioms of ZWeven, and n satisfies
inv
=
,
antnx
=
.
The pure fragment is interpreted in Rbit by the assignment
w3 7→ | 001 〉 + | 010 〉 + | 100 〉, w2 7→ | 01 〉 + | 10 〉.
By the symmetry axioms sym3,L, sym3,R, it suffices to impose only one out of un
co
w,L
and uncow,R, and replace nat
w
w with a coassociativity axiom. It follows from the axioms
that w2 is also symmetric with respect to the crossing:
antnx
=
(5.2)
=
.
(5.7)
Moreover, the axiom hopf is derivable from the others in ZWpure. The proof is essentially
the same as the derivation of complementarity from strong complementarity in Section
4.2:
=
inv
= =
natmw
,
(5.8)
where the second equation comes from composing both sides of uncow,R with n and using
inv, and in the last diagram we used inv again to simplify. By the transposes of natmηw ,
the last diagram in (5.8) is equal to
=
nat
mη
εw
,
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proving hopf .
It is apparent from our presentation that the pure fragment of the ZW calculus, much
like the ZX calculus, can be seen as a calculus of undirected graphs, with the proviso
that, when there is a crossing of wires, we are not always allowed to slide nodes through
it. We have used this liberty in the last couple of proofs, where we freely employed
transposed versions of the axioms, without specifying what wires, in particular, were
transposed.
In fact, it is possible to introduce a “spider” presentation for ZWpure. This has
countable generators wn : [0]→ [n] for all n ∈ N, depicted as
,
and symmetric both with respect to the crossing and to the swap. These are interpreted
in Rbit as the states
n∑
k=1
| 0 . . . 0︸ ︷︷ ︸
k−1
1 0 . . . 0︸ ︷︷ ︸
n−k
〉;
in particular, w0 7→ 0, w1 7→ | 1 〉, and w2 and w3 correspond to the ones defined earlier.
Spiders [k] → [n − k] are obtained by transposing any k wires of wn with the self-
duality maps. They satisfy the axioms:
=
cutw
,
=
trw
,
that is, two nodes can be merged as long as there is another binary node between them,
and loops on a single node can be eliminated. Together with inv, sym3,L, sym3,R and
sym2, they subsume the axioms that make (4.9) a commutative Frobenius algebra.
The pure fragment of the ZW calculus only contains operations that either preserve,
or reverse the Z2-grading of R ⊕ R; equivalently, all states in the image of ZWpure,
written as in (5.6), are either “purely even” or “purely odd”, that is,
n∑
j=1
bij ≡ 0mod 2 for all i, or
n∑
j=1
bij ≡ 1mod 2 for all i.
It turns out that to obtain linear combinations of even and odd states, it suffices to
add a single generator of mixed parity, namely the state | 000 〉+ | 111 〉, proportional to
|GHZ 〉.
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Definition 5.8. The vanilla ZW calculus is the PROP ZW containing ZWpure, together
with the generator z3 : [0]→ [3], depicted as
,
subject to the following axioms:
1. z3 is symmetric with respect to the swap:
symz,L
=
symz,R
=
;
2. defining c : [1]→ [2] by
:=
,
c forms a cocommutative comonoid with the discard operation εc, that is,
=
unco
z,R
,
=
natzz
;
3. i : [1]→ [1] behaves as a comodule homomorphism, and n : [1]→ [1] as a comonoid
homomorphism with respect to c, that is,
ph
=
,
natnc
=
;
4. c is related to w : [1]→ [2] and its transposes by
=
natmc
,
=
loop
,
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=
unx
.
Of course, z3 is the same as the white ternary Z spider of the ZX calculus, and
forms a special commutative Frobenius algebra with its transpose almost by definition.
Notice that specialness follows from the definition of the discard operation:
= =
uncoz,R
,
where the first equality uses coassociativity.
Again, we can define a spider presentation, this time with no surprises: it has count-
able generators zn : [0]→ [n] for all n ∈ N, depicted as
and symmetric with respect to the swap, interpreted in Rbit as the states
| 0 . . . 0︸ ︷︷ ︸
n
〉+ | 1 . . . 1︸ ︷︷ ︸
n
〉.
In particular, z0 7→ 2, z1 7→ | 0 〉 + | 1 〉, and z2 has the same interpretation as the self-
duality map η. Spiders [k] → [n − k] are obtained by transposition of k wires, and
satisfy
=
cutz
,
=
trz
,
id
=
.
So far, we have had no requirements on R beside the structure of an abelian group,
and we have got as far as we could: we will prove in Section 5.2 that ZW is isomorphic
to Zbit. To proceed further, we need to introduce generators labelled by elements of R.
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Definition 5.9. Let R be a commutative ring. The R-labelled ZW calculus is the PROP
ZWR containing ZW , together with a family of generators {r : [1] → [1]}r∈R labelled
by elements of R, depicted as
r
,
and satisfying the following axioms:
1. composition and convolution by the Hopf algebra (w, εw,m,mη) correspond to
multiplication and addition in R, respectively, that is,
1
rng1
=
.
−1
rng−1
=
,
s
r
rng
r,s
×
= rs
.
sr
rng
r,s
+
= r + s
;
2. any r : [1]→ [1] is a comonoid homomorphism for w, and a comodule homomorph-
ism for c, that is,
r r natrc
=
r
,
natrεc
=
r
,
r phr
=
r
.
The R-labelled ZW calculus is interpreted in Rbit by the assignment
r 7→ | 0 〉〈 0 | + r| 1 〉〈 1 |,
supplementing those of the vanilla fragment. Thanks to the axioms phr, ZWR can be
given an R-labelled spider presentation, similar to the theories of G-labelled Frobenius
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algebras of Section 4.2; that is, the Z spiders carry a label r ∈ R, and the cutz axioms
multiply labels in R, as in
r
s
=
cut
r,s
z
rs
.
To summarise, we have defined a sequence of maps of PROPs
CSDual ZWwire ZWeven ZWpure ZW ZWR,
each corresponding to the addition of a single generator, except the last one, which
corresponds to the addition of a family of generators: in order,
, , , ,
r
,
the second of which can be further decomposed after adding the third, to obtain a
calculus of undirected labelled graphs, similar to the ZX calculus.
Up to the vanilla ZW calculus, the presentations we gave — in the non-spider version
— are all finitary, having a small number of “small” axioms, usually only involving
the interaction of two generators. In fact, for a finitely generated ring R (which is,
consequently, finitely presented), it is possible to add operations r : [1] → [1] only for a
finite family of generators r ∈ R, and encode their relations directly in the diagrammatic
language, to obtain a finitary presentation of ZWR.
While this is a conceptually interesting point, spider presentations are generally
more convenient to work with. In the next section, we will introduce an equivalent
presentation of ZWR, consisting of “spiderised” axiom schemes, and use it to prove that
ZWR is isomorphic to Rbit, for all commutative rings R; in particular, that ZWC is
complete for Qubit.
5.2 Derived rules and the completeness theorem
Given a commutative ring R, we consider the PROP ZWR in the spider presentation,
that is, with additional generators wn, z
r
n : [0]→ [n] for all n ∈ N, r ∈ R,
,
r
,
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connected to the original ones by the axiom schemes
=
cutw
,
=
trw
,
r
s
=
cutz
rs
,
r
=
trz
r
,
and the identification z3 ≡ z13 ; when r = 1, in general, we will avoid writing any labels.
First of all, these can replace the axioms that make w, c : [1]→ [2] comonoids with units
εw, εc : [1]→ [0], respectively, and also the phr axioms.
We will prove that several axioms of ZWR admit inductive generalisations, that can
be used to replace lengthy sequences of applications of cut rules, followed by rules for
ternary or binary spiders. The formal way of handling such axiom schemes in automated
graph rewriting was studied in [KMS14].
Proposition 5.10. The following are derived rules of ZWR for all wn, z
r
n with n ≥ 2:
=
symw
=
symxw
,
r
=
symz
r
.
Proof. For symw, symz, this is a simple induction from sym3,L, sym3,R, sym2, symz,L,
symz,R, using the cutw and cutz rules.
For symxw, start from com
co
w coupled with inv for the ternary case, and from equation
(5.7) for the binary case, then proceed by induction.
This is what allows us to treat the diagrams of the ZW calculus as undirected graphs,
a liberty that we will casually exploit.
Proposition 5.11. The following are derived rules of ZWR for all n ≥ 2:
n
=
xnat
n
.
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Proof. The case n = 0 is natwx combined with nat
ε
x, while n = 1 follows immediately
from inv. The general case is proved by induction from natwx , using the cutw rules.
Proposition 5.12. The following are derived rules of ZWR for all n,m ∈ N:
m
n
=
baw
m
n
.
Proof. The case n = m = 0 is natmηεw combined with trw and inv; the case n = 0,m > 1
is an inductive generalisation of natmηw , and similarly m = 0, n > 1; the case n = 1 or
m = 1 follows immediately from inv. Finally, n = m = 2 is natmw , and from there we can
proceed by double induction on n,m, using the cutw rules and the xnat rules to slide
black nodes through crossings.
Proposition 5.13. The following are derived rules of ZWR for all r ∈ R, and all
n,m ∈ N such that either n = m = 0, or m > 0:
rr r
m
n
=
bazw
r
m
n
.
Proof. For the case m = 2, n = 0,
r
cutz ,
trw
= r
natrεc
=
natmc
=
;
merging the white spiders and using symz, we see that the latter is equal to
loop
=
baw
=
.
The case m = n = 0 then follows:
r
trz
=
r
=
baw
=
.
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The case m = 1, n = 0 is just natrεc, the cases m = n = 1 and m = 2, n = 1 follow
from inv, the case m = 1, n = 2 is natrc, and m = n = 2 is a combination of nat
r
c and
natmc . From here, we proceed by double induction, as in Proposition 5.12.
Proposition 5.14. The following are derived rules of ZWR for all n ∈ N:
n
=
aut
n
.
Proof. The case n = 1 follows from id (or rng1), the case n = 2 is nat
n
c , and n = 0 is
a combination of the latter with inv. The general case is a simple induction, starting
from natnc and using the cutz rules.
Proposition 5.15. The following are derived rules of ZWR for all r ∈ R, n ≥ 2:
r
n =
lp
.
Proof. The case n = 2 is loop, together with natrεc to get rid of r. The sequence
r
=
cutw,
cutz r
=
loop
r
=
barzw
=
cutw
of equalities proves the general case.
Proposition 5.16. The following are derived rules of ZWR for all n ∈ N, ri ∈ R,
i = 1, . . . , n:
r1 r2 rn =
sum ∑n
i=1 ri
.
Proof. The case n = 0 comes from
=
hopf
=
rng1,
rng−1
1 −1 =
rng
1,−1
+
0
.
The case n = 1 is just an application of inv, and n = 2 is rngr,s+ . The general case is
then proved by induction, similarly to Proposition 5.15.
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Proposition 5.17. The following are derived rules of ZWR, for all r ∈ R:
r
= −r
.
Proof. Use inv to introduce a pair of black nodes on the left hand side; then,
r
antnx
=
r
.
Transposing some wires and using cutw, cutz, and id, we can see that this is equal to
r
=
unx
rng−1
−1
r
=
cutw
cutz
−r
.
The result follows by inv and symz.
Before proceeding, we recall how our interpretation map zwR : ZWR → Rbit is
defined on the generators.
s : [2]→ [2] 7→ | 00 〉〈 00 | + | 01 〉〈 10 | + | 10 〉〈 01 | + | 11 〉〈 11 |
η : [0]→ [2] 7→ | 00 〉 + | 11 〉
ε : [2]→ [0] 7→ 〈 00 | + 〈 11 |
x : [2]→ [2] 7→ | 00 〉〈 00 | + | 01 〉〈 10 | + | 10 〉〈 01 | − | 11 〉〈 11 |
wn : [0]→ [n] 7→
n∑
k=1
| 0 . . . 0︸ ︷︷ ︸
k−1
1 0 . . . 0︸ ︷︷ ︸
n−k
〉
zrn : [0]→ [n] 7→ | 0 . . . 0︸ ︷︷ ︸
n
〉+ r| 1 . . . 1︸ ︷︷ ︸
n
〉.
It can be checked that all the axioms are sound for Rbit, that is, the map zwR is
well-defined.
Theorem 5.18 (Universality of the ZW calculus). The map zwR : ZWR → Rbit is
full.
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Proof. Because of self-duality, it sufficies to check that every state in Rbit is in the
image of zwR; any other morphism can be obtain by transposition. Write an arbitrary
n-partite state v in the form (5.6), that is,
m∑
i=1
ri| bi1 . . . bin 〉,
where ri 6= 0, and no pair of n-tuples (bi1, . . . , bin) is equal. We claim that v is the image
through zwR of the diagram
r2r1 rm
m
n
,
(5.9)
where, for i = 1, . . . ,m and j = 1, . . . , n, the dotted wire connecting the i-th white node
to the j-th output is present if and only if bij = 1.
We can check this by a combination of diagrammatic and algebraic reasoning. By
the interpretation of wm, the diagram (5.9) is interpreted as the sum
∑m
i=1 vi, where vi
is the interpretation of
r2 ri+1r1 ri rm
,
with | 1 〉 plugged into the i-th white node, and | 0 〉 in all the others. By bazw, this is
equal to
r2 ri+1ri rm
=
r3 ri+1r2 ri rm
,
where the last equality uses either cutw or baw, depending on the wire being present or
not, that is, on b1j being 1 or 0. We can do the same for all i 6= j, until we are left with
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the diagram
ri
,
whose interpretation, by direct calculation, is ri| bi1 . . . bin 〉.
We say that a string diagram of ZWR is in normal form if it is of the form (5.9) for
some state v of Rbit; this is unique up to a permutation of the white nodes, and can
be made strictly unique by picking a specific ordering for the summands of (5.6), for
example the one induced by the lexicographic ordering of the n-tuples (bi1, . . . , bin).
Remark 5.19. An embryo of this normal form appeared in [BLM06], whose authors
considered analogues of the Z and W monoids as the building blocks of a diagrammatic
language for the category of finite sets and relations, seen as modules over the semiring
of Booleans.
While they achieved a certain completeness result, their axiomatisation included a
large number of complicated axioms, including an axiom scheme not reducible to any
finite set of equations. Nevertheless, it led to further work on algebras of connectors
for the study of concurrent systems [SMMB13], which ended up crossing paths with ZX
calculi [BSZ14].
In order to prove that ZWR is complete for Rbit, it now suffices to show that any
string diagram of ZWR can be rewritten in normal form using the axioms. In order to
do that, we will prove in turn that
1. any composite of two diagrams in normal form can be rewritten in normal form,
and
2. all generators can be rewritten in normal form.
Definition 5.20. A string diagram of ZWR is in pre-normal form if it is of the form
(5.9), where the following are also allowed:
• two white nodes may be connected to the same outputs;
• ri may be 0 for some i;
• a single white node may have more than one connection to the same black node.
Example 5.21. The following string diagrams of ZWZ are all in pre-normal form, but
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only the last one is in normal form:
,
2
,
2
.
In the first diagram, the second and third white node are both only connected to the
second output; in the second diagram, the second node has two connections to the first
output. Each of the diagrams, however, is interpreted in Zbit as the state | 00 〉+2| 01 〉+
| 11 〉.
In the next few proofs, we will often “zoom in” on a certain portion of a string
diagram, which may require some reshuffling of nodes, using swapping or transposition
of wires, with the implicit understanding that this can always be reversed later.
Lemma 5.22. Any string diagram in pre-normal form can be rewritten in normal form.
Proof. Consider a diagram in pre-normal form, and suppose that two white nodes are
connected to the same outputs. The relevant portion of the diagram looks like
r1 r2
=
cutw,
cutz
r1 r2
=
bazw
r1 r2 .
Now, the two input wires both lead to the bottom black node; zooming in on that, we
find
r1 r2
=
cutw,
sum
r1 + r2
=
cutz
r1 + r2
,
(5.10)
which has a single white node, connected to the same outputs, replacing the two initial
ones.
Now, suppose that there is a white node labelled 0. The relevant part of the diagram
is
0
=
cutz,
sum
=
bazw,
cutw
,
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which after an application of cutw simply eliminates the white node.
Finally, suppose that there is a white node with two wires connecting it to the same
black node, and let this be an output. The relevant part of the diagram is of the form
r
=
loop
r
=
bazw
,
which, again, simply eliminates the white node. The case in which the black node is the
bottom one is similar.
In the last proof, we have started using cutz and cutw rules tacitly, which we will do
more and more often.
Lemma 5.23 (Negation). The composition of one output of a string diagram in pre-
normal form with n : [1] → [1] can be rewritten in normal form, and that has the effect
of “complementing” the connections of the output to white nodes; that is, locally,
r2 r′2r1 rn r
′
1 r
′
m
=
r2 r′2r1 rn r
′
1 r
′
m
.
Proof. Using cutz and cutw, we can rewrite the left hand side as
r2
r′2
r1 rn
r′1 r
′
m
=
bazw
r2
r′2
r1 rn
r′1 r
′
m
,
which, using the aut rule and transposing some wires, becomes
r2
r′2
r1 rn
r′1 r
′
m
.
160 Chapter 5 A calculus of qubits
From here, we can apply the same reasoning backwards, applying bazw to the rightmost
m nodes, which leads us to the result.
In the following, and later statements, “plugging one output of a string diagram into
another” means post-composition with the self-duality map ε : [2]→ [0].
Lemma 5.24 (Trace). The plugging of two outputs of a string diagram in pre-normal
form into each other can be rewritten in normal form.
Proof. While this can be proved directly using the baw and bazw rules, there is a simple
proof making a repeated use of the negation lemma 5.23. Focus on the two relevant
outputs, and subdivide the white nodes into four groups, based on their being connected
to both outputs, to one of them, or neither of them:
a2 b2 d2c2a1 an b1 bm dqd1cpc1
.
Using the negation lemma on the rightmost output, this becomes
a2 b2 d2c2a1 an b1 bm dqd1cpc1
;
after merging the black nodes with cutw, the leftmost n white nodes have two wires
connecting them to the same black node. This means that loop is applicable, leaving us
with
b2 d2c2b1 bm dqd1cpc1
.
The leftmost black nodes can be merged with any black node they are connected to,
or eliminated with baw if there is none, which rids us of the leftmost n white nodes.
Now, we can apply the negation lemma again, to find that the remaining portion of the
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diagram is equal to
b2 d2c2b1 bm dqd1cpc1
,
which, focussing on the rightmost part, is equal, by baw, to
d2c2 dqd1cp
=
bazw
c2 cp
.
This rids us of the rightmost q white nodes, and leaves us with a diagram in pre-normal
form.
A string diagram consisting of a single black node and no wires is interpreted as the
scalar 0. The following lemma proves that it acts as an “absorbing element” for string
diagrams in normal form.
Lemma 5.25 (Absorption). For all diagrams in pre-normal form, the following is a
derived rule of ZWR:
r2r1 rm
=
.
(5.11)
Proof. Expanding the black node with cutw, we can treat it as an output of a diagram
in pre-normal form. Then, applying the negation lemma,
r2r1 rm
=
r2r1 rm
,
where the new output is connected to all white nodes. From here, we can proceed as in
the last part of the proof of Lemma 5.24 in order to eliminate all the white nodes.
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We are now able to give the central proof of our completeness theorem.
Theorem 5.26. Any composition of two string diagrams in pre-normal form can be
rewritten in normal form.
Proof. We can factorise any composition of string diagrams in pre-normal form as a
tensor product followed by a sequence of “self-pluggings”; thus, by the trace lemma
5.24, it suffices to prove that a tensor product — diagrammatically, the juxtaposition of
two string diagrams in pre-normal form — can be rewritten in normal form.
Given such a setup, we can create a pair of black nodes connected by a wire using
baw, and apply the negation lemma on both sides, in order to obtain
r2 r′2r1 rn r
′
1 r
′
m
=
r2 r′2r1 rn r
′
1 r
′
m
,
which is the plugging of two outputs connected to all the white nodes of their respective
diagrams. The only case in which this still leaves the two diagrams disconnected is
when one of the diagrams has no white nodes, that is, it looks like the right hand side
of equation (5.11). In this case, by Lemma 5.25, we can use its isolated black node to
“absorb” the other diagram, which produces a diagram in normal form.
So, suppose that n,m > 0. Focussing on the two outputs,
r2 r′2r1 rn r
′
mr
′
1
=
baw
r2 r′2r1 rn r
′
mr
′
1
;
(5.12)
then, we can use bazw on each of the white nodes: for example, on the leftmost one, this
leads to
r2 r′2
r1
rn r′mr
′
1
r1
r1
.
Each of the outgoing wires leads to a black node, so we can push the nodes indicated
by arrows to the outside, and merge them using cutw. Repeating this operation, we
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can push all black nodes to the outside, which leaves us with a tangle of n · m wires
connecting white nodes, one for each pair (ri, r
′
j), where i = 1, . . . , n, and j = 1, . . . ,m.
This tangle is made of crossings, and not swaps, so we cannot push the white nodes
through. However, each of the white nodes has at least one wire connecting it to a
black node, which means that the axiom unx is applicable: this allows us to turn all the
crossings into swaps, and use cutz to merge each connected pair together.
After some rearranging, this leaves us with a string diagram of the form
rir
′
jr1r
′
1 rnr
′
m
=
rir
′
jr1r
′
1 rnr
′
m
,
where we used the negation lemma again. A final application of baw produces a string
diagram in pre-normal form.
Theorem 5.26 implies that the normal form is “functorial”: that is, if we extend the
definition of normal form from states to generic linear maps of Rbit, for example by
choosing a specific way of transposing their inputs, we obtain a map of PROPs from
Rbit to ZWR, that has zwR as a left inverse. It remains to prove that this is a two-sided
inverse; for this, it is sufficient to prove that every generator of ZWR can be rewritten
in normal form.
Theorem 5.27 (Completeness of the ZW calculus). The map zwR : ZWR → Rbit is
an isomorphism of PROPs.
Proof. Since the spider and non-spider presentations are equivalent, it suffices to show
that the generators of the latter can be rewritten in normal form. For w3 and w2,
=
inv,
id
,
=
inv,
id
.
For zr3 , with r ∈ R,
r =
cutz r
=
inv,
aut
r
.
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and similarly for zr2 . The self-duality maps can be seen as a special case of the latter,
r = 1, using id (or rng1).
For the crossing, we can start by rewriting the tensor product of two self-duality
maps in normal form, which gives us
=
;
then,
= =
xnat
;
by Proposition 5.17, this is equal to
−1
=
unx
−1
.
The case of the swap is similar, and easier. This concludes the proof.
In particular, ZWC is a complete axiomatisation of Qubit. Observe that, in this
case, we can also easily implement the dagger diagrammatically: the adjoint of a string
diagram of ZWC is the vertical reflection of the diagram, with labels λ ∈ C of white
nodes turned into their complex conjugates λ. For example,
µ
λ
7→
(−)†
µ
λ
.
We mentioned earlier that, instead of introducing generators r : [1] → [1] for all
elements of a ring R, we can only introduce one for each of a family of generators of R,
together with one axiom for each relation that they satisfy. Then, in the normal form,
instead of having a white node labelled r ∈ R at each end of the bottom black spider,
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we will need to have some canonical expression of r by sums and products of generators.
The completeness proof still goes through: essentially, we can work with diagrams in
pre-normal form, where terms in a sum of products of generators are decomposed into
different legs of the bottom spider, until the very end, then proceed as in Lemma 5.22,
but stop before performing the steps in equation (5.10).
For example, the vanilla ZW calculus corresponds to having a single generator and
no relations, so ZW is isomorphic to Zbit, Z being the free commutative ring on one
generator; this is what we originally proved in [Had15]. In this case, an integer n is
represented in the normal form as
n or −n
,
depending on n being positive on negative. We can then obtain an axiomatisation of
Znbit for all n ∈ N simply by adding the axiom
n =
.
The case n = 2 was considered in [SW12] under the name of modal quantum theory.
The corresponding ZW calculus is particularly simple, for
=
becomes provable, making several axioms redundant.
In the case of Qubit, a possibility is to only introduce generators a : [1] → [1] for
positive real numbers, together with a single generator for the imaginary unit, satisfying
i
i
=
.
(5.13)
Then, the map λ : [1] → [1] for an arbitrary complex number λ = a + bi can be
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represented as
b
i
a or
b
i
−a
or other variations, depending on a, b being positive or negative. What is interesting,
here, is that
=
,
a valid equation of ribbons, is strongly reminiscent of equation (5.13); moreover, the
interpretation of a ribbon twist as the imaginary unit would be compatible with the
interpretation of vertical reflection as the dagger of Qubit.
On the other hand, we could interpret the positive real generators a : [1] → [1]
as “wires with a length”; passing to logarithms in the labels, we can also make them
compose additively, rather than multiplicatively. Overall, these are suggestions that
there may be a further underlying geometry of the complex ZW calculus, which we are
yet to uncover.
List of rules of the ZW calculus
For ease of reference, we provide here the full list of axioms for ZWR in the spider
presentation. Restricting to r, s = 1 and removing the last two axioms gives an axiomat-
isation of ZW . We provide inductive generalisations directly when they capture several
axioms in one scheme. The axioms of PROPs are implied.
=
adjL
=
comco
=
com
=
reix2
=
reix3
=
reix1
=
nat
η
x
=
natεx
=
natwx
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=
cutw
=
trw
=
symw
=
symxw inv
=
m
n
=
baw
m
n
antnx
=
r
s
=
cutz
rs r
=
trz
r
r
=
symz
r
id
=
rng1
= 1
rr r
m
n
=
bazw
r
m
n , m>0
r
=
loop
ph
=
natnc
=
r s
=
unx
r s
−1
rng−1
= sr
rng
r,s
+
= r + s
.
5.3 Anyonic oscillators. Towards qudits
There are at least two directions in which we can push the Qubit completeness result:
• up in dimension, trying to obtain analogous axiomatisations for Qudit, the full
monoidal subcategory of FHilb whose generating object is Cd ≡ ℓ2(Zd), for an
arbitrary d ∈ N;
• “in depth”, trying to find a complete set of axioms for the subcategories spanned
by fragments of the ZW calculus.
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In fact, there are reasons to believe that a better understanding of the fragments may
help solving the first problem as well.
Arguably, the crux of the completeness theorem lies in the possibility of merging
together string diagrams in normal form, what we proved in Theorem 5.26. The ends of
a diagram in normal form are all n-ary multiplications in the W algebra, the generator
of the even fragment; and the initial step of the proof, equation (5.12), relies on our
ability to slide them past their transposes, as granted by the baw rules.
This indicates that the real potential of theW algebra comes from its being part of a
self-transpose Hopf algebra, rather than an anti-special Frobenius algebra, as suggested
in [CK10]; and a theory of self-transpose Hopf algebras with an alternative symmetric
braiding is what ZWeven describes. Hence, it is worth considering whether its model in
Qubit generalises to Qudit.
Before answering this question, let us take a detour to consider the physical meaning
of the even and pure fragments in isolation; for the basic notions involved, we refer to
any textbook on many-particle quantum systems, such as [Bof04], and to [BPS94, Vic08]
for a categorical approach.
The maps of Qubit in the image of ZWpure — to which we can freely add the
generators λ : [1] → [1] of ZWC — are valid transformations of a type of quantum
system other than the qubit: the fermionic oscillator. We translate between the two
by viewing | 0 〉, | 1 〉 as the two states of the single-mode fermionic Fock space: | 0 〉 is
the vacuum state, and | 1 〉 the state of one particle; no other states are possible, by the
Pauli exclusion principle.
The Z2-grading of the maps in the even fragment can be interpreted as conservation
of energy: if one particle comes in, one particle comes out. More concretely than in
the qubit interpretation, we can see string diagrams as physical circuits transmitting
fermions: for example, the generator of ZWeven,
,
can be seen as a beam splitter, sending the one-particle state | 1 〉 to the superposition
| 01 〉+ | 10 〉 of the particle being on the left branch, and the particle being on the right
branch of a circuit.
In the pure fragment, we are furthermore allowed to introduce new particles into the
system, something that would violate conservation of energy in an isolated system —
whence the loss of Z2-grading, and naturality of the crossing — yet makes perfect sense
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operationally. This enables us to define the operation
,
which introduces a new particle on a circuit; it is interpreted as the fermionic creation
operator a† : | 0 〉 7→ | 1 〉, | 1 〉 7→ 0. Dually, its adjoint
is interpreted as the annihilation operator a : | 1 〉 7→ | 0 〉, | 0 〉 7→ 0.
Using a mixture of string diagrams and linear algebra, we can even read the canonical
anticommutation relations off the axioms: because, in the model,
= −
,
we have
=
natmw
=
inv
= −
,
which we can read as the equation aa† = 1− a†a.
Fermionic oscillators support a model of computation that is computationally equi-
valent to the qubit circuit model [BK02], yet operationally very different, with contrast-
ing locality and entanglement properties [DMPT14]. If, as we strongly suspect, the pure
fragment of the ZW calculus, together with the {λ : [1] → [1]}λ∈C, is universal for fer-
mionic quantum computation, it becomes interesting in its own right to find a complete
set of axioms.
Incidentally, one of the weaknesses of the ZW calculus with respect to ZX calculi is
that it is less obvious whether a certain diagram represents a unitary transformation of
qubits: in comparison, the generators of ZX calculi have a closer link to the standard
building blocks of qubit circuits, namely the CNOT gate, phase gates and the Hadamard
gate. Yet the weakness for one model of computation may turn out to be a strength
for another, if diagrams in the pure fragment have a direct operational translation into
fermionic circuits.
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Remark 5.28. To obtain the full ZW calculus from its pure fragment, all we need is to
add
.
(5.14)
In the fermionic interpretation, this can be seen as a non-physical operation that “copies”
particles. There is an intriguing parallel with the way classical logic is obtained from
linear logic, and cartesian categories from monoidal categories: is qubit computation,
formally, the non-resource sensitive version of fermionic computation?
Remark 5.29. With a complete set of axioms at hand, we may want to solve the entan-
glement classification problem for fermionic quantum computation as a stepping stone
towards the qubit case. Because nodes have a single colour in the pure fragment, the
diagrams are more purely “topological”: for example, rather than |W 〉 and |GHZ 〉, we
could take |W 〉 and the “triangle”,
, ,
two topologically inequivalent networks, as representatives of the two 3-qubit SLOCC-
maximal classes. In fact,
, , , , ,
some of the non-obviously equivalent 4-qubit states that one can represent in the pure
fragment, all belong to distinct SLOCC super-classes, as defined in [LLSS07]. However,
we have not yet attempted to find representatives for each super-class, nor to establish
a formal correspondence.
In generalising the pure fragment to an arbitrary dimension d ∈ N, we want to keep
these basic intuitions. The simplest d-level generalisation of a fermion is a special type of
abelian anyon [PP10]: a particle that, exchanged with another particle, receives a phase
q := e
2ipi
d , a primitive d-th root of the unit. This is modelled by the unitary operator on
Cd ⊗ Cd defined by
x : | k 〉 ⊗ | j 〉 7→ qjk | j 〉 ⊗ | k 〉, j, k = 0, . . . , d− 1,
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with inverse
x† : | k 〉 ⊗ | j 〉 7→ q−jk | j 〉 ⊗ | k 〉, j, k = 0, . . . , d− 1,
which we picture, respectively, as
, .
These satisfy the second and third Reidemeister moves, and xd = (x†)d = 1, or, equi-
valently, x† = xd−1. In the case d = 2, we recover the crossing of the ZW calculus, with
x† = x.
Because we do not want to lose circuit-like undirectedness, we are inclined to keep
the canonical self-duality maps,
η :=
d−1∑
j=0
| j 〉 ⊗ | j 〉, ε :=
d−1∑
j=0
〈 j | ⊗ 〈 j |,
for all d. Unlike in the d = 2 case, these do not respect, in general, the obvious Zd-
grading, so they do not commute with the crossing; however, they do satisfy a kind of
“skew-naturality”,
=
,
=
.
They also satisfy
=
,
interpreted as the map
∑d−1
j=0 q
j2 | j 〉〈 j |. We can see these as the generalisations of the
axioms of the wire fragment.
In line with our discussion above, we expect the even fragment to be generalised by
a cocommutative comonoid (w, v) that
1. is Zd-graded, or satisfies “conservation of energy”, that is, maps |n 〉 to a super-
position of | k 〉 ⊗ |n− k 〉, k = 0, . . . , n;
2. forms a bialgebra with its transpose monoid, and x as the braiding.
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We will depict this comonoid and its transpose as
, , , ,
to avoid suggesting symmetries that are not present, and imposing in particular that
=
.
(5.15)
The Hopf algebra that we will define is a “symmetrisation” of the anyonic line [Maj02,
Chapter 16], a standard generalisation of the fermionic line, which satisfies the first
requirement but is not self-transpose. To state the definition, we need some basic notions
of q-arithmetic; see [Maj02, Chapter 7] for more details.
Definition 5.30. For all q ∈ C, n ∈ N, the q-integer [n]q is defined by
[n]q :=
n−1∑
k=0
qk.
The q-factorial of n is then defined by
[n]q! :=
n∏
k=1
[k]q,
and, for k = 0, . . . , n, the q-binomial coefficients are(
n
k
)
q
:=
[n]q!
[k]q![n− k]q! .
We recover the standard integers, factorial, and binomial coefficients with the choice
q = 1. When q = e
2ipi
d , a primitive d-th root of the unit, we have in particular
[d]q = 0,
hence [n]q! = 0 for all n ≥ d. For our purposes, the most important thing about these
numbers is that they satisfy the q-Vandermonde identities
(
n
k
)
q
=
k∑
i=0
q(j−i)(k−i)
(
j
i
)
q
(
n− j
k − i
)
q
, (5.16)
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for all n, and j, k = 0, . . . , n.
Having fixed q = e
2ipi
d , we define a comonoid on Cd with copy map
w : |n 〉 7→
n∑
k=0
(
n
k
) 1
2
q
| k 〉 ⊗ |n − k 〉,
for n = 0, . . . , d − 1, and discard map v : | 0 〉 7→ 1, |n 〉 7→ 0 for n = 1, . . . , d − 1; notice
the exponent over the q-binomial coefficient. It is not hard to verify the coassociativity,
cocommutativity and counitality of (w, v).
Proposition 5.31. The comonoid (w, v) forms a bialgebra with its transpose monoid,
and x as a braiding.
Proof. We focus on equation (5.15); the other three bialgebra axioms are easy to check.
The left hand side can be calculated, in steps, to be
| j 〉 ⊗ |n− j 〉 7→
j∑
i=0
n−j∑
l=0
(
j
i
) 1
2
q
(
n− j
l
) 1
2
q
| i 〉 ⊗ | j − i 〉 ⊗ | l 〉 ⊗ |n− j − l 〉
7→
j∑
i=0
n−j∑
l=0
ql(j−i)
(
j
i
) 1
2
q
(
n− j
l
) 1
2
q
| i 〉 ⊗ | l 〉 ⊗ | j − i 〉 ⊗ |n− j − l 〉
7→
j∑
i=0
n−j∑
l=0
ql(j−i)
(
j
i
) 1
2
q
(
n− j
l
) 1
2
q
(
i+ l
i
) 1
2
q
(
n− i− l
j − i
) 1
2
q
| i+ l 〉 ⊗ |n− i− l 〉 =
=
n∑
k=0
k∑
i=0
q(k−i)(j−i)
(
j
i
) 1
2
q
(
n− j
k − i
) 1
2
q
(
k
i
)1
2
q
(
n− k
j − i
) 1
2
q
| k 〉 ⊗ |n− k 〉,
where in the last equality we substituted k := i+ l for l. The right hand side is
| j 〉 ⊗ |n − j 〉 7→
n∑
k=0
(
n
j
) 1
2
q
(
n
k
) 1
2
q
| k 〉 ⊗ |n− k 〉;
comparing the coefficients, we see that it suffices to prove
(
n
j
) 1
2
q
(
n
k
) 1
2
q
=
k∑
i=0
q(k−i)(j−i)
(
j
i
) 1
2
q
(
n− j
k − i
) 1
2
q
(
k
i
) 1
2
q
(
n− k
j − i
) 1
2
q
. (5.17)
Suppose, without loss of generality, that k = j+m, with m nonnegative. Then, expand-
ing the q-binomial coefficients, we find that
(
n
j
)
q
=
(
n
k
)
q
m∏
l=1
[j + l]q
[n− (j + l − 1)]q ,
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so the left hand side of (5.17) is equal to(
n
k
)
q
(
m∏
l=1
[j + l]q
[n− (j + l − 1)]q
) 1
2
.
On the other hand,(
k
i
)
q
=
(
j
i
)
q
m∏
l=1
[j + l]q
[j + l − i]q ,
(
n− k
j − i
)
q
=
(
n− j
k − i
) m∏
l=1
[j + l − i]q
[n− (j + l − 1)]q ,
so the right hand side of (5.17) is equal to(
k∑
i=0
q(k−i)(j−i)
(
j
i
)
q
(
n− j
k − i
)
q
)(
m∏
l=1
[j + l]q
[j + l − i]q
[j + l − i]q
[n− (j + l − 1)]q
)1
2
,
and the result follows by the q-Vandermonde identities (5.16).
If d = q = 1, because the binomial coefficients are never 0, the comonoid (w, v) can
in fact be defined on the underlying infinite-dimensional vector space of ℓ2(N), letting n
range over all natural numbers; by lack of self-duality maps, Proposition 5.31 still holds
for the pair of (w, v) and its transpose with respect to the fixed basis.
Except in the infinite-dimensional case, the bialgebra is in fact a Hopf algebra: de-
picting the state | d− 1 〉 as
d− 1
,
we find that it satisfies
d− 1
=
,
and the proof (5.8) goes through, starting from equation 5.15, with the antipode
d− 1
d− 1 .
This is the same as the antipode of the anyonic line, and can be explicitly calculated as
in [Maj02, Example 14.6] to be
|n 〉 7→ q n(n−1)2 (−1)n|n 〉, n = 0, . . . , d− 1.
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Example 5.32. We give explicit expressions for the first few low-dimensional cases. With
d = 2, we recover the pure fragment of the ZW calculus. For d = 3, the w operation is
defined by
| 0 〉 7→ | 00 〉, | 1 〉 7→ | 01 〉 + | 10 〉, | 2 〉 7→ | 02 〉 + e ipi6 | 11 〉 + | 20 〉,
and the antipode is
| 0 〉 7→ | 0 〉, | 1 〉 7→ −| 1 〉, | 2 〉 7→ e 2ipi3 | 2 〉.
For d = 4, the w operation is
| 0 〉 7→ | 00 〉, | 1 〉 7→ | 11 〉, | 2 〉 7→ | 02 〉 + 4
√
2 e
ipi
8 | 11 〉 + | 20 〉,
| 3 〉 7→ | 03 〉 + e ipi4 | 12 〉 + e ipi4 | 21 〉 + | 30 〉,
and the antipode is
| 0 〉 7→ | 0 〉, | 1 〉 7→ −| 1 〉, | 2 〉 7→ i| 2 〉, | 3 〉 7→ −i| 3 〉.
The unit is always | 0 〉.
In order to generalise the pure fragment, we want to enable particle creation and
annihilation, which amounts to introducing the generator
1
,
interpreted as the one-particle state | 1 〉. Then, we can construct creation and annihil-
ation operators a†, a,
1 ,
1
,
so that
1
1
= + q
1
1
,
leading from the bialgebra axiom (5.15) to the commutation relation
1
1
= + q
1
1
,
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that is, aa† = 1 + q a†a. In the infinite-dimensional case with q = 1, we recover the
bosonic creation and annihilation operators
a† : |n 〉 7→
(
n+ 1
1
) 1
2
|n+ 1 〉 = √n+ 1|n+ 1 〉,
a : |n 〉 7→
(
n
1
) 1
2
|n− 1 〉 = √n|n− 1 〉,
with their canonical commutation relation aa† − a†a = 1.
Next, we want to generalise the
λ
, λ ∈ C.
For the completeness proof of the ZW calculus, the most important property that these
satisfy is being comonoid homomorphisms for w, what allows us to have arbitrary labels
in the bazw axiom scheme. Imposing that λ : C
d → Cd be a Zd-graded map, which forces
it to be of the form
∑d−1
k=0 λk | k 〉〈 k |, and that
λ λ
=
λ
,
we find that necessarily λn = λkλn−k for all n, k = 0, . . . , n; by recursion, λn = λ
n
1 , and
we can identify λ with the complex number λ1. The convolution
µλ (5.18)
evaluates to
|n 〉 7→
(
n∑
k=0
(
n
k
)
q
λk µn−k
)
|n 〉;
by the q-binomial theorem [Maj02, Lemma 7.1], the coefficient would be (λ+µ)n, if λ, µ
were elements of a noncommutative algebra satisfying µλ = q λµ.
Now, we expect any generalisation of the copy generator (5.14) to be of the form
c : |n 〉 7→ cn |n 〉 ⊗ |n 〉, n = 0, . . . , d− 1,
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for some coefficients cn. Imposing that c form a bialgebra with the transpose of w,
=
,
we obtain the recursive relation
cn =
(
n
k
) 1
2
q
ck cn−k,
which, with c0 = c1 = 1, resolves as
cn :=
√
[n]q!
for all n ∈ N. The following equation, generalising loop, also holds:
d =
.
We can verify that c forms a cocommutative comonoid with the discard operation∑d−1
k=0
1
ck
〈 k |, depicted as
,
and that the analogue of phr holds; together, these allow us to introduce C-labelled
white spiders zλn : [0]→ [n], interpreted as
d−1∑
k=0
cn−2k λ
k| k . . . k︸ ︷︷ ︸
n
〉.
Then, we can prove that the generators
, ,
1
, , ,
λ
,
together with the swap and self-duality maps are universal forQudit. Write an arbitrary
n-qudit state v as
m∑
i=1
λi| ki1, . . . , kin 〉,
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for some λi ∈ C, kij = 0, . . . , d− 1, and let
λ˜i := λi
n∏
j=1
√
1
[kij ]q!
.
We claim that v is the image of
λ˜2
1
λ˜1 λ˜m
m
n
,
where we used spider notation for the w comonoid and its transpose, and exactly kij wires
connect the i-th white node to the j-th output. The proof is the same as universality of
the ZW calculus, Theorem 5.18, with the only catch that
| 1 . . . 1︸ ︷︷ ︸
k
〉 7→
√
[k]q! | k 〉, k < d,
with the w multiplication, which is why we need to adjust the coefficients λi.
This is what we know so far. The main building blocks of the qubit ZW calculus
have qudit analogues, with similar relations, and so does its normal form. If we had an
analogue of unx, allowing us to disentangle crossed wires — the obvious generalisation
does not hold — we could directly transport the main part of the qubit completeness
proof, Theorem 5.26, to the qudit case. Quite unexpectedly, with the choice q = 1, we
even obtained a partial calculus for infinite-dimensional quantum systems.
We do not know, on the other hand, whether the general w comonoid admits a
decomposition into “fully symmetric” components, leading to a calculus of undirected
graphs, in the style of ZX calculi and the qubit ZW calculus. We also do not know what
algebraic structure plays, in the qudit case, the role that commutative rings played in
the qubit ZW calculus, in the sense that a “vanilla qudit ZW calculus” would axiomatise
“the free such-and-such on dn generators”; the interpretation of the convolution (5.18)
would suggest some kind of braided algebra, whose elements commute up to a factor q.
All questions of completeness, for Qudit and its fragments, theories of anyonic os-
cillators, remain open.
Conclusion
I started the research that led to this thesis with many questions on the exact placement
of string diagrams — seen sometimes as a curiosity, at most a convenient calculational
tool — at the interface between algebra and geometry. It led me to recognise the role
of polygraphs, with their dual nature between combinatorics of spaces and universal
algebra, at the crux of the question, and to develop a blueprint for a compositional uni-
versal algebra, with topology-based interactions of polygraphs translating to interactions
of algebraic theories, in Chapter 2.
Although inspired by various sources, and based on intuitions shared by researchers
in higher algebra, category theory, and rewriting theory, this is, to the best of my
knowledge, an entirely novel framework, that did not come as an answer to any pre-
existing technical questions. It is my opinion, moreover, that it has not reached a stable
foundation yet: I did my best, in Chapter 1, to connect various strands of research on
strict ω-categories and add some missing pieces, but the formalism itself seems to be
inadequate for some of my purposes. In Chapter 3, I gave an indication of what an
improved, usable foundation could look like.
As a consequence, at least by some of the usual standards, it is hard to assess
my contribution at this time: we need to wait, and see whether it will produce new
methods that will solve old problems. On the positive side, because it consists in a new
connection between topology and higher-dimensional algebra, there is a wealth of ideas
and techniques that only await translation from one context into the other. Moreover,
there is a certain simplicity to it, a combinatorial nature that may be the mark of
something fundamental that was overlooked; perhaps, if the question was not asked, it
is because we did not expect that we could still learn something about, say, the notion
of homomorphism.
By the same standards, it is easier to evaluate my other main contribution: the ZW
calculus is the first diagrammatic calculus complete for the theory of qubits, solving a
problem that had been open for almost a decade. My result has already been used to
derive the strongest axiomatisations, to date, for ZX calculi, a major strand of categorical
quantum mechanics. Furthermore, compared to previous partial completeness results,
this relies on a normal form with a simple algebraic interpretation, rather than some ad
hoc factorisation, and lends itself to a variety of generalisations. While the ZW calculus
still has to find serious applications in quantum information and computation, I am
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confident that they will come with time, as the focus in the community partially shifts
from ZX to ZW.
On both sides, there is no shortage of directions for future research. The following is
a brief survey, starting with a recap of the most immediate ones, which we have amply
discussed in Subsection 3.3.3 and Section 5.3, and progressing towards the long shots,
in no particular thematic order.
1. Completeness of the qudit ZW calculi. Of all developments, this seems most within
reach: the qudit generators and equations I gave in Section 5.3 are tailored to
support critical steps of the qubit completeness proof, so it may be only the “minor”
axioms that need to be adapted. If this is brought to completion, a subsequent
goal would be to connect all the qudit calculi, and obtain a full axiomatisation of
FHilb.
2. General theory of representable regular polygraphs. Here, too, we have a fully
developed theory in low dimension, and an intuition of how it should generalise
to higher dimensions. Formulating the different divisibility conditions in arbitrary
dimension is going to be the main challenge; an answer to the next item in this
list may be helpful. There are various constructions that need to be subsequently
implemented, in order to reach the same flexibility as ω-categories: presumably, a
“representable completion” functor, then truncations and skeleta, and so on.
3. Enumeration of globes. If we hope to ever have a computational implementation
of regular polygraphs beyond the lowest dimensions, we need a recursive proced-
ure that generates all non-isomorphic globes. A simple characterisation of dif-
ferent “divisibility configurations” would be an added bonus. A related problem
is connecting globular posets to the ω-categorical combinatorics, and settling the
conjecture on their relation to directed complexes.
4. Completeness of the pure fragments. The pure fragment of the ZW calculus has the
remarkable property, not shared by other quantum calculi, that any string diagram
in its language represents a physically meaningful experimental setup, interpreted
as a fermionic circuit diagram. However, we know little about it in isolation, not
even that it is universal for fermionic quantum computation. The same holds for
the anyonic fragments of the qudit ZW calculi.
5. Compositional algebra in Globular. My approach shares with the Globular proof
assistant a focus on string diagrams and on freely generated higher categories; the
main point of divergence is that Globular has an algebraic approach to weakness,
based on a “quasistrict” algebra of composition with weak interchange. As we im-
prove the understanding of low-dimensional representable regular polygraphs, and
especially of their strictifiability properties, it would be useful to make an explicit
comparison, with the goal of implementing tensor products and other constructions
of compositional universal algebra in the proof assistant.
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6. Constructions on Cosp(Hilb1). In Chapter 4, we reconstructed the category
Hilb≤1 of Hilbert spaces and contractions, together with its dagger, as the trunca-
tion of a bicategory of cospans. This led to the question: which dagger-preserving,
functorial constructions on Hilb≤1 lift to this bicategory, and which ones are actu-
ally induced by functors on Hilb1, the category of Hilbert spaces and isometries?
7. Compositional rewriting theory and directed topology. Some of the fundamental
methods of algebraic topology — Seifert-van Kampen, Mayer-Vietoris, monoidal-
ity of homology functors — are of a compositional nature; some of them have been
given directed versions for other notions of directed space. It is plausible that,
in conjunction with Squier’s theorem and related methods, these could be used
to obtain rewriting-theoretic results compositionally. Moreover, the particular no-
tion of directed space embodied by (regular) polygraphs may admit more refined
invariants, that still need to be defined.
8. Fermionic and qubit entanglement classification. As we saw in Chapter 4, the
classification of entanglement is the purpose for which a calculus based on the
GHZ and W states was initially conceived. In Chapter 5, I suggested that the
case of fermionic entanglement, better reflected in the topology of diagrams, may
be simpler to tackle first. Of course, this would depend on the completion of the
fourth item in this list.
9. “Continuous” directed spaces. The definition of globes in an oriented thin poset de-
mands, recursively, decompositions into pairs of mergeable globes, until an atomic
globe is reached. It is conceivable that a coalgebraic version exists, where the bi-
partitions continue indefinitely. In [Fre08], Freyd reconstructed the real interval
as a terminal coalgebra for a bi-partition operation in dimension 1; perhaps, coal-
gebraic n-globes may generalise this, leading to a continuous, “point-set” notion
of directed space, in the spirit of coalgebraic real analysis, more refined than the
d-spaces or partially ordered spaces used in directed algebraic topology.
10. Simpson’s Conjecture. In Chapter 3, I connected the notions of Saavedra and,
indirectly, of Joyal-Kock weak unit to representability conditions on regular poly-
graphs. This opens the way to abstract generalisations of the concepts that were
used to solve Simpson’s conjecture, on the semistrictifiability of homotopy types,
in the special case of dimension 3. If the theory of representable regular polygraphs
reaches an advanced enough stage, we may hope to use it, eventually, to prove a
version of the conjecture in arbitrary dimensions.
These only concern the direct objects of this thesis: I could add the exploration of
those connections that have only been suggested, or brushed by, from proof theory to
topological quantum field theory.
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My expectation is that, in the future, ideas of diagrammatic algebra, distilled to
their computational essence, will be an integral part of our understanding of higher-
dimensional algebra, beyond the three dimensions where our “geometric intuition” sup-
ports us; string-diagrammatic equations will be seen as low-dimensional examples of the
general principles at play. In my thesis, I focussed on individuating one component of
this essence: the combinatorial-topological compositionality of higher algebraic theories.
I hope it will be a part of the picture.
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∂+, ∂−, 5, 65
∆+,∆−, 65
0-representable, see poly-bicategory
1-representable, see poly-bicategory
Ab,Ab⊗,Ab⊕, 107
abelian group, 107
free, 13, 120
action, 46
ADC, 13
ADC↑, 15
adjoint, see dagger
algebraic theory, 31
annihilation operator, 169
anticommutation relation, 169
anyonic line, 172
Asn, 47
augmented directed complex, 13
strongly loop-free, 15
unital, 15
Ban≤1, 113
Banach space, 113
Batanin cell, 16
Bialg, 49
bialgebra, 49
boundary
in ω-categories, 5
in oriented posets, 65
bounded map, 111
braiding, 35
Brd, 36
Clifford algebra, 144
co-action, 46
coherence, 39
via universality, 76
cohom, 83
commutation relation, 169
comonoid, 34
completeness, 129
of the ZW calculus, 163
composable cells, 5
cone, 46
C+(−), C−(−), 46
convolution
by a Hopf algebra, 150
Day, 62
copy operation, 33
Cosp(Hilb1),Cosp(Hilb1), 115
covering relation, 14
creation operator, 169
crossing, 140
CW complex, 2
CW poset, 65
cylinder, 40
reduced, 40, 51
dagger, 111
category, 111
†-SCFA, 123
strongly complementary, 126
dimension
in ω-categories, 6
in graded posets, 64
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direct sum
of R-modules, 110
of abelian groups, 108
of Hilbert spaces, 114
directed space, 57
discard operation, 33
distributive law, 45
divisible
1-cell
par, 95
tensor, 86
2-cell, 84, 99
(c∗), (l∗), (r∗), 82
(c∗), (l
∗), (r∗), 83
Eckmann-Hilton argument, 35, 53
effect, 111
End(−), 54
entanglement, 131
equivalence
in ω-categories, 12
in regular polygraphs, 102
standard, 45
weak, 12
fermionic line, 140
fermionic oscillator, 168
Frob,CFrob,SCFrob, 37
Frobenius algebra, 37
anti-special, 134
labelled, 125
non-unital, 123
FrobG, 125
FrobSt, 134
Frob∗, 123
future cone, see cone
G, 5
generator, 10
geometric realisation, see realisation
GHZ state, 130
Glob, 5
globe
atomic, 65
in oriented posets, 65
loop-free, 19
simple, 78
standard, 9
GlobPos⊂, 72
G(−), 76
globular poset, see poset
globular set, 5
globularity, 4
Hasse diagram, 14
Hilb,FHilb, 111
Hilbert space, 111
Hilb1,Hilb1,⊗,Hilb1,⊕, 113
Hilb≤1,FHilb≤1, 111
hom, 83
Hopf, 49
Hopf algebra, 49
~I , 22
incidence poset, 15
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of globular posets, 71
inner product, 111
input, see boundary
interval, 64
isometry, 113
ℓ2(−), 121
Law, 33
Lawvere theory, 33
left cohom, see cohom
left hom, see hom
linear adjoint, 95
model, 32
module, 109
free, 120
graded, 140
Mon, CMon, 36
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monoid, 36
multi-bicategory, see poly-bicategory
multicategory, see poly-bicategory
multiplication, 37
nerve, 70
normal form, 157
ω-category, 6
free, 8
pointed, 50
simple, 16
ω-groupoid, 59
ωCat, 6
ωGpd, 59
ωPRO, 39
opetope, 63
opposite
ω-category, 27
oriented poset, 75
oriental, 46
orientation, 15
oriented poset, see poset
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complementary, 125
output, see boundary
par, 83
par divisible, see divisible
past cone, see cone
pasting diagram, 7
phase, 124
shift, 124
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0-representable
par, 95
tensor, 91
1-representable, 84, 100
par, 83
tensor, 83
closed, 83
regular, 80
representable, 95, 100
par, 95
tensor, 91
special, 98
polycategory, see poly-bicategory
polygraph, 10
loop-free, 16
regular, 75
representable, 104
poset
globular, 66
graded, 64
oriented, 64
subsets
closed, 64
mergeable, 65
pure, 64
thin, 64
pre-Hilbert space, 111
pre-normal form, 157
presentation, 32
PRO, 32
PROB, 35
product
of ω-categories, 13
PROP, 35
q-binomial coefficient, 172
q-factorial, 172
q-integer, 172
qubit, 128
Qubit,QubitG,H , 128
qudit, 168
Qudit, 168
quotient
of polygraphs, 21
R-bit, Rbit, 139
realisation, 59
reduced suspension, 51
Reidemeister moves, 36
resolution, 11
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standard, 11
RG, 75
right cohom, see cohom
right hom, see hom
RMod,RMod⊗,RMod⊕, 109
RMod[Z2], 141
R-module, see module
SDual,CSDual, 122
self-duality, 122
shape category, 61
short map, 111
simple merger, 68
skeleton
of a CW complex, 2
of an ω-category, 7
SLOCC class, 132
smash product, 51
spider presentation, 37, 147
labelled, 125, 151
state, 111
Frobenius, 135
symmetric, 135
string diagram, 26
swap, 33
Sym, 35
tensor
in a poly-bicategory, 82
tensor divisible, see divisible
tensor product
of ω-categories, 18
of R-modules, 109
of abelian groups, 108
of augmented directed complexes,
17
of Hilbert spaces, 114
of oriented posets, 73
of regular polygraphs, 75
Θ, 16
truncation, 7
union
disjoint, 9
of PROs, 37
unit
Joyal-Kock, 54
of a monoid, 37
par, 95
Saavedra, 91
tensor, 86
unitary, 112
universality, 128
of the ZW calculus, 155, 177
Veck,FVeck, 110
vector space, 110
free, 120
W state, 132
Frobenius algebra, 133
weak inverse, 12
weak unit, see unit
wedge sum, 51
X basis, 128
Z basis, 128
ZW calculus
R-labelled, 150
even fragment, 142
pure fragment, 145
vanilla, 148
wire fragment, 141
ZWeven, 142
ZWR, 150
ZWpure, 145
ZW , 148
ZWwire, 141
ZX calculus, 129
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