Let Ω be a C 1 open bounded domain in R N (N ≥ 3 ) with 0 ∈ ∂Ω. Suppose that ∂Ω is C 2 at 0 and the mean curvature of ∂Ω at 0 is negative. Consider the following perturbed PDE involving two Hardy-Sobolev critical exponents:
Introduction
Consider the existence of ground state solution to the following problem where Ω ⊂ R N (N ≥ 3) is a C 1 open bounded smooth domain with 0 ∈ ∂Ω and ∂Ω is C 2 at 0 and the mean curvature H(0) < 0. The parameters satisfy 0 < s 2 < s 1 < 2, 0 ≤ s 3 < 2, λ 2 > 0, 1 < p < 2 * (s 3 ) − 1.
Recall the following double critical problem ∆u + λ There has been a lot of papers concerning (1.2) under the premise of s 2 < s 1 . We note that the case of s 1 < s 2 with λ > 0 is essentially the same. For the case of s 1 = 2 and (i)N ≥ 3, λ < (
2 ) 2 , 0 < s 2 < s 1 or (ii)N ≥ 4, 0 < λ < (
2 ) 2 , s 2 = 0, we refer to [5, 6, 7] . When s 2 = 0, equation ( It is well known that (1.3) has no least-energy solution if 0 ≤ s 1 < 2 with λ < 0. However, for the case of λ > 0, 0 < s 1 < 2 and s 2 = 0, the existence of positive solution is proved by Hsia, Lin and Wadade [9] . In the very recent paper [11] , the existence of positive solution for N ≥ 3, λ ∈ R, 0 < s 2 < s 1 < 2 is proved by Li and Lin. Basically, (1.2) has been studied for all the choices of the parameters s 1 , s 2 under the premise that the coefficient of the highest power term is positive. 
4)
where 0 < s < 2 and 2 * (s) − 1 < p < N +2 N −2 , the existence problem still remains an interesting open question. It seems that the first partial answer to this open problem is obtained in [4] .
Further, although (1.3) has no least-energy solutions for λ < 0, 0 < s 1 < 2, the following perturbed equation In the current paper, we are interested in the more general perturbation problem than (1.5) , that is, the equation (1.1). We obtain the following main theorems: Theorem 1.1. Suppose that Ω is an open bounded smooth domain in R N (N ≥ 3), 0 ∈ ∂Ω and the mean curvature of ∂Ω at 0 is negative, i.e., H(0) < 0. Assume that 0 < s 2 < s 1 < 2, 0 ≤ s 3 < 2, λ 2 > 0, 1 < p < 2 * (s 3 ) − 1, and that one of the following conditions is satisfied:
(1) λ 1 > 0, λ 3 > 0.
(2) λ 1 > 0, λ 3 < 0, p ≤ 2 * (s 1 ) − 1.
(4) λ 1 < 0, λ 3 < 0, p < 2 * (s 2 ) − 1.
Furthermore, if λ 3 < 0, we require either p < 
Remark 1.1. We remark that Theorem 1.1 does not cover the following two cases:
Since for these cases, we do not know whether the (P S) sequence is bounded or not. In particular, the Nehari manifold method fails. This paper is organized as follows. In section 2, we give some properties of the Nehari manifold. Since the problem involves critical terms, it is well known that the lack of the compactness will bring much troubles. In section 3, we will determine the threshold of the functional for which the Palais-Smale condition holds and check that the ground state value lies in the safe region. Based on these preparations, we prove Theorem 1.1. In section 5, we will prove Theorem 1.2 by a perturbation method. [2, 3, 8] ) asserts that D
Nehari manifold
If |Ω| < ∞ and p < 2 * (s 3 ) − 1, we can obtain that
(Ω) is said to be a weak solution to the problem (1.1) iff
Thus, the corresponding energy functional of (1.1) is
The associated Nehari manifold is defined as
and Φ ′ (u) denotes the Fréchet derivative of Φ at u; ·, · is the dual product between H 1 0 (Ω) and its dual space H −1 (Ω). We have the following properties on the Nehari manifold.
, there exists a unique t = t u > 0 such that tu ∈ N if one of the following assumptions is satisfied:
Moreover, N is closed and bounded away from 0.
Proof. For any u ∈ H 1 0 (Ω), we denote
We will write them as a, b, c, d for simplicity if there is no ambiguity. Then,
We also see that for t > 0, d dt Φ(tu) = 0 if and only if g(t) = 0. Recalling that λ 2 > 0, s 2 < s 1 and p < 2 * (s 2 ) − 1 if λ 3 < 0, we obtain that g(t) → −∞ as t → +∞. Combine with g(0) = a > 0, we have that there exists some t > 0 such that g(t) = 0 due to the continuity of g(t). It follows that tu ∈ N . Let u ∈ N , since p > 1, 2 * (s i ) > 2, by the embedding theorem we obtain that
, which implies that there exists some δ 0 > 0 such that
Then for any u = 0, t 0 := inf{t|g(t) = 0} > 0 and by the continuity of g(t), we obtain that g(t 0 ) = 0. Without loss of generality, we may assume that t 0 = 1, that is, g(1) = 0 and g(t) > 0 for all t ∈ (0, 1).
It follows that g ′ (t) < 0 for all t > 1 and then g(t) < g(1) = 0 for all t > 1.
, where
Assume t > 1, we obtain that
Hence, we also obtain that g ′ (t) < 0 for t > 1. 
and
Based on the above arguments, we can see that {u n } is bounded in
Remark 2.1. Under the assumptions of Lemma 2.1, we define
Similar to the prove of Lemma 2.2, we see that c 0 ≥ ηδ 2 0 > 0, where δ 0 is given by (2.6) . If c 0 is achieved by some u ∈ N , then u is a ground state solution of (1.1).
Lemma 2.3. Under the assumptions of Lemma 2.1, let {u
Proof. Firstly, by the similar arguments as that in Lemma 2.2, we may show that {(u n , v n )} is bounded in D. Let {t n } ⊂ R be a sequence of multipliers satisfying
Testing by u n , we obtain that t n J ′ (u n ), u n → 0. Recalling that for any u ∈ N , we have
Thus, under the assumptions of Lemma 2.1,
Hence, we obtain that t n is bounded. On the other hand, it is easy to see that J ′ (u n ), u n is bounded due to the boundedness of {u n }. We claim that t n → 0. If not, up to a subsequence, we may assume that t n → t 0 = 0 and
Analysis of the Palais-Smale sequences
Understanding asymptotic behavior is usually fundamental in the resolution of mathematical problems, particularly the problem possesses critical terms. The following result is due to [11] : See [11, . We also note that, by the well-known moving plane method, one can prove that u(x ′ , x N ) is axially symmetric with respect to the x N -axis, i.e., 
u, a direct calculation shows that u is a solution of
if and only if v is a solution to (3.1) with λ = λ 1 λ
. We denote the least energy corresponding to (3.3) by c λ1,λ2 , that is,
It is easy to see that
where
It follows that
Let w > 0 be a ground state solution to (3.3), then
Similar to [4, Theorem 3.1], we can establish the following splitting result which provides a precise description of a behavior of (P S) c sequence for Φ(u). 
|x| s2 dx.
✷ The following corollary is a straightforward consequence of the above theorem. 
Proof. Let {u
. By Lemma 2.2, we obtain that {u n } is bounded in H A λ1,λ2 (U j ) ≥ c λ1,λ2 .
Recalling that c 0 > 0 (see Remark 2.1), we have
Before giving the proof of Theorem 3.1, we need to prepare the following two auxiliary results: 
Proof. Without loss of generality, we assume that ∂R . We note that the functional A λ1,λ2 is invariant under dilation, hence,
Similarly, we have that w n 2 = (r n )
, by Brezis-Lieb type lemma (see [1] for s=0 and [6] for s > 0) and the invariance property again, we have
for n large enough due to the assumption that r n → 0. Thus
which implies that A n h(r n x). Then for n large enough, supph n ⊂ R N + . By the Brezis-Lieb type lemma again, we obtain that
Lemma 3.2. (See [6, Lemma 3.5]) If
Proof of Theorem 3.1. Let {u n } ⊂ H 1 0 (Ω) be a bounded (P S) c sequence of Φ(u). Up to a subsequence, there is an
(Ω) and ∇u n → ∇U 0 a.e. on R N . Evidently, Φ ′ (U 0 ) = 0. Moreover, the sequence u
(Ω), we are done. If not, it is easy to see that
For the case of λ 1 > 0, we define an analogue of Levy's concentration function
Since Q n (0) = 0 and Q n (∞) ≥ η 0 > 0, there exists a sequence r
here we take δ so small that 
Next, we show that
with supp h ⊂ B(0, 1), from Lemma 3.2 and the fact of (3.13), we get that
−si dx , which contradicts the fact that
Thus we have proved that U 1 ≡ 0. Apply the similar argument for the case of λ 1 < 0 with a modified concentration function
In this case ,we take 0 < δ < 
Next we will prove that U 1 ≡ 0 for this case. If U 1 ≡ 0, choose any h ∈ C ∞ 0 (R N ) such that supp h ⊂ B(0, 1) and invoke Lemma 3.2 and the fact of 0 < δ <
2−s 2 , we have the following estimates:
−s2 dx , which contradicts the fact that
Thus U 1 ≡ 0 is also true for the case of λ 1 < 0. In either case, we will prove that r 1 n → 0. If not, since Ω is bounded, we may assume that r
, which contradicts the fact U 1 ≡ 0, and therefore r 1 n → 0. Next, we prove that supp U 1 ⊂ R N + . Without loss of generality, assume that ∂R N + := {x N = 0} is tangent to ∂Ω at 0, and that −e N = (0, · · · , −1) is the outward normal to ∂Ω at that point. For any compact K ⊂ R N − , we have for n large enough, that
follows that U 1 = 0 a.e. on K, and therefore supp U 1 ⊂ R N + . By (3.10) and Lemma 3.1, A ′ λ1,λ2 (U 1 ) = 0 and U 1 is a weak solution of (3.3). The sequence u
(3.14)
Moreover,
By iterating the above procedure, we construct similarly sequences U j , (r j n ) with the above properties and U j is a solution of (3.3). It is easy to see that the iteration must terminate after a finite number of steps. ✷
Next, we will prove that c 0 := inf u∈N Φ(u) < c λ1,λ2 . Firstly, we recall the following result. 
has a least-energy solution if N ≥ 3, λ ∈ R and 0 < s 2 < s 1 < 2.
Remark 3.1. Let c 1 be the least energy corresponding to (3.15) . It has been proved that c 1 < c λ,1 . We refer to [11, Lemma 4.1] .
Corollary 3.2.
Suppose Ω is a bounded smooth domain in R N , 0 ∈ ∂Ω and the mean curvature
Proof. It is easy to see that
has a least-energy solution for λ 2 > 0, N ≥ 3, λ 1 ∈ R, 0 < s 2 < s 1 < 2 (thanks to Lemma 3.3). For this case, we denote the corresponding least energy byĉ λ1,λ2 . Let
, by (3.5) and Remark 3.1, we havê
We note that the assumptions required in Lemma 2.1 are satisfied. Let w ∈ H 1 0 (Ω) be a least-energy solution to (3.17) . It is easy to see that J(w) = max t>0 J(tw) =ĉ λ1,λ2 , where
Then for such a w, there exists some t w > 0 such that t w w ∈ N . It follows that
However, for the case of λ 3 < 0, similar to the arguments of [4, Lemma 3.1], we can prove that c 0 ≥ĉ λ1,λ2 . Nevertheless, the following lemma shows that c 0 < c λ1,λ2 .
Lemma 3.4.
Let Ω be a bounded smooth domain in R N with 0 ∈ ∂Ω. Suppose that ∂Ω is C 2 at 0 and the mean curvature H(0) < 0. We also assume that N ≥ 3, 0 < s 2 <
Then we have c 0 := inf u∈N Φ(u) < c λ1,λ2 if one of the following additional conditions is satisfied:
N −2 , |λ 3 | is sufficiently small. Proof. We prove this lemma by a modification of [9, Lemma 2.2] . Without loss of generality, we may assume that in a neighborhood of 0, ∂Ω can be represented by
, where Since ∂Ω ∈ C 2 , ϕ can be expanded by
is a least-energy solution of (3.3), i.e.,
where a(u), b(u), c(u) are defined by (2.5). We also note that
Let ε > 0, we define
Let η ∈ C Using integration by parts and the formulas (3.7), (3.19), we see that
).
Notice that ε
By (3.19), (3.22 ) and using the fact of u(y ′ , y N ) = u(|y ′ |, y N ), we obtain
Thus,
Similarly, we can prove that
Next, we see that
By the mean value theorem for integrals, we have
Using the symmetry, by the polar coordinates transformation, we also obtain that
Thus, by (3.19), (3.23) and using the fact of u(y ′ , y N ) = u(|y ′ |, y N ), we obtain
Hence,
which implies that
and that 
By [4, Lemma 2.4], we also obtain that
Thus, we have easy to see that there exists ε 3 < ε 2 such that
Combine with (3.24), (3.25) and (3.26), we obtain that
for ε small enough. Similar to Corollary 3.2, let w ∈ H 1 0 (Ω) be a least-energy solution to (3.17). Then
Since 2 * (s 2 ) > 2 * (s 1 ) and λ 2 > 0, it is easy to see that there exists some T > 0 such that J(T w) < 0. When |λ 3 | is small enough, we have Φ(T w) < 0. By Lemma 2.1 again, there exists some 0 < t w < T such that t w w ∈ N and max t>0 Φ(tw) = Φ(t w w) ≥ c 0 > 0.
On the other hand, sinceĉ λ1,λ2 < c λ1,λ2 , when |λ 3 | is small enough for the case of p ≥ Proof of Theorem 1.1. Under the assumptions of Theorem 1.1, the Nehari manifold is well defined due to Lemma 2.1. By Ekeland's variational principle, let {u n } ⊂ N be a minimizing sequence such that Φ(u n ) → c 0 := inf u∈N Φ(u) and Φ ′ | N (u n ) → 0. By Lemma 2.2 and Lemma 2.3, we obtain that {u n } is a bounded (P S) c0 sequence of Φ. By Corollary 3.2 or Lmema 3.4, we can also obtain that c 0 < c λ1,λ2 . Hence, by Corollary 3.1, Φ(u) satisfies (P S) c0 condition. That is, up to a subsequence, u n → u 0 strongly in H 1 0 (Ω) for some u 0 ∈ H 1 0 (Ω) and Φ ′ (u 0 ) = 0, Φ(u 0 ) = c 0 . Thereby, the existence of the ground state solution is established. We also note that Φ(u) is even, which implies that |u 0 | ∈ N and Φ(|u 0 |) = Φ(u 0 ) = c 0 . Hence, without loss of generality, we may assume that u 0 ≥ 0. Finally, apply the similar arguments as [12, Proof of Lemma 2.6(i)], we can obtain the similar regularity property for a nonnegative solution. By the maximum principle, we claim that u > 0.
✷.
Proof of Theorem 1.2
In this section, we always assume that λ 3 < 0, p ≤ 2 * (s 3 ) − 1. Denote λ 3 by λ for the simplicity. To obtain a positive solution, we consider the following modified functional
By (3.18), we haveĉ λ1,λ2 < c λ1,λ2 and it is easy to see thatĉ λ1,λ2 is the ground state value of I 0 (i.e., λ = 0) which can be obtained by some 0 < u 0 ∈ H (M5) there exists a curve γ 0 (t) ∈ Γ passing through u 0 at t = t 0 and satisfying I 0 (u 0 ) > I 0 (γ 0 (t)) for all t = t 0 .
