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ABSTRACT

Investigating stress response across integrated biological systems
Alice A. Han
The impact that a stressor has on a living system, whether it is on a cellular, organ, or even
a whole organism level, can affect the overall health of the system. Monitoring the biochemical
response resulting from a stressful experience offers insight into the numerous potential outcomes
ranging on the spectrum of survival and death. Accessing this information not only provides a
heightened understanding of the biochemical adaptions that occur, but also allows for the
development of prediction models (to assess prospective influences of the stressor) or potential
therapeutic treatments (to alleviate adverse effects) using measurable, quantifiable, and
comparable metrics. It is, however, a continuing effort to decipher the results as these detected
responses can be complex, and furthermore extremely context specific. Biochemical patterns can
be biased by the many discrepancies in the types, degrees, and frequencies of stressors, time points
at which the responses are measured, the biological matrix that is assessed, and even the selected
cohort of targets. The work of this dissertation observed intracellular (i.e. protein expression,
phosphorylation modifications), extracellular (i.e. cytokine), and hormonal (cortisol, ACTH)
responses, following exposures to a variety of physical, social, and environmental stressors. A
series of statistical treatments, including network centrality parameter analyses, were implemented
to dissect these complex datasets. The findings suggested that the changes in the measured
biochemical responses - triggered by certain stressors - could be distinguished among different
degrees of experienced stress, as well as different time points of measurement. The overarching
objective of this research and of all future related research is to bring insight into the complex
biological response system and demonstrate how particular stressors can prompt discrete trends.
Overall, there appears to be potential value in monitoring biochemical alterations to describe the
stress response.
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Chapter 1
Introduction to stressors and measurable biochemical responses

1

1.1

Definition and classifications of stress
As research has progressed, the definition and organization of the different types of stress

that living systems can experience has expanded and evolved. In the most basic terms, stress is
broadly used to describe the resulting changes produced by a stressor, or an external force imposed
on a living entity [1, 2]. Considering stress can encompass numerous influences, it is critical to be
aware of, and identify, all of the potential factors, especially when it comes to investigating the
stress response. These varying factors can include types of stressors (e.g. external, internal, distress,
eustress), duration and frequency of exposure, number of stressors experienced at one time, new
versus pre-existing stressors, as well as the profile of the subject in question (sex, age, health, organ
systems and even the type of cell).

It is common to associate stress with a negative connotation, but stressors can also prompt
positive effects. In fact, distress is known as the consequence of the demands surpassing the
capacity to maintain homeostasis, while eustress describes the optimal level of stress that is
beneficial to performance [2]. In this sense, living systems are essentially stressed at all times, but
the perceived effects and changes in biochemical responses are most apparent when the impacts
are substantial. Further, the difference between a positive and negative response to stress may be
exposure dependent. For instance, on a cellular level, a short-term glucocorticoid (cortisol)
treatment resulted in improved mitochondrial function, whereas a long-term chronic exposure
stimulated cell death [3]. It is then necessary to be aware of the variation in stress response of the
same stimulant simply due to the manner the system is subjected to the stressor.

2

1.1.1 Contributors of stress and the impact on health
Beyond describing stress in terms of positive and negative outcomes, it is also important
to account for all potential factors contributing to overall stress in order to appropriately evaluate
the response. Stressors can be generally classified by internal or external sources: internal stressors
originate from the subject (e.g. overall health/nutrition, moods, thoughts, emotional state, personal
goals and expectations) and external stressors encompass environmental stimulants that are
imposed on the subject (e.g. physical trauma, chemical exposures, social relationships, major life
changes, unexpected surprises). Additionally, the degree, frequency, and duration of the demand
are all important aspects to consider for proper appraisal of stress. It is believed that the collective
effects of prolonged or excessive contact to certain stressors can have an adverse impact on health.
Some stressors, such as toxins or physical injuries, produce more obvious and immediate harm to
one’s wellbeing, but chronic distress can also lead to the development of physiological and
psychiatric diseases [4]. These aftermaths can range from increased susceptibility to colds [5] or
to depression [6]. There is still an ongoing effort to elucidate the link between stress and the onset
of ailments [7-8], as the total contributors of stress are case-specific, sometimes difficult to control,
and often challenging to replicate.

1.1.2 Assessment of stress
To evaluate the extent of stress that a living system can experience, it is important to select
the appropriate array of measurements, which may depend on the stressors and the living system.
For instance, to assess the effect of a chemical exposure, a number of different quantitative
responses can be monitored (viability, metabolic activity, respiratory rates, death/necrosis,
signaling, immune biomarker alterations, genetic modifications). When applicable (i.e.
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investigating human subjects that are able to provide feedback), alternative assessments that target
a more qualitative description of the stress include standardized surveys and questionnaires based
on the Perceived Stress Scale [9] or the Ardell Wellness Model [10]. These self-evaluating stress
assessments are informative in cases when there is ambiguity in experienced stress among the
tested subjects and are often used in conjunction with other biological measurements, such as heart
rate variability [11] or hormones [12].

While

yielding

additional

information,

the

relationship

between

biochemical

measurements and self-reported stress is still a challenge to decipher for several reasons. First,
there are biases in reported and observed stress that are difficult to control or prevent. An
occurrence known as socially desirable responding (SDR) describes the propensity for people to
put forth a more positive appearance, influencing the information that is provided [13]. In other
cases where stress is observed by the investigator, such as assessing a physical injury, protocols
for accurate, consistent, and subjective evaluation have yet to be developed [14]. In addition, the
ambiguous and multiple roles of certain measured responses question the reliability of these “stress
biomarkers”. The contribution of cortisol as a stress hormone is a well-known example of this
uncertainty due to its diverse roles in the regulation of metabolic processes (blood glucose levels,
carbohydrate, protein, and lipid metabolism), inflammatory response, memory, as well as
operation of the endocrine system [15]. Added complications, such as the time of the day [16], diet
[17], and varying time scales of biological responses [18], can easily impact how the data is
perceived and create obstacles that prevent a complete understanding of the stress response.
Consequently, it is beneficial to collect and analyze both biochemical and survey data in
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complementary fashion, but it may also be advantageous to define a link between the two datasets
[19].

1.2

The biological response to stress
In an effort to better comprehend and describe the stress response from a

biological/biochemical perspective, it is imperative to first understand fundamental processes that
regulate the basic necessities of a living system. Being aware of these baseline responses not only
offers investigators with potential targets to monitor, but also provides a reference point as a
comparison to determine if significant changes have actually occurred. For instance, to investigate
the consequences of a chemical stressor with possible carcinogenic effects, it would be appropriate
to monitor cellular alterations that regulate the balance between cell growth and death over an
extended period of time (currently 2 year standard [20]). These cellular alterations could include
genetic mutations, protein expression, modification, and signaling, or cell receptor impairments.
Alternatively, to assess the effects of more conceptual stressors, such as workplace or social stress,
exploring the involvement of individual immune or nervous system responses may be informative.

1.2.1 The endocrine response
Endocrines

are

also

important

components

of

the

stress

response

and

are managed by two particular systems, the hypothalamic-pituitary-adrenocortical (HPA) axis and
the sympathetic-adrenal-medullary (SAM) system. Disrupting the homeostatic function of these
systems, typically in the form of prolonged or repeated activity, can contribute to the onset and
exacerbation of diseases and disorders [21]. A brief overview of the mechanisms and roles of each
system will be covered in this section.
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1.2.1.1 The hypothalamic-pituitary-adrenal axis
The hypothalamic-pituitary-adrenal (HPA) axis is an important framework to address in
the response to stress. The purpose of the HPA axis is to provide a controlled stream of regulatory
hormones that manages widespread functions related to fetal organ development, metabolism,
immunity, and cardiovascular maintenance. It is also a well-known key regulator in the adaptive
response to stress and involves the coordination of the paraventricular nucleus (PVN) of the
hypothalamus, the anterior lobe of the pituitary gland, and the adrenal gland. In brief, neurons in
the hypothalamus secrete and release two hormones: corticotropin-releasing factor (CRF) and
arginine vasopressin (AVP). These hormones flow through vasculature linking the hypothalamus
and the pituitary gland, where the production and circulation of adrenocorticotropic hormone
(ACTH) is prompted. Finally, ACTH stimulates the synthesis and distribution of glucocorticoids
from the adrenal gland. Strict regulation of CRF, AVP, ACTH, and glucocorticoid production is
implemented through a negative feedback of glucocorticoids, primarily cortisol [15].

While the CRF/AVP → ACTH → glucocorticoid (e.g cortisol) initiation and production
loop is a mechanism that is constantly operating even in non-stressful situations, the influence of
a stressor (psychological, trauma, or inflammatory) can alter HPA axis function. Exposure to
positive stressors result in an initial amplification of HPA axis hormone production, followed by
a quick decline in concentration that indicates the termination of the stressful incident. However,
if the stress is too demanding, lengthy, or reoccurring, this could lead to deleterious effects as a
result of the prolonged and amplified presence of cortisol, as well as the potential desensitization
of the feedback mechanism [22]. A number of different factors can activate the HPA response,
including cytokines [23], neurotransmitters, and other peptide hormones [24]. Changes to any of
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these hormone levels in the HPA axis can have a wide-ranging downstream effect on processes
like blood glucose regulation, blood vessel dilation, inflammation [15].

1.2.1.2 The sympathetic-adrenal-medullary system
The sympathetic-adrenal-medullary (SAM) system accesses the autonomic nervous system
(ANS), which manages activities that do not require conscious effort (breathing, digestion,
swallowing). A particular type of hormone, called catecholamines, are secreted in the adrenal
gland and are best recognized to be responsible for the “fight or flight” response. Catecholamines,
such as dopamine, norepinephrine, and epinephrine can rapidly prompt increased breathing rate or
blood flow to muscles, essentially providing an immediate means to react to an acute stressor.
However, if these mechanisms are repeatedly activated due to a chronic stressor, negative
outcomes have been observed: a weakened or altered immune system is a prime example of how
irregular SAM system function can lead to adverse effects as catecholamines have the capacity to
impede or amplify the immune response [25].

1.2.2 The immune response
The immune system is an integrated network of cells, tissues, and organs that provides a
defense mechanism against foreign threats. The immune response can take two different, but
interrelated paths: the innate or adaptive route. The innate response generally delivers a nonspecific immediate solution and is the first line of defense. The innate mechanism is primarily
responsible for the recruitment of immune cells to the affected site, where necessary measures are
taken to effectively manage the issue. Various types of cells (neutrophils, macrophages,
eosinophils, basophils, lymphocytes, monocytes, natural killer cells, and dendritic cells) contribute
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to the overall response [26] and have been observed to perform a number of services that function
to protect and minimize damage by trapping and eliminating the threat via phagocytosis (engulfing
foreign material) [27] and/or the initiation of the adaptive immune response [28].

Adaptive immunity utilizes a more selective approach and possesses the capacity to retain
information relevant to the specific elicited response for future deployment. Classically, adaptive
immune processes are based on an antigen-antibody arrangement or a cell mediated response.
Briefly, when a specific type of white blood cell (B cells) with membrane bound antibodies
encounters an antigen (toxins, bacteria, foreign proteins) that binds to an antibody, it induces the
production of more antibodies that then circulate throughout the bloodstream. These antibodies
can detect and directly bind to the antigen to prevent them from binding to host cells and causing
adverse outcomes [28]. Similarly, there are also T cells that can respond to antigens, but only if
the antigen is already bound to receptors on antigen-presenting cells, such as macrophages.
Depending on the type of receptor that the T cell expresses, foreign threats can be managed by the
initiation of apoptosis in infected or non-viable cells via release of perforins and granzymes [29],
further B cell activation, or prompting other immune responses [28].

1.2.2.1 Relating immune response and stress
While the relationship between the immune system and stress is a complex concept to
unravel, considerable research has shown two perspectives of the relationship: how the immune
system responds to stress and how stress impacts the immune system. The roles of immune
mechanisms in mediating the effects of stress have been substantially explored to gain insight into
how particular immune responses can be targeted to alleviate damage imposed by the stressor. For
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example, innate immune responses of traumatic injuries have been characterized to offer new
treatment strategies or enhance existing therapeutic procedures [30, 31]. Furthermore, the
immunotoxicity of a wide range of exposures, including endocrine disrupting chemicals [32] and
nanomaterials [33] have also been examined to propose potential preventative measures that
minimize adverse toxic outcomes.

Considering the immense contribution of the immune system in attending to a variety
stressors, investigating the repercussions of too much stress imposed on immune function has
additionally been a prominent focus of stress related research. Short-term stress is believed to
provide an immuno-protective effect, while chronic stress has been associated with immunosuppressive outcomes [34]. It has been hypothesized that acute stress initially increases the
production of immune cells, followed by a redistribution of the immune cells throughout the body.
This process essentially supplies cells, tissues, and organs with a reserve of defenders in
preparation for future attacks [35]. Acute stress is also known to enhance the memory capabilities
of B cells, which is the essence of how vaccinations work. In cases of chronic stress, indications
of a weakened immune system have been observed, such as diminished antibody response [36]
and an overall decrease in immune cell production, function, and responsiveness [37]. When the
‘‘allostatic load’’ or the "wear and tear" a living system undergoes in response to a chronic stressor
is too high, dysregulation or suppression of the immune system is a probable outcome [34].

1.2.3 The cytokine response
Another widely studied aspect of the biochemical stress response are cytokines - small
peptides, proteins, and glycoproteins that activate a diverse spectrum of functions by binding to
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the surface receptors of a cell. Cytokines are known to be important signaling contributors of the
immune response, as well as many other biological processes including, but not limited to,
regulating and maintaining homeostatic conditions [38], embryonic development, inflammation,
disease pathogenesis, cell proliferation, and cognitive function [39]. There are several features of
cytokines that may contribute to its broad range of roles:

•

They are pleiotropic - one cytokine can act on different cells and produce different
effects [39].

•

They can be redundant - different cytokines can trigger the same effects [40].

•

They can be synergistic or antagonistic - combinations of cytokines can initiate or inhibit certain
functions [41].

•

They can behave as autocrines, paracrines, or endocrines - act on the same cell, on a cell nearby,
or on a remote cell reached through circulation, respectively [40].

•

They are produced in many different types of cells and can stimulate the expression of other
cytokines and receptors - production and secretion can occur in immune (macrophages, B cells,
T cells) [39], as well as endothelial and fibroblast cells [42].

As of 2008, several hundred cytokines and genes have been identified [43], with
expectations to continue expanding on what is currently known. To summarize the features of the
cytokine superfamily, it is common to organize the groups based on function, properties, or
structure. Five cytokine classes will be briefly covered in this chapter: interleukins, interferons,
tumor necrosis factors, chemokines, and colony-stimulating factors.
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Interleukins broadly encompass all secreted proteins that are primarily involved in the
communication among leukocytes (white blood cells of the immune system). Even within this one
class, there are dozens of functions that interleukins have been observed to exhibit. Akdis et al.
compiled a list of more than 40 different interleukins along with their sources, target cells, major
functions, and associated diseases [44], and demonstrated how complex and interrelated these
interleukins can be. Many interleukins were reported to possess multiple functions, such as the
induction of proinflammatory responses, cell proliferation, recruitment, and differentiation,
apoptosis, and tumor suppression - to name a few.

Interferons (IFNs) are a group of cytokines involved in several diverse functions associated
with anti-proliferation, pro-apoptosis, and cytotoxicity that have given this group potential to be
used for clinical applications, such cancer treatments [45]. IFNs were first discovered to have a
purpose in defending against viruses, but it appears they have a bigger role in regulating the
immune response. Currently, IFNs are divided into two categories: Type I and Type II. Type I
species, such as IFN-α, IFN-β, or IFN-ω, are induced by viral infections, while Type II (only
consisting of IFN-γ) are stimulated by antigens or mitogens [46]. IFNs have also been strongly
linked to the initiation of the JAK-STAT signaling pathway, which has subsequent downstream
effects on various transcriptional activities [47].

Tumor necrosis factors (TNFs) have appropriately been described as multifunctional
cytokines. As the name suggests, this family was initially believed to responsible for tumor cell
apoptosis and cachexia, but many studies have provided evidence for a greater significance in
mediating a number of different processes. In various cases, TNFs have exhibited anticancer and
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cytotoxic involvement, as well as signs of tumor promotion, angiogenesis, and invasion [48]. In
addition, these cytokines have demonstrated substantial roles in the immuno-protective and proinflammatory response [49]. The widespread and sometimes contrasting nature of the TNF
response not only illustrates the complexity of these regulatory processes, but also shows its
flexibility that allows the biological system to be as efficient as possible.

Chemokines are believed to possess a more straightforward function, compared to the other
previously described cytokines. They principally serve as chemotactic cytokines, directing the
recruitment and movement of cells. Binding to the G-protein-coupled receptors on the target cell
initiates intracellular signaling that regulate structural changes, such as membrane ruffling,
pseudopod formation, and increased adhesive interactions, which drives the migration of cells
towards a direction where they are needed [50]. Chemokines have been observed to act on many
immune and non-immune cells (T cells, monocytes, neutrophils, NK cells, dendritic cells,
fibroblasts, endothelial cells) [51], resulting in great interest in exploring chemokine roles in
disease development and inflammatory processes [52].

Colony-stimulating factors (CSFs) are essential for the development, maturation, and
differentiation of all bone marrow derived cells. Different forms of CSFs have been identified and
named based on the type of cell that responds when stimulated. Three well established CSFs
include granulocyte/macrophage colony-stimulating factor (GM-CSF), macrophage colonystimulating factor (M-CSF), and granulocyte colony-stimulating factor (G-CSF) [53]. Despite
some differences in activation, sources, targets, and effects among the various CSFs, their overall
efforts are concentrated to promote the survivability of cells. Consequently, these cytokines have
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been linked to various immune and inflammatory responses, progression of diseases, and have
additionally been investigated as targets for therapeutic and clinical applications [54].

Another common system to define cytokines is based on their pro or anti-inflammatory
effects. Inflammation in tissues can be characterized by redness, heat, pain, and swelling that can
lead to dysfunction of organs, as well as the activation of the immune response on the cellular level
[55]. Cytokines have been observed to both promote and reduce inflammation. Well established
proinflammatory cytokines include IL-1, TNF, IL-12, IL-18, and GM-CSF and anti-inflammatory
cytokines include IL-4, IL-10, IL-13, IFN-α, and transforming growth factor [56]. Some cytokines,
like IL-6, are known to exhibit both properties [57], suggesting that the notion of labeling cytokines
as having either a pro or anti-inflammatory effect limits the way cytokine roles are perceived.

1.2.3.1 Cytokine measurement
Monitoring cytokines can be an informative approach to acquire a comprehensive depiction
of the efforts taken in response to perturbations against a living system. There are multiple
available methods to measure cytokine response that describe different aspects of cytokine activity.
One option is to investigate the effects of the cytokine of interest (e.g. the initiation of cell
proliferation or chemotaxis can be analyzed). Alternatively, immunoassays, such as enzyme linked
immunosorbent assays can measure specific cytokine concentrations based on antibody-specific
interactions with targets. Other methods include receptor binding [58] or gene expression [59]
analysis that can provide additional information about cytokine activity. However, investigators
must be cautious as there are many factors to consider. Besides selecting the appropriate cytokines
that are most relevant to the context from the large collection of all known targets, it is important
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to be aware of elements that may interfere with assays or influence the results. Uncertainty may
be attributed to:

•

Degradation of cytokines (during storage, freeze/thaw cycles, or naturally occurring) [60]

•

Additional cellular cytokine production and release post-sample collection [60]

•

Interactions/binding of cytokines to membrane receptors, proteins, autoantibodies [60]

•

Timing of cytokine existence (short half-life, circadian rhythms) [60]

•

Different forms of cytokines (precursors, glycosylated products, polymeric structures) [60]

•

Limit of detection (LOD): Levels of circulating cytokines in blood are generally below the LOD
with commercially available assays [61].

As cytokines are multifunctional, involved in many important regulatory and defense
mechanisms, and have been linked to many diseases and disorders, there is promising potential in
observing cytokine biomarkers for both research and clinical applications. Much progress has been
made in developing methods for cytokine measurement, but more work is needed to address all of
the uncertainties and ranges of cytokine behavior. In this regard, there are limitations to how
cytokine response can be interpreted and for now, the best way to alleviate any reservations is to
account for and include all relevant experimental controls.

1.2.3.2 Cytokines and Stress
The roles of cytokines in the context of stress is an extremely vast field of research.
Whether it is the response resulting from a physical stressor (exercise [62] or injury [63]),
hazardous exposure [64], or diseases [65] and psychological disorders [66-67] exacerbated by
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stress, cytokine response is recognized as a powerful tool to assess the impact of stressors and to
elucidate disease pathogenesis, as well as potential treatments. There is considerable interest in
using cytokine biomarkers to characterize different forms of stress [68], but there are also
challenges due to significant variations in cytokine levels among individuals, multiple functions
and triggers of cytokine activation, as well as concentration discrepancies in different biological
matrix. Consequently, more studies need to be conducted with matching stressors and sample
matrices to establish accurate cytokine profiles.

1.2.4 Intracellular protein signal transduction
Exploring systemic responses, such as the immune or endocrine system, provides a big
picture of the protective countermeasures implemented to promote a healthy state. However, it is
critical to note that systemic signaling, initiation, and activation are followed or mediated by a
cascade of intracellular events. Intracellular protein expression and signaling are essential
components of sustaining homeostatic conditions and carrying out defensive mechanisms. For
instance, phagocytosis (immune cells engulfing foreign bodies), is driven by cell movement,
engulfment, and sterilization that are all dependent on protein signaling and structural support [69].

The mitogen activated protein kinase (MAPK) family is currently the best characterized
protein signaling pathway that is known to be involved in cellular proliferation, differentiation,
development and even cell death. These proteins act as messengers and deliver signals that are
received at the surface receptors to other intracellular mediators that release subsequent secondary
signals or to the nucleus, where gene transcription takes place. Within this family, the ERK1/2,
JNK, and p38 pathways are frequently investigated, which has resulted in an abundant and
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comprehensive literature base regarding their activity. Certain cascades, such as Ras-Raf-MEKERK or JAK-STAT, are recognized as conserved pathways and many downstream targets or
substrates have been identified as well [70], but crosstalk among distinct pathways is also vital for
efficient communication and operation [71]. When investigating protein expression and signaling,
it is beneficial to select groups of proteins that are known to work together as a network in order
to piece together an image of cellular efforts.

There are many ways signals can be transduced. Protein phosphorylation is one of the
principal forms of transmitting signals and is often studied to acquire a better understanding of
cellular communication and function [72]. The process of phosphorylation is mediated by kinases
and requires a source of energy in the form of adenosine triphosphate (ATP). Conversely, proteins
can also undergo de-phosphorylation, facilitated by phosphatases. Measuring both protein
expression and phosphorylated protein levels can reveal substantial information about the overall
response. Amplification of certain proteins may indicate the activation of cellular processes that
are associated with those proteins. Phosphorylation signaling can further elucidate which pathways
are being activated that contribute to the outcome. It must be noted that increased or decreased
phosphorylation does not necessarily correspond to activation or deactivation of the protein,
respectively. In fact, it is well known that a single protein can have multiple phosphorylation sites
and site-specific phosphorylation can dictate function [73]. Moreover, studies have shown that all
types of proteins can ultimately be inactivated by phosphorylation [74-76].
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1.3

Biological samples
When measuring any stress response in living subjects, there are different options regarding

the biological matrix that can be sampled. In most cases, the selected matrix will depend on the
affected tissue, measurement of interest, or even the accessibility of sample collection. For instance,
to investigate the biochemical response of physical stressors (e.g. physical trauma), the impact is
localized and a resection of the damaged tissue would be an appropriate sample to collect. In
contrast, if the objective is to explore a more systemic response with a broad spread of biochemical
communication (e.g. HPA axis), then working with blood, saliva, or even cerebral spinal fluid
from a human subject would be suitable. Great consideration must be taken in selecting a sample
matrix that will best capture the desired response. In addition, there is always great interest in
collecting samples that are minimally invasive, easy to sample, and cause low risks to the subject
and the researcher. As a result, biological matrices, such as saliva, blood, sweat, hair, urine, and
tears, are all favorable options. The work covered in this dissertation focused on three types of
biological matrices: resected ex vivo muscle tissue, saliva, and blood.

1.3.1 Ex vivo tissue
Ex vivo assessments can be advantageous for obtaining a spatiotemporal snapshot of the
response. It is assumed that basal biological activity and any changes that transpired due to a
stressor is preserved in properly extracted, stored, and handled tissue. It may also be necessary to
phenotype or characterize the different components of the isolated tissue. For instance, if the
immune response is being investigated, isolating immune cells allows for a focused investigation
and removes noise produced by other cell types. Awareness of the potential variability in sampling
is also critical. It is challenging to have complete control over the consistency in tissue samples

17

that can be influenced by factors as simple as the size of the sample. Differences in size may be an
issue if there is a spatial gradient of the response that yields an increased or reduced apparent
effect, compared to the true response.

1.3.2 Saliva
Saliva is viewed as one of the more convenient diagnostic mediums that has the capacity
to detect both local and systemic irregularities. The identification of salivary biomarkers that are
indicative of infections, autoimmune disease, carcinoma, endocrine dysfunction, and stress is
being pursued with great potential for success [77]. It is important that investigators are aware of
some of the major factors in saliva sample collection that can affect the outcome. First, there are
many major and minor salivary glands that produce and secrete saliva. The major glands include
the parotid, submandibular, and sublingual, while minor glands are spread out in locations such as
the tongue, tonsils, palate, and cheeks. Whole saliva that is produced from multiple gland sources
can be collected, or alternatively saliva can be extracted from individual glands to learn more about
the association between diseases and specific saliva sources [78]. Other potential complications
can include poor oral health (any cuts or sores, inflammation, gingivitis), circadian rhythms, oral
stimulants and contamination (food, water, gum) [79], and dehydration [80].

Stimulation of saliva can be triggered by physical and mechanical factors, such as chewing
or talking, but the autonomic nervous system also plays a substantial role. Parasympathetic and
sympathetic nerves innervate salivary glands and transmit signals that regulate fluid and protein
secretion. Acetylcholine and noradrenaline are neurotransmitters produced by parasympathetic
and sympathetic nerves, respectively, and are chiefly responsible for activating salivary cell
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secretion. A number of different proteins (amylases, carbonic anhydrase, histatins, mucins,
proline-rich proteins) have been detected in saliva and are either secreted continuously or activated
by the nervous system [81]. Additionally, salivary glands feature permeable capillaries that permit
the exchange of molecules found circulating in the blood and in salivary cells, supporting the idea
that systemic responses and biomarkers that are not localized in the oral cavity can be detected in
saliva [82].

1.3.3 Blood and plasma
Blood tests are the most common form of monitoring physiological conditions. Whether it
is a measurement of glucose concentration, white blood cell counts, or cholesterol levels, blood is
a dynamic and powerful diagnostic medium. Blood is comprised of two main components: the
plasma and formed elements. The plasma is mostly water (> 90%), followed by proteins (albumins,
globulins, fibrinogens, regulatory proteins), and other solutes (electrolytes, nutrients, waste). The
formed elements include red blood cells (> 99%), white blood cells, and platelets. Blood performs
a variety of tasks, the most obvious being transportation of gases, nutrients, wastes, signaling
hormones and proteins. As a result, the contents detected in blood can provide valuable
information about systemic efforts taken in response to stressors, diseases, and disorders.

1.4

Bioinformatics: analyzing complex biological datasets
There are many biological, physiological, biochemical, systemic, and localized

measurements that can be taken to investigate the stress response, which can potentially lead to a
large and complex dataset. In addition to selecting logical responses to monitor, an equally
important aspect of research is data analysis and fortunately, statisticians and biostatisticians have
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demonstrated many different approaches that can be employed to piece together the data and
extract pertinent information. The complexity of datasets may be attributed to the considerable
number of biological components and processes involved, as well as the potential coordination
and crosstalk that occurs, or even the design of the experiment (number of doses, time points,
sample types). While identifying significant differences or associations among conditions using
traditional statistic methods, such as analysis of variance (ANOVA), t-test, or correlation analysis
is an acceptable approach, a more sophisticated statistical treatment may be needed to properly
assess this complex data.

1.4.1 Network analysis
Biological processes typically transpire as pathways, where a ligand triggers an action by
binding to a receptor and then passing on the signal through cascades until the desired response is
achieved. Crosstalk or interactions among pathways also occur, resulting in a network of relevant
pathways. Networks are portrayed as a structure of nodes and edges; nodes represent any measured
response (e.g. proteins, cytokines) and edges represent the interaction between the nodes. Common
networks include metabolic networks, kinase-substrate networks, gene regulatory networks,
protein-protein interaction networks, and drug interaction networks [83]. Beyond just the
construction of these networks, the associated properties or parameters are often examined to better
understand the connections within the network and the contribution of certain nodes. Several
network centrality parameters have been identified [84]:

•

Degree: number of nodes directly connected to a given node

•

Diameter: the distance between the two most distant nodes in the network
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•

Average distance: sum of all the shortest paths between each pair of node divided by the
number of node pairs

•

Eccentricity: the inverse of the distance of the longest direct path between a given node and all
other nodes in the network.

•

Closeness: the inverse of the sum of all direct paths between a given node and all other nodes
in the network

•

Radiality: the sum of the shortest paths between a given node and all other nodes, normalized
to the network diameter, divided by the number of nodes - 1

•

Centroid value: a systematic counting of nodes that are closer (shorter distance) to one node
versus a second node

•

Stress: a count of the shortest paths in the network that pass through a given node

•

Betweenness: the number of shortest paths that pass through a specific node, relative to the
total number of shortest paths

1.4.2 Alternative analysis approaches
Other statistical methods, including principal component analysis (PCA), discriminant
analysis, and clustering analysis are commonly employed to simplify dynamic datasets. PCA
works best with datasets that contain a large number of variables by computing new descriptive
elements (principal components) based on the variability within the dataset. By generating these
principal components, the dimensions and the complexity of the dataset are significantly reduced.
Discriminant analysis is frequently used as a predictive method that is capable of classifying
observations into pre-established groups based on the mathematical fitting of measured responses,
while cluster analysis groups responses that are similar depending on the magnitude of the
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measured response. All of the mentioned analyses have proven to be reliable approaches in
properly managing large and complex datasets. Determining which method to use simply depends
on the desired outcomes, as well as the format of the data (e.g classification groups must be
provided for discriminant analysis).
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Chapter 2
Spatiotemporal phosphoprotein distribution and associated
cytokine response of a traumatic injury
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2. Spatiotemporal phosphoprotein distribution and associated cytokine response of a
traumatic injury1
Molecular mechanisms of wound healing have been extensively characterized, providing
a better understanding of the processes involved in wound repair and offering advances in
treatment methods. Both spatial and temporal investigations of injury biomarkers have helped to
pinpoint significant time points and locations during the recovery process, which may be vital in
managing the injury and making the appropriate diagnosis. This study addresses spatial and
temporal differences of phosphoproteins found in skeletal muscle tissue following a traumatic
femur fracture, which were further compared to co-localized cytokine responses. In particular,
several proteins (Akt, ERK, c-Jun, CREB, JNK, MEK1, and p38) and post-translational
phosphorylations (p-Akt, p-c-Jun, p-CREB, p-ERK1/2, p-MEK1, p-p38, p-GSK3a/b, p-HSP27, pp70S6K, and p-STAT3) associated with inflammation, new tissue formation, and remodeling were
found to exhibit significant spatial and temporal differences in response to the traumatic injury.
Quadratic discriminant analysis of all measured responses, including cytokine concentrations from
previously published findings, was used to classify temporal and spatial observations at high
predictive rates, further confirming that distinct spatiotemporal distributions for total protein,
phosphorylation signaling, and cytokine (IL-1a, IL-1ß, IL2, IL6, TNF-a, and MIP-1a) responses
exist. Finally, phosphoprotein measurements were found to be significantly correlated to cytokine
concentrations, suggesting coordinated intracellular and extracellular activity during crucial
periods of repair. This study represents a first attempt to monitor and assess integrated changes in
extracellular and intracellular signaling in response to a traumatic injury in muscle tissues, which

1 Parts of this chapter have been published previously from Han AA, Currie HN, Loos MS, Vrana JA, Fabyanic EB,
Prediger MS, et al. Spatiotemporal phosphoprotein distribution and associated cytokine response of a traumatic
injury. Cytokine. 2016;79:12-22. Reproduced with permission from Elsevier.
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may provide a framework for future research to improve both our understanding of wounds and
their treatment options.

2.1

Introduction
Wound healing in response to a traumatic injury is a highly complex process that is

regulated by a myriad of coordinated biological processes and mechanisms. Conserved responses
observed in wound repair have been classically characterized by three general stages:
inflammation, new tissue formation, and remodeling [1]. While each stage serves a specific
function and occurs at predictive time points, the healing process is described to transpire in
continuous interdependent cellular and molecular steps that have not yet been fully elucidated [2].
Impairment of central steps, influenced by the severity and management of the wound, may delay
repair or lead to additional detrimental risks, such as the development of non-viable tissue [3]. A
heightened understanding of innate wound healing mechanisms offers opportunities to enhance
medical treatments [4] and prevent further complications. Specifically, temporal and spatial
changes of injury biomarkers are areas that have yet to be fully elucidated, but present prospective
approaches to accelerate or aid in the recovery process. For example, progressive wound treatment
strategies, such as tissue engineering, can be improved through the elucidation of spatial molecular
patterns in injured tissue [5]. Additionally, standard techniques used to facilitate wound healing,
such as surgical debridement [6] can be further refined through a better understanding of the
spatiotemporal distribution of injury biomarkers. Determining the spatial aspect of repair may
potentially aid surgeons to better determine which tissue to debride, while the temporal aspect of
repair may help predict the outcome of injured tissue.
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Most molecular level tissue injury response studies have focused on the time course of
responses following injury, but the spatial aspect of molecular injury responses can also provide
valuable insight for the understanding and treatment of traumatic wounds [7]. Several studies have
reported various mechanistic features involved in healing: temporal and tissue dependent
distributions of protein expression [8], temporal response of growth factors [9] and chemokines
[10], and temporal and spatial responses of cytokines [11]. However, there has not yet been an
investigation evaluating spatial and temporal phosphoprotein responses following a traumatic
fracture injury. Protein phosphorylation is a fundamental and vital process centrally involved in
many cellular processes that are intimately involved in the response to traumatic injury, including
a role in the regulation of cell (and ultimately tissue) survival [12]. For instance, phosphorylation
activity is notably involved in initiating cellular signaling cascades that are vital to all three stages
of wound healing [13-15]. Thus, activation or deactivation of phosphoproteins, as well as
fluctuations in phosphorylation levels, may describe cell signaling activity in states of cellular
distress or different phases of recovery [16]. Examining phosphorylation changes under injured
conditions lends a depiction of the healing process from a signaling aspect that may further
advance the understanding and treatment of wounds.

Protein phosphorylation is a primary means by which extracellular signals, such as
cytokines, are integrated within target cells, allowing cells to respond in a regulated manner and
carry out the wound healing process. Phosphorylation levels observed in various severities of
injury, ranging from traumatic brain injury [17] to dermal chemical burns [18], have been shown
to exhibit distinct temporal response patterns. Certain phosphoproteins hold an especially central
role in cell growth and survival, such as those within the mitogen-activated protein kinase (MAPK)
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family. MAPK signaling is widely integrated in many processes responding to cellular distress.
For instance, the involvement of increased MAPK signaling is becoming progressively prominent
as a marker in many inflammatory diseases [19]. ERK1/2 [20], MEK [21], and JNK [22] are major
components in the MAPK signaling pathway that have been described to significantly experience
alterations during the repair process. Additionally, the coordination between MAPK pathway
phosphorylation mediated signaling and other regulatory elements, such as growth factors, has
been observed in cases of injury and wound healing [23].

In our previous research [11], we demonstrated a spatial cytokine distribution that exists
following a Gustilo III-B [24] leg fracture in rats. As a continuation of that study, we have
investigated the spatial and temporal intracellular phosphoprotein response in skeletal muscle
tissue following traumatic injury. This study is the first to address measurable spatial and temporal
differences of phosphoproteins found in muscle tissue following a traumatic injury severe enough
to cause a bone fracture. Total levels of proteins in the MAPK family, along with an additional
cohort of tightly associated downstream protein kinases, were measured in order to identify the
differential distribution in response to the injury. Phosphorylation levels of proteins were also
measured with an intention to further explore signaling activity during the recovery process.
Spatial and temporal differences of all measured responses were statistically identified using
ANOVA, and quadratic discriminant analysis was additionally used to classify temporal and
spatial observations. Phosphoprotein responses measured in this study were also found to be
related to previously published spatial and temporal cytokine responses [11]. Specifically,
correlation analysis was conducted using total protein, phosphorylation, and previously published
cytokine levels (measured from the same collected tissues) from Currie 2014, which for the first
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time allows a spatiotemporal examination of the coordinated relationship between cytokines and
phosphoprotein (i.e. extracellular and intracellular) responses post traumatic injury. Overall, this
research represents an alternative view of cellular response to a traumatic injury that offers an
enhanced understanding of the underlying mechanisms that are involved in both initial response
and repair.

2.2

Materials and methods

2.2.1 Animals
Adult male Sprague–Dawley rats were housed individually with a 12:12 light/dark cycle
with ad libitum access to standard rat chow and water. Four time points were studied with 3
replicates each (N = 3) for a total of 12 rats for the study. All procedures were performed under
the guidelines approved by the West Virginia University Animal Care and Use Committee.

2.2.2 Femur fracture
Buprenorphine SR was pre-operatively administered subcutaneously as an analgesic
providing 72 h pain relief. Rats were anesthetized intraperitoneally with Ketamine (80–90 mg/kg)
and Xylazine (10–15 mg/kg). This combination of analgesic and anesthetics has previously been
identified as the best combination for avoiding significant modulation of cytokine responses in a
rat model [25]. Analgesics and anesthetics were additionally injected into the scruff on the back of
the rat’s neck. After administration of anesthesia, all animals were subjected to a standardized
femur fracture on one leg using a custom designed tool in which a weight is dropped in a consistent
fashion onto the mid-shaft of the rat’s thigh [26]. This tool delivers a calculated force of 104.80
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Newtons, generating a reproducible femur fracture and associated soft tissue injury. An incision
was made to visualize the fracture to allow drilling of a hole into the proximal femur to allow a
0.045 in. Kirschner wire (K-wire) to be inserted down the intramedullary canal to fix the fracture.
The incision was closed starting with the fascia, followed by a stainless steel suture on the skin.
Rats were subcutaneously administered Yohimbine (2 mg/kg) post-operatively to reverse the
Xylazine and were closely observed during recovery for signs of distress.

2.2.3 Sample preparation
Three rats were sacrificed at each of 4 time points (0, 6, 24, and 168 h post-fracture). It is
crucial to understand that the t = 0 time point is not a true zero; instead, t = 0 represents the brief
elapsed period of time between the occurrence of the traumatic injury and the collection of tissue
samples. Rats were anesthetized intraperitoneally with Ketamine (80–90 mg/kg) and Xylazine
(10–15 mg/kg). One cc of Euthasol was then administered via intracardiac puncture. Skeletal
muscle tissue was harvested from the following three locations: at the site of the fracture, 1.0 ± 0.2
cm away from the site of fracture, and from the leg opposite to the fractured leg11. Samples were
immediately rinsed with ice cold phosphate buffered saline (PBS), snap frozen, and stored at -80
ºC. Protein extraction was achieved using methods adapted from Hulse et al [27]. Samples were
subsequently ground cryogenically and lyophilized. For analyses, 2–3 mg of lyophilized tissue
sample was thawed for 10 min at 4 ºC in cell lysis buffer (Bio-Rad, Hercules, CA) containing 20
mM phenylmethylsulfonyl fluoride (Sigma, St. Louis, MO). Thawed samples were then vortexed
for 1–3 s and homogenized with 3 rapid pulses using an ultrasonic dismembrator. Following an
additional 1–3 s of vortexing, samples were centrifuged at 5000g for 5 min at 4 ºC. The supernatant
was collected and total protein concentration was determined using the RCDC protein assay (Bio-
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Rad, Hercules, CA) according to the manufacturer’s instructions. Absorbance values were
determined using an Infinite M1000 plate reader (Tecan, Raleigh, NC).

2.2.4 Analyte measurement
Sample homogenates were diluted to a total protein concentration of 900 µg/ml with
sample diluent (Bio-Rad, Hercules, CA). The relative abundance of total protein was determined
using a Bio-plex kit containing polystyrene, nonmagnetic antibody coated beads specific for Akt,
c-Jun, CREB, ERK1/2, JNK, MEK1, and p38. Phosphoproteins were assayed using the Bio-plex
phosphoprotein kit containing polystyrene, non-magnetic antibody coated beads specific for the
following targets phosphorylated at the indicated amino acid residues: Akt (Ser472), c-Jun (Ser63),
CREB (Ser133), ERK1/2 (Thr202/Tyr204, Thr185/Tyr187), JNK (Thr183/Tyr185), MEK1
(Ser217/Ser221), p38 (Thr180/Tyr182), GSK-3α/ß (Ser21/Ser9), HSP27(Ser78), IκBα (Ser536),
p70S6K (Thr421/Ser424), and STAT3 (Tyr705). All beads were analyzed using the Bio-Plex 200
suspension array system, along with the Pro II Wash Station (Bio-Rad, Hercules, CA), according
to the manufacturer’s instructions. Cytokine concentrations from a previous study [11] were
measured with a Bio-Plex Pro multiplexed magnetic bead-based immunoassay reagent kit. All
beads were analyzed using the Bio-Plex 200 suspension array system, along with the Pro II Wash
Station (Bio-Rad, Hercules, CA), according to the manufacturer’s instructions.

2.2.5 Statistical analysis
Data were analyzed using Prism 5 (GraphPad, San Diego, CA) and SAS JMP (Carey, NC).
Protein and phosphoprotein abundances were compared to a blank subtracted intensity of the
relative fluorescence intensity (RFI) measured for each antibody-coated bead. Cytokine
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concentrations (pg/mL) were derived from five-parameter logistic regression standard curves
(Appendix A). Cytokine concentrations are expressed as nanogram of cytokine per gram of total
protein (ng/g). Two-way analysis of variance (ANOVA) with Bonferroni’s post-test was carried
out using Prism 5, which identified significant differences (p < 0.05) between each sampling
location and between time points. All measurements were performed in duplicate. Data are
expressed as the mean ± standard error of the mean (SEM).

Quadratic discriminant analysis was conducted to evaluate the combined capacity of the
protein, phosphoprotein, and cytokine responses [11] to predict the corresponding location and
time of the injury. Using SAS JMP, all measured responses were cast as covariates (Y) and either
location or time was assigned as the classification category (X); the Shrink Covariances option
was applied to account for the different covariance within the categories. This analysis included
36 observations (3 rats for each of the 3 locations and 4 time points) for 25 different covariates.
The mean of the covariates in a specific group was calculated, along with 95% confidence levels.
Finally, biplot rays were determined that indicate how each covariate fits into the canonical space,
with the direction signifying the degree of association within that space.

Significant

pairwise

correlations

(p

<

0.05)

between

cytokine

and

total

protein/phosphoprotein responses were determined using SAS JMP. This analysis investigated the
association of total protein levels and phosphorylation responses with cytokine production at each
time point and sample location. Data used for spatial correlation analysis consisted of values from
every time point (0, 6, 24, and 168 h), with a maximum N of 12. Data used for temporal analysis
included values from all sample locations (At fracture, 1-cm away, and uninjured leg), with a
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maximum N of 9. Outliers, or data points that were driving the correlation were identified and
eliminated using boundaries set by the interquartile range.

2.3

Results

2.3.1 Spatial and temporal total protein levels
Relative levels of total protein, regardless of the phosphorylation state (phosphorylated or
unphosphorylated) are presented in Figure 2.1 for 7 targets: Akt, c-Jun, CREB, ERK1/2, JNK,
MEK1, and p38. Immediately following injury (at hour 0), total Akt and ERK1/2 levels were
significantly higher (p < 0.05) in tissue taken from the uninjured leg in comparison to tissue at the
fracture site and to the tissue sampled 1-cm away from the fracture. No other proteins exhibited
significant differences among the three sample sites at hour 0. At 6 h post-fracture, expression of
only p38 was significantly different at the fracture site compared to the amount found in the
uninjured tissue. Spatial variances in p38 expression continued to persist at 24 h post-fracture,
when the level at the fracture site was significantly lower than levels found in both 1-cm away and
uninjured tissue samples. MEK1 was additionally observed to exhibit a spatial gradient 24 h after
injury, with significantly lower levels at the fracture site compared to tissue 1-cm away and in the
uninjured leg.

The highest number of significant differences in protein expression among different
sampling locations was observed 168 h post-fracture. Expression levels of Akt and ERK1/2 were
significantly higher at the site of injury in comparison to the uninjured leg, while c-Jun, CREB,
JNK, and p38 levels were all statistically higher at the site of fracture in comparison to both 1-cm
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away and uninjured tissue samples. It was noted that the spatial pattern observed at 168 h was
opposite the trend observed at the earlier time points, with protein expression levels being highest
at the site of fracture.

2.3.2 Spatial and temporal response of phosphorylated proteins
To further examine the contribution of the selected proteins, phosphorylation levels were
determined for the following targets: Akt, c-Jun, CREB, ERK1/2, JNK, MEK1, p38 (Figure 2.2).
In addition, phosphorylation responses of GSK-3α/ß, HSP27, IκBα, p70S6K, and STAT3 (Figure
2.3) were also measured. No statistically significant spatial differences for phosphorylated JNK or
IκBα were observed at any time point. At 0 hour post-fracture, phosphorylated levels of Akt, cJun, ERK1/2, GSK-3α/ß, HSP27, p70S6K, and STAT3 were significantly higher in tissue taken
from the uninjured leg compared to both tissue samples collected at the fracture site and 1-cm
away from the fracture. In contrast, CREB phosphorylation levels only differed between the
uninjured and 1-cm away site, while phosphorylation of MEK1 and p38 did not present any spatial
differences.

At the later time points, the number of phosphorylated proteins with significant spatial
differences decreased. Only Akt, GSK-3α/ß, and MEK1 displayed spatial gradients at 6 hours postfracture, with the lowest degree of phosphorylation at the site of fracture for Akt and GSK-3α/ß.
At 24 hours post-fracture, GSK-3α/ß continued to present spatial phosphorylation differences,
along with a newly present p38. Phosphorylation levels of both GSK-3α/ß and p38 were lowest at
the site of fracture during this time. The distribution of phosphorylated proteins at the final time
point (168 hours) deviated from the pattern observed at the earlier times. While most of the
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gradients revealed lower levels of phosphorylated protein at the fracture site at 0, 6, and 24 hours,
the levels of phosphorylated MEK1 and p70S6K were highest at the site of tissue injury at 168
hours post-fracture.

Figure 2.1. Total protein concentration measured across time and location in response to a
traumatic injury. Relative fluorescence intensity (RFI) associated with total protein concentrations
of the following proteins were assayed across four time points and three different locations
following the femur fracture: Akt, c-Jun, CREB, ERK1/2, JNK, MEK1, and p38. Statistically
significant differences (p < 0.05) in protein concentration between different locations are marked
with matching symbols (∗ or #). Error bars reflect ± standard error of the mean.
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Figure 2.2. Phosphorylation levels measured across time and location in response to a traumatic
injury. Levels of phosphorylated protein of Akt, c-Jun, CREB, ERK1/2, JNK, MEK1, and p38
were determined for each time point and location. Concentrations are expressed as relative
fluorescence intensity (RFI). Statistically significant differences (p < 0.05) in protein
concentration between different locations are marked with matching symbols (∗ or #). Error bars
reflect ± standard error of the mean.
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Figure 2.3. Phosphorylation levels measured across time and location in response to a traumatic
injury. Levels of phosphorylated protein of GSK-3α/ß, HSP27, IκBα, p70S6K, STAT3 were
determined for each time point and location. Concentrations are expressed as relative fluorescence
intensity (RFI). Statistically significant differences (p < 0.05) in protein concentration between
different locations are marked with matching symbols (∗ or #). Error bars reflect ± standard error
of the mean.

2.3.3 Spatial and temporal cytokine concentrations
Figure 2.4 shows an adapted figure from Currie, et al. demonstrating spatial and temporal
differences of cytokine responses following the same traumatic injury as described in this paper
[11]. Concentrations of the following cytokines were measured: IL-1α, IL-1ß, IL2, IL6, TNF-α,
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and MIP-1α. IL-2 was the sole cytokine with any spatial differences at t=0, but did not exhibit any
significant differences at the other time points. IL-1ß and IL6 displayed strong significant changes
in spatial response only at t=6, while IL-1α represented the single cytokine to express spatial
alterations at t=24. TNF-α, and MIP-1α did not exhibit any statistically significant spatial nor
temporal differences.

Figure 2.4 Cytokine levels measured across time and location in response to a traumatic injury.
Concentrations (ng/g) of IL-1α, IL-1ß, IL2, IL6, TNF-α, and MIP-1α were determined for each
time point and location. Statistically significant differences (p < 0.05) of cytokine concentration
between different locations at each time point are marked with matching symbols (∗, #, or %).
Error bars reflect ± standard error of the mean. Figure reprinted from Cytokine, 66, H.N. Currie,
M.S. Loos, J.A. Vrana, K. Dragan, J.W. Boyd, Spatial cytokine distribution following traumatic
injury, 112–118, Copyright 2014, with permission from Elsevier.
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2.3.4 Quadratic discriminant analysis used to predict location and time of injury
Quadratic discriminant analysis was performed using all measured responses: total protein
concentration (Akt, c-Jun, CREB, ERK1/2, JNK, MEK1, p38), phosphorylation levels (p-Akt, pc-Jun, p-CREB, p-ERK1/2, p-JNK, p-MEK1, p-p38, p-GSK-3α/ß, p-HSP27, p-IκBα, p-p70S6K,
and p-STAT3), and cytokine concentrations determined in a previous study (IL-1α, IL-1ß, IL2,
IL6, TNF-α, and MIP-1α) [11]. This analysis classified the combined observed responses into predetermined groups (location or time) by plotting each collective observation against two canonical
coordinates. In Figures 2.5 and 2.6, the location and time of injury were predicted based on the
responses associated with each sample, respectively. In total, discriminant analysis misclassified
only 10 observations out of 36 for location predictions and none for time predictions: 4
observations that were derived from samples taken from at the site of injury were predicted as
belonging to the 1-cm away group and 6 observations that were associated with samples from the
other uninjured leg were incorrectly grouped in the 1-cm away group.
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Figure 2.5. Canonical scores plot for the identification of the location of injury. Canonical scores
for each covariate calculated by quadratic discriminant analysis are plotted. The different locations
of injury, at the site (red circles), 1-cm away (green triangles), and on the other uninjured leg (blue
squares), were identified. The + signifies the mean of the covariates in each group. The ellipses
represent a 95% confidence level and the biplot rays describe the degree of association of a certain
covariate with the canonical variables.
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Figure 2.6. Canonical scores plot for the identification of the time of injury. Canonical scores for
each covariate calculated by quadratic discriminant analysis are plotted. The different times of
injury, 0 (blue squares), 6 (green triangles), 24 (purple X’s) and 168 (red circles) h were identified.
The + signifies the mean of the covariates in each group. The ellipses represent a 95% confidence
level and the biplot rays describe the degree of association of a certain covariate with the canonical
variables.
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2.3.5 Correlation between cytokine and phosphoprotein response
The results of the correlation analysis between protein and phosphorylation responses in
this study (Akt, c-Jun, CREB, ERK1/2, JNK, MEK1, p38, GSK-3α/ß, HSP27, IκBα, p70S6K, and
STAT3) and cytokine responses from a previous study (IL-1α, IL-1ß, IL2, IL6, TNF-α, and MIP1α) [11] are presented in Tables 2.1 – 2.4. The responses were compared across the three locations
and at each of the four time points. It is important to note that these correlations are possible
because the tissue samples are from the same animals, locations, and time points as described in
Currie, 2014. Significant spatial correlations (Table 2.1 and 2.2) identified certain cytokines and
phosphoproteins that responded similarly at particular locations. At the site of the fracture, MIP1α was a noted contributor with negative correlations to four proteins (CREB, MEK, c-Jun, and
Akt) and phosphorylation responses of five phosphoproteins (Akt, p70S6K, GSK-3α/ß, MEK1,
and ERK1/2). Although there were no statistically significant spatial nor temporal differences for
MIP-1α, a general decrease in concentration can be seen with increasing time. Moving 1-cm away
from the site of injury, IL2 and IL-1ß joined MIP-1α in being negatively correlated to a larger
collection of proteins and phosphoproteins with the exception of two positive correlations between
IL2/IκBα and IL-1ß/STAT3 (Table 2.2). More positive correlations were identified in the sample
from the uninjured leg: MEK1 levels were negatively correlated to cytokines IL6 and IL2
measured in the uninjured leg, while Akt levels were positively correlated to one cytokine (IL-1α).
All positive correlations between phosphorylation and cytokine responses (IL2/STAT3, IL2/JNK,
TNF-α/ERK1/2, TNF-α/p70S6K) were also found in the uninjured leg.
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Table 2.1. Results of spatial cytokine-total protein response correlation

analysis. Pearson correlation coefficients (r) and significance values (p) for
associated cytokines and total protein levels across all sampling locations are
listed. N = 12 and any outliers driving correlations were identified and
removed.

Cytokine

Total Protein

Correlation (r)

p

At Fracture
MIP-1α
MIP-1α
MIP-1α
MIP-1α
IL2
TNF-α
IL-1α
IL-1α
IL-1β

CREB
MEK1
c-Jun
Akt
MEK1
MEK1
MEK1
JNK
ERK1/2

-0.7570
-0.7740
-0.7447
-0.6485
-0.7521
-0.7728
-0.6630
-0.6302
-0.6498

0.0112
0.0086
0.0135
0.0425
0.0121
0.0088
0.0367
0.0377
0.0420

1-cm Away
MIP-1α
MIP-1α
IL2
IL2

CREB
p38
CREB
Akt

-0.7023
-0.5849
-0.7846
-0.5873

0.0109
0.0458
0.0025
0.0447

Uninjured Leg
IL6
IL2
IL-1α

MEK1
MEK1
Akt

-0.7139
-0.5944
0.6174

0.0091
0.0415
0.0430
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Table 2.2. Results of spatial cytokine-phosphorylated protein response

correlation analysis. Pearson correlation coefficients (r) and significance
values (p) for associated cytokines and phosphorylation responses across
all sampling locations are listed. N = 12 and any outliers driving
correlations were identified and removed.

Cytokine
At Fracture
MIP-1α
MIP-1α
MIP-1α
MIP-1α
MIP-1α

Phosphoprotein

Correlation (r)

P

p-Akt
p-p70S6
p-GSK-3α/ß
p-MEK1
p-ERK1/2

-0.8639
-0.8297
-0.8161
-0.6863
-0.6515

0.0013
0.0016
0.0022
0.0197
0.0299

1-cm Away
MIP-1α
MIP-1α
IL2
IL2
IL2
IL2
IL-1β

p-Akt
p-GSK-3α/ß
p-p70S6
p-Akt
p-IκBα
p-GSK-3α/ß
p-STAT3

-0.6449
-0.5807
-0.7543
-0.7547
0.6273
-0.5913
0.7341

0.0321
0.0477
0.0046
0.0073
0.0388
0.0429
0.0066

Uninjured Leg
IL2
IL2
TNFα
TNFα

p-STAT3
p-JNK
p-ERK1/2
p-p70S6

0.6633
0.6416
0.8460
0.7598

0.0261
0.0333
0.0005
0.0041
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Table 2.3. Results of temporal cytokine-total protein response correlation
analysis. Pearson correlation coefficients (r) and significance values (p) for
associated cytokines and total protein levels across all time points are
listed. N = 9 and any outliers driving correlations were identified and removed.

Cytokine
T=0
IL6
IL6
IL6
IL-1α
TNFα
IL2
IL2
MIP-1α

Total Protein

Correlation (r)

P

p38
c-Jun
MEK1
c-Jun
p38
p38
MEK1
c-Jun

-0.7923
-0.8543
-0.6888
-0.8885
-0.7761
-0.7291
-0.7252
-0.8098

0.0109
0.0144
0.0402
0.0075
0.0139
0.0258
0.0270
0.0273

T=6
IL6
IL6
IL6
IL-1β
IL-1β
IL-1β

p38
ERK1/2
JNK
p38
JNK
ERK1/2

-0.8690
-0.8733
-0.8410
-0.8507
-0.8225
-0.8865

0.0024
0.0046
0.0089
0.0036
0.0122
0.0033

T=24

No Correlations

T=168

No Correlations
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Table 2.4. Results of temporal cytokine-phosphorylated protein response

correlation analysis. Pearson correlation coefficients (r) and significance values
(p) for associated cytokines and phosphorylation responses across all time points
are listed. N = 9 and any outliers driving correlations were identified and
removed.

Cytokine
T=0
IL-1α
IL-1α
IL6
IL2
IL2

Phosphoprotein

Correlation (r)

P

p-GSK-3α/ß
p-p70S6
p-CREB
p-CREB
p-MEK1

-0.7709
-0.7538
0.7121
0.6966
0.6834

0.0251
0.0308
0.0314
0.0371
0.0424

T=6
IL-1α
IL-1β
MIP-1α

p-c-Jun
p-JNK
p-Akt

0.8207
0.7943
-0.7101

0.0125
0.0186
0.0484

T=24
IL6
IL6
IL-1β

p-HSP27
p-CREB
p-HSP27

0.9184
0.7892
0.8060

0.0035
0.0349
0.0286

T=168

No Correlations

53

Temporal correlation analysis between total protein and cytokine levels (Table 2.3)
identified eight significant pairs at 0 hours post fracture (IL6/p38, IL6/c-Jun, IL6/MEK1, IL-1α/cJun, TNF-α/p38, IL2/p38, IL2/MEK1, and MIP-1α/c-Jun), six pairs at 6 hours post fracture
(IL6/p38, IL6/ERK1/2, IL6/JNK, IL-1ß/p38, IL-1ß/JNK, and IL-1ß/ERK1/2), and no correlations
at 24 and 168 hours post fracture. Temporal correlation analysis between cytokine and
phosphoprotein responses (Table 2.4) determined five pairwise correlations at 0 hours postfracture (IL-1α/GSK-3α/ß, IL-1α/p70S6K, IL6/CREB, IL2/CREB, and IL2/MEK1), three
correlations at 6 hours (IL-1α/c-Jun, IL-1ß/JNK, and MIP-1α/Akt), three correlations at 24 hours
(IL6/HSP27, IL6/CREB, and IL-1ß/HSP27), and zero correlations at 168 hours. All correlations
between protein and cytokine levels were negative, while a mixture of positive and negative
correlations was identified for phosphorylation and cytokine responses.

2.4

Discussion
Spatial and temporal differences in phosphorylation mediated signaling in response to a

traumatic injury is still an unfamiliar area within the field of wound healing mechanisms. Injury
and repair biomarkers, including cytokines, neutrophils, leukocytes, and growth factors are some
of the more characterized aspects, but piecing all of the components together is a necessity to
improve our understanding of the wound healing process. This study provides a depiction of the
intracellular signaling that occurs as a result of a reproducible leg fracture model, in an effort to
deliver an enhanced understanding of the healing process and treatment options. Defining location
and time dependent differences in phosphoprotein response, along with identifying associations
with cytokine production, was the focus of this investigation.
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Measurement of the total protein levels (phosphorylated and unphosphorylated) identified
several proteins with a suggested significance at certain time points and locations (Figure 2.1). In
particular, a differential distribution of Akt and ERK protein expression at the different sampling
locations was observed. Akt and ERK1/2 pathways are notably recognized as key contributors of
cell growth and survival [28, 29] and the data in this study demonstrated that they become more
active, through increased expression, during the later stages in the healing process when new tissue
formation and remodeling is likely to occur. Other proteins (c-Jun, CREB, JNK, MEK1, and p38)
also exhibited significant spatial differences at later time points. In agreement with previous
studies, MAPK signaling pathways involving ERK1/2, MEK1, and JNK have been reported to
respond to injuries induced in skeletal muscles [30].

While assessing protein expression can offer substantial insight into the healing mechanism,
it is necessary to evaluate the associated post-translational activity since alterations in protein
abundance are not as immediate as phosphorylation processes. All of the measured total proteins
were evaluated for phosphorylation responses, and in an effort to investigate a larger collection of
phosphorylation changes, GSK-3α/ß, HSP27, IκBα, p70S6K, and STAT3 were also monitored
(Figures 2.2 and 2.3). Similar to the response of total protein expression, the results indicate that
protein phosphorylation at early time points (0 and 6 hours post injury) is generally decreased at
the fracture site and surrounding regions, as there were no instances where phosphorylated protein
levels were lower in the uninjured tissue. This decrease in phosphorylation may be due to a
combination of increased apoptosis [31], decreased cellular regulation over kinase activity [32],
injury induced hypoxia [33] and, in contrast, hyperoxia [34], or ATP availability [35]. For proteins
that experienced increases in phosphorylation at or near the site of fracture, this typically occurred
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at the later time points, suggesting prominent roles for these proteins in the later stages of
mediating repair. It is important to note that a decreased level in phosphorylation does not
necessarily equate to a decrease in activity of that protein. For instance, a decrease in Ser-21/9
phosphorylation on GSK-3α/ß corresponds to an increase in GSK-3α/ß activity [36]. Two of the
measured phosphoproteins, JNK and IκBα, did not exhibit temporal or spatial differences in
phosphorylation, but this is only true at the specific time points selected in this study.

In order to begin to understand the integrated cellular response to traumatic injury and
follow-on wound healing, it is also useful to examine the relationships and coordinated efforts of
related proteins. For example, p70S6K is implicated as a downstream target of the Akt/mammalian
target of rapamycin (mTOR) signaling pathway following its activation during muscle remodeling
[37]. The Akt signaling pathway is also known to promote protein synthesis to increase muscle
mass through the activation of p70S6K [38]. In agreement with these previous studies, this work
shows that at the last time point measured (168 hours post-fracture), at the site of fracture, the
phosphorylation levels of Akt had increased and returned to comparable levels as found in the
uninjured leg. At the same time, phosphorylation levels of p70S6K were also significantly
amplified at the site of fracture, indicating the increased phosphorylation levels of both proteins
may signify crucial times of muscle repair. GSK-3α/ß, another downstream target of the Akt
signaling pathway, is known to be an extremely important mediator of muscle tissue plasticity,
and has been observed to increase in activity in skeletal muscle resulted from burn injuries [39].
Akt inhibits GSK-3α/ß activity directly by phosphorylating Ser-21 and Ser-9 on the α and ß
isoforms, respectively [40]. At the 0 time point, Akt protein expression and phosphorylation along
with GSK-3α/ß phosphorylation seemed to be in accord, with significantly lower levels at the
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fracture site in comparison to the uninjured leg. These results suggest GSK-3α/ß phosphorylation
is associated with Akt during early periods after the fracture.

One of the most well characterized aspects of the response to traumatic injury is the
regulatory role of cytokines. Cytokine production has been shown to reflect the degree of tissue
trauma, and temporal changes in cytokine concentrations have been shown to correlate with
adverse early post-trauma implications such as acute respiratory distress syndrome (ARDS) [41],
multiple organ failure (MOF) [42], and mortality [43]. In previous studies, correlations between
repair biomarkers and phosphoprotein responses have been identified. For instance, the degree of
GSK-3α/ß phosphorylation is reported to be strongly correlated to levels of β-catenin protein, a
crucial regulator of wound healing [44]. p38 is also known to respond to cytokines and various
types of stress [45] and has been shown to increase dramatically in injured human muscle [46]. In
the context of wound healing, cytokine expression and phosphorylation levels of associated
proteins have been linked together [47], implicating the importance of integrated extracellular and
intracellular signaling during crucial periods of repair. Cytokine responses (Figure 2.4) from
previous research also exhibited a spatiotemporal distribution as a result of the same traumatic
injury. In this study, discriminant analysis was conducted using protein, phosphorylation, and
cytokine levels in order to evaluate all three responses, collectively, for all locations and time
points. Correlation analysis was also performed to investigate the pairwise spatiotemporal
relationships among total protein, phosphoproteins, and cytokines.

Discriminant analysis has previously been demonstrated to successfully predict adverse
outcomes, such as ligament injuries [48], cardiotoxicity [49], and asphyxia [50]. Instead of
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predicting adverse outcomes, the observed responses reported in this study were used to
distinguish between different locations and times of injury [Figures 2.5 and 2.6]. Classification of
the observations based on time yielded a prediction rate of 100%, while classification based on
location yielded a prediction rate of about 72%, incorrectly placing 10 out of 36 observations into
the wrong groups. The misclassified observations only occurred for location predictions: 4
observations from the site of injury group were predicted as belonging to the 1-cm away group
and 6 observations from other uninjured leg group were incorrectly grouped in the 1-cm away
group. These misclassifications were not unexpected because although the 1-cm away samples are
technically uninjured tissue, the surrounding area near the site of injury still experienced indirect
impacts (i.e. inflammation) from the traumatic injury. These results indicate that there is a strong
temporal and spatial distinction in tissue response following a traumatic injury that can be observed
with both intracellular (total protein, phosphorylation) and extracellular (cytokine) responses,
further confirming that a distinct spatiotemporal gradient for all three responses exist. The
promising predictive rates also suggest a coordinated effort of proteins, phosphorylation signaling,
and cytokine regulation in response to the injury since each observation (data point in the canonical
plot) integrated all measurements of the dataset.

Finally, significant correlated pairings of phosphoprotein and cytokine responses were
discerned (Tables 2.1-2.4) in order to monitor how associated pairs may be altered over time and
location. As a primary marker of injury, cytokines may be critical for initiating certain processes,
such as protein expression or phosphorylation, especially in cases of traumatic tissue injury. The
absence and/or development of correlations may be indicative of the progression of the healing
process, or lack thereof. For instance, all correlations between total protein and cytokines were
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negative at the two early time points, suggesting some form of ordered regulation. After 6 hours,
zero correlations were observed, indicating a drastic change in cytokine production, protein
expression, or both. While these results offer a glimpse of the tightly coordinated signaling efforts
at distinct phases of repair, we believe that a more comprehensive modeling effort of
spatiotemporal responses should be undertaken in order to improve our understanding of this
fundamental process.

2.5

Conclusions
The vast majority of studies investigating the specific roles of proteins under injurious

inflammatory inducing conditions are performed in vitro, typically focusing on the up or down
regulation of a few select proteins. The results presented here are unique in that they reflect the
entire tissue response to trauma. Overall, the data indicate that there are observable significant
spatial differences in the levels of phosphorylated proteins following a traumatic injury. This is
the first study to analyze the levels of phosphorylated proteins in tissue samples at different
distances from a traumatic injury. It provides evidence that monitoring phosphoproteins could
potentially be used to spatially assess the state of injured tissue. Additionally, exploring the
integration of phosphoprotein and cytokine signaling roles under conditions of distress offers
insight into the healing mechanism. This information may potentially be helpful in adapting or
refining wound treatment procedures, such as the debridement of non-viable tissue, in order to
prevent additional adverse outcomes resulting from possible treatment complications.
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Chapter 3
Using network centrality parameter analysis to investigate intraand extracellular signaling responses of a traumatic injury
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3. Using network centrality parameter analysis to investigate intra- and extracellular
signaling responses of a traumatic injury
Investigations of cellular responses involved in injury and repair processes have generated
valuable information contributing to the advancement of wound healing and treatments. Intra- and
extracellular regulators of healing mechanisms, such as cytokines, signaling proteins, and growth
factors, have been described to possess significant roles in facilitating optimal recovery. This study
explored a collection of 30 spatiotemporal responses comprised of cytokines, proteins,
phosphorylated proteins, and Caspase-3, measured in skeletal muscle tissue following a traumatic
injury. To optimize the analysis of context specific data sets, a network centrality parameter
approach was used to assess the impact of each response in relation to all other measured responses.
This approach identified proteins that were substantially amplified and potentially central in the
wound healing network by evaluation of their corresponding centrality parameter, radiality.
Network analysis allowed us to distinguish the progression of healing that occurred at certain time
points and regions of injury. Notably, inflammation and new tissue formation was proposed to
occur by 168 h post-injury, while tissue 1-cm away from the site of injury that experienced minor
injury appeared to exhibit signs of new tissue formation as early as 24 h post-injury. In particular,
hallmarks of inflammation, cytokines IL-1ß, IL-6, and IL-2 appear to have a pronounced impact
at earlier time points (0-24 h post-injury), while intracellular proteins involved in cell proliferation,
differentiation, or proteolysis (c-Jun, CREB, JNK, p38, p-c-Jun; p-MEK1, p-p38, p-STAT3) are
more significant at later times (24-168 h). Overall, this study demonstrates the feasibility of a
network analysis approach to extract significant information and also offers a spatiotemporal
visualization of the intra- and extracellular signaling responses that regulate healing mechanisms.
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3.1 Introduction
The elucidation of molecular and signaling responses involved in traumatic injuries has
gained considerable interest for potential treatments that may enhance the healing process.
Previous studies have investigated the roles of cytokines, chemokines, growth factors [1], or
signaling proteins [2] involved in the characteristic stages of wound repair: hemostasis,
inflammation, tissue formation, and remodeling [3]. However, certain factors can influence the
measured responses, such as varying classes and severities of injuries (e.g. fractures, minor cuts)
and different tissue types (e.g. cutaneous tissue, bone, or myofibroblasts), which all appear to have
distinct repair mechanisms [4]. Additionally, the elapsed time since the occurrence of the injury,
as well as the spatial distribution of the zones of injury, may affect the measured response [5]. An
increasing collection of intra- and extracellular regulators continues to emerge as prospective
contributors of healing, allowing researchers to examine signaling pathways [6-7] or networks [8]
involved in repair mechanisms. However, as the number of injury biomarkers grows, it can become
difficult to interpret large datasets and translate the results into information useful to practitioners
and researchers.

Complex datasets, particularly those describing biological responses, may benefit from a
data-driven mathematical modelling or a network analysis approach [9]. Leading bioinformatic
software specializing in network analysis include Ingenuity Pathway Analysis (IPA), Cytoscape,
and Pathway Studio, to name a few. These software programs allow for the construction of
molecular networks and signaling pathways, or the identification of involved molecular functions
and even disease states using experimental data [10]. Network analyses of biochemical responses
are best recognized as tools to evaluate protein-protein interactions, construct signal transduction
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pathways, or elucidate metabolic patterns in order to better understand how entire systems respond
when perturbed by detrimental events [11]. Network analytics, such as centrality parameters, can
also be informative in sorting through and dissecting large datasets. Centrality parameters describe
how central one node (measured response) is, relative to all other nodes in the system. This method
of analysis allows for an unbiased comparison of all observations regardless of biological
hierarchal assignments (e.g. extracellular cytokines and intracellular phosphorylated proteins).
Node centrality has been used to examine biological networks, such as protein-protein interactions
resulting from chronic diseases [12] or phosphorylation responses elicited by toxic exposures [13].
In these studies, centrality parameters were used to identify biological components that were
highly impactful, relative to all other measured responses in the network. A node with a high
centrality can be interpreted as having a greater degree of likeness to all other nodes, while a node
with a low centrality can be construed as having a more peripheral position in the network
(behaving differently from all other nodes in the group) [14].

In this study, 30 intra and extracellular responses were measured in skeletal muscle tissue
following a traumatic injury, in an effort to expand our understanding of the spatial and temporal
signaling changes that occur during wound healing. Cytokine, total protein, phosphorylated protein,
and Caspase-3 levels were observed at varying time points (0, 6, 24, 168 h post injury) and
locations of injury (at the site of injury, 1-cm away). Eight different networks were constructed for
each spatiotemporal condition (e.g. At the site of injury, 0 h) and the centrality parameter, radiality,
was obtained for each node. Relative radiality values identified nodes that had particularly
distinctive responses, potentially holding a prominent role in driving the mechanisms of wound
healing. The dataset was also examined with IPA to provide a comparison between a recognized
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software application, often used for analyzing and integrating large biological datasets, and the
proposed method.

3.2

Materials and methods

3.2.1 Data description
Intra and extracellular biomolecule concentrations were measured after a severe fracture at
the site of the injury, 1-cm away, and in the uninjured leg of adult male Sprague-Dawley rats (as
described in Chapter 2, Currie, et al. [5], and Han, et al. [15]. In addition to examining the spatial
differences of the injury, molecular responses were also measured at 0 h, 6 h, 24 h, and 168 h postinjury. A total of 30 targets were selected, including nine proteins, 14 phosphoproteins, six
cytokines, and one protease (listed in Table 3.1). Briefly, the relative abundance of total protein
and phosphoprotein were measured with a Bio-plex kit containing polystyrene, non-magnetic
antibody coated beads. Cytokine responses were measured with a Bio-Plex Pro multiplexed
magnetic bead-based immunoassay reagent kit and Caspase-3 activity was measured with a
fluorescence assay kit from Cayman Chemical (Item No. 10009135). All procedures were
reviewed and approved by the West Virginia University Animal Care and Use Committee.

3.2.2 Data processing
Data were analyzed using Prism 5 (GraphPad, San Diego, CA), and SAS JMP Pro 12.0.1
(Carey, NC). Total protein, phosphoprotein, cytokine, and Caspase-3 abundances measured in
muscle tissue at the site of fracture and 1-cm away from the site were normalized to levels found
in tissue collected from the uninjured leg. Normalizing to the uninjured leg served as a systemic
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control, accounting for any responses that were not directly involved in the response to the local
injury. Additionally, normalization accounted for any discrepancies brought on by the differences
in measurement units (e.g. large RFU signals of phosphorylation levels vs. ng/g of cytokine
response) in the calculation of radiality.

3.2.3 Network evaluation with Ingenuity Pathway Analysis
The relative responses were also investigated with QIAGEN’s Ingenuity® Pathway
Analysis (IPA®, QIAGEN Redwood City). The 30 nodes were split into two groups to allow for
analysis: one group consisted of total protein, cytokine, and Caspase-3 responses, and the second
group included only relative phosphorylated protein responses. Proposed signaling networks for
all time-points (0, 6, 24, 168 h) and locations (at fracture, 1-cm away) of injury were generated.
All networks are comprised of nodes from the experimental dataset, as well as other projected
nodes likely to be involved in the network, based on the Ingenuity Knowledge Base. Up- and
downregulated responses are represented by red and green color coding, respectively. IPA
additionally reported potential molecular and cellular functions describing the network, along with
the corresponding scores (negative p-value of Fisher’s exact test). The Fisher’s exact test (p-value)
describes the probability that the associations between the experimental nodes and molecular
networks are due to random chance.
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Table 3.1.
Intra and Extracellular biomolecules measured after traumatic injury
Target
Akt
c-Jun
CREB
ERK1/2
Protein
JNK
MEK1
p38
p53
p90RSK
p-Akt (Ser473)
p-c-Jun (Ser63)
p-CREB (Ser133)
p-ERK1/2 (Thr202/Tyr204, Thr185/Tyr187)
p-GSK-3α/ß (Ser21/Ser9)
p-HSP27 (Ser78)
Phosphorylated protein
p-IκBα (Ser536)
(site)
p-JNK (Thr183/Tyr185)
p-MEK1 (Ser217/Ser221)
p-p38 (Thr180/Tyr182)
p-p70S6K (Thr421/Ser424)
p-p90RSK (Ser380)
p-STAT2 (Tyr689)
p-STAT3 (Tyr705)
IL-1α
IL-1ß
IL-2
Cytokine
IL-6
TNF-α
MIP-1α
Protease
Caspase-3
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3.2.4 Network centrality parameter analysis
Using SAS JMP, Euclidean distances between each pair of normalized observation (total
protein, phosphoprotein, cytokine, Caspase-3) were determined for all time points and locations
of injury (e. g. Time = 0 h/At the site of fracture). Euclidean distance is defined as:

𝐸(𝜐, 𝜔) = √∑𝑛𝑖=1((𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝜐𝑖 ) − (𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝜔𝑖 ))2

(1)

where υ and ω represent the 2 responses for which the distance between is being calculated,
and n signifies the replicate number.

To construct a spatiotemporal network of the measured responses to the injury, Euclidean
distances between each pair of normalized observation (node) were used to calculate the node
centrality parameter, radiality:

Radiality -

𝐶

∑
(∆𝐺+1−𝑑𝑖𝑠𝑡(𝜐,𝜔))
𝑟𝑎𝑑(𝜐) = 𝜔∈𝑁
𝑛−1

(2)

where ΔG represents the network (N) diameter (longest path length connecting any 2
nodes), dist(υ,ω) is defined as the shortest path between two nodes (υ,ω), and n is the number of
nodes in the network. Briefly, radiality describes how close (high values) or distant (low values)
in proximity one node is from all of the other nodes in the network. High radiality values will result
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if the distances are short, while low values will be produced by long distances. Radiality values
were normalized to the average radiality for all proteins in the network, indicating that proteins
with relative values higher than 1 are more central than average, and proteins with relative values
lower than 1 are less central than average. A threshold of the average radiality ± the standard
deviation was set to identify nodes with significant radiality outcomes.

3.3

Results

3.3.1 Relative spatial and temporal cytokine response
Responses of the following six cytokines were normalized to levels detected in the
uninjured leg: IL-6, IL-1ß, IL-2, TNF-α, IL-1α, and MIP-1α (Figure 3.1). IL-6 and IL-1ß levels
were highest at 6 h in tissue from the site of fracture, with a significantly higher (p < 0.05) response
at the site of fracture compared to samples acquired from 1-cm away. Tissue located 1-cm away
experienced a considerable increase in IL-2 concentration at 24 h post fracture, while MIP-1α
concentrations at the site of fracture slightly decreased 24 h following the injury. IL-1α and TNFα did not exhibit any statistically significant spatial nor temporal differences.

3.3.2 Relative spatial and temporal protein response
Total protein concentrations were normalized to levels measured in the uninjured tissue for
the following 9 targets: c-Jun, CREB, p38, ERK1/2, JNK, Akt, MEK1, p53, and p90RSK (Figure
3.2). The relative protein levels of c-Jun, CREB, p38, ERK1/2, JNK, and Akt at the site of the
fracture - 168 h post fracture were significantly (p < 0.05) increased, compared to responses
measured at 0, 6 and 24 h. These protein levels were also significantly higher at the site of injury
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than in the uninjured leg (>1) at 168 h. There were no significant temporal or spatial differences
for those 6 proteins at the three earlier times (0, 6, and 24 h). In tissue 1-cm away from the fracture,
only JNK and p38 responses were statistically increased at 168 h, in comparison to levels found at
0, 6, and 24 h. Furthermore, JNK and p38 levels at time point 168 h were significantly higher in
tissue 1-cm away from the fractured location when compared to tissue from the uninjured leg.
Notable spatial differences of c-Jun and CREB responses were also observed between the two
regions of injury, with significantly higher levels measured at the site of fracture for both proteins.
Additionally, MEK1 protein concentration at the site of fracture decreased considerably at 24 h
(statistically different from MEK1 response in uninjured tissue). There were no spatial nor
temporal differences for p53 and p90RSK and all measurements were statistically comparable to
levels measured in the uninjured tissue.
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Figure 3.1. Relative cytokine levels measured across time and injury location in muscle tissue
resulting from a femur fracture. Relative cytokine response (normalized to levels measured in
uninjured leg) were observed across four time points and different regions of injury following the
femur fracture: IL-1α, IL-1ß, IL-2, IL-6, TNF-α, and MIP-1α. Statistically significant (p < 0.05)
differences were determined by 2-way ANOVA with a Bonferroni post-test. Temporal differences
are notated with brackets pairing certain time points when substantial alterations in protein
response were observed. Statistically significant spatial differences are marked with a matching
symbol (*). Responses at the different regions of injury (at the site of fracture and 1-cm away) that
were significantly higher (>1) or lower (<1) than levels found in the uninjured leg are indicated
with the + symbol. Error bars reflect ± standard error of the mean.
76

Figure 3.2. Relative protein response measured across time and injury location in muscle tissue
resulting from a femur fracture. Relative response (normalized to levels measured in uninjured leg)
associated with total protein concentrations of the following proteins were observed across four
time points and different regions of injury following the femur fracture: Akt, c-Jun, CREB,
ERK1/2, JNK, MEK1, p38, p53, and p90RSK. Statistically significant (p < 0.05) differences were
determined by 2-way ANOVA with a Bonferroni post-test. Temporal differences are notated with
brackets pairing certain time points when substantial alterations in protein response were observed.
Statistically significant spatial differences are marked with a matching symbol (*). Responses at
the different regions of injury (at the site of fracture and 1-cm away) that were significantly higher
(>1) or lower (<1) than levels found in the uninjured leg are indicated with the + symbol. Error
bars reflect ± standard error of the mean.
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3.3.3 Relative spatial and temporal response of phosphorylated proteins
To further examine the impact of the observed proteins (c-Jun, CREB, p38, ERK1/2, JNK,
Akt, MEK1, p53, and p90RSK), associated phosphorylation levels were also measured.
Phosphoprotein responses of 6 additional targets were added as well: STAT3, p70S6K, STAT2,
HSP27, IκBα, GSK-3α/ß (Figures 3.3 and 3.4). At the site of fracture, spatiotemporal variations in
the phosphorylation of STAT3, c-Jun, p70S6K, and Akt were observed: significantly (p < 0.05)
increased responses at 24 h for STAT3, increased response at 168 h for c-Jun and p70S6K, and
decreased response at 6 h and 24 h for Akt. In tissue 1-cm away from the fracture, phosphorylation
on MEK1, STAT3, ERK1/2, p38, p70S6K, CREB and GSK-3α/ß proteins displayed significant
changes over time. Significantly elevated responses at 24 h were measured for MEK1, STAT3,
ERK1/2, p70S6K, CREB, and at 168 h for p38. A reduction in GSK-3α/ß phosphorylation
occurred at 0 h and increased to comparable levels found in the uninjured leg at the later time
points for 1-cm away.

Considerable spatial differences were also observed between the site of fracture and 1-cm
away for MEK1, c-Jun, and p70S6K: phosphorylation responses in tissue at the site of fracture
were significantly higher for c-Jun and p70S6K at 168 h, while the response was higher in 1-cm
away tissue at 24 h for MEK1. Although there were no significant differences over time or between
the two sampling locations for the phosphorylation of JNK and STAT2, there was a slight increase
in response at 6 h at the site of fracture, where the response was higher than levels detected in the
uninjured leg (relative response is >1). Phosphorylation of HSP27, IκBα, and p90RSK remained
constant over time for the two regions associated with the injury, and were not significantly
different than responses observed in the uninjured leg.
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Figure 3.3. Relative phosphorylation response measured across time and injury location in muscle
tissue resulting from a femur fracture. Relative phosphorylation response (normalized to levels
measured in uninjured leg) of the following proteins were observed across four time points and
different regions of injury following the femur fracture: Akt, c-Jun, CREB, ERK1/2, GSK-3α/ß,
HSP27, IκBα. Statistically significant (p < 0.05) differences were determined by 2-way ANOVA
with a Bonferroni post-test. Temporal differences are notated with brackets pairing certain time
points when substantial alterations in protein response were observed. Statistically significant
spatial differences are marked with a matching symbol (*). Responses at the different regions of
injury (at the site of fracture and 1-cm away) that were significantly higher (>1) or lower (<1) than
levels found in the uninjured leg are indicated with the + symbol. Error bars reflect ± standard
error of the mean.
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Figure 3.4. Relative phosphorylation response measured across time and injury location in muscle
tissue resulting from a femur fracture. Relative phosphorylation response (normalized to levels
measured in uninjured leg) of the following proteins were observed across four time points and
different regions of injury following the femur fracture: JNK, MEK1, p38, p70S6K, p90RSK,
STAT2, and STAT3. Statistically significant (p < 0.05) differences were determined by 2-way
ANOVA with a Bonferroni post-test. Temporal differences are notated with brackets pairing
certain time points when substantial alterations in protein response were observed. Statistically
significant spatial differences are marked with a matching symbol (*). Responses at the different
regions of injury (at the site of fracture and 1-cm away) that were significantly higher (>1) or lower
(<1) than levels found in the uninjured leg are indicated with the + symbol. Error bars reflect ±
standard error of the mean.
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3.3.4 Relative spatial and temporal caspase-3 response
The activity of Caspase-3 at the site of the fracture and 1-cm away was measured and
normalized to levels found in the uninjured leg (Figure 3.5). At the site of the fracture, Caspase-3
activity was initially reduced (0 and 24 h) and then increased at 168 h, in relation to the uninjured
leg. In tissue 1-cm away from the fracture, relative responses observed at 24 and 168 h were
significantly different from each other. Additionally, at 0 h, activity was substantially decreased at
the fracture compared to the region 1-cm away.

Figure 3.5. Relative Caspase-3 activity measured across time and injury location in muscle tissue
resulting from a femur fracture. Relative Caspase-3 response (normalized to levels measured in
uninjured leg) were observed across four time points and different regions of injury following the
femur fracture. Statistically significant (p < 0.05) differences were determined by 2-way ANOVA
with a Bonferroni post-test. Temporal differences are notated with brackets pairing certain time
points when substantial alterations in protein response were observed. Statistically significant
spatial differences are marked with a matching symbol (*). Responses at the different regions of
injury (at the site of fracture and 1-cm away) that were significantly higher (>1) or lower (<1) than
levels found in the uninjured leg are indicated with the + symbol. Error bars reflect ± standard
error of the mean.
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3.3.5 IPA generated networks
Since all networks were constructed from the same collection of nodes, the overall
components of the networks and the general connectivity of the nodes were similar across all time
points and locations of injury. The only major difference shown among the networks are the
upregulated and downregulated responses that did vary temporally and spatially. Two examples
of IPA generated networks using the protein, cytokine, and protease or the phosphoprotein dataset
are shown (Figures 3.6 and 3.7). Temporal changes between 0 and 168 h post-injury were
demonstrated with the protein, cytokine, and protease network, while spatial differences between
the two injury regions, at 6 h post-injury, were observed with the phosphoprotein network. The
generated networks using protein, cytokine, and protease responses were postulated to encompass
cellular processes including free radical scavenging, cell death and survival, skeletal and muscular
disorders, cell signaling, small molecule biochemistry, drug metabolism, and cardiac necrosis/cell
death. Cellular processes suggested to be involved in the phosphoprotein networks include cell
death and survival, cell morphology, cellular development, lipid metabolism, small molecule
biochemistry, organismal injury and abnormalities, cellular movement, skeletal and muscular
disorders, and free radical scavenging (Table 3.2).
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Figures 3.6 (top) and 3.7 (bottom). IPA generated networks constructed from protein, cytokine,
phosphoprotein, and protease dataset. Proposed signaling networks generated by IPA used
experimental relative protein, cytokine and protease responses at the site of injury for 0 h and 168
h post-injury, depicting the similarities and differences between disparate temporal networks (top).
Networks portraying phosphoprotein responses at 6 h for both injury locations (at the site and 1cm away) are shown, illustrating the similarities and differences between disparate spatial
networks (bottom). All networks were supplemented with other projected nodes likely to be
involved in the network, based on the Ingenuity Knowledge Base. Up- and downregulated
responses are represented by red and green color coding, respectively.
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Table 3.2.
Top IPA Networks
At the site of injury

1-cm away from injury

Time
post-injury (h)
IPA Network (Protein
Cytokine, Caspase-3)

0

Free radical
scavenging, Cell death
and survival, Skeletal
and muscular
disorders

6

Cell signaling, Small
molecule
biochemistry, drug
metabolism

24

Cell death and
survival, Skeletal and
muscular disorders,
Cardiac necrosis/cell
death

168

Free radical
scavenging, Cell death
and survival, Skeletal
and muscular
disorders

Score

IPA Network
(Phosphorylated Protein)

22

Cell death and
survival, Cell
morphology, Cellular
development

22

Cell death and
survival, Lipid
metabolism, Small
molecule biochemistry

22

Cell death and
survival, Organismal
injury and abnormalities,
Cellular movement

22

Cell death and
survival, Skeletal and
muscular disorders, Free
radical scavenging

Score

IPA Network (Protein
Cytokine, Caspase-3)

22

Cell death and survival,
Skeletal and muscular
disorders, Free radical
scavenging

22

Cell signaling, Small
molecule biochemistry,
Drug metabolism

22

Cell death and survival,
Skeletal and muscular
disorders, Cardiac
necrosis/cell death

22

Free radical scavenging,
Cell signaling, Small
molecule biochemistry

Network scores: negative p-value of Fisher’s exact test
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Score

IPA Network
(Phosphorylated
Protein)

Score

22

Cell death and
survival, Cell
morphology,
Cellular
development

22

22

Cell death and
survival, Skeletal
and muscular
disorders, Cardiac
hypertrophy

22

22

Cell death and
survival, , Cardiac
hypertrophy,
Cardiovascular
disease

22

22

Cell death and
survival, Skeletal
and muscular
disorders, Cell
morphology

22

3.3.6 Normalized radiality of all 30 nodes
Radiality values that were determined for each node (response) were normalized to the
average radiality value for each dataset (e.g. At Fracture, 0 h), as presented in Tables 3.3 and 3.4.
Nodes with significant radiality outcomes (significance threshold: average radility ± standard
deviation) are bolded. Normalization to the average was performed to allow for cross comparision
across time and location. Monitoring the changes in radiality for each node over time, or
identifying when the value significantly rises or falls, can identify critical times when a certain
node behaves similiarly to or deviates from the rest of the nodes in the network. At the site of the
fracture, normalized radiality of most nodes were comparable to the average ( = 1) and remained
unchanged over all 4 time points: Akt, ERK1/2, JNK, MEK1, p38, p53, p90RSK, p-Akt, p-CREB,
p-ERK1/2, p-GSK-3α/ß, p-HSP27, p-IκBα, p-JNK, p-MEK1, p-p38, p-p70S6K, p-p90RSK, pSTAT2, p-STAT3, IL-1α, IL-2, MIP-1α, TNF-α, Caspase-3. Figure 3.8 shows normalized radiality
scores for certain nodes (c-Jun, CREB, p-c-Jun) decreased considerably only at 168 h, while IL1ß and IL-6 responses contributed to significantly low radiality scores at 0, 6, 168 h, and 0, 6, 24
h, respectively.

In tissue 1-cm away from the fracture, the associated normalized radiality of most nodes
were also comparable to the average ( = 1) for all 4 time points: Akt, c-Jun, CREB, ERK1/2, MEK1,
p53, p90RSK, p-Akt, p-c-Jun, p-CREB, p-ERK1/2, p-GSK- 3α/ß, p-HSP27, p-IκBα, p-JNK, pp70S6K, p-p90RSK, p-STAT2, IL-1α, MIP-1α, and Caspase-3. Figure 3.9 shows radiality for
TNF-α was notably reduced at 0 h, but increased to a value ~ 1 at all later time points. Only at 24
h, radiality scores of p-MEK1, p-STAT3, and IL-2 were significantly decreased. In addition,
radiality scores for JNK, p38, and p-p38 were ~ 1 at the earlier time points (0-24 h), but dropped
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to lower scores at 168 h. Radiality values for IL-1ß and IL-6 were significantly low at 0, 6 h, and
0, 6, 24 h, respectively, which is similar to radiality determined for responses measured at the site
of fracture.

Table 3.3
Normalized radiality of nodes at the site of injury
Node

0h

6h

24 h

Akt Total
c-Jun Total
CREB Total
ERK1/2 Total
JNK Total
MEK1 Total
p38 Total
p53 Total
p90RSK Total
p-Akt
p-c-Jun
p-CREB
p-ERK1/2
p-GSK-3α/ß
p-HSP27
p-IκBα
p-JNK
p-MEK1
p-p38
p-p70SK6
p-p90RSK
p-STAT2
p-STAT3
IL-1α
IL-1ß
IL-2
IL-6
MIP-1α
TNF-α
Caspase 3

1.057
1.074
1.060
1.079
1.069
0.999
0.977
1.061
1.067
1.060
1.005
1.066
1.019
1.038
1.062
1.084
1.060
0.997
1.040
1.048
0.936
1.056
0.915
0.952
0.717
1.072
0.538
1.015
0.940
0.937

1.049
1.048
1.038
1.048
1.048
1.050
1.041
1.044
1.049
1.035
1.036
1.047
1.046
1.048
1.051
1.042
1.030
1.046
1.042
1.046
1.036
1.042
1.042
1.044
0.664
1.044
0.109
1.048
1.040
1.047

1.052
1.046
1.053
1.052
1.046
1.052
1.046
1.050
1.047
1.050
1.049
1.042
1.029
1.051
1.048
1.045
1.053
1.005
1.046
1.040
1.049
1.044
0.880
1.047
0.829
1.037
0.120
1.051
1.002
1.040
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168
h
1.046
0.601
0.775
0.862
1.010
1.120
0.944
1.083
1.096
1.084
0.528
1.101
1.002
1.076
1.089
1.102
1.033
1.020
1.028
0.944
1.048
1.101
1.062
1.113
0.838
0.997
1.034
1.123
1.029
1.111

Table 3.4
Normalized radiality of nodes 1-cm away from injury
Node

0h

6h

24 h

168 h

Akt Total
c-Jun Total
CREB Total
ERK1/2 Total
JNK Total
MEK1 Total
p38 Total
p53 Total
p90RSK Total
p-Akt
p-c-Jun
p-CREB
p-ERK1/2
p-GSK-3α/ß
p-HSP27
p-IκBα
p-JNK
p-MEK1
p-p38
p-p70SK6
p-p90RSK
p-STAT2
p-STAT3
IL-1α
IL-1ß
IL-2
IL-6
MIP-1α
TNF-α
Caspase 3

1.098
1.072
1.063
1.095
1.050
0.971
0.936
0.950
0.923
1.060
1.065
1.042
1.068
1.059
1.078
1.091
1.092
1.003
0.997
1.065
1.085
1.052
1.044
0.992
0.735
1.087
0.653
0.988
0.589
0.996

1.045
1.037
1.043
1.056
1.051
1.055
1.053
1.034
1.043
1.047
1.046
1.055
1.045
1.055
1.052
1.052
1.045
1.042
1.056
1.043
1.052
1.041
1.045
0.994
0.681
1.015
0.102
1.040
1.028
1.047

1.084
1.058
1.084
1.081
1.077
1.081
1.075
1.079
1.063
1.077
1.071
1.064
0.948
1.087
1.077
1.087
1.084
0.723
1.086
1.050
1.087
1.069
0.751
1.054
0.890
0.549
0.326
1.088
1.076
1.072

1.050
1.094
1.099
1.017
0.767
1.090
0.515
0.937
1.000
0.992
1.037
1.083
1.006
1.092
1.073
1.066
1.046
1.057
0.718
1.054
1.079
1.087
1.079
0.962
0.914
0.895
1.014
1.090
0.988
1.097
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Figure 3.8. Significant radiality outcomes associated with responses at the site of fracture. Nodes
that possessed significant radiality outcomes (significance threshold: average radility ± standard
deviation) were plotted over time. Five nodes (IL-6, IL-1ß, CREB, c-Jun, p-c-Jun) from networks
describe responses at the site of fracture that were significant (in boxes below graph) at varying
times.
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Figure 3.9. Significant radiality outcomes associated with responses 1-cm away from the site of
fracture. Nodes that possessed significant radiality outcomes (significance threshold: average
radility ± standard deviation) were plotted over time. Nine nodes (IL-6, IL-1ß, IL-2, TNF- α, JNK,
p38, p-p38, p-MEK1, p-STAT3) from networks associated with injury 1-cm away from the
fracture were significant (in boxes below graph) at varying times.
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3.4

Discussion
Biomarkers involved in wound healing processes have been examined for many types of

injuries, ranging from muscle strains/contusions [16] to severe femur fractures [17]. Studies have
investigated wound healing from intracellular signaling perspectives [18], spatiotemporal aspects
[19], or even a genetic approach [20]. In our own previous work, we addressed the spatial and
temporal distribution of cytokines, protein expression, and phosphorylation levels [5, 15], but in
this study, we expanded on the research by investigating intra- and extracellular responses of an
injury model with a network analysis approach in an effort to better define the significant
spatiotemporal contributors of wound repair.

The cytokine, total protein, phosphorlyated protein, and Caspase-3 targets are known to be
siginificant contributors to wound repair [21-27]. The responses measured in this study exhibited
spatiotemporal distribution patterns that are in agreement with the current knowledge of the stages
of wound healing. Normalized concentrations of cytokines IL-1ß, IL-6, and IL-2 appeared to
possess a prominent impact (significantly higher than uninjured leg) at 6 h post injury through 24
h (Figure 3.1), indicating the early repair stages of hemostasis and inflammation [28]. Additionally,
most total protein (Akt, c-Jun, CREB, ERK, JNK, and p38), select phosphorylation responses (cJun, ERK1/2, MEK1, p38, p70S6K, and STAT3), and Caspase-3 activity (as shown in Figures 3.23.5) were significantly higher at the site of fracture during the later time points (24-168 h). Overall,
this dataset confirms cytokines are most essential in the intermediate stages (6-24 h), while
increased protein expression, phosphorylation, and caspase-3 activity are more prominent later
when new tissue formation is essential.
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IPA is a valuable tool that can be used to explore signaling networks, predict which
pathways and cellular processes may be involved, and visualize the connectivity within the
network. Using literature references, other peripheral nodes and proteins that are likely to be
involved are inserted in the network, providing researchers more potential targets to investigate.
Figure 3.6 shows an IPA generated network that depicts the temporal differences (0 h vs 168 h)
driven by protein, cytokine, and protease response. Figure 3.7 demonstrates the spatial difference
in phosphorylation response at 6 h, which seems to be a critical time-point, as there is a substantial
change in phosphorylation signaling that occurs in tissue that suffered more damage. While IPA
proved to be a useful approach to visualize the changes in response and connectivity, as well as
extrapolate prospective cellular functions and mechanisms associated with the observed responses,
there were a few limitations due to the nature of the experimental dataset. The complete dataset
included protein expression, as well as phosphorylation of the proteins (e.g. total protein MEK1
expression and phosphorylated MEK1). To evaluate experimental responses with IPA, the data
must be uploaded using identifiers supported by IPA (e.g. Genbank, UniProt/Swiss-Prot, RefSeq),
meaning both protein expression and phosphorylation levels on the same protein cannot be
analyzed at the same time. IPA also proposed general functions and mechanisms (e.g. cell death
and survival, cellular growth and proliferation, organismal injury and abnormalities), expected for
an injury model, but there were no distinct patterns that may have corresponded to specific stages
of wound healing. There were also proposed networks that were not relevant to an injury model
(e.g. drug metabolism), but may have shared similar molecular responses as the ones observed in
this study.
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In an effort to better understand the action/reaction of the elements involved in wound
healing, we applied a network analysis based on radiality, as described in the Materials and
Methods section. The intent in using this analysis was not to identify direct signaling relationships,
but to assess each node in comparison to all other nodes and observe how their relative responses
change over time and for different zones of injury. Our results found that for most nodes
normalized radiality was ~ 1, indicating a coordinated response by most nodes in the network.
While analysis of relative responses determined that there were no significant cytokine responses
at 0 h, network analysis recognized certain cytokines to have a prominent impact in the network
at the earliest time point. For instance, at time point 0 h, IL-1ß and IL-6 were significant nodes at
the site of injury, and IL-1ß, IL-6, and TNF-α were significant nodes in tissue 1-cm away (bolded
in Tables 3.3 and 3.4). However, the relative responses of these nodes were not statistically
significant (different than uninjured leg) at 0 h (Figure 3.1), implicating cytokine activity may not
be pertinent immediately following the injury and de-emphasizing their key role in the network at
this time point.

While the damage was not as severe in tissue located 1-cm away from the fracture, a repair
response was nonetheless exhibited. Figures 8 and 9 show the similarities and differences of
networks defined by the two regions of injury, as well as a proposed progression of wound healing
for these two disparate zones of injury. Time points 0-24 h post-injury capture inflammation in
both regions of injury, primarily regulated by cytokines. Although markers of hemostasis were not
measured in this study, it is known to be a conserved process of early wound healing, and is
assumed to have occurred, considering the nature of the injury. The end of the inflammatory stage
and the beginning phases of tissue formation appear to occur by 168 h at the site of injury, marked
by the emergence of significant transcription factors (CREB, c-Jun, p-c-Jun) associated with
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wound healing, as well as the concurrent loss of cytokine significance. CREB is shown to promote
satellite cell proliferation [29], while c-Jun is associated with both cell proliferation and proapoptotic roles [30]. In tissue 1-cm away, proteins associated with cell death/survival, proliferation,
differentiation, and proteolysis (p-MEK1, p-STAT3, p38, p-p38, JNK) [31-35] were more relevant
to the network of responses, suggesting the beginning of new tissue formation starting as early as
24 h and continuing through 168 h.

Overall, centrality parameter analysis appeared to successfully identify relative responses
that may hold more relevance than others, allowing us to match distinct stages of wound healing
to the time points selected in this study. Many of the same conclusions, such as the importance of
cytokines at early time points, were made with IPA as well. It may also be advantageous to analyze
the data with both centrality parameter analysis and IPA, as there are strengths and limitations with
each approach. With centrality parameter analysis, there is more control over data inclusion, but
lacks the vast database integrated into IPA. In addition, the node inputs for centrality parameter
analysis can be spatially disparate and thus there may, or may not, be a relationship between each
pair of nodes in the network. However, in this study, we were able to treat the dataset as a single
network because all of the responses were measured in the same tissues and collected from the
same animals, so there is certainty that the measurements are defined by a specific time and
location of injury. Nonetheless, caution must still be taken in using this approach and interpreting
the results. It is also necessary to note that with many animal and time course studies, the
measurements are confined to the time points selected for tissue collection and, consequently,
responses that were not significant spatiotemporally or in the network analysis of this study may
still be important to the injury response, but at different time points post-injury.
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3.5

Conclusion
In conclusion, we examined relative intra- and extracellular responses of a traumatic injury

and observed certain spatiotemporal dependent patterns of cytokine, protein, phosphoprotein, and
Caspase-3 activity. This injury model demonstrated phosphoprotein responses are significant
immediately after the injury (0 h), cytokines are more critical 6-24 h, and proteins and Caspase-3
become more relevant torwards the later times of wound healing. Network centrality parameter
analysis identified significant outomes that were not apparent with relative response data, and
allowed us to discern the different stages of wound healing that occurred at certain time points and
regions of injury. Severely damaged tissue showed molecular indications of inflammation, and
new tissue formation by 168 h post-injury, while muscle tissue further from the site of injury (that
experienced less damage) may have progressed to new tissue formation as early as 24 h and
proceeded to other processes, such as cell differentiation and proteolysis, by 168 h. This study
demonstrated great potential in using a network centrality parameter analysis approach to
investigate relative cellular responses in different stages of wound healing, and to monitor changes
under varying spatial and temporal conditions, thereby allowing for the identification of new
targets timed for specific injury patterns.
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Chapter 4
The investigation of salivary cytokines of individual and shared
success and failure experiences
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4. The investigation of salivary cytokine response to individual and shared success and
failure experiences
Saliva is viewed as a convenient diagnostic medium for its advantages in ease of collection
and handling, low risk and inconvenience, and as a minimally-invasive approach. Regulated by
the autonomic system, salivary glands can secrete an assortment of proteins, hormones, and
immunoglobulins that can potentially serve as diagnostic tool for a variety of diseases, disorders,
or exposures. In particular, salivary cytokines have been investigated to understand alterations
involving the immune and inflammatory response. This study examined the production of 9
cytokines (IL-2, IFN-γ, IL-10, IL-5, IL-6, TNF-α, IL-1β, IL-4, GM-CSF) as subjects experienced
a variety of stressors individually and as a group. By monitoring salivary cytokine production
immediately following exposure to stressors, certain trends that reflect adaptations in the stress
response have been identified. Notably, overall cytokine response increased when subjects
experienced negative stress (failure), compared to positive stress (success). However, cytokine
levels were not significantly altered (p > 0.05) when the subjects encountered either positive or
negative stress as a team (i.e. responses were not different than the baseline). These results probe
the idea that stress can be distributed among multiple individuals. Additionally, even with the
potential challenges of subject population variation, principal component analysis and hierarchal
clustering verified the capacity of employing cytokine measurements to characterize the stress
response.
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4.1

Introduction
Salivary biomarkers are becoming an increasingly investigated measurement in diagnosing,

screening, or monitoring the effects of adverse events [1]. Analyses of saliva samples have
demonstrated the capacity to evaluate a range of conditions, such as oral cancer [2], radiation
exposure [3], acute stress [4], and various systemic diseases [5]. The advantages of using saliva
over other biological samples are apparent in its minimally-invasive approach, ease of collection
and handling, and low risk and inconvenience to the subject and investigator. Regulated by the
autonomic nervous system, stimulated saliva can be influenced by chewing, pain, medication,
systemic diseases [6], and even stress [7]. The composition of whole saliva (stimulated and
unstimulated saliva) is primarily water (99%), followed by an assortment of proteins, cystatins,
mucins, histatins, amylases, statherin [8], electrolytes, immunoglobulins, enzymes, and
nitrogenous species [6]. As salivary glands are mediated by parasympathetic and sympathetic
nerves, the concentrations of these components found in saliva (i.e. protein secretion) may be
attributed to signaling mechanisms controlled by the autonomic nervous system [9].

As central intercellular regulators of the immune and inflammatory response, cytokine
biomarkers possess the potential to serve as diagnostic tools for a wide range of diseases and
disorders [10]. In particular, the use of salivary cytokines to diagnosis oral health, including
squamous cell carcinoma [11] and periodontitis [12], have been investigated. While salivary
cytokine biomarkers are generally explored to evaluate oral conditions and diseases, they have also
been shown to be associated with conditions not localized in the mouth, such as chronic kidney
disease [13] and diabetes [14]. There is additionally a growing interest in using salivary cytokines
to monitor inflammatory immune responses [15]. For instance, Sjögren’s Syndrome is a systemic

101

chronic inflammatory autoimmune disorder that has been characterized by an abnormal profile of
pro- and anti-inflammatory salivary cytokines [16].

While the literature is limited at this time, recent studies have observed alterations in
salivary cytokine concentrations that may even be linked to acute social-cognitive and physical
stressors [17], and further described these responses to potentially impact overall health [18]:
extreme changes in inflammatory cytokine levels have been associated with ailments, such as
depression [19]. Examining the cytokine response resulting from both positive and negative stress
may offer insight into the future implications of different types of stress, along with the factors
that influence the overall response. In particular, this study examined if salivary cytokine responses
reflect how individuals in stressful environments perceive success and failure, and how their
responses are affected when success and failure are shared among other individuals. Research on
general stress biomarkers [20-23], and how team dynamics are influenced by stress is extensive
[24-26], but using salivary biomarkers to quantitatively assess differences influenced by social
constructs, which may contribute to or alleviate stress, is still a developing approach. Furthermore,
exploring salivary cytokines may enhance our understanding of the involvement of the immune
and inflammatory system in the stress response and the distribution of stress.
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4.2

Materials and methods

4.2.1 Materials
Salimetrics Collection Aid® (Salimetrics LLC, State College, PA) were purchased to assist
with saliva collection via passive drooling. Cytokines were measured with the Human
Ultrasensitive Cytokine Magnetic 10-Plex Panel kit (Invitrogen, Carlsbad, CA; Catalog #
LHC6004M).

4.2.2 Subjects
Participants were recruited from the Air Force Reserve Officers' Training Corps at West
Virginia University. The subjects were between the ages of 18-22, consisting of 16 males and 1
female. One male subject was removed from the dataset due to incompletion of the study and data
for 2 male subjects were excluded due to insufficient saliva sample delivery. The female subject
was not omitted from the cohort, as inclusion of the subject’s data did not significantly alter the
results. All protocols for this study were reviewed and approved by the Institutional Review Board
at West Virginia University and USAMRMC Office of Research Protections. Prior to proceeding
with the study, the principal investigator informed the subjects of the experimental design,
potential risks associated with the study, and assured confidentiality of any identifiers. Subjects
then provided written and informed consent to be willing test subjects, with the option to withdraw
consent to participate at any time. Profiles of each subject (Sex, age, race, weight, height) are
presented in Table 4.1.
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Table 4.1. Subject Information
Team
Team 1

Team 2

Team 3

Team 4

Subject

Sex

Age

Race

Weight
(lb.)

Height
(in.)

1
2
3
4
5
6
7
8

M
M
M
M
M
M
M
M

22
19
18
19
20
18
19
20

White
White
White
White
White
White
White
White

139
212.2
151.6
119.2
199.2
205
156.4
223.6

64
72.5
69
67.5
76
75
70
76.5

9
10
11
12
13
14

M
M
M
M
F
M

19
19
19
19
21
21

White
White
White
White
White
White

188.6
157.2
151.6
163.8
156.2
219.6

74.5
68
70
72.5
66.5
73

4.2.3 Experimental design: mock hostage rescue
Each subject was tasked to perform a mock hostage rescue mission, simulating features of
physical, emotional, cognitive, and even social stressors experienced by U.S. Military Special
Operations Forces and Hostage Rescue Teams of the Federal Bureau of Investigation. The mock
rescue was arranged inside the Crime Scene Training Complex (CSTC), provided by the
Department of Forensic and Investigative Science at West Virginia University. First, the subjects
were given one minute to read a written brief of the mission immediately before entering the
complex. Subjects were informed that the CSTC is a known terrorist stronghold and possible
bomb-making facility. After monitoring the facility for some time, the structure was assumed to
be vacant. It was, however, believed that a hostage, who may know valuable information, was
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imprisoned inside. The objective of the mission was to carefully canvass the building and rescue
the “hostage” (70 pound punching bag). Subjects were told that the hostage may be injured and
possibly unconscious, requiring the search and utilization of a backboard, hand cart, and four
bungee cords to safely transport the hostage to the rendezvous point, outside of the complex. All
four items (hostage, backboard, hand cart, and bungee cords) were spread out throughout the
building. In addition to completing the rescue, the subjects were directed to leave no evidence of
their presence (i.e. lights off, close all doors).

The subjects performed the mock rescue multiple times. For one attempt, they were
instructed to complete the mission as fast as they could. For the subsequent attempt, subjects were
again instructed to execute the mission as fast as they could, but 1 minute after entering the
premises, they were interrupted with an urgent message that armed insurgents were returning to
the complex in 1 minute. If the subjects could not rescue the hostage and exit the building before
the insurgents returned, they would be captured and fail the mission. These two situations were
designed to ensure that the subjects would experience both success and planned failure in
attempting the rescue. Subjects were instructed to continue with the completion of the mission
after being told they failed the rescue. The study additionally required the subjects to be present at
the CSTC for two separate occasions: The subjects first participated in the experiments
individually and then returned on a later date to perform the tasks in teams. The teams were
randomly generated, but adjusted for any scheduling and availability conflicts. Individual
performance did not influence how the teams were formed. All teams were made up of 4 subjects,
but one subject from Teams 1 and 2 had to be removed from the dataset due to insufficient saliva
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sample delivery. Team 1 consisted of Subjects 1-3; Team 2 consisted of Subjects 4-6; Team 3
consisted of Subjects 7-10; and Team 4 consisted of Subjects 11-14.

4.2.4 Saliva sample collection and analysis
Saliva samples were collected prior to beginning the experiment (before subjects were
informed of the mission), and immediately after performing the successful and failed rescues.
Approximately 1 mL of saliva was dispensed into a 1.5 mL cryogenic tube, using the passive
drooling method (Salimetrics, 2011). All samples were placed in ice for 3-4 hours at the CSTC
and transferred to -80ºC storage until the time of analysis. Saliva samples were analyzed for 10
cytokines (IL-2, IFN-γ, IL-10, IL-5, IL-6, TNF-α, IL-1β, IL-4, GM-CSF and IL-8), using the
Human Ultrasensitive Cytokine Magnetic 10-Plex Panel kit. IL-8 data were omitted, as nearly 90%
of the measurements were above the upper limit of quantitation and limited saliva sample volume
prevented further analysis with diluted samples. Fluorescence intensities were taken with the BioPlex 200 Luminex system and Pro II Wash Station (Bio-Rad, Hercules, CA) according to the
manufacturer’s instructions. Salivary cortisol levels were also measured with the Cortisol EIA kit
(Cayman Chemical, Catalog No. 582121). Absorbance readings were taken with the Infinite
M1000 microplate reader (Tecan US, Raleigh NC, USA). All measurements were taken in
triplicate and cytokine or cortisol concentrations (pg/mL) were determined according to 5parameter logistic regression curves constructed from standards in the kit. Grubb’s test was
employed to identify and remove any outliers.
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4.2.5 Statistical analysis
Data were analyzed using Prism 5 (GraphPad, La Jolla, CA). Baseline, post-success and
post-fail concentrations (pg/mL) for each cytokine or cortisol were measured after individual and
team performances. All cytokine concentrations were normalized to the baseline (cytokine level
in saliva collected prior to mission briefing) and averaged for all 14 subjects. Normalized cytokine
responses were additionally analyzed for each individual subject. Significant differences among
any response resulting from individual versus team performance and baseline versus success
versus failure responses were determined with 2-way ANOVA with Bonferroni post-hoc test,
where p < 0.05 was considered significant.

Principal component analysis (PCA) and unsupervised 2-way hierarchical cluster analysis
with Ward’s minimum variance were performed using SAS JMP Pro 12.0.1 (Carey, NC). PCA
and cluster analyses were performed on the nine variables (normalized cytokine levels) expressed
by all 14 subjects, following successful and failed performances, experienced as individuals and
teams. PCA reorganizes and simplifies complex datasets containing a large number factors (e.g.
cytokine responses) by generating new variables (principal components) that are computed based
on the variability within the dataset. The principal components were created using the sum of
squares and cross products matrix for the unscaled and uncentered data. Score and loading plots
of the analyses, along with the percentages of the variation covered by each principal component,
are reported. Hierarchical cluster analysis groups responses (e.g. cytokine levels) that are similar,
based on the distances between pairs of clusters. The distance between two clusters is defined by
the ANOVA sum of squares and with every round of clustering, two groups that have the smallest
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distance in between them are combined together to form one cluster. This operation continues until
all data points have been placed into a single cluster.

4.3

Results

4.3.1 Normalized salivary cytokine responses of individual and team performances
Normalized concentrations of 9 cytokines (IL-2, IFN-γ, IL-10, IL-5, IL-6, TNF-α, IL-1β,
IL-4, and GM-CSF) were measured in saliva collected from 14 subjects and averaged, as they
performed the tasks individually and in teams (Figure 4.1). When the subjects completed the
missions individually, there was a general increase (normalized value > 1) in cytokine response
after experiencing both success and failure, indicating an increase in cytokine response from
baseline levels. Normalized values ranged from 1.21 ± 0.17 to 2.24 ± 0.52 after completing
successful tasks and 1.90 ± .36 to 4.76 ± 1.08 for cytokines measured after failed tasks.
Additionally, post-fail levels were overall further elevated, compared to post-success responses:
statistically significant increases were observed for IL-2, GM-CSF, IL-4, and IL-10 measurements.

Post-success cytokine levels following team performance were also increased, ranging
from 1.04 ± 0.10 to 1.53 ± 0.34, while post-fail responses were comparable to baseline levels,
ranging from 0.97 ± 0.07 to 1.12 ± 0.16. There were no significant differences between success
and failure associated cytokine responses when the subjects worked in teams. Evaluation of
individual versus team responses found no significant differences in cytokine levels resulting from
successful tasks. There was, however, a clear significant decrease in post-fail levels for all
cytokines (except IL-1β) during team performance, compared to individual cytokine response.
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Normalized cytokine levels for each individual subject are provided in Appendix B. Varied
responses were observed among the subjects.

Figure 4.1. Normalized cytokine response following team and individual performance. Salivary
cytokine (IL-1β, IL-6, IFN-γ, TNF-α, IL-5, IL-2, GM-CSF, IL-4, and IL-10) levels were
determined for each subject after experiencing success and failure as an individual and as a team.
All responses were normalized to baseline concentrations measured prior to beginning the sessions.
The displayed cytokine responses are averages of the normalized levels for all subjects (N = 14).
Error bars reflect ± standard error of the mean due to the variation in response among individuals.
Statistically significant differences between success and failure associated levels are marked with
a matching symbol (^) and significant differences between individual and team performance are
notated with the symbol *. + indicates a significant change, compared to the baseline (dashed line
indicates normalized response = 1). Statistically significant (p < 0.05) differences were determined
by 2-way ANOVA with a Bonferroni post-test.
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4.3.2 Task completion times
The time taken for each subject to complete the tasks as an individual and as a team were
recorded (Table 4.2). Completion of individual sessions for successful performances ranged from
4 minutes and 45 seconds - 9 minutes and 3 seconds, with an average time of 6 minutes and 22
seconds. Individual failure times were similar, with a range of 4 minutes and 44 seconds - 10
minutes and 41 seconds and an average of 7 minutes and 1 second. When the subjects performed
as teams, the times were overall increased. Team success times ranged from 6 minutes and 15
seconds – 18 minutes and 49 seconds, with an average of 12 minutes and 35 seconds, while team
failure times ranged from 11 minutes and 48 seconds - 27 minutes and 26 seconds, with an average
of 17 minutes and 8 seconds. While all subjects underwent planned failure in the same time span
(2 minutes after starting the mission), the recorded times illustrate how some subjects took more
time to complete the tasks after being told they had failed.
Table 4.2. Task completion times (hh:mm:ss)
INDIVIDUAL
Success
Fail
Team 1
Subject 1
0:05:13
0:08:18
Subject 2
0:04:45
0:06:58
Subject 3
0:05:08
0:05:48
Team 2
Subject 4
0:08:12
0:10:41
Subject 5
0:06:07
0:05:29
Subject 6
0:06:14
0:08:57
Team 3
Subject 7
0:06:54
0:04:44
Subject 8
0:06:39
0:05:41
Subject 9
0:06:37
0:05:04
Subject 10
0:04:51
0:06:46
Team 4
Subject 11
0:09:03
0:09:39
Subject 12
0:08:16
0:09:46
Subject 13
0:05:51
0:05:11
Subject 14
0:05:24
0:05:07

Average

0:06:22 0:07:01
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TEAM
Success
Fail
0:16:15
0:11:48

0:08:49

0:18:22

0:06:55

0:10:57

0:18:21

0:27:26

0:12:35 0:17:08

4.3.3 Principal component analysis score and loading plots
PCA was performed to describe the variance among normalized cytokine responses
resulting from experiencing success and failure, as an individual or within a team. Score and
loading plots generated from individual and team based datasets are shown in Figures 4.2 and 4.3,
respectively. Blue color-coded variables represent responses associated with success, while the red
color-coded variables signify responses resulting from failed performances. Principal components
(PC) 1 and 2 from the analysis of individual data covered 96.46% of the variance among the
cytokine responses. The score plot exhibited a clear distinction between cytokine responses
resulting from success and failure, with a tighter grouping for success responses. The loading plot
revealed that the contribution of the different subjects to the variance of PC 1 was similar (values
ranged from 0.869 to 0.988) and significant (the closer the value is to 1 the greater the effect of
the component on the variable). For PC 2, certain subjects contributed more to the variance,
particularly subjects 7 and 14 (value > 0.3).

PC 1 and 2 from the analysis of team data described 98.77% of the variance among the
cytokine responses. In contrast to the PCA results of the individual responses, the score plot
showed a tighter grouping for failure associated cytokine response, while success associated
responses were more varied. In fact, the IL-1β and IL-6 levels measured after successful
performances appeared to fit with the cytokine profile related to failure. The loading plot revealed
that all subjects contributed to the variance of PC 1 similarly (values ranged from 0.826 to 0.992)
and significantly (values are close to 1). For PC 2, certain subjects contributed more to the variance,
particularly subjects 7, 5, 6, and 3 (value > 0.3).
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Figures 4.2. and 4.3. PCA: score and loading plots of cytokine response. PCA generated score
and loading plots using individual (top) and team (bottom) datasets are shown. Blue color-coded
variables represent responses associated with success, while the red color-coded variables signify
responses resulting from failed performances.
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4.3.4 Hierarchical cluster analysis with Ward’s minimum variance
2-way hierarchical clustering of the 9 cytokine responses associated with individual and
team efforts are shown in Figures 4.4 and 5.5, respectively. The red-labeled cytokines represent
the responses resulting from failure, while the blue-labeled cytokines indicate responses due to
successful experiences. During individual performances, there was a distinct clustering of all
success associated cytokines. Cytokine responses due to failure also clustered well, except for
IL-6, IL-1β, and TNF-α, which appeared to be on the border between joining the success or
failure clusters.

Figures 4.4. and 4.5. 2-way hierarchical cluster analysis with Ward’s minimum variance.
Clustering analysis performed with individual (left) and team (right) responses are shown. Blue
color-coded variables represent responses associated with success, while the red color-coded
variables signify responses resulting from failed performances.
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4.3.5 Baseline cytokine concentrations
Baseline concentrations (pg/mL) for all cytokines, averaged for all subjects are shown in
Table 4.3. The baseline samples were collected at the beginning the individual and team
experiments (prior to the mission briefing). Overall, all baseline cytokine levels from team
performances were higher than baseline levels from individual performances. Only IL-1β, IL-6,
TNF-α, and GM-CSF concentrations, however, were statistically significantly elevated (p < 0.05).

Table 4.3. Averaged baseline cytokine concentrations
CYTOKINE

IL-1b
IL10
IL6
GM-CSF
IL5
IFN-g
TNF-a
IL2
IL4

INDIVIDUAL
Concentration
S.E.M.
(pg/mL)
171.1
3.1
54.1
75.4
4.2
24.4
17.9
3.0
73.0

TEAM
Concentration
(pg/mL)

45.8
1.1
26.2
54.6
1.8
20.5
11.2
1.2
58.7

S.E.M.

p value*

44.0
92.9
24.8
89.3
88.1
33.6
45.1
52.1
88.6

p < 0.05
p > 0.05
p < 0.05
p < 0.05
p > 0.05
p > 0.05
p < 0.05
p > 0.05
p > 0.05

309.3
150.4
215.1
389.8
177.8
104.3
146.1
108.4
291.2

*p value signifies statistical significance between individual and team cytokine concentration.
S.E.M. = Standard error of the mean. N = 14.

4.3.6 Success and failure associated salivary cortisol concentrations
Averaged salivary cortisol concentrations are shown in Table 4.4. There were no
differences in cortisol concentration resulting from success or failure whether the subjects worked
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as an individual or as a team. There appeared to be an overall decrease in cortisol levels when the
subjects were placed in teams. However, these differences were not statistically significant.

Table 4.4. Averaged salivary cortisol concentrations
Concentration
(pg/mL)
S.E.M.
Individual Success
Individual Failure

595.8
568.4

282.9
270.1

Team Success
Team Failure

Concentration
(pg/mL)

S.E.M.

222.5
188.1

43.8
29.5

S.E.M. = Standard error of the mean. N = 14.

4.4

Discussion
The understanding of the salivary cytokine response resulting from stress is advancing,

offering a potential minimally-invasive approach to analytically monitor and evaluate the stress
response [27, 28]. As the effects of high intensity and chronic stress can be deleterious to one’s
health, observing the changes in cytokine levels can lend insight into the relationship between the
inflammatory and immune response. Certain cytokines, such as IL-6 and IL-10, appear to exhibit
a generally consistent pattern of increased concentration as a result of stress exposure [29, 30], but
these patterns can be biased by the many discrepancies in the types and degrees of stressors, time
points at which the cytokines are measured, or even the number of studies investigating specific
cytokines. Therefore, a current challenge is to distinguish which factors actually contribute to the
observed cytokine response. In addition, cytokines appear to be ubiquitous biomarkers for many
different diseases [31-33] or exposures [34], further increasing the difficulty in discerning which
cytokine responses are relevant to the focus of investigation. Then the overarching goal of this

115

research, and for all future related research, is to offer insight into the complex cytokine response
system and to distinguish cytokine trends associated with various stress conditions.

The central objective of this study was to assess measurable biochemical responses to stress,
influenced by social factors. In particular, the premise of individuals experiencing and reacting to
stressors together as a group and how the outcome differs from individuals facing the same
stressors alone was investigated. Normalized cytokine responses associated with either positive
stress (success) or negative stress (failure) were not significantly influenced (p > 0.05) when the
subjects encountered the stressors as a team (i.e. responses were not different than the baseline).
There was, however, a clear increase for all cytokine levels (statistically significant (p < 0.05) for
7 out of 9 cytokines) due to experienced failure when the subjects completed the tasks as
individuals. These results not only suggest the involvement of the inflammatory and immune
system in the human response to stress experienced with attempt and failure, but also implies the
distribution of both negative and positive stress among multiple individuals. Since a large
contributor of cytokine production comes from a physical aspect (studies demonstrating increased
cytokine levels resulting from exercise [35], it can be argued that cytokine levels did not change
from the baseline when subjects worked in teams because the physical efforts were divided among
3-4 people. However, Table 4.2 shows that on average the subjects spent more time completing
the tasks as a team, requiring extra effort for a longer duration, but cytokine levels did not
significantly increase during team performances (p > 0.05). In addition, there were no substantial
differences between the average times taken to complete the successful and failed tasks as
individuals (6 min 22 sec vs 7 min 1 sec), but there is a clear increase in cytokine production after
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failed tasks. These results suggest that the increases in cytokine production are due to the stress of
experienced failure rather than physical exertion.

The variation within the subject population must also be considered. It is highly unlikely
for all subjects to react in the same way, let alone produce the same cytokine response. This
resulted in the notable error bars seen in Figure 1. However, even with the variation among the
subjects, there were still statistically significant differences between cytokine responses resulting
from success and failure (p < 0.05). Nonetheless, there were still noticeable changes in the cytokine
profile among all 14 subjects, as seen in Figures B1-B4 in Appendix B. In those figures, cytokine
concentrations following successful and failed attempts for both individual and team efforts are
again normalized to the baseline for all subjects. There was quite a range of responses, making it
challenging to find a pattern or even group together subjects who had similar responses. There
were many things to consider: differences in cytokine levels associated with success and failure
during individual tasks, success and failure during team tasks, success during both individual and
team tasks, failure during both individual and team tasks, and the magnitude of the response. Some
subjects, like subject 6, exhibited a clear increase in overall cytokine production after experiencing
individual failure, whereas subject 3 had elevated responses following team success. Then, the
cytokine profile of some subjects (subject 12) was not considerably affected by success, failure,
individual work, or team work, while other subjects (subject 13) had responses that were more
than 5-10 times higher than the baseline. In addition, various cytokines presented different patterns,
further complicating the efforts to decipher the biochemical response. As a result, principal
component analysis (PCA) and hierarchal clustering were employed.
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Both PCA and clustering results (Figures 4.2 – 4.5) revealed tight groupings and
separations of cytokine responses associated with success and failure, as measured following
individual and team performances. These results further demonstrate that even with subject
variation as a factor, properly analyzed salivary cytokines can capture the stress response. However,
3 cytokines (IL-1β, IL-6, TNF-α) appeared to be mis-clustered, suggesting that these cytokines are
not informative in distinguishing the different stressors in this specific case. This may be attributed
to the fact that overall, the normalized responses of these cytokines were not as amplified as the
others or have more complex roles due to their broad effects [36]. It is essential to note that the
significance or insignificance of certain cytokines is case specific and IL-1β, IL-6, TNF-α may be
central in the reaction to stress, as indicated in previous studies [37, 38].

For this study, all responses were normalized to baseline levels as individuals produce
varied basal salivary cytokines and this investigation focused on the cytokine alterations due to
stress. Interestingly, baseline cytokine levels presented insightful results regarding stress driven
by social stress or anticipation. Overall, baseline levels before team experiments were
comparatively higher than baseline levels before individual experiments, as shown in Table 4.3.
This finding raises an important concept of the social stress of performing with other individuals
that can impact cytokine production. Social stressors have previously been demonstrated to elicit
cytokine response [39] and this study further establishes cytokine roles in the context of social
stress fueled by the idea of working with other individuals, or performing in front of them. While
only 4 responses (IL-1β, IL-6, TNF-α, and GM-CSF) were significantly different (p < 0.05)
between individual and team baselines, all cytokines followed the general trend. Earlier, IL-1β,
IL-6, TNF-α were mentioned to not be contributive in describing the stress response, but perhaps
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these cytokines were already elevated from the beginning and continued to stay raised throughout
the rest of the study.

Cortisol concentrations were also observed as an additional measurement of experienced
stress (Table 4.4). Cortisol is well known as a biomarker used to understand the effects of stress
[40], as well as monitoring the results of stress mediation [41]. Salivary cortisol levels have been
observed to increase as a result of acute stress, chronic stress [42], and even social stress [43]. In
this study, cortisol concentrations were found to be overall decreased following team performances,
but there were no significant differences associated with experienced success and failure. While
cortisol measurements could not be used to distinguish between positive and negative stress like
cytokine responses, it does follow the trend and supports the concept that stress may be distributed
among individuals.

While this work offers exciting information elucidating the cytokine response to stress,
more research is needed to fully understand how cytokines can be used as salivary biomarkers.
There are many factors that can interfere with cytokine production that should be investigated.
First, it is always a challenge to identify all potential stressors that can alter biochemical processes.
This particular study involved potential physical, psychological, social, positive, negative, and
internal stressors, to name a few. Numerous stressors can make it difficult to pinpoint what is
responsible for the observed changes. Additionally, not all subjects experienced the same extent
of stress. For instance, a smaller subject will need to exert more effort to lift a 70 pound punching
bag, compared to a larger subject. Timing of sample collection is another imperative variable in
identifying relevant biomarkers [44] and additional samples collected post-stressor (not just
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immediately after) will help track long-term fluctuations that may be relevant to the overall
response. Finally, there are a number of other cytokines that can be measured (e.g. chemokines,
additional interferon, interleukin, and tumor necrosis factor families), that may contribute pertinent
information to this work and could be investigated in the future.

4.5

Conclusion
This study offers insight into the complex inflammation and immune mechanisms involved

in human stress response. By monitoring salivary cytokine production immediately following
exposure to various stressors, certain patterns that can distinguish between positive and negative
stress have been identified. Specifically, cytokine responses associated with experienced success
and failure were captured. Even with the challenges of biochemical variation within the subject
population, statistical analyses demonstrated the capacity of salivary cytokines to reflect
adaptations in stress responses. Furthermore, the findings of this work explored the concept that
stress can be distributed among multiple individuals.
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5. Identification of biomarkers related to Perceived Stress Scale-10 and the evaluation of
the survey components2
Perceived stress surveys have been used by health specialists for decades to provide quick
assessments of the degree of stress during a specified time, and have even been shown to be
predictive of response to stressors or treatment outcomes. While these surveys have become an
essential tool to evaluate the psychological state of individuals as a result of traumatic events or
health concerns, very little research has related known biomarkers of stress to survey
results. Identification of biomarkers associated with perceived stress scale scores, and even
specific survey questions, provides important supplemental information for both practitioners and
researchers using these surveys, and could offer a means to enhance interpretation of survey
responses from a biological perspective. In this study, subjects completed a commonly accepted
PSS-10 (Perceived Stress Scale-10) survey and provided corresponding blood samples. To identify
biomarkers associated with perceived stress scores, plasma was analyzed for a variety of
biomarkers. Adrenocorticotropic hormone (ACTH) was identified as a key biomarker, with
concentrations significantly different between low and high perceived stress subjects. The ten
questions of the PSS-10 were further dissected to understand the degree of contribution each
question offers to the overall stress assessment. ACTH again, along with cortisol and insulin were
observed to be associated with scores of individual questions, highlighting certain questions as the
driving forces of the overall score. An understanding of the impact each individual question
possesses may be essential to acquiring an accurate assessment of perceived stress.

2

Parts of this chapter have been published previously from Han AA, Vrana JA, Mitchell C, Boyd JW. Identification
of Biomarkers Related to Perceived Stress Scale-10 and the Evaluation of the Survey Components. J Med Genomics
Biomark. 2015;2(003). Reproduced with permission from Herald Scholarly Open Access.
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5.1

Introduction
Dynamic physiological, behavioral, and biochemical changes are anticipated outcomes of

stress, triggered by external demands overwhelming an individual's ability to cope [1]. The degree
of stress can have a considerable negative or positive impact on performance [2], mood [3], and
even health [4]. Evidence suggesting stress levels may prompt or alter biochemical responses [5],
and even epigenetic mechanisms [6], offers a link between stress and the progression of mental or
physical diseases. Monitoring stress levels of patients may be an important component of treatment
or recovery, and stress surveys are one of the frequently used methods to make such assessments.
Hospital Anxiety and Depression Scale (HADS) [7], Perceived Stress Scale (PSS) [8], State Trait
Anxiety Inventory (STAI) [9], and General Health Questionnaire (GHQ) [10] are several notable
stress assessment tools designed to extract and assemble pertinent information indicative of stress.

While stress scales are informative, there are limitations in the various ways questions may
be interpreted, emphasizing the importance of appropriately selected and constructed questions
[11]. Inevitable and uncontrollable factors, such as the mood and condition of the subject, may
additionally influence the manner by which questions are read and answered [12]. As such, further
investigation of biomarkers related to perceived stress scales provides insight regarding the
accuracy and reliability of perceived stress scales. Well known biomarkers of stress, such as
cortisol [13], cytokines [14], and catecholamines [15] have been reported to be correlated to scores
of perceived stress [16], and potentially even predictive of varying degrees of stress and stressrelated outcomes [17].

The PSS-10 (Perceived Stress Scale-10) is a specific stress survey which provides a means
to measure self-evaluated stress [18], and is a widely employed tool that has been used to assess
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the psychological impact contributing to experienced stress [19]. The questions of the PSS-10 are
formed to assess stress levels accumulated in the last month. Therefore, significant biomarkers
detected in blood samples are assumed to result from a collection of pre-existing stress instead of
a single stressful event. Perceived stress scales serve to quickly appraise the degree of stress under
demanding and traumatic conditions [20, 21], gauge the effectiveness of treatments aimed to
reduce stress [22], and investigate the relationship between the level of stress and behavioral
patterns or health disorders [23, 24]. In the present study, the PSS-10 survey is examined in whole,
but also dissected in order to identify unique biomarkers related to each question individually.
Comprised of 10 questions (See PSS-10 questions in Table 5.1), the survey is designed to
incorporate both positive and negative approaches of evaluation. Factors such as the ability to
maintain control over stressful events, along with the positive and negative emotions involved in
coping with stress are addressed in the PSS-10. Questions 4, 5, 7, and 8 address positive factors
anticipated to reduce perceived stress, while questions 1, 2, 3, 6, 9, and 10 target negative aspects
contributing to stress. An output of numerical scores between zero and 40 allows for simple
comparison or differentiation among subjects participating in the same study. Examination of
individual questions of the survey may indicate which types of questions offer significant
contribution toward generating the overall PSS-10 score.

This study includes a straightforward assessment of PSS-10 scores and blood samples
acquired, with an intention to discern biomarkers related to PSS-10 results. The intent of this study
is not to ascertain biomarkers after a controlled exposure to stressors, but to identify and examine
biomarkers related to self-perceived stress. Over 20 endogenous biomarkers, including cortisol,
insulin, adrenocorticotropic hormone, testosterone, epinephrine, and cytokines were selected for
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this study. A full list of the biomarkers is detailed in the Discussion section. This selection of
biomarkers focuses on general indicators related to stress and the response to stress (ie cortisol
[25], ACTH [26], epinephrine and norepinephrine [27]), as well as key regulators of basic cellular
activities (ie glucose, insulin, glutathione, adenosine triphosphate, chloride). Considerably low or
high levels of these biomarkers may describe the degree of stress [28].

5.2

Materials and methods

5.2.1 Subjects
Students from the Air Force Reserve Officers' Training Corps at West Virginia University
were recruited to participate in this study. A total of 17 healthy subjects (15 male, 1 female),
between the ages of 18-22, were enrolled. One male subject was excluded from analysis due to
insufficient blood sample. Additionally, a female subject was excluded because we were only able
to recruit one female. The protocol for this study was approved by the Institutional Review Board
at West Virginia University and USAMRMC Office of Research Protections. All subjects provided
written and informed consent to be willing test subjects prior to proceeding with the study. A
detailed profile (Age, body fat percentage, exercise, tobacco and alcohol use, caffeine and food
intake, and medication use) of each subject is included in Table 5.2.
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5.2.2 Perceived Stress Scale (PSS-10)
The subjects were directed to answer 10 questions pertaining to stress appraisal upon
arrival to the research site. Overall perceived stress scores based on the questions of the survey
and individual scores for each question were determined per published direction [18]. All questions
were provided with possible answer choices of a 5-level Likert type scale (never, almost never,
sometimes, fairly often, very often). Each answer was assigned a number rating (0-4) and summed
up for all 10 questions to acquire the overall score. The number ratings for positively stated
questions (items 4, 5, 7, & 8) were reversed.
Table 5.1. 10 questions of the PSS-10 survey supplied to the subjects. Italicized questions (Q4, 5,
7, and 8) are positively phrased.
Question
1

In the last month, how often have you been upset because of something that
happened unexpectedly?

2

In the last month, how often have you felt that you were unable to control the
important things in your life?

3

In the last month, how often have you felt nervous and "stressed"?

4

In the last month, how often have you felt confident about your ability to
handle your personal problems?

5

In the last month, how often have you felt that things were going your way?

6
7

In the last month, how often have you found that you could not cope with all
the things that you had to do?
In the last month, how often have you been able to control irritations in your
life?

8

In the last month, how often have you felt that you were on top of things?

9

In the last month, how often have you been angered because of things that
were outside your control?

10

In the last month, how often have you felt difficulties were piling up so high
that you could not overcome them?

132

Table 5.2. Profiles of each subject

Subject

Age

Body Fat
%

1

22

13.5

Exercise
(days per
week)
6--7

Tobacco

Alcohol (how often)

Caffeinated beverage
(when, how much)

No

Yes (weekends)

Lunch, 12 oz Coke

Time since
last meal
(hours)
2.5

4--5

Yes

Yes (1-2 times a week)

6 days ago, 1 can

0.5

20.9

2--3

No

No

2 days ago, 1 soda can

1.0

NA
Ibuprofen, Sudafed, Mucinex
(none in last 4 days)
NA

2

20

10.2

3

19

4
5

19

6.1

2--3

No

Yes (once a month)

Months ago

4.0

NA

19

14.4

4--5

No

NA

0.75

NA

6

19

6.2

6--7

No

A week ago, cup of coffee

2.0

NA

7

20

15.9

6--7

No

No
Yes (once every couple
weeks)
Yes (occasionally)

10:30 AM, cup of coffee

1.0

8

19

12.5

6--7

Yes

Yes (2-4 times a month)

Morning, 6 oz coffee

1.5

NA
Vitamin C supplement,
Ibuprofen, Melatonin

9

18

17.9

2--3

No

Yes (Rarely)

Earlier that day, cup of tea

5.0

NA

10

20

13.7

6--7

No

No

2.0

NA

11

19

17.2

4--5

No

No

5.5

NA

12

18

22.9

2--3

No

Yes (Once a week)

Month ago, cup of coffee
1-2 weeks ago, cup of
coffee
10:40 AM, 2 glasses of tea

0.67

Multivitamin, Advil

13

19

15.8

4--5

No

No

1 hour, 4 fl. Oz

1.0

NA

14

19

14

6--7

No

Yes (not often)

Morning, 20 fl. Oz coke

1.0

NA

15

21

21

4--5

Yes

Yes (5 nights a week)

30 min, 1 can of coke

2.0

NA
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Medication

5.2.3 Plasma sample preparation and analysis
Approximately one hour after the subjects completed the PSS-10 (between 8 and 8:30 PM),
blood samples were acquired. A butterfly needle was used to draw blood samples into BD
Vacutainer plasma preparation tubes (BD, Franklin Lakes, NJ) or BD Vacutainer plastic blood
collection tubes coated with K2EDTA (BD, Franklin Lakes, NJ). Immediately after collection of
the blood, the tubes were inverted 10 times, followed by centrifugation at 2500 RPM for 12
minutes to form the top plasma layer. The samples were stored in ice until they were transported
to a BSL-2 lab at West Virginia University. To avoid freeze/thaw cycles, 200 μL aliquots of the
plasma layer were removed from the blood tube and stored in cryogenic vials at -80˚C. An ELISA
kit from ALPCO (Salem, NH, Catalog # 21-ACTHU-E01) was purchased to quantify ACTH. The
intra-assay and inter-assay coefficients of variance (CV) for ACTH were less than 7% and 8%,
respectively. Insulin was measured using a custom designed Milliplex kit obtained from EMD
Millipore (Billerica, MA, Catalog # HMHMAG34K). The intra-assay and inter-assay CV for
insulin were less than 16% and 25% respectively. Cortisol was assayed with an EIA kit from
Cayman Chemical (Ann Arbor, MI, Catalog # 500360). The intra-assay and inter-assay CV for
cortisol were less than 14% and 26%, respectively.

5.2.4 Statistical analysis
Maximum and minimum scores for the overall survey were 40 and zero, respectively, and
four and zero for each individual question. Subjects with overall scores between zero and ten were
grouped as low stress subjects and those with overall scores above 10 were identified as highstressed subjects. Subjects with scores of 0 and 1 on individual questions were grouped as low
stressed and those with scores above 2 were assigned to the high stressed group. Levels of relevant
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biomarkers found in initial samples of plasma were compared between the low stress and high
stress groups via Welch-corrected t-tests using Prism V5 (Graphpad Software, San Diego, CA).
Outliers were removed accordingly by the use of a Grubbs' test.

5.3

Results

5.3.1 Biomarkers of overall PSS-10 scores
Analysis of overall PSS-10 scores in relation to biomarkers found in samples of plasma,
highlighted ACTH as a potential indicator of perceived stress levels, as levels of plasma ACTH
were significantly decreased in subjects with lower overall PSS-10 scores. Mean ACTH
concentrations of subjects in low and high perceived stress score groups were 18.4 ± 1.3 pg/mL
(N=6) and 27.3 ± 3.2 pg/mL (N=9), respectively, p < 0.05 (Figure 5.1).

Figure 5.1. Plasma ACTH levels of high
and low perceived stress subjects. Mean
plasma Adrenocorticotropic Hormone
(ACTH) levels of subjects with overall
low and high perceived stress scores were
analyzed. Observed mean ACTH values
found to be significantly different (p <
0.05) between high and low perceived
stress groups are marked with *. Error
bars reflect ± standard error of the mean.
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5.3.2 Biomarkers of PSS-10 question 2 (Q2) scores
Additional examination of each individual question comprising the PSS-10 revealed
perceived stress scores of select questions were considerably related to levels of certain plasma
biomarkers. In specific, plasma cortisol was identified to be distinct between the group of subjects
with higher scores for question 2 (Q2) and the group with lower scores. Mean cortisol
concentrations of subjects in low and high perceived stress groups were 61.3 ± 8.8 pg/mL (N=9)
and 35.8 ± 6.4 pg/mL (N=6), respectively, p < 0.05 (Figure 5.2).

Figure 5.2. Plasma cortisol levels of high
and low perceived stress subjects - Q2.
Mean plasma cortisol levels of subjects
with low and high perceived stress scores
were determined for Q2. Observed mean
cortisol values found to be significantly
different (p < 0.05) between low and high
perceived stress groups are marked with *.
Error bars reflect ± standard error of the
mean.

5.3.3 Biomarkers of PSS-10 question 5 (Q5) scores
Scores of Q5 were also associated with concentrations of plasma ACTH. Subjects placed
in the low perceived stress group, according to Q5 results, had lower concentrations of ACTH in
plasma samples. Mean ACTH concentrations of subjects in low and high perceived stress score
groups were 18.9 ± 1.5 pg/mL (N=10) and 33.5 ± 3.0 pg/mL (N=5), respectively, p < 0.05. (Figure
5.3).

136

Figure 5.3. Plasma ACTH levels of high
and low perceived stress subjects - Q5.
Mean
plasma
Adrenocorticotropic
Hormone (ACTH) with low and high
perceived stress scores for Q5 were
analyzed. Observed mean ACTH values
found to be significantly different (p < 0.05)
between high and low perceived stress
groups are marked with *. Error bars
reflect ± standard error of the mean.

5.3.4 Biomarkers of PSS-10 question 7 (Q7) scores
Scores of question 7 were related to concentrations of plasma insulin. Higher plasma
insulin levels in low perceived stress groups, classified based on questions 7 scores, were observed.
Mean insulin concentrations of subjects in low and high perceived stress score groups, assembled
based on question 7 scores, were 792.7 ± 92.9 pg/mL (N=10) and 344.7 ± 37.9 pg/mL (N=5),
respectively, p < 0.05 (Figure 5.4).

Figure 5.4. Plasma insulin levels of high
and low perceived stress subjects - Q7.
Mean plasma insulin levels of subjects
with low and high perceived stress scores
for Q7 were determined. Observed mean
insulin values found to be significantly
different (p < 0.05) between high and low
perceived stress groups are marked with *.
Error bars reflect ± standard error of the
mean.
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5.3.5 Biomarkers of PSS-10 question 9 (Q9) scores
Distinct insulin levels described low and high perceived stress groups, generated based on
question 9 scores. Mean insulin concentrations of 798.9 ± 94.8 pg/mL (N=11) and 383.7 ± 51.8
pg/mL (N=5), were determined for low and high scoring groups, respectively, p < 0.05 (Figure
5.5).

Figure 5.5. Plasma insulin levels of high
and low perceived stress subjects - Q9.
Mean plasma insulin levels of subjects
with low and high perceived stress scores
for Q9 were analyzed. Observed mean
insulin values found to be significantly
different (p < 0.05) between high and low
perceived stress groups are marked with
*. Error bars reflect ± standard error of
the mean.

5.4

Discussion
As informative as these stress surveys may be, there is always a possibility of

misrepresentation or misinterpretation. Identifying plasma biomarkers that are significantly
different between subjects of low and high perceived stress may be a suitable and quantitative
alternative, or supplement, to assessing perceived stress. In this study, various stress-related
biomarkers (ACTH, cortisol, insulin, glucose, leptin, testosterone, cytokines [IL-1B, IL-10, IL-6,
GM-CSF, IL-5, IFN-γ, TNF-α, IL-2, and IL-4], epinephrine, norepinephrine, adenosine
triphosphate, aspartate aminotransferase, creatine kinase, chloride, and glutathione) were
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measured. Of the biomarkers measured, ACTH was identified to exhibit significantly distinct
concentrations in plasma of subjects belonging in low and high perceived stress groups (Figure
5.1). ACTH levels generally increase upon exposure to stressors [29, 30] and have been linked to
perceived stress [31]. In accordance with these previous findings associating ACTH with stress,
subjects with higher perceived stress had significantly elevated concentrations of ACTH in this
study. Although ACTH was the only statistically significant biomarker related to overall PSS-10
scores, further analysis of each individual question uncovered several other biomarkers.

The purpose of dissecting the survey and analyzing each question separately was to
understand how and to what extent each question contributes to the overall stress assessment. Upon
analysis of the individual questions, ACTH, cortisol, and insulin were found to be associated with
several questions. The group of subjects that scored higher for Q5 had significantly greater levels
of plasma ACTH (Figure 5.3). As ACTH concentrations were related to overall PSS-10 scores, a
similar outcome between ACTH levels and individual question scores was also expected. These
results suggest how a participant answers Q5 may be particularly important to assessing overall
perceived stress. Along with Q5, three other questions (Q2, Q7, and Q9), offered insight regarding
the connection between the survey results and related biomarkers. Q2 scores were related to plasma
cortisol (Figure 5.2), while Q7 and Q9 scores were associated with plasma insulin levels (Figures
5.4 and 5.5). Cortisol and insulin were only significantly significant when analyzed against
individual questions, suggesting the importance of analyzing the results of individual question in
conjunction with overall scores.
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As a proposed hallmark of stress, cortisol is often measured to determine the degree of
stress after demanding and taxing events [25]. A general increase in cortisol levels is expected in
those that are more stressed [32], but there is also great variability in cortisol secretion [33]. In this
study, the group of subjects that scored higher for Q2 (i.e. exhibited more perceived stress) had a
lower average plasma cortisol than the group that had lower scores. The data suggest that cortisol
levels may be lower in subjects that perceive higher stress since this survey question assesses an
accumulation of perceived stress over a prolonged period of one month, instead of after one
specific incident. In a previous study, cortisol secretion was suppressed in subjects who had
experienced stress over an extended duration of time [34].

Insulin was an unexpected biomarker as it is not a central stress-related hormone, but
nonetheless, has been linked to stress [35]. In this study, subjects with lower PSS-10 scores had
higher insulin levels, which suggests subjects with lower insulin levels actually experienced more
stress. In fact, stress hormones are able to strongly regulate, and in some cases, inhibit the release
of insulin [36]. A more apparent relationship between the survey results and measured insulin
levels concerns when the subject had last eaten. An increase in plasma insulin concentration
normally occurs after meals [37], and a correlation between the time of last food intake and insulin
levels is expected to be negatively related. In agreement with the anticipated results, the plasma
insulin levels in these subjects were significantly (p < 0.05) and negatively correlated (r = -0.6524)
to the time since they had last eaten. Subjects that had recently eaten, scored lower on the overall
PSS-10 (ie lower perceived stress), suggesting factors such as insulin concentration may affect
how stress surveys are completed. While insulin is related to both Q7 and Q9 (one positive and
one negative, respectively), it is unclear how positive and negative questions are distinctly related
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to a shared biomarker. In this study, we can only identify which questions and biomarkers are
related, but to fully understand how biomarkers are related to individual questions, additional
research is necessary.

There were a few limitations to this study. First, the sample size was not ideal, even though
recruitment was attempted several times. Due to the small sample size, there were several questions
(Q3, Q4, Q8, Q10) that were not analyzed because there weren't definite low score and high score
groups. For instance, for question 4 and 10, there was only one subject that belonged in the high
score group, making it impossible to make any comparisons. With a bigger sample size, it may
have been possible to analyze more individual questions and identify more biomarkers that may
have been missed. The other biomarkers in our selection included glucose, leptin, testosterone,
cytokines (IL-1β, IL10, IL6, GM-CSF, IL5, IFNγ, TNFα, IL2, and IL4), epinephrine,
norepinephrine, adenosine triphosphate, aspartate aminotransferase, creatine kinase, chloride, and
glutathione. While these biomarkers were not significant in our analysis, many of them are strongly
related to stress. Due to the limitations of a small sample, it is feasible that anticipated biomarkers
were statistically eliminated. Nonetheless, this study demonstrates a significance in identifying
biomarkers to assess perceived stress, as well as a benefit in analyzing individual components of
the survey. A bigger sample size and a wider selection of biomarkers will be necessary for future
studies.

5.5

Conclusion
The findings of this study enabled us to identify key biomarkers associated with perceived

stress and relate them to results determined from a commonly used and accepted survey. Analysis
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of these pertinent biomarkers then uncovered select questions that may be essential to the
interpretation of perceived stress. An improved understanding of the perceived stress scale, from
a biological perspective, may aid in the general assessment of stress and stress related outcomes.
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Chapter 6
Conclusions and Future Directions
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Many topics have been addressed in this dissertation, with an overarching goal to build on
the present knowledge of the biochemical adaptations that take place to protect and maintain
optimal function. This document communicates some of the vital aspects of investigating
biochemical markers of stress, such as consideration of all contributing types of stressors, localized
versus systemic responses, biological matrices, and analysis of complex biological datasets.
Decades of research exploring the mechanisms that drive biological processes has uncovered
crucial information that serves to enhance our understanding of the pathogenesis and exacerbation
of diseases, disorders, exposures, or general perturbations. All of this work is done to ultimately
serve the general public through development of treatments, validation of diagnostic biomarkers,
and enhancement of overall health. The research in this field is expected to continue and grow as
there are still many challenges that prevent a comprehensive understanding of various features of
the stress response.

While there are many factors that can be addressed, the challenges of timing and data
analysis are two major issues to focus on for future work. One of the most difficult variables to
work with when measuring biological responses is time. Chapter 2 briefly touches on the temporal
assessment of a response, but there is no way to confirm that the most significant time points were
captured. Ideally, adding more time points would provide the best depiction of the fluctuations in
biochemical response over time, but in many cases, it is impractical to do so because the number
of samples and cost would dramatically increase. As a result, further work in determining the
optimum timing of sample collection is an essential component of making advancements in this
field.
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Another prominent obstacle lies in the analysis of data. The need for robust statistical
analysis methods to handle complex biological data has been acknowledged with the creation of
software programs, algorithms, and modeling techniques. However, there are still limitations to
the current methods, prompting more bioinformatics research. The issue in proposing new analysis
approaches is that it takes a great deal of testing to validate the viability and robustness of the
method. In the case of using network centrality parameter analysis (demonstrated in Chapter 3) to
examine a large number of variables, many more datasets must be tested to explore all potential
capabilities, as well as any weaknesses of the approach.
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APPENDIX A: CYTOKINE CALIBRATION CURVES
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APPENDIX B1: CHAPTER 4 SUPPLEMENTARY TABLES AND FIGURES

Figure B1. Subjects 1-4: Normalized cytokine response following team and individual
performance. Salivary cytokine (IL-1β, IL-6, IFN-γ, TNF-α, IL-5, IL-2, GM-CSF, IL-4, and IL10) levels were determined for subjects 1-4 after experiencing success and failure as an individual
and as a team. All responses were normalized to baseline concentrations measured prior to
beginning the sessions. Error bars reflect ± standard error of the mean due to the variation in
sample replicates (N=3). Statistically significant differences between individual and team
responses are marked with a matching symbols (*) and (#). Significant differences between
success and failure associated responses are notated with brackets. + indicates a significant change,
compared to the baseline (dashed line indicates normalized response = 1). Statistically significant
(p < 0.05) differences were determined by 2-way ANOVA with a Bonferroni post-test.
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APPENDIX B2: CHAPTER 4 SUPPLEMENTARY TABLES AND FIGURES

Figure B2. Subjects 5-8: Normalized cytokine response following team and individual
performance. Salivary cytokine (IL-1β, IL-6, IFN-γ, TNF-α, IL-5, IL-2, GM-CSF, IL-4, and IL10) levels were determined for subjects 5-8 after experiencing success and failure as an individual
and as a team. All responses were normalized to baseline concentrations measured prior to
beginning the sessions. Error bars reflect ± standard error of the mean due to the variation in
sample replicates (N=3). Statistically significant differences between individual and team
responses are marked with a matching symbols (*) and (#). Significant differences between
success and failure associated responses are notated with brackets. + indicates a significant change,
compared to the baseline (dashed line indicates normalized response = 1). Statistically significant
(p < 0.05) differences were determined by 2-way ANOVA with a Bonferroni post-test.
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APPENDIX B3: CHAPTER 4 SUPPLEMENTARY TABLES AND FIGURES

Figure B3. Subjects 9-12: Normalized cytokine response following team and individual
performance. Salivary cytokine (IL-1β, IL-6, IFN-γ, TNF-α, IL-5, IL-2, GM-CSF, IL-4, and IL10) levels were determined for subjects 9-12 after experiencing success and failure as an individual
and as a team. All responses were normalized to baseline concentrations measured prior to
beginning the sessions. Error bars reflect ± standard error of the mean due to the variation in
sample replicates (N=3). Statistically significant differences between individual and team
responses are marked with a matching symbols (*) and (#). Significant differences between
success and failure associated responses are notated with brackets. + indicates a significant change,
compared to the baseline (dashed line indicates normalized response = 1). Statistically significant
(p < 0.05) differences were determined by 2-way ANOVA with a Bonferroni post-test.
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APPENDIX B4: CHAPTER 4 SUPPLEMENTARY TABLES AND FIGURES

Figure B4. Subjects 13-14: Normalized cytokine response following team and individual
performance. Salivary cytokine (IL-1β, IL-6, IFN-γ, TNF-α, IL-5, IL-2, GM-CSF, IL-4, and IL10) levels were determined for subjects 13-14 after experiencing success and failure as an
individual and as a team. All responses were normalized to baseline concentrations measured prior
to beginning the sessions. Error bars reflect ± standard error of the mean due to the variation in
sample replicates (N=3). Statistically significant differences between individual and team
responses are marked with a matching symbols (*) and (#). Significant differences between
success and failure associated responses are notated with brackets. + indicates a significant change,
compared to the baseline (dashed line indicates normalized response = 1). Statistically significant
(p < 0.05) differences were determined by 2-way ANOVA with a Bonferroni post-test.
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