A Gallai coloring is a
Introduction
In this paper we consider graphs that are finite, simple and undirected. Given a graph G and a set A ⊆ V (G), we use |G| to denote the number of vertices of G, and G[A] to denote the subgraph of G obtained from G by deleting all vertices in V (G)\A. A graph H is an induced subgraph of G if H = G[A] for some A ⊆ V (G). We use P n , C n and K n to denote the path, cycle and complete graph on n vertices, respectively. For any positive integer k, we write [k] for the set {1, 2, . . . , k}. We use the convention "A :=" to mean that A is defined to be the right-hand side of the relation.
Given an integer k ≥ 1 and graphs H 1 , H 2 , . . . , H k , the classical Ramsey number R(H 1 , . . . , H k ) is the least integer n such that every k-coloring of the edges of K n contains a monochromatic It turns out that for some graphs H (e.g., when H = C 3 ), GR k (H) behaves nicely, while the order of magnitude of R k (H) seems hopelessly difficult to determine. It is worth noting that finding exact values of GR k (H) is far from trivial, even when |H| is small. We will utilize the following important structural result of Gallai [12] on Gallai colorings of complete graphs.
Theorem 1.2 ([12])
For any Gallai coloring c of a complete graph G with |G| ≥ 2, V (G) can be partitioned into nonempty sets V 1 , . . . , V p with p > 1 so that at most two colors are used on the edges in E(G)\(E(G[V 1 ]) ∪ · · · ∪ E(G[V p ])) and only one color is used on the edges between any fixed pair (V i , V j ) under c.
The partition given in Theorem 1.2 is a Gallai partition of the complete graph G under c. Given a Gallai partition V 1 , . . . , V p of the complete graph G under c, let v i ∈ V i for all i ∈ [p] and let R := G[{v 1 , . . . , v p }]. Then R is the reduced graph of G corresponding to the given Gallai partition under c. Clearly, R is isomorphic to K p . By Theorem 1.2, all the edges in R are colored by at most two colors under c. One can see that any monochromatic copy of H in R under c will result in a monochromatic copy of H in G under c. It is not surprising that Gallai-Ramsey numbers GR k (H) are closely related to the classical Ramsey numbers R 2 (H). Recently, Fox, Grinshpun and Pach [9] posed the following conjecture on GR k (H) when H is a complete graph.
Conjecture 1.3 ([9]
) For all t ≥ 3 and k ≥ 1,
Recall that if n < R k (K 3 ), then there is a k-coloring c of the edges of K n such that edges of every triangle in K n are colored by at least two colors under c. A question of T. A. Brown (see [5] ) asked: What is the largest number f (k) of vertices of a complete graph can have such that it is possible to k-color its edges so that edges of every triangle are colored by exactly two colors? Chung and Graham [5] answered this question in 1983.
Clearly, GR k (K 3 ) = f (k) + 1. By Theorem 1.4, Conjecture 1.3 holds for t = 3. The proof of Theorem 1.4 does not rely on Theorem 1.2. A simpler proof of this case using Theorem 1.2 can be found in [16] . The next open case, when t = 4, was recently settled in [20] . Gallai-Ramsey numbers of C 4 , P 5 , C 6 , P 6 have also been studied, as well as general upper bounds for GR k (P n ) and GR k (C n ) that were first studied in [7, 10] and later improved in [18] . Gregory [14] proved in his thesis that GR k (C 8 ) = 3k + 5, but the proof was incomplete. We list some results in [7, 10, 18] below.
More recently, Gallai-Ramsey numbers of odd cycles on at most 15 vertices have been completely settled by Bruce and Song [3] for C 7 , Bosse and Song [1] for C 9 and C 11 , and Bosse, Song and Zhang [2] for C 13 and C 15 . We summarize these results below. 
In this paper, we study Gallai-Ramsey numbers of even cycles and paths. For all n ≥ 3 and k ≥ 1, let G n−1 ∈ {C 2n , P 2n+1 }, G i := P 2i+3 for all i ∈ {0, 1, . . . , n−2}, and i j ∈ {0, 1, . . . , n−1} for all j ∈ [k]. We want to determine the exact values of GR(G i 1 , G i 2 , . . . , G i k ). By reordering colors if necessary, we assume that i 1 ≥ i 2 ≥ · · · ≥ i k . Let n * := n when G i 1 = P 2n+1 and n * := n + 1 when G i 1 = P 2n+1 . The construction for establishing a lower bound for GR(G i 1 , G i 2 , . . . , G i k ) for all n ≥ 3 and k ≥ 1 is similar to the construction given by Erdős, Faudree, Rousseau and Schelp in 1976 (see Section 2 in [6] ) for classical Ramsey numbers of even cycles and paths. We recall their construction in the proof of Proposition 1.9. Proposition 1.9 For all n ≥ 3 and k ≥ 1,
Proof. We first note that 3 + min{i 1 , n * − 2} + i 1 = |G i 1 |. Hence the statement is trivially true when k = 1. So we may assume that k ≥ 2. To show that GR(
we recall the construction given in [6] . Let G be a complete graph on 
The first author recently conjectured that the lower bound established in Proposition 1.9 is also the desired upper bound for GR(G i 1 , G i 2 , . . . , G i k ) for all n ≥ 3 and k ≥ 1. We state it below. Conjecture 1.10 For all n ≥ 3 and k ≥ 1,
, where M n denotes a matching of size n. It is worth noting that by letting i 1 = · · · = i k = n − 1 and n * = n, the construction given in the proof of Proposition 1.9 yields that (n−1)k+n+1 ≤ GR k (P 2n ) and (n−1)k+n+1 ≤ GR k (M n ) 1 for all n ≥ 3 and k ≥ 1. The truth of Conjecture 1.10 implies that GR k (C 2n ) = GR k (P 2n ) = GR k (M n ) = (n − 1)k + n + 1 for all n ≥ 3 and k ≥ 1 and GR k (P 2n+1 ) = (n − 1)k + n + 2 for all n ≥ 1 and k ≥ 1. As observed in [18] , to completely solve Conjecture 1.10, one only needs to consider the case G n−1 = C 2n . We prove this in Proposition 1.11. The proof of Proposition 1.11 is similar to the proof of Theorem 7 given in [18] . Proposition 1.11 For all n ≥ 3 and k ≥ 1, if Conjecture 1.10 holds for G n−1 = C 2n , then it also holds for G n−1 = P 2n+1 .
Proof. By the assumed truth of Conjecture 1.10 for G n−1 = C 2n , we may assume that G i 1 = P 2n+1 . Then n * = n+1 and i 1 = n−1. We may further assume that n−1
. By the assumed truth of Conjecture 1.10 for
Thus G must contain a monochromatic copy of H := C 2n in some color ℓ ∈ [t] under c. We may assume that ℓ = 1. Then for every vertex u ∈ V (G)\V (H), all the edges between u and V (H) must be colored by exactly one color j for some j ∈ {2, . . . , k}, because G contains neither a rainbow triangle nor a monochromatic copy of P 2n+1 in color 1 under c. Thus, V (G)\V (H) can be partitioned into V 2 , V 3 , . . . , V k such that all the edges between V j and V (H) are colored by color j for all j ∈ {2, . . . , k}. It follows that for all j ∈ {2, . . . , k},
In this paper, we prove that Conjecture 1.10 is true for n ∈ {3, 4} and all k ≥ 1. Theorem 1.12 For n ∈ {3, 4} and all k ≥ 1, let G i = P 2i+3 for all i ∈ {0, 1, . . . , n − 2}, G n−1 = C 2n , and
Theorem 1.12 strenghtens the results listed in Theorem 1.5 and Theorem 1.6. Our proof relies only on Theorem 1.2 and Ramsey numbers R(H 1 , H 2 ), where H 1 , H 2 ∈ {C 8 , C 6 , P 7 , P 5 , P 3 }. Theorem 1.12, together with Proposition 1.11, implies that GR k (C 2n ) = GR k (P 2n ) = GR k (M n ) = (n − 1)k + n + 1 for n ∈ {3, 4} and all k ≥ 1, and GR k (P 2n+1 ) = (n − 1)k + n + 2 for n ∈ {1, 2, 3, 4} and all k ≥ 1. Hence, Theorem 1.12 yields a new and simpler proof of the known results on GallaiRamsey numbers of C 8 , C 6 and P n with n ≤ 7. As mentioned earlier, the proof of GR k (C 8 ) = 3k+5 given in [14] was incomplete. We prove Theorem 1.12 in Section 2. In our completely new strategy, we developed an extremely useful recoloring method (in the proof of Claim 6 in Section 2) which we believe will assist in solving other cases, and possibly the conjecture. This method, together with new ideas, has been applied in [22] to prove that Conjecture 1.10 is true for n = 5 and all k ≥ 1. Note that the method we developed here for even cycles and paths is very different from the method for odd cycles developed in [3, 1, 2] .
Finally, we list below the results on 2-colored Ramsey numbers of even cycles and paths that will be used in the proof of Theorem 1.12. 
Proof of Theorem 1.12
We are ready to prove Theorem 1.12. Let n ∈ {3, 4}. By Proposition 1.9, it suffices to show that Consider a Gallai partition of G with parts A 1 , . . . , A p , where p ≥ 2. We may assume that |A 1 | ≥ · · · ≥ |A p | ≥ 1. Let R be the reduced graph of G with vertices a 1 , . . . , a p , where a i ∈ A i for all i ∈ [p]. By Theorem 1.2, we may assume that every edge of R is colored either red or blue. Since all the edges of G are colored by at least three colors under c, we see that R = G and so |A 1 | ≥ 2. By abusing the notation, we use i b to denote i j when the color j is blue. Similarly, we use i r (resp. i g ) to denote i j when the color j is red (resp. green). Let A b := {a i ∈ {a 2 , . . . , a p } | a i a 1 is colored blue in R} A r := {a j ∈ {a 2 , . . . , a p } | a j a 1 is colored red in R} Let B := a i ∈A b A i and R := a j ∈Ar A j . Then |A 1 |+|B|+|R| = |G| = 3+N and max{|B|, |R|} = 0 because p ≥ 2. Thus G contains a blue P 3 between B and A 1 or a red P 3 between R and A 1 , and so max{i b , i r } ≥ 1. We next prove several claims. 
be a color that is neither red nor blue. Suppose G contains a monochromatic copy of a graph, say J, on n vertices in color m.
For two disjoint sets U, W ⊆ V (G), we say U is blue-complete (resp. red-complete) to W if all the edges between U and W are colored blue (resp. red) under c. For convenience, we say u is blue-complete (resp. red-complete) to W when U = {u}. . Since |B| ≥ 3 + min{max{i b , i r }, n − 2} + i * b + i r , we see that G contains a blue G i b , a contradiction. Hence R = ∅ and so p ≥ 3 for any Gallai partition of G. It follows that B is neither red-nor blue-complete to R, otherwise {B, R ∪ A 1 } or {B ∪ A 1 , R} yields a Gallai partition of G with only two parts. By Claim 3, min{|B|, |R|} ≥ 1. Since |A 1 | ≥ 2, we see that G has a blue P 3 and a red P 3 . Thus min{i b , i r } ≥ 1. Then |G| = |A 1 | + |B| + |R| ≥ 3 + min{max{i b , i r }, n − 2} + i b + i r . By Claim 2, max{|B|, |R|} ≥ 2. Since B is neither red-nor blue-complete to R, we see that G contains either a blue P 5 or a red P 5 . Thus i 1 ≥ max{i b , i r } ≥ 2. By Claim 4, we may assume that {i b , i r } = {i 1 , i 2 }. Then min{i 1 , n − 2} = n − 2 because n ∈ {3, 4}. Then |G| = 3 + (n − 2) +
Claim 5. min{|B|, |R|} ≤ n − 1.
Proof. Suppose min{|B|, |R|} ≥ n. Let H = (B, R) be the complete bipartite graph obtained from G[B ∪ R] by deleting all the edges with both ends in B or both ends in R. Then H has no blue P 2n−3 with both ends in B, else, we obtain a blue C 2n because |A 1 | ≥ 2. Similarly, H has no red P 2n−3 with both ends in R. For every vertex v ∈ B ∪ R, let d b (v) := |{u : uv is colored blue in H}| and d r (v) := |{u : uv is colored red in H}|. Let x 1 , . . . , x n ∈ B, y 1 , . . . , y n ∈ R and a 1 , a * 1 ∈ A 1 be all distinct. We next claim that d r (v) ≤ n − 2 for all v ∈ B. Suppose, say, d r (x 1 ) ≥ n − 1. Then n = 4 because H has no red P 2n−3 with both ends in R. We may assume that x 1 is red-complete to {y 1 , y 2 , y 3 }. Since H has no red P 5 with both ends in R, we see that for all i ∈ {2, 3, 4} and every W ⊆ {y 1 , y 2 , y 3 } with |W | = 2, no x i is red-complete to W . We may further assume that x 2 y 1 , x 2 y 2 , x 3 y 1 are colored blue. Then x 4 y 2 must be colored red, else, H has a blue P 5 with vertices x 3 , y 1 , x 2 , y 2 , x 4 in order. Thus x 4 y 1 , x 4 y 3 are colored blue. But then H has a blue P 5 with vertices x 2 , y 2 , x 3 , y 1 , x 4 in order (when x 3 y 2 is colored blue) or vertices x 2 , y 1 , x 3 , y 3 , x 4 in order (when x 3 y 3 is colored blue), a contradiction.
|R|, which implies that n = 4, |B| = |R| = 4 and d r (v) = d b (v) = 2 for any v ∈ B ∪ R. Thus all the blue edges in H induces a 2-regular spanning subgraph of H. Since H has no blue C 8 , we see that H must contain two vertex-disjoint copies of blue C 4 . We may assume that y 1 is blue-complete to {x 1 , x 2 } and y 2 is blue-complete to {x 3 , x 4 }. But then G contains a blue C 8 with vertices a 1 , x 1 , y 1 , x 2 , a * 1 , x 3 , y 2 , x 4 in order, a contradiction. 
Then |B i | = |R i | = 3 and n = 4, because n + 2 ≤ |B i | + |R i | ≤ 2(n − 1). Thus G has a blue P 5 between B i and A i and a red P 5 between R i and A i . It follows that min{i b , i r } ≥ 2. But then
Let c * be an edge-coloring of G obtained from c by recoloring all the edges in E B blue and all the edges in E R red. Then every edge of G is colored either red or blue under c * . 
We next claim that i b = n − 1. Suppose 2 ≤ i b ≤ n − 2. Then n = 4, i b = 2, H = P 7 and |G| = 1 + n + i b + i r = 7 + i r . Thus |W | = i r . Let x 1 , . . . , x 7 be the vertices of H in order. By symmetry, we may assume that x ℓ x ℓ+1 = a 1 b 1 for some ℓ ∈ [3] . Then W ∪ {x 7 } must be red-complete to {a 1 , b 1 } under c, else, say a vertex u ∈ W ∪ {x 7 }, is blue-complete to {a 1 , b 1 } under c, then we obtain a blue H ′ := P 7 under c * with vertices x 1 , . . . , x ℓ , u, x ℓ+1 , . . . , x 6 in order such that |E(H ′ ) ∩ E B | < |E(H) ∩ E B |, contrary to the choice of H. Thus W ∪ {x 7 } ⊆ R 1 and so |R 1 | ≥ |W ∪ {x 7 }| = i r + 1 ≥ 2. Note that G contains a red P 5 under c because |R 1 | ≥ 2 and R 1 is not blue-complete to B 1 . Thus i r ≥ 2. Then 3 ≤ i r + 1 ≤ |R 1 | ≤ 3, which implies that i r = 2 and R 1 = W ∪ {x 7 }. Thus {a 1 , b 1 } is blue-complete to V (H)\{x ℓ , x ℓ+1 , x 7 }. But then we obtain a blue H ′ := P 7 under c * with vertices x 1 , . . . , x ℓ , x ℓ+2 , x ℓ+1 , x ℓ+3 , . . . , x 7 in order such that |E(H ′ ) ∩ E B | < |E(H) ∩ E B |, a contradiction. This proves that i b = n − 1.
Since i b = n − 1, we see that H = C 2n . Then |G| = 1 + n + i b + i r = 2n + i r and so |W | = i r . Let a 1 , x 1 , . . . , x 2n−2 , b 1 be the vertices of H in order and let W = V (G)\V (H) := {w 1 , . . . , w ir }. Then x 1 b 1 and a 1 x 2n−2 are colored blue under c because {a 1 , b 1 } = A 1 . Suppose {x j , x j+1 } is blue-complete to {a 1 , b 1 } under c for some j ∈ [2n − 3]. Then G has a blue H ′ := C 2n under c * with vertices a 1 , x 1 , . . . , x j , b 1 , x 2n−2 , . . . , x j+1 in order such that |E(H ′ ) ∩ E B | < |E(H) ∩ E B |, contrary to the choice of H. Thus, for all j ∈ [2n − 3], {x j , x j+1 } is not bluecomplete to {a 1 , b 1 }. Since {x 1 , x 2n−2 } is blue-complete to {a 1 , b 1 } under c, we see that x 2 , x 2n−3 ∈ R 1 and then |R 1 ∩ {x 2 , . . . , x 2n−3 }| = |R 1 | = n − 1. Thus R 1 = {x 2 , x 3 } when n = 3. By symmetry, we may assume that R 1 = {x 2 , x 3 , x 5 } when n = 4. Then R 1 is red-complete to {a 1 , b 1 } and W is blue-complete to {a 1 , b 1 } under c. It follows that for any w j ∈ W and x m ∈ R 1 , {x m , w j } = A i for all i ∈ [t]. Then x 2 must be red-complete to W under c, else, say x 2 w 1 is colored blue under c, then we obtain a blue H ′ := C 2n under c * with vertices a 1 , x 1 , x 2 , w 1 , b 1 , x 4 (when n = 3) and vertices a 1 , x 1 , x 2 , w 1 , b 1 , x 4 , x 5 , x 6 (when n = 4) in order such that |E(H ′ ) ∩ E B | <
