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Abstract
The research contained within this thesis concerns the detection, identification and
effect of charge noise on quantum dot systems.
In the first research chapter we study the cross correlation between pairs of ex-
citon qubits subject to a common fluctuating charge environment, whose dynamics
are solved using a transfer matrix approach. Our results show that we are able to
discern features showing whether or not the charges interact with both quantum
dots simultaneously i.e., form a correlated noise source. We find that qubits in a
common charge environment display photon bunching, if both dots are driven on
resonance or if the laser detunings are equal in both qubits and anitibunching if the
laser detunings are in opposite directions.
In the second research chapter we study the auto-correlation function of a single
optically driven exciton qubit interacting with an environment consisting of 1/f
noise and a fluctuating charge. We again use the transfer matrix method and a
sum of Lorentzian distributions to approximate 1/f noise. Our simulations show
that signatures of 1/f noise do exist is photon correlation measurements. from such
measurements we are also able to determine a minimum cut-off frequency of the 1/f
noise, in the case that there is such a cut-off. In addition we also show that a 1/f
and a single fluctuator can be distinguished using the auto-correlation.
In the final research chapter we study a pair of quantum dots, each with a low
lying electron spin qubit and one higher lying level that can be selectively optically
excited from one of the two spin states. Entanglement between the two spins can be
achieved through path erasure. We look at the effect of a single fluctuating charge
of the entanglement between these two ‘L’ shaped electronic structures.
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CHAPTER 1
Motivations and thesis outline
C
omputers are now ubiquitous, inhabiting almost every electronic device avail-
able, from mobile phones to washing machines, pacemakers to ovens, clocks
and even toilets. Every effort is being made to make computers smaller and more
powerful, leading to the well-known Moore’s law: ‘The number of transistors incor-
porated in a chip will approximately double every 24 months’. This is a wonderful
achievement, but there are doubts as to how long it can continue. Technological
progress has been made in other areas and we have become able to control increas-
ingly small systems to the point that engineering devices on the quantum scale is
possible. Quantum mechanics is already being used in the electronics we use today,
transistors in classical computers rely on quantum statistics. Some more exotic ap-
plications include quantum information processing, namely quantum cryptography
systems are being used. One of the most anticipated technologies using quantum
mechanics is the quantum computer. These quantum computers will require new
hardware in the form of quantum bits (qubits) of which there have been many pro-
posed ideas, the one that we will be focussing on in this thesis is the semiconductor
quantum dot. This new technology promises, when applied to computers and at
least for some classes of problems, to provide a significant speed up in relation to
the number of qubits in the register than may be achieved with classical comput-
ers. There are currently few quantum algorithms devised to run on these quantum
computers, and of those, few are particularly useful. Take for example the Deutsch-
Josza algorithm [1], which is an algorithm for testing whether a register of qubits is
in a constant or balanced state. That is to say, whether all the qubits in the register
are the same, or if there are equal numbers of both. The practical applications of
this algorithm are not numerous. On the other hand, the great power of the quan-
tum algorithm is demonstrated in possibly the most famous example of it’s kind:
Shor’s algorithm. It take incredibly large numbers and decomposes them into their
1
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prime factors [2]. This has serious implications for security, since a large number
of systems use RSA cryptosystems. The idea behind RSA is that this factorisa-
tion is incredibly difficult for classical computers to do. The second best known
algorithm is Grover’s search algorithm [3], which allows a search over an unsorted
list to be done significantly faster than with a classical computer. The subject is
still young and new and better algorithms can still be found. The reader may be
excused for thinking that quantum computation is all about developing computers,
but there is a more altruistic and scientific reason as well. In the same way that the
development of the microscope allowed advances in Biology and Medicine by giving
Biologists access to a region which is too small to see; the development of these
quantum systems and the ability to control them allows us to be able to investigate
in greater detail the counter-intuitive nature of quantum mechanics in the hope of
expanding our knowledge of the universe we live in. Not only that, but being able to
perform simulations of quantum systems on quantum systems will increase the rate
at which quantum technologies grow. Currently we are trying to simulate quantum
devices using classical computers, which is very slow.
The potential gains of being able to access the quantum regime are great, but there
is a problem. The quantum properties that we wish to use are subject to degradation
when they are allowed to interact with the environment. This process is known as
decoherence. A key point in assessing the feasibility of any realisation of quantum
computers is developing an understanding of how decoherence arises and affects the
system. While it is true that a great deal of work has been done on decoherence
in single qubits, less is known about how correlated noise across multiple qubits
arises from different kinds of environment. Any long-range interaction that disturbs
a common environment will cause correlated noise for closely spaced qubits. The
example of such a common disturbance that this thesis is concerned with is that
of fluctuating charges in the vicinity of quantum dots (QDs) [4–7] and this is an
important theme in this thesis.
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1.1 Thesis Outline
T
he following work is broken into two parts. The first deals with background
information that will allow the reader to more easily understand the work
shown in the second as well as adding context. The second part of the thesis consists
of three research chapters, which detail the work done during my PhD.
Part I: Background Chapters
Open and closed quantum systems
The first chapter in Part I sets out to discuss the modelling of quantum systems.
We begin by defining the density operator or density matrix and discussing its
properties, before showing how a system described by one may be evolved in time
using a unitary time evolution operator. We go to say that not all systems may be
time evolved with a unitary operator and go on to describe and detail the idea of an
open quantum system and how it may be described by a master equation. The work
shown in this thesis involve systems interacting with electromagnetic radiation and
so we discuss and derive an optical master equation, which we use in all the research
chapters. Once the optical master equation is outlined, we then apply it to a two
level system, which is how we model quantum dots. A key aspect of an open system
is that it suffers from decoherence, the irreversible loss of information. We describe
two mechanisms of decoherence, namely population relaxation and pure dephasing.
Many of the systems in the research chapters also involve coherent driving from
lasers, which we describe and show how this gives rise to Rabi oscillations.
The conditional master equation
Continuing on from the ideas discussed in the chapter: open and closed quantum
systems, we now consider the idea that we while the optical master equation de-
scribes the average result, we could derive a conditional master equation, which
would describe the result for a single experiment.
Quantum dots
The work done in this thesis, while theoretical, assumes the use of semiconductor
quantum dots as qubits. As such, in this chapter, we discuss what a quantum dot
is, the properties that they display as well as the mechanisms by which they are
created.
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Part II: Research Chapters
Probing charge fluctuator correlation using pairs of quantum dot
The first of our research chapters in Part II, concerns the effect fluctuating charges
on the statistics of the emitted photons i.e., how much the charges can be said
to affect both qubits as opposed to having a system of charges that only affect
one or the other. The aim is to find signatures of charge noise as a correlated
source. We explain that the interaction between the charge and the qubits results
in the Stark shift, before outlining a computational method for the time evolution
of the density matrix, namely a transfer matrix [5]. We go on to also explain what
photon statistics we are interested in and how we are able to calculate these using
input-output theory and the quantum regression theorem. To show that the work
is experimentally verifiable, we describe a possible experiment i.e. the Hanbury
Brown-Twiss set up. The rest of the chapter is dedicated to the results and their
discussion.
Probing 1/f correlations using quantum dots
The second research chapter considers a different noise source that is also found to
affect quantum dot systems, namely 1/f noise. Like its preceding chapter, we hope
to find signatures of noise and differentiate it from small numbers of charges that
fluctuate in the fashion described in the first research chapter. We begin by explain
what is meant by 1/f noise and the possible mechanisms that generate it. We then
go on to discuss the paradoxical divergence of the spectral density and possible ways
so resolve it, before discussing the model and results.
Entanglement in the face of correlated noise
In this final research chapter, we concern ourselves with noise sources that affect the
entanglement between two ‘L’ shaped systems and how they impact the use of this
kind of system for quantum computation. We begin by discussing what is meant by
entanglement and how in can be generated via a technique known as path erasure.
We go on to explain how this is the basis of measurement-based quantum computing
by discussing the construction of graph states [8]. Due that the fact that the noise in
the system will degrade the entangled states, we discuss measures of entanglement,
to attempt to quantify it. We then introduce the model and discuss results.
Part I
Background Chapters
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CHAPTER 2
Open and Closed Quantum Systems
A
ll the work shown in this thesis involves excitons in quantum dots interacting
with fluctuating charges and a electromagnetic field. In their simplest descrip-
tions, these are systems interacting with an environment or reservoir, which tends
to be a system large enough that its total energy remains largely unaffected by the
system of interest, in fact for calculations we assume that this energy is constant.
The dynamics of these system-environment interactions may be modelled with a
master equation, which is a means by which the time evolution of a system may be
calculated in terms of its density matrix. This is the method of choice for working
with open quantum systems due to the inability of most open quantum systems to
be time evolved using a unitary time evolution operator on the state.
2.1 The Density Matrix or Density Operator
T
o begin, since we shall formulate the time evolution of a system with its use,
let us define and describe the density matrix. It is well understood that a
system, whose preparation is known, may be described by a state vector. However,
in many cases the initial preparation may not be known, in which case the system
may be in one of many states, each with their associated probabilities. It also allows
us describe entangled systems. Owing to this, we replace our state vector with the
more general density matrix, which embodies all the possibilities. Mathematically,
we write [9–12]:
ρ =
∑
i
pi|Ψi〉〈Ψi|, (2.1)
where pi are the probabilities of each state |Ψi〉. We then need to define a basis set
in which to measure and since we will be dealing with qubits, the basis set of choice
here will be the computational basis, i.e. the set of states that the qubit may take
7
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which we will define as |0〉 for the ground and |1〉 for the excited state for a two
level system (TLS). Any pure state of the system may be written as a linear sum of
these basis states, i.e. |Ψ〉 = α|0〉 + β|1〉. The density matrix in terms of the basis
states may then be constructed with the aid of the basis projectors |ψi〉〈ψi|, where
ψi covers the full basis set such that
ρ =
∑
i,j
|ψi〉〈ψi|ρ|ψj〉〈ψj|. (2.2)
When the indices i = j, the density operator elements are on the diagonal and
represent the probabilities of the system being in each of the basis states given
by 〈ψi|ρ|ψi〉 and p(i,j) are the coherences between states |ψi〉 and |ψj〉 given by
〈ψi|ρ|ψj〉. In order for the density matrix to describe physical systems it must
be Hermitian, ρ† = ρ. This condition restricts the eigenvalues of the matrix and
hence the probabilities of existing in each of the eigenstates to being real, which we
know must be the case. Another property of the density matrix is that its trace
is necessarily equal to one, Tr[ρ(t)] = 1. The trace of a matrix is the sum of its
diagonal values, which we know contain the probabilities associated with each state,
which must necessarily sum to one. The density matrix is also described as being
positive semi-definite, which is to say that the all eigenvalues are greater than or
equal to zero. In other words, none of the probabilities may be negative.
2.2 Closed Quantum Systems
I
n order to better understand open quantum systems, it may be instructive to
first see the dynamics of a system that is closed. More specifically, we shall be
looking at the Liouville−Von Neumann equation. We know that the time evolution
of a state vector may be described by the Schro¨dinger equation,
i~
d
dt
|ψ〉 = H|ψ〉, (2.3)
where H is the Hamiltonian of the system. We shall use natural units for all calcu-
lations and set ~ = 1.
Introducing explicit time dependencies, we can say that the state vector at time
t may be determined by acting a unitary time evolution operator on the state vec-
tor at the initial time (t = 0). Therefore an equivalent form for the Schro¨dinger
2.2. CLOSED QUANTUM SYSTEMS 9
equation in terms of the time evolution operator may be written as
|ψ (t)〉 = U (t, t0) |ψ (t0)〉, (2.4)
where i ∂
∂t
U (t, t0) = H (t)U (t, t0) The solution, if the Hamiltonian is time indepen-
dent, is exponential:
U (t, t0) = e
−iH(t−t0) (2.5)
With the time evolution operator, we can show that the density matrix at some
time t may be represented as
ρ (t) =
∑
i,j
p(i,j)U (t, t0) |ψi (t0)〉〈ψj (t0) |U † (t, t0) (2.6)
or equivalently and more succinctly as
ρ (t) = U (t, t0) ρ (t0)U
† (t, t0) . (2.7)
Finally, differentiating with respect to time yields the Liouville−Von Neumann equa-
tion [9] for the time evolution of the density matrix
d
dt
ρ (t) = −i [H (t) , ρ (t)] . (2.8)
In general, we can have many systems that interact with each other, but for the
purposes of pedagogy let this be limited to two. For a combined system of two
such quantum objects, the two density matrices have a tensor product performed
between them
ρS =
∑
i,j,k,l
p(ijkl)|ψa,iψb,j〉〈ψa,kψb,l|, (2.9)
where ρa and ρb are the two TLSs, ρS is the density matrix for the combined system.
It has been alluded to that the basis set for a TLS may be written as |0〉 and |1〉,
so the subscripts i, j, k, l may only take the values of 0 and 1. One may choose how
this is shown in matrix form depending whether they choose the indices to read 1, 0
or 0, 1. Choosing 1, 0 gives the matrix representation of ρS
ρS =

〈1a1b| 〈1a0b| 〈0a1b| 〈0a0b|
|1a1b〉 p(1111) p(1110) p(1101) p(1100)
|1a0b〉 p(1011) p(1010) p(1001) p(1000)
|0a1b〉 p(0111) p(0110) p(0101) p(0100)
|0a0b〉 p(0011) p(0010) p(0001) p(0000)
 . (2.10)
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In practice, there are too many indices for the probabilities and it is easier to name
them as a row and column
ρS =

〈1a1b| 〈1a0b| 〈0a1b| 〈0a0b|
|1a1b〉 p(11) p(12) p(13) p(14)
|1a0b〉 p(21) p(22) p(23) p(24)
|0a1b〉 p(31) p(32) p(33) p(34)
|0a0b〉 p(41) p(42) p(43) p(44)
 . (2.11)
If we are only interested in one of the subsystems, we may retrieve its information
by performing a partial trace over the other system. For example, if we wish to
know about system a then we trace over system b,
ρa =
∑
i
〈ψb,i|ρS|ψb,i〉 = Trb[ρS] =
(
p(11) + p(22) p(13) + p(24)
p(31) + p(42) p(33) + p(44)
)
. (2.12)
2.2.1 Interaction picture
The Hamiltonian of the overall system may be split into the component or free
Hamiltonian (H0), which contains the energies of the subsystems and is usually
time independent, plus the interaction Hamiltonian (HI)
H (t) = H0 +HI (t) , (2.13)
An operator A(t) may be changed into the interaction picture via the relationship,
AI(t) = U
†
0(t, t0)A(t)U0(t, t0), (2.14)
where
U0
(
t, t(0)
) ≡ e−iH0(t−t0) (2.15)
Alternatively, one may redefine the time evolution operator as:
UI (t, t0) ≡ U †0 (t, t0)U (t, t0) (2.16)
Operating on the density matrix we can see that in the interaction picture it is
defined as
ρI(t) = UI(t, t0)ρ(t0)U
†
I (t, t0) (2.17)
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and the same relations hold under this change, so that the Liouville−Von Neumann
equation is now
d
dt
ρI (t) = −i [HI (t) , ρI (t)] , (2.18)
where HI(t) is in the interaction picture.
2.3 Open Quantum Systems
N
ow let us turn our attention to open quantum systems, which are similar to
closed systems in that there is a susbsystem in which we interested and which
we may access via the partial trace over the rest of the system or environment. It
is true that the combined system may in fact be considered to be closed, however,
it is in the nature of the environment that categorises it as open. The dynamics of
the full system may in general be too complicated to study or in fact there may be
elements, which are unknown. Thus it is only possible to study a reduced part of
the system, namely the subsystem in contact with the environment. However, this
has the consequence that while the combined system may be closed, one may not
be able to use a unitary time evolution operator on the subsystem and that system
and environment become correlated. This leads to an irreversible loss of information
from the system and is known as decoherence. A new method is required then to
evolve our system in time then, we use a master equation.
2.3.1 Quantum Master Equations
The following section is discussed in great detail in Breuer and Petruccione [9], whose
treatment we shall follow. The outline of the problem thus far is that we have an
open quantum system consisting of the environment and a subsystem that we are
interested in studying. Their Hamiltonian is of the form,
H = Hs +Hb +HI , (2.19)
where Hs is the subsystem Hamiltonian, Hb is the bath or environment Hamiltonian
and HI is the interaction Hamiltonian. We are aiming to write a time local equation
that shows the time evolution of the reduced system density matrix in terms of itself
at an initial time,
ρ˙s(t) = Lρs(t), (2.20)
where L is a superoperator. Why we want this is that this is the basis of a dynamical
semigroup. That is to say that this superoperator allows us to map from the space
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of density matrices to itself. Simply put, this operation maps a density matrix to
another at a future time t. It is a semigroup, because negative time elements are
forbidden. The easiest way to proceed now is by using the interaction picture and
our starting point shall be the Liouville−Von Neumann equation. To save confusion
between using the subscript I for both the interaction picture and the interaction
Hamiltonian, we will drop the subscript and assume all quantities from this point
onwards are in the interaction picture.
d
dt
ρ (t) = −i [H (t) , ρS (t)] . (2.21)
The solution of this equation of motion is given by the equation
ρ (t) = ρ (0)− i
∫ t
0
ds [H (s) , ρS (s)] . (2.22)
By substituting this solution back into the Liouville−Von Neumann equation and
subsequently performing a partial trace over the environment, we arrive at an equa-
tion of motion for the reduced density matrix
d
dt
ρs (t) = −
∫ t
0
dsTrB [H (t) , [H (s) , ρ (s)]] . (2.23)
For the above equation, it may be assumed that [9]
TrB [H (t) , ρ (0)] = 0. (2.24)
This is currently an exact description of the system dynamics. The density matrix
contains two times, t and s, although Eq. 2.22 may have the same commutator as
Eq. 2.21 and so Eq. 2.22 may be substituted into Eq. 2.21 an infinite number of times.
The problem is too complicated and so we shall be making three approximations
known as the Born, Markov and Secular (also sometimes referred to as rotating wave)
approximations to simplify matters. This equation still contains the density matrix
for the overall system. To get rid of it, we must use the first of our approximations.
The Born approximation.
The Born Approximation
The Born approximation is known as taking the weak coupling limit as it is assumed
that the subsystem has very little effect on the environment. Thus, approximately,
the environmental density matrix is not time dependent. This doesn’t mean that
the environment cannot be excited, but that the excitations decay quickly compared
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to the time scales of the system dynamics, so we can say that it is constant. It also
means that we can truncate the infinite series discussed in relation to Eq. 2.23. If
the system-bath interaction is weak then we will have a convergent power series of
Hamiltonians. It usually enough to keep the second order. We may write the overall
system density matrix as a tensor product of the time dependent system matrix
with the time independent environment matrix
ρ (t) ≈ ρS (t)⊗ ρB, (2.25)
which we may then substitute back into our differential equation.
d
dt
ρs (t) = −
∫ t
0
dsTrB [H (t) , [H (s) , ρS (s)⊗ ρB]] . (2.26)
We are still left with a difficult-to-solve differential equation, which requires us to
use our second approximation, the Markov approximation.
The Markov Approximation
In this regime, the time evolution of the system only depends on the current state
of the system. That is to say that the path through which the system moved to
arrive at the present moment has no bearing on the future condition of the system.
Thus we can replace time dependent reduced density matrix and substitute it with
a single value:
d
dt
ρs (t) = −
∫ t
0
dsTrB [H (t) , [H (s) , ρS (t)⊗ ρB]] (2.27)
This equation is known as the Redfield equation and is local in time. However we
require an equation that doesn’t contain the initial time (t = 0). This constitutes the
second part of the Markov approximation, which gets rid of the explicit dependence
on t = 0, but making the equation time relative i.e. replacing s by t− s and setting
the upper limit of the integral to infinity. This is allowed so long as the integrand
goes to zero quickly. Thus we have the Markovian quantum master equation
d
dt
ρs (t) = −
∫ ∞
0
dstrB [H (t) , [H (t− s) , ρS (t)⊗ ρB]] . (2.28)
The Markovian quantum master equation that we have just derived does not nec-
essarily generate a semigroup and so we can’t write it in Linblad form.
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The Rotating Wave Approximation
Let us go back to the Schro¨dinger picture interaction Hamiltonian and rewrite it in
the following form
HI =
∑
α
Aα ⊗Bα, (2.29)
where A and B are Hermitian and act on the subsystem and environment respec-
tively. We can then decompose the interaction Hamiltonian into the eigenoperators
of the subsystem. We can define the operators
Aα (ω) ≡
∑
′−=ω
Π ()AαΠ (
′) , (2.30)
where  and ′ are the eigenvalues and Π projects onto the eigenvalue space. The
sum encompasses all of the eigenvalues and the projectors are separated by ω. It
follows, directly from this that the following relations are true
[HS, Aα (ω)] = −ωAα (ω)[
HS, A
†
α (ω)
]
= ωA†α (ω) .
(2.31)
Hence, by their form, these are known and eigenoperators of the subsystem Hamil-
tonian. Moving them into the interaction picture,
eiHStAα (ω) e
−iHSt = e−iωtAα (ω)
eiHStA†α (ω) e
−iHSt = eiωtA†α (ω) . (2.32)
Since summing over all energies for A or A† would give us the operator A, we can
rewrite the equation in the form
HI =
∑
α,ω
Aα (ω)⊗Bα =
∑
α,ω
A†α (ω)⊗B†α. (2.33)
This allows us to write the interaction picture Hamiltonian as
HI (t) =
∑
α,ω
e−iωtAα (ω)⊗Bα (t) =
∑
α,ω
eiωtA†α (ω)⊗B†α (t) , (2.34)
where
B†α (t) = e
iHBtBαe
−iHBt. (2.35)
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Taking this Hamiltonian and substituting it into the Markovian quantum master
equation (Eq. 2.28) we may obtain, after some lengthy algebra
d
dt
ρS (t) =
∫ ∞
0
dstrB [HI (t− s) ρS (t) ρBHI (t)−HI (t)HI (t− s) ρS (t) ρB] + h.c.
=
∑
ω,ω′
∑
α,β
ei(ω
′−ω)tΓαβ (ω)
(
Aβ (ω) ρS (t)A
†
α (ω
′)− A†α (ω′)Aβ (ω) ρS (t)
)
+ h.c.,
(2.36)
where we have the one sided Fourier transforms of environmental correlation function
Γαβ (ω) ≡
∫ ∞
0
dseiωs〈B†α (t)Bβ (t− s)〉. (2.37)
If the subsystem evolution time scale is much larger than that of the environment,
then the terms where the frequencies ω and ω′ are not equal are neglected. The
rationale is that fast oscillations will average out over long time scales and won’t
affect system dynamics. This is the rotating wave approximation as leaves us with:
d
dt
ρs (t) =
∑
ω
∑
α,β
Γαβ (ω)
(
Aβ (ω) ρS (t)A
†
α (ω)− A†α (ω)Aβ (ω) ρS (t)
)
+ h.c..
(2.38)
It is then possible to decompose the one sided Fourier transforms of the correlation
functions into
Γαβ (ω) =
1
2
γαβ (ω) + iSαβ (ω) , (2.39)
where,
Sαβ (ω) =
1
2i
(
Γαβ (ω)− Γ∗βα (ω)
)
. (2.40)
If we define a Lamb shift Hamiltonian as
HLS =
∑
ω
∑
α,β
Sαβ (ω)A
†
α (ω)Aβ (ω) , (2.41)
then we have arrived at the interaction picture master equation,
d
dt
ρS (t) = −i [HLS, ρS (t)] +D (ρS (t)) , (2.42)
where
D (ρS) =
∑
ω
∑
α,β
γαβ (ω)
(
Aβ (ω) ρSA
†
α (ω)−
1
2
{A†α (ω)Aβ (ω) ρS}
)
. (2.43)
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If this equation is diagonalised, it will be in the Lindblad form.
2.4 The quantum optical master equation
I
n the previous section we derived the form of a quantum master equation, which
is general, save the restrictions placed upon it by the approximations that we
used. In this section we aim to show the dynamics of a system coupled with a
thermal reservoir; that is to say a system that interacts with a quantized radiation
field with a thermal distribution of modes. We will also reintroduce ~ as we continue
to follow the procedure [9]. For the thermal reservoir, the density matrix will be as
ρB =
1
ZB
e−βHB =
∏
k,λ
(
1− e−β~ωk) e−β~ωkb†λ(k)bλ(k), (2.44)
where β = 1
kbT
, ZB is the partition function for the reservoir and b
†
λ(k), bλ(k) are the
creation and annihilation operators for light with polarisation (λ) and wavevector
(k). The subsystem (ρ) will be in the form
d
dt
ρ =
∑
ω,ω′
∑
α,β
ei(ω
′−ω)tΓα,β (ω)
(
Aβ (ω) ρS (t)A
†
α (ω
′)− {A†α (ω′)Aβ (ω) , ρS (t)}
)
+h.c.
(2.45)
where α, β run over the eigenenergies of the system and
Γαβ (ω) =
1
~2
∑
k,k′
∑
λ,λ′
√
2pi~ωk
V
√
2pi~ωk′
V
eαλ (k) e
β
λ′ (k
′)
×
∫ ∞
0
ds〈bλ (k) b†λ′ (k′)〉ei(ωk′−ωk)t−i(ωk′−ω)s
+ 〈b†λ (k) bλ′ (k′)〉ei(ωk′−ωk)t−i(ωk′−ω)s
− 〈bλ (k) bλ′ (k′)〉ei(ωk′−ωk)t−i(ωk′−ω)s
+ 〈b†λ (k) b†λ′ (k′)〉ei(ωk′−ωk)t−i(ωk′−ω)s. (2.46)
This is the one-sided Fourier transform of the electric field operator
Γα,β(ω) ≡ 1~2
∫ ∞
0
ds eiωs〈Eα(t)Eβ(t− s)〉, (2.47)
where
E = i
∑
k
∑
λ=1,2
√
2pi~ωk
V
(
bλ(k)− b†λ(k)
)
. (2.48)
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Using the relations:
〈b†λ (k) bλ′ (k′)〉 = 〈b†λ (k) b†λ′ (k′)〉 = 0
〈bλ (k) bλ′ (k′)〉 = δkk′δλλ′ (1 +N (ωk))
〈b†λ (k) bλ′ (k′)〉 = δkk′δλλ′N (ωk) (2.49)
where,
N (ωk) =
1
eβ~ωk − 1 (2.50)
We end up at the equation for the dissipator
D (ρ) =
∑
ω>0
4ω3
3~c3
(1 +N (ω))
(
Aβ (ω) ρSA
†
α (ω)−
1
2
{A†α (ω)Aβ (ω) , ρS}
)
+
4ω3
3~c3
N (ω)
(
A†β (ω) ρSAα (ω)− 1
2
{Aα (ω)A†β (ω) , ρS}
)
(2.51)
2.4.1 A Two Level System
A two level system is the simplest case of a quantum system and so it perfect as a
tool to show pedagogically the use of the optical master equation. We shall denote
the ground state as |0〉 and the excited state as |1〉, which in vector form is given by
|0〉 =
(
0
1
)
, |1〉 =
(
1
0
)
(2.52)
It is easy to see that the projection operators in this case will be of the form
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
. (2.53)
These projections operators are comprised of Pauli operators
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
, (2.54)
which are combined as follows:
σ+ =| 1〉〈0 |= 1
2
(σx + iσy) , σ− =| 0〉〈1 |= 1
2
(σx − iσy) (2.55)
They are also the eigenoperators, as defined in section 2.3.1, of the system if the
Hamiltonian is a function of σz alone and as such can be put straight into the
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dissipator that we defined earlier in section 2.4. The Lamb shift term is often
negligible compared to the dissipator and so is neglected to give
d
dt
ρ (t) = γ0 (N + 1)
(
σ−ρ (t)σ+ − 1
2
σ+σ−ρ (t)− 1
2
ρ (t)σ+σ−
)
+ γ0N
(
σ+ρ (t)σ− − 1
2
σ−σ+ρ (t)− 1
2
ρ (t)σ−σ+
)
, (2.56)
where γ0 is the spontaneous decay rate of the TLS and N is the average occupation
of the reservoir. In all subsequent sections we shall refer to this as the unconditional
master equation.
2.5 Decoherence
T
he previous section shows mathematically how a master equation is con-
structed and it has been stated that there is a loss of information from the
system, which is known as decoherence. In this section, we shall explore what is
meant by the term as well as two mechanisms by which it may occur. It may be
wise to first discuss what is meant by coherence before addressing how it is lost. In a
technical sense, it is the characteristic of two basis states having constant phase dif-
ference. More simply put,it is degree to which two basis states are in superposition.
A generalised pure state, where the coefficients may be complex, can be written as
|Ψ〉 =
(
1√|α|2 + |β|2
)(
αeiθ1|0〉+ βeiθ2 |1〉)
= eiθ1
(
1√|α|2 + |β|2
)(
α|0〉+ βei∆|1〉) , (2.57)
where θ1 and θ2 are the respective phases of each of the basis states and ∆ is the
difference between the two. We see that we can write the state as having a global
phase and a phase difference between the two basis states. The global phase plays
no part in any dynamics since it acts on everything so we need only worry about ∆.
The density matrix is constructed to be
ρ =
(
1
|α|2 + |β|2
)( |β|2 βα∗ei∆
αβ∗e−i∆ |α|2
)
. (2.58)
The important idea here is that a pure state as constructed is written as a linear
superpostion of the basis states. A statistical mixture or mixed state cannot be
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written in this way and the state is either |Ψ1〉 =
(√
|α|2
|α|2+|β|2
)
eiθ1|0〉 or |Ψ2〉 =(√
|β|2
|α|2+|β|2
)
eiθ2|1〉 which give the density matrix
ρ =
(
1
|α|2 + |β|2
)( |β|2 0
0 |α|2
)
. (2.59)
Decoherence then is the process by which we lose information about the phase, which
reduces the superposition until the basis states are in a mixed state. There are two
main forms of decoherence that we shall see in this thesis: population relaxation
(T1) and pure dephasing (T2).
2.5.1 Population relaxation
One way to decrease the coherence between two states is through a loss of energy
from the system, which can be seen intuitively by assigning the basis states physical
energies. Let us define the excited state |1〉 as having an energy of . If we begin
by having a the pure state described in Eq. 2.57, we know that the probability of
the system being in the excited state is |β|2. If the system is optically active and
emits photons, then there is a chance that the system will decay from the excited
stated to the ground state. If we monitor the system and we observe a photon
emission of energy  we know that the system must be in the ground state. The
coherence between the ground and excited state must then be zero. Averaged over
many observations, the coherence as well as the population of the excited state will
diminish exponentially as function of time and the decay rate, defined as the average
frequency of photon emission. To show this, let’s take the example system of the
optical master equation for a TLS as shown in Eq. 2.56. Our bath/environment has
a thermal distribution of modes, so at room temperature for the visible frequencies
we may set N = 0. This gives us the following set of equations
˙ρ11 = −γρ11(t)
˙ρ12 = −γ
2
ρ12(t)
˙ρ21 = −γ
2
ρ21(t)
˙ρ22 = γρ22(t). (2.60)
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Given a general state of | ψ〉 = a | 1〉 + b | 0〉 for the initial conditions, we find the
dynamics of the system follow
ρ11(t) = a
2e−γt , ρ22(t) = 1−
(
1− b2) e−γt
ρ12(t) = (ab)e
− γt
2 , ρ21(t) = (ba)e
− γt
2 (2.61)
If a = b = 1√
2
, we see the solution to these equations in Fig 2.1.
Figure 2.1: Dynamics of a TLS with a decays rate (γ) of 1 and initial conditions of
a 50:50 superposition of ground and excited states.
2.5.2 Pure dephasing
Pure dephasing works by scrambling the phase information without affecting the
probabilities of the ground and excited states. This is a time dependent process and
works by perturbing the system energies and so altering the phase difference (∆)
between the states. If this perturbation is stochastic then the coherence between
states will diminish to zero on a time scale dependent on the size and frequency of
the perturbation. A periodic perturbation will cause a beating of the coherences.
The current optical master equation with TLS does not show pure dephasing. To
add this, we require an different dissipator. Let us allow the system to interact with
a fluctuating charge that induces a Stark shift on the qubit dipole. That is to say,
the charge being in the vicinity of the qubit causes a Coulomb interaction between
the two and the energy levels of the excited and ground states to become wider
separated. Assuming the charge is another quantum object and that it also has two
levels, one for being close to the qubit and one being far away, the combined state
is the tensor product of the two. If they are both equal superpositions, then they
2.5. DECOHERENCE 21
can be represented as
(| 1c〉+ | 0c〉)⊗ (| 1q〉+ | 0q〉) = (| 1c1q〉+ | 1c0q〉+ | 0c1q〉+ | 0c0q) . (2.62)
Using this order for the matrix diagonal, the interaction Hamiltonian may be written
as
H =

g 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , (2.63)
Where g is the additional energy given to the excited state of the qubit, when
the charge is present. This Hamiltonian evolves via the Liouville−Von Neumann
equation. Next we must define our dissipator. We know that the form of the
equation must follow Eq. 2.56 and since we are treating the fluctuating charge as a
TLS, we know that the operators involved are the tensor product of Pauli operators
with the 2× 2 identity matrix,
σci = 12 ⊗ σi. (2.64)
Defining the rate at which the charge fluctuates as γc, we arrive at
d
dt
ρ (t) = −i [H, ρ(t)] + γc
(
σc−ρ (t)σ
c
+ −
1
2
σc+σ
c
−ρ (t)−
1
2
ρ (t)σc+σ
c
−
)
+ γc
(
σc+ρ (t)σ
c
− −
1
2
σc−σ
c
+ρ (t)−
1
2
ρ (t)σc−σ
c
+
)
.(2.65)
If we give the system and initial state of
ρ(0) =

1/2 1/2 0 0
1/2 1/2 0 0
0 0 0 0
0 0 0 0
 , (2.66)
then the system evolves as shown in Fig 2.2.
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Figure 2.2: Dynamics of a TLS with a qubit decay rate (γ) of 0, charge flipping rate
(γc) and initial conditions of a 50:50 superposition of ground and excited states.
2.6 Coherent Light: Rabi Oscillations
N
ow that we have looked at the dynamics of two level systems interacting with
a photon field, let us turn our attention to a two level system interacting
with a classical light field. We shall define our two-level system to have an energy
separation of ω and the laser coupling as λe−it. It is much easier to see the dynamics
of the system if we transform into a rotating frame [12, 13]. The effective energy
separation of the excited and ground states have changed from ω to a detuned value
ν, which is a measure of how far off the frequency of the incoming light is from
the energy separation of the two level system. Thus if the incident laser was on
resonance, this would be zero.
H =
1
2
(
ν λ
λ −ν
)
(2.67)
Ignoring the dissipator for the moment, meaning that we are not considering the
photon dynamics, the equations governing the density matrix are as follows:
ρ˙11(t) = −1
2
iλ[ρ12(t)− ρ21(t)] (2.68)
ρ˙22(t) =
1
2
iλ[ρ12(t)− ρ21(t)] (2.69)
ρ˙12(t) = −1
2
[iλ[ρ11(t)− ρ22(t)] + 2νρ12(t)] (2.70)
ρ˙21(t) =
1
2
[iλ[ρ11(t)− ρ22(t)] + 2νρ21(t)] (2.71)
2.6. COHERENT LIGHT: RABI OSCILLATIONS 23
On solving these equations we see that the functions concerning the population
probabilities are oscillatory and that this oscillation is at what is known as the Rabi
frequency given by [14]
Ωrabi =
√
ν2 + λ2 (2.72)
The different regimes may then be viewed; the on resonance case, in which we see
complete oscillation of the populations and the coherence between the two levels of
the system, being sinusoidal as shown in Figure 2.3.
Figure 2.3: Complete Rabi oscillations for the on resonant case (Ω = 0.5 GHz)
When the detuning is large it can be seen that the probabilities of the states don’t
cross and as the detuning increases to infinity, the probabilities remain constant
recovering the no laser case. The threshold of crossing is when ν takes the same
value as the field coupling λ. In this case the Rabi oscillations allow the probabili-
ties of the excited and ground states to equal each other, but not cross as shown in
Figure 2.4.
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Figure 2.4: Threshold Rabi Oscillations, occurring when the detuning is equal to
the field coupling (ν = Ω = 0.5)
Now let’s reintroduce the dissipator. The equations for the population dynamics
have increased in complexity, which will lead to some interesting results. We can
compare this against the previous results by setting γ (the qubit decay rate) to
zero, recovering the no dissipator case, and by setting the Rabi frequency to zero
we recover the population dynamics associated with a two level system interacting
with a photon field as shown in section 2.3.1. Starting then with the on resonant
case, we see that the oscillations in the population probabilities diminish to a steady
state value given by Figure 2.5 [9]:
ρss11 =
Ω2
γ2 + 2Ω2
(2.73)
2.6. COHERENT LIGHT: RABI OSCILLATIONS 25
Figure 2.5: Decay of Rabi Oscillations for γ = 0.1 GHz Ω = 0.5 GHz. The curves
shown the absolute values of the density matrix elements.
The coherence, which in the case of no dissipation showed a sinusoidal profile, now
also decays in fluctuations and settles to a steady state value determined by Eq. 2.67-
2.69 [15]):
ρss12 =
iΩγ
γ2 + 2Ω2
(2.74)
Turning on the detuning again we see that if we make it large, the detuning dimin-
ishes the extent to which the oscillations of excited and ground state probabilities
reach. So for large detuning, the dynamics return to that obtained without the laser.
This is only to be expected as the more detuned the laser, the weaker the effective
coupling with the two-level system. Setting the decay rate (γ = 0), we can see the
effect of the detuning on the Rabi oscillations, which is shown in Figure 2.6.
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Figure 2.6: Rabi Oscillations of the excited state probability as a function of laser
detuning, with the initial condition that the qubit was in the ground state
CHAPTER 3
Conditional Master Equation
T
he previous chapter shows what is also known as the unconditional master
equation and is built on the principle of ensemble averages. It shows the
average dynamics of a system and not what would be seen by an experimentalist
performing a single experiment. This naturally requires that the experimentalist in
question may in some way measure some observable and in doing so will alter the
state of the system and so leads nicely to the idea of the monitored systems which
are described by a conditional master equation. For a pedagogical approach to the
subject, let us then take the example of a two level system, which is continuously
monitored by a photo-detector. The initial system shall be in a superposition of the
ground and excited states. With a monitored system, we may question what state
our system really is in. That is to say, that the system may or may not be excited
and cannot be conclusively proven to be in either state as the condition for it having
been in the excited state may only be determined by virtue of a detected photon in
our detector. Conversely the system being in the ground state may be ascertained
with certainty only if no photon is ever detected. Thus, during a time interval, in
which there has been no photon detection event, the probability of the system being
in the ground state increases; naturally to a maximum of one at infinite time. At the
moment that there is a detection event the wavefunction must necessarily collapse
to being in the ground state with a probability of one as the excitation must be
removed from the system in order to emit a photon. This is an idealised model, of
course, and one may argue that the detector may not be 100% efficient or the this
two level system cannot be perfectly isolated in order for there simply to be a decay
process whilst completely ignoring any absorption processes, which are both valid
concerns and will be dealt with in due course. It is from this simplified example,
although it applies in general, that we may see that there are two possibilities for the
evolution of the density matrix, no detection and detection. When the later occurs,
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there will be a discontinuity in the wavefunction as it collapses. This is worked
extensively in Kok and Lovett [12], from which we may follow. We may write our
density matrix in the following form,
ρ (t+ dt) = ρ0 (t+ dt) (1− dυ) + ρ1 (t+ dt) dυ, (3.1)
where dυ is a stochastic variable which is indicative of a photon detection event and
can take the values 0 or 1 for no detection event and a detection respectively i.e. it is
Boolean [12]. The first term ρ0 represents the evolution of the density matrix when
there is no detection event and ρ1 represents the density matrix when a detection
event had occurred. Now it is necessary to construct the different density matrix
paths that may be taken. As such we must define a jump operator, which when
operating on the density matrix serves to project into the ground state. We may
define such an operator as,
J−ρ = σ−ρσ+ = 〈1|ρ|1〉|0〉〈0| = Tr
[
J−ρ
] |0〉〈0|. (3.2)
The effect of this operator is to project an excited state into a ground state - i.e.
the system jumps from one state to the other, an event which is signalled by the
detection of an emitted photon. The trace term describes the probability of being
in the excited state to begin with. The sigmas refer to the projection operators as
outlined in section 2.4.1. At this point the reader may wish to ask why, since in
general there may be both decay and absorption processes, there is no equivalent
absorption-jump operator. This is because, the decay-jump operator projects into
the ground state when the stochastic boolean variable is true (1), which means
that the detector has registered a photon count. There is no analogous process
for absorption; no way to detect whether or not the two level system has indeed
absorbed a photon at all. This forms the basis of the decay path, but we must
divide by the trace of the jump operator to obtain the density matrix in the ground
state, whilst preserving its trace,
ρ (t+ dt) = ρ0 (t+ dt) (1− dυ) + J
−ρ
Tr [J−ρ]
dυ (3.3)
The expectation value of our stochastic Boolean variable, for a perfect detector, will
simply be the decay rate (γ) multiplied by the probability of being in the excited
state. This must naturally be multiplied by the detector efficiency (η), if the detector
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is not perfect. Thus after many runs of the simulation we would get an average of
ζ (dυ) = ηγTr
[
J−ρ
]
dt (3.4)
Using eqns 3.3 and 3.4 and averaging over many (theoretically infinite) runs must
recover the original unconditional master equation,
ρ (t+ dt) = ρ (t) + γ (N + 1)
(
J−ρ− A−ρ) dt+ γN (J+ρ− A+ρ) dt, (3.5)
where the operators A− and A+ are the terms
(−1
2
σ+σ−ρ (t)− 12ρ (t)σ+σ−
)
and(−1
2
σ−σ+ρ (t)− 12ρ (t)σ−σ+
)
respectively. Equating eqns 3.3 and 3.5 and rearrang-
ing them gives a non-linear differential equation for the no detection event part of
the conditional master equation,
dρ0
dt
= γ
(
ηTr
[
J−ρ0
]
ρ0 + (N + 1− η) J−ρ0 − (N + 1)A−ρ0 +N(J+ρ0 − A+ρ0)
)
(3.6)
This equation can be simplified if a numerical solution is sought. Currently, the
equation is second order and non-linear. However, we may re-cast it into a linear
equation that does not preserve the trace. This means that the density matrix must
be re-normalised at each step. This is done by replacing ρ0 with ρ0 = f(t)ρ˜. This
yields,
f˙ ρ˜− γf 2ηTr[J−ρ˜]ρ˜+ f ˙˜ρ = fγ ((N + 1− η) Jρ˜− (N + 1)A−ρ˜+N(J+ρ˜− A+ρ˜)) .
(3.7)
For this equation to be linear, the relation
f˙ = γf 2ηTr[J−ρ˜] (3.8)
must be true. This equation is significantly simplified with the knowledge that
γηTr[J−ρ˜] = −Tr[ ˙˜ρ]. (3.9)
Substituting Eq. 3.9 into Eq. 3.8 gives
f˙ = −f 2Tr[ ˙˜ρ], (3.10)
which on integrating yields
f(t) =
1
Tr[ρ˜]
(3.11)
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3.0.1 Decay only
Until this point, the discussion of the conditional master equation has been com-
pletely general. However, as suggested earlier, and for pedagogical purposes, we
take a simplified example where the only process that we are interested in is decay,
so we may set N to zero. The model here is a single TLS and for added simplicity,
let the initial state be mixed, i.e. no coherences. This gives us a pair of coupled
equations,
˙ρ11 = 〈1 | ρ˙ | 1〉 = γ
(
η (ρ11)
2 − ρ11
)
˙ρ22 = 〈0 | ρ˙ | 0〉 = γ
(−η (ρ11)2 + ρ11) , (3.12)
where ρ11 and ρ22 are the excited and ground state probabilities respectively. Using
the fact that the trace of the density matrix must necessarily equal one, we may
readily solve them.
ρ11 =
x
xη + eγt(1− xη) , ρ22 = 1− ρ11 (3.13)
Where x ranges between 0 and 1 and is the probability of being in the excited state.
A good check here is to set the detector efficiency to zero. This should recover
the solution to the unconditional master equation. As can be readily seen, if η is
set to zero, the probability of existing in the excited state diminishes as a simple
exponential of the decay rate, which is what we expect. Another interesting regime
to note is when the detector efficiency is 100% (η = 1) and the initial excited state
probability is one. In this case, the solution to Eq. 3.13 is independent of time and
is always equal to unity. The probability of the qubit existing in the excited state
does not reduce with time. This is an expected result since if we are certain that the
system is excited, the only way that the ground state may increase in probability
is for a detection event to occur. In all other cases, the probability of the excited
state will decay with time as shown below in Fig 3.1, where the initial state of each
of the runs is solely excited, i.e.
ρ(0) =
(
1 0
0 0
)
. (3.14)
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Figure 3.1: Solutions to the no-jump path of the conditional master equation with
decay process only. The qubits all begin in the excited state with a probability of
1. The decay rate γ is set to 1 GHz.
If we reintroduce the jumping for a detector efficiency of 0.9, then we see what
output we expect from the different trajectories as shown in Fig 3.2. There are 10
runs overlayed on one another. After an initial decay, each of the curves jump to a
probability of zero, since a detection event would necessarily imply that the system
is in the ground state. A detector efficiency of 0.9 was chosen here, because the
graph looks pleasant, more so than η = 1, which would show a constant probability
of one and be utterly featureless save for the vertical lines signifying jumps.
Figure 3.2: Solution to the conditional master equation with decay process only over
10 runs. The qubits all begin in the excited state with a probability of 1. The decay
rate γ is set to 1 GHz and the detector efficiency is set to 0.9.The vertical lines show
when the system in each trajectory has jumped.
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It is stated in Eq. 3.6 that the conditional master equation must give the same
solution as the unconditional when averaged over many runs and it is worth check-
ing that this does indeed work, if for no other reason than to check the correctness
of the code being run. The figures 3.3 - 3.5 below show the averages for 10, 50 and
1000 runs. It may be readily observed that the increase in the number of runs or
trajectory markedly improves the agreement with the unconditional solution.
Figure 3.3: Solution to the conditional master equation with decay process only
averaged over 10 runs. The qubits all begin in the excited state with a probability
of 1. The decay rate γ is set to 1 GHz and the detector efficiency is set to 1. The
curves shown are the absolute values of the density matrix elements.
Figure 3.4: Solution to the conditional master equation with decay process only
averaged over 50 runs. The qubits all begin in the excited state with a probability
of 1. The decay rate γ is set to 1 GHz and the detector efficiency is set to 1. The
curves shown are the absolute values of the density matrix elements.
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Figure 3.5: Solution to the conditional master equation with decay process only
averaged over 1000 runs. The qubits all begin in the excited state with a probability
of 1. The decay rate γ is set to 1 GHz and the detector efficiency is set to 1. The
curves shown are the absolute values of the density matrix elements.
Figure 3.6: Solution to the conditional master equation with decay process only
averaged over a single run. The qubit began in the excited state with a probability
of 1. The decay rate γ is set to 1 GHz and the detector efficiency is set to 0 and
hence equivalent to the unconditional master equations. The curves shown are the
absolute values of the density matrix elements.
3.0.2 Decay and Absorption
After performing the same procedure as outlined earlier, but this time allowing N
to be non-zero, we obtain the following set of coupled equations:
˙ρ11 = 〈1|ρ˙|1〉 = γ
(
(1 +N) η (ρ11)
2 − (1 + 2N) ρ11 +N
)
˙ρ22 = 〈0|ρ˙|0〉 = γ
(− (1 +N) η (ρ11)2 + (1 + 2N) ρ11 −N) (3.15)
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These are first order non-linear differential equations of the Riccati form, which give
the solutions
ρ11 =
1 + 2N + κ tan
[
γt
2
κ− arctan
(
1+2N−2(1+N)xη
κ
)]
2η (1 +N)
, (3.16)
where κ =
√−1 + 4N (1 +N) (η − 1). As with the decay only regime, we may plot
the solution for the excited state as a function of the detector efficiency as can be
seen in Fig 3.7.
Figure 3.7: Solution to the no-jump part of the conditional master equation for
absorption and decay processes. The qubits all begin in the excited state with a
probability of 1. The decay rate γ is set to 1 GHz and N is set to 1.
Over 10 runs the conditional master equation solution looks as shown in Fig 3.8. We
see that the solution begins in the excited state and remains there until the jump.
After this point absorption process produces a mixed state, which moves towards a
no-jump steady state of ρss11 =
1
3
with parameters η = N = 1.
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Figure 3.8: Solution to the conditional master equation with both absorption and
decay process over a single run. The qubit began in the excited state with a proba-
bility of 1. The decay rate γ is set to 1 GHz and the detector efficiency is set to 1.
The vertical lines show when the system in each trajectory has jumped. Note that
after the curve jumps to zero, it then increases again due to the absorption process.
The curves shown are the absolute values of the density matrix elements.
The averages for runs of 10, 50 and 1000 are shown in Figs 3.9-3.11 with the limit
of zero detector efficiency shown in Fig 3.12.
Figure 3.9: Solution to the conditional master equation both absorption and decay
processes averaged over 10 runs. The qubits all begin in the excited state with a
probability of 1. The decay rate γ is set to 1 GHz, the detector efficiency is set to 1
and N is set to 1. The curves shown are the absolute values of the density matrix
elements.
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Figure 3.10: Solution to the conditional master equation both absorption and decay
processes averaged over 50 runs. The qubits all begin in the excited state with a
probability of 1. The decay rate γ is set to 1 GHz, the detector efficiency is set to 1
and N is set to 1. The curves shown are the absolute values of the density matrix
elements.
Figure 3.11: Solution to the conditional master equation both absorption and decay
processes averaged over 1000 runs. The qubits all begin in the excited state with a
probability of 1. The decay rate γ is set to 1 GHz, the detector efficiency is set to 1
and N is set to 1. The curves shown are the absolute values of the density matrix
elements.
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Figure 3.12: Solution to the conditional master equation with both absorption and
decay processes averaged over a single run. The qubit began in the excited state
with a probability of 1. The decay rate γ is set to 1 GHz, the detector efficiency is
set to 0 and N is set to 1, which reduces to the unconditional master equation. The
curves shown are the absolute values of the density matrix elements.
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CHAPTER 4
Quantum Dots
T
o build a quantum computer we must have quantum bits, they must be phys-
ical objects that we can put into a physical computer. A very important
question to answer is, how can we make them? There are in fact several ways that
qubits may be taken out of the realms of hypothetical device into tangible device
such as Nitrogen vacancies in diamond [16–18], superconducting flux qubits [19–21],
photon polarisations [22–24] and donors in silicon [25, 26] to name but a few. The
particular realisation that we shall be focussing on is the quantum dot. Quantum
dots are semiconductor heterostructures that have confined electronic states in all
three spatial dimensions. As a result they are called zero dimensional. When it is
said that they are confined, it means that the size of the quantum dot is smaller
than the de Broglie wavelength of the electrons within them. In general, quan-
tum dots have complicated electronic systems, as shall be discussed, but there is
experimental evidence that they can behave like atoms [27] in the sense that they
have discrete energy levels and their eigenstates resemble those of a particle in a
box [28, 29]. They are often referred to as ‘artificial atoms’ and display phenomena
associated with atoms, for example Rabi oscillations [30–33]. Qubits may then be
represented through a variety of different kinds of particles in QDs, including elec-
tron and hole spin or exciton states, which as we shall discuss in detail are bound
electron-hole pairs [30, 34–38]. QD exciton qubits have large transition dipoles and
interact strongly with an optical field [12, 39, 40], and therefore QDs make excel-
lent sources of single photons making them a good choice for generating quantum
entanglement as we shall discuss in chapter 7.
Quantum dots can absorb energy in the form of photons to promote an electron
from the valence band to the conduction band. This leaves a hole behind in the
conduction band. The electron and hole are bound together and form an exciton.
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The complicated electronic structure of quantum dots means that there are many
energy levels that the electron can be in. However, if we control the photon ener-
gies so that only the lowest of these energy levels is considered the presence or lack
of the exciton may be approximated by a two level system design as described in
section 2.4.1. Since atomic physics has been studied for a long time and much is un-
derstood about it, the quantum dot is a useful structure to build things. In addition
to being good single photon sources, they can also be used as optical switches [41],
and generate entangled photons [42, 43]. Whilst these properties are interesting, in
order to be truly useful, we must be able to manipulate or control them. Before
discussing how this may be achieved, let us discuss quantum dots and excitons in
general.
4.1 Growth of self-assembled quantum dots
W
e begin this introduction on quantnum dots with a discussion about their
growth. One growth mechanism is known as the Stranski-Krastanov tech-
nique or procedure [44, 45]. This process relies on heteroepitaxy, which is the tech-
nique of depositing layers of a material on a substrate of another. For use in quantum
dots, pairs of materials include silicon-germanium (Si-Ge), indium arsenide-gallium
arsenide (InAs-GaAs) and indium phosphide-gallium arsenide (InP-GaAs). It is of
the utmost importance that the pairs of substrate and depositing material have dis-
similar lattice constants, since were they to be too similar, the effects of the strain
introduced in the crystal would not be enough to stop the creation of a film consist-
ing of a single crystal. The strain in this type of growth is initially taken care of by
biaxial compression of the deposited film, also known as the wetting layer, the initial
layer of atoms grown on the substrate [46]. This being said, if the there is a sufficient
lattice mismatch, the strain within the film will build with additional layers until it
will become energetically favourable to form islands. These islands are known as self-
assembled quantum dots and can range from a few to hundreds of nanometers[47].
The threshold above which the process of island forming is favourable is called the
Stranski-Krastanov transition [48]. It has been observed in experiments of the het-
eroepitaxy of germanium on silicon as well as indium arsenide on gallium arsenide
that this threshold is about three monolayers.
Since the dots are self-assembled, their properties such as size and shape follow
a distribution rather that conform to some standard. The growth of dots with
different sizes and shapes and strains will affect the excitation energies of the indi-
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vidual dots. As a result, the photoluminescence of the many dots grown will show a
broadened profile. Having grown many dots on a substrate, one may use a mask or
aperture to reduce the numbers of dots able to emit photons to some detector. It has
been seen that the smaller the aperture, the more discrete the photoluminescence
spectrum becomes [33]. This distribution of properties is a problem since many
quantum information applications require qubits to be indistinguishable as we will
see in chapter 7 when we discuss measurement-based quantum computation. There
has, however, been work done to create dots with emission distributions of about
1% [49] and develop some control over the growth locations of the dots, which can
be achieved by patterning the substrates that the dots are grown on [49–52].
4.2 Physics of quantum dots
N
ow that we have introduced what a quantum dot is, we may now discuss
some of the physics of quantum dots. A good place to start is the electronic
structure, since that will be useful in determining their optical properties. There
have been many methods, both analytical and empirical, developed to understand
and predict the electronic structures of quantum dots, some of the most accurate
of which are the pseudopotential [53] and DFT approaches [54]. The simplest is
taking the dot to be a particle in a box. It is not very accurate, but in considering
it we understand more about quantum dots as structures. Since a quantum dot is
confined in all three spatial dimensions, i.e. it is a zero dimensional object, it would
seem a good idea to treat the electrons and hole as a particle in a box, but since
they are in a semiconductor, they will have effective masses according to the valence
and conduction bands, the structure of which is shown in Fig. 4.1.
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Figure 4.1: Schematic diagram of a semiconductor band structure.
4.2.1 Effective mass and envelope approximations (I)
Before discussing quantisation of electronic states in quantum dots, we first review
the bulk properties of the semiconductors from which the dots are made. We start
with effective mass approximation. This is the assumption that the effect of the
potential produced by the crystal on the electron can be approximated by a free
electron with an altered or effective mass [55–57]. This effective mass approxima-
tion is worked in great detail in Yu and Cardona [56] from which we shall follow.
The initial aim is to show that the wave function can be approximated by the pe-
riodic part of the Bloch function and an envelope function. The example given
by Yu and Cardona begins with a single particle wavefunction. The system set
up is a substitutional phosphorous donor in silicon. The donor electron from the
phosphorous travels through the semiconductor and is attracted to the phosphorous
nucleus, so we must consider the crystal potential as well as the impurity potential.
The Schro¨dinger equation for the donor electron is given by
(Hbulk + V (r))ψ(r) = Eψ(r), (4.1)
where Hbulk is the single electron Hamiltonian for the bulk material, which takes
into account the periodic lattice potential and V (r) is the screened Coulomb poten-
tial, between the electron and donor nucleus. We know that without any screened
impurity potential, the solution to the Schro¨dinger equation in a periodic potential
is given by Bloch functions ψBloch(r) = unk(r)e
ik·r, where k is the wavevector and n
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is the band index. We can expand the wavefunction in terms of Bloch or Wannier
functions. Wannier functions are the Fourier transform of the Bloch functions and
are localised around lattice points R [12, 58]. Expanding the wavefunction in terms
of these Wannier functions we have
ψ(r) =
∑
i
C(Ri)a(r −Ri), (4.2)
where C(Ri) are the envelope functions for lattice sites (Ri) and a(r − Ri) are the
Wannier functions. Performing the Fourier transform and converting these into their
corresponding Bloch functions
ψ(r) =
∑
i
C(Ri)
∑
k
e−ik·RiψBloch(r)
=
∑
i
C(Ri)
∑
k
e−ik·(Ri−r)uk(r). (4.3)
We have assumed that the lattice points are discrete, but we can make them contin-
uous, in which case the problem reduces to the hydrogen atom like situation, where
the Bohr radius of the electron is
a∗ =
(
0h
2
pie2m∗
)
, (4.4)
where m∗ is the effective mass of the conduction band. If the Bohr radius of the
electron is very large in comparison to the lattice constant of the crystal then the
sum over k in Eq. 4.2 can be restricted to near k = 0 [56]. The wavefunction can
then be approximated by
ψ(r) = u0(r)C(r). (4.5)
Assuming that the band shape around k = 0 is parabolic, the energy association
with Hbulk is
Ec(0) +
~2k2
2m∗
. (4.6)
Inserting Eq. 4.6 and 4.5 into the Schro¨dinger equation and assuming that V (r) is
slowly varying over the length of a unit cell, we can get rid of the Bloch part of the
wavefunction and so we are left with just the envelope function.(
~2
2m∗
∇2 + V (r)
)
C(r) = (E − Ec(0))C(r), (4.7)
which shows that the envelope functions are solutions to the single particle Schro¨dinger
equation [59].
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4.2.2 Excitons
When a QD is illuminated with light, it will absorb a photon and an electron will
promoted from the valence band to the conduction band. Where the electron once
was, is now a hole having a net positive charge when compared to its surroundings.
This electron and hole, being oppositely charged, form a bound state, which is called
an exciton. In general, there are many types of exciton and the energy spectrum
can be complicated to calculate. In a bulk material, let us think of an ionic crystal,
an ion may be excited by some means. This excitation may be transferred to other
neighbouring ions and so the exciton, unlike the ions themselves are free to wander
around the bulk. This type is called the Frenkel exciton [60, 61]. This is a very
localised example of an exciton and exists on the scale of a unit cell. In the case
of a semiconductor, the Coulomb attraction between the electron and hole may
be screened somewhat and the pair are not so tightly bound. These are called
Mott-Wannier excitons and they extend over many lattice sites. In general it is
very difficult to solve the electronic structure of a quantum dot. Let us extend the
analysis in section. 4.2.1 for single particles to a case where there are two particles.
4.2.3 Effective mass and envelope approximation (II)
Generalising the procedure that we saw in section 4.2.1 to an electron and hole,
we define a wavefunction in terms of a combined excitonic envelope function and
Wannier functions
ψ(re, rh) =
∑
Re,Rh
C(Re, Rh)aRe(re)aRh(rh), (4.8)
where the subscripts e and h describe electrons and holes respectively. This equation
look slightly different to Eq. 4.2, because we have written the electron and holes as
functions of their respective distances (re = relectron −Ri , rh = rhole −Ri). We can
form an analogous equation to Eq. 4.7 and put in an explicit form for V (r)(
~2
2m∗e
∇2Re +
~2
2m∗h
∇2Rh −
e2
4pi|Re −Rh|
)
C(Re, Rh) = EC(Re, Rh). (4.9)
Since the Coulomb term only in terms of the relative distance between the electron
and hole, we can move into a centre of mass co-ordinate system
r = Re −Rh , R = meRe +mhRh
me +mh
, (4.10)
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where r is the relative distance between the electron and hole and R is the centre of
mass vector. The envelope function will now be a function of r and R [56, 57]. We
assume that the envelope function can be formulated to be a product of functions
of R and r(
− ~
2
2M
∇2R −
~2
2µ
∇2r −
e2
4pir
)
C(R)C(r) = (ER + Er)C(R)C(r), (4.11)
where M = me +mh and
1
µ
= 1
me
+ 1
mh
. We can then split up the equation into two
parts (
− ~
2
2M
∇2R
)
C(R) = ERC(R)(
− ~
2
2µ
∇2r −
e2
4pir
)
C(r) = ErC(r). (4.12)
The first of these equations describes a free particle
ER =
~2K2
2M
, (4.13)
where K = ke + kh. The second of the equations describes the hydrogen atom and
so the total energy of the exciton is given by
E = Egap +
~2K2
2M
− µe
4
8h22
. (4.14)
In direct band gap semiconductors the excitons form at K = 0 and so the energy
equation, in this case, reduces to
E = Egap − µe
4
8h22
, (4.15)
which very nicely is just the result for hydrogen atom with an effective mass and
charge screening shown by a dielectric constant added to the band gap energy.
In a quantum dot the confinement of the electrons can be smaller than the Bohr
radius that we found for Mott-Wannier excitons. This is called the strong confine-
ment regime. In this regime the electrons and hole can be thought of as independent
particles, but masses of the electron and the hole are the effective masses for the con-
duction (mc) and valence (mv) bands. They still interact with each other through
the Coulomb interaction with a screening effect provided by the dielectric constant.
A quantum dot is made of two materials with different band gaps and so you get
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regions of confined states. Looking at Fig. 4.2, we see a cut through one of the
spatial dimension and you would see the same thing if you cut though any of the
others. Typically, the band gaps are bigger than the band offset,
Figure 4.2: Schematic diagram of the energy profile of a confined quantum dot.
Now we can return to the idea of a particle in a box. Let us think of a box of
side length L and using the uncertainty principle, we may calculate the minimum
confinement energy of the electrons to be
Ee,min =
9h2
8pimcL2
. (4.16)
From solving Schro¨dinger’s equation for a particle in a box, the discrete energy levels
are given by
Ee,n =
(n2x + n
2
y + n
2
z)h
2
8mcL2
, Ee,min =
3h2
8mcL2
|nx,ny ,nz=1, (4.17)
where nx, ny, nz are integers, i.e., the principle quantum numbers in the three spacial
dimensions and L as mentioned earlier is the size of the length box. The energy for
holes is the same equation, but with the effective mass mv. In addition to the particle
energy, the electron sits above the band gap, which requires energy to achieve so
Ee,min = Egap +
3h2
8mcL2
, Eh,min =
3h2
8mvL2
. (4.18)
The two particles are also of opposite charges, so there is a Coulomb attraction −Ec.
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The total energy of the exciton is given by
EX = Ee + Eh + Egap − Ec, (4.19)
Ee and Eh are the particle energies, the minimum of which is given by Eq. 4.16.
These will not be the same since they have different effective masses. The band
gap energy is represented by Egap. Finally, Ec represents the Coulomb interaction
between the charged particles, which is negative since they are attracted to each
other. The band structure in the strong confinement regime, now looks like that
shown is Fig. 4.2.
The confinement of the system splits the heavy hole and light hole energies.
This is due to the different curvatures of the two dispersions and their relation to
the effective mass, 1
m∗ =
d2E
dk2
. As can be readily seen by the equation, the lower the
curvature, the higher the effective mass and so heavy holes have a greater effective
mass than lighter holes. The energy of confined particles is proportional to 1
m∗ , where
m∗ is the effective mass as shown in Eq. 4.2. This has the obvious consequence that
heavy holes have a lower confinement energy than light holes. If we define the top of
the valence band as having an energy of zero, then when an exciton is created, the
electron in the conduction band will have a positive energy, the hole in the valence
band will have a negative energy and the difference between them will be the energy
of the absorbed photon. Since it takes less energy to confine a heavy hole than a
light hole the energy gap between electron and hole will be smaller for a heavy hole
than for a light hole, which is why heavy holes appear closer to the top of the valence
band in Fig. 4.2.
4.2.4 Optical properties
When an exciton has formed in a quantum dot, it is by definition a pair of oppositely
charged particles separated, but are still bound. If there is an overlap between the
electron and hole wavefunctions, there is a transition dipole moment. This transition
dipole moment is calculable from the equation
d =
∫
space
d3r ψ∗e(r) r ψh(r), (4.20)
where ψe,h are the electron and hole wavefunctions [12]. Using the envelope approx-
imation that we saw earlier in Eq. 4.5, we can re-write the equation as
d =
∫
space
d3r rC∗e (r)u
∗
e(r) r C
∗
h(r)uh(r), (4.21)
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where ue,h are the Bloch functions for the electron and hole and Ce,h are enve-
lope functions. Bloch functions are delocalised, but their Fourier transform, called
Wannier functions are localised around lattice points. The wavefunction can be rep-
resented by these localised Wannier functions multiplied by an envelope function,
uk=0(r) =
∑
Ri
a(r −Ri), (4.22)
which gives us
d =
∑
i
∫
space
d3r C∗e (r −Ri)a∗e(r −Ri) (r −Ri) Ch(r −Ri)ah(r −Ri), (4.23)
Since the Wannier functions are localised to within a unit cell, we can restrict the
integral over them to just the unit cell. Since the envelope functions vary slowly [12],
we may replace them with their average values
d =
∑
i
C∗i,eCi,h
∫
cell
d3r a∗e(r) r ah(r). (4.24)
Due to the periodicity of Bloch and Wannier functions the integral over each unit
cell will be the same. The envelope functions, while approximately constant over
each unit cell, may vary on larger scales and so we come to the expression [12]
d =
∫
space
d3r′ C∗e (r
′)Ch(r′)
∫
cell
d3r a∗e(r) r ah(r). (4.25)
What this means is that the overlap integral of the envelope functions determines
the dipole moment. The fact that quantum dots have such large transition dipole
moments is due to this large overlap. The electrons of the conduction band have
s-type orbital symmetry and so has angular momentum J = 1
2
, with Jz = ±12 . The
valence band has p-type orbital symmetry and therefore has fourfold degeneracy.
The orbital angular momentum is L = ±1 and the spin angular momentum is
s = ±1
2
so there are two bands J = 3
2
for light and heavy holes and J = 1
2
for
spilt off holes. The split off holes are called so, because they are split off from
the J = 3
2
band, while the heavy and light holes become degenerate at k = 0.
The difference between a heavy hole and a light hole is the Jz component of their
angular momentum and their effective masses. Heavy holes have Jz component of
their angular momentum 3/2, −3/2 and light holes have 1/2, −1/2. A photon can
carry a spin of ±1 if it is circularly polarised, so there are four possible transitions,
σ+ gives a spin of 1 and σ− takes 1 away.
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Figure 4.3: The direction of the polarised light add or take away a spin of 1 from
the ground states unless there is heavy hole light hole mixing.
However, this is only valid in the case that there is no light hole heavy hole mixing
[62]. If there is heavy hole light hole mixing, it means that the 3
2
heavy hole mixes
with the −1
2
light hole state and the −3
2
heavy hole mixes with the 1
2
light hole
state. As a result either direction of circularly polarised light could excite each of
the ground states.
4.3 Controlling quantum dots
A
s already intimated, quantum dots interact with light and so lasers play a
large part in manipulating the excitons used as qubits. One such way of us-
ing lasers is in resonance fluorescence experiments, where a probe laser resonantly
excites the dot to create an exciton and once recombination of the electron and hole
occurs, the emitted photons are detected. The problem for resonance fluorescence
is having optical inputs and outputs, where it may become difficult to distinguish
between the emitted photons and the laser photons. Schemes designed to help with
this problem are to detect the signal along the same axis, but using opposite po-
larisations and a polarising filter [63] and measuring the photons at right angles to
the laser probe. Using resonance fluorescence is good in the case where the dot is
inside a cavity and has the added advantage that it combines the ability to manip-
ulate the qubit as well as detecting the output for use in quantum computing [8, 16].
Early experiments on quantum dots used short laser pulses to optically excite elec-
trons from the ground state creating a p-shell exciton. The resulting excitons were
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short lived, relaxing from the p to s-shell in approximately 40 ps [49]. The recom-
bination of electron and hole resulted in an emission of a photon that was lower
in energy than that of the exciting laser by about 20 meV, which allowed the pop-
ulation of the p-shell to be known. This type of set up is not great for quantum
information, since the relaxation time from the p to s bands is very fast. In addi-
tion, the p-shell is close to the energy of the electrons in the wetting layer and the
hybridisation of the states results in faster decoherence [64].
Lasers inducing optical transitions in quantum dots are very useful since they not
only form excitons, but once they are formed, the lasers can perform operations on
them such as logical gates [65, 66], such as the CNOT [67] or CROT (controlled
rotation) [65] have been demonstrated on exciton qubits. Exciton qubits have been
made to show Rabi oscillations, which we have discussed in section 2.6. There are,
however, other methods of control; for example, applying an electric field [33, 49].
The dot is pumped optically and the exciton is created, but the presence of the field
forces the electron and hole to tunnel out of the dot and are detected as a pho-
tocurrent which is proportional to the exciton population. This approach works on
the neutral exciton [68] as well as the biexciton and exciton-biexciton systems [49].
This is quite an effective method, since typically the detection of a photon due to
recombination is limited by mismatches in refractive indices between semiconductor
and air. This is about 2% in GaAs dots [49], though index matching structures can
help with this. The tunnelling needed to detect the excitons has an adverse effect
on the coherence time, about 300 ps [69], which is about half the radiative lifetime
of the exciton measured at about 600 ps [70]. The detector efficiency and coherence
time have also been found to be inversely proportional.
4.4 Gates
S
ince we mention logical gates we must say that it is not enough merely to
have bits for a computer to work. There must be a way to manipulate those
bits. This is done by logic gates, or quantum gates in our case. All quantum gates
must be unitary since they must preserve the normalisation of the state. This is
the only restriction on the gate, so any unitary matrix will be a quantum gate.
Some quantum gates have a classical analogue and so they will be very useful for
comparison. Let’s look at the X gate since, it’s classical analogue is the NOT gate,
it swaps around the input value. We can represent the quantum NOT or X gate,
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operation as a unitary matrix [71]
X ≡
(
0 1
1 0
)
, |ψ〉 = α|1〉+ β|0〉 ≡
(
α
β
)
X|ψ〉 ≡
(
0 1
1 0
)(
α
β
)
=
(
β
α
)
(4.26)
We can see from this that the basis states are transformed into their opposites. The
Bloch sphere makes it easier to visualise what the X gate does. If the state were 0
then there would be a rotation by pi around the X axis. The X gate performs an
equivalent operation as a classical gate in this case, but let’s not forget get it is a
quantum operator and so can act on non-classical states. There are also gates that
have no classical analogue. Two examples of these are the Z and Hadamard gates.
Z ≡
(
1 0
0 −1
)
(4.27)
H ≡ 1√
2
(
−1 1
1 −1
)
(4.28)
The Z gate is a pi rotation about the Z axis. This gate is off limits for a classical
bit, which is locked to the Z-axis and so wouldn’t do anything. To a quantum state,
the Z gate leaves the |0〉 untouched, in our notation, but the |1〉 changes sign. The
Hadamard is a very useful transformation and on the Bloch sphere is equivalent to
a pi/2 rotation about the Y-axis and then a pi rotation about the X-axis. This is
also equivalent to firstly rotating by pi about the Z axis and subsequently rotating
about the Y axis by pi/2. Interestingly, performing the Hadamard transformation a
second time recovers the original state.
These gate can be performed on quantum dot qubits, with the aid of lasers. Lasers,
as we saw in section 2.6 give rise to Rabi oscillations, which rotate the qubit around
the Bloch sphere. If we have a laser pulse of a duration that gives half a Rabi cycle,
then we have performed a pi rotation around the Bloch sphere and as a result have
performed the X/NOT gate.
4.4.1 Multiple qubit gates
We can generalise these gates to multiple qubits. The classical two bit gates that
we are used to such as AND, OR and their NOT counterparts, NAND and NOR,
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take two inputs and give a single output. Two qubit gates have two inputs and
two outputs. The type of gates that are relevant to us are called controlled gate
and to explain them, let us define our terms. There are two types of input qubit,
a control qubit and a target qubit. These correspond to the qubit that makes a
decision and the one that is affected. In this way, if we begin with two inputs, then
we are left with two outputs, but the target qubit has undergone some operation.
As an example, let us consider the CNOT (controlled NOT) gate, which as we shall
see is equivalent to a kind of classical XOR (exclusive OR) gate. The truth table
for the CNOT gate with two qubits labelled C (control) and T (target) and the
subscripts b (before) and a (after) is as follows
Cb Tb Ca Ta
0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0
(4.29)
We see that the target qubit is flipped i.e. a NOT operation is performed on it, if
and only if the control qubit is 1. Due to this fact, the only way to have an output of
1 in the target qubit is if the inputs are opposites. Thus the CNOT gate is the same
as the classical XOR gate if the output is stored in the target bit. As mentioned
earlier, we can represent this operation as a unitary matrix
UCNOT ≡

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 , (4.30)
or in the much more compact notation |A,B〉 → |A,B ⊕ A〉, where ⊕ is a modulo
two addition. We have mentioned that quantum gates are unitary. This means that
they are reversible and since the gates shown so far have all been comprised of real
elements, they are reversible by repetition of the gate. Classical gates like the normal
XOR gate, where the result is not stored in the second bit, is not reversible since
it is not possible to determine the states of the inputs from the output. Another
important gate, which we will use later is the CPHASE (controlled phase) gate.
This gate, as the name suggests, affects the phase of the target qubit. As a matrix,
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it is described by
UCPHASE ≡

eiφ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , (4.31)
where φ is often set to pi so that the |11〉 element flips sign.
Using gates like these to build algorithms is called the circuit model, and we can see
this analogy as we have bee talking about classical logic gates as used of electrical
circuits. This is not the only way algorithms can be build, however, as we shall see
in Chapter 7.
This is the end of the background chapters. We have discuss open and closed
quantum systems, from which we learnt much about the master equation formalism
that can be used is the unconditional way to obtain averages and in the quantum
jump formalism that allows us to model single experimental runs. This stands us in
good stead since we shall use them throughout the research chapters. In addition
we explored physical qubits with a focus of quantum dots. We learnt about their
electronic structure, but also that while they may be complicated to model exactly,
they can in fact be modelled as atoms and when considering low lying energy states,
the complexity reduces to that of a two level system. Let us begin the research
chapters.
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Part II
Research Chapters
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CHAPTER 5
Probing Charge Fluctuator Correlations Using
Quantum Dot Pairs
5.1 Introduction
T
his is the first research chapter and as the title suggests, its aim to study
fluctuating charges and correlations in photon statistics resulting from their
presence. This is done with the aid of two quantum dots that are grown in such an
environment. We shall assume that the dots are identical. The aim of this chapter is
to show that the common, correlated, noise that is generated by charges fluctuating
in the vicinity of two QDs can be detected by optically driving the QDs and then
analysing the emitted photons. To this end, we shall determine the cross correlation
function g(2)(τ) of the emitted light and show that knowledge about the nature of
the charge environment can be revealed; including how common it is to both qubits.
It will be demonstrated that in some regimes it is possible to determine the number
of charges and the rate of their fluctuation. For ease of reading and in order to pro-
vide context, let us recap some of the main points that we saw in Chapter 4, which
will be of most use to us now. Quantum dots are semiconductors heterostructures,
which by their nature, have a Fermi energy inside the band gap. When the tem-
perature is relatively low, the gap can be small enough in doped samples that the
conduction band may be thermally occupied. The crystal structure of any material
is rarely perfect and vacancies or impurities in the structure of a semiconductor lead
to local alterations to the band structure. As a result charges can become trapped
in lower lying states [72]. This shall form the basis of our common environmental
disturbance. Depending on the temperature, the charges in these traps will ran-
domly hop into and out of them [73]. This leaves us with a system of traps that are
either filled or not. As such they may then be modelled as two state fluctuators. In
the vicinity of QD excitons, such fluctuators lead to random telegraph noise in the
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exciton energy and thus, via the DC Stark shift, so too in the frequency of emitted
photons; [5] see Figs. 5.1 and 5.2.
Figure 5.1: The qubit energy shift for an unoccupied (left) and charged (right)
trap. The exciton creation energy is denoted by ω and the charge-qubit interaction
strength is δ.
Figure 5.2: Demonstrative graph of telegraph noise. The fluctuating charge switches
stochastically between states 1 (charged) and 0 (uncharged).
5.2 Model
W
e consider two driven and uncoupled QDs, that are modelled as two level
systems with different energy spacings. As a result these emit photons of
different frequencies, which can be measured by two time-resolving detectors. The
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QDs are driven by lasers with different frequencies to match their respective reso-
nances, though each has the ability to be detuned from this condition. In addition,
these uncoupled QDs both interact with a common environment that takes the form
of a limited number of charge fluctuators that will also be represented by two level
systems; the situation is shown in Fig 5.3. The fluctuators will be treated as classical
objects and as such there can be no coherence between the charged and uncharged
states. The charges affect the qubits via the Coulomb interaction, inducing a DC
Stark shift, which is explained in section 5.2.2. Any dielectric screening effects are
neglected, since we are not interested in the absolute distances of the charges to
the QDs. Including screening would merely require a renormalisation of the effec-
tive distance between qubits and fluctuators, which has no impact on the photon
statistics.
Figure 5.3: Diagram of the experimental set up. The two QDs are driven by lasers
of different frequencies. The emitted photons are captured by the detectors, where
the Hanbury Brown-Twiss style experiment is performed.
5.2.1 Qubits and Charge Hamiltonian
For the purposes of pedagogy, we present the Hamiltonian construction for the case
of two QDs and a single charge, although it will be readily seen that through the
processes outlined, extending to more complex situations requires little effort and is
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quite obvious. Each QD i (i ∈ {1, 2}) has a ground state |0〉i and excited state as
|1〉i, so that their uncoupled Hamiltonian may be written in terms of Pauli opera-
tors, utilising the same nomenclature as we would with spins, σz,i = |1〉i〈1|− |0〉i〈0|.
The charge fluctuators are also two level systems, but they are classical, so they can-
not have coherences. While a quantum two level system is represented as a two by
two density matrix, a classical object has no coherences, so the off-diagonal matrix
elements are unnecessary. A two-vector of classical populations (ηj) then describes
the state of fluctuator j, with the first element giving the population in the ground
(no-charge) state, and the second that in the excited (charged) state. We proceed by
using the usual tensor product formulation of quantum mechanics for multi-partite
systems, our overall description of our qubit-fluctuator state must then be a rect-
angular matrix. This corresponding to 2N stacked square matrices, one for each of
the classical states of N fluctuators. In the time between charge fluctuation events,
each of the square density operators in the rectangular matrix act independently of
the others and so each can be treated individually. For the case of two qubits and
a single charge, which is described by a four by eight matrix, can be treated as two
four by four matrices, each corresponding to one of the states of the charge.
With this in mind we define the uncoupled Hamiltonian of qubits and fluctuators as
Hq+c =
1
2
ω1σz,1 +
1
2
ω2σz,2 +
1
2
ξ1η1, (5.1)
where we use
σz,1 =
(
1
1
)
⊗ 12 ⊗ σz,
σz,2 =
(
1
1
)
⊗ σz ⊗ 12,
η1 =
(
1
−1
)
⊗ 12 ⊗ 12. (5.2)
The energy required to excite uncoupled QD i from ground to excited state is given
by ωi. The energy difference between the charge being at the trap site and the
charge being elsewhere, which we assume to be at an infinite distance away is given
by ξ. Each operator is now of rectangular matrix of dimension 4 × 8. As stated,
coherent evolutions of the top and bottom square matrices of this object are treated
individually and act on the top and bottom square matrices of the corresponding
density operator respectively, following the usual rules of quantum mechanics. The
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operator eigenstates corresponding to the different charge configurations can be
found for each square component matrix. A charge flip would mean switching around
these stacked matrices as we shall see in section 5.3.
5.2.2 Stark effect
A source that emits light does so at some characteristic frequency or frequen-
cies, which is dependent on the particulars of its electronic configuration. Via the
Coulomb interaction, this configuration may be perturbed by an electric field and in
doing so, the frequency or frequencies of the emitted light is altered. This is known
as the Stark effect and the change in frequencies is known as the Stark shift. In the
context of this thesis, the stark shift of our quantum dots is achieved by the presence
of a nearby charge. The degree to which this effect affects the system under study
may be determined by perturbation theory. The interaction between the perturbing
field and our system is described by,
V = −µF, (5.3)
where F is the field due to the presence of the charge and µ is the dipole operator
projected along the field direction. The perturbation is usually calculated to second
order giving the equation
E = E0 − µF + αF 2, (5.4)
where E0 is the unperturbed energy gap, the term µ refers to the permanent dipole
moment and α is the polarisability of the dots.
The position or distance of the charge in relation to the exciton determines the
strength of the perturbing field and the sign of the charge determines the sign of the
field. The field is one that is traditionally associated with a point charge. Modelled
as a point charge, the field will decrease with an inverse quadratic dependence
as the distance between the charge and dipole is increased. The values that the
permanent dipole and polarisability take are variable and highly dependent on the
shape and composition of the dot. For InGaAs, the polarisability α
e
is between −10
and −300 nm2/V, where e is the electronic charge. The permanent dipole µ
e
can take
both positive and negative values from −2.5 to 0.91 nm[74, 75]. Using values of 0.8
nm for the permanent dipole and −34 nm2/V for the polarisability given in ref [75]
and our default choice of charge interaction strength δ11 = δ12 = 1 GHz, we can
calculate the distance the charge would need to be. Solving hδ+µF−αF 2 = 0 for F ,
where h is Plank’s constant, we get two solutions −2.35×107 and −3.23×104 V/m.
The field strength is given by −e/4pir0r2, where the relative permitivity for InGaAs
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is between 13 and 14. Using 13 for the permitivity, we would need a charge at a
distance of 2.171 nm or 58.545 nm. As the charge is brought closer to the qubits
it detunes the qubits either towards or away from the laser frequency depending
on the initial size and direction of detuning. For example, an interaction strength
of 10 GHz, the distance the charge would have to be is 2.185 nm or 18.397 nm
away. The stark shift, to second order, is made of two terms: the second of which
deals with the polarisability of the dipole and is quadratic in nature. The value of
the polarisability is so small in comparison to the permanent dipole that while the
field is small the stark shift is dominated by the permanent dipole or linear term.
At large fields, when the distance between the qubit and the charge falls below
2.1696× 10−9m, the quadratic term becomes greater in magnitude than the linear.
Figure 5.4: Magnitude of the permanent dipole and polarisability terms in the
quantum confined stark shift equation.
In addition, the stark shift is given as the dot product of the dipole moment so
a charge perpendicular to the dipole would have no effect on it. The polarisability
is generally a tensor, but in the simplest case it is isotropic and so it is simply
multiplied by the square of the field. This brings us onto the topic of geometries
for the experimental set up. There are many possible geometries to choose from,
but the one where the system is most simplified is if we have our two qubit dipoles
separated from each other in the z-direction, with a charge in between them, also in
the z-direction. This means that the cos θ part of the dot products will always be
equal to 1 and the theoretical treatment of different stark shifts can be presented
by having the position of the charge trap be closer to one qubit than the other.
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Figure 5.5: Dipoles in the z-direction with a charge in-between them
Of course we can have other geometries, such as the dipoles pointing in the z-
direction whilst separated in the x-direction, which allows us the place the traps to
be moved in both directions, but the calculation of the shifts become slightly more
complicated as the vectorial nature of the system must be re-introduced.
Figure 5.6: Dipoles in the x-direction with a charge in-between them
5.2.3 Interaction Hamiltonian
The qubit-bath interaction Hamiltonian, the bath being made of photons, is defined
as:
Hq,B =
∑
k
ζ1,k(a
†
kσ−,1 + akσ+,1) + ζ2,k(a
†
kσ−,2 + akσ+,2), (5.5)
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where
σ+,1 =
(
1
1
)
⊗ 12 ⊗ σ+,
σ+,2 =
(
1
1
)
⊗ σ+ ⊗ 12,
σ−,1 =
(
1
1
)
⊗ 12 ⊗ σ−,
σ−,2 =
(
1
1
)
⊗ σ+ ⊗ 12. (5.6)
The interaction here describes the couplings between the QDs and the photonic
bath, with coupling strengths ζ1,k or ζ2,k, where ak and a
†
k are the annihilation and
creation operators for the photon bath mode with wave vector k. The QD raising
and lowering operators in the interaction Hamiltonian are denoted by the σ+ and
σ− Pauli matrices, which are constructed as |1〉〈0| and |0〉〈1| respectively. The effect
of this part of the interaction with the system is taken into account by deriving a
Born-Markov optical master equation.
We also account for a coupling between the qubits and the (classical) lasers. The
qubit-laser Hamiltonian is
Hq,l = Ω1σx,1 cos(ωl1t) + Ω2σx,2 cos(ωl2t), (5.7)
where Ωi is the Rabi frequency of the ith QD and ωli is the laser frequency of
laser i which is assumed to drive only the ith QD with which it is closely resonant.
Similarly to previous definitions:
σx,1 =
(
1
1
)
⊗ 12 ⊗ σx,
σx,2 =
(
1
1
)
⊗ σx ⊗ 12. (5.8)
The final interaction is between the qubits and charge:
Hq,c =
δ11
2
µ11 +
δ12
2
µ12, (5.9)
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where
µ11 =
(
1
0
)
⊗ 12 ⊗ σz,
µ12 =
(
1
0
)
⊗ σz ⊗ 12. (5.10)
There are two terms, which show the interaction of the charge (labelled with the
initial index 1, since we are considering only a single charge) with both of the QDs.
In general the interaction is δji, where the subscript denotes an interaction of charge
j with QD i. The term describes a process in which the stationary charge at some
well defined distance introduces a Coulomb potential that gives rise to a Stark shift
of the excitonic states, thus creating a TLS with a larger energy spacing.
The qubit-laser Hamiltonian is still currently time dependent, but we can remove
this by moving into a rotating frame and performing the rotating wave approxima-
tion (RWA). Some confusion may arise here, because we have already discussed the
rotating wave approximation in section 2.3.1. In both cases we neglect the quickly
oscillating terms. This is done by applying a unitary transformation to all parts of
the Hamiltonian that involve the dots and the charges, i.e., all parts except Hq,B.
From the time dependent Schro¨dinger equation, we get:
−i~∂t(U−1 | ψ〉) = −i~(∂tU−1) | ψ〉+ U−1H | ψ〉
= HU−1 | ψ〉
Therefore, the effective Hamiltonian becomes, after moving to the rotating frame
Hrf = UHU
−1 + U(i~∂tU−1). (5.11)
The operator U−1 is
e
1
2
it(ωl1+ωl2) 0 0 0
0 e
1
2
it(ωl2−ωl1) 0 0
0 0 e
1
2
it(ωl1−ωl2) 0
0 0 0 e
1
2
it(−ωl1−ωl2)
 . (5.12)
It is worth noting that this is a 4× 4 matrix. As stated previously, we can consider
the two charge states as independent and as such, the 4× 8 rectangular matrix can
be thought of as two 4× 4 matrices. This unitary transformation operates on each
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of those two parts individually. After performing the rotating wave approximation,
which removes rapidly oscillating terms, i.e. those with twice the frequency of ωl1
and ωl2, and letting ωi − ωli = νi, we get:
H ′S =
1
2
(ν1σz,1 + ν2σz,2 + Ω1σx,1 + Ω2σx,2)
+
1
2
(δ11µ12 + δ12µ22 + ξ1η1) .
(5.13)
This is now our final system Hamiltonian, however we still need to define an operator
in which a single charge fluctuates from occupied to unoccupied or vice versa, an
operation executed by the operator σxc. In our rectangular density operator notation
for a single charge this simply corresponds to swapping over the upper and lower
square matrices. For more complex situations of more charge fluctuators, a similar
reordering of the now multiple square matrices achieves the desired effect. The full
and general Hamiltonian for a multiple qubit, multiple charge system using by same
construction is given by
H =
∑
i
ωi
2
σz,i +
∑
k
θka
†
kak +
∑
j
ξj
2
ηj
+
∑
k,i
ζi,k(a
†
kσ−,i + akσ+,i)
+
∑
i
Ωiσx,i cos(ωlit)
+
∑
i,j
δji
2
µz,i. (5.14)
5.3 Transfer Matrices
I
n order to proceed we treat the bath of photons as weakly coupled to the QDs
and express the dynamics of the QDs - fluctuators system in terms of a density
matrix, leading to the quantum optical master equation, [9]
d
dt
ρ(t) = −i[HI , ρ(t)]
+
∑
i
γi (Ni + 1) Γ
[
σ−,i, ρ(t)
]
+
∑
i
γiNiΓ
[
σ+,i, ρ(t)
]
(5.15)
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whereHI includes all but the Jaynes-Cummings and photon energy terms in Eq. 5.14,
following a transformation into a frame rotating with the two laser frequencies and
a rotating wave approximation:
HI =
∑
i
νi
2
σz,i +
∑
j
ξj
2
ηj
+
∑
i
Ωi
2
σx,i +
∑
i,j
δji
2
µji, (5.16)
where νi ≡ ωi − ωli are the laser detunings. The dissipaters are given by
Γ
[
Lˆ, ρ(t)
]
=
(
Lˆρ(t)Lˆ† − 1
2
Lˆ†Lˆρ(t)− 1
2
ρ(t)Lˆ†Lˆ
)
. (5.17)
The parameters in Eq. 5.15 are γi, which is the optical decay rate for the QD i and
Ni, which is the Bose-Einstein occupation number of the photon bath taken at the
transition frequencies of QD i.
Our calculation proceeds using a transfer matrix approach. This is performed by
first writing Eq. 5.15 in the form
ρ˙(t) = Mρ(t), (5.18)
where M is the super-operator acting on the density operator ρ. Since we are solving
the system numerically and for small time steps, we can write
ρ(t+ ∆t) = (1 +M∆t)ρ(t). (5.19)
This tells us that the transfer matrix for a system that does not fluctuate, but has
a constant charge bias, can be defined as 1 +M∆t.
We can now introduce the fluctuating nature of the charge by using a Pauli-x op-
erator, σxc (where the ‘c’ indicates that it operates on a charge) to flip the charge
between its two states. Due to the fact that our two charge configurations are inde-
pendent and therefore stacked into a rectangular matrix, when a charge fluctuates,
we simply swap the density operators into a new order, reflecting the changed charge
configuration. This takes the form of a σx, since
σx
(
A
B
)
=
(
B
A
)
, (5.20)
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where A and B refer to the square matrices pertaining to the different charge configu-
rations. If the charges traps were quantum objects then we would require (4n)×(4n)
elements to represent it - so we save a factor of n in the state description by doing
this.
We then divide the time steps into two parts: we assume that there is a proba-
bility P∆t within the time ∆t that there is a change in the fluctuator’s state, and a
probability that there will be no change 1− P∆t. [5] In this paper, we will restrict
the model to having the same rates for hopping onto and away from the trap sites
correspondence to a temperature higher than the energy gap of the fluctuators. If
∆t is small then higher order terms can be neglected and we find that the (1+M∆t)
term in Eq. 5.19 is modified to:
(1− P∆t)(1 +M∆t) + P∆tσxc ≈ 1 + (M − P + Pσxc)∆t. (5.21)
Eq. 5.21 defines the transfer matrix for fluctuating charges and with this we can
calculate the dynamics of the system.
5.4 Resonance Fluorescence and Photon Statis-
tics
L
et us turn our attention to photon statistics. To begin, we consider a simple
system that does not have any charge fluctuations and attempt to derive the
equations for the intensity correlation function g(2)(t, t + τ), the intensity auto-
correlation function.
g(2)(t, t+ τ) ≡ 〈E
−(t)E−(t+ τ)E+(t+ τ)E+(t)〉
〈E−(t)E+(t)〉〈E−(t, t+ τ)E+(t, t+ τ)〉 , (5.22)
As the definition suggests [15], this requires us to calculate the expectation of four
photon operators or the semi-classical field operators in our case. We have dealt ex-
tensively with Master Equations, which focuses on the dynamics of the qubit rather
than the photon field. However, the two are linked via the raising and lowering op-
erator for the qubit such that a photon creation operator requires a qubit lowering
operator to conserve energy. This is part of what is known as input-output theory.
Dealing with quantised fields, these field operators can be cast as the photonic
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creation and annihilation operators
g(2)(t, t+ τ) =
〈a†(t)a†(t+ τ)a(t+ τ)a(t)〉
〈a†(t)a(t)〉〈a†(t+ τ)a(t+ τ)〉 . (5.23)
In the case that g(2)(τ) = 1, the signal is random in time. The detection of an initial
photon does not impact at all the detection of a second after a time (τ).
In the case that g(2)(τ) > 1, the signal is bunched. This means that there is a
greater than random probability that if a photon is detected then a second is also
likely in the time interval τ .
Lastly, in the case that g(2)(τ) < 1, the signal is anti-bunched. This means that
if an initial photon is detected, there is a reduced probability that there will be a
second will be detected after a time τ . The emission of a photon suppresses further
emission. Of the three cases, this is the easiest to comprehend. In the example of a
single emitter, let it be a TLS, there can only be a single excitation. If an emission
event occurs, the system needs time to be re-excited and so, for small τ the system
will display anti-bunching. All three cases of bunching, anti-bunching and neither
bunching nor anti-bunching can be seen in Fig 5.7. After an initial detection, the
system shows a negative correlation (g(2)(τ) < 1). The coherent driving of the lasers
bring the correlation up to a maximum showing a positive correlation (g(2)(τ) > 1),
which then steadily drops to no-correlation (g(2)(τ) = 1)
Figure 5.7: g(2)(τ) showing an initially negatively correlated signal, which then
becomes positive, before
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5.4.1 Input-Output Theory
The external field operators are related to the system operators. The way that
they are is described by input-output theory. The system operators and the photon
operators interact via the Hamiltonian part,
HI =
∫ ∞
−∞
dω g(ω)
(
a(ω)σ+ − a†(ω)σ−
)
. (5.24)
The following is mainly from Walls and Milburn’s Quantum Optics [11], though I
have restructured the steps somewhat to increase the ease of reading. The Heisen-
berg equation of motion for the field operator is given by,
a˙(ω) = −iω a(ω) + g(ω)σ−. (5.25)
For which the formal solution for the input time t0 < t and output time t1 > t are
given by,
a(ω) = e−iω(t−t0)a0(ω) + g(ω)
∫ t
t0
dt′e−iω(t−t
′)σ−(t′) (5.26)
and
a(ω) = e−iω(t−t1)a1(ω)− g(ω)
∫ t1
t
dt′e−iω(t−t
′)σ−(t′). (5.27)
The differential equation for the system operator follows as,
d
dt
σ− = − i~ [HS, σ−]−
∫ ∞
−∞
dω g(ω)a(ω). (5.28)
For which we can then substitute our calculated expression for the field equation,
d
dt
σ− = − i~ [HS, σ−]−
∫ ∞
−∞
dω g(ω)e−iω(t−t0)a0(ω)−
∫ ∞
−∞
dω g2(ω)
∫ t
t0
dt′e−iω(t−t
′)σ−(t′)).
(5.29)
Now we can define an input field that has the same standard commutation relations
as photonic creation and annihilation operators:
ain = − 1
2pi
∫ ∞
−∞
dω e−iω(t−t0)a0(ω). (5.30)
Using the relation ∫ ∞
−∞
dω e−iω(t−t0) = 2piδ(t− t′), (5.31)
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putting it into Eq. 5.29 and reversing the order of the integral in the last part of the
equation ∫ t
t0
dt′σ−(t′)
∫ ∞
−∞
dω g2(ω)e−iω(t−t
′), (5.32)
where we now assume that g(ω) is independent of frequency over a large range of
frequencies and define g2(ω) = γ
2pi
.
γ
∫ t
t0
dt′σ−(t′)δ(t− t′) = γ
2
σ−(t). (5.33)
Thus we can now write the whole equation for the system operator as
d
dt
σ− = − i~ [HS, σ−]−
γ
2
σ−(t) +
√
γain(t). (5.34)
We can do the same treatment for the output time case, defining an output operator
in the same way as we did for the input,
d
dt
σ− = − i~ [HS, σ−] +
γ
2
σ−(t)−√γaout(t). (5.35)
By equating Eqs. 5.34 and 5.35. It can be seen easily that a relation between the
input and output fields involves only the system operator and the decay rate of the
qubit,
ain + aout =
√
γσ−(t). (5.36)
If the field is in the vacuum state and we have normal ordered correlations, the input
field may be ignored. In this case the output field operator is equal to the system
field operator multiplied by the square root of the decay rate.
Before proceeding, it may be wise to try to understand what g(2)(t, t + τ) means
physically. We see that there are four operators corresponding to the external field,
g(2)(t, t+ τ) =
〈σ+(t)σ+(t+ τ)σ−(t+ τ)σ−(t)〉
〈σ+(t)σ−(t)〉〈σ+(t+ τ)σ−(t+ τ)〉 . (5.37)
Due to the cyclicity of the trace, we may rearrange the numerator to read
Tr[σ+(t+ τ)σ−(t+ τ)σ−(t)ρσ+(t)]. (5.38)
We have seen before (Eq. 3.2) that σ−(t)ρσ+(t) is a jump operator. This tells us
that a photon has been detected at time t. The same procedure can be done for the
second set of operators, which tells about photons emitted at time (t + τ). Since
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they are both used to calculate the expectation, Eq. 5.23 tells us information about
the probability of measuring two photons separated by time (τ).
5.5 Calculating Intensity Correlations (g(2)(t, t+τ ))
F
rom the dynamical equations of the system density matrix, we may obtain
predictions of the statistics of emitted photon correlations. To this end we
calculate the two-photon intensity correlation function
g(2)(t, t+ τ) =
〈a†1(t)a†2(t+ τ)a2(t+ τ)a1(t)〉
〈a†1(t)a1(t)〉〈a†2(t+ τ)a2(t+ τ)〉
. (5.39)
The operators ai and a
†
i refer to the photon field detected by a detector i ∈ 1, 2
(see Fig. 5.1). Each detector is responsive only to a range of frequencies around the
resonant frequency of each QD, and for QDs that are sufficiently detuned from one
another we expect that photons which activate detector i originate from QD i only.
The QDs in a typical experimental set up would be quite closely spaced and so a
Hanbury Brown-Twiss set up could be used [76] .
The cross-correlation in Eq. 5.39 is in terms of photon creation and annihilation
operators, but we can relate these field operators to our system operators through
input-output theory [11]. In general an output field is a sum of contributions from
an input field and from the decay of the systems (QDs in our case) that decay op-
tically: aout(t) = ain(t) +
√
γ1σ−,1(t) +
√
γ2σ−,2(t). We presume a typical setup in
which ain is in the vacuum state, and so the output field is then the sum of two well
frequency-resolved fields, which will be separately detected. We can then associate
each detector field with a particular system operator:
ai(t) =
√
γiσ−,i(t). (5.40)
This leads to an expression for g(2) which depends only on the QD system opera-
tors: [15]
g(2)(t, t+ τ) =
〈σ+,1(t)σ+,2(t+ τ)σ−,2(t+ τ)σ−,1(t)〉
〈σ+,1(t)σ−,1(t)〉〈σ+,2(t+ τ)σ−,2(t+ τ)〉 . (5.41)
A general way of finding the two time correlation function from the master equation
is to exploit the quantum regression theorem. [77]
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5.5.1 Hanbury-Brown Twiss
While this chapter is theoretical in nature, is always a good idea to think about how
such theory may be verified by experiment. Traditionally, we look to the Hanbury-
Brown Twiss experiment, which is an extremely useful tool in collecting data about
correlated photon sources. However, it does not measure g(2)(τ), but rather a related
quantity known as the waiting time. It is very difficult to time-resolve single photons
so it becomes infeasible to perform an experiment where we note down all the
times of detection. If this were possible, then g(2)(τ) could be calculated directly
from the measurements. Unlike g(2)(τ), which measures the correlation between two
photons separated by time τ , the waiting time measures the correlation between two
consecutive photons, i.e., with no other photons in between. The related functions
are both measures of correlation and are indeed proportional for times much smaller
than the mean waiting time [78]. The g(2)(τ) correlation function may be extracted
from waiting time data and so this experiment may provide experimental verification
of the results shown in this chapter.
Figure 5.8: Hanbury-Brown Twiss experimental set up
In this experiment, the photons from the QDs are passed through a beam split-
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ter so that there are two paths that each lead to a detector, before which filters and
polarisers can be placed depending on what exactly the experiment requires. The
detection of a photon in the first detector begins a timer, which is then stopped by
a detection of a photon in the second detector [10]. The results are collected into a
histogram to display the number of events as a function of time between detection
events.
5.6 Calculating g2(τ ) Method I
We have discussed the for of the g2 correlation function, but as of yet, we have not
said how it can be solved. The correlation function has expectations are that are
comprised of many operators, which can deal with using the quantum regression
theorem. Let us set up a toy system to explain its use; a coherently driven single
dot. The interaction Hamiltonian reads as
H =
1
2
(
0 −Ω
−Ω 0
)
. (5.42)
Using the standard dissipator for the optical master equation (Eq. 2.56), we may
obtain a closed set of operators,
〈σ˙−〉 = −
(
iΩ
2
)
〈σz〉 −
(γ
2
)
〈σ−〉, (5.43)
〈σ˙+〉 =
(
iΩ
2
)
〈σz〉 −
(γ
2
)
〈σ+〉, (5.44)
and
〈σ˙z〉 = iΩ〈σ+〉 − iΩ〈σ−〉 − γ(〈σz〉+ 1). (5.45)
We now have calculated the expectation for the operators, but we eventually want
the expectation for four operators and different times. To do this, we require the
use of the quantum regression theorem. This allows us to rewrite our closed set of
equations in a reformulated form as [9],〈σ˙−〉〈σ˙+〉
〈σ˙z〉
 =
 −
γ
2
0 − iΩ
2
0 γ
2
iΩ
2
−iΩ iΩ −γ

〈σ−〉〈σ+〉
〈σz〉
−
00
γ
 . (5.46)
The specifics of the system don’t really matter and all we wanted was to show that
a closed set of equations would be in the form show in Eq. 5.46, which we shall
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use later. Looking at the expression for the correlation function, we see that we
can take the product of the raising and lowering operators and re-write them as
σ+σ− = 12(σz + 1). This means that we can split the correlation function into two
parts [15],
G(2)(t, t+ τ) = f(r)2〈σ+(t)σ+(t+ τ)σ−(t+ τ)σ−(t)〉
= f(r)2〈σ+(t)
(
1
2
(σz(t+ τ) + 1)
)
σ−(t)〉
= f(r)2
1
2
[〈σ+(t)σ−(t)〉+ 〈σ+(t)σz(t+ τ)σ−(t)〉]
. (5.47)
In the long time limit (t→∞),
G(2)ss (τ) = f(r)
2 1
2
[〈σ+σ−〉ss + 〈σ+(0)σz(τ)σ−(0)〉ss] . (5.48)
Let us then solve the two parts of this equation. The first part is trivial to solve,
σ+σ− = |1〉〈0|0〉〈1| = |1〉〈1| ∴ 〈σ+σ−〉ss = ρss11. (5.49)
We can then use the quantum regression theorem and Eq. 5.46 to calculate the
second part of this.
5.6.1 Quantum regression
This theorem states that if one has a complete set of operators, such that the differ-
ential equations of the expectations may be described by a sum of those operators
with corresponding pre-factors, then the expectation of two operators may be de-
scribed using those same prefactors [15].
〈s˙〉i =
∑
j
Mij〈s〉j (5.50)
d
dτ
〈A(t)si(t+ τ)〉 =
∑
j
Mij〈A(t)sj(t+ τ)〉 (5.51)
In the following s(t) represents a column vector comprised of full set of operators
that completely defines a system, for example all the elements of the density matrix∑
i,j | i〉〈j | or the set of operator that we found in Eq. 5.46. We may rewrite the
equation as
〈s˙(τ)〉 = M〈s(τ)〉+ b, (5.52)
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where s is a vector of σ+,σ− and σz, M is the co-efficient matrix and b is the vector
on the end of Eq. 5.46. We can also write the equation
d
dτ
(〈s(τ)〉+M−1b) = M (〈s(τ)〉+M−1b) , (5.53)
to which the formal solution is
〈s(τ)〉 = eMτ (〈s(0)〉+M−1b)−M−1b, (5.54)
Using s in place of the σz in Eq. 5.48 we obtain for the second term
d
dτ
〈σ+(0)s(τ)σ−(0)〉ss = M〈σ+(0)s(τ)σ−(0)〉ss + b〈σ+σ−〉ss. (5.55)
The formal solution to the integral of this is
〈σ+(0)s(τ)σ−(0)〉ss = eMτ
(〈σ+sσ−〉ss +M−1b〈σ+σ−〉ss)−M−1b〈σ+σ−〉ss. (5.56)
If we then put in some initial conditions into our vector s, i.e. σ+(0), σ−(0), σz(0).
We then have
〈σ+(0)
σ−(0)σ+(0)
σz(0)
σ−(0)〉ss =
 00
−〈σ+(0)σ−(0)〉ss
 , (5.57)
since 〈σ+(0)σz(0)σ−(0)〉 = |1〉〈0| (|1〉〈1| − |0〉〈0|) |0〉〈1| = −|1〉〈1| = −〈σ+(0)σ−(0)〉.
There is then a common factor of 〈σ+(0)σ−(0)〉ss in Eq. 5.56, which can be factored
out.
〈σ+σ−〉ss
(
eMτ
(−zˆ +M−1b)−M−1b) , (5.58)
where zˆ = (0, 0, 1). If we initialise the system in the ground state, then 〈σz(0)〉 = −1,
so we can write
〈σ+σ−〉ss
(
eMτ
(〈s(0)〉+M−1b)−M−1b) . (5.59)
Looking at the form of Eq. 5.56 we see that the term in the bracket of the Eq. 5.58
is the formal solution to the integral of d
dτ
〈s(τ)〉ss Therefore, we can rewrite Eq. 5.48
as
G(2)ss (τ) = f(r)
2 1
2
〈σ+σ−〉ss [1 + 〈s(τ)〉] . (5.60)
On substituting in σz as the specific case of s(τ), we find that the correlation function
is the product of the steady state value of the excited state and the probability of
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the excited state at time τ ,
G(2)ss (τ) = f(r)
2 [(ρss11)ρ11(τ), ] . (5.61)
5.6.2 Calculating g2(τ) Method II
We can user a simpler method if we assume that experimental measurements take
place when the system has reached a steady state (ss) with density operator ρss. In
this case g(2) is only dependent on the delay time τ :
g(2)(τ) =
〈σ+,1(0)σ+,2(τ)σ−,2(τ)σ−,1(0)〉ss
〈σ+,1σ−,1〉ss〈σ+,2σ−,2〉ss
=
Tr[σ+,1(0)σ+,2(τ)σ−,2(τ)σ−,1(0)ρss]
〈σ+,1σ−,1〉ss〈σ+,2σ−,2〉ss . (5.62)
Owing to the cyclicity of the trace we can project the steady state density matrix
into the ground state:
g(2)(τ) =
Tr[σ+,2(τ)σ−,2(τ)(1〈1|ρss|1〉1)|0〉11〈0|]
〈σ+,1σ−,1〉ss〈σ+,2σ−,2〉ss , (5.63)
where |1〉1 and |0〉1 represent the two basis state vectors for QD 1. We may now
define a new density operator ρP , which is properly normalised and represents the
steady state projected from the excited state of QD 1 to its ground state:
ρP =
1〈1|ρss|1〉1|0〉11〈0|
〈σ+,1σ−,1〉ss =
1〈1|ρss|1〉1|0〉11〈0|
Tr[1〈1|ρss|1〉1|0〉11〈0|] (5.64)
and write
g(2)(τ) =
Tr[σ+,2(τ)σ−,2(τ)ρP ]
〈σ+,2σ−,2〉ss =
Tr[σ−,2ρP (τ)σ+,2]
〈σ+,2σ−,2〉ss . (5.65)
After a long enough period, ρP (τ) becomes ρss and so limτ→∞[g(2)(τ)] = 1 as ex-
pected.
5.7 Results
I
n this section we present the g(2)(τ) results across a variety of parameters and
for a single fluctuator or two fluctuators.
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5.7.1 One charge fluctuator
Let us begin with the case of a single fluctuator. To reiterate our aim, we seek to
assess what kinds of photon cross correlation signatures may be obtained for dif-
ferent charge fluctuation rates and interaction strengths. There is a single charge
fluctuator that affects each of the two qubits in the same way - i.e. δ11 = δ12 in
Eq. 5.14. We use QD parameters typical of InGaAs structures: Fixed throughout
the paper will be the spontaneous decay rates (γ1 = γ2 = 1 GHz), and the Rabi
frequencies (Ω1 = Ω2 = 1 GHz). Other parameters are varied for particular sets of
results but their default values will be: Laser detuning ν1 = ν2 = 0, charge fluc-
tuation rate is P = 1 MHz. Using values of 0.8 nm for the permanent dipole and
−34 nm2/V for the polarisability, [75] for our default choice of charge interaction
strength δ11 = δ12 = 1 GHz, we would need a charge at a distance of 1.32 µm. As
the charge is brought closer to the qubits it detunes the qubits either towards or
away from the laser frequency depending on the initial size and direction of detuning.
In Fig 5.9, we show g(2)(τ) as a function of δ11 = δ12 between 0 and 10 GHz.
This corresponds to effective detunings of between 0 and 6 µeV, which encompasses
the photoluminescence range from resonance to effectively zero photon emission for
InGaAs type QDs. [79] We can see that the greater the charge-qubit interaction,
the greater the initial cross-correlation of the detected photons. This initial corre-
lation then decays back to the no-correlation value of g(2) = 1. For all values of
the interaction strength this decay is on the 1 µs scale, which corresponds to the
charge fluctuation rate. The explanation for this is straightforward: for a larger
interaction, then either QD is only likely to emit when the charge trap is empty. If
one QD emits, then since the noise is correlated, the other is likely to also emit – at
least for over a timescale less than the charge fluctuation time. On the other hand,
for a smaller interaction – less than the Rabi frequency Ω – then it is also possible
for a QD to be excited when the charge trap is occupied: an so we expect no cross
correlations for δ1i  Ωi.
5.7. RESULTS 79
Figure 5.9: g(2)(τ) cross-correlation for two qubits interacting with a single charge,
where the charge-qubit interaction strength (δij) is being varied. γi, the spontaneous
decay rate of the qubits, is set to 1 GHz and determines the timescale of the return
to uncorrelated photons.
We next keep the charge-qubit interaction constant, and in Fig. 5.10 look at how a
changing fluctuation rate affects g(2)(τ). When the fluctuation rate is smaller than
the photon emission rate, we simply find that g(2)(τ) decays on a timescale similar
to that of the charge fluctuation rate. At the fastest fluctuation rates studied, how-
ever, there is a decrease in the initial value g(2)(0); this happens when the charge
fluctuation rate exceeds the photon emission rate. In this regime, the experiment is
no longer sensitive to the charge fluctuator.
Figure 5.10: g(2)(τ) cross-correlation for two qubits interacting with a single charge,
where the fluctuation rate (P ) of the charge is being varied. The values of P are
given relative to γi (the spontaneous decay rate of the qubits).
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Since the effect of a charge fluctuator is to shift the resonance frequency of the
qubits away from that of the lasers, we can use laser detuning as a further probe of
the fluctuator correlation dynamics. In Fig. 5.11 we illustrate a typical photolumi-
nescence spectrum of two QDs. We know that if the two lasers are resonant with
the two QDs then we expect to see correlated emitted photons as shown in Fig. 5.9.
Imagine instead allowing both the lasers to be detuned from the QD resonance (see
Fig. 5.11), by the same amount and in the same direction. Depending on the di-
rection of the detuning, the effect of the charge will be to bring the QDs back into
resonance or take them further from resonance. In this way, the emitted photons,
regardless of the direction of detuning, will display a positive cross correlation.
Figure 5.11: Schematic drawing of the shifting detuning caused by charge interac-
tions when the lasers are detuned in the same direction.
On the other hand if the lasers are detuned in opposite directions, i.e. if one is
blue shifted and the other red shifted with respect to the QD resonant frequencies,
then charging the trap will shift one QD towards resonance and the other further
away from it. This situation is shown in Fig 5.12. In this way the QD closer to
resonance is more likely to emit a photon, while the other is less likely. We then
expect a negative correlation between the emitted photons, for a large enough initial
detuning.
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Figure 5.12: Schematic drawing of the shifting detuning caused by charge interac-
tions when the lasers are detuned in opposite directions.
Figure 5.13: g(2)(τ) cross-correlation for two qubits interacting with a single charge,
where the laser detuning (νi) is being varied. On the left of the zero detuning line,
detuning increases and is equal in magnitude and sign for both dots; on the right it
increases with equal magnitude but opposite signs.
In Fig 5.13 we show the cross-correlation for both the detuning scenarios just de-
scribed. As expected, we see positive correlation for same sense detuned, and neg-
ative for opposite sense – expect around ν = 0, when the charge fluctuation moves
both QDs away from resonance and we recover a positive cross-correlation.
5.7.2 More than one charge
Let us now introduce a second charge fluctuator into the model, and establish
whether it is possible to distinguish multiple from single fluctuators by using cross
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correlation measurements.
Figure 5.14: g(2)(τ) cross-correlation for two qubits interacting with two charges,
where the fluctuation rate (Pi) of the charges are being varied. The values of P are
set equal to each other.
Figure 5.15: g(2)(τ) cross-correlation for two qubits interacting with two charges,
where the fluctuation rate (Pi) of one charge is being varied and the other held at
10−3 GHz.
Fig. 5.14 shows g(2)(τ) as a function of (equal) fluctuation rates for the two charges.
We can see immediately that g(2)(0) is larger in this case than for the single fluc-
tuator case shown in Fig. 5.10. This is expected since the two fluctuators working
together increase the total possible detuning of each QD; as we have seen in Fig. 5.9
this results in a higher initial cross-correlation. As the fluctuation rate increases,
the decay of g(2)(τ) happens at shorter times, similar to the single charge case.
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It is unlikely, however, that the two charge traps will be fluctuating at exactly
the same rate, so let us now look into how different rates of fluctuation affect the
cross-correlation. In Fig. 5.15, we show the impact on g(2)(τ) of altering one fluctu-
ation rate while keeping the other fixed at 10−3 GHz. Comparing this figure with
that for a single fluctuator shown in Fig. 5.10, we find that in certain cases it is
possible to see a clear qualitative difference between the results for a single and two
fluctuators. This is easier to discern by taking cuts through the plots for particular
fluctuation rates, and using a log scale for the time; for the single and two fluctuator
cases these are shown in Fig. 5.16(a) and Fig. 5.16(b). If the rates for the two fluc-
tuators are significantly different then two plateaux can be seen in the curves, with
two decay rates corresponding to two different fluctuation rates; this effect washes
out once the faster fluctuation rate approaches that of the QD optical decay rate.
Figure 5.16: Log time plots for some representative frequencies of the data shown
in Fig. 5.10 shown in a) and Fig. 5.15 shown in b).
As would be expected, when the fluctuation rates of the charges are very simi-
lar, no deviation from the single fluctuation curves can be distinguished: They do
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not exhibit the plateaued structure that can be seen in Fig 5.16 b).
Finally, we look at varying the laser detunings for two qubits and two charges.
In Fig 5.17 we show the cross correlation function for the same detuning parameters
as in Fig. 5.13, in the case where the two fluctuation rates are not equal (1 GHz
and 1 MHz). We also display various cuts through this 3D plot, for different values
of the detuning, in Fig. 5.18. There is a clear contrast here with the surface shown
in Fig. 5.13; the cuts in Fig. 5.18 show that the plateaued structure characteristic
of two different rates survives as detuning is varied. At negative detuning the a
negative correlation is observed, but with a clear long time plateau.
Figure 5.17: g(2)(τ) cross-correlation for two qubits interacting with two charges,
where the laser detuning (νi) is being varied. The two charges fluctuate with different
rates of 1 MHz and 1 GHz.
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Figure 5.18: Cuts through Fig. 5.17, for five values of the detuning parameters.
The oscillatory behaviour here is a consequence of detuning. The magnitude of
the oscillations is affected by various parameters, one of which, is the fluctuation
rate of the charges. This behaviour is not seen in the single charge case, since the
fluctuation rate is 1 MHz, which is small in comparison to the other parameters
which are of the order of 1 GHz. We see in Fig. 5.19 and 5.20 that changing the
charge fluctuation rate to 1 GHz allows the oscillations to be visible when the laser
detunings are zero.
Figure 5.19: Cuts through Fig. 5.13, for five values of the detuning parameters. The
charge fluctuation rate is 1MHz
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Figure 5.20: Five values of the detuning parameters with a a single charge at a
fluctuation rate of 1 GHz.
The fluctuation rate of 1 GHz is the frequency at which these oscillations are
most apparent as can be seen in Fig. 5.21 after which they diminish as does the
g(2)(τ) correlation, which we expect from Fig. 5.10. The charge fluctuation rate
is not the only parameter to affect the magnitude of these oscillations. We have
already seen in Fig. 5.20 that sweeping from complimentary to opposite detuning
of the two lasers changes the frequency of the oscillations. We also see in Fig. 5.22
that making the decay rates of the qubits smaller means the oscillations continue
for a longer time. As expected, the charge interaction strength also affects the the
oscillations.
Figure 5.21: g(2)(τ) cross-correlation for two qubits interacting with a single charges,
where the laser detunings (νi) are in opposite directions at 4 GHz. The charge
fluctuation rate (P) is swept from 1 MHz 100 GHz and both charge interaction
strengths are set to 1 GHz.
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Figure 5.22: g(2)(τ) cross-correlation for two qubits interacting with a single charges,
where the laser detunings (νi) are in opposite directions at 4 GHz. Various param-
eters are altered from their standard values: (γi = δi = 1 GHz, P = 1 MHz).
The main contributor to these oscillations is the detuning of the lasers. We saw
in Figs. 5.18 and 5.20 that at zero laser detuning, there are little if any oscillations,
which we see again in Fig. 5.23 while sweeping through the fluctuation rate.
Figure 5.23: g(2)(τ) cross-correlation for two qubits interacting with a single charges,
where there are no laser detunings (νi). The charge fluctuation rate (P) is swept
from 1 MHz to 100 GHz and both charge interaction strengths are set to 1 GHz.
5.8 Summary
I
n this first research chapter, we dealt with a system of two quantum dots inter-
acting with one or two fluctuating charges. The aim of the research was to find
signatures of common and correlated noise generated by fluctuating charges in the
vicinity two quantum dots. This correlated noise should be able to be detected by
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optically driving the dots and subsequently analysing the emitted photons. In this
endeavour, we believe that we have succeeded in describing how a measurement can
be used to determine information regarding the level of commonality of the interac-
tion of a charge, which fluctuates between a charge trap and a site far away, with a
two quantum dot system through the g(2)(τ) correlation function.
We have demonstrated, with regards to a system consisting of one or two charge
traps, that one may determine the frequency of fluctuation from the time depen-
dence of the correlation function. In the case of two or possibly more charges, under
the condition that the frequencies are quite different, one may also determine the
number of charge traps as well as their individual fluctuation frequencies.
The work done in this research chapter has been theoretical, however, the nature
of the simulations performed allow for the work to tested experimentally. We have
performed a simulation that swept the detunings of the lasers, which drove the quan-
tum dots and determined the correlation. This is an important simulation since the
detunings of the driving lasers may are experimentally variable unlike the charge in-
teraction strength, which is dependent on the locations of the charge traps. As such
it is the only parameter that is accessible to the experimentalist. As a signature,
we saw in Figs. 5.13 and 5.17 that as the detunings are swept in a complimentary
way, the correlation is positive and when the detunings are swept in a contrary way,
the correlation becomes negative. This change in sign is a very distinct signature
that we believe should be easily verifiable. Indeed, the experiment itself is relatively
simple and would not require on extremely fast detectors. The signatures are simple
to spot and the experimental samples do not require any treatment other than to
be optically driven, which should not cause undue difficulty. We believe that this
will allow collective effects of noisy environments to be explored and would push
quantum dots as useful probes of such systems.
Looking to the future or at least the next step in the continuation of the research
done in this chapter, we must consider larger numbers of charges. Extrapolating
from the work already done, if similar simulations are carried out, then the initial
correlation displayed on g(2)(τ) graphs will increase proportionally to the number
charges, as we saw in Fig. 5.14. This is to be expected since the larger the number
of charge traps and therefore charges interacting with the qubits equates to a larger
charge interaction strength as we saw in Fig. 5.9. As alluded to at the start of this
chapter, the increase in the number of charges should also be visible in a similar
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way to Fig. 5.15, where the correlation is shown to display two plateaux, one for
each fluctuation frequency, though this will only really be visible if the frequencies
are quite distinct from one another.
In the next chapter we will consider a different type of noise, which has a 1/f
spectral density. While the mechanism or indeed mechanisms giving rise to this
type of noise are debated, it has been considered that it may be the result of many
charge fluctuators. We will discuss this in further detail in the next chapter.
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CHAPTER 6
Probing 1/f Correlations Using Quantum Dots
6.1 Introduction
T
his chapter is about 1/f noise and how it might be detected in an experi-
mental measurement. As a phenomenon, 1/f noise is seen in large numbers of
systems in different regimes. Examples of the wide range of systems exhibiting this
type of noise include neuron dynamics, computer network and vehicular traffic and
even in music and speech [80–83]. Although there is such a wealth of systems that
display 1/f noise, a consensus concerning the mechanism or mechanisms generating
it has not been reached. This type of noise is aptly called 1/f , because the power
spectral density is proportional to the reciprocal of the frequency that the noise
displays.
The 1/f distribution can be approximated by summing Lorentzian functions, how-
ever, while this is mathematically true, it does not have any physical meaning in
and of itself. One of the first models to be motivated by physical systems is the
McWhorter model and is applied to charge fluctuations in semiconductors [73]. The
model consists of having a large number of charge traps that would need to be lo-
cated at various distances to a semiconductor-oxide layer interface. The electrons
located at these traps are able to jump from them to the bulk of the semiconductor
and back again. Under the assumption that the jump process is quantum tunnelling,
the rates at which the electrons will jump decreases exponentially with increasing
distance. The Fourier transform of this gives the Lorentzian function, which can
then be summed. As a direct consequence, 1/f noise may only occur when the
traps are located at a range of distances. Another aspect of 1/f noise is that it does
not have a marked temperature dependence and since only electrons with energies
similar to the Fermi level will fluctuate appreciably, this must mean that the traps
91
92 CHAPTER 6. PROBING 1/F CORRELATIONS USING QUANTUM DOTS
have a range of energies so that the number of traps able to capture charges remains
roughly constant at different temperatures.
Dutta and Horn created a model along similar lines, a two site system between
which charges fluctuate as shown in Figure 6.1. [73, 84] However, they argued that
the traps may have a flat distribution of energies, if the transition rates between the
states are allowed to vary as a function of temperature.
Figure 6.1: Double well with different energies and transition rates describing the
Dutta-Horn model.
Another similar model in semiconductors is random telegraph noise (rtn). [73, 85]
Once again, this system relies on bistable fluctuators, however, unlike the Dutta-
Horn model it does not display a temperature dependent transition rate. As the
name of the process suggests, the fluctuation between states occurs randomly in
time. In order to generate 1/f noise there must be a series of rtn processes su-
perposed. A model that combines rtn traps in this way is mathematically similar
to the McWhorter model, though doesn’t provide a physical explanation. Here,
the concept of tunnelling between traps at distinct distances giving rise to different
fluctuation rates that we saw in the McWhorter model has been replaced by simply
stating that each of the fluctuators has a noise amplitude that flips between two
distinct states.
In addition to theoretical work done on 1/f noise, there has also been a wealth of
experiments performed. Intermittent emission of photons from quantum dots show
a 1/f spectral density [86]. A model put forward to explain such a phenomenon has
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been that QDs undergo Auger ionisation, ejecting an electron from the QD to the
surrounding medium [87]. In the process, the dot becomes positively charged. Any
further electron-hole pairs that are formed undergo non-radiative Auger relaxation,
leaving the QD dark until the QD is neutralised [86, 88, 89]. This model does not
reproduce the experimental results by itself, but several independent modifications
have been made to it. One modification includes McWhoter-like charge traps [90]
and others developed models with a fluctuating barrier height between the dot and
the bulk trap site [88], both of which replicate the 1/f aspect of the intermittent
emission that Pelton et al. measured. It has also been shown that fluctuations in
resistance in metallic films [91, 92] and layers [93] have a 1/f dependence. In such
systems a film is grown on a substrate with a various lattice spacings and it was
found that the fluctuations can be orders of magnitude greater than in metals or
semiconductors [92].
6.2 Divergence of the spectral density
W
hile it may be the case that the microscopic model or indeed models of
1/f noise have not been entirely agreed upon, it is a phenomenon that
undermines our ability to maintain coherence in qubits. It is made more curious by
having a spectral density whose integral diverges, that is to say∫ ∞
0
df
f
= ln [∞]− ln [0] , (6.1)
which is not convergent. This in contradiction of Parseval’s theorem, which states
that if the integral of the square of the signal amplitude is finite then integral of the
spectral density should also be finite [94]. Let us consider a signal amplitude I(t),
which is measured in a time interval (0, t). The Fourier transform over this time
interval is
I˜(ω) =
∫ t
0
I(t′)e−iωt
′
dt′. (6.2)
We define the spectral density as
S(ω) =
I˜(ω)I˜∗(ω)
t
. (6.3)
The integral over all frequencies is given by∫ ∞
−∞
S(ω)dω =
1
t
∫ ∞
−∞
dω
∫ t
0
dt1I(t1)e
−iωt1
∫ t
0
dt2I(t2)e
iωt2 =
2pi
t
∫ t
0
I2(t1)dt1,
(6.4)
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using the identity
∫∞
−∞ e
−iω(t1−t2) = 2piδ (t2 − t1). No matter the form of I(t), the
function I2(t) must necessarily be less than I2max, which is independent of time, so
the integral on the right hand side of Eq. 6.4 can be evaluated to give∫ ∞
−∞
S(ω)dω ≤ 2piI2max (6.5)
We see that this statement is independent of the time interval and so the integral
over the spectral density must always be finite, meaning that Eq. 6.5 and Eq. 6.1
are directly contradictory.
6.2.1 Resolving the paradox
While generally considered to be an outstanding problem, there have been many
attempted explanations. The simplest way to rid ourselves of this paradox is to say
that the 1/f dependence of the spectral density breaks down at low frequencies and
that there is a low frequency cut-off at some characteristic frequency. However, many
experiments that have assumed this intrinsic low frequency cut-off displayed by the
system have, after lengthy experiments, shown that this is at least not necessarily
true [95]. It has been suggested that since 1/f noise is a phenomenological process
that the low frequency limit is actually set by the length of the experiment and
therefore the spectral density is always integrable [94].
This leads us to pose a set of questions:
(i) What are the experimental signatures of 1/f noise?
(ii) Can the effects of 1/f noise be determined or distinguished when other noise
sources are present?
(iii) How can 1/f noise be experimentally observed if there is a low cut-off frequency?
(iv) Can the cut-off frequency be determined?
6.3 Model
T
he system we will study consists of a single quantum dot (QD), which is mod-
elled as a two level system, interacting with a laser, at the resonant frequency
of the QD. The environment here consists of two types of noise, namely 1/f noise
and individual charges fluctuating between charge sites located in the vicinity of the
QD and far away sites. The individual fluctuating charges will be of the same type
as we saw in chapter5 and will show random telegraph noise. We shall consider the
charges to be classical in nature and therefore they may not have coherences. We
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shall also have the condition that the far away sites for the individual charges are
effectively at infinite distance from the dot and therefore cease their interaction. A
generalised Hamiltonian for the system in question is described as
H =
ω
2
σz +
∑
j
j
2
ξj
+
∑
k
ζk(a
†
kσ− + akσ+)
+Ωσx, cos(ωlt)
+
∑
j
δj
2
µj
+
1
2
η(t)σz. (6.6)
All expect the last term in the Hamiltonian is described in section 5.2 in great
detail. To avoid repetition, we point the reader to that section should they wish
to re-familiarise with the operator definitions. Even so a short description of the
Hamiltonian will follow. In Eq. 6.6, the first term describes the energy levels ω of
the QD and σz is the z-Pauli spin operator. The second term represents the energy
levels j of the classical charges and the ξj describe the classical states which the
charges can take. As a classical variable we limit its values to 0 or 1. In other words,
the charge at the trap site has an energy of  and a far away charge has an energy
of 0. The third term describes the interaction of the QD TLS with a photonic bath
with wave vectors k. This interaction is represented by creation and annihilation
operators a†k and ak, with a strength ζk. The fourth term represents the interaction
of the QD and the laser, where ωli is the laser frequency and Ωi is the coupling
to QD. The fifth term is the interaction δj between the jth charge and the QD, it
equals 1 when the trap is occupied and zero otherwise. The last term represents
the time-dependent interaction that leads to 1/f noise, where η(t) represents the
classical, random Gaussian noise. Eq. 6.6 shows a generalised system of dots and
charges with 1/f noise. We shall, in this investigation, restrict ourselves to a single
dot and charge. This situation is shown in Figure 6.2.
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Figure 6.2: Diagram of the experimental set up. Here there is a single QD, driven
by a laser at its resonant frequency and a detector. A single charge is also shown at
a trap site and it displayes random telegraph noise. Since the mechanism for 1/f
noise is not specified, we have not shown it on the diagram.
To calculate the dynamics of the system, we use a transfer matrix, which the reader
will remember from section 5.21, is the Liouvillian super-operator in matrix form:
ρ˙(t) = Mρ(t), (6.7)
where M is the super-operator acting on the density operator ρ. The system is to
be solved numerically and so for small time steps, we can write
ρ(t+ ∆t) = (1 +M∆t)ρ(t). (6.8)
We shall treat the fluctuating charges as classical objects in the same way that we
did in Chapter 5 (section 5.3) and so Eq. 6.8 described a transfer matrix for a sys-
tem that does not fluctuate, but has a constant charge bias. This transfer matrix is
defined as 1 + M∆t. in order to include the fluctuating charges we are required to
add in a σx term that takes us from the charge-near to the charge-far away cases.
For details of how this is achieved, please see section 5.3 (Eq. 5.20).
Since there are two types of noise, at some time (t), the density matrix is constructed
from two parts. We have already discussed the part coming from the fluctuating
charges and so we must now go on to talk about the 1/f noise. For this we must
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go back to the Von-Neumann equation (Eq. 2.10). We saw in section 2.3, that the
Born approximation allowed us to truncate the series at a recursion depth of two,
however, we can’t do this for 1/f noise. The 1/f term is time dependent and cor-
related at long times. The interaction Hamiltonian for random Gaussian classical
noise is HI =
1
2
η(t)σz [96]. It is assumed that the noise (η(t)) is unbiased and so
has an average of η¯ = 0. The infinitely recursive Von-Neumann equation is then
integrated to give the density matrix at time (t)
ρ(t)− ρ0 =
∞∑
n=1
(−i)n
∫ t
0
∫ t1
0
. . .
∫ tn−1
0
dt1dt2 . . . dtn
η(t1)η(t2) . . . η(tn)
[
1
2
σz,
[
1
2
σz, . . .
[
1
2
σz, ρ
]
. . .
]]
, (6.9)
where η(t1)η(t2) . . . η(tn) is the multi time correlation of the noise. Using Eq. 6.9,
we can decompose the multi-time correlation function using Wick’s theorem into
two-time correlations. The n-fold commutator of σz and ρ can be evaluated quite
easily since we know that σ2z = 1 and that n is even.
Λ1 =
[
1
2
σz, ρ
]
=
1
2
(σzρ− ρσz)
Λ2 =
[
1
2
σz,Λ1
]
=
1
2
(ρ− σzρσz)
Λ3 =
[
1
2
σz,Λ2
]
=
1
2
(σzρ− ρσz)
Λ4 =
[
1
2
σz,Λ3
]
=
1
2
(ρ− σzρσz) , (6.10)
which shows that all even commutations given the same result.
ρ(t)− ρ0 =
∞∑
n=2 (evens)
(−i)n
∫ t
0
∫ t1
0
. . .
∫ tn−1
0
dt1dt2 . . . dtn
η(t1)η(t2) . . . η(tn−1)η(tn)
[
1
2
(ρ− σzρσz)
]
. (6.11)
There are n!
2
n
2 (n/2)!
permutations of these two-time correlations. The integral is diffi-
cult to solve in this form, but we can re-write it with new limits and a combinatoric
factor and since the limits of the integration can be made the same, we can simplify
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the expression to
ρ(t)− ρ0 =
∞∑
n=2 (evens)
(−i)n
∫ t
0
∫ t
0
dt1dt2
1
2
n
2 (n/2)!
(
η(t1)η(t2)
)n/2 [1
2
(ρ− σzρσz)
]
. (6.12)
For a single qubit, ρ = α2|1〉〈1|+βα|0〉〈1|+αβ|1〉〈0|+β2|0〉〈0| and we have defined
σz = |1〉〈1| − |0〉〈0|, which allows us to evaluate the term in the square bracket as
1
2
(ρ− σzρσz) = βα|0〉〈1|+ αβ|1〉〈0|, (6.13)
which are the coherences. The sum in Eq. 6.12 is the definition of the exponential
function and so we obtain
ρ(t)− ρ0 = e−Γ(t)t (βα|0〉〈1|+ αβ|1〉〈0|) , (6.14)
where
Γ(t) =
1
2t
∫ t
0
∫ t
0
η(t1)η(t2)dt1dt2. (6.15)
Determining the noise correlation begins by looking to the spectral density, which we
know to be 1/f and which we will approximate by summing Lorentzian distributions
of different widths (γk) [97]. The widths γk describe the frequencies of fluctuations
in the noise correlation. The noise associated with a single width or frequency (γ)
shall denoted using the symbol ξ(t). The spectral density for a single frequency is
then given by
S(f) =
β2/γk
1 + (pif/γk)
2 , (6.16)
where f is the centre of the Lorentzian, γ is the correlation frequency and β is the
noise amplitude. Applying a Fourier transform to the spectral density gives us the
two time noise correlation function,∫ ∞
−∞
df
β2/γk
1 + (pif/γk)
2 e
i2pift = β2e2γk|t| = ξγk(t)ξγk(0). (6.17)
A nice consistency check is to see if the Lorentzians do indeed reproduce a 1/f func-
tion. If we allow the noise amplitude to be dependent on the correlation frequency
we then have
β2(γk) =
2∆2
γk
, (6.18)
6.3. MODEL 99
where ∆2 is a constant. We can integrate the spectral density (Eq. 6.17) over (γk)
to give [97, 98]
S(f) =
∫ fh
fl
dγk
2∆2/γ2k
1 + (pif/γk)
2 =
2∆2
pif
[
arctan
(
γh
pif
)
− arctan
(
γl
pif
)]
' A
f
,
fl  pif  fh, (6.19)
where fl and fh are the low and high limits between which the Lorentzians approxi-
mate a 1/f distribution. Remembering that the noise correlations are comprised of
a sum of those for individual frequencies
η(t1)η(t2) =
(
M∑
k=1
1
γk
∆2e2γk|t1−t2|
)
/
(
fh∑
k=fl
1
γk
)
, (6.20)
where since we have altered the form of β to have a weighting of 1
γk
, we must divide
the equation by the sum of the weightings. We can now evaluate Eq. 6.15 to give
1
2t
∫ t
0
∫ t
0
∆2e2γk|t1−t2|dt1dt2 = ∆2
(
2γkt− 1 + e−2γkt
4 (γk)
2 t
)
(6.21)
This gives the result for the dissipative term arise from 1/f noise, Γ(t), being,
Γ(t) = ∆2
(
fh∑
k=fl
1
γk
2γkt− 1 + e−2γkt
4 (γk)
2 t
)
/
(
M∑
k=1
1
γk
)
. (6.22)
Taking the continuum limit yields,
Γ(t) =
∆2
(∫ fh
fl
1
γ
2γt−1+e−2γt
4(γ)2t
dγ
)
(∫ fh
fl
1
γ
dγ
) . (6.23)
6.3.1 Properties of 1/f dephasing
Now that we have our expression for Γ(t), we must develop a master equation
that can describe both this noise as the random telegraph noise that we described
earlier. We assume here that the 1/f noise is an independent process and as a result
commutes with the random telegraph noise dephasing processes, which means that
we can simply add it to the other dephasing terms. We have, from Eq. 6.14, for the
density matrix at time t is given by
ρ(t) = e−Γ(t)t
1
2
(ρ− σzρ(t)σz) , (6.24)
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but we can find its time derivative
d
dt
ρ(t) =
(
−Γ(t)− t d
dt
Γ(t)
)
e−Γ(t)t
1
2
(ρ(0)− σzρ(0)σz)
=
(
−Γ(t)− t d
dt
Γ(t)
)
1
2
(ρ(t)− σzρ(t)σz) (6.25)
= ΓD(t)
1
2
(ρ(t)− σzρ(t)σz) , (6.26)
Where 1
2
(ρ− σzρσz) is in the form of a Linblad dissipator and ΓD(t) can be calcu-
lated from Eq. 6.23 as
ΓD(t) = −
∆2
[
2fhflt [Ei(−2fht)− Ei(−2flt)]− fhe−2flt + fl
(
e−2fht − 1)+ fh]
2fhfl ln
(
fh
fl
)
(6.27)
where Ei(x) is the exponential integral function, defined as
Ei(x) =
∫ ∞
−x
dt
e−t
t
. (6.28)
Figure 6.3: Dephasing rate ΓD as a function of minimum frequency (fl). The noise
strength ∆2 is fixed at 0.01 GHz and the fh is fixed at 1 THz.
The dephasing rate ΓD(t) as a function of the minimum frequency (fl) and time
is displayed in Fig. 6.3. It can easily be seen from this figure, that the minimum
frequency decreases, the dephasing rate rapidly increases. Taking the limit of min-
imum frequency going to zero, we are left with a dephasing rate that is linear in
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time and independent of the maximum frequency. It is in fact controlled solely by
the ∆2 noise strength,
lim
fl→0
(−Γ(t)− t d
dt
Γ(t)) = −t∆2. (6.29)
6.3.2 Effect of infinite dephasing
Eq. 6.29 has the important consequence that as time goes to infinity, the dephasing
rate also goes to infinity. Fig 6.4 shows the dynamics of such as system with initial
conditions of
ρ(0) =
1
2
∑
i,j ∈ (0,1)
|i〉〈j| (6.30)
where the ∆2 = 0.01 GHz, where there is no decay rate or laser driving. The
coherence should simply decrease.
Figure 6.4: Dynamics of a single two level system prepared in a 50:50 superposition
of ground and excited state, subject to 1/f noise. The noise parameter ∆2 = 0.01
GHz and the qubit decay rate (γi) and Rabi frequencies (Ωi) are set to zero. There
is no RTN.
As expected, the dephasing process causes the coherence between excited and ground
states to decrease to zero. Let us investigate the effect of the noise strength ∆2 in
this regime.
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Figure 6.5: Dynamics of a single two level system prepared in a 50:50 superposition
of ground and excited state, subject to 1/f noise. The noise parameter ∆2 being
varied and the qubit decay rate (γi) and Rabi frequencies (Ωi) are set to zero. There
is no RTN.
We see that the noise strength, in this regime sets the time scale on which the
decay of the coherences occur, although this time scale does not seem to be simply
inversely proportional to the noise strength.
An interesting result in this infinite dephasing regime is that with the introduc-
tion a loss mechanism (spontaneous decay) and coherent driving the steady state
will always be the dot in its ground state. Fig 6.6 shows the dynamics of a system
with a spontaneous decay rate and Rabi frequency of 1 GHz with a ∆2 parameter
of 0.01 GHz.
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Figure 6.6: Dynamics of a single two level system prepared in a 50:50 superposition
of ground and excited state, subject to 1/f noise and coherent driving. The noise
parameter ∆2 is fixed at 0.01 GHz and the qubit decay rate (γi) and Rabi frequencies
(Ωi) are set to 1 GHz. There is no RTN.
This is in comparison to the dynamics with no 1/f noise, as shown in Fig 6.7.
Figure 6.7: Dynamics of a single two level system prepared in a 50:50 superposition
of ground and excited state, subject to no 1/f noise and coherent driving. qubit
decay rate (γi) and Rabi frequencies (Ωi) are set to 1 GHz. There is no RTN.
This regime does has the ground state as a steady state, which is not good news
when we consider that the g(2)(τ) correlation function that we have been using has
got the excited state probability as denominator, so the correlation will always be
infinite. We shall return to this thought in section 6.4.1, but for now, let us consider
the finite regime.
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6.4 Results
T
he decoherence caused by 1/f noise, in the finite regime, is described by
three parameters, namely, fl, fh and ∆
2. In some papers the minimum and
maximum frequencies are set to the resolution of detection or arbitrarily [79, 97, 98].
However, these should be set depending on the material under investigation, if in-
deed there are cut-off frequencies [94, 95]. In this chapter we hope to show how
measurements of correlation functions can be used to extract information about
these quantities. We begin then by considering the case of a single quantum dot
subject to 1/f noise. The quantum dot parameters are typical for InGaAs struc-
tures, where the spontaneous decay rate (γ) and Rabi frequency (Ω) will be fixed
at 1 GHz. The laser will be fixed to resonance with the quantum dot.
In Fig 6.8, we show g2(τ) as a function of fl. Beginning with the profile of the
curves, we see that in all cases there is an initial rise in the auto-correlation to a
peak on the order of 5ns, after which it drops off. We see that as the low frequency
limit is decreased, the peak of the auto-correlation of the detected photons increases
non-linearly, which then all decrease to the no correlation value of g(2)(0, τ) = 1.
We see that the time scale of the correlation decay, i.e., the time at which g(2)(0, τ)
becomes close to unity, is inversely proportional to fl. The explanation for this is
fairly straight-forward: frequency and time share and inverse relationship, so the
scale of the minimum frequency determines the maximum time scale. However, the
minimum frequency determines the time scale of the correlation decay, because the
density of states scales proportionally as 1/f . We have allowed the frequency to be
a continuous variable, however it is instructive to imagine this as a limit of a dis-
crete spectrum. Taking the time noise correlation we can perform a discrete Fourier
transform, which allows us to represent the correlation as a set of equally spaced
frequencies. This lets us think of 1/f noise in terms of numbers of fluctuators, fluc-
tuating at a particular frequencies. The lower the frequency, the greater the number
of fluctuators and since the minimum frequency is by definition the lowest noise
frequency, it determines the longest timescale present in the correlation decay.
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Figure 6.8: Graph showing g(2)(τ) auto-correlation for different values of fl. The
spontaneous decay rate of the qubit as well as the Rabi frequency is set to 1 GHz,
fh is set to 10
3 GHz and the noise strength ∆2 is set to 0.01 GHz.
Another feature of the figure is the magnitude of g(2)(τ) as a function of fl. As
the frequency is lowered, the height of the curves increases. The lowering of the
minimum frequency in addition to controlling the correlation decay time scale, also
increases the rate of decoherence generally. The decoherence rate (ΓD(t)) for 1/f
noise is time dependent, but it does reach a steady state determined by,
Γss =
∆2 (fh − fl)
2fhfl ln
(
fh
fl
) . (6.31)
As Eq. 6.31 shows, by lowering the minimum frequency, the steady state decoherence
rate increases. This means that the steady state of the qubit density matrix will
approach the ground state as the minimum frequency tends to zero.
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Figure 6.9: Graph showing the excited and ground state probabilities of the quantum
dot as a function of fl. The spontaneous qubit decay rate (γi) and Rabi frequencies
(Ωi) are set to 1 GHz, fh is set to 10
3 GHz and the noise strength ∆2 is set to 0.01
GHz.
Plotted in Fig 6.9 are the density matrix dynamics for a qubit subject to 1/f noise
and it shows fl being varied. Highlighted in the graph are the relative heights of
the steady state for different fl and the peak at roughly 5 ns. As the minimum
frequency is lowered, the difference between the peak and the steady state is made
greater. For this graph, when comparing features we will take the solid curves as
the reference curves. The steady states in Fig 6.9 have absolute values, but these
are normalised in the correlation calculations such that the steady states rest at 1
as shown in Fig 6.8. As a natural consequence, the peak is elevated relative to the
steady state. We also note that the curves deviate from one another at 10 ns. The
time at which this occurs is controlled by the noise strength ∆2. The larger the
amplitude, the earlier the peak arrives as shown in Fig. 6.10. The figure also raises
the question of having a zero minimum frequency. As fl gets smaller, the g
(2)(τ)
peak gets larger. This trend makes the peak reach infinity as fl goes to zero. Math-
ematically, as fl tends to zero, the Lindblad term in the master equation dissipator
attributed to the 1/f noise tends to −t∆2. This means that at infinite time, the
decoherence is infinite and the density matrix of the quantum dot must necessarily
end in the ground state. A quantum dot in the ground state cannot emit photon and
so g(2)(τ) becomes infinite. Interestingly, the decoherence loses its dependence on
the maximum frequency in this regime, though when we consider that the density
of states for each frequency goes as 1/f it is easy to see that when the minimum
frequency is very low, the higher frequencies are much less effective.
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Figure 6.10: Graph showing the excited and ground state probabilities of the quan-
tum dot as a function of time for varying ∆2. The spontaneous decay rate of the
qubit as well as the Rabi frequency is set to 1 GHz, fh is set to 10
3 GHz and fl is
set to 10−3 GHz
The next parameter to investigate is the maximum frequency (fh) to see how it
affects the auto-correlation. Shown in Fig 6.11 is the g(2)(t) auto-correlation as
a function of (τ) where the maximum frequency (fh) is swept between the values
of 10 MHz and 1 THz. The minimum frequency (fl) is set to 1 MHz, the noise
amplitude ∆2 is set to 0.01 GHz.
Figure 6.11: Graph showing g(2)(τ) auto-correlation for different values of fh. The
spontaneous decay rate of the qubit as well as the Rabi frequency is set to 1 GHz,
fl is set to 1 MHz and the noise strength ∆
2 is set to 0.01 GHz.
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Figure 6.12: Graph showing the excited and ground state probabilities of the quan-
tum dot as a function of fl. The spontaneous decay rate of the qubit (γi) as well as
the Rabi frequency (Ωi) is set to 1 GHz, fh is set to 10
3 GHz and the noise strength
∆2 is set to 0.01 GHz.
We note that Figs. 6.11 and 6.12 show that fh affects the height of the correla-
tion peak and as with fl, the smaller the maximum frequency, the larger the height
of the peak. This may at first glance appear odd, since making the maximum fre-
quency smaller means that there are fewer frequencies between it and the minimum,
which one might think would mean that there would be less of a decohering effect. If
we look at Eq. 6.31 (shown graphically in Fig. 6.13), we see that the denominator is
minimised by making the maximum and minimum frequencies equal, thus lowering
the maximum frequency in fact increases the rate of decoherence.
Figure 6.13: Graph showing the steady state dephasing rate as a function of the
minimum (fl) and maximum (fh) frequencies of the spectral density
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In the case of varying the minimum frequency, this is in competition with the density
of states favouring lower frequencies, which is why the decoherence rate increases
by lowering the minimum frequency and taking it further away from the maximum
frequency. Comparing Figs 6.8 and 6.11, it should noted that fh does not affect the
time scale of the correlation decay, as can be seen on Fig. 6.11 by the convergence of
all the curves on the order of 103 ns, which is the reciprocal of fl set at 10
−3 GHz.
It is uncertain if there is anything contained within a specific curve that would in-
dicate the value of fh. It can be argued that with the knowledge that the minimum
frequency determines the time scale of the decay, then the maximum frequency may
be inferred from the height of the peak. This does, however, rely on knowing the
value of ∆2. In addition, were these parameter values to be known, the sample
would have to exhibit only 1/f noise, which is unrealistic.
Next we examine the impact of varying the overall noise amplitude ∆2. This is
a multiplicative pre-factor to the decoherence rate and so changing it only results in
a linear scaling, but it is useful to compare its effect on the auto-correlation function
with that of fl and fh.
Figure 6.14: Graph showing g(2)(τ) auto-correlation for different values of ∆2. The
spontaneous decay rate of the qubit (γi) as well as the Rabi frequency (Ωi) is set to
1 GHz, fl is set to 1 MHz and fh is set to 1 THz.
Comparing Fig 6.14 with Figs 6.11 and 6.8, we see that changing ∆2 does not
preserve the shape of the peak below 10 ns. The initial peak is due to Rabi os-
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cillations from the laser. 1/f noise builds to a maximum decoherence rate, but a
large ∆2 makes the build up multiplicatively larger and washes out the peak. This
behaviour is also seen in Fig. 6.10, where increases the noise amplitude makes the
distinguishing between the peak and the decohering tail increasingly difficult.
6.4.1 Limit of zero minimum frequency (fl → 0)
As discussed earlier, if we allow the minimum frequency to reach zero then the
steady state of the system will be the ground state. This is bad for our calculations
since if we recall Eq. 5.65 from chapter 5, this will give us a result of infinity for
g(2) no matter the value of τ , because the denominator describes the excited state
probability in the steady state, which is zero. However, we may get a non-infinite
result by specifying the times for the two time auto-correlation g(2)(t1, t2). In other
words, we don’t allow the system to reach its steady state and therefore avoid an
infinite result. Let us then perform a simulation where the total time is constant
(2 µs), but the time at which the first photon is detected is varied. Varying the time
at which the first photon is detected (t1), we obtain Fig 6.15.
Figure 6.15: Graph showing g(2)(t1, t2) auto-correlation for different values of t1.
The spontaneous decay rate of the qubit (γi) as well as the Rabi frequency (Ωi) is
set to 1 GHz and fl is set to zero, which makes fh irrelevant.
There are two main results from this graph. We see that in the case where we
specify the two times of the auto-correlation function and that the steady state is
the ground state; that since we don’t allow the system to reach the steady state, the
correlation function does not fall to unity. The second result is that the longer the
t1 time, the higher the peak of the curve. This curve is determined by the difference
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between the two times. To understand this, we begin with Eq.5.41 for a single qubit
where the system is initially in the ground state.
g(2)(t1, t1 + τ) =
〈σ+(t1)σ+(t1 + τ)σ−(t1 + τ)σ−(t1)〉gr
〈σ+(t1)σ−(t1)〉gr〈σ+(t1 + τ)σ−(t1 + τ)〉gr , (6.32)
where the subscript gr shows that the system was initialised in the ground state.
After time t the first photon is observed, and by necessity the system is returned to
the ground state
σ−ρgr(t)σ+ = 〈σ+(t)σ−(t)〉grρ(0)gr. (6.33)
This means that the second set of operators in the numerator of Eq. 6.32 is effectively
shifted backwards in time by t1,
g(2)(t1, t1 + τ) =
〈σ+(t1)σ−(t1)〉gr〈σ+(τ)σ−(τ)〉gr
〈σ+(t1)σ−(t1)〉gr〈σ+(t1 + τ)σ−(t1 + τ)〉gr , (6.34)
and we are left with 〈σ+(τ)σ−(τ)〉gr
〈σ+(t1 + τ)σ−(t1 + τ)〉gr
. (6.35)
The result shown in Eq. 6.35 is true only in the case where the QD is initialised in the
ground state, which means that after the first photon is observed, the system returns
to the initial state, effectively resetting the time for the numerator of Eq. 6.35. We
can see this graphically in Figs. 6.16 and 6.17 for a t1 time of 50 ns.
Figure 6.16: Graph showing the numerator (green and blue) and denominator (red)
of Eq. 6.35 starting from t = 0 for a system initialised in the ground state. There
is a photon detection event at 50 ns after which the numerator returns to ground
state, effectively shifting the function by t1.
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The experiment begins at (t = 0) and progresses to (t = t1) as shown in green,
where the excited state probability returns to zero, since we have detected a photon
and know for certain that the system is in the ground state. We then see the same
system behaviour again as shown in blue, though due to the logarithmic scale of
Fig. 6.16 it looks squashed. If we showed this on a linear scale, the blue and green
curves would look identical, as we see in Fig. 6.17. The denominator of Eq. 6.35 is
shown in red, which corresponds to the same function shifted by t1. Showing only
the relevant parts of Fig. 6.16 for the calculation (red and blue) and starting at
(τ = t− t1 = 0) we see the numerator (blue) and denominator (red) are parts of the
same function, but shifted by (t1). Zooming in on Fig. 6.16 and setting the time to
zero at what was 50 ns we get Fig. 6.17.
Figure 6.17: Graph showing the numerator (blue) and denominator (red) of Eq. 6.35
starting from τ = t1 = 0 for a system initialised in the ground state.
We can show that the green and blue curves are the same, by using a linear scale
6.4. RESULTS 113
Figure 6.18: Graph showing the numerator (green) of Eq. 6.35 starting from t = 0
for a system initialised in the ground state.
Figure 6.19: Graph showing the numerator (blue) and denominator (red) of Eq. 6.35
starting from t = 50 for a system initialised in the ground state.
Working with defined t1 time provides an opportunity to investigate the frequencies
that 1/f noise is comprised of. That is to say, if we return to the case where there is
a minimum frequency (fl), we can see how far the 1/f nature of the spectral density
goes. The minimum frequency (fl) can be determined from Fig 6.8 as the scale on
which the correlation decays to unity and it was discussed that this was due to the
nature of the density of states. This should allow us to perform a simulation where
we may alter the time at which the first photon is observed (t1) to make it appear
after the reciprocal time of fl. At this time, the system has progressed beyond the
maximum correlation time (set by fl) and so above this threshold there should be
no observable effect of altering the t1 time on the shape of the correlation function.
The results of this simulation are presented in Fig 6.20.
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Figure 6.20: Graph showing g(2)(t1, t2) auto-correlation for different values of t1.
The spontaneous decay rate of the qubit (γi) as well as the Rabi frequency (Ωi) is
set to 1 GHz, fl is set to 1 MHz and fh is set to 1 THz.
Figure 6.21: A zoomed in version of Fig. 6.20 showing g(2)(t1, t2) auto-correlation
for different values of t1. The spontaneous decay rate (γi) of the qubit as well as the
Rabi frequency (Ωi) is set to 1 GHz, fl is set to 1 MHz and fh is set to 1 THz.
The minimum frequency (fl) has been set to 1 MHz and so our threshold time
will be 1 µs. It is plain to see in Figs. 6.20 and 6.21 that as the t1 time is short-
ened, there is no corresponding change in the correlation function, and thus the
curves all lie on top of each other, until t1 < 1µs (1/fl) at which point the function
decreases with t1. This is difficult to see, but just visible in Fig. 6.21 is the curve
representing a t1 time of 1 µs as distinct from the others, which are all lying on top
of one another. If we think of the system comprising of discrete frequencies then,
their reciprocals determine the time scale in which they fluctuate. As t1 is decreased
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below the value of each of these fluctuation time scales, those frequencies cease to
affect the correlation, since few, if any fluctuations at those frequencies. Thus the
correlation decreases as more frequencies are cut out. There is an additional curve
on in Fig 6.20 where there is no 1/f noise. This curve reaches a steady state very
quickly, but does display Rabi oscillations to begin with. This limits the t1 com-
parison between it and the other curves to 10 ns before the shape of no 1/f curve
begins to change as well. The two regimes will still converge, but it becomes more
difficult to compare when both curves are changing.
6.4.2 Adding a fluctuating charge
Using the same technique, it is also possible to discern 1/f noise when there is a
fluctuating charge present.
Figure 6.22: Graph showing g(2)(t1, t2) auto-correlation with a single fluctuating
charge for different values of t1. The spontaneous decay rate of the qubit (γi) as
well as the Rabi frequency (Ωi) is set to 1 GHz, fl is set to 1 MHz and fh is set to
1 THz. The fluctuation rate of the charge P is set to 0.1 GHz and the charge-qubit
interaction strength is set to 1 GHz.
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Figure 6.23: Graph showing g(2)(t1, t2) auto-correlation with a single fluctuating
charge for different values of t1. The spontaneous decay rate of the qubit (γi) as
well as the Rabi frequency (Ωi) is set to 1 GHz, fl is set to 1 MHz and fh is set to
1 THz. The fluctuation rate of the charge P is set to 0.1 GHz and the charge-qubit
interaction strength is set to 1 GHz.
We see that there is a plateau and a shoulder in Fig 6.22, which we can zoom-
in on in Fig. 6.23. This plateau and shoulder indicate that there are two time
scales of decoherence. The term shoulder is used here, because the feature is not
flat enough to be a plateau and the deviation is on the side of another feature i.e.,
the plateau. The charge is fluctuating with a frequency of 0.1 GHz and there is
a shoulder near 10 ns and also the long decay reaching unity at 1 µs from fl be-
ing set to 1 MHz. In addition, by altering t1 we see that there is no change in
the correlation function until t1 < 1/fl at which point the curve peak decreases in
height closer resembling the case where there is no 1/f noise present (for t1 > 10 ns).
After 10 ns, as the time between the initialisation of the QD state and the de-
tection of the first photon lengthens, the state of the QD closer approaches the
ground state. As such the denominator of g(2)(t1, t2) closer approaches zero and so
the peak of the curve becomes higher.
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Figure 6.24: Graph showing g(2)(t1, t2) auto-correlation with a single fluctuating
charge for different values of t1. The spontaneous decay rate of the qubit (γi) as
well as the Rabi frequency (Ωi) is set to 1 GHz and fl is set to zero, which makes fh
irrelevant. The fluctuation rate of the charge P is set to 0.1 GHz and the charge-
qubit interaction strength is set to 1 GHz.
In the limiting case of a zero minimum frequency, we see in Fig. 6.24 the two time
scales of decoherence, there is a shoulder at 10 ns and then a long decay which show
that the peak height is a function of the t1 time, but understandably, there is no
change in the form of the curve showing cut-offs in different frequencies.
6.5 Summary
I
n this second research chapter, the system under study was a single quantum
dot suffering from 1/f noise in addition to the charge noise explored in the first
research chapter. We explained that the exact mechanism or indeed mechanisms of
1/f noise are currently unknown and debated and so the noise remains as a math-
ematical construct of the spectral density. As such we used a sum of Lorentzian
functions to model the noise. The aim of this chapter was to detect signatures of
1/f noise within the correlation statistics of emitted photon. However, unlike in
first research chapter, only one qubit was simulated. This aim was broken done into
four questions, namely:
(i) What are the experimental signatures of 1/f noise? Alternatively, by obser-
vation of the auto-correlation function, how can it be known that the noise affecting
our system is of the type 1/f?
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(ii) Can the effects of 1/f noise be determined when other noise sources are present?
Just as in the first research chapter, we have a fluctuating charge and so we would
like to distinguish between noise sources.
(iii) How can it experimentally observed if there is a low cut-off frequency? In
this research chapter we explored the paradox of having a spectral density that is
not integrable and made mention of the idea that there may exist some intrinsic low
cut-off frequency. The question we would like to explore is how to check if one exists.
(iv) Can the cut-off frequency be determined? To put it another way, can the
cut-off frequency be found via the observation of the auto-correlation function.
We believe that we have answered these questions and shown that the auto-correlation
function is a useful tool in the acquisition of fundamental information regarding 1/f
noise in quantum optical systems. We believe that we have found signatures of 1/f
noise and are able to distinguish it from charge fluctuations of a limited number of
charges. We must add this qualifier, since one of the mechanisms put forward of 1/f
noise is that it is comprised of many charge fluctuators. We also used the notion of
many fluctuators in our explanations. With regards to the questions we sought to
answer, we have seen in Figs. 6.8, 6.11 and 6.14 that the auto-correlation displays a
long decay, which is set by the reciprocal time; a quantity that we defined as 1/fl.
We believe that this is a signature of 1/f noise since while all noise sources will
cause the correlation to diminish to the un-correlated steady state, the minimum or
low frequency which determines the decay time of the correlation function is clearly
visible. This low frequency forms the lower limit of the 1/f behaviour in the model
and since the frequency can be detected and determined we can say that this answers
question (iii) and (iv). If such a low cut-off frequency did happen to exist and was
intrinsic to the system, it would be detectable from the auto-correlation function as
we have shown.
Since this work is theoretical, we are able to adjust parameters and, in so doing, are
able to simulate situations that could only be arrived at experimentally by perform-
ing large numbers of experiments and sifting through each outcome, selecting those
that fall within the regime that we are interested in. One such simulation is setting
the t1 time, the time at which the first photon is detected.
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By sweeping across different t1 times, we can see how the correlation behaves across
the cut-off frequency boundary. Assuming that the 1/f noise has a low frequency
cut-off, we have seen that both in the case of only 1/f noise (Fig. 6.20) and with an
additional fluctuating charge interacting with the qubit (Fig. 6.22), that the forms
of the curves do not change until the time that the initial photon was detected (t1)
has been reduced to below the reciprocal time of the minimum or low frequency
cut-off. After comparing these two figures, we saw that the addition of a charge
fluctuator was detectable as a feature on the graph, which is not quite a plateau,
but could be described as a shoulder appears. Since the presence of the charge was
detected we believe that we have answered question (ii) in the positive. With this
set of simulations as with the those where we altered the cut-off frequencies, we were
also able to answer question (iii), since we were able to detect the presence of a low
cut-off frequency. Question (iv) was also answered since, by sweeping through the
t1 times, we were able to find the cut-off frequency. In a physical experiment, one
would have to repeat the experiment many times to get the t1 times by chance, but
while being more difficult to get the data, the findings will be the same.
This set of simulations was also repeated for 1/f , where we modelled the noise
as not having a cut-off frequency. Again, as before, we have seen that both in the
case of only 1/f noise (Fig. 6.15) and with an additional fluctuating charge inter-
acting with the qubit (Fig. 6.24), that the form of the curves are a quick rise to a
peak set by the noise amplitude and a long decay, which is limited by the length of
the experiment. The forms of the curves are quite distinctive and it is possible to
distinguish 1/f noise from the noise caused by fluctuating charges as can be seen
by comparing Fig. 6.15 and Fig. 6.24 as well as Fig. 6.20 and Fig. 6.22. As such we
believe that we have answered question (i) and (ii). Naturally, questions (iii) and
(iv) not able to be answered by this simulation since there is no cut-off frequency.
The validity of the results in this section deserve to be discussed since it is an area
of active debate as to the applicability of the quantum regression theorem (QRT) to
a system that has a time dependent master equation. The concern is that one of the
requirements of the QRT is that the system should be wholly Markovian, hence the
time independence of the master equation. However, in the inclusion of 1/f noise
into our model makes it partially non-Markovian and so there exists the possibility
that the QRT may not be valid and yield un-physical results.
Let us examine this in further detail. Markovianity is the condition that envi-
ronment has a sufficiently small correlation time, in comparison to the subsystem
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to which the environment is attached, that we may say that the future evolution
of the subsystem is dependent only on its current state. In addition, when we talk
about a Markovian master equation we have also performed the Born approxima-
tion, where the density matrix of the subsystem and environment must be separable.
It is shown in a paper by McCutcheon [99] that in fact it must be factorisable at
all times. Let us follow the reasoning in the paper by using, as it is done there, a
two-time correlation function
G (t, τ) = 〈A (t+ τ)B (t)〉 = Trs+E [A (t+ τ)B (t)χ (0)] , (6.36)
where A and B are system operators and χ is the combined system and environment
density matrix. Assuming a time independent Hamiltonian we can use the time
evolution operators A (t) = U † (t)AU (t), where U (t) = e−iHt and where we have
used U (t) as shorthand for U (0, t) going from t1 = 0 to t2 = t. We can then define
an operator that is similar to the reduced system density operator, which is called
the reduced effective density operator
Λ (t, τ) = TrE
[
U (τ)Bχ (t)U † (τ)
]
. (6.37)
We can see that this is only slightly different from the reduced system density
operator, which we shall refer to as the reduced physical density operator, defined
as
ρ (t) = TrE
[
U (t)χ (0)U † (t)
]
. (6.38)
The QRT states that since these two operators are defined so similarly, they should
have the same equations of motion, but with different initial conditions, i.e. Λ (t, 0) =
Bρ (t).
However, this statement only makes sense if U(0, t) = U(t, t + τ), which in gen-
eral in not true. If we have a time dependent Hamiltonian, the time evolution
operator between times t1 and t2 is given by the expression,
U (t1, t2) = Te
−i ∫ t2t1 dsH(s), (6.39)
where T is the time ordering operator. So for the QRT to hold true, the inte-
gral
∫ t2
t1
dsH (s) must equal for all intervals between t1 and t2. That is to say,
the Hamiltonian must be time independent for the QRT to be true. In our treat-
ment of 1/f noise we used a stochastic Hamiltonian. The second order correlation
function gives us the equation 〈σ+ (0, t+ τ)σ+ (0, t)σ− (0, t)σ− (0, t+ τ)〉, which
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is the same as saying Tr[σ−U (t, t+ τ)σ−ρ (t)σ+U † (t, t+ τ)σ+]. We know that
σ−ρ (t)σ+ = ρgr × 〈σ− (0, t)σ+ (0, t)〉, this is the projection of the density matrix
into the ground state multiplied by the probability of being in the excited state. The
initial state of the system was also in the ground state. The issue here is that this
is not necessarily the same state as t = 0 since the Hamiltonian has evolved in time,
hence the relation U(0, t) = U(t, t + τ) may not hold. In general it does not hold.
We have, in our model, implicitly assumed that the bath randomises itself instanta-
neously after the photon detection event. The system evolves in a non-Markovian
way, but is always reset to a Markovian one, since the randomisation of the bath
means that there is no memory of the previous state of the system. If we assume
that the assumption is valid, then the system has no dependence on detection at
time (t) and the QRT can be used. This is due to U(t, t+ τ)→ U(0, τ) so we have
the situation that we start again from t = 0 and U(0, t) = U(0, τ). In the case
that the assumption is invalid, this requires a re-thinking of the model to include a
memory term in the master equation that extends over photon detection events.
Using the time-convolutionless projection operator method[9], the paper goes on
to define a super operator that projects from the total density matrix to the density
matrix of the subsystem, thus allowing us to encapsulate all the relevant parts of
the combined system dynamics into the subsystem part.
PΥ (t, τ) = TrE [Υ (t, τ)]⊗ ρR = Λ (t, τ)⊗ ρR, (6.40)
where Υ (t, τ) = U (τ)Bχ (t)U † (τ) for the effective density matrix and
Pυ (t) = TrE [υ (t)]⊗ ρR = ρ (t)⊗ ρR, (6.41)
where υ (t) = U (t)χ (0)U † (t) for the physical density matrix. It is for this reason
that Pρ often called the relevant part of the density matrix in contrast to the other
super operator Q, which projects onto the irrelevant part of the density matrix.
Q = 1− P
These super operators also follow the relationships
P2 = P
Q2 = Q
QP = PQ = 0.
(6.42)
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Using this approach the paper goes on to derive in great mathematical detail the
equations of motion for the system, which consist of a homogeneous term and inho-
mogeneous term. The homogeneous term is a function of P , while the inhomoge-
neous term is a function of P and Q. This inhomogeneous term is zero in the case
that the physical density operator factorises from the environment (Born approxima-
tion) at all times. This means that the equations of motion for the effective density
operator and the physical density operator become identical i.e. U(0, t) = U(t, t+τ).
It is therefore this inhomogeneous term that dictates whether the QRT can be made.
The case that the Born approximation is only made at t = 0 is considered and it is
found that by making the Markov approximation, the inhomogeneous term is zero
and we get the same result as if the Born approximation was made for all times.
The Markov approximation implicitly applies the Born approximation for all times.
Therefore a Markovian system allows the QRT to be made. The question is then
asked, ‘Is the converse true?’. If we have a non-Markovian system, are we by using
the QRT, implicitly imposing the Markovianity condition onto the system?
The paper then considers the case that if the QRT is used on a non-Markovian
system, can it be shown that some of the results of a theoretical work are un-
physical. The system under consideration in the paper is a driven quantum dot
with a non-Markovian phonon environment. The system dynamics are solved in
the three cases of explicitly using the Markov approximation, using the fully non-
Markovian theory and lastly using the QRT, which sets the inhomogeneous term
to zero without using the Markov approximation. When calculating the first order
correlation function with the three cases, the QRT method peforms well against the
fully Markovian method, showing features in common with the fully non-Markovian
theory. However, while the real part of the solution is in good agreement with the
fully non-Markovian theory, there occurs a sign error in the imaginary part. This
leads to an emission spectrum with incorrect sidebands.
This is precisely the problem in this chapter. No Markov approximation was made
in the derivation of the master equation for the 1/f noise, but the QRT was used.
It is possible then, that the results may be un-physical. This un-physicality is un-
fortunately difficult to detect as the results make intuitive sense. This is in contrast
to the case discussed in the paper, where the side bands in the emission spectrum
were clearly on the wrong side. In the paper, the time-convolutionless projection
operator method yielded the correct results and so this would seem a good starting
point to verify or correct the results presented in this chapter.
CHAPTER 7
Entanglement in the face of correlated noise
7.1 Introduction
I
n chapters 5 and 6 we have discussed the effect of charge fluctuators and 1/f
noise on qubits. We have used the quantum dots as probes of correlated noisy
environments. Now we are going to switch to investigating how this charge noise
affects correlated qubits. That is to say, how charge noise affects the amount of
entanglement held between two qubits. The motivation behind this is as follows.
In section 4.4, we discuss the circuit model of quantum algorithms and alluded to
there being another way. In the early days of the development of quantum com-
puting as an idea, it was thought that to have a set of universal quantum gates,
entanglement would need to be generated in a deterministic way. However, there
are some techniques that allow entanglement to be generated stochastically. One
such technique is measurement-based quantum computing [8, 100]. Also known as
one-way quantum computing, it allows entanglement to be generated before-hand
and stored until needed, thus avoiding the need to create entanglement during the
quantum algorithm that is being performed, and lowers failure rate of the procedure
as any problems with the entanglement process can be corrected before it is needed
as a resource.
Generating entanglement in this way, as the name of the method suggests, is achieved
via a measurement. The qubits do not need to interact directly as they would in
other system architectures or indeed be in close proximity to each other. We have
said a lot very quickly just now, so let’s slow down and ask some questions. The
first question to ask and answer is, what is entanglement?
Entanglement is the property of two or more particle being able to be described
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by a single wavefunction that cannot be re-written as a product of states [71]. An
example of such a state is
|0〉A|0〉B + |1〉A|1〉B√
2,
(7.1)
where A and B represent the two qubits. It can be seen that the two qubit states
cannot be separated into two single particle states in the way that the following
bipartite state can
|0〉A|0〉B + |0〉A|1〉B√
2
=
1√
2
(|0〉A ⊗ (|0〉B + |1〉B)) . (7.2)
7.1.1 Path Erasure
Another question to ask is, how can measuring a photon generate entanglement? Let
us consider a thought experiment showing the steps needed to achieve entanglement
between two qubits. It is best to begin with a structure for our qubits.
Figure 7.1: ‘L’ shaped electronic configuration [101, 102]
The qubits have an ‘L’ shape energy structure and it is proposed that the sys-
tem is perfect such that no photon may be lost. Both qubits are prepared in the
initial superposition of the ground states (|0〉 and |1〉).
If we stimulate the qubits simultaneously by a laser, as they de-excite it is possible
to learn the state of the overall system without learning the states of the individual
qubits. To be clearer, the experimental set up is such that if a qubit should decay
and emit a photon, then the this may be detected, without the knowledge of which
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qubit has decayed, thus giving us an entangled state in a superposition of having
and not having decayed.
One possible way in which this may be achieved is via a Hong Ou Mandel style
set up [103, 104] allowing, what is known as path erasure. A typical set up is shown
in Fig. 7.2. The two qubits are separated from the two detector by a 50:50 beam
splitter. The rationale behind this design is that should one of the two qubits decays
and emit a photon, then there is a 50 % chance that the photon will pass through
the beam splitter and be detected by the first detector and a 50 % chance of it being
reflected and detected by the other. In doing so, there is no way that the detected
photon can be known to have emitted from the first or second qubit.
Figure 7.2: A typical set up for path erasure
The procedure then is to resonantly excite both qubits with a pi pulse. This means
that a laser pulse is given so that it performs half a Rabi cycle. As a result, each of
the qubits is now in a superposition of the ground and excited state ( 1√
2
(|0〉+ |X〉))
and the overall state is given by [12, 16, 101, 102]:
1/2 (|00〉+ |0X〉+ |X0〉+ |XX〉) . (7.3)
Now all that is left to do is to wait for a detection event to occur. In order for
the entangled state to be generated it is required that one and only one photon
be detected. The reason for this is as follows. Looking at the overall state of the
system it can be seen that the first term contains no excitations and so in order for
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the system to be known to be in this state, no photons at all should be detected.
Conversely, the last term contains two excitations and for the system to be known
to be in this state, two photons must be seen. In both of these scenarios, there can
be no doubt as to the final state of the system. However, if one and only one photon
is observed, then due to path erasure it is not possible to know which of the two
qubits emitted the photon.
It must be taken into account that the beam splitter will give a reflected pho-
ton a phase shift and so the detection creation operators before the beam splitter
(a†L and a
†
R) must be decomposed into post-beam splitter left (b
†
L) and right (b
†
R)
detector creation operators with an i phase shift for a reflected photon.Let’s take
the case that only one photon is emitted. Only the |X0〉 and |0X〉 are necessary
for treatment. Once the photon has been emitted, but before the beam splitter we
have
(|0X〉+ |X0〉) |vac〉 →
(
|01〉a†R + |10〉a†L
)
|vac〉, (7.4)
where |vac〉 is the electromagnetic vacuum state. After the beam splitter, we must
redefine our operators,
a†L → 1/
√
2
(
ib†L + b
†
R
)
, a†R → 1/
√
2
(
b†L + ib
†
R
)
. (7.5)
Thus after the beams splitter, the overall state of the system becomes
|01〉 (b†L + ib†R) |vac〉+ |10〉 (ib†L + b†R) |vac〉
= (|01〉+ i|10〉) b†L|vac〉+ (i|01〉+ |10〉) b†R|vac〉. (7.6)
It can be seen from this that there are in fact two maximally entangled states arising
from the detection of a photon in the left detector ((|01〉+ i|10〉)) and in the right
detector ((i|01〉+ |10〉)).
Such generation of entangled pairs of qubits is the building block for the creation
of much larger and more complex entangled blocks of qubits. These are known as
graph and cluster states, which can be used up as the algorithm propagates, through
a series of measurements. Though this method is only 50% successful, it is heralded
and this is enough to build graphs.
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7.1.2 Graph states
A graph is a mathematical diagram that consists of points/vertices connected by
lines/edges [8, 12, 16, 105]. This tool has been used in the theory of quantum com-
puting by stating that each of the points/vertices is representative of a qubit in the
|+〉 = 1√
2
(|0〉+ |1〉) state and the lines/edges joining then is a CPHASE operation,
which was defined in section 4.4.1. It is not then a far logical leap to say that the
state of the system that corresponds to the graph in question is called a graph state.
A pedagogical example of graphs states is given with the simplest of graph states,
two qubits. Two qubits prepared in the plus state and the CPHASE operation be-
tween them, which would flip the sign on the |11〉 component of the state. If one of
these two qubits was not in the |+〉 state, but instead was in some other arbitrary
state, then this would not be a graph state, for the simple reason that we defined
such a state to have vertices in the |+〉 state. The overall state of this system is
given by:
|G′〉 = 1/
√
2 (α|00〉+ α|01〉+ β|10〉 − β|11〉) (7.7)
Let us now measure out the first qubit, which was prepared in the arbitrary state.
If we measure it in the X basis, then the two possible outcomes are the |+〉 and
|−〉 states (if we recall the Bloch sphere, these would correspond the antipodean of
the X axis). The second qubit that was initially prepared in the |+〉 state has now
become a rotated version of the arbitrary state that the first qubit was prepared in.
This is important, since as we discussed in section 4.4, quantum gates are rotations
around the Bloch sphere, where the Z-Y decomposition shows that any single qubit
quantum gate may be represented by three rotations in the Bloch Sphere [71].
7.2 Measures of entanglement
A
s stated previously, entanglement is an extremely important resource in quan-
tum computing and quantum information processing in general. It is quite
useful therefore to be able to measure and quantify it. The four most common
methods and techniques for doing so are the partial-transpose criterion, the Von
Neumann entropy, the concurrence and the entanglement of formation. Entangle-
ment is more difficult to determine for mixed states than for pure states. The reason
for this is that it becomes more difficult to define a separability condition. For pure
states, we can say that a multiparite state is separable if the it can be written as a
tensor product of subsystem states i.e. a separable state is a product state. How-
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ever, for a mixed state this cannot be the case since, by definition, a mixed state is
a sum of pure states, so a separable state is no longer a product state. Instead we
must make a new definition. Since a mixed state is mixture of pure states, a mixed
state that is not entangled should be a mixture of product states. We can then say
that a mixed state is entangled if it is not able to be written as a sum of product
states
ρ =
∑
k
pk
(
ρ
(1)
k ⊗ ρ(2)k
)
, (7.8)
where the superscripts (1) and (2) correspond to qubit one and two and pk must
sum to 1. Each of ρk are pure states [12, 106]. An entangled mixed state must
then be defined as the case where this condition is not met. The negative statement
makes it difficult to be certain that a solution cannot be constructed. In addition,
pure state entanglement means that the individual subsystems are in mixed states.
This implies that a mixed state could be a subsystem of an entangled, larger sys-
tem like the environment. Determining the entanglement of a mixed state, then is
determining the entanglement of a subsystem within an entangled system, which
should intuitively be more complicated than just determining the entanglement of
a system.
7.2.1 Partial-transpose criterion
The partial-transpose criterion does not yield a numerical result and so isn’t really
a measure of entanglement, but useful as an indicator of it. We know that a two
qubit density matrix can be written as a tensor product of the individual systems
ρ =
∑
k
pk
(
ρ
(1)
k ⊗ ρ(2)k
)
. (7.9)
We can transpose one of the qubit density matrices, i.e. perform a partial transpose
of the system
ρ′ =
∑
k
pk
((
ρ
(1)
k
)T
⊗ ρ(2)k
)
(7.10)
and if ρ′ has any negative eigenvalues, then it shows that ρ must have been entangled,
since a separable system must have positive eigenvalues. As an example, let ρ(1) =
A|1〉〈1|+B|1〉〈0|+C|0〉〈1|+D|0〉〈0| and ρ(2) = E|1〉〈1|+F |1〉〈0|+G|0〉〈1|+H|0〉〈0|.
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In the computational basis, we can write this as a matrix
(
ρ
(1)
k ⊗ ρ(2)k
)
=

AE AF BE BF
AG AH BG BH
CE CF DE DF
CG CH DG DH
 (7.11)
and
((
ρ
(1)
k
)(T )
⊗ ρ(2)k
)
=

AE AF CE CF
AG AH CG CH
BE BF DE DF
BG BH DG DH
 . (7.12)
A maximally entangled density matrix looks like 1
2
|10〉〈10|+ 1
2
|01〉〈01|± 1
2
|10〉〈01|±
1
2
|01〉〈10|, which means we can write
(
ρ
(1)
k ⊗ ρ(2)k
)
=

0 0 0 0
0 1/2 ±1/2 0
0 ±1/2 1/2 0
0 0 0 0
 , (7.13)
which has eigenvalues (1, 0, 0, 0) and
((
ρ
(1)
k
)(T )
⊗ ρ(2)k
)
=

0 0 0 ±1/2
0 1/2 0 0
0 0 1/2 0
±1/2 0 0 0
 , (7.14)
which has eigenvalues (−1
2
, 1
2
, 1
2
, 1
2
). The negative eigenvalue shows that the state was
entangled. We can see from Eq. 7.11 and 7.12 that, assuming all elements are real,
the only elements that change during the partial transpose lie on the anti-diagonal.
This makes perfect sense, since the four maximally entangled states, also known as
Bell states, have elements on the anti-diagonal in the computational basis:
| Ψ±〉 = 1√
2
(| 10〉 ± | 01〉)
| Φ±〉 = 1√
2
(| 11〉 ± | 00〉) (7.15)
and so for each of the Bell states, the partial transpose criterion will give negative
eigenvalues.
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7.2.2 Von Neumann entropy
Entropy is a way of measuring the amount of disorder in a system, but it can also
tell us about the amount of information we have. In a pure state, we know that
there is no uncertainty about the state, but there is in a mixed state. The way that
classical entropy is measured is by the Boltzmann equation, which tells us that the
amount of entropy in a system in related to the number of microstates that form
a particular macrostate. When dealing with a classical bit, there are two possible
states and so information theorists developed the Shannon entropy,
S(A) = −
∑
A
κAlog2κA, (7.16)
where κi are the probabilities of the system. For a quantum system, the probabilities
are described by the density matrix [12, 107],
S(ρ) = −Tr (ρlog2ρ) = −
∑
i
λilog2λi, (7.17)
where λi are the eigenvalues of the system. Taking the partial trace of a two qubit
system, we know that if the state was maximally entangled that we will get a mixed
state. Taking the example of the maximally entangled state: 1
2
|10〉〈10|+ 1
2
|01〉〈01|±
1
2
|10〉〈01| ± 1
2
|01〉〈10|, which equivalent to the matrix
(
ρ
(1)
k ⊗ ρ(2)k
)
=

0 0 0 0
0 1/2 ±1/2 0
0 ±1/2 1/2 0
0 0 0 0
 . (7.18)
Performing the partial trace over ρ(2) we get
(
ρ
(1)
k ⊗ ρ(2)k
)
=
(
1/2 0
0 1/2
)
, (7.19)
which has eigenvalues (1
2
, 1
2
) and so S(ρ(1)) = 1. This is the maximum value that
the entropy can take and any pure state, will give a result of zero. While measuring
the entropy isn’t really a measure of entanglement itself, it does give a result for a
related quantity and is good in the case of pure states.
7.2. MEASURES OF ENTANGLEMENT 131
7.2.3 Concurrence and the entanglement of formation
The Von Neumann entropy requires pure states, but our first true measure called
the concurrence does not. Instead of taking the partial trace, we now consider the
full density matrix. To find it, we must find the eigenvalues, but we must prepare
the density matrix as
ρρ˜ = ρσy(1) ⊗ σy(2)ρ∗σy(1) ⊗ σy(2) , (7.20)
where σy(i) are the Pauli Y matrices for qubits 1 and 2. The concurrence is then
found by taking the eigenvalues and square rooting them. The concurrence is then
C = β1 − β2 − β3 − β4, (7.21)
where βi are the square rooted eigenvalues in descending order. This doesn’t reduce
to the von Neumann entropy, but the two are related by
S(ρ) = −Clog2(C)− (1− C)log2(1− C). (7.22)
Systems that have noise processes, dephase them and so the entanglement generated
may not be maximal. If we make many partially entangled pairs, it is possible to
increase the entanglement of a single pair by cannibalising the entanglement of the
others. This process is called distillation.
A related measure to the concurrence is the entanglement of formation, which re-
duces to the von Neumann entropy in the case of pure two qubit states [108]. It was
first shown by Bennett et al. [109] that it is possible to take many pairs of mixed
entangled states and distil them into a smaller number of pairs with a greater entan-
glement using only local operations and classical communication (LOCC). The ratio
of the number of distilled states (n) to the number of undistilled states (m), which
we started with can be calculated in the case that the undistilled states are pure
and is limited by the entanglement of formation. That is to say that the ratio or
yield of distilled states depends on the protocol used and that the maximum number
of states or the maximum distillable entanglement is given by the entanglement of
formation. In the case of mixed entangled states, the calculation for the ratio is
not known, but is still bounded by the entanglement of formation [109, 110]. The
concurrence and entanglement of formation are related through
EF = −C˜Log2(C˜)− (1− C˜)Log2(1− C˜), (7.23)
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where C˜ = 1+
√
1−C2
2
. These are the two measures that we will be using.
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7.3 Model
T
he system we shall study here consists of two qubits, where each qubit consists
of three levels arranged in an ‘L’ shape as shown in Fig. 7.3.
Figure 7.3: The qubit energy shift for an unoccupied (left) and charged (right)
trap. The exciton creation energy is denoted by ω and the charge-qubit interaction
strength is δ.
A possible physical realisation of this system is based on the exciton system de-
scribed in Chapter 4, shown in Fig. 4.3 and again in Fig. 7.4.
Figure 7.4: The direction of the polarised light add or take away a spin of 1 from
the ground states unless there is heavy hole light hole mixing.
We see that there are six possible states, two electronics conduction band states,
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two heavy hole valence band states and two light hole valence band states, the
two types of holes being separated by an energy gap. In self assembled quantum dots
heavy holes and light holes are separated significantly and so we can in this instance
ignore the formation of light holes. We then have four levels, two in the conduction
band with spin ±1
2
and two in the valence band of ±3
2
. We have discussed in
section 4.2, that circularly polarised light can impart/take away a spin of 1 to/from
the system. If we use a single polarisation, σ+ for example, we can only create an
exciton from the −3
2
state to the −1
2
state. If we dope the conduction band with
an electron, then if it is in the −1
2
spin state, then we cannot create an exciton,
but we can if it is in the 1
2
spin state. This phenomenon is called Pauli blocking
and is the basis of the L-shaped or trion system. We define the −1
2
spin state
of the conduction electron as |0〉 and the 1
2
spin state as |1〉. Only from the |1〉
state is the excited (trion) state accessible. The dephasing between the two ground
states is ignored since it is a spin transition, which in general has a much longer
dephasing time (micro seconds)[111] than the 50 ns of the experimental duration
and excitonic dephasing times (nanosecond)[112]. The three orders of magnitude
difference between the time scales should mean there should be little dephasing
between the ground states. The generalised Hamiltonian is almost the same as in
Eq. 6.6, but requires redefining some of the operators, has no laser driving and the
charges are no no longer classical
H =
∑
i
ωi
2
θi +
∑
j
j
2
ξj
+
∑
k,i
βi,k(a
†
kσ−,i + akσ+,i)
+
∑
i,j
δji
2
µji (7.24)
With the new definitions of operators, the first term describes the energy levels ωi
of the QDs and θi is the operator for the ith QD, which in the computational basis
for two qubits and a charge is given by
θ ≡
 1 0 00 0 0
0 0 0
 , θ1 ≡ 12 ⊗ 13 ⊗ θ , θ2 ≡ 12 ⊗ θ ⊗ 13 (7.25)
The second term represents the energy levels i of the charges and the ξi are the
states which the charges can take. The third term describes the interaction of the
QD TLSs with a photonic bath with wave vectors k with creation and annihilation
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operators a†k and ak that interact with a strength βi,k. The operator σ− is given by
σ− ≡
 0 0 01 0 0
0 0 0
 , σ−,1 ≡ 12 ⊗ 13 ⊗ σ− , σ−,2 ≡ 12 ⊗ σ− ⊗ 13 (7.26)
and σ+ is given by
σ+ ≡
 0 1 00 0 0
0 0 0
 , σ+,1 ≡≡ 12 ⊗ 13 ⊗ σ+ , σ+,2 ≡≡ 12 ⊗ σ+ ⊗ 13 (7.27)
The fourth term describes the interaction δji between the jth charge and the ith QD,
where µji is of the form µ11 = δ11
(
1
2
(12 + σz)⊗ 13 ⊗ θi
)
, µ12 = δ12
(
1
2
(12 + σz)⊗ θi ⊗ 13
)
.
To build the master equation, we begin from Eq. 2.51. We have previously used the
secular approximation, where terms having different frequencies ω and ω
′
were ne-
glected. This was done, because ω−ω′ much faster than the dynamics of the system.
We will perform a partial secularisation, where terms that are twice the frequencies
of ωi, i.e. when ωi = −ω′i, will be neglected. Terms where the frequencies come
from different qubits will be kept if ωi−ω′i does not oscillate faster than the system
dynamics. In this way there will be cross terms, which were not present in chapter 5,
the dissipator will be given by
D (ρ) = γ1
(
σ1,−ρ (t)σ1,+ − 1
2
σ1,+σ1,−ρ (t)− 1
2
ρ (t)σ1,+σ1,−
)
+ γ2
(
σ2,−ρ (t)σ2,+ − 1
2
σ2,+σ2,−ρ (t)− 1
2
ρ (t)σ2,+σ2,−
)
+ eiωt
√
γ1γ2
(
σ1,−ρ (t)σ2,+ − 1
2
σ2,+σ1,−ρ (t)− 1
2
ρ (t)σ2,+σ1,−
)
+ e−iωt
√
γ1γ2
(
σ2,−ρ (t)σ1,+ − 1
2
σ1,+σ2,−ρ (t)− 1
2
ρ (t)σ1,+σ2,−
)
,(7.28)
where ω = ω2− ω1 and ωi are the energy differences between the ground states and
the excited state X. In the case where there is no charge interaction and the qubits
are identical, these energies are the same. Using the procedure that we outlined in
chapter 3 for the construction of the unconditional master equation, we have a jump
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operator that is time dependent and given by
J−ρ = γ1 (σ1,−ρ (t)σ1,+)
+γ2 (σ2,−ρ (t)σ2,+)
+ei(ω)t
√
γ1γ2 (σ1,−ρ (t)σ2,+)
+e−i(ω)t
√
γ1γ2 (σ2,−ρ (t)σ1,+) (7.29)
Remembering that the exponentials came from Eq. 2.32, we can remove this time
dependence by switching back into Schro¨dinger picture.
J−ρ = γ1 (σ1,−ρ (t)σ1,+)
+γ2 (σ2,−ρ (t)σ2,+)
+
√
γ1γ2 (σ1,−ρ (t)σ2,+)
+
√
γ1γ2 (σ2,−ρ (t)σ1,+) (7.30)
At this point we could do the path erasure procedure and we would generate data,
calculate the concurrence and entanglement of formation for each run and then aver-
age a large number of these runs to obtain an average concurrence and entanglement
of formation for a given set of parameters. However, we realised that doing single
trajectories was in fact unnecessary due to the post selection procedure. In our path
erasure experiment, we discard all trajectories where there has been two photons
detected or none at all. Our initial conditions for these simulations is always
ρ(0) = |xx〉〈xx|+ |xx〉〈x0|+ |x0〉〈xx|+ |x0〉〈x0|
+ |0x〉〈0x|+ |0x〉〈00|+ |00〉〈0x|+ |00〉〈00|, (7.31)
where |x〉 is the optically excited state and |0〉 is the down state. In the event that
there are no photons detected, then we end up in the state |00〉〈00|, because that
is the only state without an excitation. In the event that there are two photons
detected, then we must have been in the doubly excited state and so we fall into
doubly up state |11〉〈11|. If we see exactly one photon detected, then we end up in
the entangled state (|10〉〈10|+ |10〉〈01|+ |01〉〈10|+ |01〉〈01|). These three results
have no overlapping elements. As a result we can use the unconditional master
equation, we get the outcomes of all three results, but we can subtract the |00〉〈00|
and the |11〉〈11| elements out of the density, since we know for sure that they do
not contain information about the one detection case. The density matrix must be
renormalised, but now we have the average result for obtaining a single detection
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event.
7.4 Results
I
n order for the concurrence to show a non-zero result, there must be a single
photon detected, which we know will project our system into an entangled state.
The impact of a charge fluctuating near our qubits will be detrimental to the amount
of entanglement generated and we shall investigate the degree to which does this.
Let us begin by thinking of a charge that does not fluctuate, but is always in the
vicinity of the qubits. In order to differentiate the photons coming from the two
qubits and therefore degrading the generated entanglement by allowing us to say
that it was more likely that the photon came from one rather than the other, we
shall have a charge interact with the first qubit, but not the second. What we
expect to happen in this case is that as the Stark shift from the charge will alter the
frequency of the emitted photon from one qubit thus allowing the emitted photons
form this system to be more distinguishable. As the charge interaction strength or
Stark shift increases, which would correspond to moving the charge closer to the
qubit, we should see that the system should become more distinguishable and the
concurrence should decrease.
Figure 7.5: Graph showing the concurrence between two qubits subject to charge
noise. The charge interaction strength is varied within each curve. The fluctuation
rate is also varied, but a single fluctuation rate is used per curve. The decay rates
for the qubits are both 1 GHz. The charge interaction strength in each curve is
swept between 0 and 20 GHz. The graph shows four curves for 0, 1, 5 and 10 GHz.
Indeed, Fig. 7.5 shows that as we increase the charge interaction strength, we see
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that the concurrence decreases as expected. From the graph, it seems that as the
charge strength reaches infinity, the concurrence will reach zero. This is again an
expected result, as this would make the emitted photons from the two qubit at
increasingly different frequencies and so we could say with an increasingly high de-
gree of certainty that the photon came from the other qubit. We also see that as
we increase the charge fluctuation rate, the concurrence increases. We first came
across this effect in Chapter 5, where we saw that as the charge fluctuation rate was
increased, the effect of the charge was lessened or averaged out to half the detuning
given by the Stark shift. Due to the way that we defined the operator θ, this will
be 1
2
δij
7.4.1 Mixed charge state
Let us now change the initial conditions of our system. Since we don’t know whether
the charge is present or not at the initial time of the experiment, we will begin in a
mixed state for the charge with a probability of 0.5 for each state.
Figure 7.6: Graph showing the concurrence between two qubits with a charge in-
teracting with only the first qubit. The varying quantity is the charge interaction
strength. The decay rates for the qubits are both 1 GHz and the charge fluctuation
rate is 0 GHz. The interaction strength is swept between 0 and 20 GHz.
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Figure 7.7: Graph showing the entanglement of formation between two qubits with
a charge interacting with only the first qubit. The varying quantity is the charge
interaction strength. The decay rates for the qubits are both 1 GHz and the charge
fluctuation rate is 0 GHz. The interaction strength is swept between 0 and 20 GHz.
As was suspected, the concurrence asymptotically reaches 0.5. Since the charge
only interacts with one qubit, the point at which the qubits are indistinguishable in
Figs. 7.6 and 7.7 is at zero charge strength, where we see the peak. Now that we
have seen how the charge interaction strength affect the entanglement, let us make
the charge fluctuate and explore how the rate of fluctuation affects it.
Figure 7.8: Graph showing the concurrence between two qubits with a charge inter-
acting with only the first qubit. The varying quantity is the charge fluctuation rate.
The decay rates for the qubits are both 1 GHz and the charge interaction strength
is 1 GHz. The fluctuation rate is swept between 0 and 20 GHz.
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Figure 7.9: Graph showing the concurrence between two qubits with a charge inter-
acting with only the first qubit. The varying quantity is the charge fluctuation rate.
The decay rates for the qubits are both 1 GHz and the charge interaction strength
is 1 GHz. The fluctuation rate is swept between 0 and 20 GHz.
As we saw in Figs. 7.5, Figs. 7.8 and 7.9 show us that as we increase the charge
fluctuation rate, the concurrence and entanglement of formation increase. We do,
however, have a new feature, which is an initial decrease in the concurrence and
entanglement of formation. When the fluctuation rate is zero, the two charge states
are independent, so in the case that the charge is far away, once the system has
emitted a photon, the system density matrix does not vary with time. As such,
in the case where the charge is far away is always maximally entangled. As soon
as we turn the fluctuations on, the system dynamics for the two charge states are
not independent and the entanglement is degraded. We also got the qualitative
result that as we increase the fluctuation rate, the gradient of the graph decreases,
converging to steady value. If the charge fluctuation rate is very fast, the charge
interacts as if it were always present, but at half strength. This half strength come
from an averaging of the charge on and off interactions. We see from Fig. 7.8 that
this is about 0.9.
We know that it is the case that the concurrence is unity if and only if the photons
from both qubits are indistinguishable. As we saw in Fig. 7.5, by allowing a charge
to interact with one of the qubits and not the other, we were able to get some in-
formation about how likely it was that a photon detected came from a particular
qubit. If we now allow the charge to interact with both qubits, without fluctuating,
but with dissimilar interaction strength, we should observe a similar effect. We ex-
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pect that, when the charge interacts equally with both qubits, the concurrence is
at its maximum (unity) and that as the charge interactions for each qubit become
increasingly different, the concurrence should decrease to the limit of 0.5 at infinite
charge strength difference, since the initial state of the system was in a mixed state
of charge present or not. Naturally, if the charge is not present, then there is no
interaction with either qubit and the photons from the qubits are indistinguishable.
If the charge is present and the interaction is very strong then the qubits are very
distinguishable, so the limit is 0.5.
Figure 7.10: Graph showing the concurrence between two qubits interacting with a
single charge. The interaction strength of the charge with the second qubit is fixed
at 10 GHz while the interaction with the first qubit is swept between 0 and 20 GHz.
The decay rates for the qubits are both 1 GHz.
Figure 7.11: Graph showing the entanglement of formation between two qubits
interacting with a single charge. The interaction strength of the charge with the
second qubit is fixed at 10 GHz while the interaction with the first qubit is swept
between 0 and 20 GHz. The decay rates for the qubits are both 1 GHz.
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Just as we expected, Figs. 7.10 and 7.11 show a peak at 10 GHz which the charge
interaction strength with respect to the second qubit was set. The peak height is
unity showing that when the interaction strengths of the charge with both qubits is
equal, then the decays from the two qubits has once again become indistinguishable.
The curve is symmetric about the peak and if the behaviour of the curve over the
range plotted continues, then the curve should reach a concurrence of 0.5 as the
charge strength reaches infinity.
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7.4.2 Symmetric interactions
If we change the two charge state so that the interaction detunes the qubit positively
in one state and negatively in the other, σz ⊗ θ, rather than 12 ⊗ θ as we have had
until now, then as the fluctuation rate of the charge increases this interaction should
average to zero and the concurrence should become unity. All real negative detunings
are introduced by the lasers. However, we could make a negative detuning using the
z-direction geometry we discussed in section 5.2.2. If the dipoles of the two qubits
are both facing in the same direction and charge is in between them, then one dipole
will be facing the charge and one will be facing away. The stark shifts should then
have opposite signs, since we would in effect be changing the sign of the field for one
the the dipoles.
Figure 7.12: Dipoles in the z-direction, facing in the same direction
The symmetric interactions here are, however, a rescaling of the shifts. Initially we
modelled the dots as having a zero energy shift when the charge was at a far away
site and then a positive shift when at the trap site. In the symmetric case, we model
the dots as having a negative detuning of half the shift when the charge was at
the far away site and positive detuning of half the shift when at the trap site. The
reason for doing this is to show that very fast fluctuation rates lead to an effective
shift equal to the average of the shift energies. In the case of the shifts being 0 and
1, the average is 1
2
and in the case of −1
2
and 1
2
the average is 0 and the limiting
system behaviour is as if there is no charge present.
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Figure 7.13: Graph showing the concurrence between two qubits with a charge
interacting with only the first qubit, where the interaction is symmetric. The varying
quantity is the charge fluctuation rate. The decay rates for the qubits are both 1
GHz and the charge interaction strength is 1 GHz. The fluctuation rate is swept
between 0 and 20 GHz.
Figure 7.14: Graph showing the concurrence between two qubits with a charge
interacting with only the first qubit, where the interaction is symmetric. The varying
quantity is the charge fluctuation rate. The decay rates for the qubits are both 1
GHz and the charge interaction strength is 1 GHz. The fluctuation rate is swept
between 0 and 20 GHz.
As we see in Figs. 7.13 and 7.14, the concurrence seems to display the limiting
behaviour at large fluctuation rates by tending toward unity. We see that when the
charge is not fluctuating, then there is a higher concurrence than when the charge
fluctuates at small frequencies. Unlike the case of asymmetric charge interaction,
where the charge could be far away and so the entanglement would be maximal,
the charge corrupts the entanglement in either state. This highlights the idea of
time scales and relative values. There are three factor in this problem. The qubit
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decay rates, the charge interaction strength and the charge fluctuation rate. If the
charge interaction strength is set to 1 GHz, the qubit decay rates both set to 1 GHz
and the charge fluctuation rate is set to 0.1 GHz, then the resulting concurrence is
0.545. If the charge interaction strength is set to 10 GHz, the qubit decay rates both
set to 10 GHz and the charge fluctuation rate is set to 1 GHz, then the resulting
concurrence is also 0.545. Clearly then, it is not the absolute values of the parameters
that matters, but the relative ones. The regime where the charge fluctuation rate
in slower than the qubit decay rate, but non-zero, seems to be particularly bad for
this entanglement scheme. For the non-fluctuation case, since we know that both
charge states corrupt the entanglement the concurrence should be lower than that
of the asymmetric case. We see when comparing it to Fig. 7.8 that this is indeed
the case.
7.4.3 Differing decay rates
In addition to the charge interaction, the entanglement of the qubits is affected by
a difference in the decay rate of the two qubits. The reason is straight forward; if
one qubit decays faster than the other, on average, then when a photon is detected
it is more likely to have come from that qubit.
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Figure 7.15: Graph showing the concurrence between two qubits with differing decay
rates. The decay rate of the second qubit is fixed at 1 GHz while the first is swept
between 0 and 20 GHz.
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Figure 7.16: Graph showing the entanglement of formation between two qubits with
differing decay rates. The decay rate of the second qubit is fixed at 1 GHz while the
first is swept between 0 and 20 GHz.
As we see in Fig. 7.15 and 7.16, there is a peak at 1 GHz, which is to be ex-
pected since at this point the two qubits have the same decay rate.
Since all the other parameters are set to zero and the qubits are identical, the
graph will have an underlying symmetry. If the first qubit has a decay rate of 10
and the other 1, then if we observed a photon coming from the pair, we know that it
is ten times as likely that the photon came from the fist qubit. A question to think
about, is what if the decay rates were reduced proportionally? If the decay rate for
the first qubit becomes 1 and the other becomes 0.1, it is still ten times as likely
that an emitted photon came from the first qubit. To see this, we need to plot the
same data on a different scale.
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Figure 7.17: Graph showing the concurrence between two qubits with differing decay
rates on a modified scale. The decay rate of the second qubit is fixed at 1 GHz while
the first is swept between 0.1 and 10 GHz.
Figure 7.18: Graph showing the entanglement of formation between two qubits with
differing decay rates on a modified scale. The decay rate of the second qubit is fixed
at 1 GHz while the first is swept between 0.1 and 10 GHz.
As can be seen in Figs. 7.17 and 7.18, on this scale, the graph is symmetric about
a decay rate of 1 GHz. Naturally, the symmetry is only there if there parameters.
If we introduce a charge, then then the symmetry between the qubits is destroyed.
As can be seen in Figs. 7.19 and 7.20.
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Figure 7.19: Graph showing the concurrence between two qubits with differing decay
rates on a modified scale. The charge now interacts with the first qubit only with a
strength of 1 GHz. The decay rate of the second qubit is fixed at 1 GHz while the
first is swept between 0.1 and 10 GHz.
Figure 7.20: Graph showing the entanglement of formation between two qubits with
differing decay rates on a modified scale. The charge now interacts with the first
qubit only with a strength of 1 GHz. The decay rate of the second qubit is fixed at
1 GHz while the first is swept between 0.1 and 10 GHz.
To incorporate 1/f noise properly in this model as future work, it may be nec-
essary to work with a microscopic model of the noise. Alternatively, since the noise
is described as being Gaussian in nature and we know that the two time noise
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correlation function is given by Eq. 6.20; we could then model the noise as a two
site fluctuator giving a variable Stark shift, whose values replicate the two time
correlation function.
7.5 Summary
I
n this final research chapter, we have dealt with a system of two qubits, we have
an ‘L’ shaped electronic configuration and interact with a single charge. We have
also performed a partial secularisation so that the qubits can have some interaction
with each other. The aim of the research in this chapter was to determine the ef-
fect of the charge fluctuators seen in chapter 5 on entanglement generated between
two qubits as well as having qubits with dissimilar decay rates. The larger picture
was that entangled can be generated via a measurement, a pair of optically excited
qubits decay and emit a photon, which when detected projects the qubits into an
entangled state. This scheme for entanglement generation is shown to be useful in
measurement-based quantum computing, in which clusters of entangled states are
generated and then used up by measurements. The scheme works on the principle
on path erasure, where the entanglement is dependent on the inability to determine
which of the qubits emitted the photon. The introduction of a fluctuating charge,
disrupts the scheme by making the photons more distinguishable. There are dis-
tillation techniques to ‘repair’ the entanglement by concentrating the entanglement
from many pairs of mixed entangled qubits to created fewer pairs with greater en-
tanglement. In the case of pure entangled states, the ratio of initial pairs to distilled
pairs is given by the entanglement of formation. In the case of mixed entangled
states, it is not known how this ratio may be calculated, but the upper bound is
again given by the entanglement of formation.
We have seen the effect of the fluctuation rate of the charge in Figs. 7.5 and 7.8.
We see that the faster the fluctuation, the better the concurrence and so the fewer
entangled pairs we would need to have to distil more highly entangled pairs. It was
only to be expected that the as the charge strength interaction with one qubit is
increased away from the other, the concurrence would decrease and so we see in
Figs. 7.10. Very important is the difference in the decay rates of the qubits. Natu-
rally, if this path erasure scheme is to be used, the qubits should decay on the same
time scale, or it becomes more and more likely that the faster decaying qubit has
emitted at low times and the slower one has decayed at large times, thus making the
qubits more distinguishable as shown by the decrease in concurrence in Fig. 7.15.
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