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Cover and Pombra [6] .
Proposition 1 (Cover and Pombra [6]) $\epsilon>0$ $n=1,2,$ $\ldots$
$?l$ $2’$
) $(\zeta_{n.F\partial.Z}’(P)-\epsilon)$ $narrow\infty$ $Pe^{(\prime 1)}arrow 0$
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Proposition 2 (Gallager [10])
$C,,z(P)= \frac{1}{2n}\sum_{i\cdot=1}^{A:}\log\frac{nP+r_{1}+.\cdots+r_{A_{r}^{\backslash }}}{kr_{j}}$ ,







$C,. \int\prime\prime 3^{r_{J}}/(P)\leq C^{r}’./r(2P)$ ?
.
Theorem 1 (Cover-Pombra [6])
$C)I^{t^{1}} \gamma\}^{r_{J}}/(P)\leq 1nint^{2c_{t},\nearrow_{\text{ }}(P),r_{J}}C!\prime_{1}/(P)+\frac{1}{2}\log 2\}$.
Theorem 2 (Chen-Yanagi [1])
$C_{l}.z(2P) \leq\min$ { $2C_{l./}’(P),$ $C_{l}.z(P)+ \frac{1}{2}$ log2}.
Theorem 3 (Chen-Yanagi [1])
$C_{2,l^{2}’\prime t.7,}(P)\leq C_{2,/}(2P)$ .
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3 Question2
Definition 1 $\alpha,$ $\beta\geq 0(\mathfrak{a}+\beta=1)$ $Z_{1},$ $Z\underline{\cdot\supset}$
$R\sim=\alpha R_{7_{rl}}/\ovalbox{\tt\small REJECT}+\beta R’/\ovalbox{\tt\small REJECT}_{\sim})$ . $\tilde{Z}$
.
Question 2
$C_{t,\Gamma/Z,\tilde{7_{l}}}(P)\leq\alpha C..\Gamma\Pi,7_{r1}(P)+\beta C_{t,\Gamma\prime 3.7_{\text{ }2}}(P)$ ?
.
Theorem 4 (Yanagi-Chen-Ytl [19])
$C_{1\overline{7_{4}}}(P)\leq\alpha C_{/}|\mathfrak{l}’:1(P)+\beta C_{l_{\{}/\cdot)}J_{\vee}(P)$.
Theorem 5(Yanagi-Chen-Yu [19]) $P=\alpha P_{1}+\beta P_{-}$, $P_{1},$ $P_{2}\geq 0$
$C_{l},pB.\check{Z}(P)\leq\alpha C_{1^{j}’\prime_{-i,Z_{1}}}).(P_{1})+\beta C_{.,F\Pi.7_{\text{ }2}},(P_{2})$.
.
Theorem 6 (Yanagi-Chen-Yu [19]) (a) (b) $Q_{t\prime}.estion$
$Z$ .
(a) $R_{7_{1}}$ ?7$\cdot$ $?t$ $R_{7_{r2}}$. .
(b) 2 . $R_{/}\sim$, .
4 Question3
Question 3 $P_{1},$ $P_{2}\geq 0$ $\alpha,$ $\beta\geq 0(\alpha+\beta=1)$
$\alpha C_{t\cdot.\Gamma\Pi./}’\prime 1(P_{1})+\beta C_{.l^{\tau}D_{:}7_{2}},\urcorner(P.)$
$\leq C_{l}.l,$ $lJ’/ \sim J(\alpha P_{1}+\beta P_{2})\underline{\iota}\frac{1}{2n}\log\frac{|R_{/}\sim\prime|}{|R_{/}\prime||^{a}|R,_{r’-},|^{\theta}}$ ?
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.Theorem 7 (Chen-Yanagi [3]) $Z_{1}=Z_{2}$ . $C_{\uparrow,I^{r^{\backslash }}Tt./}J(\cdot)$
.
$\alpha C,,,F^{\cdot}l3,Z(P_{1})+\beta C,,.FJ,/J(P_{2})\leq C,,.\Gamma B,Z(\alpha P_{1}+\beta P_{2})$ .
Theorem 8 (Yanagi-Yu-Chao [20]) $P_{1}=P_{2}$ .
$\alpha C_{tI^{l}’ T.3.Z_{1}:}(P)+\beta C_{n_{:}\Gamma l_{:}Z_{Z}}.(P)\leq C_{f},.\int^{\neg}/\Pi_{:}’/-’(P)+\frac{1}{2n}$log $\frac{|R_{/}\sim\prime|}{|R_{Z_{1}}|^{\alpha}|R_{7_{2}}\lrcorner|\prime\prime}$
Theorem 9 ($Yanagi-Y\iota|$-Chao[20])
$\alpha C_{1\prime\prime l,/l}l_{i}l(P_{1})+\beta C_{\eta},z_{2}(P_{2})\leq C,$ I’.
$’ \sim’(\alpha P_{1}+\beta P_{2})+\frac{1}{2n}\log\frac{|R/- J|}{|R_{/}\lrcorner 1|^{\alpha}\vee|R_{/z}J|^{l^{J}}}$ .
Theorem 10 (Yanagi-Yu-Chao [20])
$c \iota’C,,\prime 1(P_{1})+\mathcal{B}C,(P_{2})\leq C_{l},\tilde{7_{J}}(\alpha P_{1}+\beta P_{2})+\frac{1}{2}\log 2+\frac{1}{2n}$ log $\frac{|R_{\swarrow^{-}}|}{|R_{Z_{1}}|^{r}|R_{/_{\sim}}\prime.,|’\prime}$
Theorem 11 $(Yanagi- Yu-Chao[20])$
$\alpha C_{v,\Gamma\Pi./}\prime r1(P_{1})+\beta C_{\Gamma B,Z_{2}}1,(P_{2}),’\prime J$ log $\frac{|R/- J|}{|R_{Z_{1}}|^{\alpha}|R_{/}r_{J\sim}|/^{1}}$
5 Kim
Definition 2 $Z=\{Z_{i}.;i=1,2, \ldots\}$ first order moving avemge Gaussia.$n$ ch.annel
3 .
(1) $Z_{i}=\alpha U_{i-1}+U_{j},i=1,2,$ $\ldots$ , $U_{j}$. $\sim N(0,1)$ $i.i.d$ .
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(2) Spectral density function $(SDF)f(\lambda)$ .
$f( \lambda)=\frac{1}{2\pi}|1+\alpha e^{-j.\lambda}|^{\underline{o}}=\frac{1}{2\pi}$ ( $1+\alpha^{2}\neq 2\alpha$ cos $\lambda$ ).
(3) $Z_{1}$. $=(Z_{1},.Z_{2}, \ldots, Z_{n}.)\sim R,(0, K_{7_{l}}),$ $n\in N$ , cova ance ma x $R_{7_{J}}$
.
$R_{7_{J}}=(\begin{array}{llllllll}1+ \alpha^{2} \alpha 0 \vdots 0\alpha 1+ \alpha^{2} \alpha \vdots 00 \alpha l+ \alpha^{2} \vdots 0\vdots \vdots \vdots \vdots \alpha 0 0 0 \vdots \alpha^{2}1+\end{array})$ .
$Z$ entropy rate .
$h(Z)$ $=$ $\frac{1}{4\pi}\int_{-\pi}^{\pi}\log\{4\pi^{2}ef(\lambda)\}d\lambda$
$\frac{1}{4\pi}\int_{-\pi}^{\pi}\log\{2\pi e|1+\alpha e^{-1:\lambda}|^{2}\}d\lambda$
$=$ $\frac{1}{2}\log(2\pi e)$ if $|\alpha|\leq 1$
$\frac{1}{2}\log(2\pi e\alpha^{2})$ if $|\alpha|>1$ .
$Poisson^{:}s$ integral formula .
$\frac{1}{2\pi}/-\pi\pi$ log $|e^{i\lambda}-\alpha|f\lambda=0$ if $|\alpha|\leq 1$ ,
$=$ log $|\alpha|$ if $|\alpha|>1$ .
MA(1) Gaussian noise Gaussian channel capacity .
$C_{7_{J}.\Gamma l},(P)= \lim_{\prime 1.arrow\infty}C_{t,Z,\Gamma B}(P)$ .
$I\backslash im$ feedback Gaussian channel capacity .
Theorem 12 (Kim [12])





Kim [13] Conjecture 1 .
$f_{/} \prime J(\lambda)=\frac{1}{4\pi}|1+e^{i.\lambda}|^{2}=\frac{1+\cos\lambda}{2\pi}$,
:input
$f_{\backslash } \cdot(\lambda)=\frac{1-\cos\lambda}{2\pi}$ ,
: output
$f_{Y}( \lambda)=f_{X}(\lambda)+f_{Z}(\lambda)=\frac{1}{\pi}$ .
: . nonfeedback capacity
$C_{/}r_{l}(2)$ $=$ $\frac{1}{4\pi}\int_{-\pi}^{\pi}\log\frac{f_{1}\cdot(\lambda)}{f,_{J}(\lambda)}d\lambda$
$=$ $\frac{1}{4\pi}\int_{-\pi}^{\pi}$ log $\frac{4}{|1+e^{j\lambda}|^{2}}d\lambda$
$=$ $\frac{1}{2\pi}\int_{-\pi}^{\pi}\log\frac{2}{|1+e^{1\lambda}|}d\lambda$
$=$ $\frac{1}{2\pi}\int_{-\pi}^{\pi}\log 2d\lambda-\frac{1}{2\pi}\int_{-\pi}^{\pi}$ log $|1+e^{i\lambda}|d\lambda$
$=$ $\frac{1}{2\pi}2\pi\log 2-0$
$=$ log2




. $x_{0}< \frac{1}{2}$ .
$C_{7_{J},\Gamma l3}(1)=-\log x_{0}>\log 2=C_{/}’(2)$ .
Question 1 .




POiSS01 $s$ integral formula .
Proposition 3
$\frac{1}{2\pi}\int_{-\pi}^{\pi}\log|e^{j.\lambda}-\alpha|d\lambda$ $=$ $0$ if $|\alpha|\leq 1$ ,










$I(\alpha)=c$ . $I(0)=0$ $c=0$ . $I(\alpha)=0$ .
$|\alpha|>1\sigma)\text{ _{}c_{-}}^{*}$
$I’( \alpha)=\frac{1}{2\alpha}+\frac{1}{2\alpha}=\frac{1}{\alpha}$ .
$I(\alpha)=\log|\alpha|+c$ . $I(1)=0$ $c=0$ . $I(\alpha)=\log|\alpha|$ . q.e.d.
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