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連続関数の平均値の近似公式とその誤差について
Approximate Formula of関eanValue of Continuous Function and i tsError Estimation 
藤田康介十 樋口功 I 
Kousuke FUJITA Isao HIGUCHI 
Abstract. Let f(x) be continuous on the interval [a. bJ. The mean value M(f) 
of f(x) on [a. b] is defined as follows: 
rb J'/ _， -'_ F(b) -F(α) M (f)= ァ-~ I f(x)dx=~ 。-a ~a D-a 
where we denote by F(x) the primitive function of f(x) 
In the case when F(x) is unknown. we must calculate M (f) by the aid of so-called 
approximate formulas 
In this paper， we shall obtain first an asymptotic expansion of the mean value M (f) with 
the terms ofRiemann's quadrature by parts and next its end-points correction formula 
We remark that the celebrated Euler-Maclaurin's summation formula is an immediate 
consequence of our asymptotic expansion just obtained 
Further we shall derive some approximate formulas of mean value based on the 
function-values at random points 
1 .はじめに
有限個の数。l' a2 • … , an平均値M は
。 ?? ?? ?
?
?
?
??
??
で与えられる。 区間[a，b]上で連続な関数f(x)の値の平均値M(f)は数値が無限個あるため，上式を使って求め
ることはできないc 積分の平均値の定理によるとM(f)は
M(f) =占rf(x)dx 
で与えられる。 しかしf(x)の原始関数 F(x)を求めることができない場合，この公式も使えない。
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筆者等は，情報通信工学科・卒業研究において，平均値 M(f)の近似公式を考案しその誤差評価を行なった。
b-a 
区間[aラb]をn等分し，小区間の幅をh二一一ーとする。 更に分点を
n 
。二 Xo< x1 < x2・・・く Xn= b 
とする「 平均値 M(f) の近似値 M(f) を次の式で定義する。
万げ)二辻fいIー 1) 
このとき任意の fεck[a，b] に対し，次の式が成立することがわかった(定理1)。
-:-:-. ，^ hーが~， ".h h.k-1 -:-:-， ....11...-_1¥" '-"，"fI l-
M(f) = M(f)+ ~， M(f')+~M(f") + ・ +~M(Pトj))+O(が)
3! 'o' k! 
ここで， O(hk) は hk の定数倍ということを示すc この式によると，近似公式 M(f)を用いて，いくらでも
精度の高い近似公式を作り出せることが分かる。
この公式は，近似公式の持つ性質や誤差の評価を理論的に調べる際，基本的な役割を演じる。 理論的には重要でも，
計算に必要なデータ数が多いため，実際の計算には不向きであるといえる。
次に， tの公式でのデータ数を少なくことを考えて，以下の端点補正公式を導いた(定理2)。
h2 ( 、 h4M(f)=M(f)+ 一一一~Uぴ)-.f(α)f 一一一-， {.f'(均一/い)J十一一一一~U抑制-}市)J+・2(b -αr) ，. ，. ..，. J 12( b -αr)'" .. . "J 720(b一的
物Jlj!や工学の実験では，データが等間隔分布点に関して得られるとは限らない。 有限個のランダムデータから
関数の近似平均値を求めるのが，次の問題となる ζ
任志の tε[0，1]に対し，新たな近似公式 Mt(f)を次の式で定義する。
立f(f)=jzf(XI-l+的)
このとき， 真の平均値M(f)との誤差 E(Mt)(f)に関する次の評価式が得られた(定理3)。
小区間内の 2点を考えれば， 1点の場合と比べ，公式の精度は更に高まると考えられる。
Sラtε[0，1](s < t)に対し，
瓦 f(/)=4z{/(Xtー1+ sh) + f(Xi-1 +的)}
ム rt ;::1 
そこで，任意の
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とおいて，ランダムデータに基づく 2点近似公式 Ms，t(f)を作り，その誤差を評価した。 その結果誤差
E(M s，t )(f)の評価は s，tの値により異なって，
s+l:;tlのとき 。(h)
E(Ms，l )(f) = s+t=1のとき 。(h2)
3-J3. 3+J3 
s=-τーラt二一τーのとき O(h4) 
と変わることが証明できた(定理4)ζl
更に小区間内にある任意の3点での関数値を基に作られる近似公式 M 山 (f)を考察した。
任烏の s，tラuε[0，1] (s<t<u)に対し，
五 1.1I(f)=詩的Xi-j+sh)十川_l+th)+f何 1+uh)} 
とおく このとき真の平均値M(f)と比較すると誤差 E(Ms.I.1I )(f) は次のように評価されることが分かった
(定理5)、
S十件付五のとき O(h) 
s+t+u=ぢのとき O(が)
E(M S，l.lI )(f) 
s +t十U二杉山t2+ U2二1のとき O(的
ヴ-.ヴ 官/ 司自 門
s=ー ユ二 t二以 u二ーユ三のとき O(h4) 
4 I L' 2 
4般に分点の個数を増やすと、近似平均値の公式の精度は高まると予想される G ところが定理4と5を比較すると，
最良の2点近似公式と最良の3点近似公式の精度が一致することが分かった。 従って，分点の個数を増やすだけが誤
fEを少なくする方法とは必ずしも言えないということになる。
定理3，定理4および定理5において， sぅ tあるいは u の備が任意である段階では，プロットされたランダム
データだけから近似平均値を求められたが，精度はその分落ちてしまう心 しかし関数 f(x)の形が不明でも，その
舶の平均値が近似的に，tl算される点に，注目したい
これに対し，定理3，定理4および定理5における最良の公式は，確かに精度は高いが，分布屈が固定されている。
またランダムデータから導かれるのでないため，関数 f(x)の具体的な形が必要となってくる。 理論的に精度の高
い公式が，実際の計算をする1:で使いやすいとは必ずしも言えないc
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2.基本近似公式
定理1鴎 f(x)が閉区間 [αラb]で Ck-1 級関数で，開区間 (aラb)でk回微分可能とする。 このとき，区間
[a，b] 上での f(x)の備の平均値 M(f)は次のように漸近展開される。
? ??????
?
? ????
??
?????
?
???
??????
証明@ 区間[a，b]をn等分し、等分した区間の幅を h=E二三 とおし
n 
更に分点を
αニX"< X， < Xo .. < X. = lJ o .~l ....，.1¥.2 . ""'n - U 
とする Q このとき i番目の区間の平均値Mi(f)は.f(坊の原始関数 F(x)を用いて
Mi(f) =一 _1. . r' f(x)dx 
xi -XH 、Ci_l
= ~rlf(Xゆ
=j{F仇 1+h)一向 1)}
と表せ，更に Taylorの定理より
1. ~. h2 ^" h3 ~."' hk ~， L" ， _.. ~ム 1 ， 1
Mi(f) =ー イザ(Xi-]) +.::-fい1) +.::-f"(xH ) +・.十+一PK刊Kト日一寸吋iI J ， 1- f 2! 卜円1/ 3! J "1-1" k! J "'-1.' / I 
h ~"' h2 ~..， hk-1 ~'，，"， _.. 1. 
ニf(xH )+ニj'(XH )+ ~ f"(XH ) +・・・十一一f¥K-l)(XH) + O(hK) 
l' 2! J ，-1-1" 3! 0/ ，-1-1/ k! J ，-1-1 
と展開されるu この Mi(f)を使って M(f)を計算すると
I~ ， h ~.， h2 ~..， hk-1 ~/L1\. ~..L-， I 
M(/)=-Zif(X11)+-fF(Xt l)+-fw(X11)+ +-fl)(XII)+O(がけ':t I V ， /-，. 21 V ， ，-，. 3! V '/-' • k! V ， ，-，. . J 
となる、 ここで 万(f)ニ1わ(X，ー1) であったから
n士7
-:-:.~， hー が-:-:， ~." hk-1ー ι b 
M(f) = M(f)+ ~.M(j')+~M(f")+ ・・ +~M(f(kー1))+O(hk) 
3! 'V' k! 
となり，平均値M(f)は土式のように展開され，定理が証明された。
平均値の近似公式の誤差
3.基本近似公式の端点補正
定理2. 十分に滑らかな関数f(x)に対し，次の端点補正公式が成り立つ。
h2 (^._.， ^"' ，) h4 M(f)= 反(f)+-1-{/(b)-f(α)}-一一一~{f'(h) 一 1'(α)}+ 一一一-，{t'"(b) -f'"(α)}+ (h -α)'"" J" ， 12(b-a)'" ，. J ，.， 720(b-a) 
証明固 定理1において，f の代わりに f'を代入すると，
M(ハ二万(1')寸万円子(f"')
" hー が-ν-五M(fF)=EiM(/F)+ 一~M(f")+ 二~M(ffll)+ ・・・
2!.2! W' 2!.3! 
-:-:;-. ^" h... ^" h2 -:-:;- ".. h'ー~. M (1') = ~. M (1')一一-;::M(f勺一一-:::;M(f"')一・-
2!.2! 'J' 2!.3! 
これらを定理1で得られた漸近展開に代人すると，
-:-:;-.~， h... ^" (h2 h2 I-:-:;-. M" (h' h' I-:;-
M(f) = M(f)+ ~， M(f')+1一一一一 IM(f")+1一一一一 IM(f"')+…
¥ 3! 2!.2! J 'V . ¥ 4! 2!.31 J 
-:-:;-.~， h... ^" h2 -:-:;-. ^H' h'ー= M(f) + ~. M(f') -~'_ M(f") -::-:-M(fln) +・.• 
12 'v' 24 
続いて定理1において，f の代わりに f"を代入すると
-:;-. .^， hー が-:-:， .....fA 
M(f") = M(f") + ~， M(f"') +τM(f凶)+ノI 'v • 1 
が が-h3-h4-一一M(f") 二一~M(f")- .~. _.M(戸)一一~M(f(4l)+ ・・
12 W' 12 'u' 12 . 2! 'u • 12・3!
-~~ M(f") = -~~ M(f")十一二-:;:M(f"')+一二M(jl4l)+一12 'v 12 W' 12 . 2! w • 12・3!
この式を(1)に入する~
-:-:;-. '^ h... ^" h 2 ••. ~_， (h' h' Iー (h4 h4 I-:;-. pl山
M(f) = M(f) + ~M(f') -~M(f")+1 一一+一一 IM(f'")+1一一+一一 IM(f川)十・・・
12 'V' l 24 12 . 21 J 'v • l 80 12・3!) 
-:-:;-. p， h... M' h2 ... PU， h4 一山
=M(f)+ ~M(1')-~M(f")+-=ニ::-M(f円 l)+ ・"
12 W' 720 
この操作を繰り返していくと，
35 
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M(f)二万(f)+ ~ M(f') -~~ M(f") +丘二M(f(勺+・ 0・
12 '-' 720 
(2) 
ところで f'(X)の原蛤関数は f(x)だから，
M(f')ニ-，1_ r f'(x)dx 二つ土{J(b)-f(α)} 。-α .a D-a 
同様に M(f")， M(f) ， ・ も計算出来て， (2)より
h (~'" ~，，) h2 1M'" ~"，\ h4 
M(f) = M(f) +一一{州-f(α)}一一一-，{f'(b) -1'(α)}+ .."'，: ， {t"'(b) -f"'(a)}+・2(b-a) ，-" -"， 12(b-a) ，_ " -"J 720(b-a) 
よって，端点補正公式が証明された。
注意@ 証明がかなり複雑であ Euler-Maclaurillの総和公式が定理2より直ちに導かれる。 すなはち，上の端点
公式を利用した Euler-Maclaurillの総和公式の簡単な別証明が得られたことになる。
4.ランダム註 1点の値から作られる近似平均値の公式
各分割小区間内のランダムな1分布広における関数値を基にした平均値の近似公式を作りたい。
定理3. 任意の tE [0，1]に対し，連続な関数 f(x)の平均値の新近似値 Mt(f)を次の式で定義する。
五t(f)二 jgf(Xt-l+th)
このとき，真の平均値 M(f)と Mt(f)の聞に，次のような関係が成り立っている。
I Mt (f) + O( h) t:f-li 
M(f) =イ
IM1/2(f)+O(h2) 
証明. 区間[a，b]をn等分し、 1番目の区間のランダムな点f(Xi-1+ th)をその区間における平均値とすると，
区間 [a，b]全体の近似平均値 Mt(f)は下のようになる。
Et(f)=jzf(Xz-1哨
上式の f(xiー1+的)のところを Taylor展開すると，
平均値の近似公式と誤差
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~r 1'i_ ，. ，1 rli ，. (th)2 1'1"._ ，. • (th)k-1 1'(k-l)L ，. f¥/1k，l 
Mt (f) =.:_玄イf(Xi_1)+ th. f'(Xi-1)十一-f(X1)+…+一一-f(k吋xi_1)+O(がけそt1 J ，-/-] / J ，-/-] / 2! J ，-/-] / (k -1)1 J ，-/-] / -，- / I 
一 ，n 1''' • (th)2 Ui .l'W" ，(的)k-1ー Ikー1)= M(f) + th. M(f') +一~M(f") 十一.+一一~M(Pk-1))+ O(hk) 
2! 'v' (k -1)! 
この近似式Mt(f)とM(f)との誤差は
一-;:-:-.~. hー が ー がl-L12
M(f)-Mt(f)二 M(f)+~"M(j')+~M(f")+ ・十一-:-M(Pk-I)) + O(hk) 
2! w' 3! ov' k! 
fUf 1'"¥ ， .d~ lIl1'f¥ I (的)2UI 1'"" ，(th)k-1一山)， ， nl1.k， I イーM(f) + th. M (1') 十一一~M(f")十…+一一~M Cf(k-l)) + O(h) ~ 
1 OV' ov' 2! ov ， (k -l)! w • 'J 
= (~!→立(fF)+(i-02 万(f")+ 
、 、 ? ，
?
? ???
? 、 、
。?、 、
?， ?
? ?????
??
????
?
? ?
? ?
?
?
?
??? ?
? 、
?
? ?
??????
?
はより日 112のとき度差は酬となる u また誤差がO(が)以下にするためにはt=だとおけばよい。
このとき右辺の第 1項目が消えて第2項目以降が残る。 従って M(f) と Mt(f) との誤差 E(Mt)(f)は
下のようになる U
よって定理が証明された、
注意. 定理 1にそ主場する近似平均値公式 M(f)は，各分割小区間の平均値として左端点における関数値を選ん
で近似したものであった Lの定理3での近似公式 Mt(f)は小区間内の任意の点における関数値を仮の平均値
としたものである i 史に小医聞の代ぷ点として中点を選んだとき，その誤差が最も小さくなることが，示された。
これは， IX分求積法といわゆる中点法の関係に対応している。
38 愛知工業大学研究報告，第36号A.平成 13年， vol.36-A. Mar. 2001 
5.ランダムtJ;2点の値から作られる近似平均値の公式
定理4. 任意の s，tε[0，1](s < t)に対し g 連続な関数の平均値の近似値 Ms，t(f)を次の
式で定義する。
Ms，t(f) =キZWi1十尚+f(X;_l +th)} 
このとき，真の平均値 M(f)と Ms，t(j)の聞に次のような関係が成り立つ。
Msベf)+O(h) s+t:;tl 
M(f) =イ Ms，t (f) + O(h2) s+t=l 
万プ苧(f)+ O(h4) 
証明園 万s，t(f)二話U向 1+ sh) + j(xi-] +的)}
において，f(x;ー1+sh)，f(xi-] +th) をそれぞれTaylor展開すると，
十 J"，1'/__ ，，/_，"'，_ 1"/__ ，，(sS+t2)h2 
Mst(f)=-L12/(Xi l)+(s+MfF(Xz l)+2!f札)2nで7'1
(S3 + t3 )h3 rPfU ，. • (Skー++tkー1)hkー1 r(k-I)/~ ，. /"，~k ， l 
f附(Xx_l)+…+ ¥" /~. ，;" f(k-I)(Xk_l)+O(hk)~ 
A-" (k-l)! V ，^-" .， J 
-F(S2+t2)h2-w(S3H3)h3ー=M(f)+一~h.M(f') + ¥U ~ .~./'. M(f") + ¥U ~ .~.，.. M(f"') + 2.2! w / 2・3!
(Sk-l + tk-I )hk-Iー (k-I)M(j(k-I)) + O(hk) 
2・(k-1)! 
この近似式Ms，t (f)とM(f)との誤差は
一-:-::， A. hー が._ / A'" hk-Iー ι b 
M(f)-Ms，t(f) = M(j) + ::.M(f')+~M(j")+ … +~M(f(ト1))+ O(hk) 
2! w / 3! W / k! 
f U / 1'， ， S + t 1_ U / 1"，¥ ， (S2 + t2)h2 
イーM(f)+ -~ . h.M(j') + ，- ~ ._./" M(f") 
1 W / 2 W / 2・21
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(S3 + t3)h3ーが-++ tkサhk-1U/ .r(k-lh . /"¥/1 k， 1 M(jm) +…+M(ftj)+O(hk)ト
2 . (k-1)!'~ ， / I 
二位午}.M(f')+U!ーす}，万(j")十 +1土 Sk-1+tk ~ Ihk-1 .M(jCk-り~ k! 2・(k-l)!) 
上式から s+I:;t1 のとき，右辺の第1項目から残るため誤差は O(h) となる。 また s+t=lのとき，
第1項目が消えて第2項目から残るため，誤差は O(h2)となる。誤差を O(h3)以下にするため次の連立方程式を
解き s，tの値を求めればよい。
ー
? ?
??????
?
?
? ??
?，?? ?
? ? ? ?
?? ? ? ?
s < tに注意してこれを解くと
3-f3 3+f3 
6 
となる。 このとき第3項目まで同時に消えて誤差は O(h4) となり，証明が終る。
6.ランダムな3点から作られる近翻平均値の公式
定理5. 任意の s，t，uE[O，l] (s<t<u)に対し，平均値の近似公式 M山 (j)を次の式で定義する。
Zstu(/)=4土{t(Xjー1+sh)+ j(Xj_1 +th)+ j(Xjー1+uh)} 
J/l- i=l 
このとき，M(j) M 山 (j)の聞に次のような関係が成り立つ。
M s，t，u (j) + O(h) 
? ??????
Mιt，u (j) + O(h2) s+t+u =五
M(j) = 
M s，t，u (j) + 0ゅう s+t+u = %，S2 +t2 +U2 = 1 
U2子巧2ヂ(j)+ O(h4) 
証明a Ms，t，u(か寺会U糾 1+sh)+ j(Xト1+t，川匂 1+uh)} 
において，j(Xj_1 +sh)，j(xj_1 +th)，j(Xjー1+uh)をそれぞれTaylor展開すると，
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~ f"f'f '¥. i ...t. '¥ 7_ 1"1 _~ '¥. (S2 +t2 +u2)h2 
M s，t，u (f)ニずるPf(xiー])+(s+l+榊 fkl)+ 21 fw(Xzー]) 
一一 τ:il
(S3 +t3 +u3)h3 L'WI/._ '¥. (S4 +t4 +u4)h4() 
31fm(Xtーl)+41f11x xー1)+
Sk-I + tk-1 + Uk-1 )hk-l はー 1)/_. '¥.n/1.k，l f(k-1) (Xi_1) + Q(hk)ト
(k-l)! V' ，-" "1 
一(S2+t2 +u2)h2 = M(f) + -， : . .h. M(f') + ¥- ..~ ~." ，. M(f") 
3・2!
(S3+t3+U3)h3ー附(S4+t4 +u4)h4ー(4) M(f"') + ¥- ..~ '.:' /" M(f¥q)) + 
3.3! w ， 3・41
(Sk-1 + tk-1 + Ukつがー lー (k-1) M(f(k-1))+O(hk) 
3・(k-1)1 
この近似式 M山 (f)と真の平均値 M(f)との誤差は
一 -:-;:-_ ^' hー が-:-;:-， ~ a， h3 -:;:-， ~ _， hk-1ー ル日 b 
M(f)-M山 (f)= M (f) + :.M (f') + ~ M (f") + ~ M (f"') + … +~M(f(ト1))十O(hk)
21 w' 3! w' 41 W / k! 
fu/L'" s+t+u1. U/L"¥'， (S2+t2+u2)h2u -iM(f)+一τ~h.M(f') + ¥- ._ ~." ，" M(fW) I ，. - 3 ，. - 3・2!
(S3+t3+U3)h3ー附(S4+t4+u4)h4ー (4)M(f"') + ¥- ，._ '.:' /" M(f¥qJ) + 
3・3! W ， 3・4!
(Sk-I + tkーl+uk勺hkーlー (k-1h， /o/1.k， 1
M(f(k-1)) + O(hk)ト
3・(k-1)! W ， 'J 
世-中川(fF)+(i-S2777
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(1 Sk-1 +tkー1+ukー1ì~ h-_1 ー {[，._1、 (1 s3十t3十 U3iっー
+|--V-1.M(fw-ij)+|-lh3M(fm)+ 
~ k! 3・(k-1)!) ，~/ ~ 4! 3. 3! ) 
ここで， s+t+u手元 のとき，上の式で右辺の第 1項が残り s 誤差は O(めとなる。 また
s+t+u二五のとき，上の式で右辺の第l項目が消えて第2項目以降が残り誤差は O(的となる。 さらに
s+t+u = % かつ S2+t2+U2ニ 1 が成り立てば第2項目までが消えて第3項目以降が残り誤差は O(h3)
となる。 誤差を O(h4) 以下にするため次の連立方程式を解き s，t，u の値を求めればよい。
s+t+u =五
2 . ，2. 2 唱s~+r+u~=l 
? ?
????
s<t<uに注意しこれを解くと，s，t，u は以下のように定まる。
2-.fi 
s=一一ー一一一
4 2 
2+.fi 
u=一一一一一一
4 
以上で定理は証明された。
注意. 一般に分点の個数を増やすと近似平均値の公式の精度は高まると予想される。
比較すると最良の 2点の近似公式と 3点の近似公式の精度が一致することが分かつた。
個数を増やすだけが誤差を少なくする最良の方法とは必ずしも言えないということになる。
ところが定理4と5を
以上の結果より，分点の
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