Introduction
See the next section for terminology.
A modular invariance equation for an association scheme was introduced by Bannai [1] in connection with fusion algebras of conformal field theory. It takes the form (P T ) 3 = I , where P denotes the eigenmatrix of a self-dual association scheme and T is a diagonal matrix solution. Modular invariance equations play important roles in the theory of spin models introduced by Jones [9] . Recently, it was shown in [8] that every spin model can be constructed from a solution of the modular invariance equation of a self-dual association scheme. In fact, some interesting spin models can be constructed on association schemes with P-polynomial property (e.g. the HigmanSims graph [7] and the Hadamard graphs [10] , see also [4] for more examples). So, in this paper, we restrict our attention to self-dual distance-regular graphs. For this case, it is known that the modular invariance equation has at most 12 solutions [5] .
In the present paper, we prove the following property of T . 
Remark. The assumption 'non-bipartite' is essential. In fact, we have counterexamples when = C 4 (4-cycle) or is the doubled Higman-Sims graph (see [4, Section 9] ). The bipartite self-dual distance-regular graphs have been completely classified (see [11, 12] ).
Preliminaries
In this section, we review some basic materials for distance-regular graphs. For more details, the reader is referred to [2, 3] . A connected graph is said to be distance-regular if there are integers p i,j , i, j, = 0, . . . , d, such that for any two vertices x, y at distance = ∂(x, y) there are precisely
The number k i of vertices at distance i from a fixed vertex is called the ith valency, and satisfies
The ith adjacency matrix A i of , which is defined by 
is said to be self-dual if P 2 = nI holds for some ordering of θ 1 , . . . , θ d . Selfduality implies (see [3, 2.2.1])
From (1), (4) with i = r = 1 and (5), we obtain
Proof of Theorem 1
Let be a self-dual distance-regular graph with the eigenmatrix P with P 2 = nI . Let T = diag[t 0 , . . . , t d ] be a diagonal matrix which satisfies (P T ) 3 
Putting j = 0, this implies
From (6) and (10), we obtain
Using (9), this becomes
Putting j = 1, and using (3), this implies
where we assign an arbitrary non-zero value to t d+1 . Since T = n −1 T −1 satisfies (P T ) 3 = I , we also have
Now we set
x i = t i t −1 i−1 (i = 1, . . . ,
d).
Then the above equations become
and
From (10) and (11) with i = d, we have
Multiplying both sides, we obtain
and so
Here we claim that θ d = 0. We have Thus we obtain
Hence
1 ∈ R, so that either |x 1 | = 1 or x 1 ∈ R holds. If x 1 ∈ R, then we can show x i ∈ R (i = 2, . . . , d) by induction using (10) . This implies t i /t 0 ∈ R (i = 2, . . . , d) and hence (i) holds.
Next we assume |x 1 | = 1. In this case we have 
Then we obtain x i + x 
