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GOWERS NORMS CONTROL DIOPHANTINE INEQUALITIES
ALED WALKER
Abstract. A central tool in the study of systems of linear equations with integer
coefficients is the Generalised von Neumann Theorem of Green and Tao. This theo-
rem reduces the task of counting the weighted solutions of these equations to that of
counting the weighted solutions for a particular family of forms, the Gowers norms
‖f‖Us+1[N ] of the weight f . In this paper we consider systems of linear inequalities
with real coefficients, and show that the number of solutions to such weighted dio-
phantine inequalities may also be bounded by Gowers norms. Further, we provide
a necessary and sufficient condition for a system of real linear forms to be governed
by Gowers norms in this way. In a forthcoming paper we will discuss the case in
which the weights are unbounded but suitably pseudorandom, with applications to
counting the number of solutions to diophantine inequalities over the primes.
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1. Introduction
Diophantine inequalities are a vast and varied topic in analytic number theory (see
[2], say). We will focus on a particular class of problems, which are of the following
general form. Let A be a set of integers, let ε be a positive parameter, and let L be an
m-by-d real matrix, with d > m + 1. One may ask whether there are infinitely many
solutions to
‖La‖∞ 6 ε (1.1)
with all the coordinates of a lying in A. Further, letting N be a natural number, one
might seek an asymptotic formula (as N tends to infinity) for the number of such so-
lutions that satisfy ‖a‖∞ 6 N . Much is known about this problem for certain special
sets A (see [1, 7, 18, 20, 21, 22]), in particular for the image sets of polynomials. This
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is discussed in section 2. However, as far we are aware, the situation has not before
been considered in such generality.
The other focus of this paper will be Gowers norms. These norms were introduced
around twenty years ago, as part of Gowers’ proof of Szemeredi’s Theorem [10], and
since then they have become a fundamental tool in additive combinatorics and in
analytic number theory. Their basic theory is covered in [12] and [24], and we recall
the main definitions and properties in Appendix A of this paper.
One particular application of Gowers norms is to the study of linear equations with
rational coefficients. Indeed, the study of such systems was greatly enhanced by the
introduction, by Green and Tao in [13, 15], of a powerful and wide-ranging technique,
known as a ‘Generalised von Neumann Theorem’, which can be used to show that
Gowers norms are, in some sense, ‘universal’ over all such linear systems: this is
[15, Theorem 7.1], and we recall a similar version in Theorem 1.1. It was using this
technique, in combination with a deep study of the inverse theory of Gowers norms,
that those authors and Ziegler managed to prove that, generically, m+2 prime variables
are adequate to obtain an asymptotic formula for the number of prime solutions to m
linear equations with rational coefficients, rather than the 2m + 1 variables required
by the circle method.
Our motivation for trying to combine Gowers norms and diophantine inequalities
was the potential of using these ideas to understand (1.1) when A is the set of primes.
However, the purpose of this paper is rather to develop a theory for diophantine in-
equalities weighted by bounded functions (as opposed to inequalities weighted by the
von Mangoldt function). Many additional technical difficulties occur for the primes,
and we choose to present a separate paper on these issues.
Notation: We will use standard asymptotic notation O, o, and Ω. We do not, as is
sometimes the convention, for a function f and a positive function g choose to write
f = O(g) if there exists a constant C such that |f(N)| 6 Cg(N) for N sufficiently
large. Rather we require the inequality to hold for all N in some pre-specified range. If
N is a natural number, the range is always assumed to be N unless otherwise specified.
(For us, 0 /∈ N).
It will be a convenient shorthand to use these symbols in conjunction with minus
signs. So, by convention, we determine that expressions such as −O(1),−o(1),−Ω(1)
are negative, e.g. N−Ω(1) refers to a term N−c, where c is some positive quantity
bounded away from 0 as the asymptotic parameter tends to infinity. It will also be
convenient to use the Vinogradov symbol ≪, where for a function f and a positive
function g we write f ≪ g if and only if f = O(g). We write f ≍ g if f ≪ g and
g ≪ f . We also adopt the κ notation from [15]: κ(x) denotes any quantity that tends
to zero as x tends to zero, with the exact value being permitted to change from line
to line.
All the implied constants may depend on the dimensions of the underlying spaces.
These will be obvious in context, and will always be denoted by m, d, h, or s (or, in the
case of Proposition 6.7, by n). If an implied constant depends on other parameters,
we will denote these by subscripts, e.g. Oc,C,ε(1), or f ≍ε g.
If N is a natural number, we use [N ] to denote {n ∈ N : n 6 N}, whereas [1, N ]
will be reserved for the closed real interval. For x ∈ R, we write [x] := ⌊x+ 1
2
⌋ for the
nearest integer to x, and ‖x‖ for |x− [x]|. This means that there is slight overloading
of the notation [N ], but the sense will always be obvious in context. When other
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norms are present, we may write ‖x‖R/Z for ‖x‖ to avoid confusion. For x ∈ Rm, we
let ‖x‖Rm/Zm denote supi |xi − [xi]|.
We always assume that the vector space Rd is written with respect to the standard
basis. If X, Y ⊂ Rd for some d, we define
dist(X, Y ) := inf
x∈X,y∈Y
‖x− y‖∞.
If X is the singleton {x}, we write dist(x, Y ) for dist({x}, Y ). By identifying sets of
m-by-d matrices with subsets of Rmd (by identifying the coefficients of the matrices
with coordinates in Rmd), we may also define dist(X, Y ) when X and Y are sets of
matrices of the same dimensions. We will consider a linear map L : Rd −→ Rm to be
synonymous with the m-by-d matrix that represents L with respect to the standard
bases. The norm ‖L‖∞ will refer to the maximum absolute value of the coefficients of
this matrix.
We let ∂(X) denote the topological boundary of a set X ⊂ Rd. If A and B are two
sets with A ⊆ B, we let 1A : B −→ {0, 1} denote the indicator function of A. (The
relevant set B will usually be obvious from context). The notation for logarithms, log,
will always denote the natural log. For θ ∈ R we also adopt the standard shorthand
e(θ) to mean e2piiθ.
In section 8, if x ∈ Rd and if a and b are two subscripts with 1 6 a 6 b 6 d, we use
the notation xba to denote the vector (xa, xa+1, · · · , xb)T ∈ Rb−a+1.
Returning to our introduction, consider the following theorem of Green and Tao,
which applies Gowers norms to bound the number of solutions to equations with integer
coefficients. A more general version of this theorem is a critical tool in those authors’
work on linear equations in primes ([15]).
Theorem 1.1 (Generalised von Neumann Theorem for rational forms (non-quantita-
tive)). Let N,m, d be natural numbers, satisfying d > m+ 2. Let L be an m-by-d real
matrix with integer coefficients, with rank m. Suppose that there does not exist any
non-zero row-vector in the row-space of L that has two or fewer non-zero coordinates.
Then there is some natural number s at most d − 2 that satisfies the following. Let
f1, · · · , fd : [N ] −→ [−1, 1] be arbitrary functions, and suppose that
min
j
‖fj‖Us+1[N ] 6 ρ
for some parameter ρ in the range 0 < ρ 6 1. Then
1
Nd−m
∑
n∈[N ]d
Ln=0
d∏
j=1
fj(nj)≪L ρΩ(1) + oρ(1).
Theorem 1.1 is implicit in [15] but it is not explicitly stated in that paper, the au-
thors’ focus being on results over primes. We will later require a quantitative version
(Theorem 4.2), at which point we will describe fully how to extract these statements
from [15].
At first sight the non-degeneracy condition in the statement of Theorem 1.1, con-
cerning the row-space of L, may seem a little unnatural. However, it is actually a
necessary condition for Gowers norms to be used in this way (as we show later in
Theorem 2.12).
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The main result of this paper (Theorem 2.10) will generalise Theorem 1.1 to the
setting of diophantine inequalities. Because we take care to record the quantitative
dependencies of the error terms, Theorem 2.10 is rather technical to state. Fortunately,
it admits a corollary that is much more transparent. This corollary is strong enough
to give our main application (an application to cancellation of the Mo¨bius function,
see Corollary 1.11).
Corollary 1.2. Let N,m, d be natural numbers, satisfying d > m + 2, and let ε be
a positive parameter. Let L : Rd −→ Rm be an m-by-d real matrix, with rank m.
Suppose that there does not exist any non-zero row-vector in the row-space of L that
has two or fewer non-zero coordinates. Then there is some natural number s at most
d− 2, independent of ε, such that the following is true. Let f1, . . . , fd : [N ] −→ [−1, 1]
be arbitrary functions, and suppose that
min
j
‖fj‖Us+1[N ] 6 ρ,
for some parameter ρ in the range 0 < ρ 6 1. Then∣∣∣ 1
Nd−m
∑
n∈[N ]d
‖Ln‖∞6ε
( d∏
j=1
fj(nj)
)∣∣∣≪L,ε ρΩ(1) + oρ,L(1).
We can provide detailed information about how the implied constant and the oρ,L(1)
term depend on L, but we defer those technicalities to Theorem 2.10.
Note that if L has integer coefficients then, by picking ε small enough, Corollary 1.2
immediately implies Theorem 1.1.
Also note that, due to the nested property of Gowers norms (see Appendix A),
Corollary 1.2 may be fruitfully applied under the hypothesis minj ‖fj‖Ud−1[N ] 6 ρ.
Let us illustrate Corollary 1.2 with some examples.
Example 1.3 (Three-term irrational AP). The first example could have been proved
by Davenport and Heilbronn using the methods of [7], but we include it here to demon-
strate the simplest case in which Corollary 1.2 applies. Let
L :=
(
1 −√2 −1 +√2
)
.
Then m = 1 and d = 3, and manifestly there does not exist any non-zero row-vector
in the row-space of L that has two or fewer non-zero coordinates.
Therefore Corollary 1.2 applies, and so, if f1, f2, f3 : [N ] −→ [−1, 1] are three
functions satisfying minj ‖fj‖U2[N ] 6 ρ for some ρ in the range 0 < ρ 6 1, we have∣∣∣ 1
N2
∑
n1,n2,n36N
|n1−
√
2n2+(−1+
√
2)n3|6ε
f1(n1)f2(n2)f3(n3)
∣∣∣≪ε ρΩ(1) + oρ(1). (1.2)
The statement (1.2) admits a different interpretation, which some readers may find
more natural, that of counting the number of occurrences of a certain irrational pattern:
a ‘three-term irrational arithmetic progression’. Indeed, recall that for θ ∈ R we
let [θ] denote ⌊θ + 1
2
⌋, i.e. the nearest integer to θ. Then for any three functions
f1, f2, f3 : [N ] −→ [−1, 1], we make the definition
T (f1, f2, f3) :=
1
N2
∑
x,d∈Z
f3(x)f2(x+ d)f1([x+
√
2d]). (1.3)
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Informally speaking, T counts the number of near-occurrences of the pattern (x, x +
d, x +
√
2d), weighted by the functions fj . By a simple change of variables n1 =
[x+
√
2d], n2 = x+ d, n3 = x, and noting that x+
√
2d /∈ 1
2
Z, we see
T (f1, f2, f3) =
1
N2
∑
n1,n2,n36N
|n1−
√
2n2+(−1+
√
2)n3|6 12
f1(n1)f2(n2)f3(n3). (1.4)
By (1.2), this means
|T (f1, f2, f3)| ≪ ρΩ(1) + oρ(1), (1.5)
provided minj ‖fj‖U2[N ] 6 ρ.
One can use these results to count the number of near-occurrences of the pattern
(x, x+d, x+
√
2d) in a Fourier-uniform set, which we do in Corollary 1.4 below. Indeed,
suppose that A is a subset of [N ] with |A| = αN . Let
fA := 1A − α1[N ] (1.6)
be its so-called ‘balanced function’. By the usual telescoping trick, T (1A, 1A, 1A) is
equal to
T (α1[N ], α1[N ], α1[N ]) + T (fA, α1[N ], α1[N ]) + T (1A, fA, α1[N ]) + T (1A, 1A, fA). (1.7)
Bounding the final three terms using ‖fA‖U2[N ], and using the relation (1.4), one may
establish that
1
N2
∑
x,d∈Z
1A(x)1A(x+ d)1A([x+
√
2d])
is equal to
α3
N2
∑
x,d∈Z
1[N ](x)1[N ](x+ d)1[N ]([x+
√
2d]) +O(ρΩ(1)) + oρ(1), (1.8)
provided ‖fA‖U2[N ] 6 ρ. If ‖fA‖U2[N ] = o(1) then, by picking ρ = ρ(N) to be a quan-
tity that tends to zero suitably slowly as N tends to infinity, the error term in (1.8)
can be made to be o(1).
For bounded functions, the U2-norm is closely related to the Fourier transform.
Indeed, we say that A is Fourier-uniform if its balanced function fA satisfies
sup
θ∈[0,1]
∣∣∣ 1
N
∑
n6N
fA(n)e(nθ)
∣∣∣ = o(1),
and it is a standard result (see [24, Exercise 1.3.18]) that A is Fourier uniform if and
only if ‖fA‖U2[N ] = o(1). Therefore expression (1.8), and the remarks following it,
imply the following corollary.
Corollary 1.4 (Fourier uniform set). Let N be a natural number, and let β ∈ R \Q.
If A is a Fourier-uniform subset of [N ], with |A| = αN , then
1
N2
∑
x,d∈Z
1A(x)1A(x+ d)1A([x+ βd])
is equal to
α3
N2
∑
x,d∈Z
1[N ](x)1[N ](x+ d)1[N ]([x+ βd]) + oβ(1).
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Example 1.5. Let
L :=
(
1 0 −√2 −1 +√2
0 1 −√3 −1 +√3
)
. (1.9)
We verify that the non-degeneracy condition from Corollary 1.2 is satisfied. Indeed,
when L is an m-by-m+ 2 matrix, elementary linear algebra shows that there exists a
non-zero row-vector in the row-space of L that has two or fewer non-zero coordinates
if and only if there exists some m-by-m submatrix of L that has determinant zero.
With L as in (1.9), we see that none of the 6 determinants of the 2-by-2 submatrices
are zero, and hence Corollary 1.2 applies.
Let N be a natural number, and let f1, f2, f3, f4 : [N ] −→ [−1, 1] be arbitrary
functions. Then
1
N2
∑
n∈[N ]4
‖Ln‖∞6 12
( 4∏
j=1
fj(nj)
)
=
1
N2
∑
x,d∈Z
f4(x)f3(x+ d)f1([x+
√
2d])f2([x+
√
3d]).
Corollary 1.2 controls the left-hand side of this expression.
We can summarise the previous two examples in the following general corollary.
Corollary 1.6. Let s be a natural number, and let θ1, . . . , θs ∈ R be pairwise distinct
irrational numbers. Let N be a natural number, and let A be a subset of [N ] with
|A| = αN . Suppose that ‖fA‖Us+1[N ] = o(1). Then
1
N2
∑
x,d∈Z
1A(x)1A(x+ d)
( s∏
i=1
1A([x+ θid])
)
(1.10)
is equal to
αs+2
N2
∑
x,d∈Z
1[N ](x)1[N ](x+ d)
( s∏
i=1
1[N ]([x+ θid])
)
+ o(1),
where the o(1) error term may depend on θ1, . . . , θs.
Proof. Apply Corollary 1.2 to the s-by-s+ 2 matrix
L =
(
I −θ −1 + θ) ,
where I denotes the identity matrix and θ denotes the vector (θ1, · · · , θs)T ∈ Rs. 
We comment that the infinitary theory of patterns such as (1.10) was previously
considered in [19], albeit in the different language of ergodic theory. In particu-
lar, an easy deduction from [19, Theorem B] shows that all sets of natural num-
bers with positive upper Banach density contain infinitely many copies of the pattern
(x, x+d, [x+
√
2d], [x+
√
3d]). Yet from [19] one cannot recover any statement that has
the generality of Corollary 1.2, nor any asymptotic formula that holds in the Gowers
uniform cases (as we deduced above).
Corollary 1.2 has immediate consequences for counting solutions to diophantine
inequalities weighted by explicit bounded pseudorandom functions. In particular there
is the following natural analogue of [15, Proposition 9.1].
Corollary 1.7 (Mo¨bius orthogonality). Let N,m, d be natural numbers satisfying d >
m + 2, and let ε be a positive parameter. Let L : Rd −→ Rm be an m-by-d real
matrix, with rank m. Suppose that there does not exist any non-zero row-vector in the
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row-space of L that has two or fewer non-zero coordinates. Let µ denote the Mo¨bius
function. Then ∑
n∈[N ]d
‖Ln‖∞6ε
µ(n1)
( d∏
j=2
fj(nj)
)
= oL,ε(N
d−m)
for any bounded functions f2, · · · , fd : [N ] −→ [−1, 1]. The same is true with µ replaced
by the Liouville function λ.
Proof. This follows immediately from Corollary 1.2 and the deep facts (stated in [15],
proved in [16] and [17]) that ‖µ‖Us+1[N ] = os(1) and ‖λ‖Us+1[N ] = os(1). 
For example, Corollary 1.7 implies that∑
n∈[N ]4
n1−n2=n2−n3
|(n2−n3)−
√
2(n3−n4)|6 12
µ(n1)µ(n2)µ(n3)µ(n4) = o(N
2). (1.11)
There are of course many such examples; we chose (1.11) to emphasise that one can
choose configurations that combine rational and irrational relations.
Acknowledgements: We would like to thank an anonymous referee, for their very
careful reading of an earlier version of this work, and Ben Green, for his advice and
comments. We also benefited from conversations with Sam Chow and Trevor Wooley.
Parts of the paper were completed while the author was a Programme Associate at the
Mathematical Sciences Research Institute in Berkeley, who provided excellent working
conditions. During part of the work the author was supported by EPSRC grant no.
EP/M50659X/1.
2. Historical background and the main theorem
The aim of this section is to state Theorem 2.10: our main result, and a fully
quantitative version of Corollary 1.2. We will also state a partial converse to this
theorem; this will be Theorem 2.12.
Before doing this, let us take the opportunity to recall some of the main classical
results in the area. As we have already remarked, much is known about the inequality
(1.1) for certain special sets A, particularly when m = 1. If A is the set of squares,
say, it was shown by Davenport and Heilbronn in [7] that there are infinitely many
solutions to (1.1) for m = 1 and d = 5, i.e. infinitely many solutions to
|λ1n21 + λ2n22 + λ3n23 + λ4n24 + λ5n25| 6 ε,
provided the coefficients λi are non-zero, not all of the same sign, and not all in pairwise
rational ratio. Their work also proves the same result for kth powers, provided that
the number of variables is at least 2k + 1. The method is Fourier-analytic, replacing
the interval [−ε, ε] with a smooth cut-off and expressing the solution count via the
inversion formula. See [6, Chapter 20], [26, Chapter 11]. Freeman [9] refined the
minor-arc analysis from [7] to obtain asymptotic formulas for the number of solutions
where ni 6 N for every i. The number of variables required was subsequently reduced
by Wooley in [28].
Of course there is much more work on such polynomial questions, only tangentially
related to this paper, i.e. Margulis’ solution to the Oppenheim Conjecture [18], and the
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subsequent quantitative versions given by Bourgain [3]. Regarding questions with m >
2, Parsell [22] considered the case of A being the kth powers, with Mu¨ller [20] developing
a refined result in the case of inequalities for general real quadratics. Mu¨ller’s main
result imposes a technical hypothesis on the so-called ‘real pencil’ of the quadratic
forms under consideration: we will return to this issue when considering the technical
details of our main theorem (Theorem 2.10).
These questions have also been asked when A is the set of prime numbers, and may
be tackled using similar analytic tools. A result first claimed in [1] by Baker1 states
that for any fixed positive ε there exist infinitely many triples of primes (p1, p2, p3)
satisfying
|λ1p1 + λ2p2 + λ3p3| 6 ε, (2.1)
assuming again that the coefficients λi are non-zero, not all of the same sign, and not all
in pairwise rational ratio. Parsell [21] then used a similar refinement to that of Freeman
to prove a lower bound2 on the number of solutions to (2.1) satisfying p1, p2, p3 6 N .
This bound had the expected order of magnitude, namely εN2(logN)−3.
These analytic approaches ultimately rely on establishing tight mean-value estimates
for certain exponential sums, and thus require a large enough number of variables for
such estimates to hold. In the case of primes, say, for m inequalities the method of
Parsell will yield an asymptotic for the number of solutions to (1.1) in prime variables
provided d > 2m + 1 (at least for generic L). In preparation, we have a paper [27]
that reaches the same conclusion under the weaker hypothesis d > m+ 2 (provided L
has algebraic coefficients).
Having introduced the background of this work, we can begin to build up the nec-
essary notation required in order to state the main theorem (Theorem 2.10). First, let
us introduce a multilinear form that will count solutions to a general version of (1.1).
Definition 2.1. Let N,m, d be natural numbers, and let L : Rd −→ Rm be a linear
map. Let F : Rd −→ [0, 1] and G : Rm −→ [0, 1] be two functions, with F supported
on [−N,N ]d and G compactly supported. Let f1, · · · , fd : [N ] −→ [−1, 1] be arbitrary
functions. We define
TLF,G,N(f1, · · · , fd) :=
1
Nd−m
∑
n∈Zd
( d∏
j=1
fj(nj)
)
F (n)G(Ln).
The normalisation factor of Nd−m is appropriate; we will show in Lemma 3.2 that
TLF,G,N(f1, · · · , fd)≪G 1.
Now let us introduce the appropriate notions of ‘non-degeneracy’. These will be
needed in order to appropriately quantify the Gowers norm relations in the main
theorem (Theorem 2.10).
Definition 2.2 (Rank varieties). Let m, d be natural numbers satisfying d > m + 1.
Let Vrank(m, d) denote the set of all linear maps L : R
d −→ Rm whose rank is less than
m. We call Vrank(m, d) the rank variety.
1In fact Baker proved a slightly different result, writing in [1] that the result we quote here followed
easily from the then-existing methods. A proof does not seem to have been written down until Parsell
[21].
2An asymptotic formula for the number of solutions follows very easily from Parsell’s work, though
does not appear to be present in the literature.
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Let V globalrank (m, d) denote the set of all linear maps L : R
d −→ Rm for which there
exists a standard basis vector of Rd, say ei, for which L|span(ej:j 6=i) has rank less than
m. We call V globalrank (m, d) the global rank variety.
We remark that V globalrank (m, d) contains Vrank(m, d).
The next notion is a rephrasing of the non-degeneracy condition that appeared in
Corollary 1.2 and Theorem 1.1.
Definition 2.3 (Dual degeneracy variety). Let m, d be natural numbers satisfying
d > m+ 2. Let e1, · · · , ed denote the standard basis vectors of Rd, and let e∗1, · · · , e∗d
denote the dual basis of (Rd)∗. Then let V ∗degen(m, d) denote the set of all linear maps
L : Rd −→ Rm for which there exist two indices i, j 6 d, and some real number λ,
such that ei
∗−λej∗ is non-zero and (ei∗−λej∗) ∈ L∗((Rm)∗). We call V ∗degen(m, d) the
dual degeneracy variety.
Though defined as sets of linear maps, by fixing bases we can view Vrank(m, d) and
V ∗degen(m, d) as sets of matrices. In that language, one can easily verify that an m-by-d
matrix L is in V ∗degen(m, d) precisely when there exists a non-zero row-vector in the
row-space of L that has two or fewer non-zero coordinates. The formulation in terms
of dual spaces will be particularly convenient for some of the algebraic manipulations
in section 4, however. We remark that V ∗degen(m, d) contains V
global
rank (m, d).
If L : Rd −→ Rm is a surjective linear map, it is certainly true that span(L(Zd)) =
Rm. But L(Zd) needn’t be dense in Rm, as it may satisfy some rational relations.
Definition 2.4 (Rational dimension, rational map, purely irrational). Let m and d be
natural numbers, with d > m+1. Let L : Rd −→ Rm be a surjective linear map. Let u
denote the largest integer for which there exists a surjective linear map Θ : Rm −→ Ru
for which ΘL(Zd) ⊆ Zu. We call u the rational dimension of L, and we call any map
Θ with the above property a rational map for L. We say that L is purely irrational if
u = 0.
For example, suppose that L : R4 −→ R2 is the linear map represented by the
matrix
L :=
(
1 0 −√2 −√3 + 1
0 1 5
√
2 5
√
3
)
.
If Θ : R2 −→ R is given by the matrix
Θ :=
(
5 1
)
,
then ΘL(Z4) ⊆ Z, and in fact ΘL(Z4) = Z. So the rational dimension of L is at
least 1. But the rational dimension of L cannot be 2, as if there were a surjective
map Θ : R2 −→ R2 such that ΘL(Z4) ⊆ Z2 then L(Z4) would be the subset of a
2-dimensional lattice, which it is not. So the rational dimension of L is equal to 1.
Earlier in this section we remarked that Mu¨ller, in the work [20], imposed a technical
hypothesis on the so-called ‘real pencil’ of the quadratic forms under consideration.
In our language, Mu¨ller was trying find conditions for when TLF,G,N(f1, · · · , fd) > 0 in
the case where the functions fj are supported on the image of quadratic monomials.
In this language, one of the hypotheses he imposes on L is exactly that L should be
purely irrational. We work in a more general framework, considering all L, including
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those that are not purely irrational. As will become apparent, this is a significantly
more complicated setting.
In our definition of rational dimension, there is some flexibility over the exact choice
of map Θ. The next lemma identifies an invariant.
Lemma 2.5. Let m and d be natural numbers, with d > m + 1. Let L : Rd −→ Rm
be a surjective linear map, and let u be the rational dimension of L. Then if Θ1,Θ2 :
Rm −→ Ru are two rational maps for L, ker Θ1 = kerΘ2.
Proof. Suppose that Θ1,Θ2 : R
m −→ Ru are two rational maps for L for which ker Θ1 6=
kerΘ2. Then consider the map (Θ1,Θ2) : R
m −→ R2u. The kernel of this map has
dimension at most m − u − 1, as it is the intersection of two different subspaces of
dimension m− u. Therefore the image has dimension at least u+ 1.
Also, ((Θ1,Θ2) ◦ L)(Zd) ⊆ Z2u. Let Φ be any surjective map from im((Θ1,Θ2)) to
Ru+1 for which Φ(Z2u ∩ im((Θ1,Θ2))) ⊆ Zu+1. Then Φ ◦ (Θ1,Θ2) : Rm −→ Ru+1 is
surjective and (Φ ◦ (Θ1,Θ2) ◦ L)(Zd) ⊆ Zu+1. This contradicts the definition of u as
the rational dimension. 
The quantitative aspects of such relations will be required in order to properly state
the main theorem (Theorem 2.10). Recall that for all linear maps between vector
spaces of the form Ra, we identify them with their matrix representation with respect
to the standard bases. Also recall that for a linear map Θ : Rm −→ Ru, we use ‖Θ‖∞
to denote the maximum absolute value of the coefficients of its matrix.
Definition 2.6 (Rational complexity). Let m and d be natural numbers, with d >
m + 1. Let L : Rd −→ Rm be a surjective linear map, and let u denote the rational
dimension of L. We say that L has rational complexity at most C if there exists a
map Θ that is a rational map for L and for which ‖Θ‖∞ 6 C.
If L is purely irrational, then L has rational complexity 0.
A linear map with maximal rational dimension is equivalent to a linear map with
integer coefficients, in the following sense:
Lemma 2.7. Let m and d be natural numbers, with d > m + 1. Let L : Rd −→ Rm
be a surjective linear map, and suppose that L has rational dimension m and rational
complexity at most C. Then there exists an invertible m-by-m matrix Θ and an m-
by-d matrix S with integer coefficients such that, as matrices, ΘL = S. Furthermore,
‖Θ‖∞ 6 C.
Proof. Let Θ : Rm −→ Rm be a rational map for L for which ‖Θ‖∞ 6 C. 
We will use this lemma in section 4, to reduce the study of maps L with maximal
rational dimension to the study of maps L with integer coefficients, which were con-
sidered in [15] (see Theorems 1.1 and 4.2).
We must quantify the rational relations in a second way. Indeed, L might have
rational dimension u but be extremely close to having rational dimension at least u+1,
in the sense that there might exist some surjective linear map Θ : Rm −→ Ru+1 such
that the matrix of ΘL is very close to having integer coefficients. This phenomenon,
essentially a notion of diophantine approximation, will also have a quantitative effect
on our final bounds. We introduce the following definition:
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Definition 2.8 (Approximation function). Let m and d be natural numbers, with
d > m+1. Let L : Rd −→ Rm be a surjective linear map, and let u denote the rational
dimension of L. Let Θ : Rm −→ Ru be any rational map for L. Suppose that u 6 m−1.
We then define the approximation function of L, denoted AL : (0, 1]× (0, 1] −→ (0,∞)
by
AL(τ1, τ2) := inf
ϕ∈(Rm)∗
dist(ϕ,Θ∗((Ru)∗))>τ1
‖ϕ‖∞6τ−12
dist(L∗ϕ, (Zd)T ),
where (Zd)T denotes the set of those ϕ ∈ (Rd)∗ that have integer coordinates with
respect to the standard dual basis.
If u = m, we define AL(τ1, τ2) to be identically equal to τ1.
Let us unpack this definition, before giving some examples. Firstly, note that the
definition is independent of the choice of Θ. Indeed, Θ∗((Ru)∗) = (ker Θ)◦ which, by
Lemma 2.5, is independent of Θ. Regarding the notion ‘dist’, we remind the reader
that we consider a-by-b matrices M as elements of Rab, simply by identifying the
coefficients of M with coordinates in Rab. The ℓ∞ norm and the dist operator may
then be defined on matrices, i.e. if V is a set of a-by-b matrices, and L is an a-by-b
matrix, then
dist(L, V ) := infL′∈V ‖L− L′‖∞.
In this instance we are working with 1-by-d matrices, i.e. elements of (Rd)∗.
Let us consider a simple example. Suppose that, as a matrix,
L :=
(
1 −√2 −1 +√2) , (2.2)
as in Example 1.3. Then AL(τ1, τ2) is equal to
inf
k∈R:τ16|k|6τ−12
max(‖k‖R/Z, ‖ − k
√
2‖R/Z, ‖ − k + k
√
2‖R/Z).
We claim that
AL(τ1, τ2)≫ min(τ1, τ2).
Indeed, we know that, for all q ∈ N, ‖q√2‖R/Z > 1/(10q). This is the statement
that
√
2 is a badly approximable irrational. The proof is straightforward: if there were
some natural number p for which |q√2− p| < 1/(10q), then
1 6 |2q2 − p2| <
√
2
10
+
p
10q
<
√
2
5
+
1
10
,
which is a contradiction.
Suppose first that ‖k‖R/Z 6 τ2/100 and 1/2 6 |k| 6 τ−12 . Then, replacing k by [k]
(the nearest integer to k), we can conclude that
max(‖ − k
√
2‖R/Z, ‖ − k + k
√
2‖R/Z) > ‖[k]
√
2‖R/Z − τ2
50
>
1
10[k]
− τ2
50
>
1
10τ−12 + 10
− τ2
50
≫ τ2.
Otherwise, one has
‖k‖R/Z ≫ min(τ1, τ2).
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Therefore,
AL(τ1, τ2)≫ min(τ1, τ2)
as claimed.
Such a function is clearly rather tame. In fact, it is not too difficult to show that if
L is an m-by-d matrix with rank m and with algebraic coefficients, then
AL(τ1, τ2)≫L min(τ1, τOL(1)2 ), (2.3)
where the OL(1) term in the exponent depends on the algebraic degree of the coeffi-
cients3 of L. We shall sketch a proof of this statement in section E. In general, however,
AL(τ1, τ2) could tend to zero arbitrarily quickly as τ2 tends to zero, for example in the
case when L =
(
1 −λ −1 + λ) and λ is a Liouville number (an irrational number
that may be very well approximated by rationals).
Yet, however fast AL(τ1, τ2) decays, we have the following critical claim:
Claim 2.9. For all permissible choices of L, τ1 and τ2 in Definition 2.8, AL(τ1, τ2) is
positive.
Proof. Let u be the rational dimension of L. Without loss of generality we may assume
that u 6 m−1. Then, for all ϕ ∈ (Rm)∗\Θ∗((Ru)∗) we have that dist(L∗ϕ, (Zd)T ) > 0.
(If this were not the case then the map (Θ, ϕ) : Rm −→ Ru+1 would contradict the
definition of u.) Therefore, as the definition of AL(τ1, τ2) involves taking the infimum
of a positive continuous function over a compact set, AL(τ1, τ2) is positive. 
One might ask why we chose to formulate Definition 2.8 in terms of a general
ϕ ∈ (Rm)∗, instead of one with integer coordinates, when in practice the calculation
of AL(τ1, τ2) quickly reduces to considering those ϕ with integer coordinates. This
will certainly be true in the one lemma of this paper where AL plays a significant
role, namely Lemma 3.4. Our first reason is that we find the definition as stated
more natural, in that it does not presuppose that any of the coordinates of L are
integers; our second reason is that, when one comes to apply these ideas to the setting
of the primes, one is drawn to estimate certain sieve expressions using the Davenport-
Heilbronn method. This method involves estimating an integral over ϕ ∈ (Rm)∗, where
one wishes to control the minor arc contribution by AL(τ1, τ2), and so it is natural that
the variable ϕ should be allowed to vary continuously. More details will appear in [27].
Having laid the necessary groundwork, we may now state the main theorem of this
paper.
Theorem 2.10 (Main Theorem). Let N,m, d be natural numbers, satisfying d > m+2,
and let ε, c, C, C ′ be positive reals. Let L = L(N) : Rd −→ Rm be a surjective linear
map that satisfies ‖L‖∞ 6 C. Let AL : (0, 1]× (0, 1] −→ (0,∞) be the approximation
function of L. Suppose further that dist(L, V ∗degen(m, d)) > c, and that L has rational
complexity at most C ′. Then there exists a natural number s at most d−2, independent
of ε, such that the following is true. Let F : Rd −→ [0, 1] be the indicator function
of [1, N ]d, and let G : Rm −→ [0, 1] be the indicator function of a convex domain
3One could perhaps remove this dependence by using the Schmidt subspace theorem, though as there
are power losses throughout the rest of the argument there does not seem to be a great advantage in
doing so.
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contained in [−ε, ε]m. Let f1, · · · , fd : [N ] −→ [−1, 1] be arbitrary functions, and
suppose that
min
j
‖fj‖Us+1[N ] 6 ρ,
for some parameter ρ in the range 0 < ρ 6 1. Then
TLF,G,N(f1, · · · , fd)≪c,C,C′,ε ρΩ(1) + oρ,AL,c,C,C′(1) (2.4)
as N →∞. oρ,AL,c,C,C′(1) term may be bounded above by
N−Ω(1)ρ−O(1)AL(Ωc,C,C′(1), ρ)
−1.
We remind the reader that the implied constants may depend on the dimensions m
and d. Also note that in the above statement one may replace C and C ′ by a single
constant C, without weakening the conclusion. We proceed with this assumption. Ob-
serve also that the non-degeneracy condition dist(L, V ∗degen(m, d)) > c is a quantitative
refinement of the non-degeneracy condition on the row-space of L in Theorem 1.1 and
Corollary 1.2.
Since AL(Ωc,C(1), ρ)
−1 is finite (by Claim 2.9), Theorem 2.10 immediately implies
Corollary 1.2 from the start of this paper. From (2.3), or rather our full quantitative
version Lemma E.1, we also have the following corollary:
Corollary 2.11. Assume the same hypotheses as Theorem 2.10, and assume further
that L has algebraic coefficients with algebraic degree at most k. Let H denote the
maximum absolute value of all of the coefficients of all of the minimal polynomials of
the coefficients of L. Then
TLF,G,N(f1, · · · , fd)≪c,C,ε,H ρΩ(1) +N−Ω(1)ρ−Ok(1).
At this juncture, it might not be clear why so many quantitative non-degeneracy
conditions were required in the statement of Theorem 2.10. To try to illuminate this
issue, we will also prove the following partial converse to Theorem 2.10, demonstrating
that the non-degeneracy condition involving V ∗degen(m, d) is necessary in order to use
Gowers norms in this way.
Theorem 2.12. Let m, d be natural numbers, satisfying d > m + 2, and let ε, c, C
be positive constants. For each natural number N , let L = L(N) : Rd −→ Rm be a
linear map satisfying ‖L‖∞ 6 C. Let F : Rd −→ [0, 1] denote the indicator function of
[1, N ]d and G : Rm −→ [0, 1] denote the indicator function of [−ε, ε]m. Assume further
that dist(L, Vrank(m, d)) > c and that T
L
F,G,N(1, · · · , 1)≫c,C,ε 1 for large enough N .
Suppose that
lim inf
N→∞
dist(L, V ∗degen(m, d)) = 0.
Let s be a natural number, and let H : R>0 → R>0 be any function satisfying H(ρ) =
κ(ρ), and let Eρ(N) denote some error term depending on a parameter ρ and satisfying
Eρ(N) = oρ(1). Then one can find infinitely many natural numbers N such that there
exist functions f1, · · · , fd : [N ]→ [−1, 1] and some ρ at most 1 such that both
min
j
‖fj‖Us+1[N ] 6 ρ
and
|TLF,G,N(f1, · · · , fd)| > H(ρ) + Eρ(N). (2.5)
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In other words, the conclusion of Theorem 2.10 cannot possibly hold if
dist(L, V ∗degen(m, d)) is arbitrarily close to 0, even if one replaces the ρ
Ω(1) dependence
on ρ with a function H(ρ) that could potentially decay to zero arbitrarily slowly as ρ
tends to zero.
Example 2.13. Suppose
L =
(
1 +N−1
√
3 +N−
1
2 π −π +√2
2 2
√
3 +N−
1
2 −√5 e
)
.
Then L has rank 2 and L /∈ V ∗degen(2, 4). If one considers Theorem 1.1, one might
therefore hope to apply the theory of Gowers norms to bound the number of solu-
tions to inequalities given by L. However, by considering perturbations of the first
two columns, we see that dist(L, V ∗degen(2, 4)) = o(1). (Indeed, one may perturb L
by O(N−1/2) such that there is a vector (0, 0, x3, x4) in the row space). Therefore
Theorem 2.10 does not apply in this case, despite the fact that L /∈ V ∗degen(2, 4). Fur-
thermore, Theorem 2.12 shows that, in fact, we cannot possibly use Gowers norms
to control inequalities given by such an L. This example is informative, as it shows
us that whatever methods we use to prove Theorem 2.10, these methods must break
down when applied to such an L, despite the fact that L /∈ V ∗degen(2, 4).
The proof of Theorem 2.10 will be rather involved. It is tempting to think that the
result would follow more easily from taking rational approximations of the coefficients
of L, and then using the existing Generalised von Neumann Theorem (a quantitative
version of Theorem 1.1) as a black box. Though of course we cannot completely rule
out an alternative approach to that of this paper, it seems that such an argument will
only quickly succeed if the coefficients of L are all extremely well-approximable, else
the height of the rational approximations becomes too great to apply [15, Theorem
7.1]. One must find an alternative method for other maps L.
To finish this introduction, and to assist the reader, we now describe the overall
structure of the paper, and also indicate our proof strategy.
If in the statement of Theorem 2.10 one replaces the convex cut-offs F and G
with Lipschitz cut-offs, then the expression TLF,G,N(f1, · · · , fd) may be bounded by
Gowers norms using a relatively straightforward argument, which we present in sec-
tions 5 through 8. In section 5 we introduce a new approximation argument, in
which we replace the solution count TLF,G,N(f1, · · · , fd) by a related solution count
T˜LF,G,N(f˜1, · · · , f˜d), which, rather than being a discrete summation over Zd, is an in-
tegral over Rd. The expression T˜LF,G,N(f˜1, · · · , f˜d) may be analysed using the Cauchy-
Schwarz inequality in a way that is almost identical to the proof of the usual Gen-
eralised von Neumann Theorem [15, Theorem 7.1]. We perform this manipulation in
section 8, using results of sections 6 (in which we recap the notion of normal form
from [15]) and 7 (in which we relate certain notions of linear-algebraic degeneracy).
This argument makes no mention of the approximation function AL.
So it remains to reduce Theorem 2.10 to the version with Lipschitz cut-offs (we
explicitly state this version in Theorem 4.6). Unfortunately, if L is not purely irrational
then there are substantial technical difficulties in replacing G with a Lipschitz cut-off.
To circumvent these difficulties, in section 4 we give an intricate (though ultimately
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elementary) linear algebraic argument that reduces Theorem 2.10 to the case where
L is purely irrational, at which point one may easily replace the functions F and G
with Lipschitz cut-offs, using the upper bounds for TLF,G,N(1, · · · , 1) that are proved in
section 3. This argument thus resolves the main theorem (Theorem 2.10), and all the
associated corollaries.
Section 9 deals solely with the proof of the partial converse, namely Theorem 2.12,
and may be read largely independently of the other sections. Using a semi-random
method, we explicitly construct functions f1, · · · , fd that satisfy (2.5).
The appendices contain information on Gowers norms; some material on Lipschitz
functions; the proofs of the statements from section 6; an assortment of other short
linear algebraic lemmas that we require; and finally an illustration of how one may
control the approximation function AL in the case when L has algebraic coefficients.
Remark 2.14. Many of the implied constants throughout the paper will depend on
the parameter ε from the statement of Theorem 2.10. Ultimately, the implied con-
stant in (2.4) tends to infinity as ε tends to zero, as our approximation argument in
section 5 will not be efficient in powers of ε. Yet, to save our notation from becoming
unreadable, we choose not to keep track of the precise behaviour of implied constants
involving ε.
3. Upper bounds
This section is devoted to proving three upper bounds on the expression
TLF,G,N(1, · · · , 1). (For the definition of this quantity, the reader may refer to Definition
2.1).
The following proposition, which represents a quantitative version of the ‘row-rank
equals column-rank’ principle, will be useful throughout.
Proposition 3.1 (Rank matrix). Let m, d be natural numbers, with d > m + 1. Let
c, C be positive constants. For a natural number N , let L = L(N) : Rd −→ Rm be a
surjective linear map, denoted by matrix (λij)i6m,j6d, and assume that ‖L‖∞ 6 C and
dist(L, Vrank(m, d)) > c. Then there exists a matrix M that is an m-by-m submatrix
of L and enjoys the following properties:
(1) | detM | = Ωc,C(1);
(2) ‖M−1‖∞ = Oc,C(1).
We call such a matrix M a rank matrix of L. Furthermore,
(3) Let v ∈ Rd be a vector such that vT is in the row-space of L, and suppose that
‖v‖∞ 6 C1 for some positive constant C1. Then for all i in the range 1 6 i 6 m
there exist coefficients ai satisfying |ai| = Oc,C,C1(1) such that
m∑
i=1
aiλij = vj for all
j in the range 1 6 j 6 d.
Finally,
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(4) If L satisfies the stronger hypothesis dist(L, V globalrank (m, d)) > c, then, for each
j, there exists a rank matrix of L that doesn’t include the jth column of L.
We defer the proof to Appendix C.
Our first upper bound is exceptionally crude, but will nonetheless be useful in section
5.
Lemma 3.2. Let N,m, d be natural numbers, satisfying d > m + 1, and let c, C, ε be
positive constants. Let L : Rd −→ Rm be a surjective linear map, and suppose that
‖L‖∞ 6 C and dist(L, Vrank(m, d)) > c. Let F : Rd −→ [0, 1] and G : Rm −→ [0, 1] be
two functions, with F supported on [−N,N ]d and G supported on [−ε, ε]m. Then
TLF,G,N(1, · · · , 1)≪c,C,ε ‖G‖∞.
Proof. Let M be a rank matrix of L (Proposition 3.1), and suppose without loss of
generality that M consists of the first m columns of L. For j in the range m +
1 6 j 6 d, let the vector vj ∈ Rm be the jth column of the matrix M−1L. Then
Nd−mTLF,G,N(1, · · · , 1) 6 ‖G‖∞ · Z, where Z is the number of solutions ton1...
nm
+ d∑
j=m+1
vjnj ∈M−1([−ε, ε]m)
in which n1, · · · , nd are integers satisfying |n1|, · · · , |nd| 6 N . Fixing a choice of the
variables nm+1, · · · , nd forces the vector (n1, · · · , nm)T to lie in a convex region of
diameter Oc,C,ε(1). There are at most Oc,C,ε(1) such points, so Z ≪c,C,ε Nd−m. The
claimed bound follows. 
Our second estimate is a slight strengthening of the above, albeit under stronger
hypotheses.
Lemma 3.3. Let N,m, d be natural numbers, with d > m+1, and let c, C, ε be positive
constants. Let L : Rd −→ Rm be a surjective linear map, and suppose that ‖L‖∞ 6 C
and dist(L, V globalrank (m, d)) > c. Let σ be a real number in the range 0 < σ < 1/2. Let
F : Rd −→ [0, 1] and G : Rm −→ [0, 1] be two functions, with F supported on
{x ∈ Rd : dist(x, ∂([1, N ]d)) 6 σN}
and G supported on [−ε, ε]m. Then
TLF,G,N(1, · · · , 1)≪c,C,ε σ‖G‖∞.
Proof. Without loss of generality, we may assume that F is supported on
{x ∈ Rd : ‖x‖∞ 6 2N, |xd − 1| 6 σN}
or
{x ∈ Rd : ‖x‖∞ 6 2N, |xd −N | 6 σN}
Consider the first case. By Proposition 3.1 there exists a rank matrix M that does
not contain the column d. By reordering columns, we can assume without loss of
generality that M consists of the first m columns of L. Continuing as in the proof
of Lemma 3.2, for j in the range m + 1 6 j 6 d, let the vector vj ∈ Rm be the
GOWERS NORMS CONTROL DIOPHANTINE INEQUALITIES 17
jth column of the matrix M−1L. Then the expression Nd−mTLF,G,N(1, · · · , 1) may be
bounded above by ‖G‖∞ times the number of solutions ton1...
nm
+ d∑
j=m+1
vjnj ∈M−1([−ε, ε]m)
satisfying |n1|, · · · , |nd−1| 6 2N and |nd| 6 σN . We conclude as in the previous proof.
In the second case, the relevant equation isn1...
nm
+ d∑
j=m+1
vjnj + (N − 1)vd ∈M−1([−ε, ε]m),
in which we count solutions satisfying |n1|, · · · , |nd−1| 6 2N and |nd − 1| 6 σN . We
conclude as in the previous proof. 
Our third estimate is more refined, and will be needed in section 4 when we deduce
the main result (Theorem 2.10) from Theorem 4.6. It will help us to replace the
sharp cut-off 1[−ε,ε]m with a Lipschitz cut-off. For the definition of the approximation
function AL, we refer the reader to Definition 2.8.
Lemma 3.4. Let N,m, d be natural numbers, with d > m + 1. Let c, C, ε be positive
constants, and let σG be a parameter in the range 0 < σG < 1/2. Suppose that
L : Rd −→ Rm is a purely irrational surjective linear map, satisfying ‖L‖∞ 6 C
and dist(L, Vrank(m, d)) > c. Let AL denote the approximation function of L. Let
F : Rd −→ [0, 1] be supported on [−N,N ]d, and let G : Rm −→ [0, 1] be a Lipschitz
function, with Lipschitz constant O(1/σG), supported on [−ε, ε]m. Assume further that∫
x
G(x) dx = Oε(σG). Then for all τ2 in the range 0 < τ2 6 1,
TLF,G,N(1, · · · , 1)≪c,C,ε σG +
τ
1−o(1)
2
σG
+
τ
−O(1)
2 AL(Ωc,C(1), τ2)
−1
N
. (3.1)
Proof. Following the proof of Lemma 3.2 verbatim, we arrive at the bound
TLF,G,N(1, · · · , 1)≪c,C,ε
1
Nd−m
∑
nm+1,··· ,nd∈Z
|nm+1|,··· ,|nd|6N
G˜(
d∑
j=m+1
vjnj), (3.2)
where vj denotes the j
th column of the matrix M−1L, and G˜ : Rm −→ [0, 1] denotes
the function
G˜(x) =
∑
a∈Zm
(G ◦M)(a + x).
It remains to estimate the right-hand side of (3.2).
We may consider G˜ as a function on Rm/Zm. With respect to the metric ‖x‖Rm/Zm ,
G˜ is Lipschitz with Lipschitz constant Oc,C,ε(1/σG). Also,∫
x∈[0,1)m
G˜(x) dx =
∫
x∈Rm
(G ◦M)(x) dx = Oc,C,ε(σG).
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By [14, Lemma A.9], which we recall in Appendix B, for any X at least 2 we may
write
G˜(x) =
∑
k∈Zm
‖k‖∞6X
bX(k)e(k · x) +Oc,C,ε
( logX
σGX
)
, (3.3)
where bX(k) ∈ C and satisfies |bX(k)| = O(1). Moreover4 bX(0) =
∫
x∈[0,1)m G˜(x) dx.
Returning to (3.2), we see that for any X at least 2 we may write
TLF,G,N(1, · · · , 1)≪c,C,ε σG +
logX
σGX
+XO(1) max
k∈Zm
0<‖k‖∞6X
( d∏
j=m+1
min(1, N−1‖k · vj‖−1R/Z)
)
,
(3.4)
where the final error term comes from summing over the arithmetic progressions
[−N,N ] ∩ Z.
It remains to relate the final error term of (3.4) to the approximation function AL.
Since L is purely irrational,
AL(τ1, τ2) = inf
ϕ∈(Rm)∗
τ16‖ϕ‖∞6τ−12
dist(L∗ϕ, (Zd)T ).
Let τ2 be in the range 0 < τ2 6 1. Then there is a suitable choice of parameter X ,
which satisfies X ≍c,C τ−12 , such that
AL(Ωc,C(1), τ2) 6 inf
k∈Rm
1≪c,C‖k‖∞≪c,Cτ−12
dist(kTM−1L, (Zd)T )
6 min
k∈Zm
1≪c,C‖k‖∞≪c,Cτ−12
max({‖k · vj‖R/Z : m+ 1 6 j 6 d})
6 min
k∈Zm
0<‖k‖∞6X
max({‖k · vj‖R/Z : m+ 1 6 j 6 d}). (3.5)
Substituting this bound into (3.4), one derives
TLF,G,N(1, · · · , 1)≪c,C,ε σG +
τ
1−o(1)
2
σG
+
τ
−O(1)
2 AL(Ωc,C(1), τ2)
−1
N
as required. 
In Lemma 3.4, it was vitally important that L was assumed to be purely irrational.
This was manifested in the relations (3.5), when one could upper-bound AL(Ωc,C(1), τ2)
by a minimum taken over all k ∈ Zm of a certain size. Although one can attempt such
an estimate when L is not purely irrational, the integral
∫
x∈Rm G(x) dx is no longer the
relevant object. Rather, one must take some rational map for L, denoted Θ, and con-
sider
∫
x∈kerΘ+yG(x) dx for some shift y (where kerΘ+y receives the natural Lebesgue
measure). It could be that
∫
x∈Rm G(x) dx is controlled but
∫
x∈kerΘ+yG(x) dx is not
(consider the case where G is the indicator of thin domain that has a flat side parallel
to ker Θ, say). We opt to avoid these technicalities, creating instead a dimension re-
duction argument, that reduces all cases to the purely irrational case.
4This final fact is not given explicitly in the statement of [14, Lemma A.9], although it is given in
the proof. In any case, it may be immediately deduced from (3.3), by letting X tend to infinity and
integrating (3.3) over all x ∈ Rm/Zm.
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4. Dimension reduction
In this section we reduce the main result (Theorem 2.10) to a different result, namely
Theorem 4.6. This theorem will be simpler in one key respect: the replacement of sharp
cut-offs by Lipschitz cut-offs.
We begin by dismissing the case of maximal rational dimension.
Proposition 4.1. Theorem 2.10 holds under the additional assumption that L has
rational dimension m.
Proof. We appeal to a quantitative version of Theorem 1.1.
Theorem 4.2 (Generalised von Neumann Theorem for rational forms (quantitative
version)). Let N,m, d be natural numbers, satisfying d > m+2, and let C1, C2 be pos-
itive constants. Let S = S(N) be an m-by-d matrix with integer coefficients, satisfying
‖S‖∞ 6 C1, and let r ∈ Zm be some vector with ‖r‖∞ 6 C2N . Suppose S has rank m,
and S /∈ V ∗degen(m, d). Let K ⊆ [−N,N ]d be convex. Then there exists some natural
number s at most d − 2 that satisfies the following. Let f1, · · · , fd : [N ] −→ C be
arbitrary functions with ‖fj‖∞ 6 1 for all j, and assume that
min
j
‖fj‖Us+1[N ] 6 ρ
for some ρ in the range 0 < ρ 6 1. Then
1
Nd−m
∑
n∈Zd∩K
Sn=r
d∏
j=1
fj(nj)≪C1,C2 ρΩ(1) + oρ(1).
Furthermore, the oρ(1) term may be bounded above by ρ
−O(1)N−Ω(1).
In the proof, a certain familiarity with the methods and terminology of [15] will be
assumed.
Proof Sketch. This theorem may be proved by following the proof of Theorem 1.8 of
[15]. (In our language, the non-degeneracy condition in the statement of Theorem 1.8
of [15] is exactly S /∈ V ∗degen(m, d)). One follows the same linear algebraic reductions
as those used in section 4 of [15] to reduce Theorem 1.8 to Theorem 7.1 of the same
paper (the Generalised von Neumann Theorem).
Theorem 7.1 may then be considered solely in the case of bounded functions fj ,
as in [24, Exercise 1.3.23], rather than in the more general case of functions bounded
by a pseudorandom measure. It is clear from the proof that, in this more restricted
setting, the κ(ρ) term that appears in the statement may be replaced by a polynomial
dependence, and the oρ(1) term may be bounded above by ρ
−O(1)N−Ω(1).
This settles Theorem 4.2, where s is the Cauchy-Schwarz complexity of some system
of forms (ψ1, · · · , ψd) that parametrises kerS. But s is at most d − 2, as any system
of d forms with finite Cauchy-Schwarz complexity has Cauchy-Schwarz complexity at
most d− 2. Therefore Theorem 4.2 is proved. 
Now let us use Theorem 4.2 to resolve Proposition 4.1. Indeed, let L be as in The-
orem 2.10, and assume that L has rational dimension m and rational complexity at
most C. Let Θ : Rm −→ Rm be some linear isomorphism satisfying ΘL(Zd) ⊆ Zm and
‖Θ‖∞ 6 C. Let M be a rank matrix of L (Proposition 3.1). Then the matrix M−1L
satisfies ‖M−1L‖∞ ≪c,C 1 and has rational dimension m, since
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((ΘM) ◦ (M−1L))(Zd) = ΘL(Zd) ⊆ Zm. The matrix M−1L also has rational com-
plexity Oc,C(1). Therefore, replacing L with M
−1L, we may assume that the first m
columns of L form the identity matrix.
As in Lemma 2.7, we write ΘL = S, where S has integer coefficients and ‖Θ‖∞ ≪c,C
1. Hence ‖S‖∞ ≪c,C 1. But Θ must also have integer coefficients, as the first m
columns of L form the identity matrix, and hence ‖Θ−1‖∞ ≪c,C 1 as well. Note finally
that S /∈ V ∗degen(m, d), since L /∈ V ∗degen(m, d).
Now, suppose that G : Rm −→ [0, 1] is the indicator function of some convex domain
D, with D ⊆ [−ε, ε]m. Then there are at most Oc,C,ε(1) possible vectors r ∈ Zm such
that r ∈ S(Zd) ∩Θ(D). Let R be the set of all such vectors. Therefore, with F being
the indicator function of the set [1, N ]d, we have
TLF,G,N(f1, · · · , fd) =
∑
r∈R
∑
n∈[N ]d
Sn=r
d∏
j=1
fj(nj)≪c,C,ε ρΩ(1) + oρ(1), (4.1)
by Theorem 4.2. The oρ(1) term may be bounded above by ρ
−O(1)N−Ω(1). This is the
desired conclusion of Theorem 2.10 in the case when L has rational dimension m. 
Having dismissed this case, we prepare to state Theorem 4.6 (the theorem that will
imply the remaining cases). We begin with a definition that generalises Definition 2.1.
Definition 4.3. Let N,m, d, h be natural numbers, with d > h > m + 2. Let ε be
positive. Let Ξ : Rh −→ Rd and L : Rh −→ Rm be linear maps. Let F : Rh → [0, 1]
and G : Rm → [0, 1] be two functions, with F supported on [−N,N ]h and G compactly
supported. Let r˜ ∈ Zd be some vector, and let f1, · · · , fd : R −→ [−1, 1] be arbitrary
functions. We then define
TL,Ξ,r˜F,G,N(f1, · · · , fd) :=
1
Nh−m
∑
n∈Zh
( d∏
j=1
fj(ξj(n) + r˜j)
)
F (n)G(Ln). (4.2)
In the paper so far we have introduced many non-degeneracy relations (Definitions
2.2, 2.3, 6.4). In order to state Theorem 4.6, we must introduce another.
Definition 4.4 (Dual pair degeneracy variety). Let m, d, h be natural numbers satis-
fying d > h > m + 2. Let e1, · · · , ed denote the standard basis vectors of Rd, and let
e1
∗, · · · , ed∗ denote the dual basis of (Rd)∗. Then let V ∗degen,2(m, d, h) denote the set
of all pairs of linear maps Ξ : Rh −→ Rd and L : Rh −→ Rm for which there exist
two indices i, j 6 d, and some real number λ, such that (ei
∗ − λej∗) is non-zero and
Ξ∗(ei∗−λej∗) ∈ L∗((Rm)∗). We call V ∗degen,2(m, d, h) the dual pair degeneracy variety.
Definition 4.5 (Distance metric for pairs of matrices). Let m, d, h be natural num-
bers, with d > h > m + 2, and let V ∗degen,2(m, d, h) be the dual pair degeneracy va-
riety. Let Ξ : Rh −→ Rd and L : Rh −→ Rm be linear maps. We say that
dist((Ξ, L), V ∗degen,2(m, d, h)) > c if (Ξ +Q,L) /∈ V ∗degen,2(m, d, h) for all Q : Rh −→ Rd
with ‖Q‖∞ < c.
Although this is no great subtlety, we should emphasise that in the above definition
we only consider perturbations to Ξ, and not perturbations to L as well.
We are now ready to state Theorem 4.6, the theorem to which we will reduce the
main result (Theorem 2.10).
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Theorem 4.6 (Lipschitz case). Let N,m, d, h be natural numbers, with d > h > m+2,
and let c, C, ε be positive constants. Let Ξ = Ξ(N) : Rh −→ Rd be an injective
linear map with integer coefficients, and assume that Ξ(Zh) = Zd ∩ imΞ. Let L =
L(N) : Rh −→ Rm be a surjective linear map. Assume that ‖Ξ‖∞ 6 C, ‖L‖∞ 6 C,
dist(L, Vrank(m, d)) > c and dist((Ξ, L), V
∗
degen,2(m, d, h)) > c. Then there exists a
natural number s at most d − 2, independent of ε, such that the following holds. Let
σF , σG be any two parameters in the range 0 < σF , σG < 1/2. Let F : R
h −→ [0, 1] be a
Lipschitz function supported on [−N,N ]h with Lipschitz constant O(1/σFN), and let
G : Rm −→ [0, 1] be a Lipschitz function supported on [−ε, ε]m with Lipschitz constant
O(1/σG). Let r˜ be a fixed vector in Z
d, satisfying ‖r˜‖∞ = Oc,C,ε(1). Suppose that
f1, · · · , fd : [N ] −→ [−1, 1] are arbitrary bounded functions satisfying
min
j
‖fj‖Us+1[N ] 6 ρ,
for some ρ in the range 0 < ρ 6 1. Then
TL,Ξ,r˜F,G,N(f1, · · · , fd)≪c,C,ε ρΩ(1)(σ−O(1)F + σ−O(1)G ) + σ−O(1)F N−Ω(1). (4.3)
Although the above theorem contains more technical conditions than even Theo-
rem 2.10 did, it does represent a significant reduction in complexity from the original
problem. Note in particular that the approximation function AL does not feature in
the estimate (4.3).
The remainder of this section will be devoted to proving the main theorem (Theo-
rem 2.10), assuming the result of Theorem 4.6.
We begin with two lemmas: one concerning lattices, and the other concerning a
quantitative decomposition of the dual space (Rd)∗. Their proofs are entirely standard,
but we state them prominently, as we will need to refer to them often in the dimension
reduction argument of Lemma 4.10.
Lemma 4.7 (Parametrising the image lattice). Let u, d be integers with d > u+1. Let
S : Rd −→ Ru be a surjective linear map with S(Zd) ⊆ Zu, and suppose that ‖S‖∞ 6
C. Then there exists a set {a1, · · · , au} ⊂ Zu that is a basis for the lattice S(Zd) and
for which ‖ai‖∞ = OC(1) for every i. Furthermore there exist x1, · · · ,xu ∈ Zd such
that, for every i, S(xi) = ai and ‖xi‖∞ = OC(1).
Proof. The lattice S(Zd) is u dimensional, as S is surjective. If {ej : j 6 d} denotes the
standard basis of Rd then integer combinations of elements from the set {S(ej) : j 6 d}
span S(Zd). Since ‖S‖∞ 6 C, these vectors also satisfy ‖S(ej)‖∞ = OC(1). Therefore
the u successive minima of the lattice S(Zd) are all OC(1), and so, by Mahler’s theorem
([25, Theorem 3.34]) the lattice S(Zd) has a basis {a1, · · · , au} of the required form.
Note that S has integer coefficients. The construction of suitable x1, · · · ,xu may
be achieved by applying any of the standard algorithms. For example, using Gaussian
elimination one may find a basis for ker S that, by inspection of the algorithm, consists
of vectors with rational coordinates of naive height OC(1). By clearing denominators,
one gets vectors v1, · · · ,vd−u ∈ Zd whose integer span is a full-dimensional sublattice
of the d−u dimensional lattice Zd∩ker S, and that satisfy ‖vi‖∞ = OC(1) for all i. Now
given some ai, by its construction there must be some xi ∈ Zd that satisfies S(xi) = ai.
Write xi = xi|kerS + xi|(kerS)⊥ as the sum of the obvious projections. By adding a
suitable integer combination of the vectors v1, · · · ,vd−u to xi one may find such an
xi that satisfies ‖xi|kerS‖∞ = OC(1). Furthermore, dist(S, Vrank(m, d)) = ΩC(1), since
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S has integer coordinates, and so (by Lemma D.1) ‖xi|(kerS)⊥‖∞ = OC(1). Hence
‖xi‖∞ = OC(1), as desired. 
Having established that such a lattice basis {a1, · · · , au} exists, we can now use it
to quantitatively decompose (Rd)∗.
Lemma 4.8 (Dual space decomposition). Let u, d, be integers with d > u+1, and let
C, η be constants. Let S : Rd −→ Ru be a surjective linear map with S(Zd) ⊆ Zu, and
suppose that ‖S‖∞ 6 C. Let {a1, · · · , au} be a basis for the lattice S(Zd) that satisfies
‖ai‖∞ = OC(1) for every i. Let x1, · · · ,xu ∈ Zd be vectors such that, for every i,
S(xi) = ai and ‖xi‖∞ = OC(1). Suppose that Ξ : Rd−u −→ Rd is an injective linear
map such that imΞ = ker S and such that Ξ(Zd−u) = Zd ∩ imΞ. Suppose further that
‖Ξ‖∞ 6 C.
Let w1, · · · ,wd−u denote the standard basis vectors in Rd−u. Then
(1) the set B := {xi : i 6 u}∪{Ξ(wj) : j 6 d−u} is a basis for Rd, and a lattice basis
for Zd;
(2) writing B∗ := {x∗i : i 6 u} ∪ {Ξ(wj)∗ : j 6 d − u} for the dual basis, both the
change of basis matrix between the standard dual basis and B∗ and the inverse of
this matrix have integer coordinates. The coefficients of both of these matrices are
bounded in absolute value by OC(1).
Write V := span(x∗i : i 6 u) and W := span(Ξ(wj)
∗ : j 6 d− u). Then
(3) V = S∗((Ru)∗);
(4) Suppose that ϕ ∈ (Rd)∗ satisfies ‖Ξ∗(ϕ)‖∞ 6 η. Then, writing ϕ = ϕV + ϕW with
ϕV ∈ V and ϕW ∈ W , we have ‖ϕW‖∞ = OC(η).
Proof. For part (1), the fact that B is a basis for Rd is just a manifestation of the
familiar principle Rd ∼= kerS ⊕ imS. To show that B is a lattice basis for Zd, let
n ∈ Zd and write
n =
u∑
i=1
λixi +
d−u∑
j=1
µjΞ(wj)
for some λi, µj ∈ R. Applying S, we see S(n) =
∑u
i λiai, and hence λi ∈ Z for all
i, as {a1, · · · , au} is a basis for the lattice S(Zd) . But this implies
∑d−u
j=1 µjΞ(wj) ∈
Zd ∩ im(Ξ). Therefore, as Ξ(Zd−u) = Zd ∩ ker S, µj ∈ Z for all j.
Part (2) follows immediately from part (1). Part (3) is immediate from the defini-
tions.
For part (4), let j be at most d − u. Then the assumption ‖Ξ∗(ϕ)‖∞ 6 η means
that |Ξ∗(ϕ)(wj)| 6 η. Hence |ϕ(Ξ(wj))| 6 η. But, writing ϕW =
∑d−u
j=1 µjΞ(wj)
∗, this
implies that |µj| 6 η. Since the coefficients of the change of basis matrix between B∗
and the standard dual basis are bounded in absolute value by OC(1), this implies that
‖ϕW‖∞ 6 OC(η). 
We now begin the attack on Theorem 2.10 in earnest. Assume the hypotheses of
Theorem 2.10. As a reminder, we have natural numbers m, d satisfying d > m+2, and
positive reals ε, c, C. For a natural number N , we have L = L(N) : Rd −→ Rm being a
surjective linear map with approximation function AL, with dist(L, V
∗
degen(m, d)) > c,
and with rational complexity at most C. We have F : Rd −→ [0, 1] being the indicator
function of [1, N ]d and G : Rm −→ [0, 1] being the indicator function of a convex
domain contained in [−ε, ε]m, and functions f1, · · · , fd : [N ] −→ [−1, 1] that satisfy
minj ‖fj‖Us+1[N ] 6 ρ for some ρ in the range 0 < ρ 6 1.
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The proof has four parts:
• replacing the indicator function of [1, N ]d with a Lipschitz cut-off;
• replacing L by a purely irrational map;
• replacing the function G by a Lipschitz cut-off, using Lemma 3.4;
• applying Theorem 4.6.
The second of these steps is by far the most technically intricate: this is Lemma 4.10.
Lemma 4.9 (Replacing variable cut-off). Assume the hypotheses of Theorem 2.10 (in
particular let F be the indicator function 1[1,N ]d), and let σF be any parameter in the
range 0 < σF < 1/2. Then there exists a Lipschitz function F1,σF : R
d −→ [0, 1],
supported on [−2N, 2N ]d and with Lipschitz constant O(1/σFN), such that
|TLF,G,N(f1, · · · , fd)| ≪ |TLF1,σF ,G,N(f1, · · · , fd)|+Oc,C(σF ).
Proof. By Lemma B.2, for any parameter σF in the range 0 < σF < 1/2 we may write
1[1,N ]d = F1,σF +O(F2,σF ),
where F1,σF , F2,σF are Lipschitz functions supported on [−2N, 2N ]d, with Lipschitz
constants O(1/σFN), and with
∫
x
F2,σF (x) dx = O(σFN
d). Moreover, F2,σF is sup-
ported on
{x ∈ Rd : dist(x, ∂([1, N ]d)) = O(σFN)}.
Therefore
TLF,G,N(f1, · · · , fd)≪ |TLF1,σF ,G,N(f1, · · · , fd)|+ |T
L
F2,σF ,G,N
(1, · · · , 1)|.
Recall, from the remark after Definition 2.3, that V ∗degen(m, d) contains V
global
rank (m, d).
Therefore, since we assume that dist(L, V ∗degen(m, d)) > c, we have
dist(L, V globalrank (m, d)) > c. Hence, by Lemma 3.3,
|TLF2,σF ,G,N(f1, · · · , fd)| = Oc,C(σF ).
This gives the lemma. 
Next comes the critical lemma, in which we successfully replace the map L by a
purely irrational map L′. For the definition of the approximation function AL, one
may consult Definition 2.8.
Lemma 4.10 (Generating a purely irrational map). Let σF be a parameter in the
range 0 < σF < 1/2. Assume the hypotheses of Theorem 2.10, with the exception that
F : Rd −→ [0, 1] now denotes a Lipschitz function supported on [−2N, 2N ]d and with
Lipschitz constant O(1/σFN). Let u be the rational dimension of L, and assume that
u 6 m− 1. Then there exists a surjective linear map L′ : Rd−u −→ Rm−u, an injective
linear map Ξ : Rd−u −→ Rd, a finite subset R˜ ⊂ Zd, and, for each r˜ ∈ R˜, functions
Fr˜ : R
d−u −→ [0, 1] and Gr˜ : Rm−u −→ [0, 1], that together satisfy the following
properties:
(1) Ξ has integer coefficients, ‖Ξ‖∞ = Oc,C(1), and Ξ(Zd−u) = Zd ∩ imΞ;
(2) |R˜| = Oc,C(1), and ‖r˜‖∞ = Oc,C(1) for all r˜ ∈ R˜;
(3) Fr˜ is supported on [−Oc,C(N), Oc,C(N)]d−u, with Lipschitz constant Oc,C(1/σFN),
and Gr˜ is the indicator function of a convex domain contained in
[−Oc,C,ε(1), Oc,C,ε(1)]m−u;
(4) TLF,G,N(f1, · · · , fd) =
∑˜
r∈R˜
TL
′,Ξ,r˜
Fr˜,Gr˜,N
(f1, · · · , fd);
(5) L′ is purely irrational;
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(6) ‖L′‖∞ = Oc,C(1) and dist(L′, Vrank(m− u, d− u)) = Ωc,C(1);
(7) dist((Ξ, L′), V ∗degen,2(m− u, d, d− u)) = Ωc,C(1);
(8) for all τ1, τ2 ∈ (0, 1], AL′(τ1, τ2)≫c,C AL(Ωc,C(τ1),Ωc,C(τ2));
(9) for all τ1, τ2 ∈ (0, 1], AL′(τ1, τ2)≪c,C AL(Ωc,C(τ1),Ωc,C(τ2)).
The fundamental aspect of this lemma is part (4), of course, as this directly concerns
how we control the number of solutions to the diophantine inequality itself when pass-
ing from L to L′. However, we do need to establish parts (1) - (8), in order to be able
to ensure that the hypotheses of Lemma 3.4 and Theorem 4.6 are satisfied. Part (9)
is included for completeness, and to assist the calculations in section E.
Before giving the full details of the proof, we sketch the idea. Let Θ : Rm −→ Ru
be a rational map for L. The space ker(ΘL) has dimension d − u, and so we may
parametrise it by some injective map Ξ : Rd−u −→ ker(ΘL). Without too much
difficultly, Ξ can be chosen to satisfy Ξ(Zd−u) = Zd ∩ imΞ. Then
LΞ : Rd−u −→ ker Θ,
is a map from a d− u dimensional space to an m− u dimensional space, and it turns
out that LΞ is purely irrational, and L′ = LΞ may be used in Lemma 4.10.
Of course this isn’t quite possible, as we only defined the notion of purely irrational
maps between vector spaces of the form Ra. But it is true after choosing a judicious
isomorphism from ker Θ to Rm−u (though this does complicate the notation).
Let us complete the details.
Proof. First we note that the lemma is obvious when u = 0, since one may take
Ξ : Rd −→ Rd to be the identity map, r˜ to be 0, and L′ to be L. So assume that
u > 1.
We proceed with a general reduction, familiar from our proof of Proposition 4.1, in
which we may assume that the first m columns of L form the identity matrix.
Indeed, let Θ : Rm −→ Ru be a rational map for L with ‖Θ‖∞ 6 C. Now let
L˜ := M−1L, where M is a rank matrix of L (Proposition 3.1), which, without loss of
generality, consists of the first m columns of L. Let Θ˜ := ΘM and let G˜ := G ◦M .
Then
TLF,G,N(f1, · · · , fd) = T L˜F,G˜,N(f1, · · · , fd),
and, considering Θ˜, L˜ has rational complexity Oc,C(1). Furthermore, G˜ is the indi-
cator function of a convex domain contained in [−Oc,C(ε), Oc,C(ε)]m. We also have
dist(L˜, V ∗degen(m, d)) = Ωc,C(1). Finally, for all τ1, τ2 ∈ (0, 1], we have that
AL˜(τ1, τ2) ≍c,C AL(Ωc,C(τ1),Ωc,C(τ2)).
Therefore, by replacing L with L˜ and G with G˜, we may assume throughout the
proof of Lemma 4.10 that the first m columns of L form the identity matrix. This is
at the cost of replacing ε by Oc,C(ε), C by Oc,C(1), and c by Ωc,C(1).
Now let Θ : Rm −→ Ru be a rational map for L with ‖Θ‖∞ = Oc,C(1). Since the
first m columns of L form the identity matrix, Θ must have integer coefficients.
Part (1): By rank-nullity ker(ΘL) is a d−u dimensional subspace of Rd. The matrix
of ΘL has integer coefficients and ‖ΘL‖∞ = Oc,C(1). Combining these two facts, we
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see that ker(ΘL) ∩ Zd is a d − u dimensional lattice, and by the standard algorithms
one can find a lattice basis v(1), · · · ,v(d−u) ∈ Zd that satisfies ‖v(i)‖∞ = Oc,C(1) for
every i. Define Ξ : Rd−u −→ Rd by
Ξ(w) :=
d−u∑
i=1
wiv
(i).
Then Ξ satisfies property (1) of the lemma. Note that image of the map LΞ : Rd−u −→
Rm is exactly ker Θ.
Part (2): Since ‖Θ‖∞ = Oc,C(1), if y ∈ Rm and Θ(y) = r then ‖y‖∞ ≫c,C ‖r‖∞.
Recall that the support of G is contained within [−Oc,C,ε(1), Oc,C,ε(1)]m, and that
ΘL(Zd) ⊆ Zu. It follows that there are at most Oc,C,ε(1) possible vectors r ∈ Zu for
which there exists a vector n ∈ Zd for which both G(Ln) 6= 0 and ΘLn = r. Let R
denote the set of all such vectors r.
For each r ∈ R, there exists a vector r˜ ∈ Zd such that ΘLr˜ = r and ‖r˜‖∞ = Oc,C,ε(1).
Let R˜ denote the set of these r˜. Then R˜ satisfies part (2).
Before proceeding to prove part (3) of the lemma, we pause to apply Lemmas 4.7
and 4.8. Indeed, applying these lemmas to the map S := ΘL, there exists a set
{a1, · · · , au} ⊂ Zu that is a basis for the lattice ΘL(Zd) and for which ‖ai‖∞ = Oc,C(1)
for each i. Also, there exists a set of vectors {x1, · · · ,xu} ⊂ Zd such that ΘL(xi) = ai
for each i, and ‖xi‖∞ = Oc,C(1). By Lemma 4.8,
B := {xi : i 6 u} ∪ {Ξ(wj) : j 6 d− u} (4.4)
is a basis for Rd and a lattice basis for Zd, where w1, · · · ,wd−u denotes the standard
basis of Rd−u.
Part (3): By the definition of R˜, and the fact that Ξ(Zd−u) = Zd ∩ ker(ΘL), we
have
TLF,G,N(f1, · · · , fd) =
∑
r˜∈R˜
1
Nd−m
∑
n∈Zd−u
( d∏
j=1
fj(ξj(n) + r˜j)
)
F (Ξ(n) + r˜)G(LΞ(n) +Lr˜),
(4.5)
where r˜j denotes the j
th coordinates of r˜. Now by an easy linear algebraic argument
(recorded in Lemma D.4),
Rm = span(Lxi : i 6 u)⊕ kerΘ (4.6)
as an algebraic direct sum, and there exists an invertible linear map P : Rm −→ Rm
such that
P ((span(Lxi : i 6 u))) = R
u × {0}m−u, (4.7)
P (kerΘ) = {0}u × Rm−u, (4.8)
and both ‖P‖∞ = Oc,C(1) and ‖P−1‖∞ = Oc,C(1).
We have
G(LΞ(n) + Lr˜) = (G ◦ P−1)(PLΞ(n) + PLr˜),
and we note that PLΞ(n) ∈ {0}u × Rm−u for every n ∈ Zd−u. Define Gr˜ : Rm−u −→
[0, 1] by
Gr˜(x) := (G ◦ P−1)(x0 + PLr˜),
26 ALED WALKER
where x0 is the extension of x by 0 in the first u coordinates. Then the function Gr˜ is
the indicator function of a convex set contained in [−Oc,C,ε(1), Oc,C,ε(1)]m−u.
Define
Fr˜(n) := F (Ξ(n) + r˜).
Then Fr˜ has Lipschitz constant Oc,C(1/σFN) and Fr˜ is supported on
[−Oc,C,ε(N), Oc,C,ε(N)]d−u. (For a full proof of this fact, apply Lemma D.3 to the map
Ξ). So Fr˜ and Gr˜ satisfy part (3).
Part (4): Writing πm−u : Rm −→ Rm−u for the projection onto the final m − u
coordinates, expression (4.5) is equal to∑
r˜∈R˜
1
Nd−m
∑
n∈Zd−u
( d∏
j=1
fj(ξj(n) + r˜j)
)
Fr˜(n)Gr˜(πm−uPLΞ(n)). (4.9)
Let
L′ := πm−uPLΞ. (4.10)
Then L′ : Rd−u −→ Rm−u is surjective, and
TLF,G,N(f1, · · · , fd) =
∑
r˜∈R˜
TL
′,Ξ,r˜
Fr˜,Gr˜,N
(f1, · · · , fd).
This resolves part (4).
Part (5): We wish to show that L′ is purely irrational. Suppose for contradiction
that there exists some surjective linear map ϕ : Rm−u −→ R with ϕL′(Zd−u) ⊆ Z, i.e.
with ϕπm−uPLΞ(Zd−u) ⊆ Z. Then define the map Θ′ : Rm −→ Ru+1 by
Θ′(x) := (Θ(x), ϕπm−uP (x)).
Then Θ′ is surjective, and Θ′L(Zd) ⊆ Zu+1. (This second fact is immediately seen
by writing Zd with respect to the lattice basis B from (4.4)). This contradicts the
assumption that L has rational dimension u. So L′ is purely irrational.
Part (6): The bound ‖L′‖∞ = Oc,C(1) follows immediately from the bounds on the
coefficients of Ξ, L, P , and πm−u separately.
We wish to prove that dist(L′, Vrank(m− u, d− u))≫c,C 1, i.e. that
dist(πm−uPLΞ, Vrank(m−u, d−u))≫c,C 1. Suppose for contradiction that, for a small
parameter η, there exists a linear map Q : Rd−u −→ Rm−u such that ‖Q‖∞ < η and
πm−uPLΞ+Q has rank less than m− u. Recall that PLΞ(Rd−u) = {0}u×Rm−u. So,
extending Q by zeros to a map Q : Rd−u −→ {0}u×Rm−u, and applying P−1, there is
a map Q′ : Rd−u −→ Rm such that ‖Q′‖∞ = Oc,C(η) and LΞ + Q′ has rank less than
m− u.
We may factorise Q′ = HΞ for some m-by-d matrix H . Indeed let
B := {xi : i 6 u} ∪ {Ξ(wj) : j 6 d− u}
be the basis of Rd from (4.4), i.e. the basis formed by applying Lemma 4.8 to the map
S := ΘL. Define the linear map H by H(Ξ(wj)) := Q
′(wj) for each j and H(xi) := 0
for each i. Since the change of basis matrix between B and the standard basis of Rd
has integer coefficients with absolute values at most Oc,C(1), it follows that the matrix
representing H with respect to the standard bases satisfies ‖H‖∞ = Oc,C(η).
So we know that (L+H)Ξ has rank less than m− u. But Ξ : Rd−u −→ Rd is injec-
tive, so this implies that the rank of L+H is less than m. Hence dist(L, Vrank(m, d)) =
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Oc,C(η), which contradicts the assumptions of the lemma (if η is small enough). So
dist(L′, Vrank(m− u, d− u))≫c,C 1 as required.
Part (7): We wish to show that dist((Ξ, L′), V ∗degen,2(m − u, d, d − u)) = Ωc,C(1).
Suppose for contradiction that, for a small parameter η, there exists a linear map
Q : Rd−u −→ Rd such that ‖Q‖∞ 6 η and dist((Ξ+Q,L′), V ∗degen,2(m−u, d, d−u)) 6 η.
In other words, we suppose there exist two indices i, j 6 d, and a real number λ, such
that ei
∗ − λej∗ is non-zero and
(Ξ +Q)∗(ei∗ − λej∗) ∈ (L′)∗((Rm−u)∗),
where {e1, · · · , ed} denotes the standard basis of Rd and {e1∗, · · · , ed∗} denotes the
dual basis. Expanding out the definition of L′, this means that there exists some
ϕ ∈ (Rm−u)∗ such that
Ξ∗(ei∗ − λej∗ − L∗(P ∗π∗m−u(ϕ))) = −Q∗(ei∗ − λej∗).
Because ‖Q‖∞ 6 η, this means that
‖Ξ∗(ei∗ − λej∗ − L∗(P ∗π∗m−u(ϕ)))‖∞ = O(η). (4.11)
Let
B∗ := {x∗i : i 6 u} ∪ {Ξ(wj)∗ : j 6 d− u} (4.12)
denote the basis of (Rd)∗ that is dual to the basis B from (4.4). It follows from part
(4) of Lemma 4.8 and (4.11) that
ei
∗ − λej∗ − L∗(P ∗π∗m−u(ϕ)) = ωV + ωW ,
where ωV ∈ L∗Θ∗((Ru)∗), ωW ∈ span(Ξ(wj)∗ : j 6 d− u), and ‖ωW‖∞ = Oc,C(η). So
therefore
ei
∗ − λej∗ = L∗(α) + ωW ,
for some α ∈ (Rm)∗.
This is enough to derive a contradiction. Indeed, without loss of generality one may
assume that ‖ei∗ − λej∗‖∞ > 1 (this is obvious if i 6= j, and if i = j we may just pick
λ = 0 at the outset). Therefore ‖ei∗ − λej∗ − ωW‖ > 1/2, provided η is small enough.
Since ‖L∗‖∞ = Oc,C(1), we conclude that ‖α‖∞ = Ωc,C(1).
This means that there exists a linear map E : Rd −→ Rm with ‖E‖∞ = Oc,C(η) for
which E∗(α) = ωW . Then
ei
∗ − λej∗ ∈ (L+ E)∗((Rm)∗),
and hence dist(L, V ∗degen(m, d)) = Oc,C(η). This is a contradiction to the hypotheses of
Theorem 2.10, provided η is small enough, and hence dist((Ξ, L′), V ∗degen,2(m−u, d, d−
u)) = Ωc,C(1).
Part (8): Let τ1, τ2 ∈ (0, 1]. We desire to prove the relationship
AL′(τ1, τ2)≫c,C AL(Ωc,C(τ1),Ωc,C(τ2)), (4.13)
where L′ is as in (4.10).
We have already proved that L′ is purely irrational (that was part (5) of the lemma).
So, if AL′(τ1, τ2) < η, for some η, there exists some ϕ ∈ (Rm−u)∗ for which τ1 6 ‖ϕ‖∞ 6
τ−12 and for which
dist((πm−uPLΞ)
∗(ϕ), (Zd−u)T ) < η,
where, one recalls, we use (Zd−u)T to denote the set of those functions in (Rd−u)∗ that
have integer coordinates with respect to the standard dual basis.
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We claim that
dist(L∗(P ∗π∗m−u(ϕ)), (Z
d)T )≪c,C η; (4.14)
‖P ∗π∗m−u(ϕ)‖∞ ≪c,C τ−12 ; (4.15)
dist(P ∗π∗m−u(ϕ),Θ
∗((Ru)∗))≫c,C τ1, (4.16)
from which (4.13) immediately follows.
Let us prove (4.14). Indeed, we already know that
dist(Ξ∗L∗P ∗π∗m−u(ϕ), (Z
d−u)T ) < η, i.e. that
‖Ξ∗L∗P ∗π∗m−u(ϕ)− α‖∞ < η, (4.17)
for some α ∈ (Zd−u)T . Let us write α = ∑d−uj=1 λjwj∗ for some λj ∈ Z, where
w1, · · · ,wd−u denotes the standard basis for Rd−u and w1∗, · · · ,wd−u∗ denotes the
dual basis. Let B∗ be as in (4.12). Then wj∗ = Ξ∗((Ξ(wj)∗), and so
α = Ξ∗(
d−u∑
j=1
λjΞ(wj)
∗).
So from (4.17) and the final part of Lemma 4.8,
L∗P ∗π∗m−u(ϕ)−
d−u∑
j=1
λjΞ(wj)
∗ = ωV + ωW , (4.18)
where ωV ∈ span(x∗i : i 6 u), ωW ∈ span(Ξ(wj)∗ : j 6 d− u), and ‖ωW‖∞ = Oc,C(η).
But L∗P ∗π∗m−u(ϕ) ∈ span(Ξ(wj)∗ : j 6 d−u) too. Indeed, for every i at most d−u,
L∗P ∗π∗m−u(ϕ)(xi) = ϕ(πm−uPLxi) = ϕ(0) = 0,
by the properties of P (see (4.7)). Therefore ωV = 0, and so
‖L∗P ∗π∗m−u(ϕ)−
d−u∑
j=1
λjΞ(wj)
∗‖∞ = Oc,C(η).
Since
∑d−u
j=1 λjΞ(wj)
∗ ∈ (Zd)T , this implies (4.14) as claimed.
The bound (4.15) is immediate from the bounds on the coefficients of P ∗ and π∗m−u,
so it remains to prove (4.16). Suppose for contradiction that, for some small parameter
δ,
P ∗π∗m−u(ϕ) = α1 + α2,
where α1 ∈ Θ∗((Ru)∗) and ‖α2‖∞ 6 δτ1. We know that ‖ϕ‖∞ > τ1, which means that
there is some standard basis vector fk ∈ Rm−u for which |ϕ(fk)| > τ1. Let bk+u be
the standard basis vector of Rm for which πm−u(bk+u) = fk. Recall the properties of
P (given in (4.7) and (4.8)), in particular recall that P : ker Θ −→ {0}u ×Rm−u is an
isomorphism. Then
|P ∗π∗m−u(ϕ)(P−1(bk+u))| = |π∗m−u(ϕ)(bk+u)| = |ϕ(fk)| > τ1.
Note that Θ∗((Ru)∗) = (kerΘ)◦, and so
|P ∗π∗m−u(ϕ)(P−1(bk+u))| = |(α1 + α2)(P−1(bk+u))| = |α2(P−1(bk+u))| ≪c,C δτ1,
as P−1(bk+u) ∈ ker Θ and satisfies ‖P−1(bk+u)‖∞ = Oc,C(1). This is a contradiction
if δ is small enough, and so (4.16) holds. This resolves part (8).
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Part (9): Let τ1, τ2 ∈ (0, 1]. We desire to prove the relationship
AL′(τ1, τ2)≪c,C AL(Ωc,C(τ1),Ωc,C(τ2)), (4.19)
where L′ is as in (4.10).This inequality is the reverse inequality of part (8), and in fact
it will not be required in the proof of any of our main theorems. However, it will be
required in order to analyse AL(τ1, τ2) when L has algebraic coefficients (in Appendix
E), so we choose to state and prove it here, close to our argument for part (8).
Suppose that AL(τ1, τ2) < η, for some parameter η. Then there exists some ϕ ∈
(Rm)∗ such that dist(ϕ,Θ∗((Ru)∗)) > τ1, ‖ϕ‖∞ 6 τ−12 , and dist(L∗ϕ, (Zd)T ) < η. So
there exists some ω ∈ (Zd)T for which
‖L∗ϕ− ω‖∞ < η.
We expand both L∗ϕ and ω with respect to the dual basis B∗ from (4.12). So,
L∗ϕ =
u∑
i=1
λix
∗
i +
d−u∑
j=1
µjΞ(wj)
∗
ω =
u∑
i=1
λ′ix
∗
i +
d−u∑
j=1
µ′jΞ(wj)
∗.
Since B∗ is a lattice basis for (Zd)T , we have λ′i ∈ Z and µ′j ∈ Z for each i and j.
Since the change of basis matrix between B∗ and the standard dual basis has integer
coefficients that are bounded in absolute value by Oc,C(1) (part (2) of Lemma 4.8),
one has |λi − λ′i| = Oc,C(η) and |µj − µ′j| = Oc,C(η) for each i and j.
Let w∗1, · · · ,w∗d−u denote the standard dual basis of (Rd−u)∗, and define
ω′ :=
d−u∑
j=1
µ′jw
∗
j .
Certainly ω′ ∈ (Zd−u)T . We claim that there exists a map ϕ′ ∈ (Rm−u)∗ such that
τ1 ≪c,C ‖ϕ′‖∞ ≪c,C τ−12 and ‖(L′)∗ϕ′ − ω′‖∞ ≪c,C η, which will immediately resolve
(4.19) and part (9).
Indeed, recall the decomposition Rm = (span(Lxi : i 6 u))⊕ ker Θ as an algebraic
direct sum from (4.6). Let ϕ = ϕ1 + ϕ2, where ϕ1 ∈ (span(Lxi : i 6 u))◦ and
ϕ2 ∈ (ker Θ)◦. Since dist(ϕ, (kerΘ)◦) > τ1, we have ‖ϕ1‖∞ > τ1. By the properties of
the matrix P ((4.7) and (4.8)) there exists some ϕ′ ∈ (Rm−u)∗ such that
ϕ1 = P
∗π∗m−uϕ
′.
Furthermore, by evaluating ϕ′ at the standard basis vectors, one sees that
τ1 ≪c,C ‖ϕ′‖∞ ≪c,C τ−12 .
We shall use this ϕ′.
By evaluating L∗ϕ1 at the elements of B one immediately sees that
L∗ϕ1 =
d−u∑
j=1
µjΞ(wj)
∗.
Hence
Ξ∗L∗P ∗π∗m−uϕ
′ =
d−u∑
j=1
µjw
∗
j ,
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in other words (L′)∗ϕ′ =
∑d−u
j=1 µjw
∗
j . But since |µj −µ′j| = Oc,C(η) for each j, one has
‖(L′)∗ϕ′ − ω′‖∞ = Oc,C(η) as required. This settles part (9).
The entire lemma is settled. 
The final lemma we need in order to deduce Theorem 2.10 involves removing the
sharp cut-off G.
Lemma 4.11 (Removing image cut-off). Let m, d, h be natural numbers, satisfying
d > h > m + 1. Let c, C, ε be positive, and let σG be any parameter in the range 0 <
σG < 1/2. Let L
′ : Rh −→ Rm be a purely irrational surjective map, and let Ξ : Rh −→
Rd be an injective map. Suppose that ‖L′‖∞ 6 C and that dist(L′, Vrank(m, h)) > c.
Let Fr˜ : R
h −→ [0, 1] be any function supported on [−N,N ]h, and let Gr˜ : Rm −→ [0, 1]
be the indicator function of a convex set contained within [−ε, ε]m. Then there exists
a Lipschitz function Gr˜,σG,1 supported on [−Oc,C,ε(1), Oc,C,ε(1)]m, and with Lipschitz
constant Oc,C,ε(1/σG), such that, for any parameter τ2 in the range 0 < τ2 6 1 and for
any functions f1, · · · , fd : [N ] −→ [−1, 1],
|TL′,Ξ,r˜Fr˜,Gr˜,N(f1, · · · , fd)|
≪c,C,ε |TL
′,Ξ,r˜
Fr˜,Gr˜,σG,1,N
(f1, · · · , fd)|+ σG + τ
1−o(1)
2
σG
+
τ
−O(1)
2 AL(Ωc,C(1), τ2)
−1
N
.
Proof. Applying Lemma B.2 to the function Gr˜, we have
Gr˜ = Gr˜,σG,1 +O(Gr˜,σG,2),
where Gr˜,σG,1, Gr˜,σG,2 : R
m −→ [0, 1] are Lipschitz functions with Lipschitz constant
Oc,C,ε(1/σG), both supported on [−Oc,C,ε(1), Oc,C,ε(1)]m, and with
∫
x
Gr˜,σG,2(x) dx =
Oc,C,ε(σG).
By the triangle inequality,
|TL′,Ξ,r˜Fr˜,Gr˜,σG,2,N(1, · · · , 1)| 6 T
L′
Fr˜,Gr˜,σG,2,N
(1, · · · , 1).
We now apply Lemma 3.4, with linear map L′ and Lipschitz function Gr˜,σG,2. Inserting
the bound from Lemma 3.4, the present lemma follows. 
We conclude this section by combining the three previous lemmas, along with The-
orem 4.6, to deduce our main result.
Proof of Theorem 2.10 assuming Theorem 4.6. Assume the hypotheses of The-
orem 2.10. Let σF and σG be any parameters satisfying 0 < σF , σG < 1/2, and let τ2
be any parameter satisfying 0 < τ2 6 1.
By Lemma 4.9,
|TLF,G,N(f1, · · · , fd)| 6 |TLF1,σF ,G,N(f1, · · · , fd)|+Oc,C(σF ),
for some function F1,σF : R
d −→ [0, 1] supported on [−2N, 2N ]d and with Lipschitz
constant O(1/σFN). By part (4) of Lemma 4.10, writing F1,σF for F , we have
|TLF1,σF ,G,N(f1, · · · , fd)| 6
∑
r˜∈R˜
|TL′,Ξ,r˜Fr˜,Gr˜,N(f1, · · · , fd)|,
where the objects Fr˜, Gr˜, L
′, Ξ and R˜ satisfy all the conclusions of that lemma.
Parts (1), (5) and (6) of Lemma 4.10 show that Ξ and L′ satisfy the hypotheses of
Lemma 4.11, where in the notation of Lemma 4.11 we take h := d − u and rewrite
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m for m − u. So, applying Lemma 4.11, there are some Lipschitz functions Gr˜,σG,1 :
Rm−u −→ [0, 1] supported on [−Oc,C,ε(1), Oc,C,ε(1)]m−u and with Lipschitz constant
Oc,C,ε(1/σG) such that
|TLF,G,N(f1, · · · , fd)|
≪c,C,ε
∑
r˜∈R˜
|TL′,Ξ,r˜Fr˜,Gr˜,σG,1,N(f1, · · · , fd)|+ σG +
τ
1−o(1)
2
σG
+
τ
−O(1)
2 AL′(Ωc,C(1), τ2)
−1
N
+ σF .
(4.20)
(Recall that |R˜| = Oc,C,ε(1), by part (2) of Lemma 4.10).
By conclusion (8) of Lemma 4.10, we may replace the term AL′(Ωc,C(1), τ2)
−1 with
the term AL(Ωc,C(1),Ωc,C(τ2))
−1.
Since Fr˜, L
′, Ξ, and R˜ together satisfy conclusions (1), (2), (3), (6), and (7) of
Lemma 4.10, the hypotheses are satisfied so that we may apply Theorem 4.6 to the
expression TL
′,Ξ,r˜
Fr˜,Gr˜,σG,1,N
(f1, · · · , fd). (We take h = d − u and rewrite m for m − u, as
above). Therefore there exists an s at most d− 2, independent of Fr˜, Gr˜ and r˜, such
that, if
min
j
‖fj‖Us+1[N ] 6 ρ,
for some ρ in the range 0 < ρ 6 1 then |TLF,G,N(f1, · · · , fd)| is
≪c,C,ε ρΩ(1)(σ−O(1)F + σ−O(1)G ) + σ−O(1)F N−Ω(1)
+ σG +
τ
1−o(1)
2
σG
+
τ
−O(1)
2 AL(Ωc,C(1),Ωc,C(τ2))
−1
N
+ σF . (4.21)
It remains to pick appropriate parameters. Let C1 be a constant that is suitably
large in terms of c, C, and all O(1) constants, and let c1 be a constant that is suitably
small in terms of all O(1) constants. Pick σF := σG := ρ
c1 and τ2 := C1ρ. Then
|TLF,G,N(f1, · · · , fd)| ≪c,C,ε ρΩ(1) + oρ,AL,c,C(1),
where, after the combining the various error terms from (4.21), the oρ,AL,c,C(1) term
may be bounded above by
N−Ω(1)ρ−O(1)AL(Ωc,C(1), ρ)−1,
as AL(τ1, τ2) is monotonically decreasing as τ2 decreases. This is the desired conclusion
of Theorem 2.10. 
In order to resolve our main result, then, it suffices to prove5 Theorem 4.6.
5. Transfer from Z to R
As remarked above, our present task is to prove Theorem 4.6. Any reader only
wishing to consider the case of diophantine inequalities with Lipschitz cut-offs may
begin here, and eschew section 4.
We devote this section to the formulation and proof of a certain ‘transfer’ argument,
whereby we replace the discrete summation in the definition of TL,Ξ,r˜F,G,N(f1, · · · , fd) with
5The reader may have noticed from the proof above that, in fact, it suffices to prove Theorem 4.6 in
the case that L is purely irrational, but the general version is no harder to prove.
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an integral.
Let us introduce some notation for the integral in question.
Definition 5.1. Let N,m, d, h be natural numbers, with d > h > m + 2. Let ε be
positive. Let Ξ : Rh −→ Rd and L : Rh −→ Rm be linear maps. Let F : Rh → [0, 1]
and G : Rm → [0, 1] be two functions, with F supported on [−N,N ]h and G supported
on [−ε, ε]m. Let g1, · · · , gd : R −→ [−1, 1] be arbitrary functions. We define
T˜L,Ξ,r˜F,G,N(g1, · · · , gd) :=
1
Nh−m
∫
x∈Rh
( d∏
j=1
gj(ξj(x) + r˜j)
)
F (x)G(Lx) dx. (5.1)
Next, we determine a particular class of measurable functions that will be useful to
us.
Definition 5.2 (η-supported). Let χ : R −→ [0, 1] be a measurable function, and let
η be a positive parameter. We say that χ is η-supported if χ is supported on [−η, η]
and χ(x) ≡ 1 for all x ∈ [−η/2, η/2].
Definition 5.3 (Convolution). If f : Z −→ R has finite support, and χ : R −→ [0, 1]
is a measurable function, we may define the (rather singular) convolution (f ∗ χ)(x) :
R −→ R by
(f ∗ χ)(x) :=
∑
n∈Z
f(n)χ(x− n).
We note that if χ is η-supported, for small enough η, then there is only one possible
integer n that makes a non-zero contribution to above summation.
We now state the key lemma.
Lemma 5.4. Let N,m, d, h be natural numbers, with d > h > m+2, and let c, C, ε, η
be positive constants. Let Ξ : Rh −→ Rd be an injective linear map with integer
coefficients, and assume that Ξ(Zh) = Zd ∩ imΞ. Let L : Rh −→ Rm be a surjective
linear map. Assume that ‖Ξ‖∞ 6 C, ‖L‖∞ 6 C, and dist(L, Vrank(m, h)) > c. Let
F : Rh −→ [0, 1] be a Lipschitz function supported on [−N,N ]h with Lipschitz constant
O(1/σFN), and let G : R
m −→ [0, 1] be a Lipschitz function supported on [−ε, ε]m with
Lipschitz constant O(1/σG). Let r˜ be a fixed vector in Z
d, satisfying ‖r˜‖∞ = Oc,C,ε(1).
Let χ : R −→ [0, 1] be an η-supported measurable function. Then, if η is small enough
(in terms of the dimensions m, d, h, C, and ε) there exists some positive real number
CΞ,χ such that, if f1, · · · , fd : [N ] −→ [−1, 1] are arbitrary functions,
TΞ,L,r˜F,G,N(f1, · · · , fd) =
1
CΞ,χηh
T˜Ξ,L,r˜F,G,N(f1 ∗ χ, · · · , fd ∗ χ) +OC,c,ε(η/σG) +OC,c,ε(η/σFN).
(5.2)
Moreover, CΞ,χ ≍C 1.
Proof. Let χ : Rd −→ [0, 1] denote the function x 7→
d∏
i=1
χ(xi). We choose
CΞ,χ :=
1
ηh
∫
x∈Rh
χ(Ξ(x)) dx.
Since χ is η-supported, CΞ,χ ≍C 1 .
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Then, expanding the definition of the convolution,
1
CΞ,χηh
T˜L,Ξ,r˜F,G,N(f1 ∗ χ, · · · , fd ∗ χ)
equals
1
Nh−m
∑
n∈Zd
( d∏
j=1
fj(nj)
) 1
CΞ,χηh
∫
y∈Rh
F (y)G(Ly)χ(Ξ(y) + r˜− n) dy. (5.3)
Note that any vector n ∈ Zd that gives a non-zero contribution to expression (5.3)
satisfies ‖n − Ξ(y) − r˜‖∞ ≪ η, for some y ∈ Rh. Therefore, n must be of the form
Ξ(n′) + r˜ for some unique n′ ∈ Zh. (This is proved in full in Lemma D.2). Therefore,
writing Ξ = (ξ1, · · · , ξd), we may reformulate (5.3) as
1
Nh−m
∑
n∈Zh
( d∏
j=1
fj(ξj(n) + r˜j)
) 1
CΞ,χηh
∫
y∈Rh
F (y)G(Ly)χ(Ξ(y − n)) dy,
which is equal to
1
Nh−m
∑
n∈Zh
( d∏
j=1
fj(ξj(n)+ r˜j)
) 1
CΞ,χηh
∫
y∈Rh
(F (n)+OC(η/σFN))G(Ly)χ(Ξ(y−n)) dy.
(5.4)
Indeed, the inner integral is only non-zero when ‖Ξ(y)−Ξ(n)‖∞ ≪ η, and this implies
that ‖y−n‖∞ ≪ C−O(1)η. (This is proved in full in Lemma D.3). Then recall that F
has Lipschitz constant O(1/σFN).
Continuing, expression (5.4) is equal to
1
Nh−m
∑
n∈Zh
( d∏
j=1
fj(ξj(n) + r˜j)
)
F (n)H(Ln) + E (5.5)
where
H(x) =
1
CΞ,χηh
∫
y∈Rh
χ(Ξ(y))G(x+ Ly) dy
and E is a certain error, that may be bounded above by
≪C η
σFN
1
Nh−m
∑
n∈[−O(N),O(N)]h
H(Ln). (5.6)
Let us deal with the first term of (5.5), in which we wish to replace H with G. We
therefore consider∣∣∣ 1
Nh−m
∑
n∈Zh
( d∏
j=1
fj(ξj(n) + r˜j)
)
F (n)(G(Ln)−H(Ln))
∣∣∣,
which is
6
1
Nh−m
∑
n∈Zh
F (n)|G−H|(Ln). (5.7)
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Using Lemma D.3 again, the function H is supported on [−ε − OC(η), ε + OC(η)]m.
Thus, if η is small enough in terms of ε, the function |G−H| : Rm −→ R is supported
on [−OC(ε), OC(ε)]m. Furthermore, ‖G−H‖∞ = OC(η/σG). Indeed,
G(x)− 1
CΞ,χηh
∫
y∈Rh
G(x+ Ly)χ(Ξ(y)) dy
= G(x)− 1
CΞ,χηh
∫
y∈Rh
(G(x) +OC(η/σG))χ(Ξ(y)) dy
= OC(η/σG),
by the definition of CΞ,χ. So, by the crude bound given in Lemma 3.2, (5.7) may be
bounded above by Oc,C,ε(η/σG).
Turning to the error E from (5.5), we’ve already remarked that it may be bounded
above by expression (5.6). Applying Lemma 3.2 again, expression (5.6) may be
bounded above by Oc,C,ε(η/σFN).
Lemma 5.4 follows immediately upon substituting the estimates on (5.6) and (5.7)
into (5.5). 
We finish this section by noting a simple relationship between the Gowers norms
‖f ∗ χ‖Us+1(R,2N) and the Gowers norms ‖f‖Us+1[N ].
Lemma 5.5 (Relating different Gowers norms). Let s be a natural number, and assume
that η is a positive parameter that is small enough in terms of s. Let χ : R −→ [0, 1] be
an η-supported measurable function. Let N be a natural number, and let f : [N ] −→ R
be an arbtirary function. View f ∗ χ as a function supported on [−2N, 2N ]. Then we
have
‖f ∗ χ‖Us+1(R,2N) ≪ η
s+2
2s+1 ‖f‖Us+1[N ]. (5.8)
The definition of the real Gowers norm ‖f ∗χ‖Us+1(R,2N) is recorded in Definition A.3.
Proof. From expression (A.5), we have
‖f ∗ χ‖2s+1Us+1(R,2N) ≪
1
N s+2
∫
(x,h)∈Rs+2
∏
ω∈{0,1}s+1
(f ∗ χ)(x+ h ·ω) dx dh.
Substituting in the definition of f ∗ χ, this is equal to
1
N s+2
∑
(nω)
ω∈{0,1}s+1∈Z{0,1}
s+1
( ∏
ω∈{0,1}s+1
f(nω)
) ∫
(x,h)∈Rs+2
χ(Ψ(x,h)− n) dx dh, (5.9)
where Ψ : Rs+2 −→ R2s+1 has coordinate functions ψω, indexed by ω ∈ {0, 1}s+1,
where ψω(x,h) := x+h ·ω. In similar notation to that used in the previous proof, for
x ∈ R2s+1 , we let χ(x) :=∏2s+1i=1 χ(xi). Note that Ψ is injective, Ψ(Zs+2) = Z2s+1∩imΨ,
and ‖Ψ‖∞ = Os(1).
The contribution to the inner integral of (5.9) from a particular n is zero unless
‖n − Ψ(x,h)‖∞ ≪ η, for some (x,h) ∈ Rs+2. Therefore, if η is small enough we can
conclude that n must be of the form Ψ(p,k), for some unique (p,k) ∈ Zs+2. (To spell
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it out, apply Lemma D.2 with the map Ψ in place of the map Ξ). So (5.9) is equal to
1
N s+2
∑
(p,k)∈Zs+2
( ∏
ω∈{0,1}s+1
f(p+ k · ω)
) ∫
(x,h)∈Rs+2
χ(Ψ(x− p,h− k)) dx dh, (5.10)
which, after a change of variables , is equal to
C
N s+2
∑
(p,k)∈Zs+2
∏
ω∈{0,1}s+1
f(p+ k · ω), (5.11)
where
C :=
∫
(x,h)∈Rs+2
χ(Ψ(x,h)) dx dh.
Since χ has support contained within [−η, η]2s+1, a vector (x,h) only makes a non-zero
contribution to the above integral if ‖Ψ(x,h)‖∞ ≪ η. This implies that ‖(x,h)‖∞ ≪ η.
(To prove this is full, apply Lemma D.3 to the linear map Ψ). Since ‖χ‖∞ = O(1),
this means C = O(ηs+2). The lemma then follows from (5.11). 
6. Normal form
In this section we recall a technical notion from [15] that those authors refer to as
normal form. In section 8 we will need to appeal to a quantitative refinement of this
notion, which we also develop here.
Let Ψ : Rn −→ Rm be a linear map. Putting the standard coordinates on Rn
and Rm, we may write (ψ1, · · · , ψm) := Ψ : Rn −→ Rm as a system of homogeneous
linear forms. The crux of the theory from [15] is that, provided Ψ is of so-called
‘finite Cauchy-Schwarz complexity’, Ψ may be reparametrised in such a way that it
interacts particularly well with certain applications of the Cauchy-Schwarz inequality
(see Proposition 8.3). Below we will give a brief overview of this terminology, before
introducing our own quantitative versions; a much fuller discussion may be found in
[15, Section 1] and [11].
In words, a reparametrisation into normal form is one in which each linear form is
the only one that mentions all of its particular collection of variables. For example,
the forms
ψ1(t, u, v) = u+ v
ψ2(t, u, v) = v + t
ψ3(t, u, v) = u+ t
ψ4(t, u, v) = u+ v + t (6.1)
are in normal form with respect to ψ4, since ψ4 is the only form to utilise all three
of the variables. However, this system is not in normal form with respect to ψ3, say.
However, the system
ψ1(t, u, v, w) = u+ v + 2w
ψ2(t, u, v, w) = v + t− w
ψ3(t, u, v, w) = u+ t− w
ψ4(t, u, v, w) = u+ v + t, (6.2)
that parametrises the same subspace of R4, is in normal form for all i.
We repeat the precise definition from [15].
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Definition 6.1. Let m,n be natural numbers, and let (ψ1, · · · , ψm) = Ψ : Rn −→ Rm
be a system of homogeneous linear forms. Let i ∈ [m]. We say that Ψ is in normal
form with respect to ψi if there exists a non-negative integer s and a collection Ji ⊆
{e1, · · · , en} of the standard basis vectors, satisfying |Ji| = s+ 1, such that∏
e∈Ji
ψi′(e)
is non-zero when i′ = i and vanishes otherwise. We say that Ψ is in normal form if it
is in normal form with respect to ψi for every i.
Let us also recall what it means for a certain system of forms Ψ′ to extend the system
of forms Ψ.
Definition 6.2. For a system of homogeneous linear forms (ψ1, · · · , ψm) = Ψ : Rn −→
Rm, an extension (ψ′1, · · · , ψ′m) = Ψ′ : Rn′ −→ Rm is a system of homogeneous linear
forms on Rn
′
, for some n′ with n′ > n, such that
(1) Ψ′(Rn
′
) = Ψ(Rn);
(2) if we identify Rn with the subset Rn × {0}n′−n in the obvious manner, then Ψ is
the restriction of Ψ′ to this subset.
The paper [15] includes a result (Lemma 4.4) on the existence of extensions in nor-
mal form, but we will need a quantitative refinement of this analysis.
The reader will note from examples (6.1) and (6.2) that the property of ‘being in
normal form’ is a property of the parametrisation, and not of the underlying space
that is being parametrised. It is natural to wonder whether there is some property
of a space that can enable one to find a parametrisation in normal form, even if the
original parametrisation is not. Fortunately there is such a notion, and it is the finite
(Cauchy-Schwarz) complexity introduced in [15]. We introduce this notion in the
following definitions, which we have phrased in such a way as to help us formulate a
quantitative version.
Definition 6.3 (Suitable partitions). Let m,n be natural numbers, with m > 2, and
let (ψ1, · · · , ψm) = Ψ : Rn −→ Rm be a system of homogeneous linear forms. Fix
i ∈ [m]. Let Pi be a partition of [m] \ {i}, i.e.
[m] \ {i} =
s+1⋃
k=1
Ck
for some s satisfying 0 6 s 6 m − 2 and some disjoint sets Ck. We say that Pi is
suitable for Ψ if
ψi /∈ spanR(ψj : j ∈ Ck)
for any k.
Definition 6.4 (Degeneracy varieties). Let m,n be natural numbers, with m > 2. Let
Pi be a partition of [m] \ {i}. We define the Pi-degeneracy variety VPi to be the set of
all the systems of homogeneous linear forms Ψ : Rn → Rm for which Pi is not suitable
for Ψ. Finally, the degeneracy variety Vdegen(n,m) is given by
Vdegen(n,m) :=
m⋃
i=1
⋂
Pi
VPi ,
where the inner intersection is over all possible partitions Pi.
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It is easy to observe that Ψ ∈ Vdegen(n,m) if and only if, for some i 6= j, ψi is a real
multiple of ψj .
In [15, Definition 1.5], the authors refer to those Ψ ∈ Vdegen(n,m) as having infinite
(Cauchy-Schwarz) complexity, and develop their theory for Ψ /∈ Vdegen(n,m). As we
did for describing degeneracy properties of L, we need to quantify such a notion.
Definition 6.5 (c1-Cauchy-Schwarz complexity). Let m,n be natural numbers, with
m > 3, and let c1 be a positive constant. Let (ψ1, · · · , ψm) = Ψ : Rn −→ Rm be
a system of homogeneous linear forms. For i ∈ [m], we define a quantity si either
by defining si + 1 to be the minimal number of parts in a partition Pi of [m] \ {i}
such that dist(Ψ, VPi) > c1, or by si = ∞ if no such partition exists. Then we define
s := max(1,maxi si). We say that s is the c1-Cauchy-Schwarz complexity of Ψ.
We remark, for readers familiar with [15], that we preclude the ‘complexity 0’ case.
This is for a mundane technical reason, that occurs when absorbing the exponential
phases in section 8, when it will be convenient that s + 1 > 2. This is why we need
the condition m > 3 in the above definition. We also take this opportunity to note
that if s satisfies the above definition, and s 6=∞, then 2 6 s + 1 6 m− 1.
We note an easy consequence of these definitions.
Lemma 6.6. Let m,n be natural numbers, with m > 3, and let c1 be a positive
constant. Let (ψ1, · · · , ψm) = Ψ : Rn −→ Rm be a system of homogeneous linear
forms. Suppose that dist(Ψ, Vdegen(n,m)) > c1. Then Ψ has finite c1-Cauchy-Schwarz
complexity.
Proof. We have already observed that Ψ ∈ Vdegen(n,m) if and only if, for some i 6= j, ψi
is a real multiple of ψj . From now until the end of the proof, fix Pi to be the partition of
[m]\{i} in which every form ψk is in its own part. Our initial observation then implies
that Ψ ∈ Vdegen(n,m) if and only if Ψ ∈ VPi for some i. So dist(Ψ, Vdegen(n,m)) > c1
implies that dist(Ψ, VPi) > c1 for all i. Therefore, by using these partitions Pi in
Definition 6.5, we conclude that Ψ has finite c1-Cauchy-Schwarz complexity. 
After having built up these definitions, we state the key proposition on the existence
of normal form extensions to systems of real linear forms. We remind the reader that
all implied constants may depend on the dimensions of the underlying spaces.
Proposition 6.7 (Normal form algorithm). Let m,n be natural numbers, with m > 3,
and let c1, C1 be positive constants. Let (ψ1, · · · , ψm) = Ψ : Rn −→ Rm be a system of
homogeneous linear forms, and suppose that the coefficients of Ψ are bounded above in
absolute value by C1. Furthermore, suppose that Ψ has c1-Cauchy-Schwarz complexity
s, for some finite s. Then, for each i ∈ [m], there is an extension Ψ′ : Rn′ −→ Rm
such that:
(1) n′ = n+ s+ 1 6 n+m− 1;
(2) Ψ′ is of the form
Ψ′(u, w1, · · · , ws+1) := Ψ(u+ w1f1 + · · ·+ ws+1fs+1)
for some vectors fk ∈ Rn, such that ‖fk‖∞ = Oc1,C1(1) for every k;
(3) Ψ′ is in normal form with respect to ψ′i;
(4) ψ′i(0,w) = w1 + · · ·+ ws+1.
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The proof is deferred to Appendix C, as it is very similar to the proof from [15] (al-
though with one important extra subtlety, which we mention in the appendix).
We conclude this discussion of normal form by noting an example of a system of
homogeneous linear forms that may be reparametrised in normal form, but without
quantitative control over the resulting extension.
Indeed, take ι(N) to be some function such that ι(N) → ∞ as N → ∞. Consider
the forms
ψ1(u1, u2, u3) = (1 + ι(N)
−1)u1 + u2
ψ2(u1, u2, u3) = u1 + u2
ψ3(u1, u2, u3) = u3.
Notice that dist(Ψ, Vdegen(3, 3))→ 0 as N →∞, so Ψ does not have finite c1-Cauchy-
Schwarz complexity for any positive absolute constant c1. One may nonetheless con-
struct a normal form reparametrisation
ψ′1(u1, u2, u3, w1, w2) = (1 + ι(N)
−1)u1 + u2 + w1
ψ′2(u1, u2, u3, w1, w2) = u1 + u2 + w2
ψ′3(u1, u2, u3, w1, w2) = u3.
The system Ψ does have all its non-zero coefficients bounded away from 0 and ∞, but
Ψ′(u1, u2, u3, w1, w2) = Ψ(u1 + ι(N)w1 − ι(N)w2, u2 − ι(N)w1 + (ι(N) + 1)w2, u3),
so Ψ′ is not obtained by bounded shifts of the ui variables. Such an extension would
not be suitable for our requirements in section 8.
One final remark: in [15], the simple algorithm that constructs normal form exten-
sions with respect to a fixed i may easily be iterated, and so the authors work with
systems that are in normal form with respect to every index i. A careful analysis of the
proof in Appendix C of [15] demonstrates that it is sufficient for Ψ merely to admit,
for each i separately, an extension that is in normal form with respect to ψi, but this
is of little consequence in [15]. Yet certain quantitative aspects of the iteration of the
normal form algorithm, critical to our application of these ideas, are not immediately
clear to us. We have stated Proposition 6.7 for normal forms only with respect to a
single i, in order to avoid this technical annoyance.
7. Degeneracy relations
Our aim for this short section is to establish a quantitative relationship between the
dual pair degeneracy variety V ∗degen,2(m, d, h) and the dual degeneracy variety Vdegen(h−
m, d) (see Definitions 4.4 and 2.3 respectively), which will be needed in the next section.
To introduce the ideas, we first prove a non-quantitative proposition.
Lemma 7.1. Let m, d, h be natural numbers, with d > h > m+ 2. Let Ξ : Rh −→ Rd
be an injective linear map, let L : Rh −→ Rm be a surjective linear map, and suppose
that (Ξ, L) /∈ V ∗degen,2(m, d, h). Let Φ : Rh−m −→ kerL be any surjective linear map.
Then the linear map ΞΦ : Rh−m −→ Rd, viewed as a system of homogenous linear
forms, is not in Vdegen(h−m, d).
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Proof. Let e1, · · · , ed denote the standard basis vectors in Rd, and let e∗1, · · · , e∗d denote
the dual basis of (Rd)∗. Suppose for contradiction that ΞΦ ∈ Vdegen(h −m, d). Then
by definition there exist two indices i, j 6 d, and a real number λ, such that e∗i − λe∗j
is non-zero and ΞΦ(Rh−m) ⊂ ker(e∗i − λe∗j ).
But then Φ(Rh−m) ⊂ ker(Ξ∗(e∗i −λe∗j )), i.e. Ξ∗(e∗i −λe∗j ) ∈ (kerL)◦. But (kerL)◦ =
L∗((Rm)∗), and so Ξ∗(e∗i − λe∗j ) ∈ L∗((Rm)∗).
Then, by the definition of V ∗degen,2(m, d, h), we have (Ξ, L) ∈ V ∗degen,2(m, d, h), which
is a contradiction. 
The ideas having been introduced, we state the quantitative version we require.
Lemma 7.2. Let m, d, h be natural numbers, with d > h > m + 2, and let c, C be
positive constants. Let Ξ : Rh −→ Rd be a linear map, and let L : Rh −→ Rm be a
surjective linear map. Suppose that ‖Ξ‖∞ 6 C, and dist((Ξ, L), V ∗degen,2(m, d, h)) > c.
Let K denote kerL, choose any orthonormal basis {v(1), · · · ,v(h−m)} for K, and let
Φ : Rh−m −→ K denote the associated parametrisation, i.e. Φ(x) := ∑h−mi=1 xiv(i).
Then ‖ΞΦ‖∞ = O(C) and dist(ΞΦ, Vdegen(h−m, d)) = Ω(c).
For the definition of dist((Ξ, L), V ∗degen,2(m, d, h)), consult Definition 4.5.
Proof. Certainly ‖Φ‖∞ = O(1), as the chosen basis {v(1), · · · ,v(h−m)} is orthonormal.
Therefore ‖ΞΦ‖∞ = O(C).
Let e1, · · · , ed denote the standard basis vectors in Rd, and let e∗1, · · · , e∗d denote
the dual basis of (Rd)∗. Suppose for contradiction that dist(ΞΦ, Vdegen(h−m, d)) 6 η
for some small parameter η. In other words, assume that there exists a linear map
P : Rh−m −→ Rd with ‖P‖∞ 6 η such that ΞΦ+ P ∈ Vdegen(h−m, d). By definition,
this means that
(ΞΦ + P )(Rh−m) ⊂ ker(e∗i − λe∗j ),
for some two indices i, j 6 d, and some real number λ, such that e∗i − λe∗j is non-zero.
We can factorise P = QΦ, for some linear map Q : Rh −→ Rd with ‖Q‖∞ ≪ η.
Indeed, let f1, · · · , fh−m denote the standard basis vectors in Rh−m, and for all k at
most h−m define
Q(v(k)) := P (fk).
(If the notation for the indices seems odd here, it is designed to match the notation in
Proposition 8.2, in which having superscript on the vectors v(k) seems to be natural).
Complete {v(1), · · · ,v(h−m)} to an orthonormal basis {v(1), · · · ,v(h)} for Rh and, for
k in the range h − m + 1 6 k 6 h − m, define Q(v(k)) := 0. Then P = QΦ, and
‖Q‖∞ = O(η), since {v(1), · · · ,v(h)} is an orthonormal basis.
Thus,
(ΞΦ +QΦ)(Rh−m) ⊂ ker(e∗i − λe∗j ).
So
Φ(Rh−m) ⊂ ker((Ξ +Q)∗(e∗i − λe∗j )).
Like the previous proof, we conclude that
(Ξ +Q)∗(e∗i − λe∗j ) ∈ L∗((Rm)∗).
Hence ((Ξ + Q), L) ∈ V ∗degen,2(m, d, h), which, if η is small enough, contradicts the
assumption that dist((Ξ, L), V ∗degen,2(m, d, h)) > c. 
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8. A Generalised von Neumann Theorem
In this section we complete the proof of Theorem 4.6, and therefore complete the
proof of our main result (Theorem 2.10). It will be enough to prove the following
statement.
Theorem 8.1. Let N,m, d, h be natural numbers, with d > h > m+2, and let c, C, ε be
positive reals. Let Ξ = Ξ(N) : Rh −→ Rd be an injective linear map with integer coeffi-
cients, and let L = L(N) : Rd −→ Rm be a surjective linear map. Suppose further that
‖L‖∞ 6 C, ‖Ξ‖∞ 6 C, dist(L, Vrank(m, d)) > c and dist((Ξ, L), V ∗degen,2(m, d, h)) > c.
Then there is some natural number s at most d − 2, independent of ε, such that the
following holds. Let r˜ ∈ Zd be some vector with ‖r˜‖∞ = Oc,C,ε(1), and let σF be a
parameter in the range O < σF < 1/2. Let F : R
h −→ [0, 1] be a Lipschitz function
supported on [−N,N ]h, with Lipschitz constant O(1/σFN), and let G : Rm −→ [0, 1]
be any function supported on [−ε, ε]m. Let g1, · · · , gd : [−2N, 2N ]d −→ [−1, 1] be
arbitrary measurable functions. Suppose
min
j6d
‖gj‖Us+1(R,2N) 6 ρ
for some ρ at most 1. Then
|T˜L,Ξ,r˜F,G,N(g1, · · · , gd)| ≪c,C,ε ρΩ(1)σ−1F (8.1)
Proof that 8.1 implies Theorem 4.6. Assume the hypotheses of Theorem 4.6. This
gives natural numbers N,m, d, h, linear maps L : Rh −→ Rm and Ξ : Rh −→ Rd,
and functions F : Rh −→ [0, 1] and G : Rm −→ [0, 1]. Let f1, · · · , fd : [N ] −→ [−1, 1]
be arbitrary functions, and for ease of notation let
δ := TL,Ξ,r˜F,G,N(f1, · · · , fd).
From Lemma 3.2 and the triangle inequality, we have the crude bound δ = Oc,C,ε(1).
Let η := c1δσG, where c1 is small enough depending on m, d, h, c, C, and ε, and let
χ : R −→ [0, 1] be an η-supported measurable function (see Definition 5.2). For all j
at most d, let gj := fj ∗ χ. Finally, suppose minj ‖fj‖Us+1[N ] 6 ρ, for some parameter
ρ in the range 0 < ρ 6 1.
We proceed by bounding T˜L,Ξ,r˜F,G,N(g1, · · · , gd). Indeed, by Lemma 5.5, if c1 is small
enough
min
j
‖gj‖Us+1(R) ≪ η
s+2
2s+1 min
j
‖fj‖Us+1[N ] ≪c,C,ε ρ.
Applying Theorem 8.1 to these functions g1, · · · , gd, the above implies
T˜L,Ξ,r˜F,G,N(g1, · · · , gd)≪c,C,ε ρΩ(1)σ−1F . (8.2)
Now we use this to bound δ by Gowers norms. Indeed, by Lemma 5.4, we have
δ ≪c,C,ε 1
(c1δσG)h
T˜L,Ξ,r˜F,G,N(g1, · · · , gd) + c1δ + c1δσGσ−1F N−1.
Picking c1 small enough, we may move the c1δ term to the left-hand side to get an
Ω(δ) term. The bound (8.2) then yields
δh+1 ≪c,C,ε ρΩ(1)σ−1F σ−hG + σ−1F N−1,
and so
δ ≪c,C,ε ρΩ(1)(σ−O(1)F + σ−O(1)G ) + σ−O(1)F N−Ω(1).
This yields the desired conclusion of Theorem 4.6. 
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So it remains to prove Theorem 8.1. The bulk of the work will be done in the
following two propositions.
Proposition 8.2 (Separating out the kernel). Let N,m, d, h be natural numbers, with
d > h > m + 2, and let c, C, ε be positive constants. Let σF be a parameter in the
range 0 < σF < 1/2. Let Ξ : R
h → Rd be an injective linear map with integer
coefficients, and let L : Rh −→ Rm be a surjective linear map. Assume further that
‖L‖∞ 6 C, ‖Ξ‖∞ 6 C, dist(L, Vrank(m, h)) > c and dist((Ξ, L), V ∗degen,2(m, d, h)) > c.
Let F : Rh −→ [0, 1] be a Lipschitz function supported on [−CN,CN ]h, with Lipschitz
constant OC(1/σFN), and let G : R
m −→ [0, 1] be a Lipschitz function supported on
[−ε, ε]m. Let r˜ be a fixed vector in Zd, satisfying ‖r˜‖∞ = OC(1). Then there exists
a system of linear forms (ψ1, · · · , ψd) = Ψ : Rh−m −→ Rd, and a Lipschitz function
F1 : R
h−m −→ [0, 1] supported on [−Oc,C,ε(N), Oc,C,ε(N)]h−m with Lipschitz constant
O(1/σFN), such that, if g1, · · · , gd : [−2N, 2N ] −→ [−1, 1] are arbitrary functions,
|T˜L,Ξ,r˜F,G,N(g1, · · · , gd)| ≪c,C,ε
∣∣∣ 1
Nh−m
∫
x
d∏
j=1
gj(ψj(x) + aj)F1(x) dx
∣∣∣, (8.3)
where, for each j, aj is some real number that satisfies aj = Oc,C,ε(1).
Furthermore, there exists a natural number s at most d− 2 such that the system Ψ
has Ωc,C(1)-Cauchy-Schwarz complexity at most s, in the sense of Definition 6.5.
Proof of Proposition 8.2. For ease of notation, let
β := T˜L,Ξ,r˜F,G,N(g1, · · · , gd).
Noting that kerL is a vector space of dimension h−m, define {v(1), · · · ,v(h−m)} ⊂ Rh
to be an orthonormal basis for kerL. Then the map Φ : Rh−m −→ Rh, defined by
Φ(x) :=
h−m∑
i=1
xiv
(i), (8.4)
is an injective map that parametrises kerL. (This is reminiscent of Lemma 7.2).
Now, extend the orthonormal basis {v(1), · · · ,v(h−m)} for kerL to an orthonormal
basis {v(1), · · · ,v(h)} for Rh. By implementing a change of basis, we may rewrite β as
1
Nh−m
∫
x∈Rh
F (
h∑
i=1
xiv
(i))G(L(
h∑
i=1
xiv
(i)))(
d∏
j=1
gj(ξj(Φ(x
h−m
1 ) +
h∑
i=h−m+1
xiv
(i)) + r˜j)) dx,
(8.5)
using xh−m1 to refer to the vector in R
h−m given by the first the first h−m coordinates
of x.
We wish to remove the presence of the variables xh−m+1, · · · , xh. To set this up,
note that, by the choice of the vectors v(i),
G(L(
h∑
i=1
xiv
(i))) = G(L(
h∑
i=h−m+1
xiv
(i))).
The vector
∑h
i=h−m+1 xiv
(i) is in (kerL)⊥. Hence, due to the limited support of G,
there is a domain D, contained in [−Oε,c,C(1), Oε,c,C(1)]m, such that
G(L(
∑h
i=h−m+1 xiv
(i))) is equal to zero unless (xh−m+1, · · · , xh)T ∈ D. (This is proved
in full in Lemma D.1).
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We can use this observation to bound the right-hand side of (8.5). Indeed, we have
β ≪ volD × sup
xh
h−m+1∈D
1
Nh−m
∣∣∣ ∫
x
h−m
1 ∈Rh−m
F (
h∑
i=1
xiv
(i))G(L(
h∑
i=h−m+1
xiv
(i)))
(
d∏
j=1
gj(ξj(Φ(x
h−m
1 ) +
h∑
i=h−m+1
xiv
(i)) + r˜j)) dx
h−m
1
∣∣∣. (8.6)
So there exists some fixed vector (xh−m+1, · · · , xh)T in D such that
β ≪c,C,ε 1
Nh−m
∣∣∣ ∫
x
h−m
1 ∈Rh−m
F (
h∑
i=1
xiv
(i))G(L(
h∑
i=h−m+1
xiv
(i)))
(
d∏
j=1
gj(ξj(Φ(x
h−m
1 ) +
h∑
i=h−m+1
xiv
(i)) + r˜j)) dx
h−m
1
∣∣∣. (8.7)
Define the function F1 : R
h−m −→ [0, 1] by
F1(x
h−m
1 ) := F (Φ(x
h−m
1 ) +
h∑
i=h−m+1
xiv
(i))
and for each j at most d, a shift
aj := ξj(
h∑
i=h−m+1
xiv
(i)) + r˜j.
Then
β ≪c,C,ε
∣∣∣ 1
Nh−m
∫
x∈Rh−m
F1(x)
d∏
j=1
gj(ξj(Φ(x)) + aj) dx
∣∣∣, (8.8)
and F1 and aj satisfy the conclusions of the proposition.
Finally, since dist((Ξ, L), V ∗degen,2(m, d, h)) > c and ‖Ξ‖∞, ‖L‖∞ 6 C, Lemma 7.2
tells us that ΞΦ : Rh−m −→ Rd satisfies dist(ΞΦ, Vdegen(h−m, d)) ≫c,C 1. (One may
consult Definitions 6.4 and Definition 4.4 for the definitions of Vdegen(h − m, d) and
V ∗degen,2(m, d, h)). Thus, by Lemma 6.6, there exists some s at most d − 2 for which
ΞΦ has Ωc,C(1)-Cauchy-Schwarz complexity at most s.
Writing Ψ for ΞΦ, the proposition is proved. 
We now proceed to the second proposition, which is a standard Cauchy-Schwarz
argument.
Proposition 8.3 (Cauchy-Schwarz argument). Let s, d be natural numbers, with d >
3, and let C be a positive constant. Let σF be a parameter in the range 0 < σF < 1/2.
Let (ψ1, · · · , ψd) = Ψ : Rs+1 −→ Rd be a linear map, and suppose that ψ1(ek) = 1,
for all the standard basis vectors ek ∈ Rs+1. Suppose that, for all j in the range
2 6 j 6 s + 1, there exists some k such that ψj(ek) = 0. Let N > 1 be real, and let
g1, · · · , gd : [−N,N ] −→ [−1, 1] be arbitrary measurable functions, and, for each j at
most d, let aj be some real number with |aj| 6 CN . Let F : Rs+1 −→ [0, 1] be any
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Lipschitz function, supported on [−CN,CN ]s+1 with Lipschitz constant O(1/σFN).
Suppose that ‖g1‖Us+1(R,N) 6 ρ, for some parameter ρ in the range 0 < ρ 6 1. Then∣∣∣ 1
N s+1
∫
w∈Rs+1
d∏
j=1
gj(ψj(w) + aj)F (w) dw
∣∣∣≪C ρ−Ω(1)σ−1F . (8.9)
We stress again that implied constants may depend on the implicit dimensions (so the
Ω(1) term in (8.9) may depend on s).
Proof. This theorem is very similar to the usual Generalised von Neumann Theorem
(see [24, Exercise 1.3.23]), and the proof is very similar too. A few extra technicalities
arise from our dealing with the reals rather than with a finite group, but these are
easily surmountable.
We begin with some simple reductions. First, we assume that C is large enough
in terms of all other O(1) parameters. For notational convenience, we will also allow
C to vary form line to line. Next, since ψ1(w) = w1 + w2 + · · · + ws+1, by shifting
w1 we can assume that a1 = 0 in (8.9). Due to the restricted support of F , we may
restrict the integral over w to [−CN,CN ]s+1. By Lemma B.4, for any Y > 2 there is
a function cY : R
s+1 −→ C satisfying ‖c‖∞ ≪ 1 such that we may replace F (w) by∫
θ∈Rs+1
‖θ‖∞6Y
cY (θ)e(
θ ·w
N
) dθ +OC
(
log Y
σFY
)
.
We will determine a particularly suitable Y later (which will depend on ρ).
This means that∣∣∣ 1
N s+1
∫
w∈Rs+1
d∏
j=1
gj(ψj(w) + aj)F (w) dw
∣∣∣
≪
∫
θ∈Rs+1
‖θ‖∞6Y
∣∣∣ 1
N s+1
∗∫
w∈Rs+1
e(
θ
N
·w)
( d∏
j=1
gj(ψj(w) + aj)
)
dw
∣∣∣ dθ +OC ( log Y
σFY
)
,
(8.10)
where
∫ ∗
indicates the limits w ∈ [−CN,CN ]s+1. Fix θ. The inner integral of (8.10)
will be our primary focus.
Firstly, we wish to ‘absorb’ the exponential phases e( θ
N
· w). To do this, we write
e( θ
N
· w) as a product of functions ∏s+1k=1 bk(w), where, for each k, the function bk :
Rs+1 −→ C is bounded and does not depend on the variable wk. Since s+ 1 > 2, this
is possible. Therefore we may rewrite the inner integral of (8.10) as
1
N s+1
∗∫
w∈Rs+1
g1(ψ1(w))
s+1∏
k=1
bk(w) dw, (8.11)
where the functions bk : R
s+1 −→ C are (possibly different) functions, satisfying
‖bk‖∞ 6 1 for all k, and such that bk does not depend on the variable wk.
A brief aside: readers familiar with the arguments of [15, Appendix C] (which moti-
vate the present proof) may note that a different device is used in t
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the exponential phases. Those authors work in the setting of the finite group Z/NZ,
and there the exponential phases can be absorbed simply by twisting the functions
gj : Z/NZ −→ [−1, 1] by a suitable linear phase function (witness the discussion sur-
rounding expression (C.7) from [15]). The key point there is that, if the linear form
w 7→ θ · w fails to be in the set span(ψj : 1 6 j 6 d), then a Fourier expansion of
gj demonstrates that a certain expression, analogous to the inner integral of (8.10),
is equal to zero. This clean argument isn’t quite so easy to apply here, as the linear
phases are not integrable over all of R, which is why we choose a different approach.
Returning to (8.11), recall that ψ1(w) = w1 + w2 + · · ·+ ws+1. Therefore, applying
the Cauchy-Schwarz inequality in each of the variables w1 through ws+1 in turn, one
establishes that the absolute value of expression (8.11) is at most
≪C
( 1
N2s+2
∗∫
w∈Rs+1
∗∫
z∈Rs+1
∏
α∈{0,1}s+1
g1
( ∑
k6s+1
αk=0
wk +
∑
k6s+1
αk=1
zk
)
dw dz
) 1
2s+1
. (8.12)
This expression may be immediately related to the real Gowers norm as given in
Definition A.3, by the change of variables mk := zk − wk, for all k at most s+ 1, and
u := w1 + · · ·+ ws+1. Performing this change of variables shows that(8.12) is
≪
( 1
N2s+2
∫
(u,m,zs+12 )∈D
∏
α∈{0,1}s+1
g1(u+α ·m) du dm dzs+12
) 1
2s+1
, (8.13)
where D is convex domain contained within [−CN,CN ]2s+2. It remains to replace D
by a Cartesian box.
By Lemma B.2 we may write
1D = Fσ +O(Gσ),
for any σ in the range 0 < σ < 1/2, where Fσ, Gσ : R
2s+2 −→ [0, 1] are Lipschitz
functions supported on [−CN,CN ]2s+2, with Lipschitz constant OC(1/σN), such that∫
x
Gσ(x) dx = OC(σN
2s+2). Then, since ‖g1‖∞ 6 1, we may bound (8.13) above by
( 1
N2s+2
∗∫
u,m,zs+12
Fσ(u,m, z
s+1
2 )
∏
α∈{0,1}s+1
g1(u+α·m)du dm dzs+12 +OC(σ)
) 1
2s+1
, (8.14)
where
∫ ∗
now refers to the domain of integration [−CN,CN ]2s+2.
By applying Lemma B.4 to Fσ, for any X > 2 the absolute value of expression (8.14)
is
≪C
(( 1
N2s+2
∫
ξ∈R2s+2
‖ξ‖∞6X
∣∣∣ ∗∫
u,m,zs+12
e(
ξ
N
· (u,m, zs+12 ))
∏
α∈{0,1}s+1
g1(u+α ·m)du dm dzs+12
∣∣∣ dξ)+O(σ) +O( logX
σX
)) 1
2s+1
. (8.15)
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Integrating over the variables z2, · · · , zs+1, and splitting the exponential phase amongst
the different functions, expression (8.15) is
≪C
(( 1
N s+2
∫
ξ∈R2s+2
‖ξ‖∞6X
∣∣∣ ∫
(u,m)∈[−CN,CN ]s+2
∏
α∈{0,1}s+1
gα(u+α ·m) du dm
∣∣∣ dξ)
+OC(σ) +OC
( logX
σX
)) 1
2s+1
, (8.16)
where each function gα is of the form
gα(u) := g1(u)e(kαu)
for some real kα. Note that ‖gα‖Us+1(R,N) = ‖g1‖Us+1(R,N).
Recall that g1 is supported on [−2N, 2N ]. Therefore, if
∏
α∈{0,1}s+1 gα(u+α ·m) 6= 0
then (u,m) ∈ [−O(N), O(N)]s+2. So, if C is large enough in terms of s, we may replace
the restriction (u,m) ∈ [−CN,CN ]s+2 in (8.16) with the condition (u,m) ∈ Rs+2,
without changing the value of (8.16).
Then, by the Gowers-Cauchy-Schwarz inequality (Proposition A.4) and the triangle
inequality, (8.16) is
≪C (XO(1)‖g1‖2s+1Us+1(R) + σ +
logX
σX
)
1
2s+1
≪C (XO(1)ρ2s+1 + σ + logX
σX
)
1
2s+1 (8.17)
Choosing X = ρ−c1, with c1 suitably small in terms of s, and σ = ρc1/2, expression
(8.17) is OC(ρ
Ω(1)).
Putting this estimate into (8.10), we get a bound on (8.10) of
≪C Y O(1)ρΩ(1) +O( log Y
σFY
). (8.18)
Picking Y = ρ−c1 , with c1 suitably small in terms of s, we may ensure that (8.18) is
OC(ρ
Ω(1)σ−1F ), thus proving the proposition. 
With these propositions in hand, Theorem 8.1 follows quickly.
Proof of Theorem 8.1. Assuming all the hypotheses of Theorem 8.1, apply the result
of Proposition 8.2 to T˜L,Ξ,r˜F,G,N(g1, · · · , gd). Thus
|T˜L,Ξ,r˜F,G,N(g1, · · · , gd)| ≪c,C,ε
∣∣∣ 1
Nh−m
∫
x∈Rh−m
F1(x)
d∏
j=1
gj(ψj(x) + aj) dx
∣∣∣, (8.19)
where Ψ : Rh−m −→ Rd has Ωc,C(1)-Cauchy-Schwarz complexity at most s, for
some s at most d − 2, F1 : Rh−m −→ [0, 1] is a Lipschitz function supported on
[−Oc,C,ε(N), Oc,C,ε(N)]h−m with Lipschitz constant O(1/σFN), and aj = Oc,C,ε(1).
We apply Proposition 6.7 to Ψ. Therefore, for any real numbers w1, · · · , ws+1,
|T˜L,Ξ,r˜F,G,N(g1, · · · , gd)| ≪
∣∣∣ 1
Nh−m
∫
x∈Rh−m
F1(x+
s+1∑
k=1
wkfk)
d∏
j=1
gj(ψ
′
j(x,w)+aj) dx
∣∣∣, (8.20)
where
• for each j at most d, ψ′j : Rh−m × Rs+1 −→ R is a linear form;
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• ψ′1(0,w) = w1 + · · ·+ ws+1;
• f1, · · · , fs+1 ∈ Rh−m are some vectors that satisfy ‖fk‖∞ = Oc,C(1) for each k
at most s+ 1;
• the system of forms (ψ′1, · · · , ψ′d) is in normal form with respect to ψ′1.
We remark that the right-hand side of expression (8.20) is independent of w, as it was
obtained by applying the change of variables x 7→ x+∑s+1k=1wkfk to expression (8.19).
Now, let P : Rs+1 −→ [0, 1] be some Lipschitz function, supported on [−N,N ]s+1,
with Lipschitz constant O(1/N). Also suppose that P (x) ≡ 1 if ‖x‖∞ 6 N/2. Inte-
grating over w, we have that |T˜L,Ξ,r˜F,G,N(g1, · · · , gd)| is
≪c,C,ε 1
Nh−m+s+1
∫
w∈Rs+1
P (w)
∣∣∣ ∫
x∈Rh−m
F1(x +
s+1∑
k=1
wkfk)
d∏
j=1
gj(ψ
′
j(x,w) + aj) dx
∣∣∣ dw
≪c,C,ε
∣∣∣ 1
Nh−m+s+1
∫
x∈Rh−m
w∈Rs+1
H(x,w)
d∏
j=1
gj(ψ
′
j(x,w) + aj) dx dw
∣∣∣, (8.21)
where the function H : Rh−m+s+1 −→ [0, 1] is defined by
H(x,w) := F1(x+
s+1∑
k=1
wkfk)P (w).
Since the vectors fk satisfy ‖fk‖∞ = Oc,C(1), H is a Lipschitz function supported on
[−Oc,C,ε(N), Oc,C,ε(N)]h−m+s+1, with Lipschitz constant Oc,C(1/σFN). Notice in (8.21)
that we were able to move the absolute value signs outside the integral, as P is positive
and the integral over x is independent of w (so in particular has constant sign).
Fix x. Then the integral over w in (8.21) satisfies the hypotheses of Proposition 8.3.
Applying Proposition 8.3 to this integral, and then integrating over x, one derives
|T˜L,Ξ,r˜F,G,N(g1, · · · , gd)| ≪c,C,ε ρΩ(1)σ−1F .
Theorem 8.1 is proved. 
By our long series of reductions, this means that both Theorem 4.6 and the main
result (Theorem 2.10) are proved. 
9. Constructions
In this section we prove Theorem 2.12, which, we remind the reader, is the partial
converse of main result (Theorem 2.10). In other words, we show that L being bounded
away from V ∗degen(m, d) is a necessary hypotheses for Theorem 2.10 to be true.
Proof of Theorem 2.12. Recall the hypotheses of Theorem 2.12. In particular, we sup-
pose that
lim inf
N→∞
dist(L, V ∗degen(m, d)) = 0,
i.e. we assume that dist(L, V ∗degen(m, d)) = ω(N)
−1, for some function ω(N) such that
lim sup
N→∞
ω(N) =∞.
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Let η be a small positive quantity, picked small enough in terms of c and C, and let
N be a natural number that is large enough so that ω(N) > η−1 and ηN > max(1, ε).
All implied constants to follow will be independent of η.
Since F is the indicator function of [1, N ]d and G is the indicator function of [−ε, ε]m,
one has
TLF,G,N(f1, · · · , fd) =
1
Nd−m
∑
n∈[N ]d
‖Ln‖∞6ε
d∏
j=1
fj(nj).
Our aim is to construct functions f1, . . . , fd : [N ] −→ [−1, 1] such that
min
j
‖fj‖Us+1[N ] 6 ρ
for some ρ at most 1 and that
TLF,G,N(f1, · · · , fd) > H(ρ) + Eρ(N). (9.1)
We begin by observing that the condition ‖Ln‖∞ 6 ε implies certain constraints
on two of the variables ni. Indeed, let L
′ ∈ V ∗degen(m, d) be such that ‖L − L′‖∞ =
dist(L, V ∗degen(m, d)). Write λ
′
ij for the coefficients of L
′. By reordering columns, with-
out loss of generality we may assume that there exist real numbers {ai}mi=1 not all 0
s.t. for all j in the range 3 6 j 6 d we have
m∑
i=1
aiλ
′
ij = 0, (9.2)
and further we may assume that for all i we have λ′i1 = λi1 and λ
′
i2 = λi2 (else
L′ ∈ V ∗degen(m, d) is not one of the closest matrices to L). By reordering rows and
rescaling, we may assume that a1 has maximal absolute value amongst all the ai, and
that |a1| = 1.
Define
b1 :=
m∑
i=1
aiλi1, b2 :=
m∑
i=1
aiλi2,
and let n ∈ [N ]d be some solution to ‖Ln‖∞ 6 ε. The critical observation is that
(9.2), combined with the assumptions on the ai, implies that
|b1n1 + b2n2| ≪ ηN. (9.3)
Indeed, for j in the range 3 6 j 6 d we have∣∣∣∣∣
m∑
i=1
aiλij
∣∣∣∣∣ =
∣∣∣∣∣
m∑
i=1
ai(λij − λ′ij)
∣∣∣∣∣
≪ η.
Since ‖Ln‖∞ 6 ε, we certainly have that∣∣∣∣∣b1n1 + b2n2 +
d∑
j=3
nj
m∑
i=1
aiλij
∣∣∣∣∣≪ ε,
and then (9.3) follows by the triangle inequality and the fact that ηN > ε.
The constraint (9.3) will turn out to be enough for the proof. We consider various
cases, constructing different counterexample functions f1 and f2 based on the size and
sign of b1 and b2. To facilitate this, we let c1 be a suitably small positive constant,
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depending on c and C, but independent of η. All constants C1 and C2 to follow will
be assumed to satisfy Oc,C(1).
Case 1: |b1|, |b2| 6 c1.
Under the assumptions of Theorem 2.12, this case is actually precluded. Indeed,
consider the matrix L′′, defined by taking
λ′′ij = λ
′
ij
for all pairs (i.j) ∈ [m]× [d], except for (1, 1) and (1, 2). In these cases we let
λ′′11 = λ
′
11 −
b1
a1
λ′′12 = λ
′
12 −
b2
a1
.
Then
m∑
i=1
aiλ
′′
ij = 0
for all j in the range 1 6 j 6 d. In other words we have shown that ‖L−L′′‖∞ 6 η+c1
for some matrix L′′ with rank less than m. Since η+ c1 < c (if c1 is small enough), this
implies that dist(L, Vrank(m, d)) < c, which contradicts the assumptions of Theorem
2.12. Therefore this case is indeed precluded.
Case 2: b1, b2 both of the same sign, and b1, b2 > c1.
In this case, (9.3) implies6 that n1 6 C1ηN for some constant C1. Now, define
f1 : [N ] −→ [−1, 1] to be the indicator function of the interval [⌈C1ηN⌉, N ] ∩ N. We
then have
‖f1 − 1‖Us+1[N ] ≪
( 1
N s+2
∑
x,h1,··· ,hs+1≪C1ηN
1
) 1
2s+1
6 C2(C1η)
s+2
2s+1
for some constant C2. However, observe that
|TLF,G,N(f1 − 1, 1, · · · , 1)| = |TLF,G,N(f1, 1, · · · , 1)− TLF,G,N(1, 1, · · · , 1)|
= |0− TLF,G,N(1, 1, · · · , 1)| ≫c,C,ε 1
by the hypotheses of Theorem 2.12. If TLF,G,N(f1 − 1, 1, · · · , 1) did not satisfy (9.1),
then
1≪c,C,ε H(ρ) + Eρ(1),
where ρ := C2(C1η)
s+2
2s+1 . Picking η small enough, then N large enough, this inequality
cannot possibly hold, and we have a contradiction. So TLF,G,N(f1− 1, 1, · · · , 1) satisfies
(9.1).
Case 3: b1, b2 of opposite signs, and b1, b2 > c1.
This is the most involved case, although the central idea is very simple. The con-
dition (9.3) confines n2 to lie within a certain distance of a fixed multiple of n1. By
constructing functions f1 and f2 using random choices of blocks of this length, but
6The same conclusion is true for n2, but this will not be needed.
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coupled in such a way that condition (9.3) is very likely to hold, we can guarantee that
TLF,G,N(f1 − p, f2 − p, 1, · · · , 1) is bounded away from zero, where p is the probability
used to choose the random blocks. However, despite the block construction and the
coupling, the functions f1 and f2 still individually exhibit enough randomness to con-
clude that ‖f1 − p‖Us+1[N ] = o(1), and the same for f2.
We now fill in the technical details. Relation (9.3) implies that
|b1n1 + b2n2| 6 C1ηN, (9.4)
for some C1 satisfying C1 = O(1), and without loss of generality assume that b1 is
positive, b2 is negative, and |b1| is at least |b2|. Let C2 be some parameter, chosen so
that (C1C2η)
−1 is an integer. Such a C2 will of course depend on η, but in magnitude
we may pick C2 ≍ 1. We consider the real interval [0, N ] modulo N , and for x ∈ [0, N ]
and i in the range 0 6 i 6 (C1C2η)
−1 − 1 we define the half-open interval modulo N
Ii := [x+ iC1C2ηN, x+ (i+ 1)C1C2ηN).
This choice guarantees that
[0, N ] =
(C1C2η)−1−1⋃
i=0
Ii, (9.5)
and the union is disjoint. Now, for δ a small constant to be chosen later7, we define
Iδi := [x+ (i+
1
2
− δ)C1C2ηN, x+ (i+ 1
2
+ δ)C1C2ηN).
We will use the partition (9.5) to construct a function f1, using an averaging ar-
gument to choose an x so that the Iδi intervals capture a positive proportion of the
solution density of the linear inequality system. Indeed, for n1 ∈ [N ] let the weight
u(n1) denote the number of d− 1-tuples n2, · · · , nd 6 N that together with n1 satisfy
the inequality ‖Ln‖∞ < ε. The weight u(n1) could be zero, of course. Let
Eδ := ∪iIδi .
Then
1
N
N∫
0
∑
n∈[N ]
u(n)1Eδ(n) dx =
1
N
∑
n∈[N ]
u(n)
N∫
0
1Eδ(n) dx
=
∑
n∈[N ]
u(n)2δ
= 2δNd−mTLF,G,N(1, · · · , 1)
Therefore, by the assumptions of Theorem 2.12, we may fix an x such that∑
n∈[N ]
u(n)1Eδ(n)≫c,C δNd−mTLF,G,N(1, · · · , 1). (9.6)
Let us finally define the function f1. Let p be a small positive constant (to be
decided later). Fix a value of x such that (9.6) holds. Then we define a random subset
A ⊆ [N ] by picking all of Ii ∩ N to be members of A, with probability p, or none of
Ii ∩N to be members of A, with probability 1− p. We then make this same choice for
each i in the range 0 6 i 6 (C1C2η)
−1 − 1, independently. Observe immediately that
7This δ is unrelated to the notation δ = TLF,G,N(f1, · · · , fd) used in previous sections.
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for each n ∈ [N ] the probability that n ∈ A is always p (though these events are not
always independent). We let f1(n) be the indicator function 1A(n).
The function f2 is defined in terms of f1. Indeed, let
Ji =
b1
|b2|Ii ∩ (0, N ],
where the dilation is not considered modulo N but rather just as an operator on sub-
sets of R. Since b1 > |b2| we have that these Ji also form a disjoint partition of [0, N ].
[NB: If b1 > |b2| it may be that certain Ji are empty, since the dilate of the corre-
sponding Ii may land entirely outside [0, N ].] Then let B be the subset of [N ] defined
so that for each i with Ji non-empty we have Ji ∩ N ⊆ B if and only if Ii ∩ N ⊆ A.
Note again that for each individual n ∈ [N ] the probability that n ∈ B is always p.
We let f2(n) be the indicator function 1B(n).
Our first claim is that, if p is small enough in terms of δ,
|ETLF,G,N(f1, f2, 1 · · · , 1)− TLF,G,N(p, p, 1 · · · , 1)| ≫c,C,ε δ2. (9.7)
Indeed, suppose that Ii is included in the set A, and suppose that n1 ∈ Iδi . If n2 ∈ [N ]
satisfies | b1|b2|n1 − n2| 6 1b2C1ηN and if δ is small enough in terms of b1 and b2, then8
n2 ∈ Ji. Thus, by the observation (9.4), n2 ∈ B, for every integer n2 that is the second
coordinate of a solution vector9 n for which the first coordinate is n1. Therefore
ETLF,G,N(f1, f2, 1, · · · , 1) =
1
Nd−m
∑
n∈[N ]d
‖Ln‖∞6ε
P(n1 ∈ A ∧ n2 ∈ B)
>
1
Nd−m
∑
n∈[N ]d
‖Ln‖∞6ε
P(n1 ∈ A ∧ n1 ∈ Iδi for some i ∧ n2 ∈ B)
>
1
Nd−m
∑
n∈[N ]d
‖Ln‖∞6ε
P(n1 ∈ A ∧ n1 ∈ Iδi for some i)
=
1
Nd−m
∑
n1∈[N ]
u(n1)p1Eδ(n1)
> 2δpTLF,G,N(1, · · · , 1),
where the final line follows from (9.6). On the other hand TLF,G,N(p, p, 1, · · · , 1) =
p2TLF,G,N(1, · · · , 1), and hence
ETLF,G,N(f1, f2, 1 · · · , 1)− TLF,G,N(p, p, 1 · · · , 1) > (2δp− p2)TLF,G,N(1, · · · , 1). (9.8)
Picking p small enough in terms of δ, and using the assumption that TLF,G,N(1, · · · , 1) =
Ωc,C,ε(1), this proves the relation (9.7).
Our second claim is that
E‖f1 − p‖Us+1[N ],E‖f2 − p‖Us+1[N ] ≪ η
1
2s+1 . (9.9)
8This fact is the reason why we introduced the parameter δ.
9i.e a vector n such that ‖Ln‖∞ 6 ε.
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We first consider f1. Then
E‖f1 − p‖2s+1Us+1[N ] ≪
1
N s+2
∑
(x,h)∈Zs+2
E
( ∏
ω∈{0,1}s+1
(f1 − p1[N ])(x+ h · ω)
)
.
Observe that for fixed (x,h) the random variables (f1 − p1[N ])(x + h · ω) each have
mean zero and, unless some two of the expressions x+ h · ω lie in the same block Ii,
these random variables are independent. Hence, apart from those exceptional cases,
we may factor the expectation and conclude that
E
( ∏
ω∈{0,1}s+1
(f1 − p1[N ])(x+ h · ω)
)
=
∏
ω∈{0,1}s+1
E((f1 − p1[N ])(x+ h · ω)) = 0.
Therefore,
E‖f1 − p‖2s+1Us+1[N ] ≪
1
N s+2
∑
(x,h)∈[−N,N ]s+2
1R(h)
≪ η,
where
R = {h : |h · (ω1 − ω2)| 6 C1C2ηN for some ω1,ω2 ∈ {0, 1}s+1, ω1 6= ω2}.
Thus by Jensen’s inequality we have
E‖f1 − p‖Us+1[N ] ≪ η
1
2s+1 , (9.10)
as claimed in (9.9).
The calculation for f2 is essentially identical, noting that the length of the blocks Ji
is also O(ηN).
It is possible that one could finish the argument here by considering a second mo-
ment, and choosing some explicit f1 and f2. To avoid calculating a second moment,
we argue as follows. Suppose for contradiction that there were no functions f1, · · · , fd
that satisfied (9.1). Then, by (9.7), if we pick p to be small enough in terms of δ we
have
δ2 ≪c,C,ε |ETLF,G,N(f1, f2, 1, · · · , 1)− TLF,G,N(p, p, 1 · · · , 1)|
≪ |ETLF,G,N(f1 − p, f2, 1, · · · , 1)|+ |ETLF,G,N(p, f2 − p, 1, · · · , 1)|
≪ E(H(ρ1) + Eρ1(N)) + E(H(ρ2) + Eρ2(N)), (9.11)
where ρ1 (resp. ρ2) is any chosen upper-bound on ‖f1−p‖Us+1[N ] (resp. ‖f2−p‖Us+1[N ]).
Note that the values ρi may be random variables themselves.
We claim that the random variables ρ1 and ρ2 may be chosen so that the right-hand
side of (9.11) is κ(η)+ oη(1). To prove this, we make two observations. Note first that
by Markov’s inequality
P(‖f1 − p‖Us+1[N ] > η
1
2s+2 )≪ η 12s+2
We choose the (random) upper-bound ρ1 satisfying
ρ1 =
{
1 if ‖f1 − p‖Us+1[N ] > η
1
2s+2
η
1
2s+2 otherwise .
Secondly, we may upper-bound H by a concave envelope, so without loss of generality
we may assume that H is concave.
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Then by Jensen’s inequality,
E(H(ρ1) + Eρ1(N))≪ H(Eρ1) + E(Eρ1(1))
≪ κ(η 12s+2 ) + oη(1)
≪ κ(η) + oη(1). (9.12)
We do the same manipulation for f2. Combining (9.12) with (9.11) we conclude that
δ2 ≪c,C,ε κ(η) + oη(1). (9.13)
The only condition on δ occurred in the proof of (9.7), in which we assumed that
δ was small enough in terms of b1 and b2. Therefore there exists a suitable δ that
satisfies δ = Ωc,C(1). Picking such a δ, and then picking η small enough and N large
enough, (9.13) is a contradiction. So there must be some functions f1, · · · , fd that
satisfy (9.1).
Case 4: Exactly one of b1, b2 satisfies bi > c1.
Without loss of generality we may assume that b1 > c1. But then, as in Case 2,
(9.3) implies that n1 6 C1ηN for some constant C1. The same construction as in Case
2 then applies.
We have covered all cases, and thus have concluded the proof of Theorem 2.12. 
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Appendix A. Gowers norms
There are several existing accounts of the basic theory of Gowers norms – for example
in [12] and [24] – and the reader looking for an introduction to the theory in its full
generality should certainly consult these references, as well as Appendices B and C of
[15]. However, in the interests of making this paper as self-contained as possible, we
use this section to pick out the central definitions and notions that will be used in the
main text.
Definition A.1. Let N be a natural number. For a function f : Z/NZ −→ C, and
a natural number d, we define the Gowers Ud norm ‖f‖Ud(N) to be the unique non-
negative solution to
‖f‖2dUd(N) =
1
Nd+1
∑
x,h1,··· ,hd
∏
ω∈{0,1}d
C|ω|f(x+ h · ω), (A.1)
where |ω| = ∑
i
ωi, h = (h1, · · · , hd), C is the complex-conjugation operator, and the
summation is over x, h1, · · · , hd ∈ Z/NZ.
For example,
‖f‖U1(N) =
∣∣∣ 1
N
∑
x
f(x)
∣∣∣,
and
‖f‖U2(N) =
(
1
N3
∑
x,h1,h2
f(x)f(x+ h1)f(x+ h2)f(x+ h1 + h2)
) 1
4
.
It is not immediately obvious that the right-hand side of (A.1) is always a non-negative
real, nor why the Ud norms are genuine norms if d > 2: proofs of both these facts may
be found in [25]. An immediate Cauchy-Schwarz argument, which may also be found
in [25], gives the so-called ‘nesting property’ of Gowers norms, namely the fact that
‖f‖U2(N) 6 ‖f‖U3(N) 6 ‖f‖U4(N) 6 · · · .
The functions in the main text do not have a cyclic group as a domain but rather
the interval [N ], but the theory may easily be adapted to this case.
Definition A.2. Let N,N ′ be natural numbers, with N ′ > N . Identify [N ] with a
subset of Z/N ′Z in the natural way, i.e. [N ] = {1, · · · , N} ⊆ {1, · · · , N ′}, which we
then view as Z/N ′Z. For a function f : [N ] −→ C, and a natural number d, we define
the Gowers norm ‖f‖Ud[N ] to be the unique non-negative real solution to the equation
‖f‖2dUd[N ] =
1
|R|
∑
x,h1,··· ,hd
∏
ω∈{0,1}d
C|ω|f1[N ](x+ h · ω), (A.2)
where f1[N ] is the extension by zero of f to Z/N
′Z, the summation is over
x, h1, · · · , hd ∈ Z/N ′Z, and the set R is the set
R := {x, h1, · · · , hd ∈ Z/N ′Z : for every ω ∈ {0, 1}d, x+ h · ω ∈ [N ]}.
One can immediately see that this definition is equivalent to
‖f‖Ud[N ] = ‖f1[N ]‖Ud(N ′)/‖1[N ]‖Ud(N ′),
and is also independent of the choice of N ′ as long as N ′/N is large enough (in terms
of d). Taking N ′ = O(N) we have ‖1[N ]‖Ud(N ′) ≍ 1, and thus ‖f‖Ud[N ] ≍ ‖f1[N ]‖Ud(N ′).
(See [15, Lemma B.5] for more detail on this).
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We observe that there is only a contribution to the summand in equation (A.2)
when x ∈ [N ] and for every i we have hi ∈ {−N,−N + 1, · · · , N − 1, N} modulo N ′.
Further, it may be easily seen that |R| ≍ Nd+1. Therefore, choosing N ′/N sufficiently
large, we conclude that
‖f‖Ud[N ] ≍
 1
Nd+1
∑
x,h1,··· ,hd∈Z
∏
ω∈{0,1}d
C|ω|f(x+ h · ω)
 12d . (A.3)
The relation (A.3) is implicitly assumed throughout the main text.
In order to succinctly state Theorem 8.1, we had to refer to a Gowers norm Ud(R),
which has been used in some recent work on linear patterns in subsets of Euclidean
space (see [5, Lemma 4.2], [8, Proposition 3.3]). This Gowers norm is a less well-
studied object, as the theory was originally developed over finite groups. Nevertheless
it may be perfectly well defined, and even deep aspects of its inverse theory may be
deduced from the corresponding theory of the discrete Gowers norm (see [23]).
Definition A.3. Let f : [0, 1] −→ C be a bounded measurable function, and let d
be a natural number. Then we define the Gowers norm ‖f‖Ud(R) to be the unique
non-negative real satisfying
‖f‖2dUd(R) =
∫
(x,h)∈Rd+1
∏
ω∈{0,1}d
C|ω|f(x+
d∑
i=1
hiωi) dx dh1 · · ·dhd (A.4)
where |ω| =∑
i
ωi, and C is the complex-conjugation operator.
Let N be a positive real, and let g : [−N,N ] −→ C be a measurable function. Define
the function f : [0, 1] −→ C by f(x) := g(2Nx−N), and then set
‖g‖Ud(R,N) := ‖f‖Ud(R).
Explicitly, a change of variables shows that
‖g‖2dUd(R,N) ≍
1
Nd+1
∫
(x,h)∈Rd+1
∏
ω∈{0,1}d
C|ω|g(x+
d∑
i=1
hiωi) dx dh1 · · · dhd. (A.5)
We require one further fact about Gowers norms.
Proposition A.4 (Gowers-Cauchy-Schwarz inequality). Let d be a natural number,
and, for each ω ∈ {0, 1}d, let fω : [0, 1] −→ C be a bounded measurable function.
Define the Gowers inner-product
〈(fω)ω∈{0,1}d〉 :=
∫
(x,h)∈Rd+1
∏
ω∈{0,1}d
C|ω|fω(x+
d∑
i=1
hiωi) dx dh1 · · · dhd.
Then
|〈(fω)ω∈{0,1}d〉| 6
∏
ω∈{0,1}d
‖fω‖Ud(R).
Proof. See [25, Chapter 11] for the proof in the finite group setting. The modification
to the setting of the reals is trivial. 
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Appendix B. Lipschitz functions
In the body of the paper we made extensive use of properties of Lipschitz functions.
Definition B.1 (Lipschitz functions). We say that a function F : Rm −→ C is
Lipschitz, with Lipschitz constant at most M , if
M > sup
x,y∈Rm
x 6=y
|F (x)− F (y)|
‖x− y‖∞ .
We say that a function G : Rm/Zm −→ C is Lipschitz, with Lipschitz constant at
most M , if
M > sup
x,y∈Rm/Zm
x 6=y
|G(x)−G(y)|
‖x− y‖Rm/Zm .
We record the three properties of Lipschitz functions that we will require.
Lemma B.2. Let N be a positive real, let m be a natural number, let K be a convex
subset of [−N,N ]m, and let σ be some parameter in the range 0 < σ < 1/2. Then
there exist Lipschitz functions Fσ, Gσ : R
m −→ [0, 1] supported on [−2N, 2N ]m, both
with Lipschitz constant at most O( 1
σN
), such that
1K = Fσ +O(Gσ)
and
∫
x
Gσ(x) dx = O(σN
m). Furthermore, Fσ(x) > 1K(x) for all x ∈ Rm, and G is
supported on {x ∈ Rm : dist(x, ∂(K)) 6 σN}.
This is [15, Corollary A.3]. It was be used in Lemmas 4.9 and 4.11 to replace sums
with sharp cut-offs by sums with Lipschitz cut-offs.
Lemma B.3. Let X be a positive real, with X > 2. Let F : Rm/Zm −→ C be a
Lipschitz function such that ‖F‖∞ 6 1 and the Lipschitz constant of F is at most M .
Then
F (x) =
∑
k∈Zm
‖k‖∞6X
cX(k)e(k · x) +O
(
M
logX
X
)
(B.1)
for every x ∈ Rm/Zm, for some function cX(k) satisfying ‖cX(k)‖∞ ≪ 1. (The implied
constant in the error term above may depend on the underlying dimensions, as always
in this paper).
This is [14, Lemma A.9], and was used in Lemma 3.4 as a way of bounding the number
of solutions to a certain inequality.
Lemma B.4. Let X,N,C be positive reals, with X > 2 and N > 1. Let F : Rm −→ C
be a Lipschitz function, supported on [−CN,CN ]m, such that ‖F‖∞ 6 1 and the
Lipschitz constant of F is at most M . Then
F (x) =
∫
ξ∈Rm
‖ξ‖∞6X
cX(ξ)e(
ξ · x
N
) dξ +OC
(
MN
logX
X
)
(B.2)
for every x ∈ Rm, for some function cX(ξ) satisfying ‖cX(ξ)‖∞ ≪C 1.
Lemma B.4 is very similar to Lemma B.3, and may be easily proved by adapting
that standard harmonic analysis argument found in [14, Lemma A.9] from Rm/Zm to
Rm. For completeness, we sketch the proof.
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Sketch proof. By rescaling the variable x by a factor of N , we reduce to the case where
F is supported on [−C,C]m and has Lipschitz constant at most MN .
Let
KX(x) :=
m∏
i=1
1
X
(
sin(πXxi)
πxi
)2
.
Then
K̂X(ξ) =
m∏
i=1
max(1− |ξi|
X
, 0).
We have
(F ∗KX)(x) =
∫
ξ∈Rm
‖ξ‖∞6X
F̂ (ξ)K̂X(ξ)e(ξ · x) dx,
and, since |F̂ (ξ)| 6 ‖F‖1 ≪C 1, letting cX(ξ) := F̂ (ξ)K̂X(ξ) gives a main term of the
desired form.
It remains to show that
‖F − F ∗KX‖∞ ≪C MN logX
X
.
By writing
|F (x)− (F ∗KX)(x)| =
∣∣∣ ∫
y∈Rm
(F (x)− F (y))KX(x− y) dy
∣∣∣,
one sees that it suffices to show that∫
‖z‖∞62C
‖z‖∞KX(z) dz≪C logX
X
.
But this bound follows immediately from a dyadic decomposition. 
We used Lemma B.4 extensively in the Generalised von Neumann Theorem argu-
ment in section 8.
Appendix C. Rank matrix and normal form: proofs
In this appendix we prove the two quantitative statements from earlier in the paper,
namely Propositions 3.1 and 6.7.
Proposition C.1. Let n be a natural number, and let S = {f1, · · · , fk} be a finite set
of continuous functions f1, . . . , fk : R
n −→ R. Let
V (S) = {x ∈ Rn : fi(x) = 0 for all i 6 k}.
Suppose that x ∈ Rn is a point with ‖x‖∞ 6 C and with dist(x, V (S)) > c, for
some absolute positive constants c and C. Then, there is some fj such that |fj(x)| =
Ωc,C,S(1).
Proof. This is nothing more than the fact that every continuous function on a compact
set is bounded, applied to the continuous function min(1/|f1|, · · · , 1/|fk|) and the
compact set {x ∈ Rn : ‖x‖∞ 6 C, dist(x, V (S)) > c}. 
From Proposition C.1 it is easy to deduce the existence of rank matrices, namely
Proposition 3.1.
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Proof of Proposition 3.1. Let k be equal to ( dm ), and identify R
md with the space
ofm-by-d real matrices. Then let f1, · · · , fk be the k polynomials on Rmd that are given
by the k determinants of m-by-m submatrices of L. One then sees that Vrank(m, d)
is exactly the set of common zeros of the functions fi. This is since row rank equals
column rank, and linear independence of columns in a square matrix can be detected
by the determinant.
Since we assume that ‖L‖∞ 6 C and dist(L, Vrank(m, d)) > c we can fruitfully apply
Proposition C.1 to deduce that there is some j for which |fj(L)| = Ωc,C(1). The matrix
M whose determinant corresponds to the polynomial fj is exactly the claimed rank
matrix.
This settles the first part of Proposition 3.1. The second part then follows immedi-
ate by the construction of M−1 as the adjugate matrix of M divided by detM .
The third part, namely the statement about linear combinations of rows, follows
quickly from the others. Indeed, without loss of generality, assume that the rank matrix
M is realised by columns 1 through m. Then, the fact that the rows of L are linearly
independent means that there are unique real numbers ai such that
m∑
i=1
aiλij = vj for
all j in the range 1 6 j 6 d. (Recall that (λij)i6m,j6d denotes the coefficients of L).
Restricting to j in the range 1 6 j 6 m, we observe that the ai are forced to satisfya1...
am
 = (MT )−1
v1...
vm
 .
Since ‖(M−1)T‖∞ = ‖M−1‖∞ = Oc,C(1), we conclude that ai = Oc,C,C1(1) for all i.
The final part of the proposition is to show that if dist(L, V globalrank (m, d)) > c then, for
each j, there exists a rank matrix of L that doesn’t include the jth column. But this
statement follows immediately from the above, after having deleted the jth column. 
We now prove Proposition 6.7 on the existence of quantitative normal form parametri-
sations. We remind the reader that, in the proof, the implied constants may depend
on the dimensions of the underlying spaces, namely m and n. For the definition of
the variety VPi , which consists of all systems of linear forms for which the partition Pi
is not ‘suitable’, the reader may consult Definition 6.4. The reader may also find the
example that follows the proof to be informative.
Proof of Proposition 6.7. Fix i, and let Pi be a partition of [m] \ {i} such that
dist(Ψ, VPi) > c1 (such a Pi exists by the definition of c1-Cauchy-Schwarz complexity,
i.e. by Definition 6.5). The partition Pi has si + 1 parts, for some si at most s.
It is clear from Definition 6.5 that we may, without loss of generality, further subdi-
vide the partition and assume that the partition Pi has exactly s + 1 parts. Call the
parts C1 through Cs+1.
Following section 4 of [15], for each k ∈ [s + 1] there exists a vector fk ∈ Rn that
witnesses the fact that dist(Ψ, VPi) > 0, i.e. for which ψi(fk) = 1 but ψj(fk) = 0 for
all j ∈ Ck. Such a vector can be found using Gaussian elimination, say. Consider the
extension
Ψ′(u, w1, · · · , ws+1) := Ψ(u+ w1f1 + · · ·+ ws+1fs+1).
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Then, if Ψ′ = (ψ′1, · · · , ψ′m), the form ψ′i(u, w1, · · · , ws+1) is the only one that uses all
of the wk variables. Furthermore, ψ
′
i(0,w) = w1 + · · · + ws+1. Also, n′ = n + s + 1,
which is at most n+m−1. So Proposition 6.7 is proved if for each k we can find such
a vector fk that additionally satisfies ‖fk‖∞ = Oc1,C1(1).
Consider a fixed k, and let Γ be the set of possible implementations of Gaussian
elimination on the set of forms ψi ∪ {ψj : j ∈ Ck} to find a solution vector fk. If in the
course of implementing these algorithms we are given a free choice for a co-ordinate of
fk, we set it to be equal to zero. Note that |Γ| = O(1).
Now, for each γ ∈ Γ, let the rational functions
pγ,1(Ψ)
qγ,1(Ψ)
, · · · , pγ,n(Ψ)
qγ,n(Ψ)
be the n rational functions defining the claimed coefficients of fk. One may assume
without loss of generality that, for all j, we have pγ,j , qγ,j ∈ Z[X1, · · · , Xn] with coef-
ficients of size O(1). Now let
Qγ :=
∏
j6n
qγ,j .
We claim that V (I) ⊆ VPi , where I is the ideal generated by the set of polynomials
{Qγ : γ ∈ Γ} and V (I) is the affine algebraic variety generated by I. Indeed, if
Qγ(Ψ) = 0 for all γ ∈ Γ then there is no Gaussian elimination implementation that
finds a solution fk, and this in turn implies that Pi is not suitable for Ψ and hence
that Ψ ∈ VPi .
Since V (I) ⊆ VPi , the assumptions of Proposition 6.7 imply that dist(Ψ, V (I)) > c1.
Applying Proposition C.1 to the polynomials {Qγ : γ ∈ Γ}, we conclude that there is
some γ ∈ Γ such that |Qγ(Ψ)| = Ωc1,C1(1). In particular, we conclude that the solution
vector fk obtained by the implementation γ has coefficients that are Oc1,C1(1). This
concludes the proof of Proposition 6.7. 
Let us illustrate the above proof with an instructive example. Consider n = 3,
m = 2, i = 1, and denote
Ψ =
(
a11 a12 a13
a21 a22 a23
)
.
Then the partition Pi consists of the singleton {2}, and suppose one wished to construct
a suitable f1 simply by applying Gaussian elimination. Implementing the algorithm a
certain way we have
f1 =
 a22/(a11a22 − a12a21)−a21/(a11a22 − a12a21)
0

as a solution, in the case where a11a22−a12a21 is non-zero. Of course if a11a23−a13a21
is non-zero too, we have another solution
f1 =
 a23/(a11a23 − a13a21)0
−a21/(a11a23 − a13a21)
 .
So, if one applied Gaussian elimination idly, one might end up with either of these
two solutions. Unfortunately it could be the case that dist(Ψ, VPi) > c1 whilst one of
these determinants, a11a22 − a12a21 say, was non-zero yet o(1) (as the unseen variable
N , on which Ψ will ultimately depend, tends to infinity). In this instance, applying
the first implementation of the algorithm would not give a desirable solution vector
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f1. For this reason we had to apply somewhat indirect arguments in order to find the
appropriate vector f1.
It is worth including a brief discussion on why these quantitative subtleties do not
arise in the setting of [15]. Indeed, assume that Ψ has rational coefficients of naive
height at most C1 and that Ψ /∈ VPi . Since there are only OC1(1) many possible choices
of Ψ we immediately conclude that dist(Ψ, VPi)≫C1 1, without needing to assume this
as an extra hypothesis. Then any implementation of Gaussian elimination succeeds in
finding a suitably bounded fk, since one is only ever working with rationals of bounded
height.
Appendix D. Additional linear algebra
In this appendix, we collect together the assortment of standard linear algebra lem-
mas that we used at various points throughout the paper. We also give the linear
algebra argument that we used to construct the matrix P during the proof of Lemma
4.10.
This first lemma demonstrates the intuitive fact, that if L : Rd −→ Rm is a linear
map then L : (kerL)⊥ −→ Rm has bounded inverse.
Lemma D.1. Let m, d be natural numbers, with d > m+ 1, and let c, C, l be positive
constants. Let L : Rd −→ Rm be a surjective linear map, and suppose ‖L‖∞ 6 C
and dist(L, Vrank(m, d)) > c. Let K denote kerL. Let R be a convex set contained in
[−l, l]m. Then, if v ∈ K⊥, Lv ∈ R only when v ∈ R′, where R′ is some convex region
that satisfies R′ ⊆ [−Oc,C(l), Oc,C(l)]d.
Proof. We choose to prove this statement using the concept of the ’rank matrix’ intro-
duced earlier. Writing L as a m-by-d matrix with respect to the standard bases,
let λi ∈ Rd denote the column vector such that λiT is the ith row of L. Since
dist(L, Vrank(m, d)) > c, the vectors λi are linearly independent. Moreover, we may
extend the set {λi : i 6 m} by orthogonal vectors of unit length to form a basis
{λi : i 6 d} for Rd.
We claim that for all k ∈ [d] we have
d∑
i=1
akiλi = ek,
for some coefficients aki satisfying |aki| = Oc,C(1), where ek ∈ Rd is the kth standard
basis vector. Indeed, fix k, and note that ek = xk + yk, where xk ∈ span(λi : i 6 m)
and yk ∈ span(λi : m + 1 6 i 6 d). The vectors xk and yk are orthogonal by
construction, so in particular ‖xk‖22 + ‖yk‖22 = 1, and hence ‖xk‖∞, ‖yk‖∞ ≪ 1. By
the third part of Proposition 3.1 applied to xk we get |aki| = Oc,C(1) when i 6 m, and
the orthonormality of {λi : m+ 1 6 i 6 d} implies that |aki| = O(1) when i is in the
range m+ 1 6 i 6 d.
Now notice that span(λi : m + 1 6 i 6 d) is exactly equal to K. Let v ∈ K⊥,
and suppose Lv ∈ R. Letting L′ be the d-by-d matrix whose rows are λiT , we have
that L′v = w for some vector w satisfying ‖w‖∞ ≪ l. Pre-multiplying by the matrix
A = (aki), we immediately get v = Aw, and hence ‖v‖∞ = Oc,C(l). The region
R′ := (L−1R) ∩ K⊥ is therefore bounded. R′ is clearly convex, and so the lemma is
proved. 
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The second lemma concerns vectors, with integer coordinates, that lie near to a
subspace.
Lemma D.2. Let h, d be natural numbers, with h 6 d, and let C, η be positive reals.
Let Ξ : Rh −→ Rd be an injective linear map, with ‖Ξ‖∞ 6 C. Suppose further that
Ξ(Zh) = Zd ∩ Ξ(Rh). Let n, r˜ ∈ Zd. Suppose that
dist(n,Ξ(Rh) + r˜) 6 η. (D.1)
Then, if η is small enough in terms of C, h and d, n = Ξ(m) + r˜, for some unique
m ∈ Zh.
Proof. By replacing n with n − r˜, we can assume without loss of generality that
r˜ = 0. It will also be enough to show that n ∈ Ξ(Rh), as the injectivity of Ξ and the
assumption that Ξ(Zh) = Zd ∩ Ξ(Rh) immediately go on to imply the existence of a
unique m.
Suppose for contradiction then that n /∈ Ξ(Rh). In matrix form, Ξ is a d-by-h
matrix with linearly independent columns, all of whose coefficients are integers with
absolute value at most C. We can extend this matrix to a d-by-d matrix Ξ˜, with
linearly independent columns, all of whose coefficients are integers with absolute value
at most C. Then (Ξ˜)−1 is a d-by-d matrix with rational coefficients of naive height at
most CO(1), and (Ξ˜)−1(Ξ(Rh)) = Rh × {0}d−h.
Since n /∈ Ξ(Rh), we have (Ξ˜)−1(n) /∈ Rh × {0}d−h. But (Ξ˜)−1(n) ∈ 1
K
Zd, for some
natural number K satisfying K = O(CO(1)). Therefore
dist((Ξ˜)−1(n), (Ξ˜)−1(Ξ(Rh)))≫ C−O(1).
Applying Ξ˜, we conclude that
dist(n,Ξ(Rh))≫ C−O(1),
which is a contradiction to (D.1) if η is small enough. 
The construction of the matrix Ξ˜ in the above proof also has an even more basic
consequence, namely that Ξ−1 : imΞ −→ Rh is bounded.
Lemma D.3. Let h, d be natural numbers, with h 6 d, and let C, η be positive reals.
Suppose that Ξ : Rh −→ Rd is an injective linear map, with ‖Ξ‖∞ 6 C. Suppose
further that Ξ(Zh) ⊆ Zd ∩ Ξ(Rh). Then if ‖Ξ(y)‖∞ 6 η, we have ‖y‖∞ ≪ C−O(1)η.
Proof. Construct the matrix Ξ˜ as in the previous proof. Then ‖(Ξ˜)−1(Ξ(y))‖∞ ≪
CO(1)η, by the bound on the size of the coefficients of Ξ˜. But (Ξ˜)−1(Ξ(y)) ∈ Rd is
nothing more than the vector y ∈ Rh extended by zeros. So ‖y‖∞ ≪ CO(1)η as
claimed. 
Finally, we give the linear algebra argument used to construct the matrix P during
the proof of Lemma 4.10.
Lemma D.4. Let m, d be natural numbers, with d > m + 1. Let L : Rd −→ Rm be a
surjective linear map with rational dimension u, and let Θ : Rm −→ Ru be a rational
map for L. Suppose that ‖L‖∞ 6 C and ‖Θ‖∞ 6 C. Equating L with its matrix,
suppose that the first m columns of L form the identity matrix. Let {a1, · · · , au} be a
basis for the lattice ΘL(Zd) that satisfies ‖ai‖∞ = OC(1) for every i. Let x1, · · · ,xu ∈
Zd be vectors such that, for every i, ΘL(xi) = ai and ‖xi‖∞ = OC(1). Then
Rm = span(Lxi : i 6 u)⊕ kerΘ (D.2)
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and there is an invertible linear map P : Rm −→ Rm such that
P ((span(Lxi : i 6 u))) = R
u × {0}m−u,
P (kerΘ) = {0}u × Rm−u,
and both ‖P‖∞ = OC(1) and ‖P−1‖∞ = OC(1).
Note that both {a1, · · · , au} and x1, · · · ,xu ∈ Zd exist by applying Lemma 4.7 to the
map S := ΘL.
Proof. The expression (D.2) is immediate from the definitions, so it remains to con-
struct P . We may assume, since the first m columns of L form the identity matrix,
that Θ has integer coefficients.
As ‖Θ‖∞ = OC(1), we may pick a basis {y1, · · · ,ym−u} for ker Θ in which yj ∈ Zm
and ‖yj‖∞ = OC(1) for all j. Let b1, · · · ,bm denote the standard basis of Rm, and
define P by letting
P (Lxi) := bi, 1 6 i 6 u
P (yj) := bj+u, 1 6 j 6 m− u, (D.3)
and then extending linearly to all of Rm. Clearly P ((span(Lxi : i 6 u))) = R
u×{0}m−u
and P (kerΘ) = {0}u × Rm−u. It is also immediate that ‖P−1‖∞ = OC(1), since
‖Lxi‖∞ = OC(1) and ‖yj‖∞ = OC(1) for all i and j. It remains to bound ‖P‖∞. If
Lxi were all vectors with integer coordinates then this bound would be immediate as
well, as then P−1 would have integer coordinates and hence | detP−1| > 1. As it is,
we have to proceed more slowly.
To this end, for a standard basis vector bk write
bk =
u∑
i=1
λiLxi +
d−u∑
j=1
µjyj.
It will be enough to show that |λi|, |µj| = OC(1) for all i and j. First note that, since
the first m columns of L form the identity, bk ∈ L(Zd). Also Θ(bk) =
∑u
i=1 λiai. So
a :=
∑u
i=1 λiai is an element of ΘL(Z
d) that satisfies ‖a‖∞ = OC(1). Since ‖ai‖∞ =
OC(1) for every i, and {a1, · · · , au} is a basis for the lattice ΘL(Zd), this implies that
|λi| = OC(1) for every i.
So then
∑d−u
j=1 µjyj is a vector in ker Θ satisfying ‖
∑d−u
j=1 µjyj‖∞ = OC(1). Since
{y1, · · · ,ym−u} is a set of linearly independent vectors, each of which has integer
coordinates with absolute value OC(1), this implies that |µj| = OC(1) for every j.
Therefore P satisfies the conclusions of the lemma. 
Remark D.5. We note the effects of the above construction in the case when L has
algebraic coefficients. We use a rudimentary version of height: if Q ∈ Z[X ] we define
H(Q) := max(|qi| : qi a coefficient of Q)
to be the height of Q, and we say that the height of an algebraic number is the height
of its minimal polynomial. (So there are Ok,H(1) algebraic numbers of degree at most k
and height at most H). Then, if in the statement of Lemma D.4 all the coefficients of L
are algebraic numbers with degree at most k and height at most H , all the coefficients
of P are algebraic numbers of degree Ok(1) and height OC,k,H(1).
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Appendix E. The approximation function in the algebraic case
We use this final appendix to give the proof of relation (2.3). The following lemma
makes this relation quantitatively precise.
Lemma E.1. Let m, d be natural numbers, with d > m + 1, and let c, C be positive
constants. Let L : Rd −→ Rm be a surjective linear map, and suppose that the matrix of
L has algebraic coefficients of algebraic degree at most k and algebraic height at most H
(see Remark D.5 for definitions). Suppose that ‖L‖∞ 6 C, that dist(L, Vrank(m, d)) >
c, and that L has rational complexity at most C. Let τ1, τ2 be two parameters in the
range 0 < τ1, τ2 6 1. Then
AL(τ1, τ2)≫k,H,c,C min(τ1, τOk(1)2 ).
Proof. We begin by reducing to the case when L is purely irrational. Indeed, consider
Lemma 4.10 and replace L by the map L′ (expression (4.10)). By part (9) of Lemma
4.10, AL′(τ1, τ2) ≪c,C AL(Ωc,C(τ1),Ωc,C(τ2)). Also, using Remark D.5, it follows that
L′ has algebraic coefficients of algebraic degree at most Ok(1) and algebraic height at
most Oc,C,k,H(1). So, replacing L with L
′, without loss of generality we may assume
that L is purely irrational.
Suppose for contradiction that for all choices of constants c1 and C2, there exist
parameters τ1 and τ2 such that AL(τ1, τ2) < c1min(τ1, τ
C2
2 ), i.e. there exists a map
α ∈ (Rm)∗ and a map ϕ ∈ (Zd)T such that τ1 6 ‖α‖∞ 6 τ−12 and
‖L∗α− ϕ‖∞ < c1min(τ1, τC22 ). (E.1)
Fix α and ϕ so that they satisfy (E.1). We will obtain a contradiction if c1 is small
enough in terms of c, C, k,H , and if and C2 is large enough in terms of k.
In the first part of the proof, we apply various reductions to enable us to replace
α with a map that has integer coordinates with respect to the standard dual basis of
(Rm)∗.
LetM be a rank matrix of L (Proposition 3.1), and assume without loss of generality
that M consists of the first m columns of L. Then there exists a map β ∈ (Rm)∗,
namely β := M∗α, such that τ1 ≪c,C ‖β‖∞ ≪c,C τ−12 and
‖L∗(M−1)∗β − ϕ‖∞ < c1min(τ1, τC22 ). (E.2)
Since the first m columns of M−1L form the identity matrix,(E.2) implies that
dist(β, (Zm)T ) < c1min(τ1, τ
C2
2 ). (E.3)
We know that ‖β‖∞ = Ωc,C(τ1). Also, considering (E.3), by perturbing β by a
suitable element γ ∈ (Rm)∗ with ‖γ‖∞ < c1min(τ1, τC22 ) we may obtain a map ρ ∈
(Zm)T . Combining these facts, note how
‖ρ‖∞ > ‖β‖∞ − c1min(τ1, τC22 )
≫c,C τ1
if c1 is small enough, and so certainly ρ 6= 0.
From (E.2), we therefore conclude that there exists some ρ ∈ (Zm)T \{0}, satisfying
‖ρ‖∞ = Oc,C(τ−12 ), such that
‖L∗(M−1)∗ρ− ϕ‖∞ < c1C3τC22 (E.4)
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where C3 is some constant that depends on c and C. Referring back to (E.1), we see
that we have achieved our goal of replacing α with a map that has integer coefficients.
Expression (E.4) leads to a contradiction. Morally this follows from Liouville’s
theorem on the diophantine approximation of algebraic numbers, but we couldn’t find
exactly the statement we needed in the literature, so we include a short argument here.
Indeed, let ϕ = (ϕ1 · · · ϕd) be the representation of ϕ with respect to the standard
dual basis of (Rd)∗ (with analogous notation for L∗(M−1)∗ρ). Since L is assumed to be
purely irrational, so is M−1L. Therefore, since ρ : Rm −→ R is surjective (since it is
non-zero), we may pick some co-ordinate i at most d for which (L∗(M−1)∗ρ)i−ϕi 6= 0.
So there are algebraic numbers λ1, · · · , λm with algebraic degree Ok(1) and algebraic
height Oc,C,k,H(1) for which
0 < |
m∑
j=1
λjρj − ϕi| < c1C3τC22 , (E.5)
where (ρ1 · · · ρm) is the representation of ρ with respect to the standard dual basis.
Note that if c1 is small enough, by (E.5) and the fact that ‖ρ‖∞ = Oc,C(τ−12 ) one has
|ϕi| = Oc,C(τ−12 ).
Our aim will be to find a suitable polynomial Q for which Q(
m∑
j=1
λjαj) = 0, and then
to apply Liouville’s original argument.
Assume without loss of generality that each λjρj is non-zero. For each j at most
m, let Qj ∈ Z[X ] denote the minimal polynomial of λjρj . Note that the degree of
Qj is Ok(1) (since ρj ∈ Z). By the bounds on the degree and height of λj , and since
‖ρ‖∞ = Oc,C(τ−12 ), we have H(Qj) = Oc,C,k,H(τ−Ok(1)2 ).
By using the standard construction based on resultants (see [4, section 4.2.1]), this
implies that there is a polynomial Q ∈ Z[X ] with degree Ok(1) such that Q(
m∑
j=1
λjρj) =
0 and H(Q) = Oc,C,k,H(τ
−Ok(1)
2 ).
Now, it could be that ϕi is a root of Q. If this is the case, we use the factor theorem
and Gauss’ Lemma to replace Q by the integer-coefficient polynomial Q·(X−ϕi)−1. In
this case, H(Q · (X−ϕi)−1)≪c,C,k,H (ϕi+1)Ok(1)τ−Ok(1)2 . By repeating this process as
necessary, since |ϕi| = Oc,C(τ−12 ) we may assume therefore that ϕi is not a root ofQ and
that there exists a constant CL depending on L such that H(Q) = Oc,C,k,H(τ
−Ok(1)
2 ).
This immediately implies a bound on the derivative of Q, namely that, for any θ,
|Q′(θ)| ≪c,C,k,H τ−Ok(1)2
∑
06a6Ok(1)
θa.
But then the mean value theorem implies that for some θ in the interval
[
∑
j λjαj, ϕi] one has
1 6 |Q(ϕi)| = |Q(
m∑
j=1
λjρj)−Q(ϕi)| 6 |Q′(θ)||
m∑
j=1
λjρj − ϕi| ≪c,C,k,H c1C3τ−Ok(1)2 τC22 .
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If C2 is large enough in terms of k, this implies that c1 = Ωc,C,k,H(1) , which is a
contradiction if c1 is small enough. Therefore the lemma holds. 
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