In this study, the authors consider boundary stabilisation for a cascade of unstable heat partial differential equation systems with interconnection at one end and general external disturbance at the control end. An unknown input type observer is first designed by sliding mode control method to estimate the state, and its Filippov type solution is determined. To design an output feedback, they need to know a state feedback which could be realised by the backstepping transformation. The transformation transforms the system into an equivalent target system where the governing equations are stable. To deal with the disturbance, they apply the active disturbance rejection control to estimate the disturbance by output. Based on observer and disturbance estimator, an output feedback control is then designed. The existence of solution to the closed-loop system is proved and the stability is concluded. Finally, some numerical simulations are presented for illustration.
Introduction
In the last few years, there are many works contributed to stabilisation of unstable systems described by partial differential equations (PDEs). Let us begin with a classical one-dimensional (1D) heat equation given by
where θ(x, t) is the absolute temperature and α is the thermal conductivity. In [1] , stabilisation by means of feedback boundary control for a model of thin rod that takes into account not only the loss of heat to a surrounding medium but also the destabilising heat generation inside the rod is addressed. Usually, an unstable heat equation is, in terms of dimensionless temperature u(x, t), of the form u t (x, t) = u xx (x, t) + λu(x, t), λ > 0.
The backstepping-based boundary control is first applied to stabilise an unstable heat process in [2] . On the other hand, it is known that the cascade of PDE systems describes quite a different set of physical problems, such as chemical reactors, traffic flows, and heat exchangers. In [3] , two parabolic reaction-diffusion processes coupled through corresponding boundary conditions are investigated. Stabilisation for an underactuated system of two coupled reactiondiffusion processes, which is relevant to regulation of tubular chemical reactors, is studied in [4] . Stabilisation for coupled equations could be reformulated in terms of stabilisation for a unique process, with piecewise continuous diffusivity and (space-dependent) reaction coefficient, which can be viewed as the 'cascade' between two PDEs. In additional to coupling, the external disturbance is another concern in PDEs. Actually, stabilisation for systems described PDEs subject to external disturbance has received much attention in recent years. Since in many situations, the control is used not only to guarantee the system to be normally operated in an ideal environment but also to be normally operated in the environment with external disturbance. The stabilisation for PDEs with disturbance is therefore significant both theoretically and practically. There are many works in dealing with PDEs with disturbance. In [5] [6] [7] , a stabilising controller is designed for vibrating system with uncertainty by the Lyapunov functional approach. Stabilisation for a wave equation with distributed control and uncertainty by variable structure control is considered in [8] . Direct output feedback stabilisation for a heat equation by the Lyapunov function method is discussed in [8] . More recently, the sliding mode boundary control is designed for a 1D unstable heat equation in [9] . The sliding mode control is also applied to deal with stabilisation for 1D wave equation, Euler-Bernoulli equation, and Schrödinger equation, where the control channel is suffered from external disturbance, in [10] [11] [12] respectively. In these works for uncertain PDEs, the system is described by single PDE. To the best of our knowledge, there are few works considering stabilisation for PDE-PDE cascade systems subject to external disturbance. In this paper, we address this problem by considering stabilisation of two coupled unstable reaction-diffusion heat equations with external disturbance flowing into the control channel. We use one boundary control only to achieve stabilisation and disturbance rejection. The system is described by
where λ is an arbitrary given constant, U (t) is the input (control), y(t) is the measured output (measurement), d(t) is the external disturbance which is unmeasurable and is assumed to be bounded: |d(t)| ≤ M for some constant M < ∞ and all t ≥ 0 but no signal form is required, and u(x, t) and w(x, t) are the states of the coupled heat equations, respectively. System (3) is a coupled non-dimensionalised heat equation discussed in [1] from which we refer to the physical explanation (see also [13] for highdimensional case). It is readily seen that the free system of (3) [with U (t) = d(t) = 0] is unstable with arbitrarily many unstable eigenvalues as long as λ > 0 increases. So we are facing two difficulties: (a) instability caused by the unstable terms λu(x, t) and λw(x, t) in the governing equations and (b) the influence of the unmeasurable disturbance d(t). The main contribution of this paper lies in designing only one unknown input observer-based output feedback stabilising control for coupled system where each subsystem is unstable. At the same time, the disturbance is estimated and compensated, which costs less control energy. Since our disturbance is not required to have special form and not on a particular output has to be rejected, it is different from the usual output regulation theory. The structure of the paper is as follows. In the following section, we design an unknown input type observer. The convergence of observer is proved by the Lyapunov functional method. Its Filippov type solution is determined by a Galerkin approximation scheme. In Section 3, we transform system (3) into an equivalent target system where the internal instability terms are transformed into the control boundary. A state feedback is thus constructed if we can eliminate the disturbance. In Section 4, we design a time-varying disturbance estimator by the active disturbance rejection control (ADRC) approach. Based on the observer and disturbance estimator, an output feedback control is designed by compensating the disturbance in the feedback. Numerical simulations are presented in Section 5 for illustration.
Observer design
Using the measured output y(t) that is composed of u(0, t) and w(1, t), we design the following unknown input observer for system (3)
where the symbolic function is a multi-valued function defined by
Due to multi-valued nature of symbolic function, the last condition of (4) is '∈' not '=', otherwise, there may have no solution to (4). The counter-example of such kind of ordinary differential equation (ODE) example can be found in [14, p. 1] . This unknown input type observer design is completely inspired by the sliding mode control approach for lumped parameter systems [15] . First, in order the function on the right-hand side of (4) to be measurable, for any T > 0 and f ∈ L 2 (0, T ), we restrict the set-valued composition of the symbolic function as follows
Let θ(x, t) =û(x, t) − u(x, t) and ε(x, t) =ŵ(x, t) − w(x, t) be the observer errors. Then, it is readily seen that
where the observer gains p 1 (x), p 2 (x), and p 0 are to be determined for convergence of (7). We solve convergence of system (7) by the integral transformation approach. We look for a coordinate transformation
and
that transform the error system (7) into the following exponential stable target system (for c > 0)
where c > 0 and k > 0 are the design parameters. The parameter c > 0 sets the desired observer convergence speed. Substituting (8) and (9) into (7) and comparing with (10), we obtain the following set of conditions on the observer kernels k(x, y) and p(x, y) in the forms of hyperbolic PDEs [2] ⎧
The solutions to (11) and (12) are found, respectively, as
and p(x, y) = −(λ + c)y
where J 1 (x) and I m (x) are the Bessel function and the modified Bessel function, respectively
We thus obtain the observer gains as follows
Next, we show that system (10) is exponentially stable by the Lyapunov approach. We consider system (10) in the energy Hilbert
Define the Lyapunov function
Formally, it is found thaṫ
Using the Poincaré and Young inequalities, we estimatẽ
With these estimates, we obtaiṅ
where we choose k ≥ 1 and c > max 0≤y≤1 |p(0, y)| 2 to havė
Hence, system (10) is exponentially stable. Since backstepping transformations (8) and (9) are invertible, the system (7) is also exponentially stable. However, all above arguments are mathematically formal before we prove the existence of the classical solution to (10) which will be accomplished in succeeding Theorem 1. To this purpose, define
, which is a closed subspace of H and hence H 0 itself is a Hilbert space.
Then (10) admits a (Filippov type) solution. Moreover, the solution is exponentially stable in the sense
where E(t) is defined in (19).
Proof:
We only need to show the existence of the partial differential inclusion solution to (10) since the exponential stability has been proved by (24). We start by showing that ifε(1, t) = 0 locally, then the classical solution must be locally unique. Suppose otherwise, there are two solutions (θ 1 ,ε 1 ) and (θ 2 ,ε 2 ) to (10) with the same initial value, andε 1 (
(27) Define a Lyapunov functional as follows
A direct computation shows that the time derivative of V 1 (t) along the solution of (27) satisfieṡ
where we used the following fact that is valid for multi-valued symbolic function
Next we turn to the existence of a Filippov type solution. The existence of the (Filippov type) solution will be proven by a Galerkin approximation scheme.
Multiply the first and second equations of (10) by φ, ψ ∈ H 0 and integrate over [0, 1] with respect to x to obtain
n=1 is an orthonormal basis for H 0 and hence is linearly independent in H. For any N ∈ Z + , define a finitedimensional subspace of
Since (θ 0 ,ε 0 ) ∈ H 0 , we may assume without loss of generality that (θ 0 ,ε 0 ) ∈ span{(φ 1 , ψ 1 ), (φ 2 , ψ 2 )}. A Galerkin approximation solution to (10) is constructed as follows
which satisfies
Then (34) can be written as an ODE system of the following:
where A 1 is a matrix, c 1 , c 2 , c 3 are vectors in R 2N , and I 2N is the identity matrix of R 2N ,
Since
are the Gramian matrices composed of linearly independent series of {φ i (x)} N i=1 and
, respectively. Owing to multi-valued nature of the symbolic function, the solution of (35) 
where
) is discontinuous only on S(t) = 0. Now we use the equivalent control method to find the sliding mode solution (locally) for (37). That is, we need to find a continuous function U eq (t) that is called an equivalent control, so thatẊ
Since the equivalent control is needed only when S(t) = 0 and henceṠ(t) = c 3 ,Ẋ (t) = 0, we find
The rest of proof is split into the following four lemmas.
Lemma 1:
For either the classical solution or the Filippov solution of (33)
Define a Lyapunov functional
The derivative of E N (t) along the solution (classical or Filippov solution) of (33) is found to bė
This shows that E N (t) E N (0), t 0 and
This completes the proof of the lemma.
Lemma 2:
Proof:
Furthermore, we obtain
Lemma 3:
Proof: For fixed t, ξ > 0 with ξ < T − t, replace t by t + ξ in (33) and subtract the first equation of (33) to obtain (see (49))
0,
which is the same type of (42). Differentiate (52) with respect to t along the solution of (33) by taking (50) and (51) into account to obtaiṅ
Integrating (53) over [0, t] with respect to t, we obtain
Divide (54) on both sides by ξ 2 and pass to the limit as ξ → 0, to give
This leads to
Lemma 4:
which is understood in the following sense (see (58)) where
Proof: The second part comes from (6) that ∪ ∞ j=1 sign(f i j ) ⊂ sign(f ). We need only show the first part of (58). Let P + = {t ∈ [0, T ]| f (t) > 0}, and 
Since P 
(60)
This proves the first part of (58). Notice that in derivation of (61), we used the estimation meas((
Continuation of proof of Theorem 2.1
From Lemmas 1-3, we can extract a subsequence N k , still denoted by N without confusion, such that
We first show that there exists a subsequence of {ε N (1, t)}, still denote by itself without confusion, such thatε
To this end, we only need to show that (i)
From the proof of Lemma 3 in (53), we have
Since d(t) is continuous, by the definition of V N (t, ξ) in (52), it suffices to show, for τ = 0, T , that
uniformly with respect to N . It follows from Lemma 3 that for τ = 0, T , and for some C > 0
Hence (64) holds. As a result, there exists a subsequenceθ
By Lemma 4, there exist a sequence of integer
Passing to the limit as k → ∞ in (66) and (67) for the subsequence
, we obtain
Taking φ, ψ ∈ D(0, 1) in (69) and (70) gives
This shows that the generalised derivativeθ 
which imply that
We thus obtain
This proves the existence of solution to (10).
Backstepping transformation
Since the terms λu(x, t) and λw(x, t) are the sources of instability, we need first to 'eliminate' these terms. To this purpose, we first introduce the following transformation:
where the kernels l(x, y), k(x, y), and q(x, y) need to be chosen to transform the system (3) into the intermediate system of PDE cascades of the following
where c > 1, and U 1 (t) is the new control given by
Next, we make a further transform from
where the kernel γ (x, y) needs to be chosen to transform the system (79) into the target system of PDE cascades
with
By the standard procedures (e.g. [2] ), we obtain that l(x, y) satisfies
Solving (85) gives
where I 1 (x) is the modified Bessel function defined in (15) . The k(x, y) and q(x, y) satisfy
Furthermore, from the boundary conditionsṽ x (0, t) =z(0, t) and u x (0, t) = w(0, t), we can obtain that
and from the boundary conditionsz x (0, t) = 0 and w x (0, t) = 0, we have
Finally, the kernel γ (x, y) satisfies
The solution to (91) is given by
Now we are in a position to seek the solutions of (87)-(90).
Lemma 5:
There exists a unique classical solution q(x, y) for system (88)-(90), which can be expressed as
where {h n (y) = cos n + Proof:
which is a typical initial boundary-value problem of 1D wave equation. Define the operator G :
Then we can write (94) as an evolutionary equation in
Since it is well known that G generates a C 0 -semi-group on
. y) ) is the classical solution to (95) and hence to (94) 
To this end, we need only to check that
The condition l x (0, 1) = 0 comes directly from (85). So we need only to check that l xy (0, 0) = 0 and l xyy (0, ·) ∈ L 2 (0, 1). Since
these, together with the definition of Bessel function I m (x) in (15), give l xy (0, 0) = 0 and l xyy (0, ·) ∈ L 2 (0, 1). Therefore system (88)-(90) admits a unique classical solution q(x, y). Next, suppose that the solution of (88) has the following form:
where {h n (y)} ∞ n=1 forms an orthonormal basis for L 2 (0, 1). By the first equation of (88), we can obtain that
whose general solution can be expressed as
By the conditions (89) and (90), we have
Since {h n (y)} ∞ n=1 forms an orthonormal basis for L 2 (0, 1),
Hence
This is the second part of the lemma. Since 1) × (0, 1) ), the series of (103) is obviously convergent in L 2 ((0, 1) × (0, 1) ).
Since systems (3) and (83) are equivalent, and the instability terms are transformed from (3) to the controlled boundary of (83), if we are able to estimate the disturbance d(t), then we can naturally design an observer-based output feedback because we can compensate the disturbance d(t) by its online estimation and replace u(x, t) byû(x, t) and w(x, t) byŵ(x, t) in the control (84). This is done in the following section.
Output feedback control law via ADRC
In this section, we first estimate the disturbance. This can be realised by the idea of ADRC to lumped parameter systems presented in [17] where the constant high gain is used. Define
whereŵ(x, t) is from the observer (4). Find the derivative of y(t) to obtainẏ
where by (24)
for some constant N > 0 in terms of (8), (9), (24), and ε(x, t) is the solution of (7). We design the following extended state observer with time varying high gain for system (105)
where g ∈ C 1 [0, ∞) is a time-varying gain function satisfying
It is known from [17] that in (107),d(t) is used to estimate d(t), which is confirmed by the following lemma.
Lemma 6: Let (ŷ(t),d(t))
be the solution of (107). Then
Proof: Set
Then, the error (ỹ(t),d(t)) is governed by
Introduce variablel(t) =ỹ(t) + g(t)g 2 (t). Then (111) is equivalent to
The existence of the local classical solution to (112) is guaranteed by the local Lipschitz condition of the right side of (112). The global solution is ensured by the Lyapunov function presented below. Actually, define a Lyapunov function for system (112) as follows
The
Differentiate V (l(t),d(t)) along the solution of (112) to obtaiṅ
By assumption (108)
This, together with (115), shows that
It then follows that
It is obvious that the first term on the right side of (119) converges to zero as t → ∞ owing to (117). Apply the L'Hospital rule to the second term of the right side of (119) 
where the latter equality follows from (106), (108), and (116). Hence
which yields to 
Sinceû(x, t) is an approximation of u(x, t),ŵ(x, t) is an approximation of w(x, t), andd(t) is an approximation of d(t), we design an output feedback control U 2 (t) = −d(t) to compensate the disturbance d(t) in (83), which reads U (t) = k(1, 1)ŵ(1, t) + 
Numerical simulation
In this section, a finite difference method is applied to compute the displacement of system to illustrate the effect of the proposed feedback control law. Here, we simply specify sign ( 
