I. Introduction
Among the definitions for summing simple series is that introduced by' M. Rieszf in 1909, and later generalized by him to the following form:
Let {X"} be any sequence of positive numbers, increasing and becoming infinite, with Xi^O; let p be any real number greater than or equal to zero. Let {X"} and {/¿"} be two sequences of real numbers, increasing and becoming infinite, with Xi^O, /xi^O; let p and r be any real numbers. We define (1.2) cf(i,d-22 E (* -x*)*(* -zu)'««.
We shall write C\"(o-,t) = C (ff,r)
Then for p > 0, r > 0, we have (1.3) CP\s,t) = prf f Cx,(«-,t)(j -o-y~\t -t)'-1 drda.
x* Jo Jo Forp = 0,r>0, (1.4) CJs,t)=rf CUs,r)(t-Ty-idT, and for r = 0, ^>>0, (1.5) CV\s,t)=p [ C^(a,t)(s-ff)"-lda. ** Jo
We shall say that the series 23*,fc-i, •■•■«> M*¡ is summable (R: X, /»; ju, r) to sum Z7, if lim r»r(f(î,{) = í/.
The present paper includes theorems relative to the regularity and total regularity of the extended definition; it establishes a relation between methods of summation of the same type, X and n, when either p or r, or both p and r, are changed; a relation between methods of summation of the same order, p and r, when either X or ¡x, or both X and ¡jl, are changed; certain necessary conditions for the Riesz summability of double series; theorems for the Dirichlet and Cauchy products of double series, corresponding to the theorems of Mertens, Cauchy and Abel for the Cauchy product of simple series; a sufficient condition for the summability of the product of two double series to the correct sum.
The proofs are similar to those of Hardy and Riesz* for the Riesz definition for simple series, with such alterations as might reasonably be expected because of change in dimensionality.
Because of this similarity, the proofs are in many cases condensed; where they differ, they are given in more detail, f * Hardy and Riesz, General Theory of Dirichlet s Series, Cambridge Tracts in Mathematics and Mathematical Physics, No. 18 . We shall refer to this tract by the letters H. R.
t The theorems of the present paper include as special cases results for the summability of bounded double series. Certain of these results for bounded series, obtained by Dr. G.M.Merriman, have been included in his paper Concerning the summability of double series of a certain type, Annals of Mathematics, (2), vol. 28, p. 515. We shall refer to this paper by the letter M. The writer's first information regarding Dr. Merriman's work was obtained on reading an abstract of it which appeared in Bulletin of the American Mathematical Society, vol. 33 (1927) , p. 407, after the present paper was completely written for publication. A method for evaluating double series is said to be regular if whenever {*mn} is a bounded convergent sequence, the transformed sequence converges to the same value. A regular transformation of real elements is said to be totally regular if when applied to a sequence of real elements {xmn} which has the following properties, it transforms the sequence into a sequence which has for its limit + °°.
Let 00 ,00
(2.1) s-*rrC*"(s,t) = y(s,t) = 22 a«(i,0*w.
In order that a transformation of this form be regular,* it is necessary and sufficient that Transactions, vol. 28 (1926), p. 67. In order that a transformation of the form (2.1) be totally regular,* it is necessary and sufficient that there exist integers k0 and l<¡ such that aki(s, t) ^0, when k>k0, l>h, for all 5 and /.
We state without proof the following theorems.
Theorem I. (R: X, p; ju, r) is regular for p^0,r^0.
Theorem II. (R: \,p;p,r) is totally regular for p ^ 0, r è 0.
III. Lemmas
We shall derive eight lemmas, which are necessary for the proofs of the subsequent theorems.
We make use of the symbols o, Ox, Ov, and O, which we define as follows. If # is a positive function, we shall write
if lim (f/4>) = 0, as x-*<*>, y-»°°, independently.
If <j> is a positive function, and if to any pair of constants, cti, ßi, where O^ai^ßi, there corresponds a constant Mi, such that -< Mi, for «i ^ x ^ ßi, and for all y, we write f(x,y) = Ox(<p(x,y)).
If 0 is a positive function, and if to any pair of constants, a2, ß2, where 0^a2^ß2, there corresponds a constant M2, such that < M2, for a2 è y á ßi, and for all x, we write f(x,y) =Ov(<b(x,y)). we write f(x,y) =0(<p(x,y)).
It is clear that if f(x, y)=Ox{<¡>(x, y)), f(x, y)=Ov{<¡>{x, y)) and/(x,y)
= o(<t>{x, y)), then f(x, y) =0{<t>(x, y)).
* Robison, loc. cit., p. 70. 
Given €>0, we can choose £ so that
where M2 is a number depending only on £. Since (x-u'f is increasing throughout the interval (0, £), or decreasing throughout this interval, by the second law of the mean for integrals, and for 0 < £i < £, Ji = M2ï(x -Ö* f («')"<*«' + (x)f> f \u')°du'I = 0{x») = o(a^"+l).
We have /2 ^ « r («'M* -m')^«'=o(^+"+i).
Jo
Therefore |x(#, y) | is of the desired form, Given e>0, we can choose £ and t] so that <^i(«.y) | < euPy for « ^ £, y è VAssume y^Tj.
We have
<\a\< My I (x -u)"du + ey I «"(* -u)"du > where M is a constant.
Applying the second law of the mean for integrals to fly(x-u)"du, we have (3.12) f \A<bi(u,y)(x -uY\ du = 0(xay*) + o{x"+»+ly) = o(***+1y), Jo0 which is the desired form. From the results for (3.11), (3.12), (3.13) and (3.14) it follows that
x(x, y) is of the desired form.
Lemma 2. Let <f>(x, y) and \p(x, y) be functions of x and y, and let T(a + y + 2) (b) The proof of (b) is similar to that of (a).
(c) Using the method used in M., p. 519, we write x(x, y) as the sum of four integrals, the first of which is of the desired form.
We write J.I py
where the integrands on the right hand side of the inequality are in absolute value. Given e >0, we choose £ and r¡ so that
and by methods similar to those used in Lemma 1, we can show that the integral of (3.21) is of the desired form.
Similarly, we can show that
Jo "0 * Case (c) corresponds to M., p. 519, Lemma 4. The conditions (a) and (c) are replaced here by the less stringent conditions (a) and (b).
f By\l>(x,y)~AxayPwemea.n that^/(i°ji^)-*A asac-»oo,y->»,independently.
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It remains to prove that
o Jo Given €>0, we can choose £ and ?/ so that
We express the absolute value of the integral as the sum of three integrals, Jl, J%, and J3 , as in (3.21). We have
We can choose £i and t/i such that 4>i{u',v') < tiu'YWY, for fc g u', m g p'.
We express Jl as the sum of three integrals as in (3.21) and by methods similar to those used in Lemma 1, we can show that J{, J2, and Jl, and hence (3.23), are of the form o(x"-^+1 /+'+»).
From the results for (3.21), (3.22), and (3.23), it follows that x(x, y) is of the desired form.
x" r(* + i)r(*') Jo ** Lemma 3. If p^O, p'>0, r£0,
We have a similar result if r^O, r'>0, />^0. We omit the proof, because of its similarity to that of H. R., Lemma 6.
We have a similar result if r^0, r'^r, r'<l and p^O. The proof is obtained from the preceding lemma by a method analogous to that of M., Lemma 1, part 4. Lemma 5. If uki is real, 0^r¡^t,p'^0,r'^0,0<r^í, then r(r + r,+ 1)l fV'"(,,r)(/-r)-ár g max | C*'""{o-,r) \ .
T(r' + l)r(r) I Jo * oW x" "
We have a similar result for 0^£^s, r'^0, p'^0, 0<p^l. The proof is analogous to that of H.R., Lemma 8, and M., Lemma 2.
Lemma 6. Ifp^O, r^0,p'<l, r'<l,p'^p andr'^r, then
The proof is obtained by applying Lemma 4 twice.
Lemma 7. // w*i ¿s reo/, 0g£^s, 0g»7^, />'^0, r'^0, 0<¿gl and 0<r^l, ¿¿era
The proof is analogous to the proofs referred to in Lemma 5. Since /Ó 0(fo diverges, we have the desired result.
IV. Theorems or consistency
Theorem III. If the series^umn is bounded and summable (R: X, p; ¡i, r) to sum U, then^2un" is summable (R: X, p'; p, r) to sum U, providedp'^p^O, r^O. Both s~pt-rC?ß (s, t) and s-p'tr*c(¿ (s, t) are bounded.
It has been proved that a bounded sequence is transformed by a regular transformation into a bounded sequence;* therefore Theorem III is a special case of the following more general theorem.
Theorem
III'. If^2umn is summable (R: X, p; p, r) to sum U, and if C\" (s, t)=0"(tr), then 23wmn is summable (R: X, p'; p, r) to sum U, and C£ (s, t)=0,(t'), provided p'^p^O, and r^O. If Cfß (s, t)=0{s'tr), then C£(s,t)~0(s>'t').
The theorem is obviously true for p' =p^0. We assume that p' = p+p", where p" >0; from Lemma 3, we have Using these results in (4.1), we have the desired theorem. The analogous theorem for p^O and r'^r^O may be proved in the same way. If we change p to p' under the condition of Theorem III, and then change r to r' under the conditions of the analogous theorem, we obtain the following theorem.
Theorem IV. // the series 22M»>» iS bounded and summable (R: X, p; ix, r) to sum U, then 22M»m iJ summable (R: X, p'; jti, r') to sum U, provided p'^p^Oandr'^r^O.
Boths"»*-Cx* (>,/) ands-''t-T'Cp£ (s,t) are bounded* This theorem is a special case of the following theorem.
Theorem IV'. 7/22M»>» îS summable (R: X, p; n, r) to sum U, and if C\"(s, t) = 0(sptT), then 22M»>» is summable (R: X, p'\ ju, r') to sum U, and CC(s, t)=0(s"'tr'), provided p'^p^O, r'^r^O.
This group of theorems is a generalization for double series of the first theorem of consistency, established by Hardy and Rieszf for simple series. For the generalization for double series of the second theorem of consistency!): we require the following lemmas, § which we state without proof.
Lemma 9. Any logarithmico-exponential function (or, in short, L-function) /i(X) is continuous, of constant sign, and monotonie from a certain value of X onwards; and the same is true of any of its derivatives. * Cf. M.,p.521,Theorem I. This theorem is true for bounded series. That the proof, even with this restriction, does not follow from the statement 0''(<r,Ti) « Cio", O'Otï, t) » Cft*, is shown by the senes C" = (-l)"-1 ; c" = (-l)"^r¡.
for m*l, which is bounded and convergent to zero. If X"=2"_1, X" = 2"*-1, the series is C1 summable, but OVi, t) « Ctr is not true.
fH.R.,p.29. The same result holds for decreasing functions which decrease less rapidly than X_A for some value of A.
The first theorem of the group corresponding to the second theorem of consistency is as follows.
Theorem V. // the series 23«« is bounded and summable (R: X, P; p, r) to sum U, and if i\ is an L-function o/X, such that V=0(\*), where A is a constant, then^Uki is summable (R:ij,p;p, r) to sum U, provided P^0,rt0.
Both sr*t-'CZ(s, t) and sr*trrC* (s, t) are bounded.
This is a special case of the following theorem.
Theorem V. // the series XlM*i ** summable (R: X, p; p, r) to sum U and if Cj£ (s, t) = 0.(lT) ; if t] is an L-f unction of X, such that
where A is a constant, then 23«t¡ is summable (R: r¡, p; p, r) to sum U, and C£ (s, 0 = 0.(tr),provided p^Oandr^O. If C£ (s, t) = 0(sH'), thenC£ (s, t) = 0(s*tr).
We shall assume that w*¡ is real and that U = 0. If uu is complex, we can consider the real and imaginary parts of the series separately. If V ^0, we prove the theorem for the double series^3MH, where , («il -U, for k = I = 1, Ukl = \ \Uki, for all other k and I. To complete the theorem, we must consider the cases 0</><l. r^O, and p>\ and not integral, r^O. The proof that the series is summable (R: r], p;p, r) under the conditions of Case 2 is the same as the proof of the corresponding case of the second theorem of consistency* for simple series, if, in the latter proof, we replace C\K{<r) by C^,(v, w) and o(f') by o(spwr), letting P = k, X=X, and making appropriate changes in v and s for changes in a and f. The proof that the series is summable under the conditions of the remaining cases may be obtained in the same way from the corresponding cases of the theorem for simple series; the extended proof requires Lemmas 5 and 8, together with the group of lemmas 9, 10 and 11. As in Case 2, the fact that C^{s, t) =0,(f),
[C^ = 0(sptr)], may be deduced from the equations used in proving the summability.
Theorem VI. // the series 23M" ** summaote (R: X, 0; p, r) to sum U, and if rj is an increasing function of\, r^O, then^Uki is summable (R: 77, 0; p, r). IfC^{s,í) is bounded for s bounded, or t bounded, or both bounded, C^(s, t) is bounded similarly.
This theorem follows immediately from the proof of Case 1, Theorem V.
If we hold X fixed, and let 6 = 0(pA), and if p ^ 0, r è 0, we have a theorem analogous to Theorem V. The theorems corresponding to Theorems V and VI are also true. If we now change X to 77 under the conditions of Theorem V, and change p to 6 under the conditions of the analogous theorem, we have the following theorem of consistency.
Theorem VII. // the series 23M*¡ ** bounded and summable (P: X, P; p, r) to sum U, and if r¡ is an L-f unction of X, and 6 an L-f unction of p, such that H = O(XA0 and 0 -0(/iA'). * Hardy, loc. cit., pp. 77. 78.
where Ai and A2 are constants, then 22«*¡ is summable (R: rj, P; 6, r) to sum U, provided p^O, r^O. Both sT'CSfa t) and s-»irrC%(s, t) are bounded. This is a special case of the following theorem.
Theorem VII'. // the series 22«« ** summable (R: X, p; u, r) to sum U, and if C^(s, t) =0(s"tr) ; if r¡ is an L-function of X, and 6 an L-function of u, such that r, = 0(XA>) and 0 = 0(¿uA«), where Ai and A2 are constants, then^Uki is summable (R: r\,P;Q,r)to sum U, and C%(s, t) = 0(sHr), provided pt0,r^0. Case 2. Assume p and r not integral. The proof is that of M., p. 522. Case 3. Assume p integral, and r not integral. We define fix as in Case 1, and fa as in Case 2; we apply Lemma 3 twice, and then Lemma 7, and integrate the result by parts, [r] times with respect to t and (p -1) times with respect to a. The rest of the proof is similar to that for Case 1.
By a similar proof, we can show that the theorem is true for p not integral, and r integral.
By means of Theorem VIII, we can prove the following theorems.
Theorem X. If Xm = 0(Xm-Xm_i), then no double series can be summable (R: X, p; p, 0) unless it is convergent.
Theorem XL If pn -0(ßn -pn-i), then no double series can be summable (R: X, 0; p, r) unless it is convergent. Theorem XII. 7/Xm = 0(Xm-Xm_i) and pn = 0(pn-pn-.ï), then no double series can be summable (R: \,p;p, r) unless it is convergent. The analogues of the theorems of Mertens, Abel and Cauchy for the Cauchy product of simple series have been proved for the Dirichlet product Of simple series.* We shall prove corresponding theorems for the Dirichlet product of double series. Since the Cauchy product is a special case of the Dirichlet product, it follows that these theorems must be true also for the Cauchy product of double series.
Theorem XIII. // 22a»»> ** absolutely convergent to sum A, and 22^«» convergent to sum B and bounded, then 22c»>> the Dirichlet product of the type (\', fi';\", /i"), is convergent to sum C and bounded, andC=AB.
We assume that B = 0.
Let C", be a partial sum of the product series, and let amn be the a of highest rank in it. Then Then the Dirichlet product of 23a»"> and 23¿>mB->0: therefore the Dirichlet product of 23am" and23*»».-».4.B.
To prove that the product series is bounded, we prove first that since 23a»»» is absolutely convergent, 23 I a<n« I is bounded.
For there exists an M, such that when m > M, n > M, w»,n £|o"| <A +e.
1,1
But for any p and q we can find an m and an n, such that p<m, q<n, m>M, n>M. Therefore By means of Theorem IV, we deduce this theorem from the following more general theorem.
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[October Theorem XV. If^amn is summable (R: X', p'; h', r') to sum A, and if 22&mn m summable (R: X", p"; h", r") to sum B, wherep', r', p" andr">-\, and if ap,Tr'Aly(s,t) and o*"TT"Bl>£'.(s,t) are bounded, then the Dirichlet product series, Ecmn, is summable (R: X, p; p, r) to sum C, where p=p'+p" + l,r=r'+r"+l, and AB = C, and C^(s, t) is bounded.
We have <£(M) = E E (s -\>'(t -nnYamn, bp'"rJs,t) = E E (*-x*")p"(/-Hi'Y'bki, 11 Xt"<» Ml"« and <£<*,0 = E E (s -\i)'(t -n)'cii.
We shall prove that The term amn occurs in AyTß>(<r, r) if Xm'<o-, and nn'<r, with the coefficient (<r-\m'y(T-fin')r'; bkl occurs in ByÇ,(s-<r,t-T) if X*"<i-o-, and/ii"< t-T, with the coefficient (s-a-\k")p"
(t-r-fti")'". Therefore annbk¡ occurs in the right hand member of (6.1) if Xro'+X*"<i and nn'+m"<t, and it scoefficient is 
