This paper aims at extending the code verification methodology to high-order accurate scheme implementations on curved wall-bounded domains as well as for realistic turbulent flows such as the flat plate boundary layer modelled by the Reynolds-averaged Navier-Stokes (RANS) equations. Two new manufactured solutions (MSs) are introduced with demonstrated ability to verify the treatment of slip and no-slip boundary conditions in high-order frameworks on curved domains. These MSs serve as well to discuss the impact of the method of computation of boundary normals on the order of accuracy (OOA) of the solution at the wall. 
Introduction
This paper is the continuation of a previous work [1] on code verification for high-order accurate computational fluid dynamics (CFD) solvers which elaborated on this important concept in terms of motivations, theoretical foundations, methodology and applications to free flows, i.e., flows not bounded by walls. The verification for this type of problem, due to its simplicity, constitutes a first major step in the cumulative process of gathering evidence that a given high-order solver delivers the expected performance in terms of accuracy per computational effort, thus justifying the endeavour invested into its development. Nevertheless, the verification for free flows via trigonometric MSs does not provide information on the ability of the code in tackling high-order representation of curved domains in presence of wall boundary conditions in inviscid and laminar flows. Furthermore, it does not permit to investigate the solver's performance in delivering high orders of accuracy in the solution of realistic RANS flows such as the flat-plate boundary layer. Providing a framework to address these issues constitutes hence the principal motivation of the current work.
The demonstrations are conducted via a numerical setup composed of compressible RANS-SA [2] equations in conservative form, discretized by the correction procedure via flux reconstruction (CPR) scheme [3, 4, 5] , also known as flux reconstruction (FR), which unifies many compact high-order methods under the same formulation, along with the discontinuous Galerkin (DG) correction functions.
The article is structured as follows: the first section introduces the main motivation and contributions of the paper. The theoretical background is discussed in the second section, followed in the third by the presentation of the governing equations. The fourth and the fifth sections are respectively dedicated to the compact high-order numerical method and to verification cases and methodology and the last section concludes the article.
Contributions
The first goal here is to enable the verification of high-order accurate simulation codes for the solution of wall-bounded flows on curved domains. To this end:
• A manufactured solution (MS) for inviscid problems, spanning simultaneously flow regimes from subsonic to supersonic, is presented and the effect of wall normals computation via isoparametric mapping, on the orders of accuracy of the reflecting boundary condition of slip wall is discussed;
• A similar MS is proposed for the verification of laminar flows in incompressible and compressible subsonic regimes at once on curved domains along with no-slip (adiabatic) wall condition and the verification sensitivity to viscous terms is discussed.
In a second phase, the focus is moved to realistic turbulent manufactured cases on Cartesian domains.
Two existing wall-bounded MSs from literature are considered and their application is broadened by assessing their adequacy for the verification of high-order implementations. These MSs act as well as a framework to delve into the following ideas pertinent to verification:
• The limit values of the SA source terms with indeterminate forms at the wall;
• The verification of the modified vorticity term of the modified SA equation;
• The sensitivity of realistic turbulent wall-bounded solutions to grid stretching, in terms of its effects on discretization error, residual convergence and orders of accuracy (OOAs) of solution variables and drag coefficient;
• The impact of non-dimensionalization in minimizing iterative errors via residual convergence;
• The inadequacy of substituting solution verification to code verification.
In all cases, the suitability of the MSs in realizing OOAs up to the sixth is demonstrated. All manufactured cases presented in this work are made available (see [6] ) by providing an IPython [7] notebook and a C routine, thus enabling the reproduction of the verification methodology in any code.
Theoretical background
We refer the reader to [1] for the description of the theoretical background in verification and validation (V&V) and more precisely the presentation of the terminology and explanation of implicated concepts, the comparison of the method of analytical solutions versus the method of manufactured solutions and the motivations behind the adoption of the latter, as well as an extensive review of the literature on V&V with special attention to applications in high-order frameworks.
Governing equations
We consider the steady-state, compressible RANS governing equations, under the assumption of a Newtonian and calorically perfect gas, closed by the conservative form of the original and revised SA models of turbulence [2] . The choice of the SA model is motivated by its simplicity as well as proven effectiveness for the representation of aerodynamic flows. The role of the revised SA model is to complement the original model by introducing conditional variations to some of its terms in order to ensure the stability of the solution process whenever model's working variable takes negative values. This often occurs in coarse spatial discretizations of the boundary layer of high-order solutions.
The governing partial differential equations (PDEs) are expressed by the following general formulation for advective-diffusive problems:
where Q k represents a state variable which is the solution of the k th partial differential equation with 
The quantities appearing in equations (2) through (5) are defined as follows: ρ represents the density, u = e i u i denotes the velocity vector with e i being the i th orthonormal basis vector of the Euclidean spatial system, E is the total energy per mass defined as E = e + 1 2 (u i u i ) where e is the internal energy defined as e = R γ−1 T , for a calorically perfect gas, with R being the gas constant and T the temperature. The total enthalpy is expressed by H = E + p ρ with p denoting the pressure which is related to the energy via the ideal gas law such that
where γ is the specific heat ratio (γ = 1.4 for air).
In Eq. (3), τ ij expresses the components of the viscous stress tensor, τ , which for compressible Newtonian fluids read
where the effective viscosity is denoted by µ eff and defined as the sum of the dynamic viscosity, µ, and the eddy viscosity, µ t , say, µ eff = µ + µ t ; and δ ij represents the Kronecker delta. Note that we assume the dynamic viscosity to be spatially constant throughout this article.
In Eq. (4), ω j = λ eff ∂ j T expresses the j th component of the heat flux vector where λ eff is the effective thermal conductivity defined as λ eff = λ + λ t , with λ = γR (γ−1) µ Pr , the molecular conductivity, and λ t = γR (γ−1) µt Prt , the eddy conductivity. The laminar and turbulent Prandtl numbers are respectively set to Pr = 0.7 and Pr t = 0.9 unless specified.
In the SA model, µ t is the eddy (turbulent) viscosity, expressed by
where
andν is the working variable of the SA model which is equivalent to a turbulent kinematic viscosity.
The term P in Eq. (5) stands for turbulence production defined by
where c b1 = 0.1355, the laminar suppression term is denoted by f t2 = c t3 exp(−c t4 χ 2 ) with c t3 = 1.2 and c t4 = 0.5, s = |ε ijk ∂ j u k | is the vorticity magnitude with ε ijk expressing the Levi-Civita permutation symbol, ands is the modified vorticity which reads
wheres =ν f ν2 κ 2 d 2
Boundary conditions
The notations employed in this section are adopted from [1] . The superscripts · − and · + respectively refer to the internal and external traces of an interface quantity with respect to an element and n = e q n q with q ∈ [1 .. N d ] designates the normal vector. Furthermore, ghost nodes are defined at domain boundaries, serving the prescription of boundary conditions by letting external interface quantity at the boundary take the desired boundary value: · + = · BC .
Wall BC
We consider the adiabatic wall condition, the treatment of which is split into inviscid and viscous steps as,
• Inviscid (slip condition): the boundary states of all dependent variables, except those of momentum equations, are set to their inner counterparts, i.e., Q
, whereas the boundary velocity vector is defined by cancelling the impacting component, (u
q , of the inner velocity, e q u − q , while preserving its tangential component,
The boundary state, Q BC k , is provided to the inviscid numerical flux of Eq. (26) of [1] which is modified by prescribing a null dissipation on the wall, i.e., D = 0.
• Viscous (no-slip condition): we first set Q 
Solution process
The objective is to minimize iterative and round-off errors such that the discretization error is isolated as the major source of numerical error and can hence be the focus of analyses carried out in this article. To this end, we employ an exact linearization of the system of RANS equations along with the original and modified SA models. This linearization, verified to be accurate up to double precision, serves in the Newton's iterative method, initialized by the manufactured solution and pursued until the discrete residuals are permanently reduced to a minimal value.
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Treatment of curved domains
The elements in the physical domain are defined by a mapping to a reference element in the computational domain via Lagrange interpolation functions of the same degree (isoparametric) as the ones used to represent the discrete elemental solution. To account for this mapping, we adopt the expression of the CPR scheme in the physical domain described by Eq. (37) of [5] . Table 1 presents the solver features verified by each of the four manufactured cases presented in this section.
Verification cases and methodology
Inviscid flows on curved wall-bounded domain -MS-1
We introduce MS-1 that examines the implementation of CFD solvers for inviscid transonic regime, to the target domain of (x, y) ∈ Ω by
where a = 0.05. The physical domain and a typical grid of MS-1 are presented in Fig. 1 . The transformation in Eq. (13) fulfills three purposes:
• The elemental transformation Jacobian is not trivially constant. It in fact can not be exactly represented by finite polynomial expansions thanks to the presence of a sinusoidal term.
• The untransformed coordinate Y can be expressed as an explicit function of x and y coordinates, viz.,
, defining isolines of constant distance from the bottom of the domain.
• For Y = 0, the wall coordinates can be parametrized by y as an explicit function of x, thus allowing to derive an exact expression for the unit outward normal vector at the wall that reads The Riemann BC is applied on all sides of the domain except on the bottom where the slip wall is enforced.
A grid set is generated by sequentially removing every other grid line from the finest grid of 1024 × 256 quadrangular elements for which the element sizes are distributed following a geometric series with fixed expansion ratios of r X = 0.993 and r Y = 1.0 in the corresponding undeformed coordinates directions. The transformation (13) is then applied to resulting grid and solution node coordinates to retrieve the tessellation of the deformed domain.
The manufactured solution fields are
where ρ 0 = 1.0, p 0 = 1.0 and u w = 1.0 is the horizontal velocity component at the wall.
The following remarks can be made with regards to the manufactured solution (14):
• The manufactured density and pressure are defined with a null normal gradient at the wall as would be expected in a physically realistic case.
• The velocity field is defined parallel to the wall ensuring the fulfilment of the non-penetration condition along the slip wall. This can be easily verified since by construction,
In a first attempt, the grid convergence study for MS-1 resulted in OOAs for all variables similar to the ones in Fig. 2 , featuring the recovery of the theoretical order, O h P+1 , by the L 1 norm only, whereas the L 2 and L ∞ norms respectively yield O h P+1/2 and O h P . Through investigation, the root of this suboptimal outcome was traced back to the manner in which the slip wall boundary condition is prescribed.
Indeed in Eq. (12), the outer state at the wall depends on the inner wall normal defined by the spatial transformation metrics between the computational and physical domains that depend in turn on the first order derivatives of the shape functions [5] . The OOAs of the inner normal is therefore bounded by those of the derivatives of the shape functions, that for an isoparametric mapping, i.e., when the shape function and solution interpolation function are chosen to be the same, converge according to O h P . Employing the inexact normal results in the discretization error to reduce more slowly at the wall with mesh refinement compared to the rest of the domain. The maximum error in the domain is hence set by the local error at the wall as shown in Fig. 3(a) . This explains as well the disagreement between the OOAs based on different L norms. The L 1 norm reports the optimal orders, since in its computation, the irregularity at wall bordering nodes is outweighed by the large number of regular contributions from the nodes of the rest of the domain as all deviations from the average are equally weighted by a unitary coefficient. Nevertheless, the higher sensitivity of the L 2 norm to deviations from the average and the ability of the L ∞ norm to detect local inconsistencies show their advantages by revealing this particular issue.
The suboptimal error reduction rates can be rectified by considering modified slip conditions as in [8] ,
by adopting a superparametric representation of the geometry as in [9] or by using the analytical normal to the wall instead of the normal computed by an isoparametric mapping in Eq. (12) . We adopt the latter approach here since we have defined the spatial domain of MS-1 such that the exact outward normal to the wall is explicitly available. This technique remedies the accuracy of the boundary state of momentum
, that now only depends on terms of at least the same degree as the inner solution. We thus recover lower maximum error levels, distributed in the domain 
Laminar flows on curved wall-bounded domain -MS-2
MS-2 is devised here specially for the verification of wall-bounded laminar flows on curved domains and in incompressible as well as subsonic regimes at once.
The domain of MS-2 is the same as that of MS-1, defined via the transformation (13) . However, the grids are generated by the sequential coarsening of a fine grid of 1024 × 1024 quadrangular elements with Order of accuracy
(a) ρ Order of accuracy This results in a clustering of anisotropic elements close to the wall boundary, tailored to capture the velocity profile growth. A typical grid is illustrated in Fig. 4 . The no-slip wall BC is applied on the bottom while all other sides of the domain are treated by the Riemann and viscous BCs. The manufactured fields are defined by:
where ρ 0 = 1.2, ρ c = 3.0, erf designates the error function, η is a similarity variable defined as
with σ = 2.0 and finally p 0 = 2.0. The horizontal velocity field is inspired from that of manufactured solutions in [10] and the dynamic viscosity is set to µ = 10 −5 to mimic an aerodynamic boundary layer flow with a relatively large Reynolds number. Nevertheless, let's note that low values of µ translate to a modest sensitivity of the verification process to errors in the viscous terms of the governing equations as discussed in [1] . In order to assess the sensitivity of the verification via MS-2 to bugs in the viscous terms, we introduce an inconsistency in the first component of the shear stress tensor via (1 + dα) F 
Wall-bounded turbulent flows -MS-3 and MS-4
The manufactured cases for turbulent flow such as those presented in [1] are based on trigonometric functions and hence do not mimic real flows; consequently, although the conducted budget analyses show that a sufficient level of balance between groups of terms of their forcing functions is achieved, this balance does not necessarily resemble the one occurring in the operation mode of the model in practical scenarios.
Producing such a balance is the task of physically realistic MSs and serves to reinforce the conclusions of the verification campaign. In the case of RANS models, an example of a physically realistic MS is a boundary 
(a) Discretization errors
Order of accuracy
(b) Orders of accuracy 
MS-3.
Eça and colleagues presented [10, 11, 12] a wall-bounded RANS-based MS mimicking a realistic boundary layer, although with some deficiencies such as the lack of logarithmic layer in the velocity profile which furthermore corresponds to that of a laminar flow rather than a turbulent one, in terms of shape factor and shear stress at the wall [13] . Also, among the three presentedν profiles, the second order of accuracy was achieved only for one [12] , labelled "MS2" in [10] , which features a quadratic dependency on the y coordinate for y 1 versus the expected linear dependency from the law of the wall of the SA model [2] .
Furthermore, this MS still fails to replicate the expected behaviour of the SA's production and destruction terms in the vicinity of wall [14] . We here extend its application to the verification of discretizations with up to the sixth OOA and we refer to it as MS-3, defined by the following dimensionless fields:
where η = We have applied two modifications to the original version of this MS:
• The unitary density field of the original MS meant for the verification of incompressible solvers is replaced by the trigonometric field in (17) to enable the verification of compressible RANS equations.
The field is devised to satisfy the adiabatic boundary condition via null normal gradients at the wall;
• The original pressure field featured a region of null values in the domain that resulted in unphysical undershoots due to Gibbs oscillations on coarse grids. By setting p 0 = 1 in (17), the pressure is lifted by a unit, thus avoiding these numerical difficulties.
The solution fields of MS-3 are presented in Fig. B .28. The domain is discretized by a fine grid of 1024×3072 elements, the sizes of which are defined by a geometric series expansion in each space coordinates with ratios of r x = 1.0 and r y = 1.0017. A set of ten grids is generated by sequentially removing every other These figures show an especially late (in terms of h) occurrence of the asymptotic range for most variables and polynomial degrees. This is also manifested in H 1 semi-norm, particularly for ρ and ρu. In a first step, we ensure that the modification to the density field that we have introduced is not the reason behind this outcome. To this end, the OOAs are recomputed for MS-3 with a unitary density field. The results of this test in terms of ρ and ρν variables, presented in Fig. 6 , attest that the modification to the density solution is indeed not responsible for the delayed monotonic ranges as this still occurs with the original definition of manufactured density. Order of accuracy
Order of accuracy In our search for the reason behind this effect, we also look into theν field and associated source terms. convergence resides in the fact that by activating theν field, a region of large discretization error appears in the middle of the domain as shown in Fig. 8 , which due to its extent, dominates the error norms. Accelerating the convergence would hence require a grid set that clusters the degrees of freedom (DOFs) not only at the wall but in this region as well. Another possibility is to use adaptive techniques as in [15] .
The delayed asymptotic convergence of MS-3 along with the mentioned lack of compliance with the expected solutions of the RANS-SA model motivates us to consider as well another MS for RANS-modelled flows.
Order of accuracy [10, 11, 12] and discussed problematic aspects of these MSs that cause a departure from the expected RANS behaviour. They presented [14] as well a compressible zero-pressure-gradient flat plate MS based on well-established correlations for boundary layer flow and the near-wallν solutions of the SA model. This MS, labelled here MS-4, thus mimics the inner portion, that is, the viscous sublayer and the logarithmic layer, of a RANS-modelled boundary layer. Oliver and colleagues demonstrated [14] as well the application of this MS for the verification of a second order finite element solver.
We extend here the application of MS-4 to the verification of high-order schemes. Furthermore, the proper treatment of SA source terms at the no-slip wall in high-order frameworks is presented. The verification of the modified vorticity term of the modified SA equations is discussed. An analysis of the drag coefficient convergence is conducted and the effect of the mesh on the OOAs is presented. Finally, a non-dimensional version of this MS is introduced and the effect of the non-dimensionalization on the conditioning of the linear system is studied.
We refer the reader to [14] for explanations on the construction of MS-4 and only present its primitive fields here that are expressed by
and furthermore
We set all the remaining constants and parameters necessary for the determination of the forcing functions where a 1 and a 2 are real exponents. These quotients could numerically take NaN values at the wall, for example in situations where a weak boundary condition is employed to enforcẽ ν ≈ 0, as it is commonly the case in compact high-order frameworks, resulting inν = 0 at the wall, whereas an exact computation of the wall distance yields d w = 0. To alleviate this, we rather impose the limit values of the production and destruction terms at the wall which respectively read
and
and t k−1 and n j denote the components of respectively the unit tangential and outward normal vectors at the wall. The tangent vector is the one on the plane defined by the vectors e k−1 F vis kj | wall n j and e j n j and its direction is aligned with the free stream. This results in a smooth transition of the production and destruction quantities in the domain to their asymptotic values at the wall, thus avoiding numerical invalidity and solution inaccuracy. Let's note that for code verification purposes, the MS forcing functions should as well account for these wall limit values to enable the verification of the asymptotic behaviour of these terms. between the three grid sets is provided in Fig. 11 where it can be observed that the grid set A and B produce similar orders but that the grid set C yields a delayed asymptotic range except for the P1 discretization, which thus proves to be the least sensitive to grid stretching amongst all considered polynomial degrees in this case.
Verification of the modified vorticity term
The grid clustering at the wall decreases from the grid sets A to B to C as their corresponding geometric expansion ratios approach the value of unity in the same order. This is also reflected in the increase of their corresponding exact y + values (see Fig. 10 ). This clustering affects the level of achievable numerical convergence as well as how the discretization error is tackled by the grid. These two effects are reflected in the plots of Fig. 12 comparing the evolution of the relative residual and that of the discretization error of ρu versus the number of Newton iterations for P3 and grid level L4. These plots show that the grid clustering limits the residual minimization as the final residuals in both L 2 and L ∞ norms decrease as the grid distribution approaches uniformity in the y direction. The discretization error norms at convergence on the other hand, decrease from grid set A to B to re-increase from B to C, signifying that the grid distribution B approximates the optimal element size distribution in the y direction the best. In sum, these observations suggest that the numerical stiffness increases with mesh clustering at the wall but that the clustering intensification does not reduce the overall discretization error after a certain point.
The analysis of the grid stretching effect can be further enriched by considering the computation of output functionals relevant to engineering design such as the drag coefficient, C d . The verification of the latter is Order of accuracy
(a) Grid set A Order of accuracy
(b) Grid set B Order of accuracy
(c) Grid set C 
where p dyn = 0.5 p 0 is the reference dynamic pressure. It thus is possible to evaluate the exact C d error as
versus mesh refinement is plotted in Fig. 13 for all grid sets. We expect an OOAs of O(h P ) for C d solutions in agreement with the values reported for high-order DG solutions of a flat-plate case [16, 17, 18] and high-order CPR solutions of an airfoil case [19] . Amongst the three considered grid sets, only the grid set B achieves the expected OOAs along with a monotonic convergence for all P, whereas the grid sets A and C respectively produce non-monotonic super-and sub-convergences. The super-convergence of the grid set A is explained by its relatively large value of geometric series expansion ratio that is related to how fast the element size grows in the y direction. For a higher growth rate, an element resulting from merging two consecutive rows of elements at the wall inherits a cumulative off-wall size larger than what the mere doubling of the size of the smaller of the two parents would have produced. This causes a refinement ratio of the first element height at the wall that is larger than the desired value of 2.0, expected from doubling the number of elements in each spatial direction. This effect is depicted in Fig. 10 (b) that shows the refinement ratio of y + of the first element height at the wall, demonstrating that amongst all, the grid set A has the highest refinement ratio on the coarsest grids. This highest refinement rate explains the apparent super-convergence of the drag coefficients produced by the grid set A. Let's note that although the expected convergence rates in C d are not achieved by the grid set A, it provides the most accurate values of this output functional compared to other grid sets. As for the grid set C, the sub-convergence is due to the relative coarseness of its grids, in the vicinity of the wall, which fail to attain the asymptotic range for the considered values of h, although grids L2 through L9 of this set feature y + < 5 (see Fig. 10 ). The latter value stems from the common standards of engineering grid generation practices. These standards hence seem insufficient for achieving the expected convergence rate of aerodynamics quantities. The sub-convergence of C d by the grid set C also corroborates with the observed non-asymptotic convergence in the ρu errors for this grid set (Fig. 11 ).
Based on these observations, it can be concluded that the verification of the drag coefficient requires grids with smaller y + values than the engineering standard of y + < 5, necessary to correctly capture the velocity profile for low-order solvers. In the case of high-order methods, the difference is even larger since it is shown |Cd − Cdexact|
(a) Grid set A |Cd − Cdexact|
(b) Grid set B |Cd − Cdexact|
(c) Grid set C Figure 13 : Evolution of the exact drag coefficient errors versus mesh refinement for MS-4 and polynomial degrees P1-P5 on grid sets A, B and C [20] that a value of y + = 64 produces an acceptable velocity profile in a P4 DG solution.
Solution verification versus code verification
Based on the observations accumulated thus far, it can be concluded that monotonic convergence of aerodynamic output functionals such as the drag coefficient of realistic (and by extension real) wall-bounded flows is conditional to the adequacy of the grid set in terms of specific combinations of first wall element y + and its refinement ratios, fulfilled here for example, by the grid set B only. Hence, employing an inappropriate grid set could lead to discrepancies between expected and observed OOAs of such output functionals. It therefore is prudent to avoid fully replacing code verification by solution verification of these outputs via error estimation techniques such as Richardson extrapolation [21] . Solution verification should instead be adopted jointly and complementarily to code verification, via analytical/manufactured solutions for which, the expected OOAs for flow variables are produced by the solver under examination.
Another reason to avoid substituting solution verification to code verification is that output functionals are often integral values on a select number of boundaries and hence do not account for the discretization error distribution on the entirety of the domain. As a result, the presence of local inconsistencies could go undetected if they do not directly affect the considered output. To illustrate this, we have introduced a spurious alteration in the value of the Riemann BC at the top of the domain by considering (ρu) BC =
(1 + dα) (ρu) MS | Γtop where dα is modified from its original null value to dα = 1 × 10 −8 . This results in the solution contamination in the superior region of the domain as shown by the distribution of the discretization error in ρu in Fig. 14 where the transport of the error from the top boundary into the domain is depicted.
The error due to the incorrect BC persists throughout mesh refinement, thus affecting the OOAs in L 1 , L 2 and L ∞ norms for P3 through P5 in Fig. 15 where on the other hand, the drag coefficient is shown to fail in detecting the presence of the erroneous boundary condition for all polynomial degrees.
Finally, in practical cases where the exact value of the output functional is not known, the verification would rely on estimation techniques such as the Richardson extrapolation which is sensitive to deviations from convergence monotonicity as it relies on three consecutive solutions in the asymptotic range in order to estimate the zero-mesh-size solution, in contrast to two solutions required to compute the OOAs in the present manufactured case for example. This sensitivity constitutes another argument in avoiding the replacement of proper code verification by solution verification of output functionals in turbulent RANSmodelled flows, the most simplest of which often proves challenging in terms of generating grid sequences that deliver asymptotic grid convergence [22] . Order of accuracy
(a) ρu OOAs in L norms |Cd − Cdexact| 
where Q, R ∈ IR N dof with N dof being the total number of DOFs, by computing the Jacobian matrix, A(Q),
, in order to solve an algebraic system of equations,
such that the solution of Eq. (24) is iteratively reached via successive solution updates of the form here for the sake of completeness. Let's consider the algebraic system
where ∆Q = ∆Q + d∆Q is an approximation of the solution of Eq. (25). Equation (26) can be expressed
Subtracting Eq. (25) from (27), assuming det(A) = 0 and a few algebraic operations yield
Furthermore, by considering the inequality X Y ≤ X Y in a proper norm, we obtain
A is the condition number of A, thus demonstrating that the sensitivity of the solution to errors in residual equation and the Jacobian matrix can be attenuated if conditioning is improved (condition number reduced closer to unity). By propagating unwanted perturbations into the solution, ill-conditioning furthermore deteriorates the performance of iterative approaches such as the Newton's method or the GMRES algorithm respectively employed to solve the non-linear system (24) and the linearized system (25). As a result, the iterative solution process could stall or even diverge, thus preventing a sufficient reduction in round-off and iterative errors via residual minimization [21] . Since it is crucial to effectively minimize these sources of error for verification purposes, it hence is desirable to have well-conditioned systems in addition to employing an exact linearization.
Proposition 1.
A proper scaling of the solution acts as a preconditioning to the linear system (25).
whereQ i andQ i respectively denote a non-dimensional solution value and its corresponding dimensional reference quantity and the parenthesized indices are not summed over. The change of variable (30) results in a new set of non-linear residual operators,Ȓ ∈ IR N dof with the following property:
The corresponding linearized system isȂ
The equivalence between the systems (32) and (25) is established through
where P is a diagonal matrix, the components of which are defined by P ij =
. It is easy to notice that (34) is in fact a right preconditioned system if solved sequentially via
for S first and then for ∆Q by
The proof in thus complete by showing that a proper non-dimensionalization can hence act as an intrinsic preconditioning mechanism and thereby contribute to reducing the propagation of numerical perturbations into the solution.
To further validate this result numerically, we devise a non-dimensionalized version of MS-4 by considering the following reference values arising from dimensional analysis:
such that the non-dimensional version is set by the same parameters as for the dimensional version in Eqs. (19) and (20) 
where the superscript· is omitted for the sake of simplicity. Figure 16 shows the budget of the SA source terms along x = 0.525 by comparing the dimensional versus non-dimensional versions of MS-4. We first notice that the advection and conservation terms have negligible contributions to the total forcing function. We hence recommend that this MS be combined to MS-4 from [1] in order to provide a more reliable diagnostic on the verification of all SA model terms. It can also be noted in the Figure 16 that all the non-dimensional terms are scaled with regards to their dimensional counterparts by a factor corresponding top. In other words, the non-dimensionalization of MS-4 results in
To examine the effect of non-dimensionalization on the behavior of iterative methods, the systems (25) and (35) . The results for an unpreconditioned GMRES are presented in Figs. 17 and 18 for respectively P1 and P5 polynomials. For each polynomial degree, a coarse and a fine grid is considered. In all cases, the beneficial effect of the non-dimensionalization on the convergence of the GMRES algorithm is evident as it allows to minimize the residual to lower levels compared to the original system for which the iterative procedure either stalls or diverges. The non-dimensionalization effect is also studied here for a GMRES algorithm preconditioned globally by a block Jacobi method and locally by an incomplete lower upper factorization at each block (associated to each of the four processors used to partition the domain) [24] . The results, illustrated also in Figs. 17 and 18 , show that although the preconditioning does allow the dimensional system to converge and reduce the gap between the dimensional and non-dimensional versions, the discrepancy is nevertheless still non-negligible. We hence recommend the non-dimensionalization of the system of governing equations to mitigate the propagation of numerical errors into the solution, especially for stiff high-order turbulent problems. Regarding the effect of non-dimensionalization on the OOAs, let's note that as expected, the dimensional and non-dimensional versions produce the same error versus mesh size curves up to the multiplicative constant corresponding to the reference value Q 0 and consequently the same exact progressions of OOAs versus mesh refinement. This is for example shown in Fig. 19 for the variable ρν.
Conclusions
In the continuation of the work presented in [1] , a series of MSs is considered which targets the verification of high-order solvers for the solution of inviscid and laminar flows on curved wall-bounded domains in a first step, followed then by the verification for boundary layer RANS flows. We choose a numerical framework composed of the RANS-SA system of equations discretized by the CPR/FR scheme with DG correction functions. 
(a) Dimensional ρν − ρνex • Explicit expressions for the evaluation of SA source terms with in-determinate form at the wall are presented which need to be incorporated into the forcing functions of physically realistic MSs for wallbounded flow. Otherwise, the in-determination leads to NaN residual evaluations at the wall when the wall condition is weakly enforced as is customary in compact high-order solvers;
• The modified vorticity term of the modified SA equation, left out by trigonometric MSs, is shown to be correctly verified with this wall-bounded MS;
• A grid sensitivity analysis in terms of first element size at the wall and expansion ratio in wall normal direction is conducted showing that the realization of the OOAs requires smaller y + values than prescribed by engineering best practices (y + ≈ 5). Also, observations suggest that numerical stiffness increases with mesh clustering at the wall but that the clustering intensification does not reduce the overall discretization error after a certain point.
• It is concluded that solution verification via the estimation of numerical uncertainties associated to an output functionals such as the drag coefficient can not fully reflect the soundness of the implementation and hence should not replace a proper code verification;
• A non-dimensional version of the turbulent wall-bounded MS is proposed and it is mathematically proven and numerically validated that a proper non-dimensionalization of the unknowns acts as an intrinsic preconditioning mechanism for iterative solution techniques, thus contributing to the minimization of iterative and round-off errors.
To assist the interested reader in the application of the presented verification methodology, Python scripts and C code routines are provided as accompanying material (see [6] ).
Appendix A. Definition of the grid convergence metrics
The norms employed throughout this work to measure the discretization error are defined as follows:
• L ∞ norm:
• L 1 norm:
• L 2 norm:
• H 1 norm:
• H 1 semi-norm of uncorrected gradients:
(A.5)
• H 1 semi-norm of fully corrected gradients:
The integrals are computed by GLL quadratures and the typical element size, h, is estimated via
where N DOF = ei (N node ) ei is the total number of DOFs per equation. 
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