Abstract. The paper reviews an approach for finding the communities of a network developed by the authors [WAW'06, Lecture Notes in Computer Science, Volume 4936/2008, 117-128, IEEE TPDS vol. PP, issue 99, 2012, which is based on a reduction of the modularity optimization problem to the minimum weighted cut problem, and gives an experimental evaluation of an implementation based on that approach on graphs from the 10th DIMACS Implementation Challenge Testbed. Specifically, we describe a reduction from the problem of finding a partition of the nodes of a graph G that maximizes the modularity to the problem of finding a partition that minimizes the weight of the cut in a complete graph on the same node set as G, and weights dependent on a random graph model associated with G. The resulting minimum cut problem can then be solved by modifying existing codes for graph partitioning. We compare the performance of our implementation based on the Metis graph partitioning tool [SIAM J. Sci. Comp. 20, against one of the best performing algorithms described in this volume.
Introduction
One way to extract information about the structure of a network or a graph and the relationships between its nodes is to divide it into communities, groups of nodes with denser links within the same group and sparser links between nodes in different groups. For instance, in a citation network, papers on related topics form communities and, in social networks, communities may define groups of people with similar interests.
The intuitive notion of communities given above is too vague as it is not specific about how dense the in-group links and how sparse the between group links should be. There are several formal definitions of communities, but the most popular currently is the one based on the modularity of a partition. Modularity [31, 35] is a measure of community quality of a partition of a network and measures the difference between the fraction of the links with endpoints in the same set of the partition and the expected fraction of that number in a network with a random placement of the links. Formally, let G = (V, E) be the graph representing the network and P = {V 1 , . . . , V k }, k ≥ 1, be a partition of V , i.e., such that V 1 ∪ · · · ∪ V k = V and V i ∩ V j = ∅ for i = j. We refer to the sets V i as communities. Let G be a random graph on the same set of nodes as G. Then the modularity of P with respect to G is defined as
where m is the number of the edges of G, E(V i ) denotes the set of all edges of G whose both endpoints are in V i and E(V i , G) denotes the expected number of edges in G with endpoints in V i . There are two choices that have been most often used for the random graph G. The random graph model G(n, p) of Erdös-Rényi [17] defines equal edge probabilities between all pairs of nodes. If n is the number of the nodes of G, m is the number of the edges, and p is chosen as m/n 2 , then the expected number of edges of G(n, p) is m. The alternative and more often used choice for a random graph in the definition of the modularity is based on the Chung and Lu model [10] . In that graph model, the expected node degrees match the node degrees of G. It defines an edge in G between nodes v and w of G with probability d(v)d(w)/(2m), where by d(x) we denote the degree of node x.
By the definition of modularity, a higher modularity indicates a larger fraction of in-community edges and, hence, a community structure of higher quality. Hence, the community detection problem can be formally defined as a modularity optimization problem, namely, given a graph G, find a partition of the nodes of G with maximum modularity. The minimum value of the modularity for a given G over the set of all partitions is called modularity of G, which we will denote by mod(G, G). The modularity optimization problem has been shown to be NP-hard [9] .
Hence, polynomial algorithms for finding an exact solution are unlikely, and various researchers have tried to construct heuristic algorithms for solving the modularity optimization problem. Clauset, Newman and Moore [11] construct an agglomerative algorithm that starts with a partition where each node represents a separate community and iteratively merge pairs of communities in order of maximum modularity gain, thereby building a dendrogram of the graph. They also consruct a data structure that makes the search of the best pair to merge very efficient. Guimerà and Amaral [22] use simulated annealing in a procedure that iteratively updates an initial partitioning aiming at increasing modularity. Simmulated annealing is used in order to try to avoid converging to a local minimum. Another physics-based approach is employed by Reichardt and Bornholdt [38] , who simulate spin glass energy minimization for finding a community structure defined as the configuration of minimum energy. White and Smyth [43] and Newman [33] use a spectral approach by computing the eigenvector of the modularity matrix defined as the adjacency matrix of the input graph, appropriately updated to take into account the contribution of the random graph probabilities.
In this paper we describe a community detection method that reduces modularity optimization to the problem of finding a minimum weighted cut, which latter problem can be solved efficiently by using methods and tools developed for graph partitioning. Our approach was originally reported in [12] [13] [14] , where we have compared our methods against the algorithms from [11, 22, 33, 38] on artificial graphs and showed that our algorithm is comparable in accuracy with the most accurate of these algorithms, while its scalability is significantly higher. In this paper we will first review the reduction from modularity optimization to minimum weighted cut, and then describe briefly how the resulting minimum cut problem can be solved by modifying the Metis graph partitioning code. Then we will compare the performance of the resulting algorithm against another algorithm described in this volume, using data sets from the 10th DIMACS Implementation Challenge collection.
Reduction of modularity optimization to minimum weighted cut
By the modularity definition (1.1) we have (2.1) is the number of the edges that connect all pairs of nodes from different sets of the partition. A cut of a graph is generally defined as a set C of edges whose removal divides the nodes of the graph into two or more sets such that all edges in C connect nodes from different sets. We extend this definition so that C = ∅ is also considered a valid cut, although it corresponds to a partition of a single set containing all the nodes of the graph. (The reason is that such partitions are also allowed in the definition of the modularity and, in fact, are essential as they correspond to a graph with a modularity structure of a single community.) We denote cut(P, .1), which we denote by Ecut(P, G, G), corresponds to the expected value of the cut size of P in G. The assumption that we make about the random graph model is that it preserves the expected number of the edges, hence |E| is equal to the expected number of edges of G. The two random graph models that we consider in this paper, the Erdös-Rényi and the Chung-Lu models, have this property, as we show below.
Hence,
which shows that the modularity optimization problem is equivalent to the problem of finding a partition that minimizes the difference of two cut. In order to merge the two cuts into a cut of a single graph, we define a new graph as follows.
We define a complete graph G with the same vertices as G and a weight on each edge (v, w) defined by
where p(v, w) is the probability of an edge between nodes v and w in G. Since G is complete, the cut set for P in G is cut(P,
and, hence, the modularity optimization problem is equivalent to the problem of finding a minimum weighted cut for G . In order to complete the reduction, we just need to show that the values of p(v, w) for the two random graph models we consider satisfy the assumption about the expected number of edges. For the Erdös-Rényi model, p(v, w) is typically chosen as 2m/n 2 , which gives that the expected number of edges of G is 1 2
For the Chung-Lu model we have p(v, w) = d(v)d(w)/(2m)
, which gives for the expected number of edges of G 1 2
The above approach can be generalized in a straightforward manner to graphs with positively weighted edges. 
Implementation of the modularity optimization algorithm based on the Metis package
In the previous section we showed that finding a partition in G maximizing the modularity is equivalent to finding a minimum weighted cut in the complete graph G . While the minimum cut problem is polynomial-time solvable in the case of nonnegative weights, this case does not apply to our problem as the weights of G can be negative. The general decision version of the minimum cut problem is NP-complete as the maximum cut problem, which is NP-complete [18, problem ND16, p.210], can be reduced to it. Hence one has to look for approximation or heuristic based algorithms for the modularity optimization problem.
While different versions of the minimum cut problem have been widely researched from theoretical point of view, much less attention has been paid to their implementation. The graph partitioning (GP) problem, which is related to the minimum cut problem, has received much greater attention from practitioners and very efficient implementations have been developed. The reason is that GP has important applications such as load balancing for high-performance computing and VLSI circuit design. For that reason, we are using a GP tool as a basis of our weighted minimum cut implementation, thereby solving the modularity optimization problem.
The GP problem asks, given a graph and an integer k, to find a partitioning of the vertices of the graph into equally sized (within difference at most one) sets such that the number (or weight) of the edges between different sets is minimized. Hence, GP is similar to the minimum cut problem, with the following differences: (i) in GP the sizes of the parts have to be balanced, while in minimum cut they can be arbitrary; (ii) in GP the number of the parts is an input variable given by the user, while in minimum cut and modularity optimization it is subject to optimization.
Any graph partitioning tool can be chosen as a basis for implementing (after appropriate modifications) the modularity optimization algorithm. The specific GP tool that we chose for our implementation is Metis [23, 24] . The reason is that Metis is considered an efficient and accurate tool for graph partitioning and that it is publicly available as a source code.
Metis is using multilevel strategy to find a good solution in a scalable manner. This type of multilevel strategy involves three phases: coarsening, partitioning, and uncoarsening. In the coarsening phase the size of the original graph is reduced in several stages, where at each stage connected subsets of nodes are contracted into single nodes, reducing as a result the number of the nodes of the graph roughly by half. The coarsening continues until the size of the resulting graph becomes reasonably small, say about 100 nodes. The final small graph is partitioned during the partitioning phase using some existing partitioning algorithms. In particular, Metis uses a graph-growing heuristic where one constructs one set of the partition by starting with a randomly selected node and then adding nodes to it in a breadthfirst manner. The uncoarsening phase involves projecting the found solution from smaller graphs to larger ones, and refining the solution after each projection. This refinement step is one of the most important and sensitive for the quality of the final partition step. Metis implements it using the Kernighan-Lin algorithm. That algorithm computes for each node a quantity called gain that is equal to the change in the size (weight) of the cut if that node is moved from its current part to the other one. Then nodes with maximum gains are exchanged between partitions, making sure the balance between the sizes of the parts is maintained and also avoiding some local minima by allowing a certain number of negative-gain node swaps. See [23, 24] for more details about the implementation of Metis.
The modifications to Metis that need to be made are of two types: first, ones that take care of the above mentioned difference between GP and minimum cut problems and, second, ones aiming at improving the efficiency of the algorithm. Specifically, the minimum cut problem that we need to solve is on a complete graph G , whose number of edges is of order Ω(n 2 ), where n is the number of the nodes of G, while the number of the edges of the original graph G is typically of order O(n). We will briefly discuss these two types of modifications below.
Removing the GP restriction of balanced part sizes is easy; in Metis we have just to omit checking the balance of the partition. Finding the right number of parts can be done in the following recursive way. We divide the original graph into two parts using the algorithm described above. If both parts are non-empty, we recurse on each part, and, if one of the part is empty (and the other contains all nodes), we are done. The latter case corresponds to the situation where the current graph (or subgraph) contains a single community.
The final issue we discuss is how to avoid the necessity of working explicitly with the edges of G that are not in G and, as a result, to avoid the Ω(n 2 ) bound on the running time. The idea is to use explicitly in the algorithm only the edges of G, while handling implicitly the other ones by correcting the computed values in constant time. For instance, suppose that we have a partition P of the nodes of G in two sets of sizes n 1 and n 2 , respectively, and we have computed the weight of the corresponding cut in G, say w G . Our goal is to evaluate the corresponding cut in G . Assume that the random class model is G(n, p). Then the weight of the cut corresponding to P in G is w G = w G − n 1 n 2 p by formula (2.2). Hence it takes O(1) time to compute w G knowing w G . In a similar way one can compute the weight of the cut in G in the case of the Chung-Li model, see [14] for details.
Comparison on DIMACS testbed graphs
We have tested our algorithm against the algorithm that was ranked at the top in the DIMACS Challenge with respect to its accuracy. Although the Challenge website already contains ranking results for several of the algorithms [39] , including ours, those algorithms were not run on the same computer. Furthermore, the data on the website has not been converted into an easy to read format. Therefore, we believe it is worth including in this paper a direct comparison of our algorithm against a top performing algorithm from the challenge. Ovelgonne and Geyer-Schulz's algorithm [37] , ranked as number one in the Challenge, exploits the idea of ensemble learning. It learns weak graph clusterings and uses them to find a strong graph clustering. Table 1 compares the performance of our algorithm with that algorithm.
The test graphs in our experiments are the Co-author and Citation Networks and the Clustering Instances datasets of the DIMACS Challenge testbed [40] , [2] , [4] , [6] , [8] , [7] , [42] , [1] , [32] , [25] , [29] , [19] , [26] , [28] , [16] , [30] , [41] , [27] , [36] , [34] , [5] , [21] , [15] , [20] , and [3] . All experiments have been run on an Intel(R) Core(TM) i3 CPU M370 2.40 GHz processor notebook computer with 4G of memory.
For each experiment, the table shows the average running time and modularity of the partition for each of the algorithms. The results show modularity of the clusterings that our algorithm finds is 7% less on average, but our algorithm is 48 times faster on average. For one instance (kron-g500-logn16), our algorithm is 390 times faster.
One of the reasons that the modularities of our partitions are lower than the modularities produced by the code of [37] is that our algorithm is based on a version of Metis that is known to perform poorly on power law graphs. Hence our algorithm inherits the same weakness. Most of the networks in the testbed have power law or non-uniform degree distribution, which may explain some of the results. There is a newer version of Metis that is claimed to partition power law graphs successfully and it can be used for a new implementation of our algorithm.
Conclusion
We proved in this paper that the modularity optimization problem is equivalent to the problem of finding a minimum cut of a complete graph with real edge weights. We also showed that the resulting minimum cut problem can be solved based on existing software for graph partitioning. Our implementation was based on Metis, but we believe most other high-quality graph partitioning tools can be used for the same purpose. Of particular interest will be using a parallel partitioner as this will yield a parallel code for community detection.
