Introduction
The performance of transistors and the reliability of interconnects are affected by temperature fields in electronic circuits. Layers of amorphous dielectric materials electrically insulate circuit components and protect them from corrosion. These layers have very low thermal conductivities, near 1 Wm~' K' 1 at room temperature. Conduction normal to the layers can be an important obstacle to the cooling of devices and interconnects. Energy dissipated in aluminum interconnects in conventional integrated circuits, for example, must travel through an amorphous silicon dioxide layer between 0.5 and 1 /xm thick to reach the substrate heat sink. In silicon-on-insulator (SOI) circuits, devices are separated from the substrate by a silicon dioxide layer from 0.3 to 1.0 fim thick (Goodson and Flik, 1992; Goodson et al, 1993b) . To predict the mean time to failure of an interconnect or the drain current of a SOI fieldeffect transistor, both of which depend on temperature, a circuit designer needs to know the thermal resistance for conduction normal to amorphous dielectric layers. Most experimental techniques cannot separate the internal thermal resistance for conduction normal to a layer from the thermal resistances of its boundaries. They measure the effective thermal conductivity normal to a layer, k" tf . tt , which is defined as the layer thickness divided by the total thermal resistance of the layer and its boundaries.
Data for the thermal conductivity of bulk amorphous dielectrics, kb a ik, vary little among different samples of the same material (Berman, 1976) . In contrast, data for k", etr of amorphous dielectric layers vary substantially and can be an order of magnitude less than k bu i k . Figure 1 compares the data of Lambropoulos et al. (1989) , Brotzen et al. (1992) , and Schafft et al. (1989) for k, he fr of silicon dioxide layers fabricated using several techniques. The layers of Schafft et al. (1989) contained 4 mass percent of phosphorus, whose influence on the conductivity has not been assessed. Although different experimental techniques were used, often yielding unknown or very large uncertainties, the data indicate that the effective conductivity decreases with decreasing layer thickness and depends on the fabrication technique. This is consistent with earlier data for amorphous dielectric layers (Guenther and Mclver, 1988) . The difference between k, ue f f and Art, u ik nas been attributed to three phenomena: (a) Schafft et al. (1989) indicated that the boundary scattering of phonons is responsible, (b) A microstructure or stoichiometry in the layers different than in the bulk could make k"^[ t smaller than fc buIk . The conductivity ^n.eff would be thickness dependent if the microstructure or stoichiometry changed near the layer boundaries, (c) A thermal boundary resistance would cause k ntn to decrease with decreasing layer thickness. This would be indistinguishable from the highly resistive interfacial layers proposed by Brotzen et al. (1992) . The present work makes progress toward resolving this puzzle by predicting the effective conductivity normal to amorphous silicon dioxide layers considering (a) phononboundary scattering, and by measuring the effective conductivity of layers with varying thicknesses with a known accuracy. The data and predictions yield conclusions about the importance of (b) and (c).
Thermal conduction in bulk amorphous solids was reviewed by Zaitlin and Anderson (1975) , Berman (1976) , and Freeman and Anderson (1986b) . Figure 2 shows the difference between the periodic structure of a crystal and the random network of atoms in an amorphous material. Phonons of wavelength small compared to the lattice constant of the material in crystalline of the phonon mean free path on the phonon frequency. They predicted that phonons with mean free paths longer than about 10 A contribute significantly to thermal conduction only at temperatures below 50 K. While they did not consider conduction in layers, their calculations indicate that phononboundary scattering is unimportant in silicon dioxide layers above 50 K. This cannot be confirmed by the room-temperature data shown in Fig. 1 , which all show a strong reduction of Ar" ief f with respect to k huni .
The present 'work predicts the influence of boundary scattering on the effective conductivity normal to silicon-dioxide layers above 10 K using a frequency dependence of the phonon mean free path similar to that of Love and Anderson (1990) . The effective conductivity considering boundary scattering is calculated using the approximate relations of Matsumoto et al. (1977) and Chen and Tien (1992) . The technique of Swartz and Pohl (1987) is adapted to measure k, he[f near room temperature in silicon dioxide layers fabricated using oxygen-ion implantation (SIMOX), and a general expression for the uncertainty of the technique is developed.
Effective Conductivity Considering Boundary Scattering
The kinetic formula for the conductivity of dielectrics is (Ziman, 1960) ,
where C s is the phonon specific heat per unit volume and v s is the speed of sound. Equation (1) defines the phonon mean free path A s accounting for phonons of all frequencies. The frequency-dependent phonon mean free path, A u , is the mean distance phonons of a given frequency, or energy, travel between collisions. The use of the phonon mean free path A s neglects the energy dependence of the carrier free paths. This approximation has been used with reasonable success to analyze electron-boundary scattering (Tien et al., 1969; Flik and Tien, 1990; Kumar and Vradis, 1991) , since electrons contributing to net transport all possess nearly the same energy. But in dielectrics, where phonons of energies varying by several orders of magnitude contribute to conduction, A s must be used with care. This was demonstrated by Savvides and Goldsmid (1972) , who observed boundary-scattering effects on the phonon conductivity in silicon crystals of dimensions orders of magnitude larger than A s . The crystals had been irradiated (after Zachariasen, 1932) form are scattered strongly by the disorder and have mean free paths of a few angstroms (Kittel, 1949 (Kittel, , 1986 . Phonons of wavelength large compared to this lengthscale have mean free paths that increase rapidly with the wavelength. This is analogous to the Rayleigh scattering of radiation on particles small compared to the radiation wavelength, where the photon mean free path is proportional to the fourth power of the wavelength (Bohren and Huffman, 1983) . The scattering of the long-wavelength phonons on the boundaries of a layer can strongly reduce £", e ff at cryogenic temperatures, where these phonons carry much of the thermal energy. Many studies of phonon-boundary scattering in amorphous materials were for low temperatures. The analysis and data of Matsumoto et al. (1977) showed that the boundary scattering of long-wavelength phonons strongly reduces the effective thermal conductivity normal to epoxy layers with thicknesses between 1 and 10 /un below 10 K. But Zaitlin et al. (1975) observed no effect of boundary scattering on the thermal conductivity along 2.9 to 71 ;um thick mylar and glass layers below 10 K. This was attributed to the specular reflection of phonons at the layer boundaries, which reduces conduction normal to a layer but does not affect conduction along the layer. Zhu and Anderson (1990) measured the thermal conductivities of epoxies filled with epoxy particles below 9 K, and concluded that phonons had an increased rate of scattering near the particle boundaries, analogous to hypothesis (c) given here. Love and Anderson (1990) developed a function for the dependence 318/Vol. 116, MAY 1994 Transactions of the ASME with neutrons, introducing point defects that cause the Rayleigh scattering of phonons. Equation (1) can be written as an integral over all phonon angular frequencies o> using the Debye model for phonons (Berman, 1976) The dimensionless phonon frequency is x^ = h p u>/k 0 T. The Debye model constants for amorphous silicon dioxide are 6 = 492 K, ^ = 4100 ms" 1 , and N a = 6.62x 10 28 m~3 (Stephens, 1973) . The Debye angular frequency is o) D = kgd/h P = 6.441 x 10 13 rads -1 . If the material is bulk, i.e., has no boundaries, then A w is the bulk mean free path, A" bll | k . Callaway (1959) and Holland (1963) accounted for boundary scattering using a frequencyindependent mean free bath for boundary scattering, A Stb = Bd, where B is a dimensionless constant not too far from unity and dis the smallest specimen dimension, e.g., the layer thickness. Matthiessen's rule (Ziman, 1960) Matsumoto et al. (1977) used Eqs. (2)- (4) to calculate k, us .
[r for epoxy layers below 10 K. They assumed a frequency and temperature dependence for A ubu i k and fitted bulk epoxy thermal conductivity data using d= oo, i.e., A u = A ubu i k . The predicted temperature dependence of Ar", e rr agreed with the data for layers when B was used as an adjustable parameter. The nature of phonon reflection and transmission at the boundaries depends on the ratio of the phonon wavelength to the standard deviation of the boundary profile (Ziman, 1960) . When this ratio is near or smaller than unity, the phonons are reflected and transmitted diffusely. At room temperature, phonons with wavelengths from a few angstroms to a few tens of nanometers contribute to energy transport. The shortest wavelength phonons, which carry most of the energy, are diffusely reflected by any practical interface. The longest wavelength phonons may not scatter diffusely on the boundaries of many interfaces. Swartz and Pohl (1989) derived the approximate diffuse mismatch model for the diffuse transmission and reflection of phonons at an interface, and showed that the boundary resistance predicted by this model agrees well with data for metal-dielectric interfaces and differs little from that predicted by the theory of Little (1959) for an ideal smooth interface. The diffuse mismatch model is used here for the transmission coefficients of phonons of all wavelengths. The error due to the non-diffuse transmission and specular reflection of long wavelength phonons at the boundaries is expected to be small, but has not been quantified.
The diffuse mismatch model assumes complete contact between the layer and the bounding media, and accounts neither for changes in microstructure near the interface, nor for interfacial layers. High-resolution transmission electron micrographs of interfaces of deposited (Schroder, 1987) and SIMOX (Celler and White, 1992) amorphous silicon dioxide layers with silicon show no evidence of incomplete contact on length scales down to a few angstroms, nor of a different microstructure in the silicon near the boundary. These micrographs show only that the microstructures of the layers were not periodic up to the interface with the silicon. Two of the hypotheses discussed in Section 1, (b) a thickness-dependent microstructure or stoichiometry, and (c) thermal boundary resistances or interfacial layers, are not excluded.
When the diffuse mismatch model is employed at both boundaries, one-dimensional phonon conduction normal to a layer is analogous to radiation between diffuse gray walls in an absorbing medium. This problem has been solved for grey media, i.e., when the photon mean free path is independent of the photon frequency (e.g., Siegel and Howell, 1981) . To estimate the energy transport for nongrey media, the solution for grey media can be integrated over all frequencies to yield Eqs. (2)- (4) with (Chen and Tien, 1993) B-
This approximation assumes that phonon modes of different frequencies are independent, i.e., that they do not exchange energy. This approach provides a good estimate of energy transport in nongrey media, and is the best available.
Bulk Phonon Mean Free Path
Walton (1974), Matsumoto et al. (1977) , and Love and Anderson (1990) NORMALIZED FREQUENCY, to / 3 The phonon mean free path in bulk amorphous silicon dioxide, "buik, showing the three regimes ot its frequency dependence. Also Fig   A, shown is the mean free path in crystalline silicon limited by Umklapp scattering (Holland, 1963) . sent work uses the frequency dependence shown in Fig. 3 , which combines expressions that are successful in each regime. For the high-frequency regime, co> -0.1 oi D , the frequencyindependent phonon mean free path of Kittel (1949 Kittel ( , 1986 ) is used, A 0 . It is A s in Eq. (1), calculated using thermal-conductivity and specific-heat data above 300 K (Sugawara, 1969; Touloukian and Buyco, 1970) where A^ varies little with temperature and phonons in the high-frequency regime dominate conduction. The average value between 300 and 500 K is used, A 0 = 4.94 A.
In the intermediate frequency regime, 0.01 co D <co<0.1 w D , the mechanism responsible for phonon scattering is unknown. Freeman and Anderson (1986a) closely fitted the temperature dependence of the thermal conductivity of many amorphous solids, including silicon dioxide, using Eq. (2) and A," S"=1.76xl0 42 mrad 4 s
This frequency dependence is analogous to the Rayleigh scattering of phonons on regions with different elastic properties and dimensions small compared to the wavelength (Ziman, 1960) . For a region with a deviation in mass density 8p compared to the surrounding medium of density p, the phonon mean free path is given approximately by Eq. (6) and where N D is the number density and a the typical dimension of the scattering sites. The opposing limit to Rayleigh scattering is geometric scattering for high-frequency phonons, which yields the frequency-independent mean free path A G = (N D ira 2 /4) ~'. If this expression and Eq. (7) are solved for a and N D using A G = A 0 and <5p = p, the volume of scattering sites exceeds the material volume. This indicates that if Rayleigh scattering occurs, A 0 is smaller than the corresponding geometrical-scattering limit.
The mean free paths of phonons in the low-frequency regime, co < 0.01 u D , are limited by structural relaxation and can be measured through the attenuation of sound waves (Hunklinger and Arnold, 1976) . Structural relaxation is the rearrangement of atoms in the amorphous material due to elastic waves. The structural relaxation can occur out of phase with the long-wavelength phonons and absorb their energy. The theory for this phenomenon is similar to the Debye relaxation model, which determines the influence of electric dipoles in liquids on the photon mean free path (Bohren and Huffman, 1983) . Gilroy and Phillips (1981) 
<Y4
cos I -T* (co ) 1-7* (8) where A UiSR is the phonon mean free path limited by structural relaxation, co* = COT 0 , 7* =k B T/E 0 , and F is the gamma function. Bonnet (1991) closely fitted the data of Vacher et al. (1981) for amorphous silicon dioxide from 10 to 300 K using TO = 2.5xl0 -13 , £ 0 = 5.02xl0"" 21 J, and S SR = 1.89x 10~3. These values and Eq. (8) are used here. Equation (6) The mean free path A M>bu | k used here agrees well with the data of Vacher et al. (1981) at 3.5 x 10 10 Hz and with the data of Jones et al. (1964) near 5 x 10 8 Hz at temperatures between 10 and 300 K. The mean free path also agrees with data presented by Love and Anderson (1990) near 3 x 10 10 and 2x 10" Hz at 90 and 300 K. The only significant disagreement occurs at 2x 10" Hz at 90 K, where one measurement indicates a smaller mean free path than that shown in Fig. 3 . But the value of A",buik at this frequency in Fig. 3 was obtained by fitting Eq.
(2) to low-temperature thermal conductivity data, which are also relevant to the present work. The mean free path used here is very similar to that of Love and Anderson (1990) . These authors used a slightly different model for scattering on structural relaxation than that developed by Gilroy and Phillips (1981) , called the symmetric double-well potential model. It is not known which model is most appropriate for amorphous materials. Figure 3 shows the phonon mean free path in silicon at room temperature limited by Umklapp scattering (Holland, 1963) . The room-temperature thermal conductivity of silicon is about two orders of magnitude larger than that of silicon dioxide, which is due almost entirely to the much larger mean free path of phonons. In silicon dioxide, phonons experiencing Rayleigh scattering are responsible for more of the specific heat at 77 K than at 300 K. Since these phonons have longer mean free paths than the high-frequency phonons, boundary scattering is more important at 77 K than at room temperature.
The effective conductivity of silicon dioxide layers is calculated using Eqs. (2)- (6), (8), and (9). From 10 to 300 K, the conductivity predicted using d= co differs by up to 20 percent from bulk data. This is due to the approximate Debye model for the phonon density of states. In this work, the Debye model is assumed only to predict the relative contributions of phonons of different frequencies to the total conductivity. This allows the calculated k, hs . {{ to be normalized by the k baiii calculated using d= oo. The final prediction for ^", e rf is Figure 4 is a cross section of the test structure. It is based on that used by Swartz and Pohl (1987) for thermal boundary resistance measurements. The width of bridge A is w=5 fim, yielding nearly one-dimensional conduction normal to the sample layer. The width of the nonheating bridges is near 1 ftm. Section 4.2 analyzes thermal 320/Vol. 116, MAY 1994
Transactions of the ASME Fig. 4 Gross section of test structure used here to measure fc" ie ii conduction in the substrate, whose contribution to the uncertainty is estimated using a second nonheating bridge D. The center-to-center bridge separations are x c =5.5 fim and x D = 14.5 lira. The temperature change that occurs when the heater bridge A is switched on, i.e., when it suddenly carries a large current, is AT". The temperature change AT^ is measured by bridge A, and AT B is obtained from AT C by modeling the heat conduction in the substrate. The conductivity Ar" ie rr is calculated from the heater power Q and length L using
The wafer is secured to a Temptronic Model TP38B temperature-control chuck, a copper disk with 88.9 mm diameter and thickness 19.1 mm, by means of suction through holes on the surface of the chuck. A thermocouple with one junction soldered to the chuck surface measures the test-structure temperature. The error due to this arrangement is determined using a second thermocouple attached to a wafer. The calibration of each bridge consists of determining the temperature derivative of its electrical resistance, which is affected by an error in the measured temperature change of the test structure. The relative uncertainty in the resistance thermometer calibration is found to be U(dRj/dTi) =0.04 for all temperature changes between 273 and 423 K, where U(q) is the relative uncertainty in the parameter q.
The bridge cross section is isothermal due to the low values of the thermal resistances for conduction normal to the bridge and across its cross section compared to the thermal resistance of the silicon dioxide layer. As a result, w in Eq. (11) is the width of the aluminum-silicon dioxide contact. Scanning electron microscopy yields the relative dimensions of the cross section of the bridge, from which vc is calculated using the measured electrical resistivity of the bridge material and the length and electrical resistance of the bridge.
Substrate Thermal Conduction Analysis.
The temperature change AT B is calculated from the measured AT C by solving the heat diffusion equation, v 2 T=0, in the substrate. Except for the thinnest layers, the difference between AT B and AT c is much less than AT A , and approximations in this analysis have a small effect on the measurement. The model uses the two-dimensional coordinate system in Fig. 4 and the following approximations:
1 The effect of bridges C and D on conduction in the substrate is neglected. This results in a plane of symmetry and an adiabatic boundary condition at x=0.
2 Substrate conduction is assumed to be two dimensional in the x-y plane. The ratio of the bridge length to the substrate thickness is approximately 4.2.
3 The wafer is assumed to possess a uniform temperature T 0 aty = 0. 4 The energy flux from bridge A, of width near 5 /mi, is uniform in x and travels directly through the silicon dioxide layer, resulting in a heat-flux boundary condition at y = d sub of -Q/(wL) for Q<x<w/2. This neglects the influence of spreading in the silicon dioxide on AT B , but is estimated to yield a relative error of less than 1 percent in k" fin .
5 Conduction out of the substrate through the silicon dioxide to the air on top is neglected, yielding an adiabatic boundary condition at y = d sub for x> ve/2. 6 The substrate side boundaries are assumed to be far from the heater compared to d sub . The boundary condition there has no effect on the temperature near the heater. The boundary condition T= T Q at x= Wand the requirement W/d mb » 1 are used.
Separation of variables yields AT C and AT D , ATI 2G_ vi t hn . , , sin(X,w/2)cos(X ; x c ,g)
The average temperature at the interface of the silicon and the silicon-dioxide underneath the heater bridge is the average value of Eq. (12) for 0<x<w/2,
The temperature difference AT B for Eq. (11) is
The normalized uncertainty due to the approximate thermalconduction analysis is estimated from the difference between the predicted and measured temperatures of bridges C and D,
4.3 Uncertainty Analysis. The thermal resistance determined in these experiments is related to the measured quantities by Celler and White, 1992) In the present work, this technique is applied to layers near 0.3 inn thick. For these layers, the approximate largest values of the terms on the right of Eq. (17) , yielding U(R T ) =0.106. The uncertainty is dominated by the uncertainties of the width of bridge A and the calibration of bridge A. For much thinner layers, where AT B -AT C can be comparable to AT A -AT B , the uncertainty due to the thermal analysis is significant (Goodson et al., 1993a) . The present experimental technique is similar to those of Schafft et al. (1989) and Brotzen et al. (1992) , because it uses a thin-layer bridge to heat the sample layer. But both sets of authors determined AT B using the measured temperature at the bottom of the substrate. This temperature difference is always much larger than AT B -AT C , so that the approximations in the thermal-conduction analysis are much more important than those used here. It is important to minimize this component of the uncertainty when measuring very thin layers, i.e., c?<0.1 ixm. While this uncertainty was negligible in the measurements of Schafft et al. (1989) for layers thicker than 1 ion, its impact on the data of Brotzen et al. (1992) for layers as thin as 0.1 iim needs to be assessed. Figure 5 compares the predictions of the phonon-boundary scattering analysis with the low-temperature data of Swartz and Pohl (1989) for PECVD silicon dioxide layers bounded by Rh:Fe, which is rhodium with a small fraction of iron, and sapphire. The data are represented in this plot using the & bulk data of Zeller and Pohl (1971) . Boundary scattering is more important at low temperatures where low-frequency phonons, which have long mean free paths, account for more of the conductivity. The agreement is excellent at 10 K for a range of thicknesses, which supports the use of Eqs. (2)- (5). This agreement relies heavily on the transmission coefficients calculated using the diffuse mismatch model of Swartz and Pohl (1989) , because at this temperature many phonons travel ballistically between the boundaries without scattering internally. At 45 K, the ratio /r" :eff /& bu i k is overpredicted by the present analysis. This would be consistent with the agreement at 10 K if the phonon mean free paths in the layers were the same as in Fig. 3 in the low and intermediate-frequency regimes, which are most important at low temperatures, but were less than those given in Fig. 3 in the high-frequency regime, which becomes important above about 10 K. But Fig. 3 may still be correct for bulk fused silicon dioxide, since this material may have a different microstructure than the PECVD layers. The poor agreement at 45 K may also be due to a failure of the diffuse mismatch model above 30 K. This failure was observed for many interfaces by Swartz and Pohl (1989) , who argued that highly resistive interfacial layers at the interfaces could be responsible. Figure 5 shows that k"^s/k h^k is approximately unity at room temperature for layers thicker than a few hundred angstroms, i.e., phonon-boundary scattering is not important. This is also the case if the calculation is performed using the transmission coefficients from silicon dioxide into aluminum and silicon, which were the bounding materials for the layers whose conductivities are given in Fig. 1 . But the data in Fig.  1 yield ratios £", e ff/&buik that are much smaller than unity, indicating that the problem at 45 K in Fig. 5 becomes more important at higher temperatures. The data for the silicon dioxide layers fabricated using oxygen-ion implantation (SIMOX) are compared with the predictions of the boundary-scattering analysis. The test structures were made from SOI wafers provided by Ibis Corporation in Danvers, MA, using the SIMOX process, which is depicted in Fig. 6 . Oxygen atoms are implanted into a lightly doped singlecrystal silicon substrate, forming a damaged sublayer. After an anneal near 1500 K, a silicon-dioxide layer forms beneath a single-crystal silicon overlayer of thickness near 0.22 itm. Devices are usually fabricated from the silicon overlayer. In this work, the silicon overlayers are etched away and the test structures are deposited onto the exposed silicon-dioxide layers. Figure 7 compares the near-room-temperature data for the SIMOX layers with the predictions of the phonon-boundary scattering analysis. Microscale analysis considers phononboundary scattering, while macroscale analysis yields the volume resistance of a layer from the bulk conductivity. The microscale and macroscale predictions are within 3 percent of each other, i.e., boundary scattering is not important. The SIMOX data are consistent with the boundary-scattering analysis. But the 11 percent relative uncertainty of these data makes it impossible for them to confirm or refute the predictions.
Results and Discussion
The data show that the SIMOX fabrication technique results in layers that are far different than those fabricated using other techniques. The conductivities fc", eff of SIMOX layers agree very well with £buik> which is a first for amorphous silicon dioxide layers and is in stark contrast to the data shown in Fig. 1 . The dramatic difference between the conductivities reported here for SIMOX layers and those reported previously for deposited layers indicates that the microstructure of the SIMOX layers is different than those of the deposited layers. This may result from a difference in porosity between the deposited and the SIMOX layers. Deposition techniques can yield a porosity in layers, which can reduce their thermal conductivities (e.g., Lambropoulos et al., 1991) , but it is unlikely that pores form in the SIMOX layers. Another possibility is that the high-temperature anneal of the SIMOX layers causes an atomic-scale reordering (e.g., Nagasima, 1972), which improves the conductivity. Goodson et al. (1993a) showed that annealing improved the thermal conductivity of LPCVD silicon dioxide layers by up to 23 percent.
The agreement of the SIMOX data with £ bu u< provides evidence that both the microstructure and stoichiometry of the SIMOX layers closely resemble those in bulk samples. The absence of a thickness-dependent conductivity in these layers indicates that neither thermal boundary resistances nor highly resistive interfacial layers are present. These findings are important for the designers of SOI circuits, because they make it appropriate to use k"^s = k buik rather than the much smaller values of k nfi u in Fig. 1 . Based on the SIMOX data in Fig. 7 , Goodson et al. (1993b) used Ar" >efr = jt bu i k when modeling thermal conduction in the SIMOX silicon dioxide layers in SOI circuits. Since the temperature field in SOI circuits is very sensitive to the conductivity of the SIMOX layer, the close agreement of their predictions with their data for transistor channel temperatures is a confirmation of the thermal conductivity values reported here.
Conclusions and Recommendations
Phonon-boundary scattering is of little practical importance in silicon dioxide layers above room temperature. As a result, the low conductivities in Fig. 1 measured elsewhere must be attributed to a thickness-dependent microstructure or stoichiometry in the layers, to distinct, highly resistive interfacial layers, or to measurement uncertainties. The interfacial layer hypothesis is questionable. For an interfacial layer to contribute significantly to the total thermal resistance, it would need a thermal conductivity much smaller than the remainder of the amorphous silicon dioxide, which has a thermal conductivity among the lowest of any nonporous solid. A more plausible explanation is an increased porosity near the boundaries of the layer, which would also account for the thickness dependence of the effective thermal conductivity.
This work adapts the technique of Swartz and Pohl (1987) for room-temperature measurements of the thermal conductivity normal to layers with a relative uncertainty of ± 11 percent. The large or unknown uncertainties of existing techniques for this measurement show that there is a need for standardized techniques with well-known limitations, such as exist for bulk solids. The technique used here is recommended as a standard.
It is important to measure the conductivity of layers fabricated in the same way as those in the circuit for which the effective thermal conductivity is needed. An SOI circuit designer employing data from Fig. 1 rather than from Fig. 7 would overpredict the temperature of devices and interconnects, which might result in a circuit of lower performance because it was overdesigned for interconnect reliability.
