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Abstract
Functioning mobile telecommunication networks are taken for granted in present-day
society. The network operator’s objective is to optimise the network’s capabilities in
order to provide fluent connections for subscribers. Network management is based on
the huge amounts of data that are recorded from all parts of the network. The data is
used to monitor performance, to detect problems and also to provide novel knowledge
to be used in future planning. Anomalous events in the network provide a valuable
source of information for network management. This thesis presents an interpretation
of anomalies and the basic theory of how to detect them when the probability distri-
bution is known. However, since in real life applications the probability distribution
is not known, the main focus is on methods that are based on distances.
This thesis proposes procedures for anomaly detection and for summarising the infor-
mation obtained about the anomalies. The procedures utilise clustering in both the
anomaly detection and the further analysis of the anomalies. Scaling of variables af-
fects the distances and the results of clustering. Therefore, methods to incorporate ex-
pert knowledge by application specific scaling of variables are presented. 
The proposed procedures are exemplified in three use cases. The cases present prac-
tical problems from distinct parts of the network; the radio interface between the mo-
bile device and the network, the system logs from the operator’s servers, and the
traffic through the cells. Each case presents unique characteristics and challenges. The
problems are solved utilising the proposed procedures. Two novel anomaly detection
methods developed in this thesis are applied in the second case, where anomaly de-
tection is applied to server logs.
All use cases use real data from commercial networks where the ground truth does not
exist. Therefore, precise comparisons of the methods are impossible. The results have
been verified with network experts and found to be informative and useful.- i -
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Chapter 1: Introduction
Anomaly detection (AD) is one of the four core tasks in data mining [Tan et al. 2005].
It is also an essential part of process monitoring in many fields of industry. Even
where automation systems control processes, there are situations where human exper-
tise is required in making decisions. These situations arise in daily online control and
in particular in offline analysis targeted at optimising and improving the process. The
amount of data produced by industrial applications is increasing all the time, and it is
impossible for process operators to browse all the data manually. Automatic applica-
tions are required to find the most essential information to support operators in their
decision-making. Anomalies in the data are one of the main sources of such informa-
tion. Automatic AD applications can be regarded as tools which filter out the vast ma-
jority of the data reflecting the normal behaviour of the process, and expose only the
most interesting parts to the end user.
Anomalies in the data can be signs of errors or malfunctions in the process, including
errors in measurement devices and data transfer or storage (outlier detection, error re-
moval). They can also originate from attempts at unauthorised usage of the system
(intrusion detection, fraud detection). In addition, detecting rare or exceptional parts
of the data can reveal new and valuable information from the system for further opti-
misation (novelty detection): An apparently wild (or otherwise anomalous) observa-
tion is a signal that says: "Here is something from which we may learn a lesson,
perhaps of a kind not anticipated beforehand, and perhaps more important than the
main object of the study" [Kruskal 1960, p. 1]. Rather than rejecting or ignoring
anomalous observations, they should be studied, for they may contain unexpected rel-
evant information [Maronna et al. 2006]. An example of a case where novel informa-
tion was ignored because it did not match the assumed models is given in [Kandel
1992, p. 110]:
The discovery of the ozone hole was announced in 1985 by a British team working on
the ground with “conventional” instruments and examining its observations in detail.- 1 -
IntroductionOnly later, after reexamining the data transmitted by the TOMS instrument on NASA’s
Nimbus 7 satellite, was it found that the hole had been forming for several years. Why
had nobody noticed it? The reason was simple: the systems processing the TOMS
data, designed in accordance with predictions derived from models, which in turn
were established on the basis of what was thought to be “reasonable”, had rejected
the very (“excessively”) low values observed above the Antarctic during the Southern
spring: as far as the program was concerned, there must have been an operating
defect in the instrument. Although researchers were looking for - and were measuring
- a generally decreasing trend in ozone levels, they were not prepared to accept some-
thing that had not been predicted in the models. If Nature has other such surprises in
store for us, will we be able to recognize them in time?
In this thesis the main objective is to provide procedures for finding anomalous ob-
servations and their original causes. The proposed procedures consist of anomaly de-
tection methods and the summarisation of results.
1.1 Research problem
The aim of this work is to present an overview of anomaly detection (AD) methods
and to highlight issues that affect the results in industrial applications; scaling and
weighting of variables in particular. The AD methods themselves are not restricted to
specific application areas. However, each application will benefit if process knowl-
edge can be utilised in method selection, fine tuning, scaling and weighting. This the-
sis concentrates on applications in mobile telecommunication network management,
and gives examples of the utilisation of the characteristics of data in AD applications.
1.1.1 Application area: mobile telecommunication network management
Mobile telecommunication networks have become an inevitable part of everyday life.
Expectations concerning the reliability and quality of the mobile network are equal,
if not higher, than those related to traditional telephone networks. The keys to the re-
liability, dependability and quality of the telecommunication network are the manage-
ment and operations of the network [Subramanian 2000]. The radio interface between
mobile devices and the network introduces further challenges to network manage-
ment [Mouly & Pautet 1992]. 3G networks move the behaviour and the management
towards that of computer networks [Kaaranen et al. 2001].- 2 -
Research problemThe purpose of network management is to optimise a telecommunication network’s
operational capabilities [Freeman 2004]. This includes keeping the network operating
at peak performance, informing the operator of impending deterioration, and tools for
finding the causes of performance deterioration. 
As the anomalies are often signs of undesired activities, operators are not willing to
publish much of the work in this area. Therefore, the number of published results on
anomaly detection in mobile network management is somewhat limited [Anisetti et
al. 2008]. However, several contributions to the detection of anomalies or problem
states in mobile telecommunications networks have been published [Höglund et al.
2000; Vehviläinen 2004; Kylväjä et al. 2005; Laiho et al. 2005; Barreto et al. 2005;
Kumpulainen & Hätönen 2007; Kumpulainen & Hätönen 2008c; Anisetti et al. 2008;
Hätönen 2009; Rajala 2009; Kumpulainen et al. 2009].
This thesis concentrates on applications for mobile network management. However,
the methods can be applied to anomaly detection in any process that produces multi-
variate data.
1.1.2 Anomaly detection
Anomaly detection is a term used for activities aimed at finding patterns or observa-
tions in data that are not considered to present the normal behaviour of the process
under study. These abnormal observations are described as exceptions, contaminants
or, most often, anomalies or outliers. The last two terms are typically interchangeable.
In this thesis anomaly is preferred but outlier is considered to have an identical mean-
ing.
Anomaly detection has been utilised in a wide range of application domains. These
include network intrusion detection [Lazarevic et al. 2003; Zhang & Zulkernine
2006], fraud detection [Fawcett & Provost 1997; Hollmen & Tresp 1998; Bolton &
Hand 2002; Kou et al. 2004], and fault diagnostics [Jiang & Papavassiliou 2003; Fu-
jimaki 2008]. Mobile network management is the main application area in this thesis
[Höglund et al. 2000; Kylväjä et al. 2005; Kumpulainen & Hätönen 2007; Anisetti et
al. 2008]. A relatively extensive list of application areas utilising outlier detection is
given, for example in Hodge & Austin [2004] and Chandola et al. [2009].- 3 -
IntroductionThere are several ways to categorise anomaly detection methods. Categorisations can
be based on the techniques applied. Agyeman et al. [2006] present a division into dis-
tribution-based, depth-based, and distance-based methods with an additional category
of clustering-based techniques. Another categorisation consists of model-based, prox-
imity-based and density-based techniques [Tan et al. 2005]. 
A common three category division is based on the characteristics of the data available
for identification of the required models [Hodge & Austin 2004; Tan et al. 2005;
Chandola et al. 2009]. This categorisation is the most general and all the methods can
be assigned into one of the categories of supervised, semi-supervised or unsupervised
methods.
In order to be able to decide whether an observation deviates or significantly differs
from normal, proximity or distance metrics are required [Agyemang et al. 2006]. This
applies to most of the methods in all three categories, including supervised classifica-
tion. The scales of the variables have an essential influence on the distance metrics
[Duda et al. 2001].
In addition to distance metrics, a method for ordering observations is required for
multivariate data. Ordering enables the comparison of the levels of deviation from the
normal. The AD methods applied or developed in this thesis produce univariate
anomaly measures from multivariate data. These measures can be used to create a
ranking list of the potentially anomalous observations for the end user.
1.1.3 Applications
It is usually very difficult to obtain reference data with labelled anomalies from real
industrial processes. Therefore unsupervised methods are most often chosen for real
life applications. Separate training data is not required for unsupervised methods in
general [Chandola et al. 2009]. However, a typical anomaly detection application
consists of two phases: training and testing or detection [Kruegel & Vigna 2003, Pat-
cha & Park 2007]. In the training phase a model for the normal states of the process
is identified from the history data. The testing or detection phase consists of the nor-
mal operation. Possible anomalies are detected by comparing the new data received
from the process to the identified model. While the number of anomalies can be rela-- 4 -
Limitationstively high, the summarisation of the results is requested in some applications [Kyl-
väjä et al. 2005; Lakhina et al. 2005; Rocco & Zio 2007].
Real life industrial applications have to be robust; not too sensitive to the parameters
of the methods or the characteristics of the data [Hätönen 2009]. A suitable model for
each purpose should be selected. Optimal or best solutions are not always required,
instead sometimes less is good enough, as Nisbet et al. [2009] describe when intro-
ducing the concept of JBGE applications (Just Barely Good Enough). Simplicity is
also preferred by Vapnik’s principle: “try to solve the problem directly and never
solve a more general problem as an intermediate step” [Vapnik 1998, p. 12]. 
The application domain and the end users specify the goals of anomaly detection ap-
plications and preferred result types may vary among the use cases within one single
application area. The results are affected by a number of choices that have to be made
based on expertise or history data. These choices include, for example, ways of pre-
processing (feature extraction, scaling, feature weighting, sample selection), the AD
method, and identification or selection of the parameters.
An additional challenge in real life AD applications is that the ground truth is not
known. The end users, experts in the application domain, have to assess the results
produced after trying a variety of the choices presented above. The final choices are
based on their knowledge. It is impossible to tell beforehand what kind of results are
preferred, as Gondek & Hofmann [2005, p 70] put it. “users are often unable to pos-
itively describe what they are looking for, yet may be perfectly capable of expressing
what is not of interest to them”. Therefore it is essential to provide them robust, easy
to use tools to try out a variety of solutions. Such tools enable experts to select the
methods that suit the requirements of the problem at hand in their application envi-
ronment. 
1.2 Limitations 
Precise comparisons of the methods are not included in this thesis. Instead, the effort
is targeted at introducing and describing the characteristics of the methods, in order
to provide some guidelines for the selection of methods in various use cases. Super-
vised AD methods are not covered in this thesis. Those methods are essentially re-- 5 -
Introductionduced to classification problems, in particular to classification for rare classes [Tan et
al. 2005].
The following are the prerequisites for the methods that constitute the contribution of
this thesis: 
• as the AD model parameters are identified from reference (history) data, a suffi-
cient amount of data must be available
• a set of the most severe anomalies is the desired result
• unsupervised or semi-supervised detection is assumed and hence no labelled ref-
erence data set is required to be available, but prior knowledge of the normal state 
may exist
• distance measures are used, therefore the measurements must be on an interval (or 
ratio) scale
Comparing the results produced by AD methods, as well as the effects of the param-
eters and pre-processing procedures, is challenging. In supervised AD methods (clas-
sification), receiver operating characteristic (ROC) or cost-based analysis can be used
for unambiguous ranking of the results [Lippmann et al. 2000; Stolfo et al. 2000]. In
the case of unsupervised or semi-supervised AD from multivariate data the compari-
sons are far more complicated. As there is no unambiguous ordering in multivariate
space [Barnett 1976], the ordering of the most severe anomalies can be disputed even
in simple artificial examples, in particular if the variables are not on a comparable
scale and their importance depends on the actual meaning they have in the application
domain. Unambiguous ranking of the anomalies in real life data is practically impos-
sible, as the ground truth does not exist. The final decisions have to be left to end us-
ers.
1.3 Objective and contribution
The general objective of this thesis is to provide procedures which support mobile net-
work operators in everyday decision-making. Questions that are often asked by oper-
ators include: “What has happened in my process recently? Is there something I
should take a closer look at?” The procedures and methods presented in this thesis
help in developing applications that provide answers to these questions. The applica-- 6 -
Objective and contributiontions consist of anomaly detection, including summarisation of the results, intended
to help in uncovering the causes of anomalies, and in finding corrective actions.
The specific objective of anomaly detection is to provide importance ordering of the
observations. Thus, instead of strict classification whether the observations are anom-
alies or not, the user receives a list of possible problems which are ranked. The user
can then investigate the most anomalous observations first, as they are most likely to
represent the most severe problems in the network. The judgement of the importance
of the anomalies requires specific domain knowledge about the network and is left to
the user. When the user judges a possible anomalous observation as not severe enough
to require actions, then all observations that are ranked as less anomalous do not re-
quire attention and they can be disregarded. Therefore, an exact classification into
anomalies and normal data is not necessary.
Another objective is to summarise information of both, the normal state and the de-
tected anomalies by grouping the similar observations together. This reduces the
workload of the operator in investigation of the anomalies, eliminating the need to
browse through all individual observations. 
The main contributions of this thesis consist of a methodological part and applications
of these methods in mobile network monitoring. This thesis provides procedures for
utilising expert knowledge in anomaly detection, and for summarising the informa-
tion obtained about the detected anomalies. The second part concentrates on applica-
tions, and provides examples of how to use the procedures. 
The methodological contribution consists of:
1. An examination of how scaling of variables affects clustering for anomaly detec-
tion and analysis.
2. Methods to incorporate expert knowledge in application specific scaling of vari-
ables.
3. Clustering for both anomaly detection and for further analysis of the anomalies.
The use cases that exemplify the procedures are for mobile network monitoring. In
particular, three practical problems are addressed and solved:- 7 -
Introduction1. Anomaly detection based on performance variables of the radio interface in the 
mobile network. The main characteristics of this problem are:
- known normal state 
- expert knowledge available for scaling
- clustering of the anomalies required
2. Anomalies in server logs. The main characteristics of this problem are:
- normal states identified by clustering
- application specific scaling without expert knowledge
- local anomaly thresholds
3. Anomaly detection in daily behaviour of traffic data through cells. The main 
characteristics of this problem are:
- daily traffic activity per hour constitutes 24-dimensional seasonal data vectors
- normal states identified by clustering
- application specific scaling without expert knowledge
- traffic-dependent anomaly thresholds
Three use cases and examples of corresponding applications are presented. The spe-
cific characteristics of the data and suitable scaling methods in each case are present-
ed. The results of the applications are studied. The use cases in this thesis are extended
from previous publications, which are referred to in the following.
The first example is a special case of semi-supervised anomaly detection, where the
optimal state of the process is known and is assumed to present the normal state for
AD [Kylväjä et al. 2005; Kumpulainen et al. 2009]. The performance variables of the
radio interface in the mobile network are known to have ideal values at one end of the
value range, and unacceptable values at the other end. A simple distance based meth-
od is used, with prior expert knowledge incorporated through scaling of the variables.
The results are compared to those using conventional normalisation.
The second case concentrates on unsupervised AD multimodal non normal distribu-
tions [Kumpulainen & Hätönen 2007; Kumpulainen & Hätönen 2008a; Kumpulainen
& Hätönen 2008c]. Local AD methods are applied to server system logs. Clustering
and a combination of SOM and clustering are compared to the Gaussian mixture mod-- 8 -
Outlineel and the one-class support vector machine. Adaptive anomaly thresholds are intro-
duced that can be used together with all the applied AD methods.
The last case involves unsupervised AD applied to patterns of time series data [Kum-
pulainen & Hätönen 2008b; Kumpulainen & Hätönen 2012]. Clustering and dynamic
traffic dependent anomaly thresholds are used to detect anomalies in daily patterns of
network traffic. This has also been applied to data compression (US Pat. 7,461,037
B2).
The basic ideas in all the publications above have been collaborately constructed by
the author and the co-authors of each publication. The author has been responsible for
the anomaly detection part, for testing and fine tuning the algorithms, and for produc-
ing all the software implementation, including the application prototypes.
1.4 Outline 
Chapter 2 gives an overview of mobile network management, the application domain
of the industrial examples used in this thesis. Chapter 3 introduces the concept of
anomalies or outliers and presents various types of anomalies. A wide selection of de-
tection methods are based on distance measures. Therefore a number of commonly
used distance metrics and how they are affected by scaling of the variables are includ-
ed. Existing anomaly detection methods and various ways to categorise them are dis-
cussed in Chapter 4. Some commonly used anomaly detection methods are presented
in more detail, including modifications developed in this thesis for mobile network
management. The subsequent chapters introduce the three use cases, using real life
data. Chapter 5 presents distance based anomaly detection utilising expert knowledge
in scaling. The data consists of radio interface performance measurements from a mo-
bile network. The use case in Chapter 6 presents anomaly and novelty detection from
data collected from a mobile network operator’s server logs. The third use case in
Chapter 7 applies anomaly detection to daily traffic data from cells in the mobile net-
work. Conclusions are given in Chapter 8.- 9 -
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Chapter 2: Application domain: 
telecommunication network 
Mobile telecommunication networks have become an inevitable part of everyday life.
A high level of reliability and quality in mobile network services is expected. The
keys to the reliability, dependability and quality of the telecommunication network
are the management and operations of the network [Subramanian 2000]. This chapter
gives a brief summary of the history of mobile networks. The main structures of the
current digital mobile networks are presented, as well as the key features of the data
and the requirements of network monitoring.
2.1 Mobile telecommunication networks
The first mobile telephone service started in St. Louis in 1946, and a few years later
in Europe [Mouly & Pautet 1992]. The first mobile networks were manually operated
and the terminals were heavy and expensive. The service was restricted to the area
covered by a single emission and reception site. The available frequency spectrum
was limited and the capacity of the network was soon saturated.
Capacity was increased in the cellular networks introduced in the 1970’s. They con-
sisted of several cells that covered relatively small, partially overlapping areas. The
same frequencies could be used in cells that were far enough from each other, which
enabled a huge gain in capacity. The first cellular network, the AMPS (Advanced Mo-
bile Phone Service), started in the US in 1979. The Nordic Mobile Telephone, NMT,
started in Sweden in 1981, and soon after that in the other Scandinavian countries.
The TACS system was derived from the AMPS and started in the UK in 1985 [Mouly
& Pautet 1992]. 
All these were based on analogue transmission. The coverage was typically nation-
wide and, due to different systems, mobile devices could not be used in other net-- 11 -
Application domain: telecommunication networkworks. The demand for mobile services exceeded the estimated capacity of the ana-
logue networks. Several countries in Europe decided in cooperation to create a new
system that would be common to, and accessible in, all countries.
2.1.1 GSM
The development of standards for the common European digital mobile network start-
ed in 1982, when the Groupe Spécial Mobile (GSM) had its first meeting. The actual
specification work started in 1987, and the specifications were frozen in 1991. All the
major European GSM operators started commercial operations in 1992. The term
GSM was chosen as the commercial trademark, standing for the Global System for
Mobile communications [Mouly & Pautet 1992].
The structure of the GSM network is depicted in Figure 2.1, which is modified from
Hätönen [2009]. The main components of the network are the Network and Switching
Subsystem (NSS), the Base Station Subsystem (BSS) and the Operations SubSystem
(OSS) [Mouly & Pautet 1992]. Each subsystem contains a variety of Network Ele-
ments (NE). Mobile Stations (MS) are connected to the network through a radio in-
terface. The BSS and NSS provide the functionality of the network, and the OSS
provides tools for the operator to manage and control the network.
Figure 2.1 Subsystems of the GSM network architecture. - 12 -
Mobile telecommunication networksThe BSS consists of several Base Station Controllers (BSC). Each BSC controls a
group of Base Transceiver Stations (BTS), which have one or more transmitter-re-
ceiver pairs (TRX). A cell is an area covered by one TRX [Vehviläinen 2004]. They
provide the radio interface for the MSs. The BSCs are connected to the Mobile
Switching Centre (MSC), which is the key element of the NSS. Its main tasks are to
coordinate the setting-up of calls and to connect the traffic between BSCs. The MSC
also works as a bridge between the GSM network and the public switched telephone
network. This function is becoming obsolete, as usage of the traditional telephone net-
work has reduced dramatically. Other elements of the NSS are the Home Location
Register (HLR), the Visitor Location Register (VLR), the Authentication Centre
(AuC) and the Equipment Identity Register (EIR).
The main tasks of the OSS include maintaining and operating the network and man-
aging subscriber information. The key element of the OSS is the Operations and
Maintenance Centre (OMC). The main tasks of the OMC include setup and modifi-
cation of the parameters of network elements, monitoring of the elements, and soft-
ware installation. The main tool in the OMC is the Network Management System
(NMS), a software system which enables operator personnel to monitor and access
network elements. The OSS is connected to the NSS and the BSS via a Telecommu-
nications Management Network (TMN). The TMN provides management functions
and communications between the OSS and other parts of the network [ITU-T 2000].
The measurement data from the network elements are transferred through the TMN,
and stored in a database.
2.1.2 UMTS
Work towards creating the next generation network began in 1991, even before GSM
networks started. The post-GSM 3G networks are called the UMTS (Universal Mo-
bile Telecommunication System) [Mouly & Pautet 1992]. The UMTS network con-
sists of two main components, the Universal Terrestial Radio Access Network
(UTRAN) and the Core Network (CN). The structure and network elements of an
UMTS network are depicted in Figure 2.2 [Kaaranen et al. 2001].- 13 -
Application domain: telecommunication networkFigure 2.2 Structure and subsystems of UMTS network.
The UTRAN provides the radio interface for the User Equipment (UE). The UTRAN
is divided into Radio Network Subsystems (RNS). Each RNS contains a Radio Net-
work Controller (RNC), which controls a group of Base Stations (BS). The RNC cor-
responds to the BSC in the GSM network, but RNCs can also be connected to each
other.
The CN contains registers similar to those in the NSS in the GSM network. Two do-
mains, Circuit Switched (CN) and Packet Switched (PS) are shown here, but the net-
work may contain other domains, for example the broadcast messaging domain
[Kaaranen et al. 2001]. 
The structure and the technologies used in the UMTS networks differ from those of
the GSM. Nevertheless, they are very similar in many ways. Even though the radio
interfaces use different protocols, they share similar requirements and restrictions.
The network elements are monitored using the NMS and the databases are used to an-
alyse the functionality of the network.
2.2 Network management
The purpose of network management is to optimise a telecommunication network’s
operational capabilities [Freeman 2004]. This includes keeping the network operating
at peak performance, informing the operator of impending deterioration, and tools- 14 -
Characteristics of the datawith which to find the causes of performance deterioration. The TMN provides man-
agement functions and communications between the OSS and other parts of the net-
work [ITU-T 2000]. The fundamental elements of the TMN physical architecture are
physical blocks and physical interfaces. The data communication network is used to
transfer information between the TMN and the NEs, for example, measurement data
from the NEs, and configuration parameters to the NEs. The TMN contains five man-
agement functional areas [ITU-T 2000; Freeman 2004]:
• performance management
• fault management
• configuration management
• accounting management
• security management
Anomaly detection can be utilised in all five management areas. Anomaly detection
methods are widely applied in the areas of performance, fault and security manage-
ment [Höglund et al. 2000; Kylväjä et al. 2005; Kumpulainen & Hätönen 2007; Ani-
setti et al. 2008; Hätönen 2009]. Configuration management also benefits offline data
analysis, including anomaly and novelty detection [Laiho et al. 2005; Barreto et al.
2005]. The detected anomalies can be caused by inferior performance or faults in
hardware, software or configuration. Intrusion and frauds will most likely occur as
anomalous behaviour in accounting and security management. All these events
should be detected; the causes identified and fixed.
2.3 Characteristics of the data
Usage of the data collected from the mobile telecommunications network is two-fold
[Hätönen 2009]. The first is to support operational decisions and control. The second
use is to accumulate knowledge of the application domain. Anomaly detection meth-
ods play an important role in both. Detecting abnormal behaviour is essential in net-
work monitoring to ensure sufficient quality for end users. The information learned
from the anomalies, on the other hand, is very helpful in accumulating knowledge of
the novel behaviour of the network.- 15 -
Application domain: telecommunication networkAll elementary events occurring in various NEs during the operation of the network
are counted, forming the raw low level data called counters. Suitable time frames are
used in the counting for various management purposes: 15 minutes, one hour or one
day. The huge number of counters makes them impractical to use directly. They are
aggregated by calculating higher level variables called Key Performance Indicators
(KPI) [Suutarinen 1994]. KPIs are formed in order to present understandable and easy
to interpret functional factors, and they have a descriptive name. The actual formulas
for calculating KPIs are confidential, and generally not publicly available. KPIs with
the same name are not directly comparable across networks, or even within one oper-
ator’s network, since for the most common KPIs there are several alternative formulas
available to choose from.
The servers inside the OSS are another important source of data. They write log files
of specific conditions or events occurring within the system, for example users log-
ging in or out of the system, or applications starting [Hätönen 2009]. The entries in
the log files are aggregated by counting them in specific categories over suitable pe-
riods of time. The aggregated counters can then be used in various monitoring and
analysis tasks, for example in anomaly detection for possible security risks [Höglund
et al. 2000; Kumpulainen & Hätönen 2008a].
Distributions of radio performance measurements or log activity counters are not usu-
ally known. Some traffic related features have heavy tail distributions and are closely
related to ethernet traffic [Williamson et al. 2005], which is self-similar by nature [Le-
land et al. 2005; Laurikkala 2009]. Poisson models, for example do not fit the network
traffic well [Paxson & Floyd 1995] and more complicated models are required, such
as mixtures of exponentials [Feldmann & Whitt 1998].
A variety of distributions are produced by both server log activity and radio interface
performance measurements. Examples of the distributions of three types of variables
are depicted in Figure 2.3. - 16 -
Characteristics of the dataFigure 2.3  Examples of distributions of network management data.
The first two histograms on the left, A and B, present aggregated log activity variables,
and variable C is an example of a KPI which represents radio interface performance.
These examples include skewed, possibly heavy tailed, and multimodal distributions,
and the real data contains a variety of other types of distributions. In practice it is im-
possible to use any single distribution model, and a mixture of symmetric distribu-
tions like the GMM (Gaussian Mixture Model) does not fit these data very well.
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Chapter 3: Anomalies and outliers
This chapter introduces the concept of anomalies or outliers. In practical applications
these terms refer to similar cases and can be used interchangeably. 
3.1 What are anomalies and outliers?
The Oxford Dictionary [Oxford 2005] defines an anomaly as “something that deviates
from what is standard, normal, or expected”. This definition assumes that a model ex-
ists for what is considered to be standard. There also has to be a way to measure the
deviation from the expected or normal situation.
An outlier is given a more detailed definition as “a data point on a graph or in a set
of results that is very much bigger or smaller than the next nearest data point” [Ox-
ford 2005]. This is well in line with the notion that possible outliers are extreme val-
ues in the data set [Barnett & Lewis 1987]. This definition requires that the data points
can be ordered, and that the outliers appear at either end of the ordered sample.
According to these definitions, the concept of anomaly has a wider scope, covering
all abstract phenomena that are not expected, whereas outliers are connected to meas-
ured data sets. However, any anomalous event in a process that is monitored will pro-
duce outliers in the recorded data set. Therefore it is understandable that both terms
are used, depending on the point of view of the study.
A number of additional definitions have been given for outliers in the literature on sta-
tistics, for example: “An outlying observation, or outlier, is one that appears to devi-
ate markedly from other members of the sample in which it occurs” [Grubbs 1969, p.
1]. Another general definition for an outlier was given by Hawkins: “An outlier is an
observation that deviates so much from other observations as to arouse suspicion that
it was generated by a different mechanism” [Hawkins 1980, p. 1]. A further definition
for outlier is: “An observation (or subset of observations) which appears to be incon-- 19 -
Anomalies and outlierssistent with the remainder of that set of data” [Barnett & Lewis 1987]. These defini-
tions are extensive and cover all possible types of anomalies. However, they are very
general and give no guidelines on how to decide whether individual observations are
outliers or not. All these definitions contain phrases that are very subjective: “appears
to deviate markedly”, “deviates so much ... to arouse suspicion” and “appears to be
inconsistent”. They all leave the final judgement to the end user.
These definitions also leave open the question of how to measure if one observation
deviates significantly from the others. Two ways to measure the deviation are present-
ed in the following sections. The first one is based on the prior probability of the ob-
servations, and the second one is based on the dissimilarity to the normal state. These
are more precise approaches to anomaly detection than the previous definitions allow.
3.2 Prior probability of observations
An observation can be regarded as an anomaly if the probability of such a value is
small. A threshold for abnormality can be drawn from the probability density function
(pdf) of a random variable x by selecting the risk level of making a false decision.
Observation xi is anomalous if the value of the pdf at xi, f(xi) is lower than a constant c.
(3.1)
The constant c for the threshold is defined by selected probability p of false positive
decision.
(3.2)
A measure of deviation from normal can be defined as the information received when
observing a value of x, which can be viewed as the ‘degree of surprise’ [Bishop 2006].
Observing an improbable value provides more information and a bigger surprise than
a value that is very likely to be observed. Observing a value that is certain to occur
with probability one, is an extreme case that provides no new information or surprise.
f xi  c
f x  xd
f x  c
 p=- 20 -
Dissimilarity to normal state without distributionThe measure of information content is a quantity h(x), which is a monotonic function
of the probability distribution f(x). Obtaining two values x1, and x2, that are statistical-
ly independent, should provide the sum of the information gained from observing
them separately, thus h(x1,x2) = h(x1) + h(x2). When two observations are statistically
independent, then f(x1,x2) = f(x1) f(x2). The logarithm of f(x) satisfies these relation-
ships, and thus the measure of information and the degree of surprise is given as
(3.3) .
However, this measure requires that the probability distribution is known. In real life
applications this is rarely the case.
3.3 Dissimilarity to normal state without distribution
An observation can be regarded as an anomaly if it is distant from normal observa-
tions. In other words, the distance between an anomalous observation xi and a refer-
ence point of normal xR is large. A threshold value D can be given to the distance, thus
for an anomalous observation xi:
(3.4)
Notation d(a,b) is a distance metric between observations a and b. 
The distribution does not have to be known in this presentation of anomalies; only a
prototype for what is normal is required. Sometimes there is a priori knowledge of
normal reference, or a priori knowledge of anomalies. Most often in industrial appli-
cations the normal reference is identified from data; a mean value of a reference data
set, for example.
3.4 Detecting anomalies
Outliers are extreme values in data [Barnett & Lewis 1987]. In order to be regarded
as an outlier the value has to be surprisingly extreme. What is considered surprisingly
extreme depends on what is expected; the assumed underlying distribution as well as
the number of observations in the data set. 
h x  f x log–=
d xi xR( , ) D- 21 -
Anomalies and outliers3.4.1 Univariate anomalies
If a sample of n univariate observations is sorted in ascending order x(1), x(2), ..., x(n)
then x(i) is called the ith order statistic [David & Nagaraja 2003]. The extremes of this
sample are the first and the last ones, x(1) and x(n). The cumulative distribution func-
tion (cdf) of x(n) is given by F(x), the cdf of the random variable x. 
(3.5)
The cdf of the first order statistic is .
Figure 3.1 presents an example of observations that are expected to originate from
normal distribution with zero mean and unit variance, x~N(0,1). Observation
x(i) = 1.3 seems to be within a range that can be regarded as normal and is therefore
not anomalous. The extreme observations are located at x(1) = -3 and x(n) = 3.3. In this
example, most people would judge them to be lower and upper outliers. 
Figure 3.1 Example of lower and upper outliers in normally distributed data.
Now n = 33; thus the probability that the largest observation, at least 3.3, equals
. If the sample size was 100 or 1000, the
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Detecting anomaliesprobabilities of  were 0.9528 and 0.6166 accordingly. Consequently, a val-
ue of 3.3 is not at all anomalous if the sample size is 1000 observations.
In order to decide whether the observations are outliers or not, a model of what is nor-
mal is required, as well as a measure to describe whether the observation under study
fits the model or not. The thresholds c and D can be used to help in the judgement.
These thresholds are depicted in Figure 3.2, with the observations x(i) and x(n).
Figure 3.2 Anomaly thresholds described by distance d from the expectation value
E[x] and a constant c defining the 0.05 probability of false detection.
Now that the distribution is known, it is straightforward to calculate the threshold val-
ue, c, for the pdf after the desired probability of false decision, p, is set. In Figure 3.2,
p = 0.05 and the corresponding constant c for N(0,1) distribution is presented. The
value f(x(i)) is above the threshold c. Thus observation x(i) can be regarded as normal.
However, the value of the pdf at x(n) is clearly below c. Therefore, there is a maximum
of five per cent probability of a false decision if x(n) is judged as an anomaly.
The obvious reference value of normal is the expectation value of the distribution,
E[x] = 0, as depicted in Figure 3.2. The distance of observation x(i) from the normal
in a univariate case is the difference d(x(i),E[x]) = x(i)-E[x] = x(i). In this case (sym-
metric distribution), the probability of false decision can be converted to the threshold
x n  3.3
f(xi)  
 xi x(n)
E[x] d(xi,E[x]) D
c- 23 -
Anomalies and outliersD for the distance. N(0,1) distribution at p = 0.05 probability yields D = 1.96. The dis-
tance of observation x(i) from E[x] is below the threshold D and it can be regarded as
normal. However, the distance of observation x(n) exceeds the threshold, and it can be
judged as an anomaly.
In order to decide on abnormality, even if the distribution is known, the threshold has
to be selected. It can be thought of as the risk level of a false alarm of an anomaly. In
industrial applications, the costs of false alarms and undetected anomalies have to be
taken into account. The balance of these depends on the process, and thus guides the
decision regarding the risk level. Univariate methods exist to detect outliers from
symmetric unimodal distributions [Davies & Gather 1993]. In general, the underlying
distribution is not known, and thus the threshold has to be selected.
3.4.2 Multivariate anomalies
In univariate data the anomalies are the extreme ones, “sticking out at the end” of the
data sample [Gnanadesikan & Kettenring 1972]. A multivariate sample has no unam-
biguous end. Ordering of the observations is required to find the order statistics, in-
cluding the extremes [Barnett 1976, Barnett & Lewis 1987, Harmeling et al. 2006].
The probability and distance from normal presented in 3.2 and 3.3 can be used for or-
dering the observations. For multivariate data they both perform a projection to a sin-
gle dimension where the extremes can be detected.
An example of a data sample of 302 observations in bivariate space is depicted in
Figure 3.3. Variables x1 and x2 are independent and both are from normal distribution
with zero mean and unit variance, N(0,1).- 24 -
Detecting anomaliesFigure 3.3 Example of two-dimensional data. Scatter plot of 302 observations (left)
and theoretical probability density function (right).
The scatter plot contains the contours of constant probability density with 0.05 and
0.01 of total probability outside the enclosed area. In the case of independent normal
distribution the contours are circles. Thus the probabilities that an observation falls
outside the inner or the outer circle are 0.01 and 0.05 respectively. Correspondingly,
99% and 95% of the observations are located inside the circles. 
In two-dimensional space it is possible to judge visually that observation x(n) is the
most extreme one and possibly an anomaly. Observation x(i) is located barely inside
the 99% circle but outside the 95% circle. The judgement of whether it is an anomaly
or not depends on the selection of the risk level. 
Visual presentations such as scatter plots are impossible in high-dimensional spaces.
If the underlying distribution is known, the values of the probability density function
at the observations can be used to order the data sample to find the most extreme ob-
servations. Figure 3.4 presents the histogram of the negative logarithm of the pdf val-
ues of this two-dimensional example.
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Anomalies and outliersFigure 3.4 Histogram of the values of the pdf at observation points.
In this sample, there are 3 observations that have a pdf value below the 99% threshold,
and one just above it. For a sample of 302 observations this complies with the theo-
retical result, as one out of hundred is expected to be below that threshold. However,
the probability density at observation x(n) is so low that it arouses suspicion that it is
in fact an anomaly.
Distance is one of the sub-ordering methods for multivariate data [Barnett 1976]. A
histogram of the Euclidean distances from the mean is presented in Figure 3.5. The
interpretation of the result is similar to that of the pdf values above. The distance of
observation x(n) is substantially higher than the others. Observation x(i) is located near
the 99% threshold but outside the 95% threshold. 
In this case, the variables are from multiple normal distribution with unit covariance
matrix. Therefore, the negative logarithm of pdf equals the squared Euclidean dis-
tance from the mean with a linear transformation. Thus, the histogram of the squared
distance would be the same as the one in Figure 3.4, only with scaled values on the
horizontal axis.
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Detecting anomaliesFigure 3.5 Histogram of the Euclidean distances from the mean.
Both the value of probability density function and the distance from a reference are
capable of transforming multivariate data into a univariate value that can be used to
order the data set. In this example the data were drawn from a known multinormal dis-
tribution. Therefore it was possible to calculate the thresholds for given risk levels
also for the distance measure. In practical applications, the underlying distributions
are not usually known, and the distributions and the probability thresholds have to be
identified from the data. Distance measures are often more practical, since they only
require simple distance calculation. However, the decision concerning the anomaly
threshold for the distance measure has to be based on the data. Expert knowledge of
the application domain and the operation of the process is indispensable to this deci-
sion. 
3.4.3 Multimodal distributions (multiple operational states)
In case of unimodal distributions, the possible anomalies are located at the extremes
of the sorted sample. However, not all processes produce unimodal data. There may
be several distinct operational states in the process, producing a multimodal distribu-
tion or a mixture of distributions. Figure 3.6 presents an example of a process that
contains two operational states. The synthetic data set consists of a mixture of two
normal distributions, N(1,1) and N(2,2), where 2 = 3*1.
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Anomalies and outliersFigure 3.6 Data set with two operational states and anomalies.
Observations x(1) and x(n) are the lower and upper outliers similar to those in
Figure 3.1. Observation x(i) is located in the middle of the range and is by no means
an extreme value. However, the probability of such value is very low, and appearance
of them is very rare. In real life, depending on the application, the transition between
the operational states may or may not produce observations between the states. If the
transition is slow enough to enable observations to be recorded then the collected data
sample will suggest that such values are relatively common. If the transition is rapid,
there are rarely observations between the operational states and observations such as
x(i), which in this example can be considered anomalies.
If the underlying distribution is known, the decision on the anomalies is straightfor-
ward to make. In practice, the distribution is most often not known and it has to be
identified from the collected data, for example using mixture models [McLachlan &
Peel 2000]. Distance based detection of anomalies requires identification of several
reference points, for example by finding clusters in the data [Kaufman & Rousseeuw
1990]. The distance from the nearest reference point determines the ordering and
whether an observation is anomalous or not. 
μ1 μ2
x(1) x(i) x(n)- 28 -
Distance measures3.5 Distance measures
The task of anomaly detection is to find observations that deviate or significantly dif-
fer from normal. In order to measure the deviation or difference, a proximity measure
is required [Agyemang et al. 2006]. The proximity measure is also referred as simi-
larity, and its inverse, distance or dissimilarity, can be used equivalently [Tan et al.
2005]. A distance between two points is also the norm of a vector between the points.
While scales of the variables do not affect the methods based on pdf, scaling has an
essential influence on distance metrics. Therefore any methods utilising distances are
affected by the scales, including a wide range of anomaly detection methods. Varia-
bles that have larger numerical values and variance are overemphasised [Duda et al.
2001; Xu & Wunsch 2009]. The variables in industrial processes typically have dif-
ferent scales, and they have to be scaled to equalise the contributions of the variables
on the distance measures. Such transformations are referred to as scaling in this thesis.
Other commonly used terms for this include normalisation [Tan et al. 2005; Xu &
Wunsch 2009], standardisation [Milligan & Cooper 1988; Everitt et al. 2001; Tan et
al. 2005] and rescaling [Duda et al. 2001]. While the term standardisation is widely
used for scaling, it is commonly used to refer to a scaling method into zero mean and
unit variance. In this thesis, the term scaling also covers various nonlinear transfor-
mations, called re-expressions by Tukey [1977].
3.5.1 Distance metrics
A function d(a,b), the distance between the two points a and b, is a metric if it satisfies
three conditions [Dillon & Goldstein 1984]: 
positivity: d(a,b)  0; d(a,b) = 0 iff a = b
symmetry: d(a,b) = d(b,a)
triangle inequality: d(a,c) + d(c,b) d(a,b)
The most commonly used metric is Euclidean distance, also known as straight line
distance. If the points a and b are represented by n dimensional coordinate vectors a
and b, then Euclidean distance- 29 -
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is a special case of a general family of distance metrics, called the Minkowski metric,
also referred to as Lk norm, defined as
(3.7) .
Minkowski distance with k = 2 yields the Euclidean distance or L2 norm. The case
k = 1 is the L1 norm, also known as city block, Manhattan or taxicab distance.
The L or Lmax norm, when k approaches infinity, is also referred to as Supremum or
Chebychev distance. The distance is the maximum of the differences between the co-
ordinates of each dimension d(a,b) = max(ai - bi).
A set of points at equal distance from a specific location form a line in two-dimen-
sional space. Examples of three Minkowski distances, L1, L2 and L are depicted in
Figure 3.7. The lines present unit distances from the origin, d(x,0) = 1.
Figure 3.7 Unit distances from the origin.
Overall, the Minkowski distance for the parameter values 1 < k <  will form convex
curves between the squares at the extremes, and the special case of the unit circle at
k = 2 [Xu & Wunsch 2009].
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Distance measuresAll Minkowski metrics are translation invariant, but the Euclidean distance L2 is the
only one that is rotation invariant. However, none of them is scale invariant. 
3.5.2 Scaling
Scaling of the variables is given surprisingly little attention in anomaly detection con-
sidering its huge effect on distance measures. The effect of scaling has been studied
in clustering [Milligan & Cooper 1988], and in outlier detection [Knorr et al. 2001].
As could be expected, the results are inconsistent. The influence of scaling is highly
dependent on the case and the data at hand. While typically ignored, the importance
of scaling is most often brought up with clustering [Kaufman & Rousseeuw 1990;
Gnanadesikan et al. 1995; Jain et al. 1999; Everitt et al. 2001; Duda et al. 2001; Xu &
Wunsch 2009]. Gnanadesikan et al. [1995, p. 114] have pointed out: When done effi-
ciently, weighting [scaling] and selection can dramatically facilitate cluster recovery.
When not, unfortunately, even obvious cluster structure can be easily missed. A sim-
ilar example to that given by Duda et al. [2001] is presented in Figure 3.8. The wider
range and higher variance of variable x1 on the left is due to the clustering structure.
Scaling both variables to unit variance makes the clusters harder to separate by dis-
tance based clustering methods in the scatter plot on the right. 
Figure 3.8 Scaling to unit variance can distort the clustering structure of the data.
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Anomalies and outliersThe most common scaling, which is often done routinely without further explanation,
transforms the data so that each scaled variable will have zero mean and unit variance.
That is done by subtracting the mean and dividing by the standard deviation,
(3.8) ,
where  and si are the sample mean and standard deviation of the ith variable respec-
tively. The scaled variables are also referred to as z-scores or standard scores. This
specified type of scaling is often referred to as standardisation [Johnson & Wichern
1998; Everitt et al. 2001; Duda et al. 2001; Xu & Wunsch 2009] or autoscaling [Wise
et al. 2005; Everitt et al. 2001]. 
Scaling by range, the difference between the maximum and minimum values of the
data set, is another common way to equalise the scales of the variables. Often the
range is scaled linearly so that each scaled variable zi will fall between 0 and 1, 
(3.9) .
This scaling method was found to perform best in revealing clustering structure in ar-
tificial generated data [Milligan & Cooper 1988]. However, in outlier detection it was
outperformed by scaling to z-scores [Knorr et al. 2001]. 
3.5.3 Scale invariant metrics
Another way to overcome the problems introduced by the different scales of the var-
iables is to use scale invariant metrics. Standardised Euclidean and Mahalanobis dis-
tance are invariant to the variances of the variables.
Standardised Euclidean distance
Standardised Euclidean distance is a scale invariant modification of the L2 norm. It is
defined as 
zi
xi xi–
si
--------------=
xi
zi
xi min xi –
max xi  min xi –
---------------------------------------------=- 32 -
Distance measures(3.10) ,
where V is a diagonal matrix containing the variances of the variables on the diagonal.
This will equalise the variances of the variables. The result is equal to using regular
Euclidean distance applied to the z-scores that have zero mean and unit variance. An
example of two variables that have different scales is presented in Figure 3.9. Varia-
ble x2 has higher variance than x1, as seen in the scatter plot on the left, which presents
the original values. 
Figure 3.9 Different scales of variables require a scale invariant distance measure
(left) or normalising of the data (right).
The circle on the left depicts a contour of equal Euclidean distance from the mean of
the data. The distance is selected so that the circle contains 95% of the observations.
It is obvious that x2 dominates the distance differences. Values of x1 would have to
deviate enormously compared to its natural range in order to have any significant ef-
fect on the anomality decision. Standardised Euclidean distance takes into account the
variances of the variables, and the circle is squeezed into the ellipse depicted in the
left plot. Each direction has an equal influence on the standardised Euclidean dis-
tance. 
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Anomalies and outliersThe scatter plot on the right in Figure 3.9 presents the same data set normalised to
zero mean and unit variance; the z-scores. The mean of the data set is shifted to the
origin, and the contribution of the variables is equalised so that the circular Euclidean
distance can be used.
Mahalanobis distance
Mahalanobis distance [Mahalanobis 1936] is another scale invariant distance meas-
ure. It takes into account the covariance of the variables. It is also called statistical
distance [Johnson & Wichern 1998].
(3.11) ,
where S is the sample covariance matrix.
A scatter plot of two correlating variables, including anomaly thresholds from four
distance measures, is presented in Figure 3.10. The variables x1 and x2 are drawn from
normal distribution with standard deviations 1.0 and 1.6, and correlation coefficient
0.8. The straight vertical and horizontal lines present the univariate anomaly thresh-
olds, which equals the L norm, drawn separately at twice the standard deviation from
the mean. The dotted circle and the grey and black ellipses present the equal Euclid-
ean, standardised Euclidean and Mahalanobis distances from the mean, all enclosing
95% of the data. 
d a b  xa xb– S 1– xa xb– T=- 34 -
Distance measuresFigure 3.10 Comparison of univariate, Euclidean and Mahalanobis distances when
the variables are correlated.
The thresholds determined by univariate and Euclidean distances contain large areas
of the data space where there are no observations. Thus, they both are likely to pro-
duce false negative results. They fail to detect observations that are potential anoma-
lies, for example the one marked as xa in Figure 3.10. On the other hand, observations
like xb are detected as anomalies even though they do not deviate from the bulk of the
data. The equal distance threshold produced by the Mahalanobis distance is an ellipse,
as in the standardised Euclidean distance. The Mahalanobis distance utilises the full
covariance matrix of the data, and the resulting ellipse is also rotated according to the
correlation of the variables. 
Mahalanobis distance is often an appropriate distance for multivariate normal data.
However, the presence of outliers in the data does affect the covariance matrix esti-
mate. Therefore robust covariance estimators are often used [Gnanadesikan & Ket-
tenring 1972; Hadi 1992; Maronna & Yohai 1995; Peña & Prieto 2001]. 
3.5.4 Robust scaling
The presence of anomalies in the data set affects the scaling. A few extraordinary val-
ues can distort the estimates of the mean and standard deviation used in z-score scal-
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Anomalies and outliersing. The range scaling which relies on only two values selected from the data,
minimum and maximum, is even more sensitive to outliers, and even a single outlier
can squeeze the bulk of the data to one end of the range in scaled space.
Median is a robust estimate of the centre of the data compared to the mean. Median
absolute deviation about the median (MAD) is a robust way to describe the variation
of the data [Maronna et al. 2006],
(3.12) .
A robust scaling utilising median and MAD is achieved as, 
(3.13) .
This scaling is used, for example, by Knorr et al. [2001] and Filzmoser et al. [2008].
They both use the “normalised MAD” , which is
scaled so that the MADN for normally distributed variables is equal to the standard
deviation [Maronna et al. 2006]. Chiang et al. [2003] propose a median-based modi-
fied scaling, which provides more accurate estimate of the standard deviation of the
normal data, when at most 50 per cent of the data set is considered as outliers.
Another robust estimate of the centre is the trimmed mean, where a predefined pro-
portion  of the largest and the smallest values are excluded from the calculation [Ma-
ronna et al. 2006]. When  approaches 0.5, the trimmed mean equals the median.
Trimmed estimates can be used also for standard deviation [Kumpulainen & Hätönen
2008a]. 
The range of the data as an estimate of the deviation is very sensitive to outliers. It can
be replaced by more robust trimmed versions. Interquartile range (IQR) is a common
estimate that equals the range of the data, excluding one quarter from both ends of the
ordered set. It is possible to use any other level of trimming, excluding a smaller pro-
portion of the data set, such as five per cent from both ends.
MAD x  Med x Med x – =
z x Med x –
MAD x ----------------------------=
MADN x  1.4826 MAD x =- 36 -
Types of anomaly3.5.5 Nonlinear transformations
None of the metrics presented above are invariant to non-linear transformations.
Sometimes such transformations are required to level the relative distances within
variables.
Counter variables are common in telecommunications network management data and
suitable for logarithm transformations [Kumpulainen & Hätönen 2008a]. Hätönen et
al. [2003a] compared z-scores to logarithmic sigmoid (LogSig) functions for scaling
the data before analysing it, using the Self Organizing Map (SOM). They found that
the z-scores highlight the extreme values, and that LogSig scaling was less influenced
by outliers and emphasised the main body of the data.
Kylväjä et al. [2005] presented a piecewise linear scaling method that utilises a priori
expert knowledge to equalise the importance of the quality variables in the radio in-
terface of mobile telecommunications networks. The properties of that scaling meth-
od were further studied by Kumpulainen et al. [2009] and the scaling method is
presented in detail in the first use case.
Other commonly used non-linear functions include square and square root.
3.6 Types of anomaly
Williams et al. [2002] divide outliers into three types; cluster, scattered and radial
outliers. Cluster outliers occur in small clusters outside the bulk of the data. The out-
lier clusters are relatively tight, thus the local variance within such a cluster is small
compared to that of the bulk of the data. Scattered outliers occur randomly in the data
space outside the range of the vast majority of data. Radial outliers are located along
the direction of the maximum variance in the data. If the bulk of data occurs in an
elongated ellipse, as is the case in multivariate normal distribution, then radial outliers
will lie on the major axis of that ellipse, the first eigenvector of the covariance matrix,
but separated from and less densely packed than the bulk of data. However, Hardin
and Rocke [2004] do not separate scattered and radial outliers, but use the term radial
outliers for data that have the same mean as the normal data but larger covariance.
These categorisations apply to cases where only one operational state exists in the- 37 -
Anomalies and outliersprocess, thus producing unimodal distributions. Cluster outliers, for example, can be
originated from acceptable normal states of the process that occur less frequently than
the dominant state that produces the bulk of the data. While small clusters are most
likely true anomalies, it is not straightforward to draw the threshold when the cluster
is small enough to trigger an alarm. The final decision has to be made by the experts
in the process.
Chandola et al. [2009] divide anomalies into three categories: point, collective and
contextual anomalies. 
Point anomalies are single observations not consistent with the rest of the data. These
are analogous to both the radial and scattered outliers discussed above. 
Collective anomalies are formed by a group of observations where each observation
alone is not anomalous but where the whole group occurring simultaneously is anom-
alous. While point anomalies can occur in any data set, collective anomalies can only
exist when consecutive observations are related. Time series data exemplify struc-
tured data that can contain collective anomalies [Barnett & Lewis 1987]. Changes in
time series data can also be considered collective anomalies [Basseville & Nikiforov
1993]. Another example of collective anomalies can be seen in the passenger profiles
in one of the flights used in the terrorist attack against the WTC towers on September
11, 2001 [Kafadar & Morris 2002]. The suspected terrorists shared some common el-
ements: none were U.S. citizens, all had lived in the U.S. for some period of time, all
had connections to a particular foreign country, all had purchased one-way tickets at
the gate with cash. One such passenger on a flight would not be extraordinary, but the
fact that five out of 80 passengers shared those features conforms to the description
of collective anomalies.
Contextual anomalies are observations that are not anomalous as such, but only in a
special context, or when certain conditions are met. Time series outliers are examples
of contextual anomalies [Karioti & Caroni 2002]. Seasonal (cyclic) phenomena form
patterns in time series data, and deviations from these patterns are contextual anoma-
lies. The daily patterns of mobile phone traffic exemplify such cyclic phenomena
[Kumpulainen & Hätönen 2008b]. Daily average temperature is another example of- 38 -
Sources of outliersa one year cycle. A temperature of 1° C is a normal value in a series of daily averages
within a year. However, if it occurs in the middle of summer, as exemplified in
Figure 3.11, it can be considered as a contextual anomaly.
Figure 3.11 Daily average temperatures in Lempäälä 2009 (including a systematic
error due to installation of the sensor).
Regression models form a structured case of input and output variables. They are sen-
sitive to outliers, and even one outlier can cause the model to give misleading results.
Robust regression methods, including outlier detection, have been widely studied
[Gnanadesikan & Kettenring 1972, Rousseeuw & Leroy 1987; Maronna et al. 2006]. 
3.7 Sources of outliers 
Anomalies in a data set can occur for a number of reasons. If the data follows a known
distribution, it is normal that one observation out of a hundred will be outside the 99%
threshold. Distributions can be divided into outlier-prone and outlier-resistant ones
[Green 1976, Hawkins 1980]. In industrial applications, the goal is to detect anoma-
lies produced by malfunctions or errors in the process. Anomalies in the data can pres-
ent acceptable, but previously unseen, new states of the process. These can provide
the users novel information about the process. Further sources of anomalies are errors
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Anomalies and outliersin measurements or in recording the data. Some errors may show up as outliers [Chat-
field 1988]. It is important to detect such situations and fix the cause of the problem.- 40 -
Chapter 4: Anomaly detection 
methods
Generally, anomaly detection requires a model to describe either normal or anoma-
lous cases or both, as well as a method to decide which of those cases each observa-
tion belongs to. Eskin [2000] gives three assumptions that have to be satisfied in order
to be able to detect anomalies: the normal data can be modelled using a probability
distribution, the anomalies are sufficiently different from the normal data, and the
number of anomalies is small compared to the number of normal observations. These
assumptions are valid in most cases. However, distance based methods assume only
the identification of normal states rather than a full distribution model. A wide variety
of detection methodologies is presented in surveys [Markou and Singh 2003a; Mark-
ou and Singh 2003b; Hodge & Austin 2004, Agyemang et al. 2006, Bakar et al. 2006,
Patcha & Park 2007, Chandola et al. 2009; Hadi et al. 2009; Singh & Upadhyaya
2012].
This chapter presents some application areas of anomaly detection and categories of
detection methods. The methods are categorised by level of supervision, by local vs.
global methods, and by methodology. The categorisations overlap and usually contain
all the methods in one of their categories. The characteristics of four methods that are
applied in the use case in Chapter 6 are demonstrated with synthetic two-dimensional
data. The problem of assessing the performance of methods in real life applications is
discussed.
4.1 Application areas of anomaly detection
Extensive lists of application areas that utilise anomaly detection can be found for ex-
ample in Hodge & Austin [2004]; Tan et al. [2005]; Chandola et al. [2009]; Singh &
Upadhyaya [2012].- 41 -
Anomaly detection methodsDetection of anomalies is an essential task in online process monitoring. Early detec-
tion of the process getting out of control or of a deterioration in quality is essential in
preventing faults in end products. Statistical process control (SPC) is often left out
from lists of anomaly detection methods, even though it has been used to detect un-
desired changes in processes since the early 1940s [Milton 1990]. Detection of anom-
alies is also essential in offline analysis. Errors or exceptional values in data usually
disturb the analysis and modelling methods, and the results are misleading at best
[Filzmoser et al. 2008].
Anomaly detection is an essential tool in fraud detection, for example in mobile com-
munication networks [Hollmen & Tresp 1998; Burge & Shawe-Taylor 2001]. Detec-
tion of credit card frauds has a substantial financial significance [Ghosh & Reilly
1994]. Kou et al. present a survey of techniques for fraud detection [Kou et al. 2004].
Network intrusion detection has become a very important research field [Scarfone &
Mell 2007; Patcha & Park 2007]. Signature based methods have been widely used in
misuse detection [Gómez et al. 2009]. They are able to detect previously known types
of intrusions only. Therefore, anomaly detection techniques are required to detect new
types of intrusions [Lippmann et al. 2000]. Unsupervised anomaly detection methods
have been applied lately in network intrusion detection, see for example Leung &
Leckie [2005]; Zhang & Zulkernine [2006]. Ghosh et al. [1999] utilise program be-
haviour profiles in neural network based intrusion detection. Network anomalies have
been detected by wavelets [Lu & Ghorbani 2009] and self-organising maps [Ramadas
et al. 2003; Zanero 2005]. Kruegel & Vigna [2003] combine several algorithms to de-
tect web-based attacks. Yamanishi et al. [2000] introduced online outlier detection,
applied to network intrusion and to detecting rare events in health insurance data.
Their method combines categorial and continuous variables and adapts to non-sta-
tionary data, but does not provide an explanation of the cause of the detected outliers.
The method was further extended to provide explanations for the outliers and for com-
bining supervised and unsupervised learning [Yamanishi & Takeuchi 2001]. Harada
et al. [2008] introduced an online unsupervised anomaly detection method for detect-
ing anomalies in cyclic network traffic data.- 42 -
Categories by level of supervisionAnomaly detection is a valuable tool in mobile network management [Anisetti et al.
2008]. AD has been utilised in radio interface [Kylväjä et al. 2005] and server log
monitoring [Kumpulainen & Hätönen 2007]. 
Utilisation of anomaly detection methods is increasing in a wide range of application
areas, such as healthcare [Bouarfa & Dankelman 2012; Hauskrecht et al. 2013] and
bioinformatics [Bellaachia & Bari 2012; Ochs et al. 2013].
4.2 Categories by level of supervision
A common division into three categories is based on the characteristics of the data
available for identification of the required models [Hodge & Austin 2004; Tan et al.
2005; Chandola et al. 2009]. This categorisation is the most general and all the meth-
ods can be assigned into one of these categories: supervised, semi-supervised and un-
supervised.
4.2.1 Supervised
In supervised anomaly detection the methods require a labelled reference data set for
identification of the models. Each observation in the reference set must have a label
stating whether it belongs to the normal or anomalous class. A classifier is identified
using the labelled reference data to classify the observations into the correct classes.
New, unlabelled data can then be classified accordingly. These methods are essential-
ly reduced to classification problems, in particular to classification for rare classes
[Tan et al. 2005].
4.2.2 Semi-supervised
Semi-supervised methods assume the observations of one of the classes, either normal
or anomalous, to be known and labelled in the reference data. It is usually easier to
have a labelled data set of the normal class, and practically impossible to have exam-
ples of every possible type of anomaly to label. Therefore the labelled normal class is
a more common case in real life applications. The semi-supervised AD method iden-
tifies the model of normal behaviour, and anything that differs significantly from nor-
mal is considered anomalous. Görnitz et al. [2013] propose a method to adapt- 43 -
Anomaly detection methodssemisupervised detection into supervised as new data become available. In some cas-
es the normal state (or possibly several states) of the process is known, and is usually
optimal in some sense. The observations that differ significantly from that are consid-
ered to be anomalies. An example of one such special case is presented in Chapter 5. 
4.2.3 Unsupervised
In practice it is very common that there are no labels available in the data, and unsu-
pervised AD methods have to be used. These methods are the most widely applicable.
The methods assume that the normal state of the process is far more common than
anomalous states are. Therefore, the observations representing the normal class are
supposed to appear far more frequently in the data set than anomalies do. These meth-
ods need a sufficiently large data set to be able to identify the normal states of the pro-
cess. Identification of these states is based on an adequately large number of
observations recorded during normal behaviour. Observations that do not share their
characteristics with a sufficient number of observations, i.e. differ from the common
behaviour, are considered anomalies. This is the most common AD category and the
most widely covered area in this thesis.
4.3 Global and local anomaly detection
Anomaly detection methods can be divided into two categories: global and local.
These apply to unimodal and multimodal distributions discussed in section 3.4.3. 
The vast majority of research has concentrated on global methods. Global methods
treat the whole data set as one group and assume that there only exists one normal,
usually convex, region in the data space, and any sufficient divergence from that is
anomalous. Thus, only a single normal operational state is assumed to exist in the pro-
cess under study. Global methods include conventional process monitoring tests
[Grant & Leavenworth 1996] as well as multivariate SPC methods (MSPC) [Fuchs &
Kenett 1998]. Many global methods concentrate on robust estimates of location and
scale, for example minimum volume ellipsoid (MVE) and minimum covariance de-
terminant (MCD) estimates [Rousseeuw & Leroy 1987; Hadi 1992; Atkinson 1994;
Hardin & Rocke 2004]. Rocke and Woodruff [1996] claim that robust estimators can
deal with data where up to 40% of the observations are outliers. Chiang et al. [2003]- 44 -
Categorisation by methodologyassume that at least 50 per cent of the data are from unimodal normal state and all the
rest of the data (up to 50 per cent) can be outliers. Data recorded from controlled real
life industrial processes rarely contain such numbers of outliers. If the data set con-
tains a high number of cluster outliers, for example, it is most likely that the origin of
those clusters is other operational states, not outliers. When the process has multiple
operating states, the data will be clustered, and the global methods are likely to fail in
anomaly detection. The space between the clusters may be regarded as normal or out-
liers, depending on the method applied. Thus local methods that are able to take the
clustering structure into account are required.
Clustering based methods are local, as they utilise the cluster structure of the data by
definition. Kumar and Orlin use a robust and scale-invariant clustering method that
uses MVE and identifies outliers as a side product [Kumar & Orlin 2008]. Breunig et
al. [1999; 2000] introduced the local outlier factor (LOF), based on local density and
clustering. Isaksson and Dunham [2009] found an extensible Markov model (EMM),
to outperform both LOF and another local density based algorithm, LSC-Mine. How-
ever, finding the optimum threshold for the EMM was problematic. SOM-based
methods are closely related to clustering, and detect anomalies in local neighbour-
hoods [Munoz & Muruzabal 1998; Höglund et al. 2000; Kumpulainen & Hätönen
2008a]. Mixture models, such as Gaussian mixture models (GMM), can be used to
identify probability distributions, and to detect the observations of low probability as
anomalies [McLachlan & Peel 2000]. One-class support vector machines (OC-SVM)
identify the support of the distribution, and they are able to detect multiple normal ar-
eas in the data space [Schölkopf et al. 2001]. However, the identified threshold is very
sensitive to the parameters of the kernel function, and the validity of the support in
multivariate space is not easy to verify [Manevitz & Yousef 2001].
4.4 Categorisation by methodology
Several divisions into AD categories have been provided according to the method.
Tan et al. list model-, proximity- and density-, clustering-based, and statistical ap-
proaches [Tan et al. 2005]. Agyeman et al. [2006] present a division into depth-, dis-
tribution-, and distance-based methods, with an additional category of clustering-
based techniques as a special case of distance-based techniques. Jin et al. [2001] pres-- 45 -
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tect local anomalies. Six categories are given in an extensive survey by Chandola et
al.: classification-based, clustering-based, nearest neighbour-based, statistical, in-
formation theoretic and spectral [Chandola et al. 2009]. Their classification-based
category covers neural networks-based, Bayesian networks-based and rule-based
methods.
Hodge & Austin [2004] present four categories: statistical models, neural networks,
machine learning and hybrid systems. They include a wide range of methods in the
category of statistical models. In addition to the traditional statistical tests, this cate-
gory covers the proximity-based (nearest neighbour, clustering), parametric (mini-
mum volume ellipsoid, depth, regression), non-parametric and semi-parametric
methods. 
Some of these categories are presented in the following, and their relations to the other
categorisations are described.
4.4.1 Statistical
This is probably the oldest and most studied category of anomaly detection. Peirce in-
troduced a criterion to reject doubtful observations over a century ago [Peirce 1852].
Classical works on outliers in statistics can be found for example in Grubbs [1969];
Barnett & Lewis [1987]. Robust statistics are often used in anomaly detection [Atkin-
son 1994]. Davies & Gather [1993] studied robust outlier identifiers on univariate and
unimodal symmetrical distributions. Multivariate robust estimates, including outlier
detection, were introduced in Gnanadesikan & Kettenring [1972]. Rocke & Woodruff
[1996] studied very robust outlier detection in a case which had up to 35% of the ob-
servations as outliers. Statistical methods have been used in fraud detection [Bolton
& Hand 2002], and intrusion detection in network traffic [Kanaoka & Okamoto
2003]. A review of statistical approaches in novelty detection is presented in Markou
& Singh [2003a]. 
Statistical process control (SPC) is not mentioned in any of the reviews or surveys re-
ferred to above. However, it has been used in industry since the early 1940s, and the
goal of SPC is essentially the same as in anomaly detection: to detect rare, undesired- 46 -
Categorisation by methodologystates of the process as soon as possible [Shewhart 1931; Milton 1990]. SPC is based
on control charts that are used to monitor quality variables [Shewhart 1931, DeVor et
al. 1992, Grant & Leavenworth 1996]. Control charts also provide an efficient online
tool to detect collective and contextual anomalies [DeVor et al. 1992]. Control charts
show the values of the monitored variable and lines for average value and upper and
lower control limits, UCL and LCL, exemplified in Figure 4.1. The average values
and control limits are calculated from history data. SPC assumes Gaussian distribu-
tion, and the control limits are usually set at three standard deviations from the aver-
age value. The assumption of normal distribution can be overcome by using control
charts on medians [Janacek & Meikle 1997], or methods that assume skewed distri-
butions [Bi et al. 2001].
Figure 4.1 Example of a control chart.
The control chart is divided into zones A, B and C as shown in Figure 4.1 [DeVor et
al. 1992]. The borders of the zones are spread at 1, 2 and 3 from the mean. Addi-
tional tests can be applied to control charts to detect various types of abnormal pattern. 
1. Extreme points (points outside control limits)
2. Two out of three points in zone A or beyond
3. Four out of five points in zone B or beyond
4. Run of eight or more successive points above or below centreline
5. Linear trend identification (increase or decrease of six successive points)
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Anomaly detection methods6. Oscillatory trend identification (14 successive points oscillating)
7. Avoidance of zone C test (eight successive points outside zone C)
8. Run in zone C (fifteen successive points in zone C)
Multivariate statistical process control (MSPC) provides tools for monitoring multi-
variate data, as monitoring a high number of variables is cumbersome or even impos-
sible. If the variables have correlations, then monitoring each separately is not
sufficient, as discussed in section 3.5.3. MSPC is based on principal component anal-
ysis (PCA), [Jolliffe 2002; Jackson 1991; Wise et al. 2005]. PCA decomposes the data
matrix X of m measurements and n variables, as the sum of the outer product of vec-
tors ti and pi and residual matrix E
(4.1) ,
where k is the number of components used in the model. Typically, most of the total
variance of the data set can be described by a few components, thus k << n. If all n
possible components are included, the residual reduces to zero. Vectors ti are called
scores. The pi are the eigenvectors of the covariance matrix and are called loadings.
PCA projects the data on a hyperplane in space spanned by the loadings. The compo-
nents are ordered according to the corresponding eigenvalues. The control limits can
be set on scores, T2 statistics (distances from the mean in the projection space) or re-
sidual Q (norm of the residual vectors in E). The scores, which are linear combina-
tions of the original variables, are usually more normally distributed than the original
variables, in particular when the number of variables is large [Wise et al. 2005]. The
causes of the anomalies can be traced back to the original variables by contribution
plots [Miller et al. 1998; Conlin et al. 2000].
Martin & Morris [1996] presented non-parametric confidence bounds as an alterna-
tive to T2 statistics in MSPC, acknowledging the distribution of the data instead of as-
suming normal distribution. Independent component analysis (ICA) [Hyvärinen at al.
2001] has also been utilised in multivariate SPC, relaxing the requirement of normal
distribution [Kano et al. 2003]. Hoffmann [2007] introduces novelty detection by ker-
nel-PCA, a non-linear extension of PCA for non-normally distributed data.
X t1 p1 t2 p2  tk pk E+ + + +=- 48 -
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These methods are based on a model identified for the data. Observations that do not
fit the model are considered anomalies [Tan et al. 2005]. In a regression model, for
example, the observations that have large prediction error are labelled anomalies
[Rousseeuw & Leroy 1987]. These methods are closely related to statistical methods,
and the division is not clear. PCA, for example, can be regarded as a linear projection
model, and statistical methods are based on distribution models.
When a probability distribution model is used, the method can be considered as dis-
tribution-based. Anomalies are observations that deviate from a standard distribution
(e.g., Normal, Poisson, etc.) as presented in 3.4. Multivariate statistical methods have,
for example, been used in intrusion detection [Ye et al. 2002, Kanaoka & Okamoto
2003]. Distribution based methods have been used for heavy tailed distributions [Mit-
tnik et al. 2001; Feldmann & Whitt 1998] and in detecting local outliers [Zhang et al.
2008]. Bi et al. [2001] proposed a discrete Gaussian exponential (DGX) distribution
to detect outliers in data that has skewed distribution.
The Gaussian mixture model (GMM) is a common distribution model for multimodal
distributions [McLachlan & Peel 2000]. GMM models have, for example been uti-
lised in detecting network intrusions online [Lu & Traore 2005] and for diagnosis of
liquid rocket engine propulsion [Martin 2007].
Multimodal distributions can be described by a mixture of M component distributions
[Nabney 2001]:
(4.2) ,
where P(j) are the mixing coefficients that describe the proportion of each component
density function p(x|j). In the GMM the component distributions are Gaussian distri-
butions. The model is fitted with an expectation maximisation (EM) algorithm to es-
timate the parameters that maximise the log-likelihood of data [Dempster et al. 1977].
However, generally this maximum does not exist and regularisation heuristics are re-
p x  P j  p x j 
j 1=
M
=- 49 -
Anomaly detection methodsquired: but there is no rigorous way to set the regularisation parameters [Mukherjee
& Vapnik 1999]. The result will depend on the initial guess of the parameters of the
Gaussian component distributions. Typically, the model is fitted several times, using
random initial parameters, and the model with the largest likelihood is selected. How-
ever, in the case of unsupervised anomaly detection there is no proof that the model
with the largest likelihood is the most suitable for the task. The number of Gaussians
in the model has to be either selected manually or one can use information criteria for
the selection, such as Akaike or Bayes information criteria (AIC, BIC) [McLachlan
& Peel 2000]. 
In the following example, four GMM models are fitted to a two-dimensional synthetic
data set containing 760 points. The models have the combinations of five or ten com-
ponents with two values of regularisation constants, which are added to the diagonal
of the covariance matrices to make them positive-definite [Nabney 2001]. The results
are presented in Figure 4.2. The data points are presented by dots and the contour
lines enclose 95% of the fitted distribution.- 50 -
Categorisation by methodologyFigure 4.2 GMM fitted to a synthetic data set. 
Five components provide a decent presentation of the distribution of these data when
the regularisation constant is 10-5. Increasing the number of components to ten pro-
vides only minor improvement. A regularisation constant of 10-2 produces estimates
that leave large areas of empty space around the bulk of the data. These models are
only able to detect large variations from the normal. In multivariate space it is not easy
to verify the results. Smaller regularisation constants will allow the models to fit the
data better, but the convergence of the EM algorithms may require larger values.
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Anomaly detection methods4.4.3 Depth-based
Depth-based methods rely on the computation of several layers of convex hulls. Ob-
servations on the outer hull are considered anomalies [Jin et al. 2001]. Fast computa-
tion of convex hulls in 2-d have been presented [Johnson et al. 1998]. However, when
the dimensionality of the data is higher than three the depth based methods become
inefficient in practice [Agyemang et al. 2006]. More advanced depth based methods
include for example kernelised statistical depth [Cheng et al. 2009] and non paramet-
ric multivariate identifiers [Dang & Serfling 2010].
4.4.4 Distance-based
This category of outlier detection methods is based on distance, also known as prox-
imity or similarity measures [Hand et al. 2001]. A very basic distance-based method
was presented in 3.4.1. Multivariate Mahalanobis distance (also distribution-based)
has been widely used in statistical outlier detection, see for example [Hadi 1992], and
further improvements appear in [Hadi 1994]. 
Knorr and Ng introduced the most widely known concept of distance-based outliers
(DB(p,d)-Outlier): an observation in a data set D is a DB(p,d)-outlier if at least a frac-
tion p of the objects in D lies greater than distance d from it [Knorr & Ng 1998, Knorr
et al. 2000]. This method is based on the interpoint distances between the observa-
tions, and makes no assumptions of distribution. Ramaswamy et al. [2000] introduced
an enhanced method of distance based outliers which does not require the distance pa-
rameter d in the DB(p,d) outlier. Instead, it is based on the distance of k nearest neigh-
bours of each observation. Harmeling et al. [2006] provided the outlier indices , 
and  that are variants of the k nearest neighbours and are thus also based on distances
between observations. While  is the distance to the single kth nearest neighbour, 
sums the distances to all the k nearest neighbours, giving a more refined view of the
local density. The parameter  also takes into account the directions in the multivariate
space by taking the absolute value (vector length) of the mean of the differences of
the observation and its k nearest neighbours. Hautamäki et al. [2004] have used k
nearest neighbour graphs to detect outliers.- 52 -
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distances of the data set [Šaltenis 2004]. Basic distances, utilising a priori knowledge
of the application domain, have been used in mobile network radio interface monitor-
ing [Kylväjä et al. 2005; Kumpulainen et al. 2011]. 
The following categories, clustering- and density-based methods, can also be consid-
ered subsets of distance-based methods. Most clustering methods are based on dis-
tance metrics. Also, many of the density-based methods are based on the distances
between the observations.
4.4.5 Clustering-based
Clustering is a term for methods that discover groups of similar objects in multivariate
data where no predefined classes exist, and thus there are no known right or false re-
sults [Everitt et al. 2001]. According to Xu and Wunsch [2009, p. 8]: “The ultimate
goal of clustering is to provide users with meaningful insights from the original data
so that they can develop a clear understanding of the data and therefore effectively
solve the problems encountered”. The general purpose of clustering in practice is that
the produced groups can summarise the main characteristics of data [de Oliveira &
Pedrycz 2007] and the resulting clusters are understandable and meaningful [Everitt
et al. 2001]. The clustering results should be evaluated with respect to their usefulness
as interpreted by a human researcher [Zimek & Vreeken 2013]. The number of clus-
ters has to be selected. Several criteria exist to evaluate the clustering results of vary-
ing numbers of clusters [Davies & Bouldin 1979; Milligan & Cooper 1985;
Rousseeuw 1987; Bezdek & Pal 1998]. They typically evaluate the compactness of
the clusters and how well they are separated from each other. For data based criteria
it is impossible to assess abstract qualities, such as meaningfulness of clusters. Instead
of single correct solution, clustering reveals various aspects of the truth, or several
truths, and “the judgement on new clustering results, however, requires difficult and
time-consuming validation based on external domain-knowledge beyond the existing
class-labels” [Zimek & Vreeken 2013].
K-means clustering [MacQueen 1967] is the most popular clustering in scientific and
industrial applications [Berkhin 2002]. It divides the observations into k clusters- 53 -
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the sum of squared distances between the observations and the nearest cluster centre.
The result depends on the initial locations of cluster means, as in the GMM. The al-
gorithm is typically repeated several times with random initial values. Several meth-
ods have been proposed for initialisation [Arthur & Vassilvitskii 2007; Steinley &
Brusco 2007]. 
Hierarchical clustering constructs a hierarchical tree, a dendrogram of clustering
structure [Johnson & Wichern 1998]. Agglomerative hierarchical clustering starts by
assuming each observation as a cluster, combining the ones with minimum distance
to a new cluster. The nearest clusters are combined until all the data are in one cluster.
Several choices exist to measure the distances between clusters, referred to as linkage
methods. Single linkage is the minimum distance between any pair of observations in
the clusters, while centroid linkage refers to the distance between the cluster centres.
Ward linkage minimises the increment of the sum of squared distances from the clus-
ter centre [Ward 1963]. Basic hierarchical clustering provides information about clus-
ter structure and enables the detection of subclusters and outlier clusters [van der
Heijden et al. 2004]. 
Jin et al. [2001] refer to clustering-based outliers as by-products of robust clustering
methods which are developed to find clusters in the presence of outliers. Such clus-
tering algorithms include, for example, DBSCAN [Ester et al. 1996], BIRCH [Zhang
et al. 1996] and CURE [Guha et al. 1998]. However, there are several ways to utilise
clustering in anomaly detection [Tan et al. 2005]. He et al. [2003] introduced the con-
cept of the cluster-based local outlier factor (CBLOF). The CBLOF for each obser-
vation is calculated as the distance between the observation and its nearest cluster if
the observation belongs to a small cluster, or the distance between the observation and
the cluster it belongs to if the observation belongs to a large cluster. The division of
the clusters into small and large is parametrised so that a given proportion of the data
set belongs to large clusters. The clustering method can be freely selected.
Clustering has been used, for example, in intrusion detection [Portnoy et al. 2001; Le-
ung & Leckie 2005]. Two layered clustering [Kumpulainen & Hätönen 2008c] and- 54 -
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communication network management. 
The most straightforward approach to cluster based anomaly detection is to identify
the normal states as cluster centres, and decide about anomaly based on the distance
to the nearest centre. The example on the same generated data as in 4.2 presents an
extension with two layers of clustering, an approach developed in this thesis. The
clusters from the first layer, L1, identify normal states. Clusters with fewer observa-
tions than a predefined minimum are ignored and the observations are reassigned to
the next nearest cluster. The centres of the L1 clusters are clustered to form second
layer clusters, L2. The L1 clusters that are assigned to the same L2 cluster share the
same threshold for anomaly detection. This allows the local variance to be taken in to
account in detection, as exemplified in Figure 4.3.- 55 -
Anomaly detection methodsFigure 4.3 Example of anomaly detection by two layer clustering.
In this example, both layers were clustered by hierarchical clustering and Ward link-
age. The data points are presented as dots. Each circle represents a cluster from L1.
The number of clusters in L1 was 20 in the plots on the left and 47 on the right (ini-
tially they were set to 20 and 50 but three clusters with three or fewer data points were
removed). The thresholds are set so that five per cent of the data is considered anom-
alous. The sizes of the circles are defined by the clustering in L2. The plots on top
have five L2 clusters and therefore five sizes of threshold circles. The bottom plots
have 10 clusters in L2 and circle sizes. A sufficient number of clusters in L1 is essen-
tial; nearby clusters with overlapping threshold are not a problem in anomaly detec-
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Categorisation by methodologytion. A high number of clusters in L2 can result in large sparse normal regions, as seen
in the bottom left plot, where the number of clusters in L2 is close to the number of
clusters in L1. According to this example, the best combination is a higher number of
clusters in L1 and a lower number in L2. 
4.4.6 Density-based
Methods in this category detect local outliers based on the local density of an obser-
vation’s neighbourhood [Jin et al. 2001]. Breunig et al. [1999] introduced a local out-
lier factor that is based on local density. Jin et al. [2001] presented an enhanced
method to find top n local outliers, the most severe ones, with less computing. DB-
SCAN was mentioned in clustering based methods, however, it is also brought up
here as a density based clustering algorithm which refers to anomalies as noise points
that do not belong to any of the clusters [Ester et al. 1996]. The density in all these
methods is determined by the distances between the observations, and therefore den-
sity-based methods can be considered a subcategory of distance-based methods.
4.4.7 Classification-based and supervised neural networks
The task of classification is to identify a model that assigns observations into prede-
fined classes. Classification includes a wide variety of supervised learning methods
that require a labelled data set [Duda et al. 2001].
Bayesian classifiers have been combined to multivariate SPC in intrusion detection
[Mehdi et al. 2007]. Neural networks have been widely used in anomaly detection, for
example in credit card fraud detection [Ghosh & Reilly 1994], novelty detection
[Bishop 1994] and intrusion detection [Ghosh et al. 1999]. Stefano et al. [2000] have
proposed thresholds for rejecting data in neural network classifiers. 
Support vector machines (SVM) are very efficient classifiers [Vapnik 1998], and are
therefore a good option for supervised AD. They have been compared to multilayer
perceptron (MLP) networks in intrusion detection [Mukkamala et al. 2002]. En-
hanced SVM, combined with a genetic algorithm, has been used for network anomaly
detection [Shon & Moon 2007]. Using SVD and multiscale transforms was found ef-
fective for anomaly detection in self-similar network data [Sastry et al. 2007].- 57 -
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Replicator neural networks (RNN) are self-organising feed-forward MLP networks
with three hidden layers [Hecht-Nielsen 1995]. An RNN uses the same features as in-
put and output, and identifies a model to reproduce the inputs, using a staircase acti-
vation function in the middle hidden layer. RNNs were originally targeted at
compression and coding, but they have also been used in outlier detection [Hawkins
et al. 2002]. RNNs have been found to perform well in detecting a variety of outliers
[Williams et al. 2002]. RNNs have also been used in detecting outliers in speech rec-
ognition [Tóth & Gosztolya 2004]. 
The Self-Organising Map (SOM) is an unsupervised neural network which approxi-
mates and visualises multi-dimensional data [Kohonen 1995]. An SOM usually con-
sists of a one- or two-dimensional regular grid of map units, each of which contains a
code vector that represents a point in the data space. During the training phase, the
code vectors are computed to optimally describe the distribution of the data. The
SOM is closely related to k-means clustering. The main difference is that the nodes
of the SOM are organised in a low dimensional grid that preserves the topology of the
data space. Thus the code vectors that represent points close to each other in the data
space will be in nodes that are close to each other in the SOM grid. This allows effec-
tive visualisation, which is one of the most used features of the SOM [Vesanto 1999].
It has also been utilised in clustering [Mangiameli et al. 1996; Vesanto & Alhoniemi
2000; Flanagan 2003]. Furthermore, SOMs have been employed in the monitoring of
cellular networks [Kylväjä et al. 2004; Barreto et al. 2005; Laiho et al. 2005], and spe-
cifically in anomaly detection [Munoz & Muruzabal 1998; Höglund et al. 2000; Kum-
pulainen & Hätönen 2008a].
The quality of the trained SOM can be evaluated by topographic error [Kiviluoto
1996]. This is calculated by summing the topographic errors of all N observations xi.
(4.3) , 1
N
---- u xi 
i 1=
N
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Categorisation by methodologywhere u(xk) = 1 when best and second best matching units of xi are not adjacent, and
zero otherwise.
Two versions of SOM-based anomaly detection are presented with the generated data
set. Both versions use a one-dimensional SOM and quantisation error (QE), the dis-
tances from the observations to the nearest code vector, as a measure of anomality.
The map unit providing the minimum QE is referred to as the best matching unit
(BMU). The hit count of a map unit is the number of observations that have that unit
as the BMU.
The first method, presented by Höglund et al. [2000], features one global threshold
and it consists of the following steps:
1. Identify a SOM from a reference data set; exclude map units with no hits.
2. Calculate the QE for the reference data. Set a predefined percentile of the QE as 
an anomaly threshold.
3. New data is considered anomalous if the QE exceeds the threshold.
The maps were identified by the SOM toolbox for MATLAB [Vesanto et al. 1999],
and were initialised according to the first principal component. As this is the best lin-
ear approximation of the data, the map converges faster [Kohonen 1995]. This meth-
od was applied to the synthetic data set with 20 and 50 map units. Removing the map
units with no hits resulted in 20 and 49 map units. The results are presented in
Figure 4.4. - 59 -
Anomaly detection methodsFigure 4.4 Example of anomaly detection by SOM with global threshold.
Small circles, connected with a line, present the code vectors of the map units and are
ordered according the topology. Larger, “normal” circles around each map unit pres-
ent the 95% threshold, leaving five per cent of the data points outside the circles. The
global threshold makes all the circles the same size. That results in the detection of
most anomalies in the areas of higher variation in the data. The thresholds in the left
plot of the smaller map cover unnecessarily large areas, most likely resulting in false
negative detections.
Visualisation is one of the main advantages of the SOM, which is typically construct-
ed as a two-dimensional grid. The most common visualisations of the SOM include
component planes, hit histogram and U-matrix [Vesanto 1999]. The component
planes visualise the values of the code vectors of each map unit, requiring a separate
two-dimensional plane for each variable for a two-dimensional map. The hit histo-
gram value for each map unit is constructed by counting the data points that have the
map unit as a BMU, i.e. how many data points hit each map unit. The U-matrix pre-
sents the distances between the code vectors of the adjacent map units on the map grid
[Ultsch & Siemon 1990]. Both the hit histogram and the U-matrix of a two-dimen-
sional SOM can be presented either colour coded on two-dimensional planes or sur-
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Categorisation by methodologyfaces in three dimensions. The hit histogram can also be presented in markers, the size
of the markers set according to the hit count.
A one-dimensional SOM allows more compact visualisation than a two-dimensional
map. All two-dimensional planes for visualisation can be replaced by line plots. Com-
ponent planes of the SOM with 20 map units (left in Figure 4.4) are visualised in
Figure 4.5. The map units on the horizontal axis run from one to 20, and the values
of the code vectors’ components for the variables x1 and x2 are presented on the ver-
tical axis. The value of x1 starts at -0.91 in the first map unit, reaches the maximum
value of 0.85 in map unit 11, and falls to 0.1 in the map unit 20. The value of x2 in-
creases along the map. In this example of two-dimensional data, the same can be seen
in Figure 4.4, where the code vectors are presented in the actual data space, and the
first map unit is located in the lower left corner. In higher than three-dimensional
spaces, the visualisation provided by component planes is valuable. 
Figure 4.5 Example of component planes, which reduce to lines in one-dimensional
SOM
The U-matrix and hit histogram of the one-dimensional SOM are depicted in
Figure 4.6. The values of the U-matrix at the top are the Euclidean distances between
the code vectors of adjacent map units. The higher values at map units 5, 10 and 16
are related to the longer distances between the map units in the data space. These map
units are located between the clusters in the data, which can be seen in Figure 4.4. 
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Anomaly detection methodsThe hit histogram can be presented as a line, but here it is shown as a histogram at the
bottom of Figure 4.6. The map units in the sparse parts of the data space between the
data clusters typically have high values of U-matrix and a low number of hits. This
relation is clearly visible for this synthetic data.
Figure 4.6 U-matrix and hit histogram of one-dimensional SOM can be presented in
one dimension. 
An extended version which utilises local thresholds for anomalies was developed in
this thesis, and was first introduced by Kumpulainen & Hätönen [2007; 2008a]. The
thresholds are localised by clustering the SOM code vectors and by identifying the
threshold separately for each cluster. This is identical to the two-layered clustering
method, only the first clustering is replaced by SOM. The most important benefit of
using SOM is that the code vectors, which represent the normal states, are arranged
according to the topology, and enable intuitive visualisation of the normal states
[Kumpulainen & Hätönen 2008a; 2012]. The method consists of the following steps:
1. Train the SOM and exclude units that have less than a specified number of hits.
2. Cluster the code vectors: these clusters will be called reference groups RG.
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Categorisation by methodology3. Set the anomaly threshold to a predefined percentile of the QE in each RG.
4. For new data, calculate the QE, judge as an anomaly if it exceeds the local 
threshold of the RG, where the BMU of the new data was assigned.
This method was applied to the synthetic data set with 20 and 50 map units. A mini-
mum of three hits was required, which resulted in retaining 19 and 47 map units. Both
maps were clustered into five and 10 RGs. The results are presented in Figure 4.7.
The anomaly thresholds in this method are adapted to the local variance of the data.
The smaller map, with 19 units, does not provide dense enough presentation of the
data, resulting in very high threshold (large circles) near the upper part of the plots,
where the variation in the data is high. The map with 47 map units fits the data suffi-
ciently, and the anomaly thresholds adapt to the local variance of the data. 
A sufficient number of map units is essential. The number of RGs is not that signifi-
cant but the most appropriate combination of these four examples is a high number of
map units and fewer RGs.- 63 -
Anomaly detection methodsFigure 4.7 Example of anomaly detection by SOM with local threshold.
A One-class SVM (OC-SVM) was proposed by Schölkopf et al. [2001] for estimating
the support of a high-dimensional distribution. The OC-SVM does not try to fit the
distribution, but instead detects the optimal threshold for including a sufficient por-
tion of the data. The strategy is to separate the data from the origin with a maximum
margin in the feature space induced by the kernel. The maximum margin classifier to
separate the data set of l observations, xi, from the origin is achieved by solving the
following quadratic program:
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Categorisation by methodology(4.4)
A freely available software package LIBSVM is used in this thesis [Chang & Lin
2001]. Its implementation of OC-SVM solves a scaled version of the dual form of Eq.
4.4:
(4.5)
In an OC-SVM without any class information, ,
thus it equals the kernel K, which can be selected freely. A variety of nonlinear esti-
mators in input space is achieved by using different kernel functions. The decision
function classifies the outliers to the class of the origin, represented by -1, and the bulk
of the data to class +1 by:
(4.6) .
Parameter  controls the fraction of the observations that is allowed to be
classified into the class of the origin. Observations lying outside the support of the dis-
tribution are considered anomalies. 
The OC-SVM has been applied to unsupervised anomaly and novelty detection
[Schölkopf et al. 2001; Manevitz & Yousef 2001; Clifton et al. 2006; Rocco & Zio
2007]. Even though the OC-SVM performed very well with suitable parameters, it
was found to be very sensitive to the selection of the kernel function and its parame-
ters [Manevitz & Yousef 2001], causing dramatic differences in novelty detection re-
sults [Clifton et al. 2006].
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Anomaly detection methodsThe results of the OC-SVM applied to the synthetic data set are depicted in
Figure 4.8. The parameter  was set to include 95% of the data and to leave five per
cent outside. A radial basis function (RBF) kernel 
was used with four values of parameter . 
The result varies greatly with . Lower values result in the acceptance of large areas
of empty space as normal. At higher values of , the OC-SVM starts producing un-
wanted holes in the middle of the bulk of the data as seen at  = 20 in the lower right
corner of Figure 4.8. Verification of the results for selecting  to a functioning value
is impossible in the absence of the ground truth in unsupervised anomaly detection.
Subjective visual verification is only possible if the dimension of the data space is two
or three. Due to high sensitivity to the kernel parameter, applying the OC-SVM for
anomaly detection is questionable.
K xi x j,   xi x j– 2– exp=- 66 -
Categorisation by methodologyFigure 4.8 Example of anomaly detection by one-class SVM.
4.4.9 Visual
Visual methods can be used to assist human experts. Stalactite plots were introduced
to highlight outliers detected by the robust Mahalanobis distance method [Atkinson
& Mulira 1993]. Marchette and Solka use images of interpoint distance matrices,
making this a distance-based method too [Marchette & Solka 2003]. However, it is
only applicable to relatively small data sets. Kandogan introduced star coordinates to
visualise trends and outliers [Kandogan 2001]. Caussinus et al. [2003] used outlier
monitoring displays, based on bi-plots [Gabriel 1971].
γ = 0.5 γ = 5.0
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Filzmoser et al. [2008] divide outlier detection methods into two groups: distance-
based methods and projection pursuit methods. Projection pursuit methods try to find
projections of the multivariate data where interesting features would be more obvious
[Huber 1985]. In AD the projections should be such that anomalies are easily detect-
able. It is impossible to investigate all possible projections. Stahel–Donoho is a robust
estimator of multivariate location (weighted mean) and scatter (weighted covariance
matrix), which has a high breakdown point, i.e. it is robust in the presence of a large
proportion of outliers. The weights depend on the outlyingness obtained by consider-
ing all univariate projections, and therefore the estimator can be utilised in detecting
outliers [Maronna & Yohai 1995; Knorr et al. 2001]. Peña & Prieto [2001] proposed
a method to investigate only 2p projections of the p-dimensional space: the directions
that maximise and minimise the kurtosis coefficient of the projected data. Principal
component analysis (PCA) finds projections of maximum variance and is a particu-
larly suitable projection when the dimensionality of the data is high [Shyu et al. 2003;
Filzmoser et al. 2008]. Kernel PCA performs a non-linear projection and was found
to be less sensitive to noise than the OC-SVM in novelty detection [Hoffmann 2007].
4.4.11 Hybrid methods
Hybrid systems consist of at least two algorithms from the above-mentioned catego-
ries [Hodge & Austin 2004]. Penny & Jolliffe [2001] compare multivariate outlier de-
tection methods for clinical laboratory safety data and they suggest the running of a
variety of multivariate detection methods in addition to univariate techniques. Barnett
& Lewis [1987] also suggest the combination of several methods. Kruegel and Vigna
[2003] combined several algorithms for the detection of web-based attacks. An en-
semble approach of different soft and hard computing techniques was developed for
intrusion detection by Mukkamala et al. [2005]. Combinations of several classifica-
tion algorithms and the amalgamation of their results using a suitable metric are in-
creasing [Hodge & Austin 2004]. Schubert et al. [2012] propose methods to compare
the rankings of anomalies, which enables selecting anomaly detection methods that
provide optimally distinct results, thus improving the combined result of the ensemble
of detection methods.- 68 -
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Typical results produced by AD methods are either binary labels (normal or anoma-
lous) or anomaly scores for each observation [Chandola et al. 2009]. Anomaly scores
enable ranking of the observations and detection of the “top-N outliers” [Schubert et
al. 2012]. The outlier scores can be scaled into probabilities [Gao & Tan 2006]. In
some use cases plain labels are sufficient. For example, if AD is an automatic preproc-
essing phase, rejecting the anomalous observations from further analysis steps, the bi-
nary label is the required result. 
Hadi et al. [2009] criticise methods that provide ranking of the outliers by some sort
of measure of outlyingness, such as LOF [Breunig et al. 2000], and instead promote
the use of AD methods in providing unambiguous outlier boundaries and thus an ex-
act classification for outliers and non-outliers. On the other hand, in the discussion of
Barnett’s paper, Professor Lewis claims that the topic, ordering multivariate data
(which also enables ranking of outliers) is “one of the most important in the human
context which one could imagine” [Barnett 1976, p. 348]. He mentions examples of
ranking students or making political decisions where multivariate data is available to
support the decisions in selecting the best option.
When AD is used as a decision support tool for human experts, anomality scores are
preferred. The user typically wants to have the anomalies ranked, in order to concen-
trate on the most severe ones first. The scores or anomality coefficients enable the
ranking. The scores also allow binary labelling by using a threshold for the score. Do-
main knowledge can be used to select the suitable threshold for each application.
The AD methods used or developed in this thesis are able to create ordering of mul-
tivariate data and produce a ranked list of the anomalies. The multivariate data is
transformed to a univariate anomaly measure, based on distance or probability meas-
ures. Those measures can be used to create the ranking list of the potentially anoma-
lous observations for the end user.- 69 -
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In practice it is very difficult to guarantee the performance of any anomaly detection
method in a specific application. In their study on the comparison of multivariate out-
lier detection methods for clinical laboratory safety data, Penny & Jolliffe [2001] not-
ed that the results vary depending on a) whether the data set is multivariate normal
or not, b) the dimension of the data set, c) the proportion of contaminants in the data,
d) the type of contamination and e) the degree of separation of the outliers from the
rest of the data. In addition to the list above, the possible cluster structure of the data
has a significant influence on the results. They suggest the running of a selection of
multivariate detection methods in addition to univariate techniques to highlight the
possible anomalies in a data set. 
It is useful to try out a wide range of methods, including a variety of pre-processing
and scaling options. This applies to research purposes, including offline analysis, in
order to increase the knowledge of the application domain. Researchers and process
developers will benefit from flexible tools [Kumpulainen & Hätönen 2008c]. These
help in selecting the most suitable methods and parameters to use for specific tasks in
each environment.
The end users of the automated AD applications are usually experts in the application
domain, and it is unrealistic to expect them to have similar experience and knowledge
of AD methods to that of researchers and application developers. Therefore, the ma-
jority of the free parameters in the detection have to be decided upon in a final appli-
cation targeted to daily use. The applications have to be robust, reliable, easy to use
and understand [Hätönen 2009].
Application domain experts are required to interpret the results provided by AD ap-
plications. Automated algorithms should not be trusted exclusively; they should only
highlight the potential outliers, and the end user has the freedom to interpret the re-
sults [Billor et al. 2000]. Yet the results have to be meaningful and reasonable, other-
wise the tools will be rejected.
When anomaly detection software is used as a data analysis tool, finding the hardest-
to-detect anomalies is not the most critical task. Rather, it is often more important to- 70 -
Requirements in real life applicationsmake sure that those anomalies that are reported to the user are in fact interesting. If
too many unremarkable data points are returned to the user labeled as candidate
anomalies, the software will soon fall into disuse. One way to ensure that returned
anomalies are useful is to make use of domain knowledge provided by the user.  [Song
et al. 2007, p. 631]
While domain knowledge of the users may be invaluable, it is not trivial to integrate
all the knowledge into the applications. First of all, it is essential to thoroughly exam-
ine the data provided by the system [Hair et al. 1995, p 58]. Domain knowledge can
then be used to select the most suitable methods for the AD application. Domain
knowledge can be utilised in scaling and weighting of the variables. Using domain
knowledge for appropriate scaling of multivariate data can ensure that the deviations
in each of the variables will contribute to the final results of multivariate AD methods
in meaningful proportions [Kylväjä et al. 2005; Kumpulainen et al. 2009].
Using methods that provide some sort of anomaly score or measure of outlyingness
enables the ranking of detected anomalies, as described in Section 4.5. Assuming that
the calculation of such a score is done in a meaningful way, the observations ranked
as the most anomalous will be the most interesting ones for the user. This allows the
user to concentrate on the most serious problems first. Furthermore, if the user decides
that a specific reported anomaly is not serious enough to trigger any actions, then it is
likely that none of the anomalies that are ranked less important are worth any action.
This will save the user from unnecessarily investigating all the potential anomalies
detected by the algorithm used in the application.
As pointed out by Song et al. [2007], it is not essential in industrial AD applications
to find the anomalies that are hard to detect and are typically relatively close to the
normal data. The results do not have to be exhaustive but merely good enough for the
purpose [Nisbet et al. 2009]. According to the principle known as Occam’s razor, the
right model is as simple as possible [Izenman 2008]. In the discussion section of Bar-
nett’s paper [1976, p. 348] Dr. G. M. Paddle informs that his medical colleagues were
not that interested in the sophisticated methods he presented. Instead they wanted sim-
ple techniques with which to browse multivariate data and to pick out the salient fea-
tures.- 71 -
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Proportions up to 35%, as studied by Rocke & Woodruff [1996], are not feasible in
real life applications. If a process is under control, as it should be in everyday service,
the proportion of anomalies is significantly lower. The proportion of anomalies in
data mining applications is typically a magnitude less than can be handled by the most
robust statistical methods [Williams et al. 2002]. However, the data sets are relatively
large and the number of anomalies can still be huge [Hätönen 2009, p. 20]. One way
to overcome the mass of anomalies is to cluster the detected anomalies and to provide
a summary of anomaly prototypes to the user [Kylväjä et al. 2005; Lakhina et al.
2005]. In the best case, the user can apply similar corrections to similar problems
around the network.
In addition to prototypes of anomalies, prototypes of normal behaviour provide valu-
able information [Harmeling et al. 2006]. Such information is especially important in
accumulating process knowledge. Prototypes of the normal behaviour can be extract-
ed, for example, from methods that are based on clustering, the SOM or the GMM
[Kumpulainen & Hätönen 2008a; Kumpulainen & Hätönen 2008c].
4.7 Assessing the result
Supervised AD methods are essentially classification problems, and conventional
methods from the classification area can be used to assess the results. Receiver oper-
ating characteristic (ROC) analysis was originally developed in the field of signal de-
tection, and has been widely applied in evaluating the performance of binary
classifiers. A typical ROC plot consists of a curve presenting the number of true pos-
itive classifications, versus a number of false positive classifications when the deci-
sion threshold of the classifier is varied across its range [Zweig & Campbell 1993]. It
can be used in anomaly detection to present detected true anomalies versus false
alarms. ROC analysis has been used to illustrate the performance of intrusion detec-
tion methods [Lippmann et al. 2000]. Schubert et al. [2012] criticise ROC analysis as
it oversimplifies the results using plain true and false positive detections. They sug-
gest using methods that produce outlier scores and comparing the rankings. Stolfo et
al. [2000] claim that ROC analysis can be misleading and they suggest cost-based
models in the validation of credit card fraud and intrusion detection methods. ROC- 72 -
Assessing the resultanalysis can only be used with labelled data when the anomalies to detect are known.
However, the costs and weights are company specific, which makes cost-based ROC
analysis extremely subjective [Zanero 2007].
In real world applications, labelled data are rarely available and unsupervised AD
methods have to be applied. In unsupervised AD and clustering the characteristics of
the problem have to be identified from the data. The ground truth does not exist, in-
stead there are multiple truths that may be equally valid [Zimek & Vreeken 2013].
Various procedures have been applied in order to be able to compare the results of un-
supervised AD. In medical applications, Hauskrecht et al. [2013] acquire the ground
truth from a panel of experts, whereas Bouarfa & Dankelman [2012] identify the nor-
mal state, consensus workflow, from data. They prefer data based consensus rather
than expert opinion “which can require a lengthy debate, with no guarantee of reach-
ing a final consensus”. Thus, they also acknowledge the existence of multiple truths
and that the experts do not necessarily agree on the final results. Many authors use the
popular labelled data sets from the UCI Machine Learning Repository [Bache & Li-
chman 2013] to test unsupervised AD methods by treating the small groups as anom-
alies [Aggarwal & Yu 2001; Wu & Wang 2013]. The DARPA data set generated in
1999 [Lippmann et al. 2000] has been widely used to verify and compare intrusion
detection methods, both supervised and AD based unsupervised methods [Portnoy et
al. 2001; Mukkamala et al. 2005; Shon & Moon 2007; Lu & Ghorbani 2009]. How-
ever, the data set is far from perfect and includes many flaws and artefacts [Zanero
2007; Brown et al. 2009].
Hand [2006] presents several arguments why rigorous comparison of classification
methods is not always useful, and can often be misleading. All these arguments also
apply to anomaly detection. Fine tuning a detection method using specific data sets in
order to show its superiority compared to some other methods is a common practice.
However, such comparisons “often fail to take into account important aspects of real
problems, so that the apparent superiority of more sophisticated methods may be
something of an illusion” [Hand 2006, p. 1]. The improvements obtained by the more
sophisticated methods are usually marginal and typically only available on specific
data sets. Furthermore, the data available for the design do not usually represent the- 73 -
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example with the DARPA data set discussed above. This also applies to AD applica-
tions targeted for use in real life processes, such as mobile networks, where the real
data are typically confidential and not publicly available. 
Another problem, brought up by Hand [2006], is that the labels are assumed to be ob-
jectively defined, with no arbitrariness or uncertainty. This is not always true, as ex-
emplified by the mistrust in the ability of experts to agree on the consensus mentioned
above [Bouarfa & Dankelman 2012]. This also applies in mobile networks, where the
judgement of the anomalies is always specific to the individual network and the opin-
ions of the experts do vary.
Hand [2006, p. 3] further suggests that “no method will be universally superior to oth-
er methods: relative superiority will depend on the type of data used in the compari-
sons, the particular data sets used, the performance criterion and a host of other
factors”. The authors typically know their favourite methods best and are able to ex-
tract the best performance out of them. The parameters of the other methods in com-
parison may not be optimal at all but set to arbitrary values without justification as in
Wu & Wang [2013] for example. The selection of the methods for the comparison
may be unfair. Chiang et al. [2003] and Filzmoser & Todorov [2013] propose robust
methods and compare them with PCA, using data that contains cluster outliers. While
PCA is an excellent tool in dimension reduction and process monitoring, it is well
known that PCA should not be used globally for clustered data. Thus outperforming
PCA with such data is not a big achievement.
In the absence of the knowledge of the true anomalies it is practically impossible to
assess the results or measure and compare the performance of the AD methods; “in
summary, outlier detection is, like clustering, an unsupervised classification problem
where simple performance criteria based on accuracy, precision or recall do not eas-
ily apply” [Williams et al. 2002, p 13]. In real life applications with no ground truth,
the detected anomalies have to be inspected and verified by experts of the application
domain, which is the approach selected in this thesis. Examples of similar approach
are presented in nuclear power plant [Gupta et al. 2013] and in private corporate net-
works [Vaarandi 2013]. The most important property of the detected anomalies are- 74 -
Assessing the resultthat they provide novel, useful information to the end user; “the common point of all
is that they [outliers] are interesting to the analyst. The ‘interestingness’ or real life
relevance of outliers is a key feature of outlier detection” [Singh & Upadhyaya 2012,
p. 308]. The interestingness and real life relevance are factors that can not be unam-
biguously measured or compared. The final judgement can only be made by end us-
ers: only they can decide if the results are informative and useful. Therefore, in this
thesis the emphasis is on exploratory analysis, and detection methods that provide
anomaly scores. Further, summarising the information on the anomalies allows the
end users to verify the results. The experts of the application domain are not usually
experts in data mining. Therefore they need easy to use tools for comparing the meth-
ods, and to find the suitable parameters, as well as the most appropriate scaling [Kum-
pulainen & Hätönen 2008c].- 75 -
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Chapter 5: A priori knowledge in 
scaling for distance based anoma-
lies
This chapter presents an example of distance based anomaly detection using radio in-
terface performance measurement data from a mobile network (Figure 2.1). This is a
special case where the global optimal state of the process is known beforehand. In
anomaly detection the optimal state is used as a reference instead of the most common
state identified from the data. A priori knowledge of the behaviour of the variables is
utilised through scaling. The detected anomalies are clustered to provide summarised
information about possible groups of problems for the operator. The scaling simpli-
fies the interpretation of the problem groups. As a comparison the same procedure is
repeated using normalised data without the expert knowledge. The sensitivity to the
parameters of the expert scaling is also studied. This use case covers all three present-
ed methodological contributions.
5.1 Objective
Mobile communications rely on the radio interface between the mobile devices of the
subscribers and the cells located in the base stations (BS) in the operator’s network.
One of the daily monitoring tasks is to detect the cells that have problems which re-
duce their performance. When poor performance is detected the next task is to find its
cause. The operator can then plan actions to improve the performance of the poorly
behaving cells. Groups of cells that have similar performance problems can possibly
be improved collectively. 
The questions that the operator typically wants answered on a daily basis are “How
has my network been doing recently (yesterday)? Which cells had the poorest perfor-
mance? Are there other cells with similar problems that could benefit from the same- 77 -
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cations are necessary to provide information about poor performance cells to the op-
erator. 
The general objective of this use case is to introduce a procedure that helps in devel-
oping applications for providing that information to the operator in a compact and un-
derstandable way. The two detailed objectives are the following. The first objective
is to provide ranking of the anomalies so that the most severe ones can be investigated
with higher priority. This requires scaling the variables so that their importances in
severity are equal. The second objective is to provide a summarised presentation of
the anomalies by clustering the observations into groups of similar problems.
5.2 Use case
This use case deals with a commercial GSM network [Kylväjä et al. 2005]. The pre-
sented procedure provides information about the most critical poorly performing cells
in the network. The procedure analyses the performance of the previous day. The in-
formation concerning the most severe problems is compressed by presenting groups
of cells that have similar problems. The earlier behaviour of the poorly performing
cells is also presented to the operator.
The procedure consists of both offline and online phases. The offline phase collects
the expert knowledge for scaling. The expert is asked to define the levels of worst pos-
sible, very poor, satisfactory and best possible performance of each variable. 
The online phase is described in the following list:
1. Scale the performance data from the previous day using expert specifications 
provided in the offline stage.
2. Calculate distances from the known optimal state.
3. Rank the cells by distance.
4. Consider the observations with largest distances as potential problems (anoma-
lies).
5. Cluster the anomalies to create problem groups.
6. View the history of cells that have poor performance.- 78 -
Use case5.2.1 Data
The data set in this example is collected from 2385 cells. The cells are divided into
six classes by their type and activity [Kylväjä et al. 2005]. There are three types of
cell: micro, indoor and macro cells. The macro cells are further divided into four
classes by splitting their traffic and handover activity to low and high activity. The
thresholds for activity are specified by a network expert. The numbers of cells in each
class are given in Table 5.1.
The performance data consist of six KPIs that measure various aspects of the perfor-
mance of the radio interface between the subscriber’s mobile devices and the cells in
the operator’s network. The data in this example consist of daily averages.
• Dropped Call Rate (DCR); the percentage of calls dropped during a day.
• Handover Success (HO_succ); the percentage of successful handovers to or from 
the cells during a day.
• Congestion; seconds of the day the element has been in a state that no new calls 
could be accepted due to lack of resources.
• Radio DownLink Quality (RX_DLqual); the percentage of measured radio quality 
samples in the “good” quality (classes 1 to 4 in the GSM specification).
• Average Downlink Signal Strength (DL_lev); the average signal strength received 
by the mobile devices served by the cell during a day, in dBm.
Table 5.1 The cells are divided into six classes. Most of the cells are macro cells with 
low amounts of both traffic and handover.
Cell type Traffic Handovers Number of Cells % of Cells
Micro 191 8.0
Indoor 26 1.1
Macro Low Low 1298 54.4
Macro Low High 147 6.2
Macro High Low 146 6.1
Macro High High 577 24.2- 79 -
A priori knowledge in scaling for distance based anomalies• Call Setup Success Rate (CSSR); the percentage of successful calls setup pro-
cesses during a day.
5.2.2 Scaling
Experts’ knowledge can be integrated in the analysis by scaling. Piecewise linear scal-
ing, introduced here, allows for the integration of the process expert’s existing knowl-
edge of the behaviour and importance of the variables. The scaling information for the
network performance data is acquired from network experts [Kylväjä et al. 2005].
The a priori knowledge for the scaling consists of four values of performance indica-
tors that are defined for each KPI by experts: worst possible, very poor, satisfactory
and best possible. The quality KPIs are scaled to interval [0, 1] corresponding to the
worst and the best possible performance, respectively. The values for very poor and
satisfactory KPI levels form corner points to continuous piecewise linear scaling. In
this example, these values are scaled to 0.2 and 0.9 respectively. The scaling function
parameters can be adjusted to different performance indicators, different networks
and target performance levels. In this example, the values 0.2 and 0.9 are used as ref-
erence parameters for scaling. The sensitivity of the results to these parameters is
studied at the end of this Chapter. The scaling is exemplified in Figure 5.1.- 80 -
Use caseFigure 5.1 Piecewise linear scaling determined by the worst possible, very poor, sat-
isfactory, and best possible values specified by process expert.
This scaling provides two advantages. First, the importance of the variables are equal-
ised. The values of all the scaled performance indicators are within the same range,
and the same value refers to the same level of performance in each indicator. Second-
ly, this scaling incorporates quality into the scaled data, providing meaning to the
scaled values: 1 equals good quality and the further the distance from 1 the poorer the
quality. This is a major benefit when interpreting results.
Four of the six KPIs in this use case are expressed on a percentage scale, ranging from
0% to 100%. DCR is a failure indicator, thus its best possible value is 0% and the
worst possible is 100%. The values for very poor and satisfactory specified by a net-
work expert are 10% and 1% respectively. 
HO_succ, RX_DLqual and CSSR are success KPIs. Their best possible value is 100%
and the worst possible is 0%. The very poor values of these KPIs are given as 85%,
85% and 82% and satisfactory values are 97, 95 and 98% accordingly.
The scaling functions of these four performance KPIs that are originally percentages
are presented in Figure 5.2.
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A priori knowledge in scaling for distance based anomaliesFigure 5.2 Piecewise linear scaling of four percentage type variables.
Figure 5.3  Piecewise linear scaling of variables with other than percentage scales.
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Use caseThe two remaining KPIs are not originally expressed in percentages. Congestion is in
seconds and DL_lev in dBm, as depicted in Figure 5.3. 
Congestion has its best possible value at 0 s, satisfactory at 20 s and very poor at 500
s. There is no upper limit for congestion but the worst possible is set to 86400 s (24
hours). Such congestion time could only mean that the cell is switched off. Therefore,
analysing cells with higher congestion values on a daily time scale is not meaningful,
and data from such cells can be ignored. 
The best, satisfactory, very poor and the worst possible values for DL_lev are set to -
40 dBm, -80 dBm, -90 dBm and -103 dBm.
5.2.3 Selecting the potential problems (distance based anomalies)
The anomaly detection is based on the Euclidean distance from the known normal
state, which is also known to represent optimal performance. In the scaled space the
normal state is a vector of ones. The cells that have the highest distances from the nor-
mal are considered potential problems. The worst five per cent of the cells are selected
for further analysis. In this use case, this is 119 cells.
5.2.4 Clustering the problem cells
The information about the problem cells is further summarised for the experts by clus-
tering. The selected cells are clustered into six clusters, referred to as Problem
Groups. Any clustering method can be used. This example is constructed using hier-
archical clustering with Ward linkage [Ward 1963]. Boxplots [McGill et al. 1978] of
the data in each problem group are presented in Figure 5.4, followed by the expert’s
analysis of the problems and possible corrective procedures. - 83 -
A priori knowledge in scaling for distance based anomaliesFigure 5.4 Box plots of clustered anomalies after expert scaling.
The main problems in Group1 are caused by congestion, which leads to failures in
handovers and poor setup success. Additional radio capacity for cells, or possibly a
change of capacity configuration parameters, could fix this problem.
Congestion also causes the problems in Group 2. The setup success is mostly satisfac-
tory but the number of dropped calls is high (poor DCR). Signal level and quality are
at a lower performance level than in Group 1.
The most distinctive features in problem Group 3 are poor handover success and call
setup success rate. One possible root cause for the problems is hardware failure in the
cell or in the transmission links. Another possible cause is a lack of signalling capacity
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Use casein the cells. These cells should be checked for failures in hardware and transmission
links. In some cases resetting the cell may solve the problems. Fortunately, the num-
ber of these cells is low.
The cells in Group 5 also suffer from congestion. In this group that causes poor per-
formance in handovers only.
The cells in Groups 4 and 6 have a high number of dropped calls and reduced success
in handovers. The signal levels and radio quality are poor, and are most probably
caused by poor coverage. Typically, changing the frequencies of the problematic cells
solves these problems. In order to find the problematic frequencies, the situation
should be studied on a geographical map. Adding new cells or changing the antenna
bearings or tilts might also help.
5.2.5 Alternative views on problems
Problems can be presented to the user from many perspectives. Two tables are pre-
sented here as examples. With appropriate user interfaces in the application they al-
low easy access for investigation of the most critical and interesting parts of the
network.- 85 -
A priori knowledge in scaling for distance based anomaliesA list of cells sorted by the distance from the normal state is presented in Table 5.2.
This allows the operator to concentrate on the cells that have the poorest performance.
Table 5.3 presents the numbers of detected problem cells in each cell class and the
problem group. The distribution of problems in the cell types follows the distribution
of the cells in the whole data set.
Table 5.2 Table of top 10 problems of expert scaled data.
Rank Distance Cell ID Cell Class Problem group
1 1.711 2070 Macro, Low traffic, Low HO 4
2 1.571 1194 Macro, Low traffic, Low HO 6
3 1.547 884 Macro, High traffic, Low HO 4
4 1.546 1199 Macro, Low traffic, Low HO 6
5 1.541 1350 Macro, High traffic, Low HO 1
6 1.508 617 Indoor 6
7 1.503 1126 Macro, Low traffic, Low HO 6
8 1.473 713 Macro, Low traffic, Low HO 6
9 1.469 885 Macro, Low traffic, Low HO 4
10 1.454 310 Macro, Low traffic, Low HO 4
... ... ... ... ...- 86 -
Use caseThis table provides the user an easy way to select a set of cells for more detailed anal-
ysis. 
5.2.6 History of the cells
It is not always possible to perform this type of detailed analysis on a daily basis, and
it is done only occasionally. In such cases, viewing performance during a longer pe-
riod in history is necessary. 
One possibility is to use data from a longer period in identifying the anomaly thresh-
old and the problem groups. An example of such a case is presented by Kumpulainen
et al. [2009] where a period of six weeks is used, concentrating only on micro cells. 
In this use case, the anomaly threshold and the problem groups are identified using
the data from the previous day only, as described earlier in this chapter. Each day in
the earlier history of the cells is compared to that threshold. If a day is found to fall
outside the threshold, it is assigned to the problem group with minimum distance from
its centre.
Performance in the previous two week period of cells 2070, 1194 and 1350 is exem-
plified in Figure 5.5. These cells were ranked as first, second and fifth in Table 5.2.
Problem Group 0 represents the “no problem” group. 
Table 5.3 Distribution of the poor performance cells in the Problem Groups and the 
cell classes.
Group 1 2 3 4 5 6
Cell class sum 6 13 3 18 48 31
Micro 6 0 0 0 0 5 1
Indoor 2 1 0 0 0 0 1
Macro, Low traffic, Low HO 67 2 10 1 9 23 22
Macro, Low traffic, High HO 8 0 2 1 1 3 1
Macro, High traffic, Low HO 10 1 1 0 3 4 1
Macro, High traffic, High HO 26 2 0 1 5 13 5- 87 -
A priori knowledge in scaling for distance based anomaliesFigure 5.5  Three cells assigned to the Problem Groups in the previous two weeks.
Cell 2070, which had the poorest performance during the previous day, has performed
well during the two week period. The recent poor performance suggests that some-
thing has changed in that cell. 
Cell 1194 is an example of constant poor performance. It alternates between problem
groups 4 and 6, which represent similar behaviour. This is most likely caused either
by limitations due to the geographical position of the cell or suboptimal configuration
of the cell, which should be checked.
Cell 1350 presents an example of a cell that has occasional poor performance. The
types of problems vary: the five days of poor performance are spread across three
problem groups.
5.3 Comparison using standardised data
This section presents the suggested anomaly detection and problem group identifica-
tion procedure using normalised data without expert knowledge. Normalising the data
to zero mean and unit variance, specified in Eq. 3.8, is one of the most commonly used
scaling methods. The mean and standard deviation values of each variable are calcu-
lated from the data, and expert knowledge about the process is not required. In anom-
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Comparison using standardised dataaly detection, the mean is considered as the normal state, and large deviations from
that are judged to be anomalies.
In the expert scaling, the known optimal state is used as the normal state. In the nor-
malised case, the mean of the data (zero vector in the scaled space) is used as the nor-
mal state. Histograms of the distances from the normal state are presented in
Figure 5.6. 
Figure 5.6  Histograms of the distances from the normal state.
The distribution of the distances in normalised space has a very long tail with individ-
ual observations that have very large distances. The distances in the expert scaled
space are distributed more evenly across the range; the larger distances are com-
pressed closer to the mode. The distribution has local maxima, suggesting that there
are groups of observations at the same distance from the normal.
The five per cent of the cells that have the largest distances from the mean are selected
for further analysis. They are clustered in the same way as the expert scaled data ear-
lier described. Hierarchical clustering with Ward linkage was used to identify six
problem clusters. The boxplots of the clusters are presented in Figure 5.7. 
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A priori knowledge in scaling for distance based anomaliesFigure 5.7 Boxplots of clustered anomalies, which were detected from normalised da-
ta.
The characteristics of the groups are more difficult to interpret than those after expert
scaling. The scaled values of the KPIs are not comparable. Whether a high value rep-
resents good or poor performance depends on the KPI: high handover success repre-
sents good performance, whereas high dropped call ratio or congestion represents
poor performance. 
Some characteristic performance patterns can be found. Group 1 has reduced hando-
ver performance but no reason for that can be seen. Group 2 has high congestion,
causing a drop in handover success. However, it is impossible to estimate the severity
of the problem without reviewing the original data. Group 3 has a low signal level,
DCR
HO_succ
Congestion
RX_DLqual
DL_lev
CSSR
Group 1; 16 Cells Group 2; 32 Cells
DCR
HO_succ
Congestion
RX_DLqual
DL_lev
CSSR
Group 3; 3 Cells Group 4; 46 Cells
−30 −20 −10 0 10 20
DCR
HO_succ
Congestion
RX_DLqual
DL_lev
CSSR
Group 5; 20 Cells
Normalised values
−30 −20 −10 0 10 20
Group 6; 2 Cells
Normalised values- 90 -
Comparison using standardised datacausing dropped calls and problems in handover success. Group 4, which contains the
majority of the cells, has an increased dropped call rate caused by slightly reduced sig-
nal quality. Group 6 has only two cells with poor setup and handover success. They
are probably caused by reduced signal quality, but judging the significance of the
quality level requires a review of the original values.
The main feature of Group 5 is a high signal level. This group contains cells that have
otherwise average performance, but exceptionally high signal levels. Therefore, this
group does not reveal cells that have problems. However, they deviate from the mean
and are therefore detected as anomalies. Without incorporating any prior knowledge
it is impossible for any AD method to detect only poor performance anomalies.
A scatter plot of two variables in expert scaled space is presented in Figure 5.8. The
piecewise linear expert scaling compresses the long tails of the distributions into more
compact clusters.
Figure 5.8  Scatter plot of two variables in a priori scaled space. Problem groups
specified in the legend.
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A priori knowledge in scaling for distance based anomaliesThe scatter plot of normalised KPIs in Figure 5.9 shows how the long tails form
sparse clusters. The bulk of the data is concentrated in a very dense group with no sig-
nificant distinction.
Figure 5.9  Scatter plot in normalised space. Problem groups are specified in the leg-
end.
5.4 Parameter sensitivity
Values 0.2 and 0.9 for the very poor and satisfactory levels of KPIs have been used
as reference values in the expert scaling. The sensitivity of the result to these param-
eters is studied by varying them and by comparing the sets of the most severe anom-
alies. Values 0.1 and 0.2 are used for the very poor level and 0.8 and 0.9 for the
satisfactory level. This yields four combinations of the parameters. 
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DiscussionThe number of common cells compared to the reference values is presented in the fol-
lowing table. The last row contains the comparison with the normalised data. 
The worst cell in the reference scaling is in the top three in all the other scaling meth-
ods. The expert scaling is not very sensitive to the parameters; the vast majority of the
most severe problems remain the same regardless of the parameters. However, sets
produced using normalised data contain only half of the cells given by the reference.
5.5 Discussion
This chapter has presented an example of a simple distance based AD method. It pre-
sents how the clustering of anomalies into problem groups provides valuable infor-
mation for the detection of misbehaving cells in a mobile network, and how expert
knowledge can be integrated by piecewise linear scaling. The proposed scaling equal-
ises the importance of the variables and provides a clear meaning of good and poor
performance in interpreting the results. This is a major benefit when compared to the
results produced from normalised data. Visual inspection of subspaces reveals that the
expert scaling equalises the distributions, compressing the long tails, and provides
natural clusters of the anomalies, whereas the normalised data leaves the anomalies
scattered loosely.
Unfortunately, there are no universally correct answers available for this kind of task.
Therefore, an inarguable comparison of methods and the effects of scaling is impos-
sible. Judgement is based on the experience of the user, in this case the network op-
erator’s radio expert. The distance from the known optimal state provides the required
Table 5.4 Number of common cells within the poorest performance. Comparing 
expert scaling parameters for {very poor, satisfactory} and normalised data.
Reference
{0.2, 0.9}
Rank of 
the #1 Top 5 Top 10 Top 20 Top 50 All 119
{0.1, 0.9} 3 4 9 19 47 118
{0.1, 0.8} 3 4 9 19 42 116
{0.2, 0.8} 1 5 10 20 44 116
Normalised 3 2 5 8 29 78- 93 -
A priori knowledge in scaling for distance based anomaliesranking of the anomalies, The problem groups of normalised data reveal mostly devi-
ations in single variables, and the meanings of the deviations are left ambiguous.
However, the problem groups of the expert scaled data provide unambiguous inter-
pretation of good and poor performance. The operator’s radio experts could easily dis-
cover explanations and corrective actions for the problem groups. Clustering the
expert scaled data summarises the main characteristics of data, and the results were
found to be interesting and understandable and meaningful, which are the ultimate
goals of clustering and unsupervised anomaly detection [Everitt et al. 2001; de Olivei-
ra & Pedrycz 2007; Singh & Upadhyaya 2012; Zimek & Vreeken 2013].
The proposed expert scaling method was also tested for its parameter sensitivity.
Changing the scaled values of the very poor and satisfactory performance levels had
only a minor effect on the ranking of the anomalies. The scaling method seems to be
very robust and therefore also easily applicable in other application domains where
similar performance indicators are available.
This procedure has been applied to 3G data, comparing this simple, distance based
anomaly detection with OC-SVM [Kumpulainen et al. 2011]. The anomalies were
clustered into problem groups and analysed by process experts, as this chapter pro-
posed. Some problem groups were detected by both methods (about half of the anom-
alies). The rest of the detected problem groups were specific to each of the methods.
Thus these methods complement each other in anomaly detection, providing the end
user with a wider view of anomalous behaviour in the network. These results encour-
age the application of combinations of methods, as suggested in Section 4.4.11.- 94 -
Chapter 6: Local anomalies in 
network management
This chapter presents an example of local anomaly and novelty detection procedure
using data from server logs in OSS (Figure 2.1). First, the AD model is identified
from the reference data set. The model is then used online to detect anomalies and
novel states. The data are scaled by an application specific method, which is devel-
oped with the network experts. The AD model developed in this work is based on
SOM and clustering. In addition to local anomaly detection, it provides summarised
information about the normal behaviour of the system. The results are compared to
the ones produced by its simplified global version and other local AD methods. The
sensitivity to the parameters in each of the methods is studied. This use case covers
two of the presented methodological contributions.
6.1 Objective
A large number of servers is used to monitor and control a mobile network. The serv-
ers themselves need to be monitored for performance and security purposes. Informa-
tion about various events, such as automatic system processes and manual operator
activity, are collected in log files. Major system malfunctions leave clear traces in sys-
tem logs: processes can for example start to produce huge numbers of log entries or
they can stop logging completely. Either one of these cases results in anomalous log-
ging activity compared to normal logging behaviour. Furthermore, anomalies in sys-
tem component behaviour, user activity or appearance of new software may be signs
of a security incident.
The procedure presented in this chapter helps in developing applications for two pur-
poses. The first objective is to monitor and analyse the normal activity of the OSS
servers. The second objective is to detect anomalous events which can be malfunc-
tions, security risks or new usage patterns. The anomalies have to be ranked so that- 95 -
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root cause of the anomalous behaviour, it is required that the contributions of the var-
iables are presented.
6.2 Use case 
The procedure developed is a local AD method that is based on a combination of one-
dimensional SOM and clustering. The details of the method are published by Kum-
pulainen and Hätönen [2007, 2008a] and the results when applied to the synthetic ex-
ample were presented in Section 4.4.8. An application specific scaling method is used
to enhance the identification of the normal states and local anomalies. This method is
also included in an application prototype developed for the comparison of AD meth-
ods [Kumpulainen & Hätönen 2008c]. 
The procedure consists of offline and online phases. The offline phase uses existing
history data and includes identification of the scaling parameters and the AD model,
as well as an analysis of the behaviour of the network servers in normal operation. The
online phase consists of using the AD model to detect anomalies or novel behaviour
in the new collected data. The time scale in the online monitoring may be hours, days
or weeks. The details of the phases are listed below.
Identification of the anomaly model offline.
1. Scale the data using robust logarithm scaling.
2. Identify normal states by SOM, ignore map units with less than a specified num-
ber of hits, and assign new BMUs to the observations that were assigned to any of 
the ignored BMUs.
3. Cluster the SOM code vectors to create reference groups (RG).
4. Calculate the local anomaly threshold for QE in each RG.
5. Verify the anomaly model by analysing the reference (history) data. 
Using the anomaly model online.
6. Scale the new data with the parameters identified in the offline stage.
7. Assign the data to the BMUs and corresponding RGs.
8. Compare the QE to the anomaly threshold of the RG.- 96 -
Use case6.2.1 Data
The data set has been collected from network management system servers in a small
network used for new mobile technology field tests. The data is extracted from a man-
agement application server, which controls about a dozen base station controllers pro-
viding a full range of network services. About a million log entries are recorded per
day. The log entries have been classified by their source application. The data set is
constructed as a time series by counting the log entries in each of the classes. The time
resolution in this use case is one hour, providing 24 hourly counts for each log class.
Seven log entry classes used as variables in this case are listed below. The short names
in parenthesis are used in the remaining of this Chapter.
• System log activity (SysLog)
• Authentication activity (Auth)
• Application log activity (App)
• Cron activity (Cron)
• Login activity (Login)
• Remote sessions to network elements (RSess)
• Remote commands to network elements (RComm)
The data set consists of a six week period. In order to simulate the two phases the data
set is divided into two parts. The first five week period, a total of 840 observations per
variable, is used in the offline phase and referred to as the reference data. The last
week of the measurement period, 168 observations, is used in the online phase as new
data.
6.2.2 Scaling
For system log data a robust logarithmic scaling that preserves the importance of the
variables is used. The scaling first takes a natural logarithm of the variable plus one
and then divides by a robust standard deviation.
(6.1) ,xs
x 1+ ln
s
----------------------=- 97 -
Local anomalies in network managementwhere s is the standard deviation, which is calculated using only the observations with
some activity, ignoring zero values and also one per cent of the extreme values from
the upper tail. The final scaled variable zi is achieved by subtracting the mean.
(6.2)
The effect of scaling on system and application log activity is exemplified in
Figure 6.1. Syslog has much less variation, with the exception of the three observa-
tions with remarkably high values. The conventional normalisation to zero mean and
unit variance (Eq. 3.8) is presented in the middle. This scaling is affected by outliers
in the data, and possibly hides meaningful variation in this case. The direction of the
x variable is dominated by the three outliers, and the rest of the variation in this direc-
tion is shrunk to almost negligible. The scatter plot on the right in Figure 6.1 presents
the robust logarithmic scaling used for the log activity data in this case. The small
scale variation of syslog is brought out, but the three observations that have higher
values are still clearly separated, as well as the group of high values in App.
Figure 6.1  Effect of scaling on scatter plots of system and application log activities.
The data used throughout this use case are scaled using robust logarithm scaling. A
robust standard deviation and a mean calculated from the reference data set are used
for scaling the test set.
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Use case6.2.3 Model identification
The AD model is identified using the reference data. The SOM is identified using the
SOM Toolbox for MATLAB [Vesanto et al. 1999]. The code vectors are initialised
according to the first principal component. The number of map units in the SOM is
selected as N/5, where N is the number of observations. In this case N=840, yielding
168 map units.
Quantisation errors can be used as a simple global AD method. The assumption that
five per cent of the data is anomalous gives a global anomaly threshold of 1.84. A his-
togram of the quantisation errors of the reference data and the anomaly threshold are
presented in Figure 6.2. This model is used as a global SOM method in the compari-
son later in this chapter. 
Figure 6.2  Histogram of the quantisation errors of the reference data.
In the local AD method, the map units that do not have a specified number of hits (ob-
servations having the unit as their BMU) are ignored. In this case, a minimum of three
hits is required. After excluding nodes with less than three hits, the SOM ends up with
132 nodes. 
The next step is to form the reference groups by clustering the code vectors of the re-
maining map units. Any clustering method is applicable. Hierarchical clustering with
Ward linkage is selected in this case [Johnson & Wichern 1998, Ward 1963]. The
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Local anomalies in network managementBouldin 1979]. In this case, the number of clusters was limited to between three and
ten, and the minimum index was achieved with seven clusters. The clusters are re-
ferred to as reference groups.
6.2.4 Offline usage: analysing the reference data
Analysing the reference data serves two purposes. It provides information about the
normal behaviour of the system. The second purpose is to verify the model. A net-
work expert should verify that the RGs and the anomalies detected from the reference
data are meaningful. Firstly, this section presents examples of analysing the identified
normal states according to three levels of detail, followed by examples of the anoma-
lies in the reference data.
Normal states in the reference data
The centres (mean values of the variables) of the RGs provide a very condensed pres-
entation of the main characteristics of the groups, as shown in Figure 6.3. The number
of observations assigned to each RG are shown below the number of the group.
Figure 6.3  Centres of the Reference Groups.
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Use caseEach RG has distinct characteristics, indicating that the number of groups is not too
high. The reference groups 1 and 2 are small with only eight and 18 observations as-
signed to them. RG 6 is also relatively small with 36 observations. A high value of
Login is the main characteristic in both RG1 and RG2. They differ on the levels of
SysLog, Auth and App, all of which are above average in RG 1, but below average in
RG2. Groups 4, 6 and 7 are the largest and have a low value of SysLog in common,
but levels of Auth and RComm separate them. 
The second, more detailed presentation of the normal states is provided by box plots,
which are able to visualise variation within the RGs. Separate box plots of the code
vectors of the SOM for all seven RGs are collected in Figure 6.4. The numbers of map
units in each RG are given in parentheses in the titles.
Figure 6.4  Box plots of the SOM code vectors in the reference groups.
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Local anomalies in network managementThe medians of the code vectors, highlighted with circles, are very close to the mean
values of the data, shown in Figure 6.3. RGs 1 and 2 are represented by only 2 and 3
map units and have only minor variation within the groups. The highest variations are
introduced by RSess in RG 4, Auth in RG 5 and RComm in RG 7. In addition, one
map unit in RG 7 has a distinctively high value of RSess. All map units have at least
three hits from the data, as specified in the identification.
The topology of the SOM is used in the third visualisation, providing the most de-
tailed view of the normal states. One of the advantages of one-dimensional SOM
compared to the more popular two-dimensional SOM is its more compact visualis-
ation [Kumpulainen & Hätönen 2012]. Two-dimensional component planes are re-
placed by component lines which can be show in one plot, as presented in Figure 6.5.
The horizontal axis covers the map units from one to 168, as presented in the synthetic
example. The vertical lines are the borders of the RGs.
Figure 6.5  Component lines of the one-dimensional SOM.
In addition to the variation within the groups, the component lines show the combi-
nations of the variables in each map unit. The low values of RSess in RG 4 occur to-
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Use casegether with the high values of Cron. The single high value of Auth in RG 5 presents
a state where all other variables are very close to the mean value.
Anomalies in the reference data
The anomaly threshold for each reference group was determined as the 95th percen-
tile of the quantisation errors in each group. The histograms of the quantisation errors
in the reference groups (RG) are presented in Figure 6.6. The number of observations
assigned to the groups is given by the label on the vertical axis, and the group specific
local thresholds are depicted by vertical lines. 
Figure 6.6  Histograms of the quantisation errors of each reference group.
The small groups 1 and 2 represent process states that do not occur very often, yet too
often to be considered as anomalies. However, this local anomaly detection method
gives an indication of anomalous behaviour in the form of a small reference group.
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Local anomalies in network managementThese groups can represent a rare, possibly acceptable or even desirable behaviour in
the process to learn about, or they could be caused by a sustained malfunction that re-
quires immediate attention. In either case, they should be studied further by network
experts.
A time series plot is a very common type of visualisation. One day of the reference
data set is presented in Figure 6.7. The detected anomalies are highlighted with ver-
tical lines and the associated RG for each observation is marked.
Figure 6.7  Time series plot of one day. Detected anomalies are marked by vertical
lines and the reference groups by marker types.
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Use caseAll the observations of that day are assigned to RGs 5, 6 and 7. Anomalies are detect-
ed at three consecutive time instances starting at noon. All three anomalies are as-
signed to RG 7. The contributions of the variables can be assessed by the SOM error,
which is the difference between the observation and the code vector of its BMU. The
contributions are presented in the following table. High values of Auth and RComm
combined with low values of Cron are common to all anomalies. In addition, the one
at 13:00 has high values of SysLog and RSess. The contributions are not related to the
global values of the variables, but to the nearest local normal state in the correspond-
ing RG.  
6.2.5 Online usage: analysing new data
The test data set is from a period of one week (168 observations) following the refer-
ence set. The test set is logarithmically scaled using the robust standard deviation and
mean values that were calculated from the reference data. The BMUs are searched for
the observations, and the RG of the BMU is assigned to each observation. The quan-
tisation error of each new observation is compared to the local threshold in the as-
signed RG. If the QE exceeds the threshold, the observation is considered as an
anomaly.
The QEs of the test set are presented as a dotted time series in Figure 6.8. The local
anomaly threshold for each observation is depicted by a solid line. The anomalies are
highlighted by circles. The global anomaly threshold (see Figure 6.2) is given as a
dotted line. The SOM is the same in both local and global detection, except that in the
local SOM the map units with less than three hits are removed. Therefore, the QEs of
the local model are mostly equal to the ones in the global model, but are higher for
those few observations that initially had one of the removed map units as their BMU.
Table 6.1 Contributions of the variables to the anomalies.
Time SysLog Auth App Cron Login RSess RComm
12:00 -0.16 3.10 0.06 -1.48 -0.66 0.62 3.55
13:00 2.08 1.25 0.31 -1.41 -0.66 1.04 2.46
14:00 -0.64 2.53 -0.15 -1.48 -0.47 0.19 1.18- 105 -
Local anomalies in network managementFigure 6.8  Quantisation errors and detected anomalies in the test data.
The distinct shift of the QE level on the third day at 9:00 am indicates a change in the
behaviour of the process. 
The local thresholds are exceeded by 73 of the observations after the third day, result-
ing in over 42% of the test set observations being detected as local anomalies. There
are two possible reasons for such a high anomaly percentage. Either the behaviour of
the system has changed significantly or the local AD model produces false positive
detections. Only 17 observations have QEs that exceed the global threshold and are
detected as global anomalies, and only five of them occur before the seventh day. 
The contributions of the variables on the anomalies can be analysed to verify the ori-
gin of the anomalies. A box plot of the contributions in all 73 test set anomalies is pre-
sented in Figure 6.9 (left). A low value of Cron is the main cause of the anomalies.
The histograms of Cron values in both the test set anomalies and the reference data
are depicted in Figure 6.9 (right). 
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Use caseThe Cron values of the anomalies are on the lower end but not uncommonly low glob-
ally. Thus the reason for the detection of the anomalies is a local combination of the
variables.
Figure 6.9  Contributions of the variables on the anomalies in the test set (left). His-
tograms of Cron in the reference data and in the test set anomalies (right).
Examining the time series of both reference and test data sets together reveals the
main reasons behind the test set anomalies. At the end of the test date, the low Cron
level occurs simultaneously, with a combination of other variables that has not been
present earlier. 
The most distinct factor is in Auth, as depicted in Figure 6.10. The reference and test
periods are separated by a vertical grey line. Low Cron values occur during the third
week in the reference period. At that time Auth values stay at higher level than in the
rest of the measurement period, including the test set. During the third day of the test
set the system enters a previously unseen state. The local anomalies in the test set are
not false positives, but instead provide an early indication of this novel state of the
system.
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Local anomalies in network managementFigure 6.10  Time series of Authentication and Cron activities.
6.3 Comparisons with other methods
For comparison, anomalies are detected from the same data sets with four other AD
methods. The numbers of resulting anomalies are compared to those provided by the
local SOM and clustering based method presented above, which is referred to as L-
SOM-C. The methods in the comparison are listed below.
• SOM with global threshold (G-SOM)
• Two Layer Clustering (2-LC)
• Gaussian Mixture Model (GMM)
• One-Class Support Vector Machine (OC-SVM)
The details of these methods are presented with the synthetic example in Chapter 4.4.
In this comparison the methods are parametrised to resemble the parameters of L-
SOM-C when possible. The anomaly threshold is set so that five per cent of the ref-
erence data is assumed as anomalous in all the methods.
The SOM in G-SOM is equal to the one used L-SOM-C but including all the map
units, whereas in L-SOM-C the map units with fewer than three hits are excluded. The
SOM has 163 map units, and a 95 percentile of the QEs is used as the global threshold.
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Comparisons with other methodsHierarchical clustering with Ward linkage is used in both phases of 2-LC. The clusters
in the first phase are treated in a same way as the map units in the L-SOM-C. The
number of clusters in the first phase is 163, equal to the number of map units in both
SOM methods. The clusters that are assigned fewer than three observations are ex-
cluded, leaving 97 clusters. The observations are reassigned to the remaining clusters.
The second phase is similar to the identification of the reference groups in L-SOM-C.
The centres of the first phase clusters are further clustered. The number of clusters is
selected from the range of three to ten. The minimum Davies–Bouldin index is
achieved at nine clusters. The Euclidean distances from the nearest first phase cluster
are calculated for each observation. A 95 percentile of the distances is selected sepa-
rately for each second phase cluster, yielding nine local anomaly thresholds. 
The GMM is identified using regularisation coefficient 10-6, which provides reason-
able convergence in 100 iterations. The number of components is selected from a
range of between three and ten. The model identification is repeated five times for
each number of components, starting from random initial values, and the one with the
minimum log likelihood is selected. The model with ten components has the mini-
mum AIC and is selected. The anomaly threshold is identified by generating a sample
of 5*106 random observations according to the distribution identified, and by select-
ing the value of the PDF that includes 95% of the sample. 
OC-SVM is identified using LIBSVM software [Chang & Lin 2001]. An RBF kernel
is used, and is set asthe inverse of the number of variables, which is the default value
in LIBSVM, in this case .
All the AD models are identified, using the five week reference data set which is
scaled as described in section 6.2.2. Anomalies are detected from both the reference
and test data sets. The numbers of the detected anomalies are compared to the ones
produced by L-SOM-C. The results are collected in Table 6.2. The total number of- 109 -
Local anomalies in network managementdetected anomalies is given for each of the methods. Columns titled “Common with
L-SOM-C” report the number of anomalies that are also detected by L-SOM-C.   
The number of reference set anomalies that are common with L-SOM-C is surprising-
ly low for all the methods. G-SOM is the only one that detects more than half of the
anomalies detected by L-SOM-C.
The total number of test anomalies detected by 2-LC is nine, 5.4% of the test set,
which is very close to that specified for the reference set. Seven of them are also de-
tected by L-SOM-C. GMM detects only three anomalies in the test data. OC-SVM de-
tects 94 anomalies in the test set, which is the highest number of all the methods. This
set includes all but one of the anomalies detected by L-SOM-C.
According to this test, L-SOM-C and OC-SVM are the only methods that are sensitive
enough to detect the novel behaviour of the system in the test period. 2-LC and GMM
detect only the most extreme anomalies, while G-SOM detects more of the novelty.
However, as was seen in Figure 6.8, most of the detections by G-SOM are concen-
trated into the very end of the test period. In hourly or even daily monitoring, this will
indicate novel behaviour later than L-SOM-C or OC-SVM.
6.4 Parameter sensitivity
The sensitivity to the parameters of the methods is investigated by comparing the
anomalies detected in the test data when the parameters are varied. This test is per-
Table 6.2Numbers of anomalies detected by the methods in the comparison. 
Anomalies in the reference set Anomalies in the test set
Total Common with L-SOM-C Total
Common with 
L-SOM-C
L-SOM-C 43 43 73 73
G-SOM 42 24 17 14
2-LC 41 15 9 7
GMM 40 12 3 3
OC-SVM 48 16 94 72- 110 -
Parameter sensitivityformed on L-SOM-C, 2-LC, GMM and OC-SVM with nine sets of parameters in each
method. 
L-SOM-C is tested with three numbers of map units: N/6, N/5 and N/4, where N is
the number of observations in the reference data. Three numbers of reference groups
are also used: 7, 10 and 15. All combinations of these yield the nine test cases. The
same numbers are used as the numbers of clusters in the first and second phases (P1
and p2) of 2-LC. The same numbers of the reference groups are used for the numbers
of components in GMM. The second varied parameter in GMM is the regularisation
coefficient, which is given values 10-6, 10-5 and 10-4, giving a total of nine combina-
tions. OC-SVM is tested with nine values of the  parameter in the RBF kernel. All
parameter combinations can be seen in Figure 6.11.
The identification and detection procedure as described in 6.3 is repeated with each
parameter combination for all the methods. The anomalies detected in the test data are
presented in Figure 6.11. Time on the horizontal axis covers the seven days, with 24
hourly observations per day. Nine rows per method present the parameter combina-
tions. The anomalies detected by a method are marked as black blocks at the corre-
sponding time instant.- 111 -
Local anomalies in network managementFigure 6.11  Detected anomalies in the test data marked as black blocks.
Altering the parameters affects the anomaly detection of all the methods. The behav-
iour of L-SOM-C is the most robust of these methods. The major effect is that fewer
anomalies are detected with parameter combinations {N/6, 7} and {N/4, 10}. The
same effect is present to a lower degree with {N/5, 7}. 
The most significant changes occur for 2-LC and GMM. Increasing the number of
clusters in the second phase of 2-LC to 15 makes it more sensitive. With those com-
binations its detection is similar to that of L-SOM-C. GMM detects only a few anom-
alies with any parameter combination. Yet many anomalies are detected with only one
parameter combination. One observation, on the seventh day at 21:00, is detected with
all combinations. On the other hand, this observation is not detected by 2-LC at all,
and with only one parameter combination by L-SOM-C.
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DiscussionThe number of anomalies detected by OC-SVM increases consistently with an in-
crease of . At higher values of  it also detects anomalies during the first two days,
where other methods do not detect any anomalies (except for two detected by GMM).
With the value of  = 1/2, the OC-SVM detects 116 anomalies, which is 69% of the
test data and 138 anomalies; 82% with the highest value  = 5.
6.5 Discussion
This chapter has presented an example of the detection of anomalies in server log da-
ta. An application specific robust logarithm method was used to scale the data. Log-
arithm levels the distributions of the counter type variables. Furthermore, robust
estimates of the mean and the standard deviation, ignoring the upper tail and zeros,
makes the scaling insensitive to the outliers and only takes into account the data with
some activity. The robust logarithm scaling was compared to conventional normali-
sation, which is most often accepted without justification. Visual inspection of the
scaled data shows that the robust logarithm scaling is less sensitive to the outliers and
better reveals the inherent structure of the data, and thus the robust logarithm scaling
is preferred.
A novel local anomaly detection procedure which is based on SOM and clustering,
referred to as L-SOM-C, was applied, simulating the offline and online phases. The
selection of the number of clusters was based on the minimum Davies–Bouldin index.
One-dimensional SOM and the results of clustering, the reference groups, provide us-
ers with complementary and meaningful insights into the original data. The quantisa-
tion error of the SOM provides the required ranking of the anomalies as well as the
contributions of the variable, revealing the sources of the anomalous observations.
The anomalies detected in the online phase were analysed to verify the performance
of the L-SOM-C method. The method is able to detect meaningful and interesting
novel behaviour of the system at an early stage. Four other methods were applied in
the online phase for comparison: G-SOM (based on a global SOM), 2-L-C (based on
two layers of clustering), as well as GMM and OC-SVM as more conventional refer-
ence methods. OC-SVM was the only one that was able to detect the novel behaviour- 113 -
Local anomalies in network managementas early as L-SOM-C. The other methods detected only a fraction of the novelties in
the test data.
The sensitivity to parameter changes was tested for four methods: L-SOM-C, 2-L-C,
GMM and OC-SVM. Each method was trained using the reference data with nine sets
of parameter values. The anomalies detected from the test data were analysed. GMM
was able to detect only very few anomalies with any parameter set. The detection rate
of OC-SVM changed a lot with its only parameter, with all the higher values resulting
in the detection of all the observations after the first two days as anomalies. The per-
formance of 2-L-C was highly dependent on the parameters. The highest number of
clusters in the second layer provided similar results to those of L-SOM-C. All other
parameter combinations provided only a few detections. Clearly, the most robust
method was L-SOM-C, which performed rather consistently with all the parameter
combinations in the test. 
According to these comparisons, L-SOM-C, developed in this work, is the one that
can be easily applied to other application areas. It is most likely to provide useful re-
sults without laborious identification and fine tuning of the parameters of the method.- 114 -
Chapter 7: Daily traffic patterns
This chapter presents two use cases of applying anomaly detection in daily traffic data
from BTS (see Figure 2.1 for an example). In the first case anomaly detection is uti-
lised in compression of cyclic time series data. The second case presents exploratory
analysis of the distribution of daily traffic patterns within a weekly cycle. Both cases
apply clustering and anomaly detection methods.
7.1 Objectives
Mobile networks are monitored using data collected from the network elements
(NEs). Data collection processes count all the operations the NEs execute to establish
data or voice connections. Such operations include voice connection, data context res-
ervation attempts, handovers and connection shutdowns. The NEs also monitor and
record the validity of connections by recording detected error rates, signal strengths
and other physical quantities that describe connection quality. Each network element
produces a time series of values for each observed indicator.
Traffic delivered through the cells is one of the most significant indicators of mobile
network performance. Each cell resides in a unique physical and geographical envi-
ronment and usage varies according to the rhythm of life of the surrounding society
[Khedher et al. 2002]. Variations in traffic include daily, weekly, and yearly cycles.
The shortest of these cycles is daily traffic, which depends on the location of the cell
and the behaviour of subscribers that are connected to it. In addition to the total vol-
ume of traffic, finer details of how traffic is distributed during a day, daily patterns,
are of great importance. Recognising the behaviour of subscribers helps the operator
in managing and developing the services they offer. Valuable information for those
purposes can be revealed by analysing the daily traffic patterns which result from the
usage habits of subscribers.- 115 -
Daily traffic patternsThe two use cases in this chapter present distinct objectives and applications but share
the same data, consisting of daily traffic patterns collected from cells in a commercial
mobile network.
The databases of mobile telecommunication operators typically contain hundreds of
variables that contain strong cycles. The best known and most important one is the
amount of traffic. The objective in the first use case is to reduce storage space needed
for data of variables containing strong periodical cycles. The compression has to re-
tain easy access to the data with minimal computational load. The method for com-
pression of cyclic time series data has been published in Kumpulainen & Hätönen
[2008b].
Daily traffic patterns have often been observed to depend on the day of the week. On
the other hand, some cells provide similar patterns regardless of the day of the week.
The objective of the second use case is to analyse and visualise the characteristic daily
traffic patterns, as well as to detect anomalies that deviate from the normal behaviour.
Part of this study has been published in Kumpulainen & Hätönen [2012].
7.2 Use cases
Both use cases are based on the same data set, which is scaled and preprocessed as
described in section 7.3. The procedures for the two use cases are described below.
7.2.1 Data compression
Data compression in this use case is achieved by representing the daily traffic with a
limited number of prototype patterns. The prototypes are identified from historical
data that contains the shape of each daily traffic series. In this use case the sampling
rate is one hour. The absolute amount of traffic is eliminated by dividing each daily
series with its mean value. Instead of 24 hourly values per day for each BTS, only the
daily mean traffic and reference to the corresponding prototype need to be stored. In
addition, the prototype patterns are stored, but the number of the prototypes is signif-
icantly lower than the number of the daily time series patterns to be stored.- 116 -
Use casesThis is a lossy compression method. Error is reduced by storing separately those sin-
gle hourly observations that differ significantly from all the prototypes, the anoma-
lies. The mean traffic is used to form dynamic, traffic dependent thresholds for
anomaly detection. This allows more deviation (in the scaled space) from the proto-
type at low traffic, and tighter thresholds where the traffic is high.
The procedure can be divided into three phases. The compression model is identified
from historical data. This includes identifying the prototypes and anomaly thresholds.
The second phase is compression, either the offline compression of an existing data-
base, or online compression integrated in the collection of new data. Uncompressing
the stored data is the third step. The steps in each phase are listed below.
Identification of the compression model.
1. Preprocess (scale and remove the most obvious anomalies).
2. Identify traffic pattern prototypes by clustering.
3. Calculate the hourly standard deviations within each cluster.
The compression model consists of the prototypes and the corresponding standard de-
viations. The compression model itself requires storage space for P*2*24 values
where P is the selected number of prototypes.
Compression and storage.
1. Scale by the daily mean.
2. Find the id of the best matching prototype.
3. Calculate the traffic dependent anomaly threshold.
4. Store the daily mean, the prototype id and possible anomalies.
Uncompression.
1. Retrieve the daily mean, the prototype id and anomalies from the database.
2. Retrieve the prototype pattern from the model and scale by the daily mean.
3. Insert possible anomalies separately.
The details of each step and the results are presented in 7.4.- 117 -
Daily traffic patterns7.2.2 Exploratory analysis of daily behaviour
SOM and clustering are utilised in analysing daily patterns. They are efficient tools in
summarising and visualising the characteristics of data. Even though there are no
well-separated distinct clusters present in these data, users appreciate the overview of
the data provided by SOM and clustering. One-dimensional SOM is used in this anal-
ysis. It is very efficient in visualising data where the variables are not independent but
form a pattern, a daily traffic pattern in this case [Kumpulainen & Hätönen 2012].
1. Preprocess (scale and remove the most obvious anomalies).
2. Identify one-dimensional SOM for visualisation.
3. Cluster the SOM code vectors.
4. Visualise the weekly variation on the SOM.
5. Detect anomalies and their distribution during the days of the week.
The details of each step and the results are presented in 7.5.
7.3 Daily pattern data and preprocessing
The data set in these use cases consists of the volume of voice calls in the cells of a
commercial mobile network. The traffic volume time series of each cell are ordered
into daily patterns, sampled once per hour. The row vectors of patterns are concate-
nated vertically to form a data matrix X that has 24 columns. Each row xi   presents a
daily pattern of one cell on one day , where sub-
scripts denote a cell C and date D. The number of rows in a full data matrix with no
missing values would equal the number of days in the measurement period multiplied
by the number of network elements. In real life some rows will be missing.
The data set in this study consists of 100 cells and a measurement period of six weeks.
Some values are missing from the database, resulting in a total of 3919 daily patterns
in the data set. Due to large number of missing values at midnight, only the hourly
traffic from 1 am to 11 pm is included in the analysis.
xi xC D 1  xC D 2   xC D 24 =- 118 -
Daily pattern data and preprocessingThe one week of traffic of two cells is exemplified in Figure 7.1. The grid lines are at
midnight. Traffic is heaviest during the daytime, and there is a section of nearly no
traffic every night in both cells. The traffic of one week in these cells presents a wide
variety of shapes in daily patterns. The patterns in the two cells have similar shapes
on some days, for example on Friday. The total traffic through cell B is significantly
higher than through cell A, which makes direct comparison of the shapes cumber-
some. 
Figure 7.1  Traffic patterns of two cells during one week. The grid lines are located
at midnight.
7.3.1 Scaling
Meaningful comparison of the patterns requires that the effect of the average volume
of the traffic is removed. Dividing each row of the data matrix by the mean value
scales the patterns so that the shapes are comparable. Thus the scaled daily traffic pat-
tern pC,D is 
(7.1) ,
where C,D is the mean of the traffic through cell C = 1100 on day D = 142.
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Daily traffic patternsThe shapes of the scaled patterns can be compared visually and by similarity metrics.
Two days from Figure 7.1 are presented as examples of scaled daily patterns in
Figure 7.2. Visual inspection suggests that the patterns of these two cells differ more
on Wednesday but are more similar on Friday. This is confirmed by similarity meas-
ures. For example, the city block distance (Eq. 5.3) between the patterns is 3.41 on
Wednesday and 2.75 on Friday.
Figure 7.2  Scaled daily traffic patterns of two cells.
7.3.2 Cleaning by removing the most obvious anomalies
The objectives in these use cases include representing and analysing the most com-
mon patterns. Therefore the most obvious anomalies which may affect the identifica-
tion of normal behaviour are first removed. The simplest method is to detect the daily
patterns that have the largest Euclidean distance from the mean value in the multivar-
iate space, as described in Section 3.4.2. A clustering based method provides addi-
tional information about the anomalies. This method is based on the assumption that
small clusters, those with only few observations, consist of anomalies [Gupta et al.
2013]. The results of these methods are compared in the following. 
The clustering based method relies on the assumption that normal observations out-
number anomalies. When the data set is clustered, all clusters that contain only a few
3 6 9 12 15 18 21
0
0.5
1
1.5
2
2.5
Wednesday
Hour of the day
Sc
al
ed
 T
ra
ffi
c
 
 
3 6 9 12 15 18 21
0
0.5
1
1.5
2
2.5
Friday
Hour of the day
 
 
Cell A
Cell B
Cell A
Cell B- 120 -
Daily pattern data and preprocessingobservations can be considered as anomalies. This requires that the number of clusters
is sufficiently high. An unambiguous rationale for the number of clusters does not ex-
ist. Hierarchical clustering and Ward linkage are used in this case to form 80 clusters.
If the observations of this data set were evenly distributed into the clusters, there
would be 48 observations in each cluster. Another subjective selection is the number
of observations required in a normal cluster. In this case, the clusters that have less
than ten observations are considered anomalies, and the observations assigned to
those clusters are removed.
The clustering results in 15 anomaly clusters, containing a total of 54 observations.
For comparison purposes, the same number of anomalies are selected with the dis-
tance based method, and 54 observations that have the highest distance from the mean
pattern are identified. 
Traffic patterns in two anomaly clusters are presented in Figure 7.3. All these patterns
are included in the distance based anomalies. The main advantage of the clustering
method is that it groups the similar rare observations, which helps in verifying and
analysing the anomalies. 
Figure 7.3  Examples of anomalous traffic patterns that were detected with both the
cluster and distance based methods.
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Daily traffic patternsCluster 1 contains six daily patterns, which represent relatively constant traffic
throughout the day. Four of them have an additional peak at 03:00. All these daily pat-
terns represent the Sundays of one single cell. Such patterns seem to be normal in that
specific cell, but not present elsewhere in the network. 
Cluster 2 contains five patterns with a zero traffic from 11:00 to 14:00. All the patterns
are from distinct cells and four of them are from one day. This suggests that there has
been a malfunction in a part of the network. Either those cells have been shut down
simultaneously or the collection of data has failed. Experts with knowledge of the net-
work topology will be able to track the problems.
Two more clusters of anomalies are presented in Figure 7.4. The distance based meth-
od detected none of the six patterns in cluster 3 and only one of the seven patterns in
cluster 4, the one marked with circles. 
Figure 7.4  Examples of anomalous traffic patterns that were detected with the cluster
based method, only one of which was detected with the distance based method.
The six patterns in cluster 3 are from three cells, two patterns from each. A peak of
high traffic at 20:00 and a lower peak at 10:00 are common features in this cluster.
The most distinguishable feature in cluster 4 is the peak at 03:00. 
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Application of data compressionThe patterns detected as anomalies by the clustering method are removed from the
data set. The rest of this chapter uses the cleaned data set with the remaining 3865 pat-
terns.
7.4 Application of data compression
This section presents the use case of compressing cyclic data. Compression is based
on replacing the daily traffic pattern by a reference to a prototype pattern, detecting
individual anomalous time instances within the patterns, and storing them separately. 
7.4.1 Identification of the compression model
The compression model consists of the prototypes and the corresponding standard de-
viations that have to be identified. 
The first step after preprocessing is to cluster the data set. The cluster centres are the
prototype patterns which represent the main characteristics of the data. The clustering
method, as well as the number of clusters, can be freely selected. Examples of proto-
type patterns are presented in Figure 7.5. These prototypes are the results of cluster-
ing the data with hierarchical clustering and Ward linkage into ten clusters.- 123 -
Daily traffic patternsFigure 7.5  Ten prototypes represent distinct shapes of daily patterns. 
The second step in the compression model identification is to calculate the standard
deviations that are used in the detection of the anomalies to be stored separately. The
standard deviations are calculated separately at each hour of the day within each clus-
ter. 
In this use case midnight was omitted from the data set. Thus, when the selected num-
ber of prototypes is P, the compression model consists of P*23 values for both the
prototypes and the standard deviations, requiring a total of 2*P*23 values to be saved
as the model.
7.4.2 Compression and storage
The first step in compressing a time series of daily traffic is to calculate its mean. The
scaled traffic pattern is calculated by dividing the traffic with the mean as presented
in Eq. 7.1. 
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Application of data compressionThe second step is to find the best matching prototype pattern. The Euclidean distanc-
es between the scaled pattern and the prototypes are calculated. The prototype that
provides minimum distance is selected to represent that traffic pattern. The id of the
best matching prototype is stored, requiring only one integer value in the data base. 
If a single value of a traffic pattern at any individual time instance deviates from the
prototype by more than a specified threshold, that value is considered as an anomaly,
and the original unscaled value is stored separately. The cluster specific standard de-
viations are used to calculate the threshold for anomaly detection. The threshold at a
time instant h = 123 is a product of a coverage factor k and the standard deviation
P(h) within the cluster of the associated prototype. Thus the values of a pattern p(h)
are considered normal if they are within the following range:
(7.2) .
The mean P(h) is the value of the corresponding prototype. For normal distribution,
coverage factor k = 1.96 results in the detection of five per cent of the data as anom-
alies. This yields one set of thresholds for each prototype cluster. In this use case these
are called constant thresholds. The coverage factor k is a selectable parameter, and its
effect on the compression ratio and introduced compression error are presented later
in this Chapter.
The total volume of traffic is taken into account by dynamic anomaly thresholds. The
objective is to allow more deviations from the prototype at low traffic and to require
tighter thresholds where the traffic is high. Assuming that the individual calls are in-
dependent, the number of calls within a time interval, one hour in this case, follows a
Poisson distribution. The standard deviation of a Poisson distributed variable is equal
to the square root of the mean. This is utilised to scale the thresholds in the scaled
space. Additional scaling by cluster mean provides individual thresholds for each pro-
totype. The dynamic threshold dC,D(h) is calculated at each time instant h of the day
for each pattern pC,D recorded from cell C on day D as follows:
P h  kP h – p h  P h  kP h + - 125 -
Daily traffic patterns(7.3) .
The selected coverage factor k is equal to the one in the constant threshold in Eq. 7.2
and c(h) is the hourly standard deviation of the patterns associated into the same
cluster as the pattern pC,Dc. The denominator is the square root of the ratio of the mean
traffic of the pattern pC,D at hand, C,D used in Eq. 7.1, and p, the mean traffic of all
the data associated into the same cluster as the pattern pC,D. 
When the daily mean equals the mean of the cluster, C,D = p, the dynamic threshold
reduces to the constant threshold. During lower traffic, when C,D < p, the denomi-
nator in Eq. 7.3 is smaller than one, the result is a wider range in dynamic thresholds.
On the other hand, during higher traffic, when C,D > p, the dynamic thresholds will
allow less variation from the prototype.
The differences between the constant and dynamic thresholds are exemplified in
Figure 7.6. The coverage factor is k = 1 in both thresholds. The left side presents an
example of a pattern that has low total traffic on this day. The constant thresholds are
exceeded in 15 time instances of the 23, thus requiring those values to be stored sep-
arately in the database. Only one value at 23:00 exceeds the dynamic thresholds.
The pattern on the right side has significantly higher mean traffic than the mean in the
cluster it is associated with. Therefore the dynamic thresholds are closer to the proto-
type than the constant thresholds. No anomalies are detected if the constant thresholds
are used. The dynamic thresholds are exceeded in five time instances. 
d C D h 
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Application of data compressionFigure 7.6  Two scaled traffic patterns and corresponding thresholds. Dynamic
thresholds allow more variability for low traffic patterns.
Another view of the constant and dynamic thresholds with k = 1 is depicted in
Figure 7.7. It presents a scatter plot with a mean traffic C,D of a daily pattern on the
horizontal axis and scaled value at noon on the vertical axis. The grey solid line pre-
sents the value of the prototype at noon. The grey dashed lines are the constant thresh-
olds. They have constant value within a cluster, regardless of the total traffic; thus
they form straight lines. The dynamic thresholds, black dotted curves, allow more var-
iation during low traffic but less when the mean daily traffic is high. 
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Daily traffic patternsFigure 7.7  Scaled traffic at noon as a function of daily mean of traffic.
7.4.3 Uncompression
Uncompressing the stored data is straightforward. For cell C at date D the data base
contains the mean traffic C,D, the id of the prototype pattern, and the anomalies if
there were any. The associated prototype pattern, specified by the stored id, is scaled
back to the original scale by multiplying by the stored mean traffic. Finally, if any sep-
arately stored anomalies were included, they are inserted, replacing the values of the
scaled prototype. The anomalies are stored as original unscaled values and therefore
require no scaling.
7.4.4 Parameter sensitivity
This data compression method has two parameters that have to be selected: the num-
ber of clusters and thereafter the prototype patterns and the coverage factor k in the
anomaly detection step. The values of these parameters affect the compression ratio
and the error introduced in the uncompression.
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Application of data compressionFirst, the effect of the number of prototypes, from one up to 50, is studied with the
coverage factor k = 1. The results are presented in Figure 7.8. The space required to
store the prototype pattern with corresponding standard deviations has been taken into
account when calculating the compression ratios.
Figure 7.8  Increasing the number of prototype patterns reduces the compression ra-
tio. Dynamic threshold provides better compression than constant threshold.
The best compression ratio is achieved with a low number of prototypes. As the num-
ber of prototypes is increased, the compression ratio decreases in a constant slope.
The dynamic thresholds provide a higher compression ratio with a margin of about
six per cent throughout the whole range of the number of prototypes.
The average error is represented in the actual units calls/h. The error decreases rapidly
when the number of prototypes is increased from one. The dynamic threshold pro-
vides lower error. The difference reduces at the higher number of prototypes. 
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Daily traffic patternsThe effects of the coverage factor k on the compression ratio and error are presented
in Figure 7.9. The number of prototypes is 10 and the k ranges from 0.5 up to 3.0.
Figure 7.9  Increasing the coverage factor increases the compression ratio. Dynamic
threshold provides better compression than constant threshold, in particular at lower
values of the coverage factor.
Both the compression ratio and error rise with increasing k. The increase is non-linear
in both. The compression ratio starts at around 40% at k = 0.5 and levels out to 90%
at k = 2. The dynamic thresholds provide higher compression, but the difference is
hardly noticeable above k = 2. The dynamic threshold produces lower error at all val-
ues of k, but the difference reduces at higher values.
The effect of both parameters is combined in Figure 7.10. The compression ratio is
presented as the required storage space as a percentage of the uncompressed data on
the vertical axis. The error is on the horizontal axis, thus, the optimal selection of the
parameters would be located in the lower left corner of the figure. The number of pro-
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Exploratory analysis of daily behaviourtotypes covers a range from one to 100 at 11 values of the coverage factor k. Each k
is presented as a line, colour coded by the number of the prototypes.
Judging from the figure, the Pareto optimal state is achieved at between 20 and 30 pro-
totypes. Fewer than ten or more than 50 prototypes is never Pareto optimal. 
Figure 7.10  Optimal number of prototypes seems to be between 20 and 30.
7.5 Exploratory analysis of daily behaviour
This section presents exploratory analysis of the daily patterns. First, the common be-
haviour is visualised by one-dimensional SOM and clustering. Three anomaly detec-
tion methods are then applied and the characteristics of the detected anomalies are
visualised in a one-dimensional SOM. 
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Daily traffic patterns7.5.1 Visualisation of the main characteristics
A one-dimensional SOM allows more compact visualisation than a two-dimensional
map [Kumpulainen & Hätönen 2012]. All two-dimensional planes for visualisation
can be replaced by line plots. The 23 dimensional code vectors that represent the daily
patterns can be combined into one map that presents the typical patterns. This is an
advantage, in particular in this application where the variables are not independent but
form a pattern. The topology preservation feature of the SOM ensures that the code
vectors of the adjacent units are similar, resulting in a smooth map of prototype pat-
terns.
The component planes of a one-dimensional SOM trained with the daily pattern data
are depicted at the top of Figure 7.11. The darker grey scale represents higher traffic.
The SOM has 55 nodes, which minimises the topographic error given in Eq. 4.3. 
Both a U-matrix and a hit histogram of a one-dimensional SOM are presented as sin-
gle lines at the bottom of Figure 7.11. U-matrix values are Euclidean distances be-
tween the code vectors of the adjacent map units. The hit histogram line shows the
number of data points that hit each map unit. Map units surrounded by high U-matrix
values denote that their code vectors are further apart in the data space, representing
a sparse part of the space. Such units typically have a relatively small number of hits
Therefore the U-matrix resembles a mirror image of the hit histogram.- 132 -
Exploratory analysis of daily behaviourFigure 7.11  Clustered component plane of one-dimensional SOM (top) with U-ma-
trix and hit histogram (bottom).
Clustering the code vectors of the SOM is a common procedure to further summarise
the information identified in the trained SOM [Vesanto & Alhoniemi 2000, Laiho et
al. 2005]. Here the code vectors of the one-dimensional SOM are clustered by hierar-
chical clustering with Ward linkage into 8 clusters, which is a subjective selection af-
ter the evaluation of several clusterings. A higher number of clusters yields an
unnecessary splitting of clusters, whereas fewer clusters combine clusters into larger
and less informative ones. The clusters are referred to as SOM clusters C1 to C8. As
the U-matrix values show, cluster C5 is well separated from both C4 and C6. Transi-
tions between other clusters are not as clearly separated. However, each of the SOM
clusters have their own characteristics. Clusters C3 and C8 present patterns that have
one high traffic peak during a day but at a separate time of the day. Clusters C1 and
C7 present patterns that have two peaks, although C1 also contains behaviour where
the two peaks merge into one, covering a longer period in the afternoon (map units
from one to five). Clusters C2 and C5 present patterns with relatively constant traffic
from 9:00 until midnight and C5 covers significant amount of traffic after midnight.
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Daily traffic patternsA one-dimensional SOM enables compact visualisation of subgroups of the data set,
which supports exploration of how the traffic behaviour depends on the day of the
week. Hit histograms calculated separately for each day of the week are combined in
Figure 7.12.
Figure 7.12  Separate hit histograms for each day of the week.
The patterns of weekends are clearly separated from weekdays and are concentrated
in the map units from 35 to 55. There are only a few hits on weekdays in that area of
the map. Saturday and Sunday partly overlap. Sundays are mostly assigned to clusters
C5 and C6, whereas Saturdays are concentrated to the end of the map, in clusters C7
and C8. 
7.5.2 Behaviour profiles
This section presents how the daily behaviour can be summarised at the level of indi-
vidual cells. First, a feature vector is formed for each cell by calculating the number
of days that the cell is assigned to each of the SOM clusters. The counts are divided
by the total number of days of the cell in the data set, forming an eight-dimensional
feature vector of the proportions the cell is assigned in each SOM cluster. The features
are clustered and the cluster centres are referred to as behavioural profiles (BP). 
In this example, the BPs are constructed by hierarchical clustering with Ward linkage.
The number of BPs is a subjective selection, depending on what level of detail is pre-
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Exploratory analysis of daily behaviourferred. The resulting BPs of seven clusters are exemplified in Figure 7.13.
Figure 7.13  Behaviour profiles of the cells.
Most of the behaviour profiles are concentrated into one single SOM cluster on week-
days. The SOM clusters C5, C6, C7 and C8 cover the patterns produced during week-
ends in all cells and therefore have relatively constant proportions in the BPs. 
The two cells in BP5 present anomalous behaviour. Outside of the small proportion
in C2, they are concentrated into SOM clusters C5 and C6, which present patterns
produced on Sundays. The data set of six weeks contains four Thursdays, five Fridays
and six of all the other days of the week for both cells. Thus, regardless of the day of
the week, the behaviour of these cells is similar to the behaviour of all the other cells
on Sundays only.
BP1 which contains 14 cells is another exception. In addition to the normal weekend
clusters, it spreads across three SOM clusters. This group of 14 cells presents more
variation in its daily behaviour than all the others. 
Detailed analysis and identification of the root causes producing these findings re-
quires knowledge about the topology and geography of the network, which are only
available to the operator. 
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Daily traffic patterns7.5.3 Visualisation of anomalies
The two previous sections presented exploratory analysis and visualisation of normal,
average daily behaviour. This section presents summarising visualisations of anoma-
lies, the patterns that deviate from normal behaviour. In this example, anomalies are
detected by three methods, referred to as Local, Local k and Dynamic threshold.
The Local method is the one presented in 6.2 and is applied to server log data. In this
case, the SOM clusters C1 ... C2 are utilised as the reference groups of the method.
Five percent of the patterns with the highest quantisation errors in each SOM cluster
are regarded as anomalies.
Local k is a modification of the Local method. The quantisation errors in all SOM
clusters are made comparable by scaling them with the average quantisation errors of
the clusters. An anomality coefficient aC,D is calculated for each traffic pattern pC,D as
(7.4) ,
where QEC,D is the quantisation error of pattern pC,D, from cell C on date D and e(C,D)
is the mean of the quantisation errors in the SOM cluster (reference group) into which
the pattern pC,D is assigned. Instead of assuming an equal percentage of anomalies in
all clusters, five per cent of the highest coefficients aC,D are assumed to be anomalies.
This reduces the risk of false positives in compact clusters, and enhances the detection
of anomalies in clusters where more than the selected percentage of data deviates sig-
nificantly from the normal.
Dynamic threshold detection is based on the method presented in 7.4 and utilised in
data compression. In that example, the dynamic thresholds were used to detect indi-
vidual time instances in traffic patterns. In this use case the anomaly detection needs
to be performed on the complete 23 dimensional patterns. In this example, a traffic
pattern is assumed to be anomalous if three or more time instances (out of a total of
23) exceed the dynamic thresholds. The same SOM cluster centres as in local methods
are used as the prototype patterns; thus the number of prototypes is eight. The cover-
aC D
QEC D
e C D 
-----------------=- 136 -
Exploratory analysis of daily behaviourage factor k is set to 1.95, which results in the detection of about five per cent of the
data set as anomalies.
The numbers of the common anomalies detected by the three methods are collected
in Table 7.1. The total numbers of anomalies are on the diagonal. The local methods
detect mostly the same patterns; 151 of the anomalies detected by both. The Dynamic
threshold method detects different patterns. Only 24 patterns are in common with the
Local method, and 20 with the Local k method.   
The top row of Table 7.2 presents the distribution of patterns in the SOM clusters. C2
and C3 contain the highest proportions of data; over 41% together. The weekend clus-
ters C5, C6, C7 and C8 contain the smallest proportions of data. Nevertheless, all of
them in total contain 31.2%, which is slightly more than 2/7, the proportion of the
weekend days.
Table 7.1 The numbers of the common anomalies detected by the three methods.
Common anomalies Local Local k Dynamic threshold
Local 194 151 24
Local k 151 193 20
Dynamic threshold 24 20 192
Table 7.2 Distribution of the data and anomalies in the eight SOM clusters.
C1 C2 C3 C4 C5 C6 C7 C8
Data 488
12.6%
889
23.0%
711
18.4%
571
14.8%
365
9.4%
272
7.0%
452
11.7%
117
3.0%
Anomalies in each cluster
Local 24
5%
44
5%
36
5%
29
5%
18
5%
14
5%
23
5%
6
5%
Local k 6
1.2%
56
6.3%
23
3.2%
44
7.7%
33
9.0%
9
3.3%
20
4.4%
2
1.7%
Dynamic 
threshold
36
7.4%
51
5.7%
29
4.1%
19
3.3%
15
4.1%
20
7.4%
16
3.5%
6
5.1%- 137 -
Daily traffic patternsThe numbers and percentages of detected anomalies are collected at the bottom of
Table 7.2. The Local method detects five per cent of anomalies in all SOM clusters as
defined in the method. The distribution of the anomalies detected by the Local k meth-
od is not uniform. It detects significantly more anomalies than the Local in clusters
C4 and C5 and slightly more in C2. Correspondingly, it detects less anomalies in other
clusters. The difference is most radical in C1, where Local k detects only 1.2% of the
patterns as anomalies. The anomaly percentage in C8 is also significantly below five
per cent. The Dynamic threshold method has the highest anomaly percentages in clus-
ters C1 and C6.
The main characteristics of the anomalies detected by each method are visualised by
a one-dimensional SOM. All the patterns detected as anomalies are combined and
used to identify the SOM. The patterns that are detected by more than one method are
included in the identification data more than once. This allows them to have more
weight in identification. The combined component plane and separate hit histograms
for each method are presented in Figure 7.14. - 138 -
Exploratory analysis of daily behaviourFigure 7.14  SOM component plane and hit histograms of the detected anomalies.
Compared to the component plane of the whole data set in Figure 7.11, the anomalies
include more traffic between midnight and 05:00. Another difference is that the
anomalies have higher traffic peaks, as seen in the colour bars of the scaled traffic.
The hit histograms of the Local and Local k method show that these methods detect
patterns with individual high peak values at different hours of the day. Such patterns
are typically not detected by the Dynamic threshold method; its hit histogram remains
at low values. Map units 39 and 40 present patterns with a drop in traffic at 18:00,
which is a sign of a malfunction in the network or in data collection. 
Most of the anomalies detected by the dynamic threshold method seem to have
smooth and flat patterns. Such patterns are mostly not detected by either of the local
methods. They are most likely more refined variations from the nearest prototype.
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Daily traffic patternsThe dynamic thresholds are constructed to emphasise higher total traffic. The histo-
grams of the anomalous patterns are depicted in Figure 7.15. 
Figure 7.15  Histograms of the daily mean traffic of the detected anomalies.
Both local methods mostly detect patterns that have low traffic. Anomalies in cells
that deliver higher traffic are most likely more important for the operator. However,
more detailed analysis is not possible without knowledge of the topology and geo-
graphical circumstances around the cells. That information is only available to the op-
erator’s experts.
7.6 Discussion
This chapter has presented two use cases of anomaly detection applied to daily traffic
data from cells in the mobile network. First, the data were scaled by dividing each pat-
tern by its daily average traffic. This removed the volume of the traffic and revealed
the shapes of the traffic patterns, which were of interest in this use case. 
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DiscussionThe most obvious outliers were removed, and analysed utilising clustering. The small
clusters were considered to contain rare observations, which were removed and ana-
lysed separately. The outlier clusters provided a summarised and informative insight
into the outliers, which is the main purpose of clustering, as presented in section 4.4.5.
It was straightforward to identify the groups of patterns that shared similar problems.
The first use case was an application for data compression. It was based on represent-
ing the majority of the data with prototypes, and on storing individual anomalous in-
stances separately. The prototypes were identified by clustering the data. The
achieved compression ratio is determined by two parameters: the number of proto-
types, i.e. the clusters, and the hourly coverage factor. However, increasing the com-
pression ratio will also increase the error introduced by the compression, requiring a
trade-off between them. The Pareto optimal results in this use case were obtained
when the number of prototypes was between ten and 50. 
The second use case presented exploratory analysis of traffic patterns through the
cells. The behaviour on each day of the week was analysed and visualised by a one-
dimensional SOM and clustering. One-dimensional SOM provides compact and in-
formative visualisations of pattern type data, enabling effective visualisation of sub-
groups in the data; days of the week in this use case. The results revealed, as expected,
that the traffic during weekends differs significantly from that of weekdays. However,
the rest of the traffic patterns were surprisingly evenly distributed among weekdays.
The behaviour of individual cells was explored by  constructing behaviour profiles. It
was found that the behaviour of most of the cells is rather consistent on weekdays re-
gardless of the day of the week. The behaviour profiles also revealed groups of cells
with atypical behaviour. 
Three anomaly detection procedures were applied and the information in the anoma-
lies was summarised and visualised by the SOM. The resulting anomalies were diver-
gent, one of the methods detecting more anomalies in the patterns of higher daily
traffic. A detailed and thorough investigation of the anomalies would require confi-
dential information concerning the network structure and configuration.- 141 -
Daily traffic patternsThe repertoire of methods and procedures for exploratory data analysis is endless.
Validation is a significant problem in exploratory analysis, the goal is to find “inter-
esting things”, and there is no gold standard to compare results [Zimek & Vreeken
2013]. The procedures presented in this use case provided novel results, that were in-
teresting, meaningful and useful for end users, thus satisfying the fundamental objec-
tives.- 142 -
Chapter 8: Conclusions
Anomaly detection (AD) is one of the main tasks in data analysis. Industrial applica-
tions for AD are essential in analysing and monitoring processes. However, univer-
sally optimal AD methods do not exist, and no single method is applicable to all
processes. Even obtaining the most useful results for various parts of a large and com-
plex process, such as a mobile telecommunication network, may require different
methods that are fine-tuned to be the most applicable for the specific task. Pre-pro-
cessing procedures, and scaling in particular, are essential steps in data analysis. Ex-
pedient scaling of the data can emphasise the characteristics, that are the most
significant with respect to the problem to be solved. Incorporating expert knowledge
in scaling enables the subsequent methods to work at their full potential in revealing
the most useful results to the end user.
The overall objective of this thesis was to provide procedures which support mobile
network operators in solving everyday problems, regarding anomaly and novelty de-
tection in network management. The selected approach led to the following more spe-
cific objectives: 1) to provide the users with a ranking of anomalies, enabling the users
to prioritise their attention to the most severe problems, and 2) to summarise informa-
tion about the detected anomalies as well as the normal function of the network.
8.1 Scientific novelty and significance
This thesis presented procedures for anomaly detection to be applied in mobile net-
work management. The key contributions consist of a methodological part and appli-
cations of these methods in mobile network monitoring, exemplified in three use
cases. The methodological contribution of this thesis consisted of three topics, which
were utilised in three use cases. The first topic analysed how scaling of variables af-
fects clustering for anomaly detection and analysis. The second topic provided meth-
ods of incorporating expert knowledge into anomaly detection by application specific
scaling of variables. The third topic consisted of utilising clustering extensively for- 143 -
Conclusionsanomaly detection, as well as for summarisation of information about the data and
further analysis of anomalies.
The application specific contributions demonstrated in the use cases are as follows:
1. Scaling methods
- Incorporating expert knowledge in piecewise linear scaling for radio perfor-
mance data, providing unambiguous interpretation of quality 
- Robust logarithmic scaling for server log data
- Scaling of the daily traffic profiles to distinguish the shapes 
2. Two novel methods for local anomaly detection
- 2-LC utilising two layers of clustering
- L-SOM-C utilising the SOM and clustering with local anomaly thresholds
3. Summarisation of the anomalies and normal operation
- One-dimensional SOM in compact visualisation of multivariate data
- Clustering the anomalies into meaningful groups
- Clustering to produce behaviour profiles from daily traffic patterns
The usefulness of anomaly detection and exploratory data analysis methods can be
greatly enhanced by the concept of this thesis: combining them with scaling and sum-
marisation into an integral procedure. Appropriate scaling enables the applied analy-
sis algorithms to reveal the maximum amount of useful information from the data.
Incorporating expert knowledge in scaling enables standard analysis methods to pro-
vide results which are interesting and meaningful regarding the specific problem.
Summarisation by SOM and clustering can convert excess information into a reason-
able number of groups, thus reducing the required resources in interpreting the results,
and allowing the human experts to focus on solving the problems revealed by the data.
8.2 Relevance of results
The methodology was demonstrated by three solved use cases, which are applications
in mobile network monitoring. Each use case was targeted to distinct parts of the net-
work, covering a wide range of monitoring applications. The data were collected from
commercial mobile networks, thus representing the characteristics and problems of
those parts of the network in real life situations. Technological goals were refined in- 144 -
Relevance of resultsclose collaboration with an industrial partner. The proposed procedures and applica-
tion prototypes have been used in their internal research, and in supporting their ap-
plication development. Part of the results of this thesis has been protected (US Pat.
7,461,037 B2).
The first use case dealt with performance measurements in the radio interface. Expert
knowledge was utilised in scaling the multivariate data to even out the importance of
each of the variables. The distance from a known ideal state in the scaled space was
used as a measure of anomality, which provided ordering of the anomalies by their
significance. Summarising the detected anomalies by clustering provided meaningful
groups of typical problems in the network. The results were compared to those
achieved when traditional normalisation was applied to the data. The results when us-
ing the proposed expert scaling were significantly easier to interpret and more inform-
ative. The expert scaling provides an unambiguous and understandable mapping from
the measurement values to the level of performance, which is an extremely important
benefit in practical applications. This is an effective procedure for investigating the
performance of a network, and provides the operator with problem groups that can be
utilised in on-line monitoring, automatically suggesting corrective actions.
The second use case presented anomaly detection applied to data extracted from the
log files produced by the management servers. The proposed procedure included ap-
propriate robust scaling and two anomaly detection methods developed for this appli-
cation: 2-LC, and L-SOM-C. Three other methods were applied to the same problem:
G-SOM (utilising SOM with a global anomaly threshold), GMM and OC-SVM. L-
SOM-C and OC-SVM were found to be the most sensitive in detecting the novel be-
haviour in the test data.  The parameter sensitivity of four of the methods (excluding
G-SOM) was investigated. The L-SOM-C method was found to be the most robust
one, significantly less sensitive to changes in parameter values than the others. Thus,
it is most likely applicable to other operator’s networks or completely different appli-
cation areas without excessive and laborious fine tuning. It is a valuable tool in both,
analysing the normal behaviour of the network, and in detecting anomalous events.
Combined with robust logarithm scaling it is particularly suitable to processes that
have multiple normal modes and produce counter data, making it an option in a vari-
ety of network security applications.- 145 -
ConclusionsThe third use case dealt with the daily traffic data profiles collected from cells in a
mobile network. First, the daily profiles were scaled by dividing by the daily average
traffic to reveal the shapes of the profiles. The most obvious outliers were cleaned
from the data by clustering the data into a high number of clusters and considering
very small clusters (with only a few observations) as outliers. The cleaned data set
was used in two separate sub-tasks. The first one presented a procedure for compres-
sion of daily profile data. The compression was based on presenting the data in pro-
totypes, provided by clustering, and storing anomalous observations separately. The
trade-off between the compression ratio and the introduced error can be adjusted by
two parameters: the number of prototypes (i.e. the number of clusters), and the cov-
erage factor, which serves as the threshold in the anomaly detection. The selection of
the combination of the parameters was supported by the presented Pareto optimal
front. The compression method is applicable to any process that produces cyclic data
patterns.
The second task of the third use case presented exploratory analysis of daily behav-
iour. One objective was to find whether the daily traffic pattern types depended on the
day of the week. Utilising SOM and clustering revealed that weekends produce dis-
tinct patterns, but the patterns during weekdays showed no structure. The behaviour
of individual cells was investigated with help of behaviour profiles. Some cells were
found to have consistent patterns regardless of the day of the week, whereas some oth-
ers showed dependence on the day of the week. Groups of exceptional behaviour were
also revealed. The second part of the exploratory analysis consisted of the detection
and analysis of anomalous traffic patterns. Three detection methods were applied and
the characteristics of the anomalies were visualised with SOM. The methods detected
different types of anomalies, that were interesting to the operator’s expert. These re-
sults justify the claims that no single method is universally optimal, but multiple
truths exist, and applying diverse methods in exploratory analysis can provide a vari-
ety of new aspects to the task.
8.3 Discussion and future work
Real life data from a mobile network does not contain labels for anomalies to detect.
Therefore, unsupervised methods are required, and the ground truth, does not exist.- 146 -
Discussion and future workThe ultimate goal of unsupervised methods is to provide results that are understanda-
ble, interesting, and useful as presented in sections 4.4.5 and 4.7. Thus performance
is based on subjective assessment, and an inarguable comparison of methods and the
effects of scaling is impossible. The final judgement of the results is based on the ex-
perience of the end user, in this case the network operator’s expert. The methodology
proposed in this work aims at providing the results to the end user in a summarised
way, which is easy to interpret. The results in the presented use cases showed that the
proposed procedures are capable of revealing interesting and meaningful results for
network monitoring purposes.
Utilisation of the proposed procedures is not restricted to mobile network manage-
ment. Ever increasing amounts of data are recorded from processes in various areas.
Automated procedures for presenting the most interesting and essential information
are will be must in the future. Network security has become very important lately. De-
tecting new types of treats requires unsupervised anomaly detection methods. Huge
amounts of data make the summarisation of the results increasingly important. 
The use cases in Chapters 5 and 7 demonstrated the existence of multiple truths. Dif-
ferent types of detected anomalies can all be interesting and meaningful. Thus, en-
semble methods in both clustering and anomaly detection are the most interesting
directions for future work. - 147 -
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