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ALMOST SPLIT MORPHISMS IN SUBCATEGORIES OF
TRIANGULATED CATEGORIES
FRANCESCA FEDELE
Abstract. For a suitable triangulated category T with a Serre functor S and a full precov-
ering subcategory C closed under summands and extensions, an indecomposable object C in
C is called Ext-projective if Ext1(C, C) = 0. Then there is no Auslander-Reiten triangle in
C with end term C. In this paper, we show that if, for such an object C, there is a minimal
right almost split morphism β : B → C in C, then C appears in something very similar to
an Auslander-Reiten triangle in C: an essentially unique triangle in T of the form
∆ = X
ξ
−→ B
β
−→ C → ΣX,
where X is an indecomposable not in C and ξ is a C-envelope of X . Moreover, under some
extra assumptions, we show that removing C from C and replacing it with X produces a
new subcategory of T closed under extensions. We prove that this process coincides with
the classic mutation of C with respect to the rigid subcategory of C generated by all the
indecomposable Ext-projectives in C apart from C.
When T is the cluster category of Dynkin type An and C has the above properties, we give
a full description of the triangles in T of the form ∆ and show under which circumstances
replacing C by X gives a new extension closed subcategory.
1. Introduction
For Λ a finite-dimensional algebra, consider the abelian category modΛ of finitely generated
(right) Λ-modules. Auslander-Reiten sequences are a very useful tool to study modΛ. These
are non-splitting short exact sequences in modΛ of the form
0→ A
α
−→ B
β
−→ C → 0,
that are “as close as possible” to split exact sequences. Important properties of such a
sequence are that A, C are indecomposable modules determining each other and the mor-
phisms α, β determine all the irreducible morphisms from A and those ending at C.
The theory of Auslander-Reiten sequences has been extended to general abelian categories
in [3] and to the study of Auslander-Reiten sequences in their subcategories, conducted by
Auslander and Smalø in [5].
Taking inspiration from the above, Happel developed the theory of Auslander-Reiten tri-
angles in triangulated categories in [7] and then Jørgensen defined and studied Auslander-
Reiten triangles in their non-triangulated subcategories in [12]. Let k be a field, T a skele-
tally small k-linear Hom-finite triangulated category with split idempotents having a Serre
functor S. Let C ⊆ T be a full subcategory closed under summands and extensions. Any
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indecomposable object C in C has an Auslander-Reiten triangle in T of the form
τC → Y → C → ΣX,
where τC = SΣ−1C, see [15, proposition I.2.3 and its proof]. The main theorem in [12]
shows that, if Hom(C,ΣC) is non-zero, then there is an Auslander-Reiten triangle in C of
the form
A→ B → C → ΣA
if and only if there is a C-cover A→ τC.
Here we focus on the objects for which this theorem cannot be applied, i.e. the objects C in
C with Hom(C,ΣC) = 0, which we call Ext-projectives. Similarly, the objects for which the
dual of the above theorem cannot be applied are called Ext-injectives. Some of the results
we prove about these objects and the triangles they appear in are inspired by the ones on
Ext-projective (and Ext-injective) modules and the properties of the short exact sequences
they appear in, proven by Kleiner in [14].
Note that an Ext-projective object C cannot appear in an Auslander-Reiten triangle in C of
the form
A→ B → C
γ
−→ ΣA,
since γ = 0 would be forced, contradicting Definition 2.3 below. However, as shown in the
following theorem, for a suitable subcategory C, we can find something quite similar to an
Auslander-Reiten triangle in C.
Theorem A (=Theorem 3.5). Let β : B → C be a minimal right almost split morphism
in C with C Ext-projective.
(a) The triangle
∆ : X
ξ
−→ B
β
−→ C → ΣX
is such that X is an indecomposable object not in C and ξ is a C-envelope of X.
(b) In part (a), the end terms X and C determine each other. That is, suppose β ′ : B′ →
C ′ is another minimal right almost split morphism in C with C ′ Ext-projective and
extend it to a triangle: X ′ → B′
β′
−→ C ′ → ΣX ′. Then C ′ ∼= C if and only if X ′ ∼= X.
For their similarity with Auslander-Reiten triangles, we call the triangles of the form ∆
left-weak Auslander-Reiten triangles in C. Note that β : B → C, and hence ∆, exist in fairly
general circumstances, for example if C is indecomposable and C is functorially finite in T ,
see [11, propositions 2.10 and 2.11].
In [11], Iyama and Yoshino defined the mutation of a subcategory of T with respect to a rigid
subcategory D of T . Under some assumptions, mutating an extension closed subcategory
C of T with respect to a rigid D ⊆ C, gives a new extension closed subcategory of T , see
[17, theorem 3.3]. We introduce a similar process to this and show how, in some cases,
removing the third term of a left-weak Auslander-Reiten triangle ∆ in C and replacing it
with the first term of ∆, gives a new extension closed subcategory of T . Let Ind denote the
indecomposable objects of a subcategory.
Theorem B (=Theorem 4.4). Assume C is functorially finite in T and C ∈ C is an
indecomposable Ext-projective. Then there is a left-weak Auslander-Reiten triangle in C of
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the form
X
ξ
−→ B
β
−→ C
γ
−→ ΣX. (⋆)
Let C˜ be the additive subcategory with Ind C˜ = Ind (C) \ C and define C′ := add (C˜ ∪X).
(a) If X is Ext-injective and Ext-projective in C′, then C′ is closed under extensions.
(b) If End(X) ∼= End(C) ∼= k and C′ is closed under extensions, then X is Ext-injective
in C′.
Moreover, we show that in some cases this process and the classic mutation from [11] coincide.
Theorem C (=Theorem 5.4). In the setup of Theorem B, suppose that T is 2-Calabi-Yau,
C has finitely many indecomposables and X is Ext-projective in C′. Let D be the additive
subcategory generated by the Ext-projectives in C˜ and µ(C;D) be the classic (backward) D-
mutation of C. Then, we have
µ(C;D) = C′,
and this is a subcategory of T closed under extensions.
Remark. We apply our results to CAn , the cluster category of Dynkin type An. By [9],
a subcategory C ⊆ CAn is closed under extensions and direct summands if and only if it
corresponds to a so-called Ptolemy diagram of the regular (n+3)-gon P . Moreover, we show
that indecomposable Ext-projectives in such a C are dissecting diagonals in the corresponding
Ptolemy diagram, i.e. those diagonals dividing P into cells.
We apply Theorem A to this example to give a complete description of the left-weak
Auslander-Reiten triangles in C. We show that Theorem B can be applied to an indecompos-
able Ext-projective C in C if and only if C borders two empty cells in the Ptolemy diagram
corresponding to C. Moreover, note that CAn is 2-Calabi-Yau and it has finitely many in-
decomposables. Hence, whenever C ∈ C corresponds to a dissecting diagonal bordering two
empty cells, Theorem C implies that C′ is the subcategory obtained by mutating C with re-
spect to the additive subcategory of C generated by all the indecomposable Ext-projectives
in C˜.
The paper is organized as follows. Section 2 consists of the setup for T and C and some
definitions. In Section 3 we present Ext-projectives and prove Theorem A. In Section 4 we
prove Theorem B. In Section 5 we recall the classic mutation and prove Theorem C. Finally,
Section 6 is an application of our results to CAn .
2. Setup and some definitions
We work in the following setup, where additive subcategory means full subcategory closed
under isomorphisms, sums and summands.
Setup 2.1. Let k be a field, T be a skeletally small k-linear triangulated category with split
idempotents in which each Hom space is finite dimensional over k. Note that this implies
that T is a Krull-Schmidt category [12, remark 1.2]. Assume that T has a Serre functor S,
see [15, section I.1]. Also, let C be an additive subcategory of T closed under extensions.
We present some terminology that will be used in the following sections. By Σ we always
denote the suspension in the category T .
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Definition 2.2. Let A,B,C be in C. We say that
(a) a morphism α : A→ B is left almost split in C if it is not a split monomorphism and
for every A′ in C, every morphism α′ : A → A′ which is not a split monomorphism
factors through α, i.e. there exists a morphism B → A′ such that the following
diagram commutes:
A
α //
α′ ""
❊❊
❊❊
❊ B;
∃{{①
①
①
A′
(b) a morphism β : B → C is right almost split in C if it is not a split epimorphism
and for every C ′ in C, every morphism γ : C ′ → C which is not a split epimorphism
factors through β, i.e. there exists a morphism C ′ → B such that the following
diagram commutes:
B
β
// C.
C ′
∃
cc❋
❋
❋
γ
;;✇✇✇✇✇
Definition 2.3 ([12, definition 1.3]). A distinguished triangle in T of the form
A
α
−→ B
β
−→ C
γ
−→ ΣA
with A,B,C ∈ C is an Auslander-Reiten triangle in C if the following are satisfied:
(1) the morphism γ is non-zero,
(2) the morphism α is left almost split in C,
(3) the morphism β is right almost split in C.
Remark 2.4. Note that in the above definition, condition (1) is implied by both of the
other two conditions.
Definition 2.5. A morphism ξ : X → Y is right minimal if ξ ◦ ϕ = ξ, for ϕ : X → X ,
implies that ϕ is an automorphism. Left minimal morphisms are defined dually.
Definition 2.6. A morphism in C is called minimal right almost split in C if it is both right
minimal and right almost split in C. Similarly, a morphism in C is minimal left almost split
in C if it is both left minimal and left almost split in C.
The following is well known for the module category case, see [4, proposition V.1.4 and
lemma V.1.7]. We prove here the corresponding result for our setup.
Lemma 2.7. (a) Let β : B → C be right almost split in C, then C is indecomposable.
Moreover, if β is also right minimal and β ′ : B′ → C is another minimal right almost
split morphism in C, then there is an isomorphism ϕ : B → B′ such that β ′ ◦ ϕ = β.
(b) Let α : A→ B be left almost split in C, then A is indecomposable. Moreover, if α is
also left minimal and α′ : A → B′ is another minimal left almost split morphism in
C, then there is an isomorphism ϕ : B → B′ such that ϕ ◦ α = α′.
Proof. (a) In order to prove that C is indecomposable, it is enough to prove that EndC, the
endomorphism ring of C, is local. Let γ0, γ1 : C → C be elements in EndC without right
inverses, i.e. γ0, γ1 are not split epimorphisms. Then there are γ
′
0, γ
′
1 : C → B such that
ALMOST SPLIT MORPHISMS IN SUBCATEGORIES OF TRIANGULATED CATEGORIES 5
γi = β ◦ γ
′
i for i = 0, 1 and we get γ0 + γ1 = β ◦ (γ
′
0 + γ
′
1). If γ0 + γ1 had a right inverse δ,
then
1C = (γ0 + γ1) ◦ δ = β ◦ (γ
′
0 + γ
′
1) ◦ δ,
so that β would also have a right inverse, this is a contradiction. Hence the set of elements of
EndC without right inverses is closed under addition and so EndC is local by [1, proposition
15.15].
Assume now that β is also right minimal and β ′ : B′ → C is another minimal right almost
split morphism in C. Then there are morphisms ϕ : B → B′, φ : B′ → B such that β ′◦ϕ = β
and β ◦ φ = β ′. Then β = β ◦ φ ◦ ϕ and β ′ = β ′ ◦ ϕ ◦ φ. By right minimality of β and β ′, it
follows that ϕ ◦ φ and φ ◦ ϕ are isomorphisms and so ϕ is an isomorphism.
(b) This follows by a similar argument. 
Definition 2.8 ([12, definition 1.4]). Let X ∈ T . A C-precover of X is a morphism of
the form αX : AX → X with AX ∈ C such that every morphism α
′ : A′ → X with A′ ∈ C
factorizes as:
A′
α′ //
∃ !!❇
❇
❇
❇ X.
AX
αX
==④④④④④④④④
A C-cover of X is a C-precover of X which is also a right minimal morphism. Note that
given a C-precover, we can obtain a C-cover by dropping superfluous direct summands, see
[11, section 1]. The dual notions of precovers and covers are preenvelopes and envelopes
respectively.
Definition 2.9. The subcategory C of T is called precovering if every object in T has a
C-precover. Dually, C is preenveloping if every object in T has a C-preenvelope. If C is both
precovering and preenveloping, we say that it is functorially finite.
Definition 2.10 ([15, section I.2]). Since T has a Serre functor S, we can consider the
functor τ := SΣ−1 : T → T . The functor τ is called Auslander-Reiten translation and it
is invertible with τ−1 = S−1Σ. Moreover, if X is an indecomposable in T , then there are
Auslander-Reiten triangles in T of the form
X → Y → τ−1X → ΣX and τX → Z → X → Σ(τX).
3. Ext-projectives and weak Auslander-Reiten triangles in C
In this section we introduce Ext-projective (respectively Ext-injective) objects in C. We
study the properties of the triangles they appear in, that we will call left-weak (respectively
right-weak) Auslander-Reiten triangles in C.
Remark 3.1. When T = D(Λ) is the derived category of some algebra Λ, we know that for
every X, Y ∈ ModΛ we have HomD(Λ)(X,ΣY ) ∼= Ext
1
Λ(X, Y ), [8, section I.6]. In the general
case, for T satisfying our setup, we define Ext1(X, Y ) := HomT (X,ΣY ) for all X, Y ∈ T .
Definition 3.2. An object C ∈ C is called Ext-injective if Ext1(A,C) = 0 for all A ∈ C. An
object D ∈ C is called Ext-projective if Ext1(D,A) = 0 for all A ∈ C.
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Lemma 3.3. (a) Let C ∈ C be an indecomposable Ext-projective object. For any non-
split triangle X
ξ
−→ B
β
−→ C
γ 6=0
−−→ ΣX with B ∈ C, the morphism ξ is a C-envelope of
X . If β is a right minimal morphism, then X is indecomposable.
(b) Let A ∈ C be an indecomposable Ext-injective object. For any non-split triangle
A
α
−→ B
β
−→ Z
ζ 6=0
−−→ ΣA with B ∈ C, the morphism β is a C-cover of Z. If α is a left
minimal morphism, then Z is indecomposable.
We present a lemma that we will use to prove Lemma 3.3.
Lemma 3.4. Suppose ξ = (ξ′, ξ′′) : X ′ ⊕X ′′ → Y is a right minimal morphism in T . Then
ξ′ : X ′ → Y is right minimal.
Proof. Consider ϕ′ : X ′ → X ′ such that ξ′ ◦ ϕ′ = ξ′. Taking
ϕ :=
(
ϕ′ 0
0 1X′′
)
: X ′ ⊕X ′′ → X ′ ⊕X ′′,
we have
ξ ◦ ϕ = (ξ′ ◦ ϕ′, ξ′′ ◦ 1X′′) = (ξ
′, ξ′′) = ξ.
As ξ is right minimal, then ϕ is an isomorphism and hence ϕ′ is also an isomorphism, meaning
that ξ′ is right minimal. 
Proof of Lemma 3.3. (a) Let D ∈ C and apply HomT (−, D) to the triangle Σ
−1C
−Σ−1γ
−−−−→
X
ξ
−→ B
β
−→ C to obtain the exact sequence:
HomT (B,D)
HomT (ξ,D)
−−−−−−→ HomT (X,D)→ HomT (Σ
−1C,D).
Since C is Ext-projective in C, then HomT (C,ΣD) = 0 and hence HomT (Σ
−1C,D) = 0.
Then HomT (ξ,D) is surjective and so every η ∈ HomT (X,D) factors as η = ǫ ◦ ξ for some
ǫ ∈ HomT (B,D). Since this is true for every D ∈ C, it follows that ξ is a C-preenvelope of
X .
Since C is indecomposable, we can write β = (β1, . . . , βt) : B = B1 ⊕ · · · ⊕ Bt → C, where
B1, . . . , Bt are indecomposable. Then, by [2, proposition 3.5, appendix], each βi is either an
isomorphism or it is in radT . Since the triangle extending ξ is not split, then β is not a split
epimorphism and each βi is in the radical. Hence β is in the radical. This implies that ξ is
left minimal and hence it is a C-envelope of X .
Suppose now that β is a right minimal morphism and let X = X1 ⊕ · · · ⊕ Xr be the
indecomposable decomposition of X . Note that ξ is the direct sum of C-envelopes ξi : Xi →
Bi, for i = 1, . . . , r. In fact, by [14, section 1], C-envelopes are unique up to isomorphism, so
the direct sum of C-envelopes of Xi’s has to be isomorphic to ξ. Then, for each i = 1, . . . , r
we have commutative diagram
Xi
ξi //
ιi

Bi
ιi

X
ξ
// B,
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where ιi, ιi are the inclusions. Completing ξi to a triangle, we get a commutative diagram
Xi
ξi //
ιi

Bi
δi //
ιi

Zi
ζi //
ηi

ΣXi
Σιi

X
ξ
// B
β
// C
γ
// ΣX,
(1)
where ηi exists by the axioms of triangulated categories. Note that the direct sum for
i = 1, . . . , r of triangles of the first row of (1) is isomorphic to the triangle in the second row.
In particular, C ∼= Z1 ⊕ · · · ⊕ Zr, but since C is indecomposable, without loss of generality
we have C ∼= Z1 and Zi = 0 for i 6= 1.
Note that since β is right minimal, by Lemma 3.4 so is its restriction to Bi, say βi : Bi → C.
For i 6= 1, we then have βi = β ◦ ιi = ηi ◦ δi = 0 right minimal and so Bi = 0. But then, as
ξi is an isomorphism, it follows that Xi = 0 and hence X ∼= X1 is indecomposable.
(b) This is proven in a similar way. 
Theorem 3.5. Let β : B → C be a minimal right almost split morphism in C with C
Ext-projective.
(a) The triangle
X
ξ
−→ B
β
−→ C
γ
−→ ΣX (⋆)
is such that X is an indecomposable not in C and ξ is a C-envelope of X.
(b) If β ′ : B′ → C ′ is a minimal right almost split morphism in C with C ′ Ext-projective,
then C ′ ∼= C if and only if X ′ ∼= X, where X ′
ξ′
−→ B′
β′
−→ C ′
γ′
−→ ΣX ′ is the triangle
obtained by extending β ′.
Proof. (a) Note that since β is right almost split in C, then C is indecomposable by Lemma
2.7. If X was in C, as C is Ext-projective, we would have Ext1(C,X) = Hom(C,ΣX) = 0
and hence γ = 0 and the triangle (⋆) splitting, contradicting β being right almost split.
Hence X 6∈ C and γ 6= 0. Then, by Lemma 3.3, it follows that ξ is a C-envelope of X and,
since β is right minimal, X is indecomposable.
(b) Assume now that β ′ : B′ → C ′ is a minimal right almost split morphism in C with C ′
Ext-projective, and extend it to a triangle:
X ′
ξ′
−→ B′
β′
−→ C ′
γ′
−→ ΣX ′.
By the argument above, X ′ 6∈ C is indecomposable and ξ′ is a C-envelope of X ′.
Suppose first that C ′ ∼= C, say that ϕ : C → C ′ is an isomorphism. Since β ′ and ϕ ◦ β are
minimal right almost split morphisms with codomain C ′, it follows from Lemma 2.7 that
there is an isomorphism ψ : B → B′ with β ′ ◦ ψ = ϕ ◦ β. By the axioms of triangulated
categories, there is a morphism ρ : X → X ′ making the following diagram commutative:
X
ξ
//
ρ

B
β
//
ψ

C
γ
//
ϕ

ΣX
Σρ

X ′
ξ′
// B′
β′
// C ′
γ′
// ΣX ′.
By the 5-Lemma [16, exercise 10.2.2], it follows that ρ is an isomorphism, so that X ∼= X ′.
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Suppose now that X ∼= X ′, say that ρ : X → X ′ is an isomorphism. Since a C-envelope
of X is unique up to isomorphism and ξ, ξ′ ◦ ρ both are C-envelopes of X , there exists an
isomorphism ψ : B → B′ such that ψ ◦ ξ = ξ′ ◦ ρ. Then, by the axioms of triangulated
categories and the 5-Lemma, there is an isomorphism ϕ between C and C ′. 
We state, without proof, the dual of Theorem 3.5.
Theorem 3.6. Let α : A → B be a minimal left almost split morphism in C with A Ext-
injective.
(a) The triangle
A
α
−→ B
β
−→ Z
ζ
−→ ΣA
is such that Z is an indecomposable not in C and β is a C-cover of Z.
(b) If α′ : A′ → B′ is a minimal left almost split morphism in C with A′ Ext-injective,
then A′ ∼= A if and only if Z ′ ∼= Z, where A′
α′
−→ B′
β′
−→ Z ′
ζ′
−→ ΣA′ is the triangle
obtained by extending α′.
Note that, even though the second morphism in the triangles from Theorem 3.5 is minimal
right almost split in C, these are not Auslander-Reiten triangles in C since the first object in
them is not in C. Because of this “weakness” they have, we define them as follows.
Definition 3.7. Let C ∈ C be an indecomposable Ext-projective. If there exists a minimal
right almost split morphism in C of the form β : B → C, then the triangle (⋆) from Theorem
3.5 is called a left-weak Auslander-Reiten triangle in C.
Dually, for A ∈ C indecomposable Ext-injective, if there is a minimal left almost split
morphism α : A→ B in C, the triangle from Theorem 3.6 is called a right-weak Auslander-
Reiten triangle in C.
Remark 3.8. Suppose C is functorially finite in T . Then, by [11, propositions 2.10 and
2.11] for any indecomposable object C in C there is a minimal right almost split morphism
in C ending at it and a minimal left almost split morphism in C starting at it. Hence, by
Theorems 3.5 and 3.6, there is a left-weak Auslander-Reiten triangle in C ending at C and
a right-weak Auslander-Reiten triangle in C starting at C.
We end this section by giving equivalent definitions to Ext-projectivity in the case when C
is precovering in T .
Proposition 3.9. Assume C is precovering in T . Let C ∈ C be indecomposable and α :
A→ τC be a C-cover. Then, the following are equivalent:
(a) C is Ext-projective in C,
(b) A = 0,
(c) Ext1(C,A) = 0.
Proof. Note that (a) implies (c) by definition of Ext-projectivity, since A ∈ C. The fact that
(b) implies (c) is also clear.
To prove that (c) implies (a), assume that C is not Ext-projective. By [12, theorem 3.1],
since α : A→ τC is a C-cover, there is an Auslander-Reiten triangle in C of the form
A→ B → C
6=0
−→ ΣA.
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Hence Ext1(C,A) = Hom(C,ΣA) 6= 0.
To prove that (c) implies (b), note that C = τ−1(τC). Then, letting D(−) = Homk(−, k),
we have
0 = Ext1(C,A) = Hom(C,ΣA) = Hom(τ−1(τC),ΣA) ∼= Hom(τC, τΣA)
∼= Hom(τC, SA) ∼= DHom(A, τC).
Then, Hom(A, τC) = 0 and in particular α = 0. Since α is right minimal, it follows that
A = 0. 
The dual of the above follows in a similar way. Here we state it without proof.
Proposition 3.10. Assume C is preenveloping in T . Let A ∈ C be indecomposable and
ζ : τ−1A→ C be a C-envelope. Then, the following are equivalent:
(a) A is Ext-injective in C,
(b) C = 0,
(c) Ext1(C,A) = 0.
4. Extension closed subcategories from weak Auslander-Reiten triangles
in C
In this section, we show how, in some cases, it is possible to construct a new extension
closed subcategory C′ ⊆ T modifying C using the objects that appear in a left-weak (or a
right-weak) Auslander-Reiten triangle in C. The idea of how this is done is similar to the
mutation from [11].
Definition 4.1. For an additive subcategory X of T , we denote by Ind X a maximal set of
pairwise non-isomorphic indecomposable objects in X .
Lemma 4.2. Assume C is functorially finite in T . Let C ∈ C be an indecomposable object
such that End(C) ∼= k. Let X in T be an indecomposable object. Let C˜ be the additive
subcategory of T with Ind C˜ = Ind (C)\C and set C′ := add (C˜ ∪X). Then C′ is functorially
finite in T .
Proof. We show that C′ is preenveloping in T , the proof for C′ ⊆ T precovering is then dual.
By [11, propositions 2.10, 2.11], there exists a left almost split morphism in C of the form
η : C → D. Since End(C) ∼= k, then every endomorphism of C is either an isomorphism or
it is the zero morphism. Hence C is not a direct summand of D and D ∈ C˜ := add (C \C).
For any Z in T , consider a C-preenvelope ζ : Z → Cn ⊕ C˜, for some non-negative integer n
and C˜ ∈ C˜. Consider
Z
ζ
−→ Cn ⊕ C˜

G 0
0 1
C˜


−−−−−−−→ Dn ⊕ C˜,
where G is the n × n matrix having η in the diagonal entries and zero elsewhere. Any
morphism ϕ : Z → C˜ ′, where C˜ ′ ∈ C˜, factors through ζ . So there exists a morphism γ =
(γ1, . . . , γn, γ˜) : C
n⊕C˜ → C˜ ′ such that γ◦ζ = ϕ. Note that, since C is not a direct summand
of C˜ ′, then γi is not a split monomorphism for i = 1, . . . , n. Hence, since η is left almost split
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in C, there exists δi : D → C˜
′ such that δi ◦ η = γi. Let δ = (δ1, . . . , δn, γ˜) : D
n ⊕ C˜ → C˜ ′.
Then
ϕ = γ ◦ ζ = δ ◦ ζ ′, for ζ ′ :=
(
G 0
0 1C˜
)
ζ.
Hence ζ ′ : Z → Dn⊕ C˜ is a C˜-preenvelope. Adding some copies of X to Dn⊕ C˜ if necessary,
we then obtain a C′-preenvelope of Z. 
Definition 4.3. Let X ⊂ T be an additive subcategory. The additive subcategory of X
consisting of all the Ext-injective (respectively Ext-projective) objects in X is denoted I(X )
(respectively P (X )).
Theorem 4.4. Assume C is functorially finite in T and C ∈ P (C) is an indecomposable.
Then there is a left-weak Auslander-Reiten triangle in C of the form
X
ξ
−→ B
β
−→ C
γ
−→ ΣX. (⋆)
Let C˜ ⊆ T be the additive subcategory with Ind C˜ = Ind (C)\C and define C′ := add (C˜ ∪X).
(a) If X ∈ P (C′) ∩ I(C′), then C′ is closed under extensions.
(b) If End(X) ∼= End(C) ∼= k and C′ is closed under extensions, then X ∈ I(C′).
Proof. First note that (⋆) exists by Remark 3.8.
(a) Suppose X is Ext-injective and Ext-projective in C′. Consider first a triangle with end
terms C˜ ′′, C˜ ′ in C˜:
C˜ ′′ → A→ C˜ ′ → ΣC˜ ′′.
Since C is closed under extensions and C˜ ⊂ C, then A ∈ C. We prove that C is not a direct
summand of A, so that A ∈ C˜ ⊂ C′. Suppose for a contradiction that A ∼= A ⊕ C for some
A ∈ C. Note that any morphism C˜ → C with C˜ ∈ C˜ ⊂ C is not a split epimorphism, so it
factors through β since β is right almost split in C. Hence, by the axioms of triangulated
categories, we obtain a morphism of triangles of the form:
C˜ ′′ //

A⊕ C
α //
(0,1)

C˜ ′ //
δ

ΣC˜ ′′

B
β
// C
γ
// ΣX
−Σξ
// ΣB.
Since X is Ext-injective in C′ and C˜ ′ ∈ C′, then δ = 0. Hence
0 = δα = γ(0, 1) = (0, γ),
contradicting the fact that γ is non-zero. So A ∈ C˜ ⊂ C′.
Consider now a triangle with end terms in C′, say ǫ : C ′′ → A→ C ′ → ΣC ′′. Then
ǫ : X t ⊕ C˜ ′′ → A→ Xs ⊕ C˜ ′
γ′
−→ ΣX t ⊕ ΣC˜ ′′,
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for some non-negative integers s, t and some C˜ ′′, C˜ ′ ∈ C˜. Note that since X is Ext-injective
and Ext-projective in C′, we have
γ′ =
( 0 0
0 γ′
)
: Xs ⊕ C˜ ′ → ΣX t ⊕ ΣC˜ ′′.
Hence ǫ is the direct sum of triangles of the form
X t
1
−→ X t → 0→ ΣX t, 0→ Xs
1
−→ Xs → 0 and C˜ ′′ → A→ C˜ ′
γ′
−→ ΣC˜ ′′.
Note that, as C˜ ′′, C˜ ′ ∈ C˜, then A ∈ C˜ and so A ∈ C′. Hence C′ is closed under extensions.
(b) Suppose now that End(X) ∼= End(C) ∼= k and C′ is closed under extensions. Suppose for
a contradiction that X is not Ext-injective in C′. By Definition 2.10, there is an Auslander-
Reiten triangle in T of the form:
X → Y → τ−1X → ΣX.
Also, since C ⊆ T is functorially finite, then C′ ⊆ T is preenveloping by Lemma 4.2. Let
τ−1X → D be a C′-envelope. Then, by [12, theorem 3.2], there is an Auslander-Reiten
triangle in C′ of the form:
X
ξ′
−→ E
ǫ
−→ D
δ
−→ ΣX.
Since End(X) ∼= k, then every endomorphism of X is either an isomorphism or it is the
zero morphism. Then, since ξ′ is not a split monomorphism, we have that X is not a direct
summand of E and so E ∈ C˜ ⊂ C. As ξ : X → B is a C-envelope, then there exists a
morphism ϕ : B → E such that ϕ ◦ ξ = ξ′. Then, by the axioms of triangulated categories,
we obtain a morphism of triangles of the form:
X
ξ
// B
β
//
ϕ

C
γ
//
φ

ΣX
X
ξ′
// E
ǫ
// D
δ
// ΣX.
Since End(X) ∼= k and ξ is not a split monomorphism, we have that B ∈ C˜ ⊂ C′. Then, since
ξ′ : X → E is left almost split in C′, there is a morphism η : E → B such that η ◦ ξ′ = ξ. By
the axioms of triangulated categories, we obtain a morphism of triangles of the form:
X
ξ′
// E
ǫ //
η

D
δ //
ν

ΣX
X
ξ
// B
β
// C
γ
// ΣX.
Consider the composition of these two triangle morphisms. As ξ′ is left minimal and ξ′ =
ϕηξ′, it follows that ϕη : E → E is an isomorphism. Then, by the 5-Lemma [16, exercise
10.2.2], we have that φν : D → D is an isomorphism. In particular, ν : D → C is a split
monomorphism and D is a direct summand of C. As C is indecomposable, this means that
D ∼= C, contradicting the fact that D is in C′ while C is not. Hence X is Ext-injective. 
Remark 4.5. If T is 2-Calabi-Yau, letting D(−) = Homk(−, k), for any X, Y ∈ T , we have
that Ext1(X, Y ) = Hom(X,ΣY ) ∼= DHom(Y,ΣX) = DExt1(Y,X). Hence Ext-projective
and Ext-injective objects coincide in additive subcategories of T .
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Corollary 4.6. In the setup of Theorem 4.4, suppose that T is 2-Calabi-Yau and End(X) ∼=
End(C) ∼= k. Then C′ is closed under extensions if and only if X ∈ I(C′).
Proof. Since T is 2-Calabi-Yau, we have that Ext-injective and Ext-projective objects in C′
coincide by Remark 4.5. The result then follows directly from Theorem 4.4. 
We state, without proof, the duals of Theorem 4.4 and Corollary 4.6.
Theorem 4.7. Assume C is functorially finite in T and A ∈ I(C) is indecomposable. Then
there is a right-weak Auslander-Reiten triangle in C of the form
A
α
−→ B
β
−→ Z
ζ
−→ ΣA.
Let C be the additive category with Ind C = Ind (C) \ A and C′′ := add (C ∪ Z).
(a) If Z ∈ P (C′′) ∩ I(C′′), then C′′ is closed under extensions.
(b) If End(Z) ∼= End(A) ∼= k and C′′ is closed under extensions, then Z ∈ P (C′′).
Corollary 4.8. In the setup of Theorem 4.7, suppose that T is 2-Calabi-Yau and End(Z) ∼=
End(A) ∼= k. Then C′′ is closed under extensions if and only if Z ∈ P (C′′).
5. Subcategories of the form C′ and mutations of C
As mentioned before, the idea of how to construct C′ from C, by removing the third term of a
left-weak Auslander-Reiten triangle ∆ in C and replacing it with the first term of ∆, is similar
to the classic mutation from [11]. In general, these two constructions are different. However,
they have the same result under some extra assumptions, as we show in this section.
Definition 5.1 ([17, definition 3.1]). Let D ⊆ C be an additive functorially finite rigid
subcategory. For any object C ∈ C, let δ : D → C be a D-cover and complete it to a triangle
of the form µD(C) → D
δ
−→ C → ΣD. Then µD(C) is the backward D-mutation of C and
the backward D-mutation of C is
µ(C;D) := add ({µD(C) | C ∈ C} ∪ D).
Lemma 5.2. Assume that T is 2-Calabi-Yau and let C˜ ⊆ T be an additive subcategory
closed under extensions which has finitely many indecomposable objects. Letting D = P (C˜),
we have that
µ(C˜;D) = C˜.
Proof. First note that since C has finitely many indecomposable objects, both C and C˜ are
functorially finite in T . Then, since C˜ is an extension closed subcategory functorially finite
in T , by the dual of [11, proposition 2.3(1)], there exists a cotorsion pair of the form (X , C˜).
Since D = P (C˜), by the dual of [17, proposition 3.7(3)], we have that µ(C˜;D) ⊆ C˜. Moreover,
by the dual of [17, proposition 3.7(1)], there is a bijection between Ind C˜ and Ind µ(C˜;D)
and, since these are finite sets, we conclude that µ(C˜;D) = C˜. 
Lemma 5.3. In the setup of Theorem 4.4, suppose that T is 2-Calabi-Yau, X ∈ P (C′) and
End(C) ∼= k. Let D ⊆ T be the additive subcategory generated by all the indecomposable
Ext-projectives in C apart from C and note that D is rigid. Assume D is functorially finite
in C. Then X ∼= µD(C).
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Proof. Consider the triangle (⋆) from Theorem 4.4. Let δ : D → C be a D-cover and note
that δ is not a split epimorphism since C is not in D. Then, since β is right almost split in
C and D ∈ D ⊆ C, it follows that δ factors through β and we obtain a morphism of triangles
of the form:
µD(C) //
η

D
δ //
ϕ

C // ΣµD(C)

X
ξ
// B
β
// C
γ
// ΣX,
where η exists by the axioms of triangulated categories. For A ∈ C, consider the exact
sequence:
Hom(C,ΣA)→ Hom(B,ΣA)→ Hom(X,ΣA), (‡)
and note that Hom(C,ΣA) = 0 since C is Ext-projective in C. Without loss of generality,
assume that A is indecomposable. If A ∈ C˜ ⊂ C′, then Hom(X,ΣA) = 0 since X is Ext-
projective in C′. Then, exactness of (‡) forces Hom(B,ΣA) = 0. If A 6∈ C˜, then A = C and
since C is Ext-injective in C, then Hom(B,ΣA) = 0. Hence Ext1(B,A) = 0 for any A in C
and so B is Ext-projective in C. Since End(C) ∼= k, we have that C is not a direct summand
of B and so B ∈ D. Note that as δ is a D-cover, then β factors through δ and, by the axioms
of triangulated categories, we obtain a morphism of triangles of the form:
X
ξ
//
ν

B
β
//
φ

C // ΣX

µD(C) // D
δ
// C // ΣµD(C).
Then δ = δφϕ and, as δ is right minimal, then φϕ : D → D is an isomorphism. By the
5-Lemma, see [16, exercise 10.2.2], it follows that νη : µD(C) → µD(C) is an isomorphism.
Hence η is a split epimorphism and µD(C) is a direct summand of X . Since X is indecom-
posable, it follows that X ∼= µD(C). 
Theorem 5.4. Assume C has finitely many indecomposables and C ∈ P (C) is an indecom-
posable. Then there is a left-weak Auslander-Reiten triangle in C of the form
X
ξ
−→ B
β
−→ C
γ
−→ ΣX.
Let C˜ ⊆ T be the additive subcategory with Ind C˜ = Ind (C)\C and define C′ := add (C˜ ∪X).
Suppose, moreover, that T is 2-Calabi-Yau and X ∈ P (C′). Then, letting D = add P (C˜), we
have
µ(C;D) = C′,
and this is a subcategory of T closed under extensions.
Proof. First note that X ∈ P (C′) implies X ∈ P (C˜), so X ∈ I(C˜) by Remark 4.5. Hence C˜
is closed under extensions by Theorem 4.4(a). By Lemma 5.2, we have that µ(C˜;D) = C˜.
Moreover, we have that Ind P (C) = Ind P (C˜) ∪ {C}. In fact, if D ∈ Ind P (C), then either
D = C or D ∈ C˜, in which case Ext1(D, C˜) = 0 since Ext1(D, C) = 0 and C˜ ⊂ C. On the
other hand, if D˜ ∈ Ind P (C˜), we have Ext1(D˜, C˜) = 0 and, since C is Ext-injective in C, also
Ext1(D˜, C) = 0 so that Ext1(D˜, C) = 0.
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So D = P (C˜) is the additive category generated by all the indecomposable Ext-projectives
in C apart from C. Hence D is rigid in C and we can mutate C with respect to D. Since C
has finitely many indecomposables, then D ⊆ C is functorially finite. Then, by Lemma 5.3,
we have that µD(C) ∼= X , where X is the first term of the triangle (⋆) from Theorem 4.4.
Hence, we conclude that
µ(C;D) = add (µ(C˜;D) ∪ µD(C)) = add (C˜ ∪X) = C
′,
and this subcategory of T is closed under extensions by Theorem 4.4. 
We present the definition of forward D-mutation and state, without proof, the dual of The-
orem 5.4.
Definition 5.5 ([17, definition 3.1]). Let D ⊆ C be an additive functorially finite rigid
subcategory. For any object A ∈ C, let α : A → D be a D-envelope and complete it to a
triangle of the form A
α
−→ D → µ−1D (A) → ΣA. Then µ
−1
D (A) is the forward D-mutation of
A and we define the forward D-mutation of C to be
µ−1(C;D) := add ({µ−1D (A) | A ∈ C} ∪ D).
Theorem 5.6. In the setup of Theorem 4.7, suppose that T is 2-Calabi-Yau, C has finitely
many indecomposables and Z ∈ I(C′′). Then, letting D = add I(C), we have
µ−1(C;D) = C′′,
and this is a subcategory of T closed under extensions.
6. Example: cluster category of Dynkin type An
Given a finite quiver with no loops and cycles Q, and letting k = C, one can define the cluster
category of Q, usually denoted CQ. Then T = CQ satisfies Setup 2.1 and it is 2-Calabi-Yau,
see [13] for more details. Here we focus on the case when T is the cluster category of Dynkin
type An, i.e. when T = CAn for
Q = An :
1
•←−
2
•←− · · · ←−
n−1
• ←−
n
• .
We study T through a geometric realisation of it. Let P be the regular polygon with n + 3
vertices. The following can be proved using the results in [6].
(I) There is a bijection
{diagonals in P between non-neighbouring vertices} ↔ Ind T .
We identify Ind T and the diagonals of P , so given an indecomposable x ∈ T it
makes sense to write x = {x0, x1}, for x0, x1 its endpoints as a diagonal in P .
(II) Let the diagonals a, c correspond respectively to the indecomposables a, c under the
bijection from (I). Then
dimC(Ext
1(a, c)) = dimC(Hom(a,Σc)) =
{
1 if a, c cross,
0 otherwise,
where we say that two diagonals cross if they intersect in the interior of P (so
excluding the endpoints).
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a1
a0
a−
1
a−
0
Figure 1. a = {a0, a1} and Σa = {a
−
0 , a
−
1 } .
c1
c0
a1
a0
b1
b2
s1
s2
Figure 2. There are triangles a→ b1⊕ b2 → c→ and c→ s1⊕s2 → a→ Σc
in CAn .
(III) If a ∈ Ind T corresponds to the diagonal a = {a0, a1}, then Σa corresponds to the
diagonal {a−0 , a
−
1 } obtained by moving the endpoints of a by one clockwise step, see
Figure 1.
(IV) In (II), suppose a, c cross, so dimC(Hom(a,Σc)) = dimC(Hom(c,Σa)) = 1. Then
we can complete the non-zero morphisms c → Σa and a → Σc to obtain the two
triangles
a→ b1 ⊕ b2 → c→ Σa
c→ s1 ⊕ s2 → a→ Σc,
where b1, b2, s1, s2 are the indecomposables corresponding to the diagonals b1, b2, s1, s2
respectively in Figure 2. If si or bi corresponds to an edge of P , then it is zero in T .
(V) Of the triangles from (IV), the Auslander-Reiten triangles are exactly those in which
either a = Σc or c = Σa. For example, if a = Σc, then we have an Auslander-Reiten
triangle and a trivial triangle, respectively
Σc→ b1 ⊕ b2 → c→ Σ
2c and c→ 0→ Σc
∼=
−→ Σc.
Note that in this case s1, s2 are edges of P and hence zero in T .
(VI) Labelling the vertices of P from 0 to n + 2 anticlockwise and using (I)-(V), the
Auslander-Reiten quiver of T is as shown in Figure 3. Note that this can be drawn
on a Mo¨bius strip. For a diagonal a, we have that Σa is placed in the same row
and to the left of a and the Auslander-Reiten triangle Σa → s1 ⊕ s2 → a → Σ
2a
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{0,2}
{0,3}
•
{0,n}
{0,n+1}
{1,3}
{1,4} •
•
{1,n+1}
•
{n−2,n+1}
{n−1,n+1}
{1,n+2}
{2,n+2}
{0,2}
{0,3}
••
{n−1,n+2}
{n,n+2}
{0,n}
{0,n+1}
Figure 3. Auslander-Reiten quiver of CAn .
corresponds to the mesh:
s1
  ❆
❆❆
❆
Σa
==③③③③
!!❉
❉❉
❉❉
a.
s2
>>⑥⑥⑥⑥⑥
(VII) We can define a cyclic order on the vertices of P as follows. Given three vertices u, v, w
of P , we write u < v < w if they appear in the order u, v, w when going through the
vertices of P in the positive direction. Moreover, if we choose two distinct vertices u
and v, we can consider the interval of vertices [u, v] and in this “<” is a total order.
(VIII) Let x = {x0, x1} ∈ Ind T . Then, by [10, lemma 2.4.2], we have that y = {y0, y1} ∈
Ind T is such that Hom(x, y) 6= 0 if and only if y has one endpoint in each of the
intervals [x0, x
−−
1 ] and [x1, x
−−
0 ], i.e. the blue arcs in Figure 4.
Moreover, for such a y, the indecomposables s = {s0, s1} such that the morphism
x→ y factors through s are exactly those having one endpoint in each of the intervals
[x0, y0] and [x1, y1], i.e. the two red arcs in Figure 4.
(IX) Let x = {x0, x1} ∈ Ind T . Then, by [10, lemma 2.4.2], we have that z = {z0, z1} ∈
Ind T is such that Hom(z, x) 6= 0 if and only if z has one endpoint in each of the
intervals [x++0 , x1] and [x
++
1 , x0], i.e. the two green arcs in Figure 5.
Moreover, for such a z, the indecomposables s = {s0, s1} such that the morphism
z → x factors through s are exactly those having one endpoint in each of the intervals
[z0, x1] and [z1, x0], i.e. the two red arcs in Figure 5.
6.1. Subcategories arising from Ptolemy diagrams. The additive subcategories of T
closed under extensions are precisely those arising from Ptolemy diagrams in our regular
(n+ 3)-gon P .
Definition 6.1 ([9, definition 2.1]). A Ptolemy diagram is a set S of diagonals of a finite
polygon such that if the set contains crossing diagonals a and b, then it also contains all the
diagonals connecting the endpoints of a and b.
Note that if we take S to be the empty set, then this is a Ptolemy diagram, called an empty
cell. The set of all diagonals in a given polygon is also a Ptolemy diagram, called a clique.
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x0
x1
x−
0
x−
1
x−−
0
x−−
1
y0
y1
s0
s1
Figure 4. There is a non-zero morphism x = {x0, x1} → {y0, y1} = y if and
only if y has one endpoint below each blue arc. Moreover, x → y factors
through s = {s0, s1} if and only if s has an endpoint below each red arc.
x0
x1
x+
0
x+
1
x++
0
x++
1
z0
z1
s1
s0
Figure 5. There is a non-zero morphism z = {z0, z1} → {x0, x1} = x if and
only if z has one endpoint below each green arc. Moreover z → x factors
through s = {s0, s1} if and only if s has an endpoint below each red arc.
Remark 6.2 ([9, theorem A (ii)]). Each Ptolemy diagram can be obtained by gluing empty
cells and cliques.
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Figure 6. Example of a Ptolemy diagram.
So, for our polygon P , a Ptolemy diagram is constructed by first choosing a set of pairwise
non-crossing diagonals, called dissecting diagonals, that divide P in cells, and then deciding
whether each cell is empty or a clique.
Example 6.3. For example, in Figure 6 we have chosen the three green diagonals to be
the dissecting diagonals and, going left to right, the first and third cells are empty and the
second and fourth are cliques.
From now on let C be a subcategory of T corresponding to a Ptolemy diagram of P . The
following result is the reason why this choice satisfies Setup 2.1.
Proposition 6.4. Ptolemy diagrams of P correspond to the additive subcategories of T
closed under extensions.
Proof. This follows from [9, theorem A(i) and proposition 2.3]. 
6.2. Minimal right almost split morphisms in C ending at Ext-projectives. Note
that since C ⊆ T has finitely many indecomposables, it is functorially finite and we can
apply Theorem 3.5. We first describe the indecomposable Ext-projectives in C. Then, given
any indecomposable Ext-projective in C, we give a way to find a minimal right almost split
morphism in C ending at it and the left-weak Auslander-Reiten triangle in C completing it.
Proposition 6.5. An indecomposable c in C is Ext-projective if and only if it is a dissecting
diagonal.
Proof. Suppose c is a dissecting diagonal, so there is no diagonal in C crossing it. Hence for
every a ∈ C, we have dimC(Ext
1(a, c)) = 0 and c is Ext-projective.
Suppose now that c is not a dissecting diagonal and let P ′ be the clique it belongs to. Then
there are vertices of P ′ lying on both sides of c. Joining any two vertices of P ′ lying on
different sides of c, we obtain a diagonal a′ in C crossing c and hence Ext1(c, a′) 6= 0. So c is
not Ext-projective. 
Setup 6.6. Let C correspond to a Ptolemy diagram and c ∈ C be Ext-projective and
indecomposable. Then c is a dissecting diagonal by Proposition 6.5. Let the vertices of the
two cells bordered by c be v1 < v2 < · · · < vm and c = {vi, vj}. Set v0 := vm.
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c
v3=vi
v2=vq
v1
v4=vp
v5
v6=vj
b0
b1
Figure 7. Example of Setup 6.6 in a Ptolemy diagram of a 12-gon. Green
diagonals are dissecting diagonals, with c = {v3, v6}. On the left, c borders
an empty cell, so vp = v3+1 and on the right it borders a clique, so vq = v3−1.
Then b0 and b1 are the red dashed diagonals.
Choose vp maximal in [v
+
i , v
−
j ] such that b0 := {vi, vp} ∈ C and vq maximal in [v
+
j , v
−
i ] such
that b1 := {vj, vq} ∈ C. An example is shown in Figure 7.
Remark 6.7. Note that the choice of vp depends on whether c borders a clique or an empty
cell in [vi, vj ]. In the first case we have vp = vj−1 while in the second vp = vi+1. Note that in
the case when c borders an empty cell with vi+1 = v
+
i , then b0 = {vi, v
+
i } = 0. The vertex
vq is determined in a similar way, looking at the interval [vj , vi].
Proposition 6.8. In the situation of Setup 6.6, let
β = (β0, β1) : b0 ⊕ b1 → c,
where β0, β1 are non-zero morphisms (unless b0 or b1 are zero). Then β is a minimal right
almost split morphism in C and
x
ξ=
(
ξ0
ξ1
)
−−−−→ b0 ⊕ b1
β=(β0,β1)
−−−−−→ c→ Σx (†)
is a triangle in T with x = {vp, vq} indecomposable not in C and ξ a C-envelope of x. In
other words, (†) is a left-weak Auslander-Reiten triangle in C.
Remark 6.9. In the example illustrated in Figure 7, we have x = {v4, v2}. Note that x
crosses the dissecting diagonal c and so it is not in C.
Proof of Proposition 6.8. Consider an indecomposable d ∈ C. By (IX), HomT (d, c) 6= 0 if
and only if d has one endpoint in each of the intervals [v++i , vj] and [v
++
j , vi]. Since d ∈ C
and c is a dissecting diagonal, d is not allowed to cross c. Hence d = {vi, t} for t ∈ [v
++
i , vj ]
or d = {vj, s} for s ∈ [v
++
j , vi]. Note that, whenever they are non-zero, our choices of b0, b1
satisfy this condition and so dimCHomT (bi, c) = 1.
We prove β is right almost split in C. Take a morphism γ′ : c′ → c in C that is not a split
epimorphism. If γ′ = 0 it clearly factorizes through β, so assume γ′ is non-zero and without
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loss of generality assume c′ is indecomposable. Note that γ′ being not a split epimorphism
forces c′ 6= c. By the above, we have either c′ = {vi, t} for t ∈ [v
++
i , vj−1] or c
′ = {vj, s} for
s ∈ [v++j , vi−1]. In the first case, by maximality of vp in [v
++
i , vj ] such that b0 = {vi, vp} ∈ C,
we have t ≤ vp < vj . Then, by (IX), γ
′ factors through β0. Similarly, in the second case we
have s ≤ vq < vi and γ
′ factors through β1. Hence β is right almost split.
We now show that β is right minimal. Note that b1 = {vj, vq} and Σ
−1b0 = {v
+
i , v
+
p } do not
cross. In fact we have
vi < v
+
i < v
++
i < v
+
p < vj < v
++
j ≤ vq.
Similarly, b0 and Σ
−1b1 do not cross. Then any morphism ϕ : b0⊕ b1 → b0 ⊕ b1 has the form
ϕ =
(
α01b0 0
0 α11b1
)
: b0 ⊕ b1 → b0 ⊕ b1,
where α0, α1 ∈ C. If ϕ is such that β ◦ ϕ = β, then we must have α0 = α1 = 1, so that ϕ is
an isomorphism. Hence β is a minimal right almost split morphism in C.
The rest of the proposition follows from (IV) and Theorem 3.5. 
Remark 6.10. In the situation of Proposition 6.8, by Theorem 3.5(b) we also have that if
β ′ : b′ → c′ is a minimal right almost split morphism in C with c′ Ext-projective, then c′ ∼= c
if and only if x′ ∼= x, where x′
ξ′
−→ b′
β′
−→ c′ → Σx′ is the triangle obtained by extending β ′.
We now apply Corollary 4.6 to this example.
Remark 6.11. Note that, by the dimension of Hom spaces over C, we have that End(z) ∼= C
for every indecomposable z in T . Moreover, since T is 2-Calabi-Yau, by Remark 4.5, we
have that Ext-projective and Ext-injective objects coincide in additive subcategories of T .
Proposition 6.12. In the situation of Setup 6.6, consider the triangle (†) : x→ b0 ⊕ b1 →
c→ Σx from Proposition 6.8. Let C˜ ⊆ T be the additive subcategory with Ind C˜ = Ind (C)\c
and C′ := add (C˜ ∪ x). Then C′ ⊆ T is closed under extensions if and only if c borders two
empty cells in the Ptolemy diagram corresponding to C.
Proof. Suppose first that c borders two empty cells in C. Then, using the notation in Setup
6.6, the only diagonals in C′ that x = {vp, vq} crosses are from the set of diagonals of the
form {vs, vt} with s, t ∈ {1, . . . , m} that are in C˜. However, since c borders two empty cells,
such diagonals {vs, vt} do not belong to C˜ ⊂ C
′. Hence c crosses no diagonals in C′, so that
Ext1(x, C′) = 0 and x is Ext-projective in C′, and so also Ext-injective in C′ by Remark 6.11.
By Corollary 4.6, we then have that C′ is closed under extensions.
Suppose now that one of the cells bordered by c is a clique with at least four vertices. Using
the notation in Setup 6.6, without loss of generality say that the cell vj < vj+1 < · · · <
vi−1 < vi is a clique with at least four vertices. Then, x = {vp, vi−1} and, since the clique has
at least four vertices, we have vj < vj+1 < vi−1 < vi. Then the diagonal c˜ := {vj+1, vi} ∈ C˜
crosses x since
vi < vi+1 ≤ vp ≤ vj−1 < vj < vj+1 < vi−1.
Then Ext1(x, c˜) 6= 0 so that x is not Ext-projective, and so also not Ext-injective, in C′. By
Corollary 4.6, we have that C′ is not closed under extensions. 
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Example 6.13. In the example illustrated in Figure 7, we have that the dissecting diagonal
c borders an empty cell and a clique with four vertices. Then, by Proposition 6.12, the
subcategory C′ obtained by removing c and substituting it with x = {v4, v2} is not closed
under extensions. In fact, it is easy to see that this does not correspond to a Ptolemy
diagram.
However, if the cell to the right of c was empty, then the subcategory obtained by removing
c and substituting it with x = {v1, v4} would correspond to a Ptolemy diagram and so it
would be closed under extensions.
Remark 6.14. Recall that CAn is 2-Calabi-Yau and it has finitely many indecomposables.
Hence, whenever C ∈ C corresponds to a dissecting diagonal bordering two empty cells,
Proposition 6.12 and Theorem 5.4 imply that C′ is equal to µ(C;D), i.e. the subcategory
obtained by mutating C with respect to the additive subcategory of C generated by all the
indecomposable Ext-projectives in C apart from C.
6.3. Minimal left almost split morphisms in C starting at Ext-injectives. For com-
pleteness we state the corresponding results on Ext-injectives. These can be proven using
similar arguments to the ones in Section 6.2.
Proposition 6.15. An indecomposable a in C is Ext-injective if and only if it is a dissecting
diagonal.
Proof. This follows from Proposition 6.5 and Remark 4.5. 
We present the setup and the dual of Proposition 6.8.
Setup 6.16. Let C correspond to a Ptolemy diagram and a ∈ C be Ext-injective and
indecomposable. Then a is a dissecting diagonal by Proposition 6.15. Let the vertices of the
two cells bordered by a be v1 < v2 < · · · < vm and a = {vr, vs}. Set v0 := vm.
Choose vp minimal in [v
+
r , v
−
s ] such that b0 := {vs, vp} ∈ C and vq minimal in [v
+
s , v
−
r ] such
that b1 := {vr, vq} ∈ C.
Proposition 6.17. In the situation of Setup 6.16, let
α = ( α0α1 ) : a→ b0 ⊕ b1,
where α0, α1 are non-zero morphisms (unless b0 or b1 are zero). Then α is a minimal left
almost split morphism in C and
a
α=(α0α1 )
−−−−−→ b0 ⊕ b1
ν=(ν0,ν1)
−−−−−→ z → Σa (‡)
is a triangle in T with z = {vp, vq} indecomposable not in C and ν a C-cover of z. In other
words, (‡) is a right-weak Auslander-Reiten triangle in C.
Proposition 6.18. In the situation of 6.16, consider the triangle a → b0 ⊕ b1 → z → Σa
from Proposition 6.17. Let Let C be the additive category with Ind C = Ind (C) \ a and
C′′ := add (C ∪ z). Then C′′ ⊆ T is closed under extensions if and only if a borders two
empty cells in the Ptolemy diagram corresponding to C.
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