Transfer Learning has shown great potential to enhance the single-agent Reinforcement Learning (RL) efficiency, by sharing previously learned policies. Inspired by this, the team learning performance in multiagent settings can be potentially promoted with agents reusing knowledge between each other when all agents interact with the environment and learn simultaneously. However, how each independent agent selectively learns from other agents' knowledge is still a problem. In this paper, we propose a novel multi-agent transfer learning framework to improve the learning efficiency of multiagent systems. Our framework learns when and what advice to give to each agent and when to terminate it by modeling multi-agent transfer as the option learning problem. We also propose a novel option learning algorithm, named as the Successor Representation Option (SRO) learning that decouples the dynamics of the environment from the rewards to learn the option-value function under each agent's preference. The proposed framework can be easily combined with existing deep RL approaches. Experimental results show it significantly accelerates the learning process and surpasses state-of-the-art deep RL methods in terms of learning efficiency and final performance in both discrete and continuous action spaces.
Introduction
Recent advance in Deep Reinforcement Learning (DRL) has obtained expressive success of achieving human-level control in complex tasks [Mnih et al., 2015; Lillicrap et al., 2016; Mnih et al., 2016] . However, DRL is still faced with sample inefficiency problems which makes it difficult to learn from scratch. This situation becomes worse in multiagent systems (MASs) due to the exponential increase in the state-action space. Furthermore, agents' behaviors are influenced by each * Equal contribution, † corresponding author. other and the environment exhibits more stochasticity and uncertainties, which exhibits a lot of challenges for multiagent learning [Claus and Boutilier, 1998; Hu and Wellman, 1998; Bu et al., 2008; Hernandez-Leal et al., 2019] .
Transfer Learning (TL) has shown great potential to accelerate single-agent RL [Sutton and Barto, 1998 ] via leveraging prior knowledge from past learned policies of relevant tasks [Yin and Pan, 2017; da Silva and Costa, 2019] . Recently, one major direction of works focused on transferring knowledge across multiagent tasks to accelerate multiagent reinforcement learning (MARL). For example, a number of works explicitly compute the similarities between states or temporal abstractions [Hu et al., 2015; Boutsioukis et al., 2011; Didi and Nitschke, 2016] to transfer across multiagent tasks. Recently, Agarwal et al. [2019] proposed a MARL framework by combining Graph Neural Network (GNN) to generate the shared agent-entity graph, enabling transferring policies across tasks with different numbers of agents. Later, Wang et al. [2020] proposed a dynamic multiagent curriculum learning for large-scale multiagent learning, where three kinds of transfer mechanisms are proposed for transferring knowledge across curricula (tasks).
However, previous works do not consider how to transfer knowledge across agents in the same task. In a MAS, since the exploration strategy of each agent is different, the states each agent encounter (the exploration space) are different. The knowledge of each agent could be shared across agents to facilitate more efficient MARL. This direction of work is still investigated at an initial stage. Recently, Omidshafiei et al. [2019] proposed LeCTR to learn to teach in a multiagent environment. LeCTR enables peer-to-peer teaching that each agent is assigned two roles, the teacher and the student, and learns when and what to advise other agents or receive advice from other agents. However, LeCTR only considers a twoagent scenario, how to extend to n-agent is not addressed.
To address the above problems, we propose a novel Multiagent Option-based Policy Transfer (MAOPT) framework which models the policy transfer between agents as an option learning problem. The option module collects experience from all agents, and is used to adaptively select a suitable policy for each agent, which is used as a complementary optimization objective of the target policy of the agent. The backbone of MAOPT can still use existing DRL algorithms to update each agent's policy. Besides, the option module allows us to use the termination probability as a performance indicator to determine whether the policy reuse should be terminated to avoid negative transfer. Furthermore, the estimation of the option value function may oscillate when the experience from each agent is inconsistent. To this end, we propose a novel option learning algorithm, the successor representation option (SRO) learning, that decouples the dynamics of the environment from the rewards to learn the option-value function under each agent's preference. Both existing valuebased and policy-based DRL approaches can be incorporated and experimental results show MOPT significantly boosts the performance of existing DRL approaches, and outperforms state-of-the-art multiagent methods both in discrete and continuous action spaces.
Preliminaries
Stochastic Games [Littman, 1994] are a natural multiagent extension of Markov Decision Processes (MDPs), which models the dynamic interactions among multiple agents. Considering the fact agents may not have access to the complete environmental information, we follow previous work's settings and model the multiagent learning problems as partially observable stochastic games [Hansen et al., 2004] .
A Partially Observable Stochastic Game (POSG) is defined as a tuple N , S, A 1 , · · · , A n , T , R 1 , · · · ,R n , O 1 , · · · , O n , where N is the set of agents; S is the set of states; A i is the set of actions available to agent i (the joint action space A = A 1 × A 2 × · · · × A n ); T is the transition function that defines transition probabilities between global states: S ×A× S → [0, 1]; R i is the reward function for agent i: S × A → R and O i is the set of observations for agent i. An policy π i : O i × A i → [0; 1] specifies the probability distribution over the action space of agent i. The goal of agent i is to learn a policy π i that maximizes the expected return with a discount factor γ: J = E π i ∞ t=0 γ t r i t . Q-Learning and Deep Q-Network (DQN). Q-learning [Watkins and Dayan, 1992] and DQN [Mnih et al., 2015] are popular value-based RL methods. Q-learning holds an action-value function for policy π as Q π (s, a) = E π [ ∞ t=0 γ t r t |s t = s, a t = a], and learns the optimal Qfunction, which yields an optimal policy [Watkins and Dayan, 1992] . DQN learns the optimal Q-function by minimizing the loss:
(1) where Q is the target Q-network parameterized by θ and periodically updated from θ.
Policy Gradient (PG) Algorithms. Policy gradient methods are another choice for dealing with RL tasks, which is to directly optimize the policy π parameterized by θ. PG methods optimize the objective J(θ) = E s∼P π ,a∼π θ [ ∞ t=0 γ t r t ] by taking steps in the direction of ∇ θ J(θ). Using Q-function, then the gradient of the policy can be written as:
where P π is the state distribution. Several practical PG algorithms differ in how they estimate Q π . One main class of methods learn an approximation of the action-value function Q π (s, a); Q π (s, a) is called the critic and leads to a variety of actor-critic algorithms [Mnih et al., 2016; Schulman et al., 2017] .
The Options Framework. Sutton et al. [1999] firstly formalized the idea of temporally extended actions as an option. An option ω ∈ Ω is defined as a triple {I ω , π ω , β ω } in which I ω ∈ S is an initiation state set, π ω is an intraoption policy and β ω : I ω → [0, 1] is a termination function that specifies the probability an option ω terminates at state s ∈ I ω . An MDP endowed with a set of options becomes a Semi-Markov Decision Process (Semi-MDP), which has a corresponding optimal option-value function over options learned using intra-option learning. The options framework considers the call-and-return option execution model, in which an agent picks option o according to its option-value function Q ω (s, ω), and follows the intra-option policy π ω until termination, then selects a next option and repeats the procedure.
The Successor Representation (SR) and Deep Successor Representation (DSR). The SR [Dayan, 1993] is a basis scheme that describes the state value function by a prediction about the future occurrence of all states under a fixed policy. Specifically, SR decouples the dynamics of the environment from the rewards as follows. Given a transition (s, a, s , r), SR is defined as the expected discounted future state occupancy:
is an indicator function with value of one when the argument is true and zero otherwise. Given the SR, the Q-value for selecting action a at state s can be formulated as the inner product of the immediate reward and the SR:
DSR [Kulkarni et al., 2016] extends SR by approximating it using neural networks. Specifically, each state s is represented by a D-dimensional feature vector φ s , which is the output of the network parameterized by θ. Given φ s , SR is represented as m sr (φ s , a|τ ) parameterized by τ , the immediate reward at state s is approximated as a linear function of φ s : R(s) ≈ φ s · w, where w ∈ R D is the weight vector. In this way, the Q-value function can be approximated by putting these two parts together as follows:
The stochastic gradient descent is used to update parameters (θ, τ, w,θ). Specifically, the loss function of τ is:
where a = argmax a m sr (φ s , a) · w, and m sr is the target SR network parameterized by τ which follows DQN [Mnih et al., 2015] for stable training. The reward weights w is updated by minimizing the following loss function:
The parameterθ is used to reconstruct the state input and updated using a L2 loss:
Thus, the loss function of DSR is the composition of the three loss functions as follows:
3 Approach Figure 1 illustrates the Multiagent Option-based Policy Transfer (MAOPT) framework which contains n agents interacting with the environment and one option adviser. At each step, each agent i draws its own observation o i , selects an action a i , and receives its reward r i . The option advisor first initializes a set of options Ω = {ω 1 , ω 2 , · · · , ω n }. Each option ω contains an intra-option policy corresponding to an agent's policy, that is, the intra-option policy set is Π = {π 1 , π 2 , · · · , π n }. The option advisor uses samples from all agents to update its value and termination probabilities. Then given each agent's observation o i , the option advisor selects an option ω i , and provides each agent advice which is served as a complementary optimization objective of each agent. The advice for each agent is terminated as the selected option terminates and then another option is selected. In this way, each agent efficiently exploits useful information from other agents and as a result, the learning process of the whole system is accelerated and improved. MAOPT could be easily integrated with existing DRL approaches and we will describe how it could be combined with actor-critic methods (e.g., A3C [Mnih et al., 2016] , PPO [Schulman et al., 2017] ) as an example in the next section in detail.
MAOPT
In this section, we describe how MAOPT applying in actorcritic methods, which detail is illustrated in Figure 2 . For each agent i, the option advisor first selects an option ω i following the policy over options. The selected option ω i is used to generate advice for agent i, which is the difference of two policies: agent i's policy π i and the intra-option policy π i ω . This advice loss is served as a complementary optimization objective of agent i, which means that apart from maximizing the cumulate reward, the agent also imitates the policy inside the selected option by minimizing the advice loss. The imitation for the intra-option policy is terminated as the option terminated, and then another option is selected to provide advice for the agent. Next, we describe how MAOPT for actor-critic methods updates in detail.
Algorithm 1 MAOPT for actor-critic methods. Select an action a i ∼ π i (o i )for each agent i 6:
Perform the joint action a = {a 1 , · · · , a n } 7:
Observe reward r = {r 1 , · · · , r n } and new state s The whole learning process of MAOPT for actor-critic methods is shown in Algorithm 1. First, we initialize the network parameters for the option-value network, the termination network (which shares the input and hidden layers with the option-value network and holds a different output layer), and also the network parameters for each agent's actor and critic networks. The experience of each agent is stored in each agent's replay buffer D i respectively. For each episode, each agent i first draws its observation o i which corresponds to the current state s (Line 3), and then selects an action a i following its policy π i (Line 5). The joint action a is performed, then the reward r and new state s is returned from the environment (Lines 6-7). The transition is stored to each agent's replay buffer (Line 8). For each update step, the option module first selects an option ω i for each agent, then each agent updates its critic network using the standard loss L i c (Line 13), and the actor network with minimizing the original loss L i a , as well as the transfer loss L i tr (Line 14). The transfer loss is represented as an imitation of the intra-option policy π i ω , weighted by a discounting factor as follows:
where, f (t) = 0.5 + tanh(3 − µt)/2. µ is a hyper-parameter that controls the decrease degree. This means that at the beginning of learning, we exploit knowledge from other agents mostly. As learning continues, knowledge from other agents becomes less useful and we focus more on the current selflearned policy. The option-value network update follows previous work [Sutton et al., 1999; Bacon et al., 2017] . We first samples B transitions uniformly from each agent's buffer, for each sample (o i , a i , r i , o i , i), we calculate the U function, the optionvalue function upon arrival [Sutton et al., 1999] :
Then, the option-value network minimizes the following loss (Line 15):
According to the call-and-return option execution model, the termination probability β ω controls when to terminate the current selected option and select another option accordingly. The termination probability is updated w.r.t as follows [Bacon et al., 2017] (Line 16):
where, A(o i , ω|ψ) is the advantage function which can be
ξ is a regularization term to ensure explorations [Bacon et al., 2017] . Note that the option-value network and termination network collects experience from all agents for update. What if the experience from one agent is inconsistent with others? In the next section, we will describe how to address such sample conflicts in detail.
Successor Representation Option Learning
The option-value network and termination network discussed in the above collects experience from all agents for update.
However, in a MAS, each agent's reward function R i is different, i.e., each agent may obtain different reward signals at the same state. If we use all experience to update one shared option-value network and termination network, the value estimation would become indifferent for all options. Furthermore, if we equip each agent an option-value network and a termination network, and update these networks using its own experience, this would be faced with the problems of sample inefficiency. To this end, we propose a novel option learning algorithm, Successor Representation Option (SRO) learning, which addresses the sample conflicts and learns the optionvalue and the corresponding termination probabilities under each agent's preference.
Algorithm 2 SRO learning. 
for ω ∈ Ω do 7:
if π ω selects action a i at observation o i then 8:
Optimize the following loss w.r.t τ : Copy τ to SR target network every λ steps 15: end for
The whole learning process of SRO is shown in Algorithm 2. Since options are temporal abstractions, U function is served as the option-value function upon arrival [Sutton et al., 1999] , indicating the expected return of executing an option ω upon entering a state. Given the transition (o i , a i , r i , o i ) We first introduce the SR upon arrivalŨ as follows:
where ω = argmax ω∈Ω m sr (φ o i , ω|τ ) · w.
Then, SRO samples a batch of B/N transition from each agent's buffer D i , that are B transitions in total for update (Line 2). SRO loss is composed of three components which follows previous work [Kulkarni et al., 2016] : the state reconstruction loss L(θ, θ), the loss for reward weights L(w, θ) and SR loss L(τ, θ). The full SRO network architecture is shown in Figure 3 , with each observation o i from each agent i as input. o i is input through two fully-connected layers to generate φ o i , which is used to transport to three network submodules. The first sub-module ensures φ o i well representing o i by minimizing two losses L(θ, θ) (Line 4) and L(w, θ) (Line 5). The second sub-module is used to approximate SR for options, with minimizing the loss L(τ, θ) (Line 10). The last sub-module is used to update the termination probabilities of options (Line 11).
Experimental Results
In this section, we evaluate the performance of our multioption transfer framework compared with vanilla singleagent DRL algorithms (PPO [Schulman et al., 2017] ). The test environments include a discrete action space game, Pac-Man, and a multi-agent particle environment with continuous control. eraa, 2016] , which is a competitive maze game with one pacman player and two ghost players. The goal of the pac-man player is to eat as many pills (denoted as yellow circles in the grids) as possible and avoid the pursuit of ghost players. For ghost players, they aim to capture the pac-man player as soon as possible. In our settings, we aim to control the two ghost players and meanwhile the pac-man player as the opponent is controlled by well pre-trained PPO policy. The game ends when one ghost catches the pac-man player or the episode exceeds 100 steps. Each player receives −0.01 penalty each step and +5 reward for catching the pac-man player. Since in Pac-Man, two ghosts do not contain any inconsistency in their reward functions, we evaluate the performance of MAOPT compared with independent PPO learning from scratch. We consider two Pac-Man scenarios with the game difficulties increasing. Figure 4 (a) and Figure 5 (a) present the game layout and the average rewards in this game respectively. We can see that both PPO and MAOPT enables ghosts to catch the pac-man and achieves the average discount rewards of +3 approximately. And MAOPT learns faster than PPO since it enables the knowledge transfer between two ghosts, thus facilitate more efficient learning.
Pac-Man
Next, we consider a more complex Pac-Man game scenario shown in Figure 4 (b) , where the layout size is bigger than that in Figure 4 (a) and it contains obstacles (walls, labeled in blue). From Figure 5 (b) we can observe that MAOPT still performs better than PPO both in terms of learning speed and final performance. This means that the superior advantage of MAOPT increases when faced with more challenging scenarios. Intuitively, as the environmental difficulties increase, agents are more hard to explore the environment and learn the optimal policy. In such a case, agents need more efficient exploiting knowledge from other agents, which would greatly accelerate the learning process.
Multi-Agent Particle Environment
Multi-Agent Particle Environment [Lowe et al., 2017 ] is a simple multi-agent particle world with a continuous observation and discrete action space. In this section, we evaluate the performance of multi-option transfer on simple-spread scenario shown in Figure 6 . The simple-spread scenario contains four agents (denoted as big circles), and four corresponding landmarks (denoted as small circles). Each agent is requested to achieve its corresponding landmark. Each agent receives a reward of +5 for approaching its landmark and the game ends when exceeding 100 steps. In the simple-spread scenario, each agent is assigned a different task, i.e., approaching a different landmark from others. In such a case, each agent's rewards are inconsistent with other agents, i.e., each agent may obtain different reward signals at the same state, which cannot be directly used for updating the option-value function. Therefore, we design an individual option learning module for each agent, which only collects one agent's experience to update the option-value function over all options.
We evaluate the performance of MASROPT to see whether it successfully learns the optimal option-value function under each agent's preference, and efficiently exploits useful infor-mation from other agents. Figure 7 shows the average rewards of MASROPT, MAOPT and independent PPO learning from scratch in the simple-spread scenario. We can see that MASROPT achieves higher average rewards than PPO and MAOPT. This is because MASROPT efficiently distinguishes which part of the information is useful and provides positive advice for each agent, thus improving the performance of the whole system. We also observe that MAOPT performs worse than vanilla PPO. We hypothesize this is because MAOPT can only uses experience of one agent, the amount of samples is insufficient at early stage. Thus, the estimation of the option value contains too much noise, which makes MAOPT fail to distinguish useful information from other agents. We further investigate whether our framework efficiently enables agents to exploit useful information from others and achieve better performance finally. In a modified simplespread scenario, three agents learn at the beginning of training, and a new agent joins at approximate 1000th episodes. Figure 8 shows the performance of MAOPT, MASROPT and independent PPO learning from scratch. We can see that the average rewards of all methods decrease when the forth agent joins the learning. Then, both MAOPT and MASROPT outperform PPO and MASROPT performs best. This indicates that using our framework efficiently exploits useful information for all agents and accelerates the learning of the whole system, which confirms our hypothesis. The better performance of MASROPT than MAOPT is because of the more efficient usage of agents' experience.
Conclusion and Future Work
In this paper, we propose a novel multiagent transfer learning framework (MAOPT) for efficient multiagent learning by taking advantage of option-based policy transfer. Our framework learns when and what advice to give to each agent and when to terminate it by modeling multi-agent transfer as the option learning problem. Furthermore, to address the problem of sample conflicts, we also propose a novel option learning framework, the successor representation option (SRO) framework, that decouples the dynamics of the environment from the rewards to learn the option-value function under each agent's preference. Our framework can be easily combined with existing DRL approaches. Experimental results show it significantly accelerates the learning process and surpasses state-of-the-art DRL methods in terms of learning efficiency and final performance in both discrete and continuous action spaces. As for future work, it's worth investigating how to integrate explicit coordination mechanisms, e.g., coordinated exploration and credit assignment into MAOPT to facilitate multiagent coordination.
