Introduction
The explosive growth of the communication tools such as the television and the Internet has facilitated the rapid broadcasting of the information. Consequently, several television programs and news are available in different languages. However, the access to the information expressed in a foreign language is inaccessible to many users. To tackle this problem, the AMIS (Access to Multilingual Information and Opinions) project proposes to develop a multilingual information comprehension help system without human intervention. AMIS is a Chist-Era project, the principal objective is to develop a system, helping people to understand the content of a source video by presenting its main ideas in a target understandable language. This system is based on several components such as: video summarization, audio summarization, text summarization, automatic speech recognition system, machine translation and sentiment analysis [23] , [5] and [4] . Four architectures have been proposed, one of these scenarios is given in Fig.1 , which corresponds to a pipeline assembly of some of the mentioned This architecture is the one that has been used in this article for our experiments.
Another aspect of AMIS is to compare two videos in two languages about the same topic and to produce a grain-fined sentiment analysis of their contents. In this article, we will focus only on this aspect of AMIS project. The rest of this paper is organised as follows. Section 2 presents the used video database. Then, we present an overview of the global model proposed to align and analyse the AMIS videos that deal with the same object in terms of opinions in Section 3. In Section 4, we describe the proposed method to identify the comparable AMIS videos. A fine-grained multilingual sentiment analysis approach is proposed in Section 5 and finally, we conclude.
Video Database of AMIS
In order to develop the AMIS system, a large corpus of newscasts and reports from different channels (see table 1) were crawled by using a list of controversial Hashtags (see table 2 ). More details on the crawling method is given in [14] . In Table 3 , we give the number of the harvested videos for each monolingual corpora. 
An overview of the global approach
Our objective is to make comparable the videos produced by the AMIS system. We have to mention that the comparability does not concern two well-written documents in the same language. In fact, we have two challenges to overcome in our case, the comparability is about the transcriptions of two speech recognition systems, one is in Arabic and the second is in English. That means that texts to make comparable include several errors. The second challenge concerns the multilingual aspect of the produced documents. In other words, we have to align two texts one is in Arabic and the second is in English. Several works, on multilingual comparability, have been proposed by the international community [10] , [22] , [9] , [3] , [13] . Overall, they concern documents harvested from social networks, Wikipedia, etc. But, in our knowledge there is very little work on the aspect of comparability on multilingual videos. To achieve this goal, it is necessary to align the collected videos [12] and to take into account the qualitative aspect of the comparison material produced by the ASR systems. Once the comparable pairs are identified, the next step is to compare them in terms of opinions. In Fig.2 , we present a global overview of the model we propose and that will be explained further.
Our approach is based on the use of two Automatic Speech Recognition systems (ASR), one in Arabic [18] and one in English [8] . It is also based on a module of videos alignment and an elaborated procedure of fine-grained sentiment analysis.
Identifying comparable videos
In this article, we will present two methods of comparability: one which is well widespread, it is based on a dictionary method, and a new one based on the word embedding (Word2vec) [19] . These methods are explained in detail in the following sections.
Dictionary-based method
The method consists in looking-up into a dictionary if the translation of the words of the source video V s exist in the target one V t and vice versa. The idea is to align all the pairs of videos that share as many words as possible between the source and the target videos. To do so, we need to measure the comparability between the videos pairs. The pair of videos that gets the best score is considered as the best comparable videos. For that, we used the well-known measure proposed by Li and Gaussier [15] . This comparability measure can be defined as the expectation of finding, for each English word w e (respectively w a ) of the source video V s (respectively of the target video V t ), its translation in the video V t (respectively in the source video V s ). The comparability measure is estimated as follows:
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Where D s is the source part (English) of the bilingual dictionary , D t is the target part (Arabic) of the dictionary. l s and l t are respectively the list of words of the source and the target video. σ is a function using two parameters: a word w and a list of words (l s ). This function indicates whether potential translations of the word w represented by the list T (w) include at least one word in the list l s .
For this experimentation, we used the bilingual dictionary OMWN (Open Multilingual WordNet) 1 that contains 17,785 Arabic and English pairs.
The initial results of this approach led to bad performance. In fact, the drawback of this approach is its dependency of a bilingual dictionary. Whatever the size of this dictionary, the coverage issue arises especially for rich morphological language such as Arabic. In this language the word is composed, in the majority of cases, of the concatenation of a root and affixes. A root in Arabic is considered as a producer of words, that is why from a single root, several words can be produced. For example: the root (write) with particular affixes produce different words with different meanings:
(he writes), (library), (office), etc. Consequently, in order to improve the coverage of the dictionary, we used the Buckwalter Arabic Morphological Analyzer to segment the words. Even if English does not have the same morphological constraints as Arabic, we also used a morphological analyzer (TreeTagger tool) 2 in order to reduce the missing inflected forms of words in the processed videos. In our experiments, the dictionary-based method includes in addition to the bilingual dictionary OMWN, all the inflectional form of its words.
As described above, the method necessitates a large bilingual dictionary, we replaced in another experiment the previous dictionary, by a translation table built on a parallel corpus of 9 million parallel sentences that led to a translation table of 297,176 pairs of Arabic and English entries [17] .
Word embedding approach
The idea of this method is to investigate to what extent the semantic information encoded by words embedding approach can be used to retrieve the words semantically close to each other in two documents in which each of them is written in a different language. To do so, we used the CBOW method of Word2Vec model proposed by [19] to extract the bilingual vector representation of words. The CBOW method is trained over a large parallel corpus (9 million sentences in English and Arabic) with the objective to capture strong semantic relationships between the Arabic and English words. Each Arabic word is assigned a list of correlated English words which is calculated by a method proposed by the authors of [1] .
To estimate the comparability between an Arabic and English videos, we used the same formula as in the previous section 4.1 except that σ is a function that returns 1 if a word in the target video exist in the correlated words list of a word of the source video.
Experimentation
The methods presented previously are evaluated on a test corpus composed of 123 pairs of comparable videos extracted from the Euronews web site [8] . All the videos have been transcribed by our Arabic and English ASR systems depending on the language of the videos. The performance is given in terms of one of the classical measures in information retrieval topic: Recall (R@1, R@5 and R@10). In Table4, we report the results of the three methods: the one based on a dictionary with the use of the morphological analyzers (DicM A), the one based on a translation table (DicT T ) and finally the one based on a bilingual vector representation of words (CBOW ). This table shows that DicT T achieves the best results in comparison to the two others. The recall at rank 1 is 70% and grows up to 92% at rank 10. This result is encouraging, it allows, in almost cases to retrieve in the Top10 the right pair of comparable videos. The CBOW method achieves similar result as the DicM A. This result is very interesting, since without external resources (a bilingual dictionary and a morphological analyzer), we can get almost the same performance. Consequently, this method could be used in under-resourced languages such as Arabic dialects.
By using the best method presented in this table, we retrieved all the pairs of comparable videos from the database of AMIS that led to 360 Arabic-English comparable videos. We recall that the total number of Arabic videos is 1,542, they concern several topics. Although videos were collected in different language using corresponding hashtags, that does not mean that each video in a given language has a matching comparable video in another language (in the collected video corpus). Furthermore, we selected only the pairs of videos for which the scores of comparability are high.
Multilingual Fine-granularity sentiment analysis
In general, the methods devoted to sentiment analysis concern the study of the polarity of a text or an utterance. The sentiments in this case are reduced to the three classical opinions: positive, negative or neutral. In some other studies, fine-grained categories are added to have a more detailed analysis by using emotions such as (anger, disgust, fear, joy, sadness, and surprise) [24] or by adopting a linguistic theory such as appraisal [25] , [20] , [11] and [2] .
The appraisal approach has been developed by White and Martin [16] within the theory Systemic Functional Linguistics [6] . The idea is to go further than the basic polarity sentiments and consider more detailed sentiments by covering additional attributes of opinions such as: Attitude, Graduation and Engagement.
The theory is supported by a graph, which represents the different sentiment categories expressed by a speaker (Fig.3 ).
-Attitude. The category Attitude gives the type of appraisal being expressed as either affect, appreciation, or judgment.
• Affect. This sub-category of Attitude describes the emotional reactions (happy, miserable, angry, etc.). • Appreciation. It concerns the opinion that a person has about the inner or outer qualities of an object (beautiful, innovative, amazing, etc.). • Judgment. This sub-category describes the behaviour of somebody in a social context (lucky, brave, famous, etc.).
-Engagement. Sentiment can be expressed directly or indirectly, it reflects the possibility of the production of an event (perhaps, seems, etc.) -Graduation. This category refers to the strength or the force of emotion and attitude in each appraisal category. The graduation is globally expressed via modifiers, for example the combination of the 'modifier' "very" with an adjective intensifies the meaning of the utterance. There is another subcategory of Graduation, named Focus. It makes the meaning of something either more precise or less precise. For example: a true challenge or it is a challenge. In the first example, the challenge seems to be harder than in the second example. 
Building appraisal lexicon
In the following, for commodity reasons we will use only the categories: Attitude and Graduation. To build the appraisal lexicon, we started from an English opinion lexicon composed of 4,913 negative words and 2,718 positive words developed by Minqing Hu and Bing Liu [7] . Besides, we created a list of 363 words with their appraisal categories inspired from the examples of Martin and White's book [16] that we named MW363. This led to a list of words with their polarities and appraisal categories, some examples are given in Table 5 . Then the idea is to use a lexicon with appraisal categories larger than the one we created (MW363).
That is why, we decided to assign for each entry of the Bing Liu's lexicon the corresponding appraisal Attitude category by using a method combining Word2Vec and the M W 363. The method consists in representing each word of respectively the Bing Liu's and M W 363 lexicons by a word embedding approach by using the vectors trained on 100 billion words calculated from various news articles of Google 3 . To do so, for each word X from Bing Liu's lexicon, we find its top-n closest words to M W 363. Each word of this list is labeled by a sub-category of Attitude. Then, we assign to X the sub-category which is predominant in this latter list.
Since the words of Bing Liu's lexicon have already polarity signs, when we assign them an appraisal sub-category, we get new sub-category with a polarity. That means, for example, a word may have an Affect sub-category but this one will be signed by the initial polarity. Each word of the Bing Liu's lexicon will be assigned an appraisal positive or negative score (S app ) calculated as in the formula 3. A positive or negative score respectively indicates how positive or negative is the word in terms of the Attitude sub-category. The achieved lexicon that corresponds to the initial lexicon of Bing Liu is henceforth increased by the Attitude appraisal category. It will be referred in the following as BingApp.
Where:
d n : The number of words in the predominant sub-category in the list of the n closest words with X. -W i : A word belonging to the list of the predominant attitude sub-category.
-X : A word of Bing Liu's sentiment lexicon.
We recall that our objective is to compare two videos one in English and the other in Arabic in terms of fine-grained opinions. In order to work with the same material in Arabic and in English, we translated BingApp into Arabic and we kept for each Arabic word the same sub-category and the same score as the English word. In Table 6 we give few examples of the achieved lexicon. Attitude/Appreciation 0.63 P
Fine-granularity sentiment predicting model
To be able to make an efficient fine-grained sentiment analysis, we need to enrich BingApp by adding other categories. To do so, we have to take into account, at least, two linguistic phenomena. To illustrate our purpose, let study the following example: This cake is not very good. We can remark that this sentence contains a negation form that precedes the phrase (very good). Consequently, the underlying opinion of this sentence can be completely inverted.
In this example, the adverb (very) is used to emphasis the adjective good. In other words, it modifies its intensity by adding force to this adjective. This phenomenon must be considered, especially knowing that the Force is an existing sub-category of the Graduation category.
-Dealing with the Negation. We added a new category to the appraisal taxonomy that we called Inversion, with its sub-category Negation. Then, we added to BingApp, the negation words (Not, No, Neither, Nor, etc. ) and assigned them to the Inversion category. During the analysis step, if the Inversion category is identified in an utterance, then the polarity of the word following the negation item is inverted. -Dealing with the Force. To consider the Force in the analysis, we added to the dictionary BingApp several modifier words that we assigned to the sub-category Force of the category Graduation. We shared these modifiers through 4 classes. Each class indicates the intensity of the modifier and it is assigned a score proportional to its capacity to intensify a word. These weights have been set by hand. In Table 7 , we give some examples of the new Force classes and their corresponding words that have been inserted into BingApp. In Fig.4 , we illustrate the new taxonomy of the appraisal theory. In order to evaluate the quality of our lexicon, we decided to use it in the assessment of the publicly available collection of movie reviews constructed by [21] . This standard test consists of 1,000 positive and 1,000 negative reviews. In order to study the impact of the use of the Inversion category that we added to the appraisal theory, we selected only the reviews that are concerned by this category. This led to a test corpus of 992 reviews including 538 positive reviews. In Table 8 we reported the recall and the precision values obtained by using the standard Bing Liu's lexicon and by the lexicon we created BingApp. In this experiment BingApp yields to better performance even if the difference is not very important. This test is not the main result of this work. It has been done only in order to know whether we use Bing Liu's or BingApp lexicon for evaluating the opinions underlying the videos. In conclusion, we consider that the appraisal approach led to better results, thanks to the dictionary we created, in comparison to the classical method based on the polarity supported by Bing Liu's lexicon.
Evaluation on AMIS videos
In the following, we propose to assess finely the opinions within the videos by using BingApp, the appraisal lexicon we created. A quantitative and qualitative evaluation is proposed. Each video is evaluated by a score we propose in formula 4.
Where N is the size of the video in terms of number of words. α is a weight depending on the Inverted or the Force sub-category of the k words preceding the word w i (k is set to 2). It is the size of the cache in which the Force or the Negation are looked for.
The second assessment focuses on a qualitative evaluation in which we summarize the expressed opinion in the video. The idea is to facilitate the interpretation of the underlying opinion within a video and not just give an overall assessment score. A template of the opinion review is proposed in Fig.5 . This template corresponding to the review presented to the user indicates how much the video is negative or positive? What is the percentage of each subcategory of the category Attitude? Which word has been augmented or reduced? And which word participated to the augmentation or the reduction of the Force. An example is given in Fig.6 .
Example: well, to coin a phrase, the reports of "babe: pig in the city" 's death at the hands of a dark, scary, Felliniesque interpretation have been greatly exaggerated. Evaluation The sentiment of the video is positive with a score 0.45 and negative with a score-2.28. 22.22% of the video concerns emotional reactions. 44.44% of the video concerns the human behaviour according to social norms and 33.34% of the video is about the appreciation of no human being entities. The force of the subject: ( interpretation ) is augmented thanks to the word greatly 
Conclusion
In this article the objective was twofold. The first one consisted in aligning the videos of AMIS project by making comparable the Arabic and the English videos describing the same subject . We tested three methods and compared them. The best one has been used to align the whole database of AMIS. Then we used a new method based on the appraisal approach allowing to have a fine-grained opinion analysis. For that, we created a new lexicon including more than 7,000 entries, each of them is assigned to the appraisal category. This dictionary served to evaluate quantitatively and qualitatively the content of videos. A review template has been proposed to summarize the opinions inside the video.
