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The diffusion of a classical particle in a one-dimensional random potential or in a 
three-dimensional radial random potential is studied. For sufficiently high energy, a 
diffusion equation is obtained which is parabolic, but with singular coefficients. 
Conversely, existence theorems are obtained for such singular equations. D 1984 
Academic Press. Inc. 
We consider the motion of a classical particle in a static random poten- 
tial. When the energy of the particle is sufficiently high, the motion is 
proved to be markovian because the particle is forbidden to come back on 
its own path and we obtain Ito’s stochastic equations for the motion and 
deduce a diffusion equation. This diffusion equation is a highly singular 
parabolic equation (see Sect. 3, Eqs. (13) and (14)), but an existence theorem 
can be obtained for the backward and forward equations using the constant 
of motion (energy) (Sect. 6). In the case where the energy of the particle is 
too small, then the motion can be non-markovian because, with positive 
probability, the particle can come back on places which were already visited 
before; nevertheless, the stochastic equations of motion are valid for small 
times (less than the time of hitting the first turning point of the trajectory) 
and we propose a diffusion equation, but cannot prove an existence theorem 
for it (Sect. 4). Similar ideas were introduced in [l] for the case where the 
random potential has a gaussian statistic and an equation of the same type 
as in Section 4 was deduced by a phenomenological argument. 
We extend the formalism in W3 for a radial random potential (Sect. 5). 
Motions of particle in potentials depending on time will be considered in 
a forthcoming publication; from the physical point of view, they are surely 
more interesting and natural, but they are also more difficult to treat 
rigorously. Quantum diffusions are also being studied. 
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1. DEFINITION OF THE RANDOM POTENTIAL V 
(a) We shall suppose that we are in one dimension and that the 
potential V is uniformly bounded from above. We denote V(x, O) the 
random potential at point x E R, w  E Q, !J being the probability space of 
the statistics of I’, and we suppose 
s = sup V(x,&J) < +co. 
XSR 
WCQ 
(b) A particle of position x(t), impulsion p(t) at time l, mass M, and 
energy E, is moving in this random potential. The first equation is evidently 
iv+ = p(r). (1) 
E is the total energy (kinetic energy p(t)*/2M + potential energy 
Ux(t), a>. 
The main hypothesis that we shall use is 
E > S. (2) 
In that case, it follows that p(t) will never change its sign and the motion 
will have no turning point. 
(c) We shall assume that V has a special form, essentially given by a 
stochastic differential equation in x. Let m,(o) be a stochastic Markov 
process with value in a manifold M; we shall suppose that 
d,m$d) = d’(m,(o))dbj(x) + eym,(w)) dx (3) 
where crij is a positive symmetric matrix, db,(x) is an N-dimensional white 
noise, (N = dim M), and 8’ is some vector field. Let f be a C* bounded 
function. Define 
e? 4 = fb%W. (4 
The variation in x of V is obtained by Ito’s stochastic calculus [3]: 
d,V(x,w) = ~(m,(~))ui’(m,(~))ds’(x) 
+ $Lbwih(w)) [ 
1 a’f 
+ z ax; ax, ---( 
u”u”‘)(m&d)) 1 dx. (5) 
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Define as usual the It6 invariants of f: 
We shall assume that V(x, o) is a Markov process; this is equivalent to 
assuming that the two It6 invariants of f are some function of f(m), 
namely that there exist two functions of one variable ‘p and J, such that 
IlYfll(~) = de)) 
@f)bd = Kf(m>>- 
(6) 
(d) This is surely a strong assumption but if A4 has sufficient symmetry 
one can always find such functions (nonconstant); for example, suppose 
that M is a riemannian manifold having a center of symmetry which means 
that there exists some point 0 E it4 such that the metric depends only on the 
riemannian distance to 0; then it is well known (see [2]) that any function 
@(d(O, m)) = f(m) satisfies (6) and is bounded if M is compact, for 
example. 
(e) Now we can slightly modify (5); using a change of time [3], we can 
introduce another one-dimensional brownian motion /3(x, o) such that 
In this case, the stochastic equation for V becomes 
q+, a) = cp(q x,~>)d~(w) +J,(J+,~))dx 
where we have used (5), the change of time, and (6). 
(7) 
2. EQUATION OF MOTION OF THE PARTICLE IN THE POTENTIAL Y 
(a) The first equation is Eq. (1) above. The second equation should be 
given by Newton’s law, but this is inconvenient because we have to write 
explicitly the force, that is, the derivative of the potential with respect to x. 
The idea is to write the conservation of energy under the form 
p'(t) 2M + V(x(t),o)= E. 
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If we assume (2), E > S, then we have 
~(4 = wv(#M(E - +(f))) (9) 
and sgn p(t) is the constant sign of p(t). We shall suppose that p > 0. In 
this case x(t) is defined by the first order equation 
A42 = /2M(E - V(x(t))) . 
But in general V(x) is only in the class of functions with Holder exponent 
a < f and surely not lipschitz in x. So if we write such an equation, we may 
prove an existence theorem, but surely not a uniqueness theorem. 
(b) We shall convert this equation in a stochastic differential system, 
for which we shall have existence and unicity statistically. 
Starting from (9), take the d, derivative of the equation (assuming 
sgn P > 0) ad Ux(tN = f(m(x(t))); 
O(t) = - J%(V(x(t))) M’@t(vb(t))))2 
(2M(E - V(x(t))))“’ - (2M(E - V(X(~))))~“’ 
(10) 
Here we have used Ito’s stochastic calculus, computing Taylor expansion 
up to second order. Now we recall Eqs. (7) and (1) which tell us that x(t) is 
a C’ function of t with positive derivative. 
By using once more the theory of time change, we can write 
d,P(x(t)) = /8&Q,(t) = ( $$)1’2d,&(r) (11) 
where d,&(t) is an ordinary white noise in t. Using (7), (lo), and (11) and 
the fact that 
P’(f) V(x(t)) = E - 2~ 
we obtain 
&p(t) = - 
M”‘v@ - P2(t)/2M) d/j cl> 
P(f)“’ 
1 
-ifliE-~)+~~2(E~~~!“‘2~))d~. (12) 
(c) This stochastic equation has a solution for all time if we assume 
that p(t) > (2M(E - S))‘/* and E > S (because (12) implies the con- 
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servation of energy (9)) so that along the flow of (12) p(t) is bounded from 
below, and we have immediately existence for all time of the solution of (12) 
such that at time t = 0 
p(0) > (2M(E - s))“‘. 
3. DIFFUSION EQUATIONS IN PHASE SPACE 
(a) Denote 
f(x, P, t) = Ed P(Nlx(0) = XT P(0) = P). 
Using the usual method, it is obvious that f satisfies the following partial 
differential equation: 
fk P,O) = fix, P) 
af 
at= 
Mcp2(E - p2/2M) a’f 
P 8P2 
(b) Denote as usual 
P(x, p, tlx,, po) dxdp = Prob(x(t) E dx, p(t) E dplx(0) = x0, 
P(0) = PO), 
then with respect to (x, p), P satisfies the adjoint equation 
+z=+j($q~~(E-&)P) 
+&((&(E-&)+$#(E-&))P) 
P ap --- 
M ax 04) 
because we have assumed that p2(t)/2M + V(x(t)) = E at t = 0 and that 
this relation is conserved. In this sense, the diffusion takes place on this 
lagrangian curve in the phase space. 
(c) EXAMPLE. Take M a riemannian manifold having a center of 
symmetry 0, and denote r(0, m) the riemannian distance from m to 0; then 
we have 
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if F depends only on r, A is the riemannian Laplace-Beltrami operator in 
M, and 0 is the volume element in polar coordinates of center 0 at distance 
r of 0. The stationary equation for P = P(p) (not depending on x) is then 
Denote Q(p) = (M/p)Ff2(E - p2/2M)P(p); this satisfies 
$Q(p)+Q(p) ;+~~(AF)~E-p2/2M) 
Ff2( E - p2/2M) 
= c. 
C being a constant, this can be integrated explicity to give the stationary 
distribution. 
4. EXTENSION OF THE VALIDITY OF EQUATIONS OF MOTION 
Suppose now we do not start with a point (x0, po) such that 
p,, > (2M(E - S))“‘, 
but we assume only that 
E 2 r/(x,) 
so that p,, 2 0. Then, classically, the motion should have a turning point 
and surely it will be no longer markouian because the trajectory x(t) will 
come back in places where it has already been before; but as the sample of 
the potential has not changed, the motion of the particle after the turning 
point will “remember” the potential. Nevertheless, JZq. (1) is always valid 
and the diffusion equation (12) is valid until the first turning time, i.e., 
until the first time T(w) where p(T( 0)) = 0. This means that for very small 
time, the diffusion equations (13) and (14) should be valid. We propose to 
extend the equation (13) by writing 
af 
at=M 
rp’( E - p2/2M) a2f 
IPI dP2 
P af 
+x232 09 
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5. EXTENSION TO A RADIAL POTENTIAL IN SEVERAL DIMENSIONS 
(a) We shall now assume that we are in W3 with a radial potential 
V(p, w) depending only on the sample w  and on the distance p to the 
origin. We know that the classical motion of a particle in a radial potential 
takes place in a plane so we can assume that we are in R2. Denote 8 the 
polar angle, (p, 0) being polar coordinates. In a central potential, in R ‘, 
there are two constants of motion: 
(1) energy M(P2 + p28*)+ V(p)= E (16) 
(2) kinetic momentum p28 = p. (17) 
We denote by . the derivative with respect to t. 
,b* = 2K2(E- V(p))+. 08) 
Let us now suppose that V(p, w) is uniformly bounded and is given as in 
Section 1, replacing x in Section 1 by p. We shall also suppose that at 
time 0, 
PO ’ 0 (19) 
p; = 2M-'(E - V(p,)) - "0 
Pi 
2K1(E- S)-"10. 
P20 
(20) 
(S is always the supremum of V( p, o).) Then p is always positive and never 
vanishes; in fact we have just to prove that 
2M-'(E - V(p))-+ 0 
at any time; this is true at time t = 0 by hypothesis, so p(t) begins to 
increase for small time, and also -p2p(t)-2 so that 2M-‘(E - S) - 
p2p(t)-2 > 0 and a fortiori 2M-'(E - S) - p2p(t)-2 > 0; so the motion 
p (t ) will have no turning point. 
(b) Denote 
lT=li) 
7 = (j = pp-2. 
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We have 
77 = (2lv-‘(E - v(p)) - p2p-2)1’2. 
So we obtain 
d,p = adt 
d,B = rdt 
d,T = -2pp-3sdt 
d,s = - ~dJWf)~) 43(t) 
(21) 
-#(V(p(t)))M-’ + p2p(t)-3 - M- 
where d&t) is a white noise in t. In this equation we shall replace V(p(t)) 
by 
%dt>) = E - F(+,’ + p2p(f))2) (22) 
and we shall denote 
w(a,p) = E - ;(vr’+ ~~p-~). 
(c) Define (p(t), a(t), d(t), T(t)) the solution of (21) where in the last 
equation of (21) we replace V(p(t)) by its expression given by Eq. (22). 
Then if F is a function of (p, 7rIT, 8,~) and if 
f(t, P, TIT, 0,~) = Eb’(p(t), dt)d(t), #>)l(p(O), a(O), e(o), T(O)) 
=(P,dwl, (23) 
we obtain (at least formally) the following diffusion equation: 
- = M-2?r-1~2(~(~,p))a’f af 
at an 2 
-2P77P 
-3 af af af a7+rTj-g+rap. (24) 
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(d) Moreover, the probability density of (p(t), m(t), 0(t), r(t)) will 
satisfy the adjoint equation in the distribution sense 
ap - = -$( M-‘dp2(w(n, p))P) 
at 
- & [( -M-l#( w(n, p)) + p2P-3 - M-2q2(w(T P))7T-2)p] 
+2/NJ+g - 
ap ap 
=-“ap, (25) 
Here, as the motion (21) takes place on the submanifolds 7p2 = p (p 
constant), p is surely not absolutely continuous with respect to Lebesgue 
measure in phase space if we start the motion from a fixed point. Moreover, 
in this case, the terms in a2/&r2 and a/&r contain p explicitly through 
W(V, p) (except if p = 0, in which case the motion is in fact linear and we 
are reduced easily to the one-dimensional case). 
6. EXISTENCE THEOREMS FOR THE PRECEDING SINGULAR 
PARABOLIC EQUATIONS 
We shall consider the Cauchy problem for the singular parabolic equa- 
tions (13), (24) and their adjoint (14), (25); because the coefficients of these 
equations are singular, it is not obvious that usual existence theorems apply 
to these equations. 
(a) We shall denote f,(x, p) the initial data at time t = 0 in the case 
of Eq. (13) and we shall suppose that f0 and its two first partial derivatives 
are bounded. The existence theorem is proved by using the preceding 
diffusion in random potential; we suppose that cp( V) and J/(V) are 
bounded functions such that Eq. (7) has a solution which is uniformly 
bounded from above by S when V(x,) (“initial data”) is less than S. We 
assume that in Eq. (13) 
and take p. with 
E>S (26) 
E-PoZ<S 
2M PO ’ 0. 
We solve the stochastic equation (7) under the “initial condition” 
2 
V(x,,o)=E-& 
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where x0 is some point in R ; this means that we shall take conditional 
expectations knowing (28) for solving stochastic equation (7) for all x > x0 
(b) We define now the stochastic process in phase space (x( t ), p (t )) by 
Eqs. (1) and (12) with initial conditions 
-4.4 = x0, P(O) = PO (29) 
and in (12), d&(t) is a white noise the statistics of which are related to the 
statistics of V(x, w) by the construction of Section 2; then this very 
construction and relations (28) and (29) imply that for all t 
PO)’ E = V(x(t),o) + 2M. 
Because by hypothesis on ‘p and #, V(x, o) < S for all x and o, and 
because of (26), p(t) will never vanish and in fact 
p(t) > J(K-@z. (31) 
This means that we shall have uniform upper bounds for the coefficients 
of the stochastic equation (12) along its flow, which in turn implies that we 
can solve this equation for all time t and then also (1) in a trivial manner. 
We then define 
fboy po, t) = E(f,(x(t), p(t))l(29) and (28)) (32) 
(where E( . . . 1(29) and (28)) means the conditional expectation knowing 
conditions (29) and (28)). 
(c) We also denote 
p(dx, 4, tlx,, PO) = Prob((x(t), p(t)) E dx x dpl(29) ad (28)) 
(33) 
D = {(x,p)/p > (E - S)2M)“*}. (34) 
(d) Under all the preceding hypotheses, we have 
THEOREM. (1) The measure (33) is a solution in distribution sense of Eq. 
(14) with initial data 6(x - x0, p - po) in the domain D. 
(2) The function (32) is a solution of the Cauchy problem for Eq. (13) 
with initial data f. and is C2 in (x0, po) and C’ in t. 
Proof: Part (1) is easy and is proved like the same theorem in McKean 
[3]; take u C” function with compact support in D X W ’ and compute by 
using Ito’s calculus the action of P on (-d/at + L)u where L is the 
operator in the second member of (13), to obtain 0. 
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Part (2) is due to the fact that on D, the singular coefficients involving 
P -i and pe2 are in fact bounded and follows by varying the initial point of 
the process (x(t), p(t)); in fact (32) defines a semigroup and we have just to 
see the equation for t = 0. This is obtained again by expanding 
by the Ito formula and making dt -+ 0 (see also [4, 51). 
(e) An analogous theorem can also be obtained for Eqs. (24) and 
(25). 
In that case, we still assume (26) and fix also p > 0 and choose 
boy ro, do, ~~1 such that 
P&f = p, W(TO> PO) < S? p. > 0, To > 0. (35) 
We solve Eq. (7) with 
qPo> 4 = W(“o, PO) (36) 
and then system (21) with initial date ( po, rro, 0,, 70) 
(P(o)~Ir,(o),~(o)~~(o)) = (PO?~O>~O~~O). (37) 
Then (22) takes place along the flow of (21) p increases to 0, v stays greater 
than 0 and bounded from below, and (21) is not singular along its own flow. 
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