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ABSTRACT 
Mechanisms of earthquake induced deformation in slopes and embankments 
Abu Syed Mohammad Nasim 
Joseph Wartman, Ph.D. 
Earthquake-induced deformation in slopes and embankments results from 
several mechanisms acting alone or in combination: (1) sliding displacement along a 
localized failure surface [i.e., "sliding block" displacement], (2) deformation resulting 
from the densification of unsaturated soil termed "seismic compression" and (3) 
deformation resulting from accumulation of plastic strains in highly stressed regions 
of a slope. In contrast to sliding, which involves highly localized deformations, the 
latter two mechanisms are collectively referred to as "distributed deformations" and 
can by themselves result in damaging displacements to facilities and infrastructure. 
This research uses physical and numerical modelling in parallel to investigate 
the mechanisms governing earthquake induced deformations in slopes. The physical 
modelling portion of this research utilized both geotechnical centrifuge and 1-g 
shaking table experimental methods to examine the contribution of distributed 
deformation to overall earthquake-induced displacement in slopes. The numerical 
analyses, which were calibrated to physical model experimental data, provided 
additional insight into the seismic performance of the models. 
This research was precipitated, in part, by observations from past earthquakes 
suggesting that mechanisms other then sliding may be responsible for seismically 
induced displacement in unsaturated granular slopes (e.g. embankments). In the 
absence of fully documented case histories to identify and document these 
mechanisms, centrifuge model experiments were performed to investigate the 
mechanism(s) that govern the seismic performance of these types of slopes. The 
experimental results suggests that, for the range of test conditions considered in this 
study (slope geometry; amplitude, frequency and duration of input motions), seismic 
compression was the principle mechanism of deformation in the unsaturated granular 
soil; deformation resulting from the shearing, as indicated by the development of 
XVlll 
localized surfaces, was not observed. The centrifuge model response was numerically 
simulated using the FINN soil constitutive as implemented in the computer code 
FLAC. The numerical simulations, which allowed for the one-step, fully coupled 
analysis of seismic compression, matched well with both the dynamic and 
deformation response of the model slopes. 
Earthquake reconnaissance reports also indicate that distributed deformations 
can occur in slopes comprised of cohesive soils. To investigate this phenomena, a 
second phase of study was undertaken where shaking table tests were performed on 
small scale cohesive slopes comprised of "model clay" (a saturated mixture of 
kaolinite and bentonite). Parallel numerical simulations of the shaking table test were 
performed using a strain-softening soil constitutive model as implemented in FLAC. 
The numerical simulations and shaking table experimental results were in very good 
agreement. 
The physical model tests provide a unique dataset that allowed topographic 
amplification to be considered empirically. Analyses of the experimental results 
indicate that amplification at the slopes crest occurs almost entirely as a result of site 
effects; the contribution from topographic amplification was negligible for most of 
the cases. Overall amplification was consistently higher at the steeper crest of the 
two slopes for all the tests (both centrifuge and shaking table), most likely as a result 
of topography. 
1 
Chapter 1: Introduction 
1.1 Problem Statement 
Moderate to large magnitude earthquakes typically trigger hundreds to thousands 
of landslides in coherent masses as further as 500km from the epicenter of the earthquake 
(Keefer 1984). In many cases landslide deformations are large enough to impact the 
serviceability of a slope, often by damaging structures, roadways, utilities, power lines, 
and communication networks. In some other cases the resulting slope deformations do 
not typically damage structures to the extent that life safety is threatened; however, the 
economic losses to rectify the damaged structures to their pre-earthquakes condition are 
significant. Previous research (e.g. Rodgers 1992, Stewart et al. 2001, Wartman et al. 
2003a has identified three principle mechanisms of earthquake-induced deformation in 
slopes (Figure 1.1) : (1) sliding displacement along localized slip surface(s) [i.e., "sliding 
block" displacements], (2) deformation resulting from densification of unsaturated 
materials, termed seismic compression by Whang et al. (2000), and (3) distributed 
deformations resulting from accumulation of plastic strains in highly stressed regions of a 
slope (called "cyclic straining"). The latter two mechanisms (collectively called 
""distributed deformations'") often trigger relatively modest (often less than 8 cm), but 
nonetheless damaging displacements to facilities and infrastructure (Stewart et al. 1995). 
Most analyses procedures assumes that earthquake-induced displacement in slopes and 
embankments are associated with sliding along a localized slip surface. However, case 
histories have indicated that cyclic straining and seismic compression make a significant 
contribution to overall slope deformations. It is estimated that these types of distributed 
deformations alone caused over $100 million damage to fill slopes during the Northridge 
earthquake (Stewart et al. 1995). 
While recent work (e.g. Kramer and Smith 1996; Rathje and Bray 1999, Wartman 
et al. 2001) has explored a number of issues related to sliding displacement, little effort 
has been devoted to understanding and developing analysis procedures for computing the 
magnitude and location of distributed deformations in slopes. Historically, performance 
2 
(deformation) and stability (failure or collapse) criteria have guided the evolution of 
seismic design and analysis procedures of earth structures. Most existing pseudostatic and 
seismic displacement analysis procedures were calibrated to predict "failure" conditions 
under which large displacements (e.g. one meter or more) could occur. These types of 
analysis may be unreliable for distributed deformation where displacements of several 
centimeters may compromise the serviceability of an earth structure. In fact, in practice 
engineers rarely account for the effect of distributed deformation. 
Although distributed deformations had been observed in many past earthquakes, 
existing literature suggest that well documented case histories documenting this 
phenomenon is limited. In the absence of such well documented case histories, properly 
constructed (using appropriate scaling laws) and carefully instrumented physical models 
can be tested under 1 g or high gravitational environmental to gain insight and to study the 
mechanisms that govern the performance of earth systems.. Physical modeling offers 
many benefits for engineers analyzing geotechnical structures: boundary conditions, 
model parameters, and loading can be controlled; complex, unusual, or highly 3-
dimensional problems that are not amenable to closed-form solution can be studied; rare 
or extreme events (e.g. earthquakes, blast loadings) can be evaluated; the performance of 
novel geotechnical systems and products (e.g. new foundation systems, geosynthetics) 
can be rapidly tested for relatively low cost. Modeling also has limitations, which 
principally involve issues related to boundary conditions and similitude (e.g. 
simultaneous scaling of multiple phenomena, scale effects of instrumentation). It is also 
possible to analyze challenging geotechnical issues such as deformation mechanisms in 
soil under seismic loading using numerical (constitutive) models, although, such an 
approach can be problematic when simulating highly non-linear phenomena, such as 
failure in earth systems. Additionally, some constitutive models are highly sensitive to 
their input parameters, which can be both time consuming and costly to assess with a 
good degree of accuracy. While there are benefits and limitations to both physical and 
numerical modeling, it is largely recognized that the effectiveness of both techniques is 
enhanced when they are judiciously used together. 
3 
1.2 Objectives of Research 
The primary objective of this research was to investigate the mechanisms of 
seismically induced deformation in slopes using both numerical and physical model-
based simulation techniques in parallel. The specific goals of this work include: 
1) To study the mechanisms of seismically induced deformation in slopes of 
unsaturated granular soil using centrifuge testing and to document the 
comparative contribution of distributed deformation occurring from seismic 
compression to overall slope deformations. 
2) To identify, calibrate, and validate a soil constitutive model that captures both the 
shearing and volume change (shaking induced densification) behavior of soil 
under dynamic loading. 
3) To perform shaking table testing to investigate the mechanisms of seismically 
induced deformation in cohesive slopes and to document the relative contribution 
of distributed deformation resulting from cyclic straining to total slope 
deformations. 
4) To numerically simulate the shaking table tests to better understand the process 
by which distributed deformations transition from being highly distributed to 
becoming localized under earthquake loading. 
5) To perform the physical model experiments and corresponding numerical 
simulation studies with various earthquake loading conditions (ground motion 
duration, intensity, frequency content etc.) and surface topography (slope 
inclination and slope height) to study their affects on distributed deformation 
mechanism in soil 
6) To investigate and document the effects of topographic amplification on overall 
slope response using a database of physical model test data developed during this 
study 
4 
1.3 Scope of Study 
To achieve these goals, the following scope of work was undertaken. 
1) Review of published literature pertinent to ground failure (with a focus on seismic 
slope stability and seismic compression), topographic amplification, shaking table 
and centrifuge modeling. 
2) Centrifuge testing of a granular embankment, including experimental design, 
model construction, and post-experiment evaluation of the model. Shake table 
testing of cohesive soil model embankments, including development, installation, 
and calibration of the experimental shaking table device, and experimental design, 
model construction, and post-experiment evaluation of the tested models. 
3) Numerical simulation of both the centrifuge and shaking table tests, including 
identification, calibration, and validation of soil constitutive models, and use of 
these models to assist with interpretation of the experimental results. 
4) Investigation of any topographic amplification in the physical model test series 
(both centrifuge and shaking table tests). 
1.4 Organization of the Dissertation 
This dissertation is organized into highly focused, stand alone chapters to 
facilitate submission of this work to professional research journals. Chapter 2 reviews 
seismically induced ground failure and summarize pertinent observations from past 
earthquakes. This is followed by a review of several case histories where seismic 
compression, a key focus of this work, has been documented. The chapter also reports on 
previous physical model based experimental studies to investigate the seismic stability of 
slopes and embankments. Finally, the current state-of-the-practice for estimating seismic 
slope deformations is discussed. 
Chapter 3 discusses a centrifuge-based study of the mechanisms of seismically 
induced deformation in granular slopes. Test details, experimental result and analyses are 
presented. 
5 
Numerical simulations of the centrifuge tests are reported in Chapter 4. Details of 
a one-step, fully coupled analyses procedure, calibration of the numerical model, and 
pertinent issues related to the numerical simulation of the centrifuge tests are reported in 
this chapter. 
Chapter 5 reports the shaking table study on the mechanisms of seismically 
induced deformations in cohesive slopes. Drexel University's E. E. Cruz Shaking Table 
Research Facility, which was installed, calibrated and maintained as part of this research, 
is presented in this chapter. Results of shaking table experiments performed on small 
scale cohesive slopes prepared from model clay (a saturated mix of kaolinite-bentonite) 
are then presented. This is followed by numerical simulation of the shaking table test and 
presentation of the data comparing the shaking table measurement and numerical 
prediction. 
The physical model database provided a unique opportunity to study topographic 
amplification, which has significant effect on slope stability, from a physical modeling 
perspective. The observed amplification (topographic, site and total, or apparent) from 
the entire physical model tests are presented in chapter 6. Two physical model tests, one 
each from shaking table and centrifuge test, are analyzed in detail to review the dynamic 
response characteristics of each model. The observed amplification in the test series are 
then reported within a framework that separates the amplification resulting from surface 
topography and ID site response of the model. 
The thesis is concluded in Chapter 7 with a review of the major findings of this 
research, recommendations for practice based on the findings of this work, and 
recommendations for future research. 
pre-earthquake profile 
(solid) 
post-earthquake 
profile (dashed) 
seismic 
compression 
(dashed) 
cyclic straining 
(solid) 
Figure 1.1- Three mechanisms of seismically induced displacement in slopes: 
(1) sliding, (2) cyclic straining [shown with solid arrows], and (3) seismic 
compression [shown with dashed arrows]. (Note that seismic compression 
occurs in unsaturated regions the slopes) 
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Shaking Table Test 2 
Data Report 
Data Reduction 
The data reported in this section are from the instruments used in the centrifuge 
test. The data is presented in prototype scale using the scaling law presented in Table 3.2. 
The data presented is unfiltered and was reduced using MATLAB. 
The arias intensity (la) for different accelerometer was calculated by numerically 
integrating the acceleration time history using the following Eq. 
Z & 0 
The significant duration was calculated based on the time interval between the 
points at which 5% and 95% of the total energy has been recorded. 
For LVDT located at model top, positive movement indicates settlement. For 
LVDT on the slope, positive movement indicates upslope movement and negative 
movement means down slope movement. 
Accelerometers are placed facing the front of the model as positive direction. 
10 15 20 25 30 35 40 45 50 
Distance (m) 
Geometry, instrumentation and physical properties of the shaking table slope 
Instrumentation Name X(m) Y(m) Z(m) 
Accelerometers 
A1 9.24 2.31 17.71 
A2 23.87 10.78 17.71 
A3 30.03 10.78 17.71 
A4 34.65 10.78 17.71 
A5 30.03 2.31 17.71 
A6 42.35 2.31 17.71 
Extensometers E1 15.4 5.39 11.55 
E2 37.73 5.39 23.1 
LVDT 
P1 7.7 4.62 23.1 
P2 15.4 8.47 11.55 
P3 39.27 7.7 23.1 
P4 43.12 4.62 11.55 
P5 30.03 11.55 19.25 
Details of the Ground Motions used in the Shaking Table Test No. 2 
No. Motion Amplitude 
(g) 
Predominant 
Frequency 
(Hz) 
Arias Intensity 
Ia (m/sec) 
Sig. Duration 
D5-95 (sec) 
Mean Period 
(sec) 
Mean Frequency 
(Hz) 
1 Sine sweep 0.04 4 - 7 0.035 27.96 0.296 12.58 
2 Sine sweep 0.07 3-10 0.109 25.69 0.153 11.18 
3 Sine sweep 0.1 3-10 0.214 20.27 0.153 10.01 
4 Sine sweep 0.19 3-10 1.139 14.52 0.139 9.62 
5 Sine pulse 0.04 10 0.013 2.995 0.076 16.30 
6 Sine pulse 0.08 10 0.060 3.205 0.087 13.59 
7 Sine pulse 0.11 8 0.118 3.367 0.116 10.44 
8 Sine pulse 0.14 6 0.205 3.704 0.148 9.901 
9 Sine sweep 0.15 4-8 0.545 8.475 0.125 9.78 
10 Red Wood City 0.13 6.987 0.169 16.42 0.662 9.01 
11 Red Wood City 0.18 6.987 0.346 14.82 0.738 6.31 
12 Red Wood City 0.24 6.987 0.565 13.15 0.816 3.52 
13 Red Wood City 0.29 6.987 0.920 13.51 0.819 3.56 
14 Red Wood City 0.33 6.987 1.313 13.70 0.834 3.21 
15 Red Wood City 0.38 6.987 1.759 13.41 0.844 2.95 
16 Red Wood City 0.48 6.987 2.315 12.65 0.851 2.67 
No. Motion Amplitude 
(g) 
Frequency 
(Hz) 
Arias Intensity 
Ia (m/sec) 
Sig. Duration 
D5-95 (sec) 
Mean Period 
(sec) 
Mean Frequency 
(Hz) 
17 Sine sweep 0.36 3 - 10 7.012 18.91 0.118 11.67 
18 Red Wood City 0.53 6.987 2.949 11.45 0.861 2.07 
19 Red Wood City 0.59 6.987 3.760 11.75 0.850 2.20 
20 Red Wood City 0.67 6.987 5.446 11.51 0.859 2.03 
21 Red Wood City 0.8 6.987 7.396 11.40 0.860 1.93 
22 Red Wood City 0.94 6.987 9.701 11.40 0.861 1.86 
23 Sine pulse 0.86 10 8.654 3.74 0.095 11.86 
24 Sine pulse 0.72 5 9.266 3.90 0.186 6.73 
25 Red Wood City 1.07 6.987 12.642 11.41 0.853 1.70 
26 Red Wood City 1.19 6.987 15.69 11.61 0.853 1.70 
27 Sine sweep 0.52 3-10 15.46 20.08 0.113 12.18 
Note: 
1. Ground motion parameters were calculated using the shaking table accelerometer 
2. Mean frequency was calculated after Rathje et al. (1998) 
3. Mean period was calculated as arithmetic inverse of the mean frequency 
4. Arias intensity was calculated using Ia =— j[a(/)2 _p 
5. Significant duration was calculated after Kramer, S. L. (1996) 
Peak Ground Accelerations (g) for Different Accelerometers in the Shaking Table 
Tests 
No. Motion Table Accl. Al A2 A3 A4 A5 A6 
1 Sine sweep 0.040 0.086 0.091 0.106 0.114 0.080 0.056 
2 Sine sweep 0.070 0.154 0.553 0.514 0.502 0.181 0.129 
3 Sine sweep 0.100 0.227 0.778 0.783 0.816 0.252 0.245 
4 Sine sweep 0.190 0.300 1.074 1.178 1.118 0.340 0.323 
5 Sine pulse 0.040 0.055 0.115 0.086 0.111 0.067 0.076 
6 Sine pulse 0.080 0.094 0.350 0.179 0.304 0.163 0.129 
7 Sine pulse 0.110 0.148 0.156 0.177 0.133 0.139 0.173 
8 Sine pulse 0.140 0.151 0.365 0.504 0.517 0.125 0.132 
9 Sine sweep 0.150 0.167 0.498 0.669 0.757 0.245 0.209 
10 Redwood City 0.130 0.179 0.506 0.538 0.526 0.162 0.188 
11 Redwood City 0.180 0.254 0.688 0.699 0.686 0.215 0.235 
12 Redwood City 0.240 0.286 0.793 0.893 0.861 0.301 0.274 
13 Redwood City 0.290 0.334 0.872 0.985 1.007 0.365 0.284 
14 Redwood City 0.330 0.377 1.000 1.093 1.109 0.413 0.352 
15 Redwood City 0.380 0.426 1.120 1.240 1.206 0.482 0.391 
16 Redwood City 0.480 0.465 1.183 1.447 1.312 0.528 0.462 
17 Sine sweep 0.360 0.454 1.160 1.203 1.224 0.632 0.516 
18 Redwood City 0.530 0.570 1.172 1.386 1.314 0.623 0.525 
19 Redwood City 0.590 0.660 1.172 1.378 1.326 0.721 0.611 
20 Redwood City 0.670 0.758 1.176 1.456 1.444 0.796 0.779 
21 Redwood City 0.800 0.861 1.192 1.484 1.487 0.964 0.942 
22 Redwood City 0.940 1.037 1.212 1.366 1.479 1.180 1.114 
23 Sine pulse 0.860 0.997 1.288 0.697 1.221 0.844 0.933 
24 Sine pulse 0.720 0.829 1.051 1.207 1.331 0.725 0.924 | 
25 Redwood City 1.070 1.041 1.097 1.322 1.454 1.300 1.157 
26 Redwood City 1.190 1.221 1.050 1.281 1.345 1.521 1.149 
27 Sine sweep 0.520 0.638 1.247 1.036 1.047 0.818 0.624 | 
Arias Intensity (m/sec) for Different Accelerometers in the Shaking Table Tests 
No. Motion Table Accl. Al A2 A3 A4 A5 A6 
1 Sine sweep 0.035 1.429 0.110 1.016 0.099 0.294 0.103 
2 Sine sweep 0.108 1.757 1.982 2.823 2.349 0.624 0.212 
3 Sine sweep 0.212 2.444 4.918 6.520 6.677 0.943 0.447 
4 Sine sweep 1.129 3.701 13.937 16.355 19.750 2.675 2.010 
5 Sine pulse 0.013 0.021 0.093 0.069 0.114 0.050 0.034 
6 Sine pulse 0.059 0.075 1.187 0.445 1.166 0.335 0.176 
7 Sine pulse 0.116 0.223 0.261 0.255 0.126 0.202 0.295 
8 Sine pulse 0.203 0.301 2.848 4.794 5.252 0.096 0.246 
9 Sine sweep 0.540 0.730 4.893 7.187 9.234 1.308 0.836 
10 Redwood City 0.169 0.325 7.984 9.595 10.186 0.449 0.399 
11 Redwood City 0.348 0.685 12.809 15.612 16.603 0.824 0.675 
12 Redwood City 0.568 0.838 17.986 22.119 23.831 1.268 0.955 
13 Redwood City 0.924 1.775 22.220 27.633 29.905 2.069 1.502 
14 Redwood City 1.319 2.279 26.864 33.789 36.911 2.804 2.162 
15 Redwood City 1.768 2.838 30.275 38.799 42.266 3.491 2.548 
16 Redwood City 2.326 3.353 32.367 42.922 47.350 4.336 2.835 
17 Sine sweep 6.948 13.515 59.319 55.505 46.770 12.490 14.006 
18 Redwood City 2.963 6.945 30.064 39.709 43.368 4.822 4.263 
19 Redwood City 3.777 7.776 32.091 43.780 48.805 6.948 5.043 
20 Redwood City 5.471 10.977 38.748 53.317 62.028 9.224 7.787 
21 Redwood City 7.431 13.134 43.936 61.060 72.083 11.812 10.511 
22 Redwood City 9.747 15.264 45.548 64.486 74.990 13.575 13.182 
23 Sine pulse 8.576 13.529 21.620 6.246 20.759 6.853 9.672 
24 Sine pulse 9.182 11.244 15.148 23.649 28.894 8.552 11.506 
25 Redwood City 12.701 18.986 37.381 54.938 54.032 17.708 16.660 
26 Redwood City 15.764 23.042 36.399 54.511 52.725 19.773 19.588 
27 Sine sweep 15.322 27.825 87.816 58.343 73.646 22.697 22.828 
Significant Duration for Different Accelerometers in the Shaking Table Tests 
No. Motion Table Accl. Al A2 A3 A4 A5 A6 
1 Sine sweep 27.71 28.61 26.74 28.26 26.24 28.58 27.08 
2 Sine sweep 25.46 28.00 5.58 20.77 5.29 27.51 23.87 
3 Sine sweep 20.09 27.72 5.19 7.34 4.76 26.01 19.04 
4 Sine sweep 14.40 25.90 14.68 13.08 12.23 21.35 15.18 
5 Sine pulse 2.97 8.06 5.20 6.74 3.69 3.30 3.70 
6 Sine pulse 3.18 7.84 2.85 3.20 2.88 3.08 3.21 
7 Sine pulse 3.34 4.21 5.09 5.13 5.87 3.51 3.70 
8 Sine pulse 3.67 4.48 3.79 3.61 3.41 5.08 4.57 
9 Sine sweep 8.40 9.10 10.31 8.73 9.26 7.95 8.63 
10 Redwood City 16.50 27.45 12.93 12.43 12.75 15.20 17.73 
11 Redwood City 14.88 29.67 9.19 9.10 9.14 17.26 16.29 
12 Redwood City 13.21 24.50 8.46 8.44 8.46 20.55 21.64 
13 Redwood City 13.57 32.83 11.24 11.26 10.94 25.64 25.25 
14 Redwood City 13.76 31.67 16.24 15.90 15.41 24.17 28.93 
15 Redwood City 13.47 30.81 18.24 17.70 16.31 22.55 24.15 
16 Redwood City 12.71 27.31 18.54 17.83 16.34 20.48 20.96 
17 Sine sweep 18.73 21.00 20.13 18.33 19.77 19.54 20.16 
18 Redwood City 11.50 34.83 18.98 18.46 16.04 18.47 26.37 
19 Redwood City 11.81 34.44 19.12 19.04 16.38 28.92 19.15 
20 Redwood City 11.57 33.02 19.40 19.63 18.58 23.94 22.65 
21 Redwood City 11.45 31.66 21.02 20.82 19.66 23.06 18.85 
22 Redwood City 11.44 28.35 21.79 22.46 20.26 14.55 13.85 
23 Sine pulse 3.70 3.78 2.90 4.83 4.55 3.28 3.70 
24 Sine pulse 3.86 3.98 6.05 6.04 5.72 3.61 3.74 
25 Redwood City 11.47 24.74 25.24 25.61 21.36 19.86 19.63 
26 Redwood City 11.67 25.05 24.79 24.43 21.68 16.51 16.62 
27 Sine sweep 19.91 20.85 20.32 18.63 20.11 20.58 20.16 
Shaking Table Test 2 
Acceleration Time Histories 
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Shaking Table Test 1 
Data Report 
Data Reduction 
The data reported in this section are from the instruments used in the centrifuge 
test. The data is presented in prototype scale using the scaling law presented in Table 3.2. 
The data presented is unfiltered and was reduced using MATLAB. 
The arias intensity (la) for different accelerometer was calculated by numerically 
integrating the acceleration time history using the following Eq. 
Lb 0 
The significant duration was calculated based on the time interval between the 
points at which 5% and 95% of the total energy has been recorded. 
For LVDT located at model top, positive movement indicates settlement. For 
LVDT on the slope, positive movement indicates upslope movement and negative 
movement means down slope movement. 
Accelerometers are placed facing the front of the model as positive direction. 
Geometry, instrumentation and physical properties of the shaking table model 
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Chapter 2: Background and Literature 
Review 
2.1 Introduction 
Ground failure, the earthquake-induced co-seismic permanent deformation of 
ground, is a common occurrence in earthquakes that results from surface fault rupture, 
soil liquefaction, landsliding, and seismic compression. These mechanisms may act 
alone, or in combination. Ground failure has repeatedly been shown to be a pervasive, 
costly, and in many unfortunate situations, deadly consequence of moderate to large sized 
earthquakes (i.e. events having a moment magnitude, Mw, of 5 to 8 or more). This chapter 
briefly reviews the mechanisms of ground failure and summarizes the relevant literature 
on earthquake-induced landslides and seismic compression, which are topics directly 
related to this research. 
2.2 Mechanisms of Earthquake-induced Ground Failure 
The mechanisms governing seismically induced ground deformation depends on 
an array of factors such as soil type (i.e., granular or cohesive soil), geologic and 
subsurface features (e.g. fault location, position of water table, presence of ancient or pre­
existing landslides) and earthquake ground motion characteristics (i.e., peak ground 
acceleration (PGA), frequency content and duration). Stewart (2004a) has defined 
u seismically-induced ground failure" as any earthquake-generated process that leads to 
deformations within a soil medium, which in turn results in permanent horizontal or 
vertical displacements of the ground surface. The following sections provide a short 
overview of the mechanisms of seismically-induced ground failure and highlight 
pertinent observations of these phenomena during past earthquakes. 
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2.2.1 Surface Fault Rupture 
Earthquakes are generated from sudden slip across a fault surface. The slip of a 
fault during an earthquake results in large-scale relative displacements of the earth on 
opposite sides of the fault. The ground displacement that results from the surface 
projection of the fault slip is known as "surface fault rupture." The ground failure 
mechanism was responsible for significant damage during the 1906 San Francisco, 1971 
San Fernando, 1992 Landers, 1999 Hector Mine, 1999 Chi-Chi earthquakes (Martin and 
Lew 1999, Stewart et al. 2004a). 
2.2.2 Soil Liquefaction 
Soil liquefaction is defined as the transformation of a granular soil from a solid 
state to a liquefied state as a consequence of increased pore pressure and reduced 
effective stress (Committee on Soil Dynamics of the Geotechnical Engineering Division, 
1978). The loss of shear strength associated with liquefaction can create ground 
deformations and/or instability. The loss of soil shear strength can lead to instability if 
static shear stresses are present in the ground. If the soil shear strength drops below the 
static shear stress, flow failure occurs in which the ground deforms until it repositions 
itself into a configuration with lower shear stresses that match the soil strength. If the 
post-liquefaction strength exceeds the static shear stress, the ground may "lurch" during 
strong pulses of motion when the shear strength is temporarily exceeded, a condition 
termed cyclic mobility. Cyclic mobility can cause significant deformations of 
foundations, retaining walls, and slopes. Cyclic mobility of slopes or level ground behind 
a free face is typically referred to as lateral spreading. Liquefaction-related ground failure 
can also result as seismically induced pore pressures dissipate, leading to volumetric 
strains, which may cause ground settlement and lateral deformations in sloping ground. 
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2.2.3 Seismically Induced Landsliding 
Inertial forces generated by strong shaking of earth slopes can cause transient 
shear stresses (i.e., time varying stresses that are present during shaking, but are not 
present upon the conclusion of shaking) to develop along potential slip surfaces. When 
added to static shear stresses, these transient stresses may cause the strength of the slope 
materials to be temporarily exceeded. This process leads to permanent shear deformations 
within the slope materials, a phenomenon referred to as seismically-induced landsliding. 
Shear deformations at the base of the slide mass may be localized along a basal slip 
surface, or may be relatively distributed across broadly stressed zones. Note that 
liquefaction-induced lateral spreading is one example of landsliding, although the 
analysis of lateral spread displacements are generally evaluated through a different set of 
procedures than are used for conventional landsliding. 
2.2.4 Seismic Compression 
Unsaturated soil subject to large transient shear stresses can experience 
volumetric strains, which results in ground surface settlements and potential lateral 
movements (near slopes). This process is termed seismic compression and has been 
observed to be especially prevalent in anthropogenic soils (e.g. compacted fills, 
embankments, etc.). Seismic compression is fundamentally related to soil liquefaction, 
but occurs only in unsaturated soils (materials that may liquefy if they were saturated). 
Rogers (1992) investigated seismically induced deformations of highway 
embankments and identified two principle mechanisms of deformation: (1) shaking-
induced settlement (from volumetric compression) and (2) seismic activation of 
landslides in underlying materials. This leads to the question whether permanent shear 
deformation, apart from seismic compression, is a possible mechanism of ground 
deformation in unsaturated granular soil subjected to seismic loading. Analyses by 
Stewart et al. (2001) found that for many common fill geometries, the general 
characteristics of the observed ground deformations could be best explained by the 
seismic compression. Small displacements obtained using Newmark sliding procedure 
suggest that permanent shear deformations were unlikely to have contributed 
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significantly to observed deformation patterns. Permanent shear deformations are only 
likely to occur at sites with large static driving shear stresses relative to the soil strength 
(i.e., sites with low static factors of safety). In the absence of landsliding (i.e., localized 
shearing), shear deformations can be distributed across a broad zone where seismically 
induced shear stresses exceed an effective soil yield stresses. . 
Prediction of the dynamic performance of earth structures is intrinsically related 
to the static stress history of these structures and some basic understanding of static 
effective stress distribution within such structures is necessary. The trajectories of 
maximum principal stress in fill embankments are inclined and expected settlement 
vectors in these earth structures tend to mimic the principal stress trajectories (Roger 
1992). Within the accepted precepts of soil mechanics consolidation theory, dynamically 
induced settlement will follow lines of principal effective stresses. Therefore, it should be 
noted that the deformations associated with seismic compression occur primarily in the 
direction of principal stress, which has a lateral component within the fill section. Hence, 
the effects of seismic compression are expected to consist of surface settlement and 
minor lateral extension (Stewart et al. 2001. 
2.2.4.1 Factors Affecting Seismic Compression 
Early studies of seismic compression found that seismically induced volumetric 
strains in clean sands from cyclic loading depend on relative density, shear-strain 
amplitude, and the number of loading cycles, but are relatively insensitive to frequency of 
loading and the static vertical stresses (Silver and Seed 1971; Youd 1972). Pyke et al. 
(1975) studied the multi-directional effect on earthquake induced settlement and found 
that both directions of horizontal earthquake shaking contribute in proportion to their 
relative intensities to overall settlements and settlement may arise from vertical shaking 
as well. More recent studies have documented the potential for soils with significant fines 
to accumulate volumetric strain under cyclic loading (Chu and Vucetic 1994; Whang 
2001), with the deformation being sensitive to the plasticity of the fines, relative 
compaction and as-compacted water content. At the same relative compaction, the 
potential for seismic compression tends to decrease with increasing soil plasticity or for 
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soils compacted wet of the line of optimums (i.e., the line connecting optimum water 
content at different compactive energies). 
Seismic compression also depends on the volumetric threshold shear strain (y^) of 
the soil. Volumetric threshold shear strain (y^) defines the boundary beyond which soil 
behavior becomes increasingly nonlinear and inelastic, with significant permanent 
microsturctural changes taking place and result in permanent volume change in 
unsaturated soil (Vucetic, 1994). In problems of earthquake ground response where the 
number of cycles is relatively small, the densification resulting from cyclic strain below 
the threshold is often, for practical purposes, negligible. Seismic compression becomes 
increasingly important as shear strains increase. The volumetric threshold strain of sand 
usually ranges from 0.01% to 0.04%, depending on the initial relative density and fine 
content of the sand (Vucetic 1994). 
Recent research (Stewart et al. 2004b) has studied the variability of sand 
compositional factors (material gradation, particle size and particle shape) on vertical 
strain resulting from seismic compression. The study found no statistically significant 
trends in the variation of vertical strains with soil compositional parameters other than the 
fact that vertical strains were found to decrease with increasing secant shear modulus. 
Stewart et al. (2004b) also evaluated the seismic compression of non-plastic silt-sand 
mixtures, and high fines content/high plasticity sandy clays to develop volumetric strain 
material models for those soils. 
2.3 Field Observations of Landsliding and Seismic 
Compression 
Earthquake-induced landslides are typically associated with sliding along a 
localized shear surface and most analyses assume this to be the case a priori. Field 
observations from past earthquakes, however, indicate that cyclic straining and seismic 
compression (as indicated by "bulging" convex slope profiles) profile can make 
significant contributions to total slope deformations. Stewart (et al. 2001) have 
highlighted Seed's (1967) observation on this when he stated that "the effect of 
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earthquakes on banks of well-compacted fill constructed on firm foundations in which no 
significant increases in pore water pressure develop during the earthquake is 
characteristically a slumping of the fill varying from a fraction of an inch to several feet." 
When summarizing observations of ground cracking in hillside areas from the 
1906 San Francisco earthquake, Lawson (1908), noted that "roadways and artificial 
embankments were particularly susceptible to cracks." Seed (1967) documented the 
ground deformation in the Hebgen Dam in Montana shaken by the earthquake in August 
17, 1959 and found that settlements were mainly due to compaction of foundation 
materials and generally increased with increasing thickness of foundation soil underlying 
the embankment. Post earthquake deformation profile consists of slumping of the soil, 
resulting in the settlement of the soil at the crest and bulging near the toe. 
McClure (1973) noted the influence of fills on damage patterns during the 1971 
San Fernando earthquake through survey of damage to single-family dwellings, 
emphasizing sites where construction extended across cut/fill contacts. This study 
qualitatively documented seismic compression stating that"...ground failure occurred on 
a higher percentage of sites that were on fill or cut and fill than those sites which were on 
cut or natural grade" and "dwellings on cut and fill or fill had more relative damage than 
dwellings on cut or natural grade." Slosson (1975) documented the effect of grading 
standard on seismically ground deformation and stated that fills constructed to post-1963 
grading standards performed markedly better than fills constructed from pre-1963 
grading standard. 
Following the Loma Prieta earthquake, Cole et al. (1991) observed that 
deformation in natural slopes was typically characterized by "slumping" of both 
"incipient landslides" (partial basal rupture, Figure 2.1b) and "failed landslides" (full 
basal rupture, Figure 2.1a). In some displaced slopes, Cole et al. (1991) noted that it 
appeared that a localized shear surface (and hence sliding displacement) fails to develop 
altogether. These findings concur with observations made by Wartman et al. (2003a) 
during a geotechnical reconnaissance of the June 23, 2001 Southern Peru Earthquake. Of 
approximately 75 slope failures inspected during this visit, fewer than 5% showed any 
evidence of sliding 
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After the 1994 Northridge earthquake, Stewart et al. (2001) reviewed geotechnical 
condition and damage statistics of 250 sites to investigate the performance of hillside 
fills. These data, which were generated in response to insurance claims, may provide a 
biased assessment of fill performance. Nevertheless, when taken collectively, the data 
provide a fairly comprehensive picture of the types of ground deformations that occurred 
in fill and the effect of such deformations on structures. As presented in Figure 2.2, 
Stewart et al. (2001) described several characteristics of hillside fill deformation resulting 
from the Northridge event. These include: (1) cracks near cut/fill contacts, (2) lateral 
extension in field pad, (3) settlement and (4) face bulging/shortening. To evaluate the 
significance of fill site conditions on damage patterns, Stewart et al. (2001) compiled a 
complete inventory of damage within sites with both fill and cut sites. Comparison of 
damage patterns for the two site conditions showed that all broken water pipes were on 
fill near the cut/fill contact area and distress to structures was much more severe on fill 
and cut/fill sites that on cut sites, indicating the influence of fill site conditions on damage 
patterns. Stewart et al. (2001) also highlighted that "at several [damaged] sites 
investigated with trenching or downhole logging, no evidence of significant movements 
on distinct sliding surfaces within the fill was found." 
Swaisgood (2003) synthesized 26 case histories of seismically induced movement 
in earth fill dams to identify any "normal" trend in seismic deformation and factors that 
have consistently affected the magnitude and pattern of deformation under seismic 
loading. The results of this empirical study suggested that peak ground acceleration at the 
site and the earthquake magnitude are the most significant factors that affect crest 
settlement of the dam during an earthquake. From the regression analysis of the case 
histories, an empirical equation was prescribed to asses the percentage crest settlement 
with the known peak ground acceleration and magnitude of the earthquake. These 
deformations are mostly attributable to seismic compression. 
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2.4 Documented Case Histories of Seismic Compression 
Although seismic compression-related ground deformations have been observed 
during past earthquakes, there are relatively few well documented case histories of this 
phenomenon in literature. Stewart et al. (2004) presented analysis and documentation 
with pre- and post-earthquake settlement measurements of two case histories where 
ground deformation principlely resulted from seismic compression. Both these sites, 
which are located in Santa Clarita, California, were shaken by the Northridge earthquake. 
Stewart's study investigated the contribution of seismic compression to total settlement 
and examined the sensitivity of calculated settlement to the variability of the input 
parameters. Pyke et al. (1975) documented another case history (Jensen Filtration Plant) 
of ground settlement arising from seismic compression during the 1971 San Fernando 
earthquake. A 17 m layer of compacted fill experienced settlement and displaced 13 cm 
along a survey base line during the earthquake. However, the fill site also experienced 
lateral spreading due to liquefaction and only a portion of the reported settlement resulted 
from seismic compression 
Reconnaissance reports of recent earthquakes (e.g., 2001 Peru and 2003 Colima 
earthquake) have also shown that ground deformation associated with seismic 
compression phenomenon was widespread in some instances. Wartman et al. (2003a) 
documented evidence of seismic compression in both natural and anthropogenic soil 
during the 2001 Peru earthquake. The study indicates that seismic compression of the 
underlying silty fine sand (up to 30% silt as classified through visual classification) might 
have been the primary mechanism of ground deformation of a highway (the Pan-
American Highway near Camana) founded on natural soil. Between 10 and 25 cm of 
vertical settlement was distributed over both lanes of the road, while lateral offsets were 
relatively small (about 5 to 10 cm). Wartman et al. (2003a) attributed damage to an 
embankment (located along the Pan-American Highway between the towns of Tacna and 
Moquegua) to seismic compression in anthropogenic soil. They noted that road 
deformations were largely dominated by vertical displacements, which were proportional 
to the embankment height and evenly distributed across the traffic lanes. Settlement of 
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the embankments was emphasized by the highway guide rails, which remained in place, 
but were sharply bent at the transition between the culvert and embankment. 
Damage patterns reported by Wartman et al. (2005) also suggest that seismic 
compression was a principal mode of deformations observed during the January 2003 
Tecoman, Mexico, Earthquake. The study presented the performance of some bridges 
which served as overpasses for other roadways. These bridges typically included 7 m to 8 
m high approach embankments with approximately 30 de gree side slopes and were 
constructed of local sandy and silty soils that were reportedly compacted in thin lifts to 
dry densities of 90 to 95% of their maximum values, based on the modified Proctor 
compaction Test. Nearly all of these embankments were observed to have undergone 
some degree of earthquake-induced settlement. These settlements, which were typically 
uniform across the width of the roadway, resulted in differential vertical settlements of 4 
to 10 cm at the bridge-embankment interface. Wartman et al. (2005) also observed 
widespread and large seismic compression-related ground failures in a neighborhood (the 
San Isidro neighborhood in Villa de A 'Ivarez) which was situated over areas of 
uncontrolled fill consisting of sandy and gravely soils with varying amounts of debris 
(brick, concrete, and other materials). They found that portions of this neighborhood 
underlain by shallow ground water typically liquefied, while the higher elevation 
portions, underlain by unsaturated ground at shallow depths, underwent seismic 
compression. Seismic compression-related ground failure in the Villa de Alvarez 
neighborhood was typified by ground cracking and settlements, which were highly 
localized and differential. Differential settlements were estimated to be 60 to 90% of total 
settlement values at this location. Differential settlements at this location ranged from 
approximately 5 to 20 cm and cracks were estimated to have widths from 2 to 5 cm. More 
localized damage occurred near a site where soils were earlier mined for construction 
materials from pits. As part of a neighborhood reclamation effort, the pits were reportedly 
backfilled during the last century with miscellaneous, uncontrolled fill consisting of 
granular soil (sands and fine to medium gravels). At some locations the granular soil was 
mixed with debris consisting of bricks, cobbles, and other refuse materials. Earthquake-
induced ground settlements as great as 1.5 m was measured at the location of some of the 
backfilled pits, however deformations more commonly ranged from 15 to 30 cm. 
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Other reported case histories in the literature documents seismic compression on a 
qualitative basis which typically consists of (1) performance of hill side fill slopes, 
where the general nature of ground deformation is reported in generic terms, but actual 
magnitude of deformation is unknown due to lack of pre- and post-earthquake settlement 
measurements (Seed 1967, Stewart et al. 2001) and (2) fills adjacent to bridge abutment 
walls, where relative settlements are obtainable but site conditions typically consists of 
uncompacted or poorly compacted material with little information on soil type and 
compaction condition (Siddarthan and Elgamal 1996) 
2.5 Previous Experimental Studies of Seismically-lnduced 
Deformation in Slopes 
Review of the existing literature indicates that previous physical model studies to 
investigate the mechanism of deformation in soil due to seismic loading were usually 
carried out to the condition of failure (i.e., until into relatively large, intolerable 
deformations occurred). Clough and Pirtz (1956) performed the first well-documented 
shaking table study of seismic slope stability. Based on their model studies, they 
concluded that earth dams constructed primarily of cohesive soils were inherently 
resistant to earthquake damage due to their ductility. The same shaking table was later 
used by Seed and Clough (1963) to study the earthquake resistance of sloping core dams. 
Tests were conducted on models having sandy outer shells and clay cores. The study 
concluded that sloping core dams were generally resistant to earthquake damage, but that 
strong shaking may result in significant settlement of the dam crest. Later, Seed and 
Goodman (1965) performed shaking table tests on an inclined layer of sand. Their study 
focused on computation of the yield acceleration (i.e., the acceleration required to bring 
the slope to a condition of marginal instability) and they found that calculated yield 
accelerations compared well with those measured during testing. Arango and Seed (1974) 
used a modified version of the shaking table described above to investigate the seismic 
stability of clay slopes. They found that strong shaking resulted in development of a 
distinct "yield acceleration" that marked initiation of permanent deformation in their 
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embankments. Wartman et al. (2003b) compared the sliding response of deformable clay 
masses and a rigid block on an included plane subjected to cyclic motion. They observed 
that the Newmark-type rigid block analysis was overly conservative for cases where the 
tuning ratio (Trati0) [ratio of the predominant frequency of the input motion to the 
predominant natural frequency of the slope] was in the range of 0.2 to 1.3. This finding 
compared well with the general range of results presented by Kramer and Smith (1997), 
and Rathje and Bray (1999, 2000). Wartman et al. (2005) presented experimental results 
of a series of shaking table physical model experiments performed to investigate the 
mechanisms of seismically induced deformations in slopes, evaluate the accuracy of the 
Newmark (1965) sliding block procedure and develop a suite of fully defined "model-
scale" case histories for development and calibration of advanced numerical modeling 
and analysis tools (e.g. Travasarou et al. 2001, Ching and Glaser 2003). Their study 
suggests that the Newmark analyses generally provided moderately accurate, although 
somewhat un-conservative, estimates of deformations. Displacements computed using the 
rigid sliding block analysis ranged from 27% to 225% of maximum measured 
displacements, and averaged about 75% of measured displacements for the test series. 
The Newmark-type analyses were most reliable for those model tests that experienced 
large deformations, where the sliding resistance was controlled principally by post-peak 
to residual strengths. Wartman et al. (2005) also attributed up to 40% of total slope 
deformation to cyclic straining (Figure 2.3). Cyclic straining was most pronounced when 
high levels of dynamic stresses developed in the failure mass, as was commonly the case 
when the natural frequency of the slope was close to the predominant frequency of the 
input motion, or when the duration of shaking was sufficient to allow for the buildup of 
high inertial forces. It also was more prevalent for soils with lower deviatoric plastic 
threshold strain levels. 
Researchers have also used centrifuge modeling to study seismic slope stability. 
Kutter and James (1989) used a centrifuge at Cambridge University to study the seismic 
stability of clay embankments. Model embankments comprised of kaolinite were shaken 
by sinusoidal input motions. Threads of lead powder were placed in the models, and 
radiography was used to develop pre- and post-shaking profiles of the embankments. The 
study found that strain softening in the model clay significantly reduced the yield 
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acceleration during shaking and that soil nonlinearity played a significant role in overall 
embankment response and performance. Kutter and James (1989) observed a delayed 
failure after one of their tests, and suggested that this may have resulted from 
redistribution of shaking-induced excess pore water pressures. Centrifuge studies were 
also performed by Ohishi et al. (1995), who investigated mechanisms of static and 
dynamic deformations in clay embankments. Models were failed by tilting the base of 
their embankments (static failure) or by subjecting the models to strong shaking (dynamic 
failure). Static failures were observed to occur along distinct slip surfaces whereas 
shaking-induced deformations were typically distributed over a wider area of their 
models. 
To the best of the author's knowledge, there are no published physical model 
studies of seismic compression. 
2.6 Analytical Procedure to Estimate Seismic Slope 
Deformation 
During the past 10 to 15 years a number of new or enhanced analytical procedures 
have been developed to compute seismic slope deformations. These procedures, which 
number in tens, generally fall into one of three categories: (1) sliding block-type 
procedures, which ignore the dynamic response of slopes [e.g. Newmark 1965]; (2) 
decoupled procedures, which account for dynamic response, but "decouple" this response 
from the sliding response of slopes [e.g. Makdisi and Seed 1978], and (3) coupled 
procedures, which "couple" the dynamic and sliding response of slopes [e.g. Lin and 
Whitman 1986]. 
2.6.1 Rigid Block Procedures 
In his seminal 1965 Rankine Lecture, Newmark proposed that the seismic 
stability of slopes, embankments and dams be assessed in terms of earthquake-induced 
permanent deformations, as this criteria ultimately governs the serviceability of a slope 
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(Newmark 1965). In developing his deformation-based procedure, Newmark analogized 
an earth mass sliding over a shear surface to a rigid block sliding over a plane. For this 
reason, this approach is often referred to as the rigid sliding block procedure. 
Newmark (1965) deformation analyses are based on several simplifying 
assumptions. These include (1) the soil behaves in a rigid, perfectly plastic manner; (2) 
displacements occur along a single, well defined slip surface and (3) the soil does not 
undergo strength loss as a result of shaking. 
Newmark (1965) procedure is shown schematically in Figure 2.4. The procedure 
assumes that permanent deformation initiates when earthquake-induced inertial forces 
acting on a potential sliding mass exceed the yield resistance of the slip surface (tl in 
Figure 2.4). Deformations continue until the inertial forces fall below the yield resistance 
and the velocities of the sliding mass and underlying ground coincide Oo in Figure 2.4). 
The permanent displacement of the sliding mass may be calculated by integrating the 
relative velocity during slippage as a function of time. 
2.6.2 Decoupled Procedures 
In their well known 1978 paper, Makdisi and Seed formulated a decoupled sliding 
block displacement procedure to account for the dynamic response of the slope. This 
procedure involves a two-step analysis: (1) computation of the average acceleration of the 
slide mass using the Chopra (1966) procedure, and (2) conducting a sliding block 
analysis using the average acceleration-time history as the input motion. In this 
procedure the dynamic response analyses required for calculation of the average 
acceleration is "decoupled" from the sliding block analysis. Makdisi and Seed (1978) 
used this procedure to calculate displacements of several dams for both recorded and 
synthetic earthquake motions. The results of these analyses were used to develop still 
popular simplified charts for estimating seismically induced displacements of 
embankments and dams (Figure 2.5). 
Makdisi and Seed (1978) calculated the average acceleration time history using a 
two-dimensional finite element analysis. Other researchers (e.g. Bray et al. 1993) have 
simplified this approach by using one-dimensional ground response analyses to develop 
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the average acceleration time history of the sliding mass. The one-dimensional average 
acceleration time history, commonly referred to as the horizontal equivalent acceleration 
(HEA), is calculated as (Seed and Martin 1966): 
HEA(t) = ^ ^ - (2.1) 
Here, rh is the horizontal shear stress at the slip surface, <xv is the vertical stress along 
the slip surface, and g is acceleration due to gravity. 
2.6.3 Limitations of Sliding Block Procedures 
Engineers typically evaluate the susceptibility of a slope to deformations across 
either distinct or distributed yield zones using a Newmark analysis of a sliding rigid block 
(Newmark 1965; Franklin and Chang 1977) or a simplified procedure for estimating 
Newmark-type displacements that captures the dynamic response of flexible slide masses 
(e.g. Makdisi and Seed 1978; Bray et al. 1998). These analyses procedures, which do not 
model the actual deformation process and only provide an index of performance, are best 
suited for large permanent shear deformations within slope in the direction of a driving 
static shear stress (that is, downslope). However, field observations indicate that in many 
cases shear deformations in soil (both unsaturated granular and cohesive) due to seismic 
loading are generally not localized across a distinct shear failure surface (i.e., landsliding) 
and were distributed at various location of the slope where seismically induced shear 
stresses exceed an effective soil yield stress. Similar deformation patterns have also been 
noted during model tests. In many cases, deformation-sensitive facilities and 
infrastructure are located near zones of potential slope displacement and even very small 
displacements may constitute failure. Historically, seismic stability of these structures 
also has been investigated using Newmark sliding block type procedures. However, these 
procedures do not adequately account for seismically induced distributed ground 
deformation in the soil since they assume that sliding along a localized failure plane is the 
principal deformation mechanism for seismic loading. This contrasts with the field 
observations during many past earthquakes where deformation was mostly distributed 
and did not occur along a distinct or preferential shear failure surface. Moreover, most 
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existing Newmark type displacement analysis procedures were calibrated to predict 
"failure" conditions under which large slope displacements (a meter or more) could 
occur. Such phenomenon is not realistic for earth structures built of unsaturated granular 
soil where displacements of several centimeters often constitute unacceptable 
performance (Stewart et al. 2001). 
It is worth noting that since the Newmark type sliding block procedure calculates 
permanent deformations by integrating the relative velocity during slippage as a function 
of time for the portion of acceleration time histories that exceeds a yield value known as 
"yield acceleration," deformations below yield acceleration are, therefore, not captured in 
this analysis procedure. Recent research (Wartman 2005, Day 2002) demonstrated that 
permanent deformation can occur below the yield acceleration. 
These limitations restrict the application of Newmark type displacement 
procedure for analyzing seismically induced permanent distributed deformation in soil. 
Unfortunately, beyond Makdisi and Seed's (1978) crude 20% cyclic straining factor, 
there exist no simple analyses procedures for assessing distributed deformation in slopes 
and embankments. As such, development of seismic design and analysis procedure of 
earth structures considering all mechanisms of deformation is an important research need. 
2.6.4 Coupled Procedures 
In addressing the Newmark (1965) rigid block assumption, Makdisi and Seed 
introduced their own assumption that the dynamic response and sliding response of an 
unstable mass could be decoupled. Several researchers have developed coupled dynamic 
response-sliding analyses to investigate the validity of the decoupled approximation. Lin 
and Whitman (1983) studied the decoupled assumption using a lumped mass, linear 
elastic shear beam model and concluded that within the range of their investigation the 
decoupled procedure provided conservative estimates of seismically induced 
displacements. In their study of the concrete gravity dams, Chopra and Zhang (1991) 
compared decoupled estimates of displacements with those predicted using a single 
degree of freedom, linear elastic, distributed mass coupled analyses and again found that 
the decoupled procedure provided conservative estimates of deformations. Gazetas and 
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Uddin (1994) studied the decoupled assumption using finite element analyses with slip 
surface interface elements that limited the transmission of shear stresses. Using 
sinusoidal input motions the decoupled procedure was found to overestimate 
deformations at when the frequency of the input motion was close to fundamental 
frequency of the dam. Gazetas and Uddin (1994) also found that the decoupled analyses 
under predicted deformations relative to the coupled analyses when the frequency of the 
input motion was about half the fundamental frequency of the dam. 
Kramer and Smith (1997) developed a lumped mass single-degree-of-freedom 
viscoelastic model for their study of seismically induced displacements of landfills. They 
also performed experiments using a lumped mass physical model to validate their 
coupled model. This study concluded that the decoupled procedure provided 
conservative estimates of displacement for stiff and/or shallow failure masses, but that it 
underestimated displacements when the failure masses were soft and/or deep. Rathje and 
Bray (1999) modified the Chopra and Zhang (1991) linear elastic distributed mass 
formulation to study the decoupling assumption. Rathje and Bray (2000) later altered this 
model implemented within a dynamic response program that incorporates a lumped mass, 
multiple-degree-of freedom (MDOF) and fully nonlinear material response model, 
making it amenable to relatively simple computer analyses. They noted that their recent 
lumped mass model (Rathje and Bray 2000) is more useful than the linear elastic modal 
analysis scheme (Rathje and Bray 1999) because the variation of dynamic soil properties 
with depth and time is captured in the recent procedure. 
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FAILED LANDSLIDE MASS 
(ENTIRE BASAL RUPTURE SURFACE HAS COMPLETELY SHEARED) 
INCIPIENT LANDSLIDE 
(ONLY A PORTION OF BASAL RUPTURE SURFACE HAS SHEARED) 
V«ttta« «r»d(» and ftcaipi 
Figure 2.1: Observed characteristics of landslides in natural ground triggered 
by the 1989 Loma Prieta Earthquake (after Cole et al. 1991) 
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Figure 2.2: Schematic of typical fill movement in fill slope during the 1994 Northridge earthquake (after Stewart et al. 2001) 
25 
*•*. 
*--» 
# * 
J i U 
I : - ■■#£ 
JS^I 
■X 
'.'SI* 
"«£ C-
. . . "f f-
^T^^". : -u . 7 »..?, 
r' ,j' . - . . . ' 6 .^ v ;.■• * • ' • . * 
r - . j - ., - • - *.i ♦* 
„■" • • ..- - " • *• -, ' i -
» . - . . > . . • ■ < ' ■ 
■ . : 
w, h 
K t ^ 
«cMP 
a -
' . " ■ ■ * ' ■ 
'4-
i 
i ''■:■'■ ' ' 1 - ' « - ■ * 
■12/16/1998 18:561 
- ' -fr-.^fLXSfe 
Figure 2.3 Photograph showing a profile excavated through a model slope. 
Sliding displacement occurred along a basal shear surface (not visible in 
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spaghetti, which suggest that cyclic straining also contributed to total 
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Chapter 3: Mechanisms of Seismically 
Induced Deformation in Granular Slopes 
3.1 Introduction 
The seismic stability of slopes and embankment are commonly analyzed using the 
sliding block procedures (i.e., Newmark 1965) or the closely related decoupled (Makdisi 
and Seed 1978) method of analysis. These and similar displacement-based seismic 
analysis procedures assume that permanent deformation initiates and continues along a 
single, localized slide surface. However, the observed performance of actual slopes, 
particularly those comprised of unsaturated, primarily granular soil, often contrast 
markedly from this fundamental assumption. For example, Swaisgood (2003) conducted 
post-earthquake inspections of a number of dams and found no evidence of localized 
shearing displacement. He concluded that seismically induced deformation occurs within 
the body of the dam itself. Similarly, while performing site trenching and downhole 
logging through several hillside fill sites damaged in the 1994 Northridge earthquake, 
Stewart et al. (2001) found no evidence of significant movement along distinct shear 
surfaces. These and other observations suggest that mechanisms other then sliding may 
be responsible for seismically induced displacement in unsaturated granular slopes. 
Accordingly, physical model experiments were performed identify the mechanism(s) that 
govern the seismic performance of unsaturated granular slopes. Such experiments, when 
carefully designed and instrumented can provide useful insight into complex geotechnical 
phenomena for situations where well documented case histories are limited or are not 
available. 
This chapter discusses a centrifuge model study undertaken to investigate the 
mechanisms of seismically induced deformation in slopes comprised of granular soil. The 
model slope is generally representative of earth structures and slopes comprised of 
unsaturated granulate soil (e.g. highway approach embankments, dams, hillside fills, and 
natural slopes in alluvial or aeolin soils). The objectives of the centrifuge study were: 
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(1) To identify the mechanisms responsible for seismically induced deformation in 
granular slopes, and to quantify the relative contribution of these to overall 
deformations; 
(2) To study the effect of different ground motion parameters (e.g amplitude, duration 
and frequency) on slope performance by subjecting the physical model to multiple 
shaking events, and 
(3) To develop a series of model-scale "case histories" of seismic slope performance 
for later use in the calibration and validation of a soil constitutive model. 
3.2 Centrifuge Experimental Modeling 
3.2.1 Introduction 
The purpose of physical modeling is to describe the behavior of full-scale 
engineering structures through measurements made on a laboratory scale model. 
Observations on small scale laboratory models are related to the prototype earth system 
using laws of similitude. Modeling can be performed in either a one-G or high gravity 
environment. Centrifuge modeling (increased gravity environment) is often used to 
account for the stress dependency of soil. In situations where gravity-induced stresses are 
important, as in the case for geotechnical problems involving granular soils, the model 
behavior will not fully represent the prototype unless the gravity induced stresses are 
magnified in proportion to the size of prototype. The shaking table tests can not represent 
the range of in situ stresses experienced in granular soil in the field unless the model is 
built very loosely to simulate the contractive behavior of granular soil associated with 
high normal stresses at significant depth. The preparation of such model is extremely 
difficult. On the other hand, in a centrifuge a model with length dimensions scaled by \ln 
(i.e., n = geometric scale factor) is subjected to an increased gravitational acceleration of 
n times gravity to obtain scalability between the model and the prototype. Note that this 
will result in the same in situ stress levels in both the prototype and centrifuge model. For 
application to full-scale design problems in soils that exhibit stress dependent nonlinear 
behavior, data from centrifuge model tests are considered reliable (Korhan et al 2004, 
30 
Byrne 2004). The physical model under the centrifugal acceleration field allows for well-
controlled testing and boundary conditions, and thus is relevant for conducting parametric 
studies and investigating failure mechanisms. It is especially useful for validating 
numerical tools, including constitutive models, as well as boundary-value problems. 
However, factors such as scale effects on particle size and diffusion of pore water 
pressure can be of concern for centrifuge testing. The soil particles in a centrifuge model 
can not be scaled down to scale the soil particles of prototype while other model 
dimensions can be modeled down. This effect is called as 'grain size effect'. Nonetheless, 
centrifuge testing technique has gained a foothold in geotechnical engineering and has 
been used extensively in important projects and in the validation of geotechnical 
numerical procedures (e.g. Arulanandan and Scott 1994). 
Centrifuge modeling laws are used to deduce prototype response from model 
response. In a centrifuge model simulating dynamic events, according to the scaling rules 
summarized in Table 3.1, the gravity, frequency, and acceleration are increased by n or n 
times so that the length and time may be reduced by n2. This way the stress, strain and 
velocity in the prototype soil mass are preserved in the small scale centrifuge model. 
More details on the principles of centrifuge modeling and its application to geotechnical 
problems can be found in Schofield and Steedman (1988), Steedman (1991), and Kutter 
(1995). 
In the present study a centrifuge test was carried out to gain insight into the 
mechanisms and factors affecting (soil density, type, and amplitude, duration and 
frequency content of ground motion) slope deformations in unsaturated soil, investigate 
distributed and possible localized deformations. In these tests, particular attention was 
given to accurate and detailed measurement of the earthquake-induced deformations. In 
addition to the acceleration and model surface displacement measurements, detailed 
deformation mapping was performed based on pre- and post-shaking geometries of the 
model and tracking layers of color sand on one face of the container. The centrifuge 
experimental data also provide a basis for calibration of simulating a computational 
modeling procedure presented in the following chapter. The following sections discuss 
the centrifuge test programs and experimental results at the prototype scale. 
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3.2.2 Centrifuge Test Program 
3.2.2.1 Test Facility 
The present chapter reports on a dynamic centrifuge experimental study 
conducted at Rensselaer Polytechnic Institute (RPI), located in Troy, New York 
('http://www.nees.rpi.edu ). The RPI geotechnical centrifuge is a model Acutronic 665-1 
device with 3-m radius and 150-g ton capacity. An electro hydrodynamic shaker is 
installed on the centrifuge platform to produce in-flight earthquake shaking at the base of 
the soil or coupled soil-structure model. RPFs large ID shaker (Van-Laak et al. 1998) is 
a servo-hydraulically controlled system designed to produce ID (horizontal) shaking in 
response to an applied input voltage signal. The nominal operating frequency range is 20 
Hz to 600 Hz with the maximum stroke (i.e. peak to peak displacement of the slip-table) 
of 3.2 cm. The shaking force is applied between the actuators, which are fixed to the 
platform of the centrifuge, and the slip-table, to which the model container is attached. 
Feedback signals are derived from: (1) the position of the slip-table, (2) the internal state 
of the servo valves, and (3) the force (pressure) developed by each actuator. The shaker 
has excellent repeatability and can produce desired horizontal earthquake acceleration 
time history with little, if any, unwanted vertical shaking. 
3.2.2.2 Model Container and Model Material 
A rigid-wall model container with inner dimensions of 0.88 m (length), 0.37 m 
(width), and 0.36 m (height) was used to build the soil models. A transparent side 
window allowed for observation of the model during testing using an in-flight video 
recording system. Rough sand paper was glued to the inner base surface of the container 
to provide a high degree of interface friction between the box and the soil base. 
Nevada sand #120 was used in constructing the centrifuge model. Extensive data 
about the monotonic and cyclic response characteristics of this soil is provided by 
Arulmoli et al (1992). This sand is predominantly composed of quartz particles with 
small amounts of feldspar, with the grain shapes ranging from rounded to sub-rounded. 
The specific gravity of this fine sand is 2.68. Its maximum and minimum dry densities 
are 17.33 and 13.87 kN/m3and corresponding maximum and minimum void ratios are 
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emax =0.894 and emm =0.516; respectively. Figure 3.1 presents the grain size distribution 
of the model material. 
3.2.2.3 Model Construction 
The model geometry was outlined on the transparent container wall to serve as a 
guide during construction. Oven-dried Nevada sand was rained inside the container using 
a hand held V-shaped funnel. The funnel has one row of holes, which are 2 mm in 
diameter and spaced 5 mm apart. Preliminary experiments were carried out to adjust the 
sand particle drop height and number of open holes in the funnel to achieve different 
relative densities (e.g. Dr = 50% and 80%). The funnel was manually moved back and 
forth along the longest dimension of the box. The free falling height (3 cm) was kept 
constant to provide a uniform sand model with the desired relative density. For the higher 
relative density (Dr = 80%) portion of the model (base), the deposited sand was 
intermittently compacted with a small hand held compactor to achieve a higher density. 
The embankment portion of the model was built in lifts of 2 cm (model scale) height in 
order to control the as-built relative density. Pluviation was interrupted periodically to 
place instrumentation in the soil model. A thin band (about 1 cm high at the model scale) 
of darkened Nevada sand was placed along the model length at an interval of 2 cm 
(model scale). Preliminary pseudo-static analyses indicated that the centrifuge model 
might experience surfacial failures (due to the low normal stresses at the surface) both at 
the static (i.e. spin up) and dynamic stages. After considering several options to reduce 
the risk of failure at the surface, it was decided to place a coating of cooking oil (the 
spray cooking oil "Pam") on the surface. Note that in actual slopes comprised of granular 
materials, reinforcement from vegetation and/or soil-water capillarity (in partially 
saturated materials) typically prevents surfacial failures. Experiments performed at 
Drexel University's laboratories (in a one-G condition) with slopes having a oil coated 
surface indicated that the surfacial failure would not occur due to the surface coating. 
One concern was the drying of the oil while the model is being spun at high speeds in the 
centrifuge. During the preliminary one-G tests, the oil coating was dried with a hair drier 
to address this issue. Tests on these slopes confirmed that surfacial failure did not occur 
in the slopes with dried oil coating. Pseudo-static analyses simulating this oil coating 
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confirmed that the strategy helped to avoid failures at the surface. Results of pseudostatic 
analyses performed with varying the strength and thickness of the oil coating indicated 
that the model response was generally insensitive to different thicknesses and strengths of 
the oil coating layer (two thicknesses at model scale - 0.5 cm and 1.0 cm, along with 
three different cohesive strength - 1 , 5 and 10 kPa - were considered in the parametric 
study). 
The centrifuge model simulates a 10.5 m high embankment (Dr=50%) resting on 
a 4.5 m thick foundation (Df=80%). Upon completion, the as-built geometry of the 
model was surveyed using a container-mounted profiler. Figure 3.2(a) shows the 
constructed model and 3.2 (b) shows the instrumented model inside the centrifuge shaker. 
Model building and instrumentation placement required a total often hours. 
3.2.2.4 Instrumentation and Data Acquisition 
The model response was measured using miniature transducers including 
horizontal accelerometers (303A03, PCB Piezotronics), linear variable displacement 
transducers (LVDT -MHR100, Schaevitz Engineering) and "shape tape". The shape tape 
consisted of a fiber optic cable sensor that monitors for development of shear surfaces. 
As no such surfaces developed during the tests, the shape tape provided no significant 
insight to the performance of the model. Figure 3.3 shows the instruments location inside 
and along the surface of the model. While undertaking the layer-by-layer construction of 
the model, the accelerometers were placed at the predetermined positions. The wires from 
the accelerometers were distributed within the model to avoid any potential zones of 
undesired soil "reinforcement." Once the model construction was complete, the LVDTs 
were positioned on the model surface and connected to a rigid frame that was temporarily 
attached to the top of the container. Rubber "end tips" measuring 1 sq. cm in area were 
attached to the LVDT tip for better interfacing and contact with the slope surface. Great 
care was exercised in positioning the LVDTs on the slope surface to minimize any 
damage to the model. A thin paper was placed on the slope surface before lowering the 
LVDT. Once the rubber tip was in position, the paper was gently removed to place the 
rubber tip on the slope surface. The instrumented model was placed on the centrifuge 
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basket with care to avoid any movement (or shock) induced densification of the granular 
soil. 
During testing, model response was monitored using cameras mounted at three 
locations on the centrifuge basket. The cameras were placed to monitor the left hand side 
(30 degree slope), middle and right hand side (25 degree slope) portions of the 
embankment. The cameras captured images at a rate of 25 frames per second. 
Transducer excitation and signal conditioning was performed on the centrifuge 
arm using four National Instruments SCXI units. The signals were then recorded on the 
PXI PC located at the center of the centrifuge. All the data were then passed through the 
fiber optic rotary joint to a second recording and monitoring system located in the 
centrifuge control room. A second PC located at the center of the centrifuge was used to 
download the digital images from the high speed camera to be used for image processing 
after the centrifuge test. Instrumentation signals were sampled at a rate of 3000 Hz during 
the test. . Data was collected for 1 sec before triggering the ground motion. Recording 
continued for 6 seconds after strong shaking subsided to monitor the model response. 
Applying similitude to the ground motions yield a typical duration of 0.7 seconds for 
individual test motion. . 
3.3 Ground Motions 
For engineering purposes the characteristics of the earthquake motion that are of 
primary significance include the amplitude, frequency content, and duration of motion It 
is desirable to determine the dynamic performance of a model over a wide range of 
frequencies. These should include relatively simple input motions which provide a model 
response that is less difficult to analyze than an actual recorded earthquake motion 
(Ghosh et al 2003). Response to complex variations in a real earthquake input motion 
might mask some of the fundamental features of the cyclic behavior of the soils. The 
main benefit of using a relatively simple input motion is that the performance of the 
model can be studied at the most damaging frequency (resonance) of the earthquake (i.e., 
at model resonance). However, in actual earthquake motions dynamic energy is 
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distributed over a wide range of frequencies. Therefore, a ground motion scheme 
intended to understand fundamentals of soil behavior under dynamic loading should 
include single frequency, simple motions and recorded motions from past earthquakes. 
Three types of ground motions were used for the present study. These include (1) low 
level sine sweeps (a motion that sweeps across multiple frequencies) for dynamic 
characterization of the model (2) Sine pulses with frequency less than, equal to and 
higher than the fundamental frequency of the model slope and (3) an actual motion 
recorded at the Redwood City strong motion station during the 1989 Loma Prieta 
earthquake in Northern California. The ground motions were varied in terms of frequency 
content and amplitude by scaling both amplitude and the recording time step. The ground 
motions were scaled to investigate the effects of frequency and amplitude on the 
deformation mechanisms of soil under seismic loading. The model was subjected to 26 
motions that progressively increased in amplitude. Table 3.2 summarizes the ground 
motions used in the centrifuge test. 
3.4 Testing Procedures 
At the beginning of testing, the centrifuge was gradually brought to 75g in about 
30 min in order to ensure a smooth transition of the soil model from lg to 75g. An 
additional 10 min of spinning time was allowed at 75g before imparting the dynamic base 
excitation. The LVDT data during spin-up showed only limited deformation, which 
might have resulted from the model's elastic response or readjustments to a higher stress 
regime. One-dimensional horizontal shaking was then imparted along the model long 
axis (in the direction orthogonal to the embankment axis) using the electro hydraulic 
shaker. The typical order of shakes started with very small amplitude sine sweeps to 
verify that the instrumentations (accelerometers and LVDTs) were functioning correctly. 
Once this was confirmed, ground motions were applied with the sequence shown in Table 
3.2. Approximately 10 to 15 minutes of elapsed time was maintained in between 
successive motions. Model response was measured using 20 accelerometers and 12 
LVDTs as presented in Figure 3.3. After the test series was complete, the model was 
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carefully removed from the centrifuge and profiled using the same container-mounted 
profiler used for surveying pre-test model geometry. Profiles were taken at five 
longitudinal sections to document any boundary friction effects. The digital video images 
recorded by two of the cameras (the camera positioned at the mid-section of the 
embankment malfunctioned during testing) were downloaded for image processing. 
Digital photographs were taken before and after the test and a detailed visual observation 
of model deformation was performed. 
3.5 Analysis of Centrifuge Test Results 
A total of 26 individual tests were performed on the model; however, for brevity 
only two of the test will be discussed in detail. It is noted that the trends observed in these 
two tests were representative of those observed for other tests as well. Unless otherwise 
indicated, all dimensions reported in the following sections are at the prototype scale and 
were developed using the similitude relationships summarized in Table 3.1. A detailed 
summary for all data of each of the experiments performed as part of the test series is 
included in Appendix A 
3.5.1 Dynamic Response of the Model 
The dynamic response of the model was investigated using very low level sine 
sweeps. These motions were sufficiently small so as to preclude any measurable 
permanent deformation of the model. The purpose of the frequency sweep tests were to 
identify the resonate frequencies of the model and for later use in calibration of the 
numerical model (Chapter 4) and dynamic response analyses. A four second ramping 
window was used at the beginning of the sweep motion to slowly ramp up the motion to 
full amplitude. A similar ramping window was used at the end to slowly ramp down the 
amplitude of the motion. With the exception of the beginning and ending ramping 
windows, the input acceleration signal was at constant amplitude of 0.005g, O.Olg and 
0.05g. The input frequency linearly increased from 0.4 to 4 Hz during the 30 second 
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duration of the motion. Figure 3.4 shows the first sweep motion with peak ground 
acceleration (PGA) of 0.005g. 
Figure 3.5 (a) presents the spectral ratio from the first sweep motion (0.005g) for 
all the accelerometers. Unless otherwise noted, spectral ratio is defined as spectral 
acceleration calculated for any accelerometer divided by the spectral acceleration 
calculated for accelerometer A12, which is located close to the bottom of the model. The 
spectral accelerations (i.e. response spectra) were calculated using 5% damping. The 
shaker accelerometer was not used in defining the spectral ratio as it might have included 
some resonant frequency response from the centrifuge system itself. The accelerometers 
located at the embankment top and along the sloping surface show amplification of the 
base motion, with the highest levels of amplification being recorded at the surface 
accelerometers located at the mid portion of the embankment. Figure 3.5(b) presents 
spectral ratio plots grouped by accelerometer location. For the accelerometers located 
close to the bottom of the model, amplified response are principally in the range of 0.5 
Hz to 3.5 Hz. For the mid-depth accelerometers, there was an elevated response from 4 to 
7.5 Hz along with the amplified response at the input frequencies of 0.5 Hz to 3.5 Hz. 
Frequencies ranging from 0.5 Hz to 7.5 Hz showed amplified response for the surface 
accelerometers, with the highest amplification being occured from 4 Hz to 6 Hz. The 
amplified response at the surface accelerometers indicates that the fundamental frequency 
of the model was approximately 5 Hz. Although approximate, back analysis using the 
one dimensional formulation for level site (Eq. 3.1 below, after Kramer S. L. 1996) yields 
a shear wave velocity (Vs) value of 220 m/sec. As similar exercise performed using a 
two dimentioanl (Eq. 3.2) formulation for triangular shaped embankments (Ambraseys 
and Sarma, 1967) yielded a shear wave velocity of 143 m/sec. These values are 
comparable to those reported in Rajendram et al (2000) for the current centrifugal 
acceleration of 75g. 
AH 
K=~ (3-1) 
V.-lf- (3-2) 
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(Note: H is the height of the model and Ts is the resonant period determined from 
examination of the spectral ratio plots) 
Figure 3.6(a) shows the spectral ratio for accelerometers located along the 30 
degree side of the embankment and Figure 3.6(b) shows the same for the 25 degree side. 
Accelerometer A3 located at the 30 degree crest indicates a higher response than the 
accelerometer located at the 25 degree crest (A2). Considering the minor deformation and 
negligible stiffness loss and "near elastic response" of the soil for such a low amplitude 
motion, factors associated with topographic amplification are likely responsible for the 
elevated response at the steeper crest. 
Figure 3.7 presents the spectral ratio for accelerometer A5 for three sweep 
motions with intensities of 0.005g, 0.0 lg and 0.05g. This figure clearly indicates 
degrading stiffness due to increasing shear strain in soil resulting from shaking with 
motions of increasing amplitude. The higher amplitude motion induces larger shear strain 
in soil resulting degraded stiffness, higher damping and period lengthening. The degraded 
stiffness and induced damping, in turn, produces a lower spectral ratio. 
Three accelerometers were placed close to the surface and across the width of the 
model at the mid location of the embankment to study any possible effect resulting from 
the rigid wall of the model container. Figure 3.8 shows the response of these three 
accelerometers for 2 Hz sine pulse at 0.05g amplitude. Identical response of the three 
accelerometers located across the model width indicates that there was no significant 
boundary effect across the width of the model. 
3.5.2 Deformation Response of the Model 
Previous studies [(Whang 2001, Youd 1972, Silver and Seed 1971)] involving 
cyclic simple shear testing performed on dry soil to investigate seismic compression 
indicated that the time history of vertical strain has two characteristic features. First, there 
is a steady, but non-uniform increase of vertical strain with the number of strain cycles. 
Second, superimposed upon the steady increase of vertical strain with time are small 
amounts of transient contraction and dilation that occur in phase with the shear strain 
forcing function. Figure 3.9 (a) shows the shear strain time histories and accumulated 
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volumetric strain during a cyclic simple shear test (Whang, 2001) and Figure 3.9(b) 
shows a portion of that record, which clearly shows the steady state vertical deformation 
and transient dilation phase. Figure 3.9(c) presents the shear strain time history and 
accumulated vertical deformation after one of the dynamic motions in the centrifuge test. 
The shear strain is calculated using second order approximate procedure described by 
Zeeghal et al. (1995) and volumetric strain is calculated from the deformation recorded 
by a LVDT. Figure 3.9(d) shows shear and volumetric response of the centrifuge model 
for 4 cycles. Comparing Figure 3.9(b) and 3.9(d) clearly suggests that basic mechanism 
of seismic compression is being captured in the centrifuge test. 
3.6 Observations and Analysis during Two Motions 
The response of the centrifuge model during two test motions is presented in 
detail. The first motion is a 2.66Hz sine pulse at 0.08g, which is presented in Figure 3.10 
at the prototype scale. 
3.6.1 Motion 6 - 2.66 Hz Sine Pulse at 0.08g 
Figure 3.11 shows the response of the accelerometers for 2.66 Hz sine pulse at 
0.08g amplitude. The accelerometers located close to the base of the model provide an 
amplified response at the input frequency of 2.66 Hz. For the mid-depth accelerometers, 
amplified response is noted at frequency of 2.66 Hz and limited amplification is shown at 
8 Hz. It is noted that 8 Hz is the 3rd multiple of the input frequency, and hence this 
response in the model is more indicative of the predominant frequency of the input 
motion then any resonance in the model. The surface accelerometers indicate higher 
amplified response at the input frequency (2.66 Hz) and the lower amplified response at 
the 2nd (5.3 Hz) and 3rd (8 Hz) multiples of the input frequency. 
Figure 3.12 (a) shows the amplification ratio, which is defined as amplitude of the 
surface accelerometer divided by the amplitude of the base accelerometer (A12). Figure 
3.12(b) presents the permanent displacement along the surface of the model and Figure 
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3.12 (c) shows the model geometry for reference purposes. Figure 3.12(b) indicates a 
higher permanent displacement at LVDT P8 location, which coincides with the higher 
amplification ratio at the same location as shown from the response of accelerometer A8. 
Surface topography most likely contributed to the elevated response. 
Figure 3.13(a) shows the shear stress-strain time histories calculated using the 
accelerometer A3 and A14 and procedure outlined by Zeeghal et al. (1995). The 
acceleration time histories were baseline corrected using a 4th order Butterworth filter 
with a corner frequency of 0.075 Hz. Figure 3.13(b) presents variation of "effective" or 
representative shear strain, which was assumed to be equal to 65% of the maximum shear 
strain, with depth. The factor of 0.65 was selected to be consistent with other studies, 
where similar factor was used to define the effective shear strain (Tokimatu and Seed 
1987 and Stewart et al. 2003). The amplitude (peak acceleration) measured by 
accelerometers at different depth is shown in Figure 3.13(c). It is known that seismic 
compression occurs in regions of high shear strain (Stewart et al 2001). The shear strain 
values in Figure 3.13 (b) suggest that seismic compression is present along the entire 
height of the model but it is more pronounced at the top where the shear strain value is 
highest. Higher shear strains at the top of the model may result from higher inertial 
response arising from high dynamic response at the top of the model and higher 
acceleration at this location. 
Figure 3.14 shows the displacement time histories on the slopes and top of the 
embankment. The figure also presents acceleration time histories at the top and bottom of 
the model and the shear strain time history calculated using the accelerometer A3 and 
A14 (Figure 3.3). Seismic compression is characterized by less volumetric change at later 
cycles; that is vertical deformation reduces as number of cycles increase. The progressive 
flattening of the LVDT recording at the top of the model, indicating lesser volumetric 
deformation with increasing time, clearly suggests that this was occurring in the 
centrifuge testing. The surface LVDT measurements indicate that vertical deformation 
starts to accumulate at around 4 sec, which is coincident with the transition of the shear 
strain time history to its maximum amplitude. When comparing the surface LVDT time 
histories with the time histories of the LVDT located along the slope, it is apparent that 
the displacement on the inclined plane starts later than the surface. This was in fact 
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because initially the oil crust started to move as a slab. With time and after triggering 
multiple motions, volumetric deformation occurs at embankment top. This resulted in 
development of a tension crack at the crest of the steep slope followed by cracking of the 
oil crust. The dislodged portions of the crust then slid down and started to accumulate 
close to the toe of the slope. This accumulation, which started after surface deformation 
began, was recorded by the inclined LVDT. This sequence of events was also apparent 
in the recorded video. 
Inspections of post-test photos indicate that on the shallow slope the crust 
remained nearly intact. The posttest survey of the model suggested that this was due to 
the fact that seismic compression on the shallow slope did not propagate to a great depth, 
indicating that there is less "differential settlement" on the shallow side. Hence the oil 
crust moved as an intact slab. However, cracks were observed along the width of the 
model close to the toe and mid height of the slope. This was because the lower portion of 
the slab could not carry the load of the intact upper portion, and at some point of time 
during the testing, the upper slab slid over the lower portion of the slab. This resulted in 
delayed response on the LVDT recorded on the 25 degree slope side. 
3.6.2 Motion 15 - Redwood City 0.25g 
The centrifuge test under dynamic loading from another motion, (Redwood City 
recording during the 1989 Loma Prieta earthquake) was analyzed to better understand the 
effects of an actual, frequency rich earthquake motion on the model. Figure 3.15 shows 
the input motion at the prototype scale. This is the fifteenth motion in the test sequence 
presented in Table 3.2. 
Figure 3.16 shows the spectral acceleration for the accelerometers at different 
locations of the model. For accelerometers located close to the base of the model, 
amplified response was observed from 0.5 Hz to 1.75 Hz and slightly elevated response 
was shown at approximately 5 Hz. For the mid-depth accelerometers, the maximum 
response was recorded at 5 Hz and additional amplification was shown from 0.5 Hz to 
1.75 Hz. For the surface accelerometers, amplified response was observed between 0.5 
Hz to 6 Hz. Although higher responses are recorded for the surface accelerometers, when 
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compared with Figure 3.11, the difference in response for the mid-depth and surface 
accelerometers at frequencies 0.5 Hz to 1.75 Hz and 5 Hz to 6 Hz is not significant. 
Figure 3.17(a) presents the amplification ratio (as defined earlier in section 3.6.1) 
for the surface accelerometers during the present motion. Permanent surface 
displacements measured by the LVDT are shown in Figure 3.17(b). Figure 3.17(c) shows 
the model geometry and the locations of instrumentation. The amplification ratios 
recorded by the accelerometers located along the inclined faces and at the embankment 
top were similar suggesting that the model had densified significantly, and observations 
from the prior tests confirmed this (the LVDT response indicated a progressive reduction 
in volume). This would imply that the permanent deformation at the embankment top 
recorded by LVDT P5 and P8 would be in close agreement. However, it is shown in 
Figure 3.17(b) that these values are different. This could be due to the fact that although 
located on model top, these LVDTs are placed across the width of the model. LVDT P7 
and P8 were located on the portion of the model which might had experienced some 
undesired reinforcement resulting from the instrumentation cables located inside the 
model. 
The procedure outlined in Zeghal et al. (1995) was employed for calculating the 
shear stress-strain time histories presented in Figure 3.18(a) using accelerometers A3 and 
A14. Effective shear strain (65% of the maximum shear strain) variation with depth is 
shown in Figure 3.18(b). The amplitude measured by accelerometers at different depth is 
indicated in Figure 3.18(c). The shear stress-strain time history is somewhat irregular, as 
would be expected for a recorded motion. Amplitudes at different depths for the three 
sections of the embankment - 30 degree, middle and 25 degree side - differed 
marginally. However, effective shear strain values, as shown in Figure 3.18(c) differed at 
two of the three depths reported, with the highest difference being at the surface. 
Figure 3.19 shows the displacement time histories for the surface LVDT during 
the current motion. Also shown in the figure are the acceleration time histories for two of 
the accelerometers, A3 and A12, located close to the surface and base of the model, 
respectively. The shear strain time history using accelerometers A3 and A14 is included 
in the figure as well. The surface LVDTs indicates that settlement at model top had 
reduced due to model densification. This becomes apparent when the vertical 
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deformation recorded at embankment top during the earlier presented motion is compared 
with the present one. The amplitude of the present motion is 0.25g, which is significantly 
higher than that for the sine pulse (0.08g). However, the approximate maximum 
settlement for the present motion is 3.8 cm, whereas for the sine pulse the maximum 
settlement is close to 15 cm. 
3.7 Overall Response of the Model 
Peak ground acceleration (PGA) recorded on the rock and soil surface indicate 
that soil behavior is roughly linear up to a PGA of 0.3g, beyond which soil non linearity 
becomes pronounced. Figure 3.20 shows the recorded amplitudes at locations close to 
model surface and base (accelerometer A12), which may be considered as "soft rock" for 
an actual slope, for the Redwood City motions. The figure clearly suggests that the 
centrifuge test readily captured the linear and non linear behavior of soil, and supported 
similar data presented by Idriss (1990) for the Loma Prieta earthquake. 
Figure 3.21 compares the pre- and post-shaking profile of the model at sections 
z=12 and z=24 cm where z was measured along the width of the model (the container 
width spanned from z=0 cm to z=37 cm, the Plexiglas side wall was located at z=37 cm). 
At z=12 cm section the surface settlement was slightly non-uniform - minimal 
deformation observed along the mid section of the model. Although a higher settlement 
was recorded on the 30 degree side, the surface settlement for the z = 24 cm section was 
more uniform and representative of the model response. As mentioned previously, the 
cables from the instruments buried inside the model might had resulted some degree of 
reinforcement in the region of the z=12 cm section. 
Figure 3.22 is the photo of the post-test model after the full test program (i.e. after 
being subjected to 26 motions). The lines in the near vertical direction at the front of the 
model are from the oil sprayed on model top that traveled downward under the high 
centrifugal acceleration. These lines, which were initially vertical, effectively served as 
slope inclinometers during the test and help to illustrate the mechanism of deformation 
during the experiments. The oil columns are generally curved at the top, with the curved 
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shapes being more prominent for the 30 degree slope side. This characteristic shape of 
the oil column was due to the deformation resulting from seismic compression, which can 
be tracked by monitoring the post-test positions of the bands of colored sand. These 
shapes also suggest that the principal deformation mechanism was seismic compression 
and deformation due to localized shear displacement was almost not existent. Note the 
complete absence of any localized failure plane, which would have been evident in the oil 
columns. 
Figure 3.23 is a summary of all 26 tests performed as part of the experimental 
series. Figure 3.23 (a) shows the permanent surface displacement calculated as the 
arithmetic mean of the LVDT measurements during an individual test. Figure 3.23 (b) 
shows the progressive change in volume for each of the tests. The pre- and post-test 
volume was calculated from the profiling performed before and after the test series. The 
intermediate volumes were calculated with the assumption that deformation in the model 
mostly occurred in vertical direction and volume change during a particular test was 
proportional to the deformation occurring during that test. Figure 3.23 (c) presents the 
Arias intensity (Kramer, S. L. 1996) of the input motion and Figure 3.23 (d) shows the 
amplitude for the input motion. 
3.8 Sliding Block Analysis of the Two Motions 
Permanent shear deformations within a fill slope generally occur in the direction 
of a driving static shear stress (that is, downslope). As mentioned previously in section 
3.6, the centrifuge test observations indicate that the shear deformations were generally 
not localized across a distinct shear failure surface. In the absence of localized 
displacement, shear deformations can occur across a distributed zone where seismically 
induced shear stresses exceed an effective soil yield stress. Engineers typically evaluate 
the susceptibility of a slope to deformations across either distinct or distributed yield 
zones using a Newmark analysis of a sliding rigid block procedure (Newmark 1965; 
Franklin and Chang 1977) or a simplified procedure for estimating Newmark-type 
displacements that captures the dynamic response of a flexible slide mass (for example, 
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Makdisi and Seed 1978; Bray et al. 1998). Since both procedures calculate sliding of a 
block along a distinct sliding surface, they do not model the actual deformation process 
and only provide an index of performance (Wartman et al 2005). 
The potential for shear deformation during the two motions discussed earlier was 
evaluated using a commercial software program YSLIPPM (Matasovic et al. 1997, 
GeoSyntec 1998). The program YSLIP calculates Newmark (1965) rigid sliding block 
displacements based on the integration of relative velocities using the Franklin and Chang 
(1977) procedure. As mentioned earlier, Arulmoli et al (1992) did an extensive laboratory 
test on the centrifuge model material (Nevada sand #120), which was used in obtaining 
the parameters needed for the pseudostatic analysis. For the 2.66 Hz sine pulse at 0.08g, 
the parameters were obtained using the as built relative density of the model and was 
obtained from Arulmoli et al (1992) (Dr=50%; ^ = 34° and / = 15kN/m3). This 
provided a yield acceleration (k ) value of 0.1 g, which was higher than the amplitude of 
the input motion. As such, the Newmark sliding displacement analysis yielded zero 
deformation for this input motion. For the Redwood City motion (peak acceleration = 
0.25g), analysis parameters were obtained using Dr - 65%, which was calculated based 
on the accumulated deformations in the model during the first 14 tests. This yielded a 
friction angle {<f>) of 38° and unit weight (y) of 15.5 kN/m3. The pseudostatic analysis 
indicates yield acceleration (k ) 0.28g and the corresponding Newmark sliding 
displacement analysis provided a sliding displacement of 0.01cm (at the prototype scale). 
Figure 3.24(a) presents the model geometry along with the pseudostatic failure surface 
for the sine motion and Figure 3.24(b) shows the same for the Redwood City motion. The 
pseudostatic surface corresponds to Redwood City motion is marginally shallower than 
the other predicted surface. The small displacements predicted by Newmark analyses 
strongly suggest that permanent shear deformations were unlikely to have contributed 
significantly to the observed deformation patterns across the centrifuge model. Therefore, 
Newmark sliding block analyses procedures are not suitable for predicting and estimating 
observed soil movements in unsaturated granular soil resulting from seismic 
compression. 
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3.9 Conclusions 
Centrifuge test was performed using 26 ground motions of varying frequency, 
amplitude and duration to investigate the mechanisms of deformations in unsaturated 
granular soil. Centrifuge model response suggested that seismic compression was the 
principle mechanism of seismically induced deformation during all of the tests. This 
observation corroborates with the observed performance of actual slopes, embankments 
and dams (comprised of granular soils) made after past earthquakes. The following 
conclusions may be drawn from this experimental study 
1. Deformation in slopes of unsaturated granular soil subjected to seismic loading 
primarily occurs due to accumulation of permanent volumetric strains in the soil. 
Within the ranges test conditions (slope geometry; amplitude, frequency and 
duration of the input motions) the centrifuge model did not show any evidence of 
deformation resulting from shearing within the soil. 
2. Maximum shear strains, calculated using a second order approximation and time 
histories of different accelerometers, occurred at the top of the model, which was 
also the zone of maximum settlement. This confirms that seismic compression is 
prevalent in areas of slopes where amplitude of shear strain is the maximum. 
3. The in-situ relative density is the main factor affecting the magnitude of 
deformation. Soil at lower relative densities was more susceptible to deformation 
than compacted soil having a higher relative density. 
4. Deformations resulting from multiple input motions caused the centrifuge model 
to densify. However, ground settlement occurred even in the densified model 
during the final motions of the centrifuge tests. This suggests that even insitu 
compacted granular soil (e.g. hill site fills) is expected to experience seismic 
compression related settlement. 
5. A combination of ground motion parameters, which includes frequency, duration 
and amplitude, also affects the magnitude of settlement. A low amplitude motion 
with damaging frequency results in higher deformation than a high amplitude 
motions. 
6. The pseudostatic analysis procedures commonly used in practice to account for 
seismic slope stability assumes that displacement occurs along a well-defined slip 
plane. However, the centrifuge model subjected to 26 motions of increasing 
amplitude does not show any evidence of shear deformation which occurred along 
a localized failure plane. 
7. The Newmark sliding-block type analysis procedure may serve as an index of 
performance of the slope under seismic loading, but failed to capture the 
deformations patterns in the soil. 
8. Site susceptible to seismic compression related settlement should be screened 
using the existing seismic compression analyses procedures, as a minimum, along 
with mostly used sliding block procedures (Newmark (1965), Makdisi and Seed 
(1978). 
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Table 3.1: Scaling Laws related to Centrifuge Modeling (after Hoe et al. 2003) 
Engineering Properties Centrifuge model / Prototype 
Stress -strain 1 
Length \ln 
Unit Weight n 
Time (dynamic) \ln 
Frequency (dynamic) n 
Acceleration n 
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Table 3.2: Details of the Ground Motions used in Centrifuge Studies 
No. Motion Type 
Amplitude 
(g) 
Predominant 
Frequency 
(Hz) 
Arias 
Intensity 
Ia (m/sec) 
Significant 
Duration 
D5_95 (sec) 
Mean 
Period 
(sec) 
Mean 
Frequency 
(Hz) 
1 Sine sweep 0.004 0.4-4 0.001 43.80 0.55 2.66 
2 Sine sweep 0.017 0.4-4 0.009 22.02 0.60 1.99 
3 Sine sweep 0.058 0.4-4 0.120 17.60 0.63 1.98 
4 Sine 0.070 1.33 0.218 7.07 0.76 1.32 
5 Sine 0.061 2.00 0.169 7.90 0.49 2.02 
6 Sine 0.081 2.66 0.239 6.18 0.37 2.91 
7 Sine 0.107 1.33 0.742 8.70 0.73 1.48 
8 Sine 0.102 2.00 0.539 8.77 0.50 2.11 
9 Sine 0.107 2.66 0.271 7.17 0.35 3.27 
10 Sine 0.208 1.33 1.769 11.42 0.61 2.48 
11 Sine 0.147 2.00 1.088 10.50 0.43 3.58 
12 Sine 0.203 2.66 0.571 7.32 0.27 5.83 
13 Redwood City 0.096 1.27 0.281 14.775 0.95 1.15 
14 Redwood City 0.213 1.27 1.869 26.85 0.87 1.568 
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No. Motion Type 
Amplitude 
(g) 
Predominant 
Frequency 
(Hz) 
Arias 
Intensity 
Ia (m/sec) 
Significant 
Duration 
D5.95 (sec) 
Mean 
Period 
(sec) 
Mean 
Frequency 
(Hz) 
15 Redwood City 0.246 1.27 2.586 27.45 0.81 2.05 
16 Sine 0.401 1.33 5.258 24.20 0.51 3.94 
17 Sine 0.362 2.00 3.626 22.32 0.31 6.90 
18 Sine 0.399 2.66 2.061 16.45 0.17 9.65 
19 Redwood City 0.279 1.27 3.316 28.47 0.75 2.95 
20 Sweep 0.287 0.4-4 3.458 21.70 0.32 6.00 
21 Sweep 0.375 0.4-4 3.986 21.65 0.29 7.01 
22 Sweep 0.375 0.4-4 3.986 21.65 0.29 7.01 
23 Sweep 0.461 0.4-4 4.350 21.52 0.28 7.57 
24 Redwood City 0.261 1.27 3.232 28.07 0.76 2.62 
25 Redwood City 0.425 1.27 3.790 28.60 0.71 3.70 
26 Redwood City 0.366 1.27 4.051 28.85 0.68 3.96 
Note: 
1. Ground motion parameters were calculated using the shaker accelerometer 
2. Mean frequency was calculated after Rathje et al. (1998) 
3. Mean period was calculated as arithmetic inverse of the mean frequency 
4. Arias intensity was calculated using Ia = — j \a(t) pt 
5. Significant duration was calculated after Kramer, S. L. (1996) 
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Chapter 4: Numerical Simulation of 
Centrifuge Tests 
4.1 Introduction 
As discussed in the previous chapter, detailed analysis of the centrifuge 
experimental results revealed that seismic compression was the principle mechanism of 
seismically induced deformation in the model embankment. As highlighted earlier 
(Chapter 2 literature review), this deformation mechanism has been responsible for 
damage to compacted fill (Pyke et al. 1975), hillside fills (Stewart et. al 2001) and 
highway embankments (Wartman et al. 2005) Deformations associated with seismic 
compression typically do not damage structures such that life safety is endangered but are 
recognized as a significant hazard with respect to collateral loss and financial looses. 
Accordingly, estimation of deformations resulting from seismic compression is becoming 
an important component of geotechnical design for earth structures comprised of 
unsaturated soil in seismically active regions. 
The current state of practice for estimating ground settlement arising from seismic 
compression relies on a decoupled method of analysis (i.e., where the dynamic response 
is decoupled from deformation response). While this procedure has been shown to be 
generally successful in estimating ground deformation due to seismic compression 
(Tokimatsu and Seed 1987, Stewart et al. 2003), it suffers from several limitations: 
1) The decoupled procedure provides an index of ground settlement due to seismic 
loading, but can not predict the pattern and spatial variation of deformation within 
the soil mass. 
2) The decoupled analysis procedure fails to capture the "physics" of the volume 
change process under dynamic loading. 
3) The decoupled procedures uses a simplified relationship to relate irregular ground 
motion time history to equivalent cycles of motion 
Coupled analyses, on the other hand, can estimate the deformation and dynamic 
response caused by an input motion in a single analysis. Such analyses involve 
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mimicking the fundamental soil behavior under cyclic loading as observed in laboratory 
tests and then modeling the problem domain as a collection of such elements subjected to 
the design earthquake input motion. However, it is important that these sophisticated 
procedures be verified before they are adopted in practice. Model tests can be conducted 
in the laboratory under controlled conditions and their responses be observed for 
calibration of numerical models. Because soil behavior is highly stress dependent, small 
models under a 1 g acceleration field are not representative of field conditions. On the 
other hand, centrifuge tests that utilize a high acceleration field preserve the stress-strain 
response of the prototype soil and can give a more realistic representation of field 
behavior. Such models, when subjected to a controlled base motion, can provide a useful 
database for the validation of numerical and constitutive models. 
This chapter presents the numerical simulations of two centrifuge tests carried out 
at the Rensselaer Polytechnic Institute (RPI) to investigate the mechanisms of seismically 
induced deformation in slopes. The chapter begins with a brief discussion on the 
procedures presently used for estimating ground settlement arising from seismic 
compression, which is followed by a detailed discussion of the developed coupled 
procedure and its calibration. The objectives of the work described in this chapter were 
to: 
1) Identify a soil model which captures both the shearing and volume behavior of 
unsaturated granular soil under to seismic loading 
2) Calibrate the model with well documented laboratory test and filed case history 
data. 
3) Simulate centrifuge model response during two test motions using the calibrated 
numerical model. 
The cyclic volumetric deformation behavior of Nevada sand used in the 
centrifuge model was obtained from simulation of fully drained cyclic simple shear tests 
(Whang 2001) and is the basis for the numerical predictions of the centrifuge test. Several 
factors had to be considered to accurately predict the centrifuge results, including the 
change in density caused by the confining stresses induced in the centrifuge. 
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4.2 Current Procedures for Estimating Seismic compression 
The current state of practice for estimating seismic compression of unsaturated 
compacted soils consists of a methodology developed by Tokimatsu and Seed (1987) and 
an update of this procedure by Stewart and Whang (2003). Typically these procedures 
have three steps: (1) estimation of shear strain amplitude within the soil mass from the 
peak acceleration at the ground surface and other seismological and site parameters (2) 
estimation of volumetric strains within the soil mass based on empirical coupling 
relation of shear-volumetric response of soil under cyclic loading, compaction and 
density conditions in the soil, the shear strain amplitude and the equivalent number of 
uniform strain cycles and (3) integration of volumetric strains across the soil section to 
estimate settlement. The original formulation by Tokimatsu and Seed (1987) is strictly 
applicable to clean sand. Laboratory testing by Stewart et al. (2002) has shown that clean 
sands can experience up to ten times more vertical strains than soils with fines compacted 
to a comparable density. Consequently, the Tokimatsu and Seed (1987) procedure may be 
overly conservative and may not be applicable to soils with fines. The framework for the 
procedure outlined by Stewart and Whang (2003) is similar to that Tokimatsu and Seed 
(1987) but latter procedure is updated to incorporate new volume change models for 
clean sands, an updated procedure for calculating number of uniform strain cycles for a 
given earthquake ground motion and to extend the formulation to allow analysis of non-
plastic silty sands and low-plasticity clays. 
As mentioned earlier, a significant limitation of these procedures is that they are 
not capable of predicting the pattern and spatial variation of deformations across the soil 
mass. They are developed and primarily used for estimating settlement in leveled ground 
due to earthquakes. 
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4.3 Fully Coupled Analysis Procedure 
4.3.1 General 
One way of potentially improving the prediction of the magnitude and spatial 
distribution of seismic compression-induced settlement is by using a more robust 
analytical approach consisting of a fully coupled (i.e. one-step) direct analysis. A coupled 
analysis allows many of the important mechanisms and phenomena affecting soil 
behavior under seismic loading to be modeled simultaneously (dynamic and volume 
change response). One key advantage of the coupled analytical approach is the ability to 
account for the interrelated effects of various mechanisms and phenomena as the 
numerical computations proceed. Another advantage is the ability to input an acceleration 
time history for the design earthquake, whereas the existing procedures (Tokimatsu and 
Seed 1987, Stewart et al. 2003) use an approximate method of equivalent number of 
cycles of motions for representing irregular time histories. 
Given the number of computer codes available for modeling dynamic soil 
behavior, selection of a suitable code for this research was based in part on previous 
success of the code for analysis of dynamic systems (e.g. Cooke 2001), availability of a 
soil model to simulate seismic compression phenomenon in unsaturated soil due to 
dynamic loading, flexibility for adding new formulations for alternative soil models, and 
accepted and recognized by the geotechnical engineering profession. The computer code 
FLAC (for Fast Lagrangian Analysis of Continua) was selected as meeting the above 
criteria (Itasca 2003). 
FLAC is a two-dimensional explicit finite difference program for engineering 
mechanics computations. This program simulates the behavior of structures built of soil, 
rock or other materials that may undergo plastic flow when their yield limits are reached. 
Materials are represented by elements, or zones, which form a grid that is adjusted by the 
user to fit the shape of the object to be modeled. Each element behaves according to a 
prescribed linear or nonlinear stress/strain law in response to the applied forces or 
boundary restraints. The material can yield and flow, and the grid can deform (in the 
program's large-strain mode) and move with the material that is represented. The explicit, 
Lagrangian calculation scheme and the mixed-discretization zoning technique used in 
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FLAC ensure that plastic collapse and flow are modeled very accurately. Because no 
matrices are formed, large two-dimensional calculations can be made without excessive 
memory requirements. The drawbacks of the explicit formulation (i.e., small time step 
limitation and the need for material damping) are overcome to some extent by automatic 
inertia scaling and automatic damping that do not influence the mode of failure. Several 
built-in constitutive models are available that permit the simulation of highly nonlinear, 
irreversible response representative of geologic, or similar, materials. 
The basic formulation for FLAC is for a two-dimensional plane-strain model. 
This condition is associated with long structures or excavations with constant cross 
section and acted on by loads in the plane of the cross section. In addition, FLAC offers a 
plane-stress and axisymmetric geometry modes. Either velocity (and displacement) 
boundary conditions or stress (and force) boundary conditions may be specified at any 
boundary orientation. Initial stress conditions, including gravitational loading, may be 
given, and a water table may be defined for effective stress calculations. All conditions 
may be specified with gradients. 
The dynamic analysis option permits two-dimensional, plane-strain or 
axisymmetric, fully dynamic analysis with FLAC. The calculation is based on the explicit 
finite difference scheme to solve the full equations of motion using lumped grid point 
masses derived from the real density of surrounding zones (rather than fictitious masses 
used for static solution). This formulation can be coupled to the structural element model, 
thus permitting analysis of soil-structure interaction brought about by ground shaking. 
The dynamic feature can also be coupled to the groundwater flow model; this permits, for 
example, analyses involving time-dependent pore pressure change associated with 
liquefaction. User-specified acceleration, velocity or stress waves can be input directly to 
the model either as an exterior boundary condition or an interior excitation to the model. 
FLAC contains absorbing and free-field boundary conditions to simulate the effect of an 
infinite elastic medium surrounding the model. The dynamic option expands FLACs 
analysis capability to a wide range of dynamic problems in disciplines such as earthquake 
engineering, seismology and mine rock bursts. 
As with traditional finite element methods, FLAC translate a set of differential 
equations into matrix of equations for each element, relating forces at nodes to 
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displacements at nodes. Although FLAC's equations are derived by the finite difference 
method, the resulting element matrices, for an elastic material, are identical to those 
derived by using the finite element method (for constant strain triangles). However, 
FLAC differs in the following respects (Itasca 2003): 
1. The "mixed discretization" scheme (Marti and Cundall 1982) is used for accurate 
modeling of plastic collapse loads and plastic flow. This scheme is believed to be 
physically more-justifiable than the "reduced integration" scheme commonly used 
with finite elements. 
2. The full dynamic equations of motion are used, even when modeling systems that 
are essentially static. This enables FLAC to follow physically unstable processes 
without numerical distress. 
3. An "explicit" solution scheme is used (in contrast to the more-usual implicit 
methods). Explicit schemes can follow arbitrary nonlinearity in stress/strain laws 
in almost the same computer time as linear laws, whereas implicit solutions can 
take significantly longer to solve nonlinear problems. Furthermore, it is not 
necessary to store any matrices, which means that: (a) a large number of elements 
may be modeled with a modest memory requirement; and (b) a large-strain 
simulation is hardly more time-consuming than a small-strain run, because there 
is no stiffness matrix to be updated. 
4. FLAC is robust in the sense that it can handle any constitutive model with no 
adjustment to the solution algorithm; many finite element codes require different 
solution techniques for different constitutive models. 
These differences are mainly favorable; however, there are two disadvantages: 
1. Linear simulations run slower with FLAC than with equivalent finite element 
programs; FLAC is most effective when applied to nonlinear or large-strain 
problems, or to situations in which physical instability may occur. 
2. The solution time with FLAC is proportional to the ratio of the longest natural 
period to the shortest natural in the system being modeled 
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4.3.2 Constitutive Model: The FINN Model 
As noted earlier, experimental evidence indicates that under cyclic loading 
permanent volumetric compression strains are induced by cyclic shear strain due to a 
coupling between the shear and volumetric response of the sand. In unsaturated sand 
these strains can result in ground settlements and in consequence, possible damage to 
structures at the ground surface. Consequently, in saturated sand such loading can 
generate pore pressure and cause liquefaction resulting in severe damage to structures. 
The development of pore pressures is a secondary response to cyclic loading. The net 
effect of this phenomenon is the irrecoverable volume contraction of the matrix of grains, 
when a material is taken through a complete strain cycle when the confining stress is held 
constant. Since it is grain rearrangement rather than grain volume change that takes place, 
the volume of the void space decreases under constant confining stress. If the voids are 
filled with fluid, then the pressure of the fluid increases and the effective stress acting on 
the grain matrix decreases. The pore pressures would not increase if the test were done at 
constant volume; it is the transfer of externally applied pressure from grains to fluid that 
accounts for the fluid-pressure increase. Therefore, a rigorous effective stress dynamic 
analysis of granular material requires a stress-strain law that includes shear-volume 
coupling effects for repeated load cycles. 
A simple yet robust effective stress analysis approach was first proposed by 
Martin et al. (1975). The basis of the approach is an equation linking the increment of 
volumetric strain per cycle of load with the shear strain occurring during that particular 
cycle. Martin et al. (1975) also note that the relation between irrecoverable volume-strain 
and cyclic shear-strain amplitude is independent of confining stress (this has been 
experimentally verified by others, for example, Youd 1972). They proposed the following 
empirical equation that relates the increment of volume decrease, Asvd, to the cyclic 
shear-strain amplitude, y, 
A g w , = C 1 ( r - C 2 g J + C'£} (4.1) 
where: 
A.evd is the volumetric strain increment that occurs over the current cycle, 
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evd is the volumetric strain that occurred over the previous cycles, 
y is the amplitude of the shear strain for the current cycle, and 
Cj to CV are constants dependent on the volumetric strain behavior of the sand. 
Byrne (1991) provided a detailed examination of the Martin et al. (1975) equation 
and showed that it is not generally stable (reasons for the instability were not stated) 
Byrne (1991) proposed a stable two parameter effective stress model that gives excellent 
agreement with measurements over a wide range of relative densities. 
( („ \ \ 
(4.2) 
A f 
7 
d = C, exp C2 
v V r ) , 
where: 
Asvd is the volumetric strain increment that occurs over the current cycle, 
evd is the volumetric strain that occurred over the previous cycles, 
y is the amplitude of the shear strain for the current cycle, and 
C/ and C2 are constants dependent on the volumetric strain behavior of the sand. 
Byrne (1991) noted that the constant Ct in Eq. (4.2) controls the amount of 
volumetric strain increment and C2 controls the shape of the volumetric strain curve. 
These constants are estimated from volumetric strain data obtained from cyclic simple 
shear tests on the particular sand of interest. When such data is not available Byrne 
(1991) indicates that the constants can be estimated using 
C, =7600(D,)-25 (4.3) 
C =M (4.4) 
Where Dr is the relative density of the soil in percent. Further, using an empirical 
relation between Dr and normalized standard penetration test (/V, )60 values (a standard 
penetration test blow count for a 60% efficiency and corrected to 1.0 atm overburden 
pressure). 
Dr=\5{N,)l (4.5) 
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C, = 8.7(A06-;25 (4.6) 
Therefore, Byrne (1991) formula involves only one independent parameter; 
however, both C/ and C2 have been retained for generality. In addition, a third parameter, 
C3, sets the threshold shear strain [i.e., the limiting shear strain amplitude below which 
volumetric strain is not produced [(Vucetic 1994)]. 
FLAC contains an implemented constitutive model (which they refer to as the 
"FINN model") that incorporates both Eq. (4.1) and Eq. (4.2) into the standard Mohr-
Coulomb plasticity model along with an assumed linear elastic-perfectly plastic stress-
strain behavior. The linear elastic behavior is governed by the input elastic shear and bulk 
moduli, which are held constant throughout the analysis. The model is primarily provided 
to simulate liquefaction in saturated soil under dynamic loading. The FINN model is 
adopted for the present numerical exercise for simulating the centrifuge tests because the 
volumetric deformation response of unsaturated soil predicted using FINN model mimics 
that of the insitu soil. 
4.3.3 Calibration of the Model 
Prior to verifying the performance of the FINN model in FLAC by performing 
numerical simulations of centrifuge tests and field case histories, determination of soil 
parameter values for use in the simulations was necessary. The values were obtained by 
calibrating the model to laboratory test data performed on Nevada Sand (Whang 2001). 
The calibration and verification analyses were performed using version 4.0 of FLAC. 
4.3.4 Model Material: Nevada Sand #120 
Extensive laboratory testing of Nevada Sand was performed as part of the 
VELACS (Verification of Liquefaction Analyses by Centrifuge Studies) project 
(Arulanandan et al. 1993). This testing was primarily performed by the Earth Technology 
Corporation (ETC) and the results presented in a comprehensive data report (Arumoli et 
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al., 1992). The testing program consisted of both general and more advanced laboratory 
tests. General testing included grain size, specific gravity, maximum and minimum 
density, and constant-head permeability tests. More advanced testing included monotonic 
and cyclic triaxial tests under drained and undrained conditions, monotonic and cyclic 
direct simple shear tests under undrained conditions, resonant column tests, and 1-D 
consolidation/rebound tests. The advanced tests were performed on samples prepared to 
relative densities of 40 and 60 percent. The data from these tests was used to obtain the 
soil parameter values needed for the numerical simulations conducted as part of the 
verification work. 
4.3.4.1 General Properties 
The grain size distribution curve of Nevada Sand from sieve analyses performed 
by ETC was presented earlier in Figure 3.1, which indicates that the sand is finely 
grained. The hydraulic conductivity (from constant head permeability tests), void ratio, 
and unsaturated unit weight for the sand at three different relative densities are presented 
in Table 4.1, as reported by Arumoli et al. (1992). The maximum and minimum dry unit 
weights given for the sand were 17.33 kN/m3 and 14.87 kN/ m3. The specific gravity was 
determined to be 2.67 Arumoli et al. (1992) 
4.3.4.2 Strength Properties 
Strength properties for the Nevada sand at relative densities of 40 and 60 percent 
were obtained from both monotonic triaxial compression and direct simple shear tests 
conducted by ETC. Peak effective friction angles for the Nevada Sand based on the 
results of these tests are summarized in Table 4.2. The monotonic triaxial compression 
tests were performed on the sand under drained and undrained conditions. Effective 
confining stresses for both isotropically and anisotropically consolidated specimens were 
40, 80, and 160 kPa. 
4.3.4.3 Shear Wave Velocity and Maximum Shear Modulus 
Shear wave velocity (Vs) measurements in physical model tests of soil and soil-
structure systems can be of great benefit to a modeling study. First, V measurements 
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provide an important characterization of the soil, including its maximum (low-strain) 
shear modulus (Gmax), based on the following elasticity relationship: 
Gmax = PV,2 (4.7) 
where p is the density of the soil. Second, Vs measurements can provide information on 
changes in the soil properties during a series of consecutive model test. This may be 
particularly valuable when the test conditions are expected to cause Vs to change in time 
as is the case, for example, when soils densify as a result of shaking (i.e., seismic 
compression). 
Arulnathan et al. (2000) presented a method for measuring the shear wave 
velocity (Vs) of soil in a centrifuge model using a "mini-air hammer." Using this 
technique, the propagation of the shear waves in a model soil-profile is monitored in­
flight by a vertical array of four accelerometers placed at different depths. The study 
suggests that the amplitude of shear waves decreases as the waves propagate up through 
the soil. This decay of wave amplitude is caused by the spreading of wave energy from 
the cylindrical source (radiation damping) and the dissipation of energy due to hysteretic 
losses in the soil itself (material damping). Computation of shear wave velocity depends 
on interpretation of travel times which can be computed using a variety of different 
techniques such as characteristic points (e.g., peak or cross-over points in time domain) 
or cross-correlation methods (in frequency domain). For Nevada sand at a centrifugal 
acceleration of 80g, Arulnathan et al. (2000) estimated that range of Vs to be 145 m/sec 
to 216 m/sec depending on the method of interpretation of the travel time. They also 
studied whether aging (i.e., time effects under a given confining stress) influences the Vs 
values using a model of unsaturated Nevada sand (Dr~60%). The Vs measurements were 
taken at 1, 10, 20, 40, and 80 min after having been spun up to a centrifugal acceleration 
of 60 g. They found that the measured Vs values did not change with time for this test, 
suggesting aging has no significant effect. 
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Arulnathan et al. (2000) extensively cross-checked the shear wave velocities 
measured at different centrifugal accelerations with that obtained through laboratory 
triaxial tests using piezo-ceramic bender element methods. The Vs measured in the 
centrifuge was found to be in excellent agreement with the Vs measured using piezo-
ceramic bender element tests on these soils in a triaxial test device. 
4.3.4.4 Volumetric Strain Constants 
Whang (2001) performed drained cyclic simple shear test on unsaturated Nevada 
sand at Dr =60% to evaluate vertical strain accumulation due to uniformly applied shear 
strain of various magnitudes. All the tests were performed at an effective vertical stress of 
101.3 kPa. A sinusoidal loading frequency of 1 Hz was used for the test, which were 
carried out under strain-controlled loading. These cyclic simple tests were simulated 
using FLAC to obtain the FINN model volumetric strain constants C/ and C2, that were 
later used in the numerical simulation of centrifuge test. 
Determination of the constants was accomplished using a single element 
simulation in FLAC to model each cyclic simple shear test, as shown in Figure 4.1. The 
single element was assigned a friction angle and a maximum shear modulus number in 
accordance with the values presented in Table 4.2 for the corresponding relative density. 
Parameters C\ and C? were initially estimated from Equations 4.3 and 4.4 developed by 
Byrne. The element was then subjected to the strain-controlled, cyclic loading used in 
Whang's (2001) test. FLAC predicted vertical strains were compared to those obtained in 
the laboratory cyclic simple shear tests. Although the values of C/ and C2 obtained using 
the Eq. (4.3) and (4.4) provided an initial estimation, the comparison suggested that these 
values were sensitive to the laboratory conditions such as applied vertical pressure during 
the cyclic simple shear testing. Based on this comparison, the values of C/ and C2 were 
adjusted to account for the testing conditions with C2 computed from Ci using Eq. (4.4). 
The simulation was then repeated and values of the constants were adjusted until FLAC 
predicted vertical strains were in good agreement with laboratory measured values by 
Whang (2001). The C/ and C2 values obtained in this manner for £), =60% sands and five 
different strain values are presented in Table 4.3. These values indicate that the parameter 
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C/ generally increases with increasing shear strain amplitude. This is to be expected as 
this parameter controls the amount of volumetric strain. 
Figure 4.2 presents the comparison of FLAC prediction and laboratory measured 
values of vertical strains during two of the cyclic simple shear tests performed at 
significantly different magnitudes of shear strains. In both cases, the FLAC simulation 
was in remarkably close agreement with the laboratory measured values. This indicates 
that the volumetric constants obtained through this simulation of are representative of the 
deformation behavior of soil subjected to seismic loading. In addition to performing the 
above simulations with a single element, a limited number of cases were also modeled 
using a 2 element by 2 element grid. These tests were carried out to investigate whether 
number of elements used in the simulation of cyclic simple shear testing has any effect on 
the predicted value of vertical strains. These analyses gave approximately the same 
results as the single element analysis 
Both constants obtained from the cyclic simple shear indicate that the Nevada 
sand experiences larger volumetric strain for a given shear strain increment, than 
predicted using the values obtained from Byrne's formulae (i.e., equations 4.3 and 4.4.). 
This trend is also supported by the C/ and O values reported by other researcher such as 
e.g. Cooke (2001) who performed a numerical investigation of ground improvement to 
mitigate liquefaction at existing highway bridges. 
4.4 Coupled Simulation of Field Case History 
Stewart et al. (2004) documented and analyzed two case histories (designated as 
"School Site" and "Site A") of ground deformation from seismic compression in canyon 
fills strongly shaken by the 1994 Northridge earthquake. For each site Stewrt et al. (2004) 
carried out decoupled analyses of shear and volumetric strain. One- and two-dimensional 
ground response analyses were performed to evaluate the shear strain while the 
volumetric strains were obtained from shear strains using material-specific models 
derived from simple shear laboratory testing that incorporates effects of fines content and 
as-compacted density and saturation. The observed ground settlement at Site A was about 
88 
18 cm and at the school site was 6 cm. The settlement predicted using the decoupled 
method for the school site appeared to be unbiased and shows good agreement with the 
observed settlement during the earthquake. At site A, the decoupled analyses successfully 
predict the shape of the settlement profile along a section, but the weighted average 
predictions were biased low. Stewart (2004) suggested that the apparent site A bias can 
be explained by uncertainties in the subsurface profile, bias in laboratory-derived 
volumetric strain models, and/or uncertainty in the estimated earthquake-induced 
settlements. 
As part of the current work a one-dimensional ground response analysis for the 
school site was performed with FLAC using the FINN model. The objective was to 
compare the settlement obtained using the FINN model to that obtained using the 
decoupled procedures and recorded at the site. The school site is located in the Santa 
Clarita valley, which is located about 7.2 km from the Northridge earthquake fault 
rupture plane. The original topography at the site consisted of several steeply sloping 
canyons, with a general increase in elevation to the west and north. The site development 
involved cuts into the hillside at the west and north ends of the site, and deep fills 
extending to depths of up to 30.5 m at the east and south ends. The subsurface 
exploration of the site indicated that the fill soil consisted of sandy silt and silty sand with 
occasional gravel. The soil was classified as ML or SM [average liquid limit (LL) = 28 
and plasticity index (PI) = 5] based on the Unified Soil Classification System (USCS). 
The representative soil profile used in the one-dimensional analysis is shown in Figure 
4.3. Three sources of time histories were used in the original decoupled analysis by 
Stewart et al. (2003), these are (1) recordings on rock near the sites; (2) deconvulated 
"rock" motion calculated from recordings at nearby soil sites; and (3) time histories 
developed from seismological simulations. Two of the strong motion stations (Lake Piru 
Dam and The Jensen Generator Building) are located on weathered Saugus rock similar 
to that underlying the fill sites. The Jensen Generator Building strong motion recording 
was used for the FLAC simulation, Data for this recording was obtained from the Pacific 
Earthquake Engineering Research Center (PEER) strong motion library 
(www.peer.berkeley.edu). 
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The volumetric constants C, and C2 used in the FLAC analysis were 0.8 and 0.5, 
which were obtained through trial cyclic simple shear testing simulation and from 
reported values in literature (Cooke, 2001) for the representative relative density 
encountered at the site. Figure 4.4 presents the settlement predicted by FLAC, (final 
settlement value = 5.6 cm). The results indicate that the FINN model, as implemented in 
FLAC provides estimation of seismic compression-induced settlement that is similar to 
both that obtained from a decoupled analysis and that observed in the field after the 
earthquake. 
4.5 Overview of Centrifuge Test 
This section briefly reviews the centrifuge tests carried out at the Rensselaer 
Polytechnic Institute (RPI), which were described in the previous chapter. The centrifuge 
model is presented in Figure 3.3. The model comprised of a dense layer with Dr=80% 
overlain by an embankment with Dr=50%. As mention in chapter 3, the prototype height 
of the foundation layer was 4.5 m and embankment height was 10.5 m. Preliminary 
numerical analyses indicated that shallow surface failure may occur since the material 
was unsaturated. Cooking oil was sprayed on the model to avoid any surfacial failure 
while the model was being spun to high gravity in the centrifuge. The slope inclination 
on the left hand side was 30 degree and on the right hand side is 25 degree. The model 
was instrumented with 20 accelerometers and 12 displacement measurements (LVDTs). 
The model was built in a rigid container having a plan dimension of 88 cm by 37 cm and 
40 cm high. Construction of the model was discussed earlier in chapter 3. Centrifugal 
acceleration was 75g during testing. 
Three types of ground motions were used. These include (1) low level sine 
sweeps for dynamic characterization of the model (2) sine pulses with frequency less 
than, equal to and higher than the fundamental frequency of the model slope and (3) 
recorded motion from Redwood City location during the Loma Prieta EQ. The ground 
motions were varied in terms of frequency content, duration and amplitude. The model 
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was subjected to 26 motions with increasing amplitude. Table 3.2 presents the motions 
used in the centrifuge test. 
4.6 Stress Densification 
The centrifuge model was first constructed under lg acceleration field by placing 
sand at an intended relative density. While spinning in the centrifuge at 75g, the stresses 
are increased by 75 times with higher stresses at the base and lower at the surface. The 
stresses can induce compaction in the model and may cause an increase in density at the 
base and little change at the surface. This change in density might alter the response of 
the model. 
The amount of stress densification depends on the compressibility of the soil and 
can be estimated from one-dimensional compression tests. The increase in relative 
density, Dr, is approximately proportional to the square root of vertical effective stress. It 
also depends on the placement density, with higher placement densities having less 
subsequent stress densification. Examination of compression data on a number of sands 
(Park and Byrne 2004) indicates that all sands examined seem to behave in a similar 
manner and that the stress densification effect can be expressed by 
D,=D,0+a. 
f • \ 
(4.8) 
where Dr0 is the initial relative density at 0 kPa and <xv is the vertical effective stress and 
a = 
e — e 
max mm 
Ao 20-5-0,) (4,9) c 
where, emax and emin are the maximum and minimum void ratio, respectively; and C is a 
sand stiffness number that is independent of void ratio. 
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Table 4.4 presents the range of stiffness number C for a range of typical sands. 
The results indicate that Nevada sand has a stiffness number in the mid-range of the data 
for other sands and thus is moderately sensitive to stress densification effects. 
Additionally, considering the prototype height of model (15 m), the increase in effective 
stress (200 kPa) with depth and corresponding relative density was not significant. And 
finally, field observations suggest that seismic compression is prevalent at shallow depth 
near the ground surface where stress densification due to centrifugal acceleration is 
minimal. These suggest that exclusion of the stress densification effect in numerical 
simulation of the centrifuge model would not significantly affect the prediction. 
4.7 Numerical Simulation of the Centrifuge Test 
4.7.1 General 
Once the FINN model was calibrated against cyclic simple shear test and field 
case histories, the responses of the centrifuge model for two different ground motions 
were simulated. The objective was to assess the capability of the FINN model for 
predicting deformation resulting from seismic compression in unsaturated soil and 
dynamic response of the centrifuge model. Unless noted otherwise, the discussion in the 
following section pertains to engineering units at the prototype scale. 
The FLAC grid used for the numerical simulation is presented in Figure 4.5. 
Numerical distortion of the propagating wave can occur in a dynamic analysis as a 
function of the modeling conditions. Both the frequency content of the input wave and 
the wave-speed characteristics of the system will affect the numerical accuracy of wave 
transmission. Kuhlemeyer and Lysmer (1973) show that for accurate representation of 
wave transmission through a model, the spatial element size, A/, must be smaller than 
approximately one-tenth to one-eighth of the wavelength associated with the highest 
frequency component of the input wave. That is 
A/<— (4.10) 
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where, /lis the wavelength associated with the highest frequency component that 
contains appreciable energy. The grid size for the present analysis was determined 
fulfilling the requirement outlined in Eq. 4.10. 
Quadrilateral elements were used since they are less prone to strain 
concentrations. The grid was built sequentially to replicate the actual construction 
sequence of the centrifuge model. A fully elastic soil model was used during the 
construction process to eliminate any construction induced deformation. Gravity was then 
applied at the end of construction. The soil model was then changed to the FINN model 
and equilibrium was re-established under gravity. History points (i.e., grid points where 
time histories of deformation and acceleration are requested) at specified locations on the 
FLAC grid corresponding to the instrumentation locations of the centrifuge model were 
established. The displacement and velocity history records were initialized (i.e., set to 0) 
before starting the dynamic run. The base of the model was fixed in the horizontal and 
vertical directions. The earthquake horizontal (x-direction) velocity time history was 
applied to the bottom, left, and right boundaries to simulate the rigid container used in the 
actual centrifuge test. Zero vertical (y-direction) velocity was also applied at the same 
time to avoid rocking of the model. A Rayleigh damping scheme was adopted in the 
numerical simulation. A damping ratio of 8% with a centre frequency (frequency at 
which mass damping and stiffness damping each supply half of the total damping force) 
of 2 Hz was used. The centre frequency for this analysis was selected based in the 
procedure outlined in the FLAC Version Dynamic Manual (Itasca 2003). Briefly, this 
involved some numerical runs with the actual ground motion and soil parameters. 
Velocity history points at several locations close to the model top were analyzed by 
performing fast Fourier Transforms (FFT) of the predicted response at these history 
points. Frequencies between which the FFT response was flat are identified and centre 
frequency was obtained as the middle value of this range. The prediction of the numerical 
simulation was judged against the centrifuge measurements by comparing the FLAC 
history records with the corresponding instruments at identical locations. 
The volumetric strain constants obtained from the cyclic simple shear simulations 
were used in simulations of the centrifuge test and these values were then calibrated by 
comparing the model prediction with the centrifuge measurements. Parameters C] and C2 
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were obtained from previous simulation of cyclic simple shear testing on Nevada sand 
(Whang 2001). The C\ and C2 values were then adjusted until the predicted responses and 
measured values during the centrifuge test were in good agreement. The final values of 
Cj and C2 selected for use in the centrifuge simulation is presented in Table 4.5. The 
values in Table 4.5 indicate that the Cj and C2 constants obtained from calibration to the 
centrifuge tests were somewhat different from those obtained from calibration to the 
cyclic simple shear tests. Similar trends have also been observed by Cooke (2001). 
The shear wave velocity (Vs) used in the analysis was adopted from experimental 
data presented by Arulnathan et al. (2000) and adjusted for the relative density (Dr) and 
the centrifugal acceleration used in the present study. 
4.7.2 Simulation of Centrifuge Response during Sine Pulse Input 
Motion 
The centrifuge tests with the 2.66 Hz sine pulse at peak horizontal acceleration of 
O.lg was modeled to simulate the dynamic response of the model and to investigate the 
deformation response of the model under a low amplitude ground motion. The recorded 
time history at the base of the centrifuge container was used as the input motion (i.e., A12 
in Figure 3.3). Figure 4.6(a) presents the comparison of acceleration time histories of the 
shaker accelerometer and the FLAC input motion. Figure 4.6(b) shows the response 
spectra for these acceleration time histories. The small difference between the shaker 
accelerometer and FLAC input motion may attributed to the fact that the acceleration 
time history of the centrifuge shaker had to be baseline corrected before applying it as the 
input motion for FLAC. This correction was made by applying a 4th order high pass 
Butterworth filter at 0.05Hz to the motion. 
Figure 4.7 presents the acceleration response spectra for the surface 
accelerometers. Figure 4.7(a) presents the response of the accelerometers located at the 
top of the model (namely, A3, A5 and A8) and Figure 4.7(b) shows the response of the 
accelerometers located along the sloping faces of the model (Al, A2, A9 and A10). The 
general trend of higher amplification at the top of the embankment and lower 
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amplification values along the sloping face is apparent in both the FLAC predictions and 
centrifuge measurements. The FLAC prediction is in good agreement with centrifuge 
results for the accelerometers located at the top of the embankment. The accelerometer 
A5 measured a lower spectral acceleration than the two other accelerometers (A3 and 
A8) for the centrifuge tests, whereas the FLAC predicted spectral acceleration for all 
three accelerometers is almost equal. 
For the accelerometers located along the sloping face, the shape of the spectral 
acceleration curve predicted by FLAC matches that from the centrifuge experiment. 
However, the magnitude of the centrifuge measurements is higher than the FLAC 
prediction for all the cases. This is the likely result of (1) discrepancies between the 
actual damping of the soil in the centrifuge model and that provided by the Rayleigh 
damping scheme adopted in the numerical model, (2) the manner of shear wave 
propagation through the actual centrifuge model and through the simulated FLAC grid 
and (3) use of time increment in the numerical analysis (0.05sec) that was longer than 
that provided by the centrifuge data acquisition system (0.025 sec). With regard to item 1 
above, it is noted that for reasons of computation efficiency, the Rayleigh scheme applies 
frequency dependent damping, though it is known that damping in soil is actually 
frequency independent. A longer time increment used in the FLAC simulation was 
selected to minimize computational time while still providing a realistic simulation of the 
centrifuge experiment. Additionally, the instrumentation cables placed within the 
centrifuge model may have resulted in some degree of inadvertent reinforcement which is 
difficult to model effectively in the numerical simulation. This may also be responsible 
for some of the discrepancies between the FLAC prediction and centrifuge experimental 
results. 
Figure 4.8 (a), (b) and (c) presents the predicted and measured deformation for the 
surface LVDTs (P5, P6 and P8), while Figure 4.8 (d) presents the average settlement 
which is the arithmetic average of the values recorded by these LVDTs. The predicted 
surface settlement by FLAC provides good match with the measurements recorded in the 
centrifuge test. Close inspection of the comparison indicates that vertical deformation 
starts earlier in the FLAC simulation than the centrifuge measurements. Deformation in 
soil occurs when a certain strain limit is exceeded, which is commonly denoted as 
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threshold shear strain (Vucetic, 1994). It is a possibility that the adopted threshold shear 
strain in the FLAC simulation, which was based on data available in the existing 
literature, may differ from that prevailing in the centrifuge model. Thus the threshold 
shear strain in the FLAC simulation might have been exceeded at an earlier time than the 
centrifuge model, causing initiation of vertical deformation in the numerical model ahead 
of the centrifuge measurements. A second possibility is the difference in surface 
sloughing mechanism in the physical model and the same for the numerical simulation. 
Review of the post-test photos indicated that the oil crust on the shallow slope (25 
degree) moved as an intact slab. For the steeper slope, the crust cracked at the crest of the 
slope and dislodged from the horizontal oil crust located at the top of the embankment, 
eventually coming to rest at the toe of the slope. The photographs analyzed were taken at 
the end, not during the test and, therefore, it was difficult to precisely determine when the 
slab was dislodged. Nevertheless, it is fair to assume that this occurred after a significant 
amount of deformation had been accumulated after triggering multiple motions. 
Therefore, at the earlier stage of the test the centrifuge model might have better 
confinement due to the intact oil crust. This phenomenon is difficult to mimic in the 
numerical simulation, thus resulting in an earlier initiation of vertical deformation in the 
numerical model. 
The small difference in magnitude of the settlement predicted by FLAC and 
centrifuge measurement could be due to the reasons stated earlier (damping and shear 
wave propagation) and the possible difference in relative density in the centrifuge and 
corresponding FLAC model. Although the model was constructed under a high degree of 
quality control, it is possible that there was some degree of variation in the targeted 
relative density. The other reasons for the difference could be the slight bending of the 
metal frame, from which the LVDTs were positioned on the centrifuge model, under the 
high gravity environment while the model was in-flight in the centrifuge. Nevertheless, 
considering all these effects, the difference in settlement predicted by FLAC and 
centrifuge measurements is for practical purposes, insignificant. 
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4.7.3 Simulation of Centrifuge Response during Redwood City 
Motion 
Along with the sine and sweep motions, the centrifuge model was also subjected 
to an actual earthquake motion from recorded at strong motion station location in 
Redwood City during the 1989 Loma Prieta earthquake. The centrifuge model was 
subjected to shaking of various intensities by scaling up and down the amplitude of the 
original recorded Redwood City motion. A single recorded motion was used to preclude 
variation in frequency content and hence to better comprehend the test results and the 
effect of ground motion amplitude on seismic compression. The response of the 
centrifuge model during the Redwood City motion at a peak acceleration of 0.29 g was 
simulated in FLAC using the FINN model. The objective of the simulation was two fold: 
first, to test the capability of the FINN model in simulating the response of the centrifuge 
model subjected to a real earthquake motion which is more complex than the single 
frequency harmonic motion, and second, to investigate whether the FINN model can 
predict, with a reasonable degree of accuracy, the deformation behavior of the soil when 
it is subjected to a complex, frequency rich recorded ground motion. 
Figure 4.9(a) shows the shaker accelerometer time history along with the input 
motion in FLAC. Figure 4.9(b) presents the response spectra for the two acceleration time 
histories. The difference in the spectral acceleration at higher frequencies is due to the 
base line correction procedure and mechanical noise present in the centrifuge shaker as 
the shaker was operating near its maximum capacity. 
Figure 4.10 shows the spectral acceleration for the accelerometers located close to 
the surface. Figure 4.10(a) presents the response of the accelerometers located at the top 
of the model (A3, A5 and A8) and Figure 4.10(b) shows the response of the 
accelerometers located along the sloping faces of the model (Al, A2, A9 and A10). As 
with the single frequency sine motion, the general pattern of higher amplification at the 
embankment top and lower amplification along the sloping face is present in the FLAC 
prediction and the centrifuge measurements. However, the spectral acceleration value for 
top accelerometers is lower than those obtained for the sine motion. The model had been 
subjected to multiple motions after the sine pulse. These motions had densified the 
model, which caused smaller amplification for the present motion. For the surface 
97 
accelerometers, the magnitudes of the spectral acceleration predicted by FLAC and 
centrifuge measurements are quite similar. However, the shape of spectral acceleration 
predicted by FLAC differs slightly from the centrifuge measurements. For the 
accelerometers located along the sloping face, the shape of the spectral acceleration 
curves predicted by FLAC and centrifuge measurements is almost identical (other than 
accelerometer Al), but the magnitude predicted by FLAC is slightly lower than the 
centrifuge measurements. As mentioned in the previous section for the sine motion, these 
could be resulted from number of issues such as difference between actual and numerical 
damping and the dynamic time increment associated with FLAC simulation and 
centrifuge testing. 
Figure 4.11 (a), (b) and (c) compares the surface settlement predicted by FLAC 
with the centrifuge measurements for the surface LVDTs (P5, P6 and P8). Figure 4.11 (d) 
presents the average settlement which is the arithmetic average of the values obtained by 
these LVDTs. The FLAC prediction in all cases is in excellent agreement with the 
centrifuge measurements. For the present test, the settlement predicted by FLAC and 
centrifuge measurements differs slightly, whereas the difference between these two for 
the sine motion test was higher. This difference may be attributed to several factors 
which includes the relative density of model during these two motions and the type of 
these two motions (synthetic versus recorded). 
4.8 Conclusions 
Analysis and prediction of settlement resulting from seismic compression of 
unsaturated soil is an important design consideration for earth structures and systems. 
Presently available analysis procedures to estimate seismic compression-induced ground 
deformation relies on decoupled (shear and volumetric response of the sand is decoupled) 
analyses procedures. While these multistep seismic compression analysis procedures 
have been shown to reasonably predict the observed settlement after an earthquake, they 
can not predict the pattern of deformations or capture the spatial variation in the 
volumetric deformations. 
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In this chapter a fully coupled, one-step analysis procedure is presented to account 
for soil deformations resulting from seismic compression. A multistaged centrifuge test 
was numerically simulated using the finite difference computer code FLAG. The key 
findings are 
1) The soil model (FINN) included in FLAC, originally developed for 
liquefaction analyses, was calibrated to simulate the deformation response of 
unsaturated granular soil observed in the centrifuge test. 
2) Calibration of the model initiated by simulating drained cyclic simple shear 
tests. Results from these simulations suggest that the FINN model captured 
the volumetric response of clean sand for the ranges of shear strain used in the 
cyclic simple shear testing. 
3) Simulation of a well documented case history (Stewart et al 2004), within the 
process of model calibration, yielded excellent agreement with settlement 
values obtained using the existing multi-steps procedure and the observed 
settlement in the field during the earthquake. 
4) The calibrated model was used in simulating the response of a centrifuge test 
subjected to two significantly different ground motions. The harmonic motion 
was a low amplitude, single frequency motion whereas the second motion 
simulated was a frequency rich, high amplitude recorded motion from the 
Loma Prieta earthquake. The FLAC prediction of dynamic and deformation 
response of the centrifuge model was in excellent agreement with the 
centrifuge measurements (both dynamic and deformation response). This 
suggests that the calibrated FINN model is capable of predicting ground 
deformation resulting from cyclic shear strains over a range of magnitudes. 
5) The displacement vectors of the numerical simulation mimic the deformed 
shape obtained from the pre- and post-test profile of the centrifuge model. 
This shows the capability of the model in identifying the spatial variation of 
deformation resulting from seismic loading. 
6) Presently used seismic compression analyses procedures are multistaged and 
do not correctly capture the physics of the soil deformation process as the 
input motion is related to equivalent number of cycles of motions. 
7) The presented coupled analysis procedure is a significant improvement of the 
available tool to account for seismic compression in design of earth structures. 
The FINN model is well calibrated and had been validated against carefully 
conducted laboratory and physical model tests. The model is simple, yet 
robust to predict deformation response of soil subjected to various types of 
seismic loading (synthetic, recorded) with different characteristics (frequency, 
duration). 
8) This one-step simple coupled procedure makes settlement prediction resulting 
from seismic compression straightforward and direct. 
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Table 4.1: Properties of Nevada Sand (after Arumoli et al., 1992) 
Relative Density 
Dr (%) 
Dry Unit Weight 
(kN/m3) 
Void Ratio 
Hydraulic Conductivity 
(cm/sec) 
40.2 15.08 0.736 6.6 xlO"3 
60.1 15.76 0.661 5.6 x 10"3 
91.0 16.95 0.546 2.3 xlO"3 
Table 4.2: Peak Friction Angles for Nevada Sand Based on VELACS Test Data 
(after Arumoli et al., 1992) 
Relative Density 
Dr (%) 
Peak Effective Friction Angle, </) (degrees) 
Triaxial Compression Undrained 
Simple Shear Drained Undrained 
40 35 34 33 
60 37 36 35 2 
Notes 
1. Test referred to as direct simple shear test in laboratory report by Arumoli et al. 
(1992). 
2. Measured value of 30 degree was slightly inconsistent with measured values from 
other strength tests. Therefore, value increased to 35 degree for consistency. 
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Table 4.3: Volumetric Strain Constants for Nevada Sand obtained from Simple Shear 
Test 
No 
Shear Strain 
(%) 
(tf.L 
FLAC Simulation Byrne's Formula 
c, c2 c, c2 
1 0.18 12.0 0.3895 1.0296 
0.27 1.48 
2 0.26 14.0 0.3213 1.2451 
3 0.35 11.5 0.4108 0.9737 
4 0.54 10.5 0.4603 0.8690 
5 0.70 11.0 0.4743 0.9210 
6 0.87 10.0 0.4892 0.8176 
Table 4.4: Material Properties and Sand Stiffness Number (after Byrne et al 2004) 
Sand Gs D50 (mm) cu Cmax Cmin C 
Brasted sand (BS) 2.68 0.25 2.42 0.790 0.480 500 
Ottawa sand (OS) 2.67 0.20 1.54 0.820 0.500 370 
Toyoura sand (TS) 2.65 0.19 1.24 0.963 0.605 300 
Nevada sand (NS) 2.67 0.17 2.00 0.887 0.511 220 
Fraser River sand (FRS) 2.72 0.30 1.56 1.000 0.680 270 
Volcanic sand (VS) 2.44 0.17 2.38 1.810 0.970 105 
Mine tailing sand (MTS) 2.68 0.40 1.67 1.060 0.690 150 
Quiou sand (QS) 2.71 0.70 4.50 1.200 0.780 100 
Note 
1. Cu is the coefficient of uniformity, D5o is the mean grain size and Gs is the 
specific gravity. 
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Table 4.5: Input Parameter for Numerical Simulation 
Parameter 
Sine 2.66Hz O.lg Red Wood City 0.29g 
Base 
Soil 
Slope 
Soil 
Oil 
Crust 
Base 
Soil 
Slope 
Soil 
Oil 
Crust 
Soil Model FINN FINN Elastic FINN FEW Elastic 
Relative density, Dr (%) 80 50 50 85 65 65 
Dry unit weight, kN/m3 16 15 15 16 15 15 
Friction angle, </> 42 34 42 38 
Cohesion, kPa 1 1 1 1 
Shear wave velocity, Vs m/sec 400 120 120 400 150 150 
Vol. constant, C/ 0.099 1.25 0.099 0.8 
Vol. constant, C2 4.04 0.35 4.04 0.5 
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Top nodes constrained 
to move together in 
horizontal direction 
Single element 
representing 
unsaturad soil 
777777 
Bottom nodes fixed 
in horizontal and 
vertical directions 
Figure 4.1: Single element model in FLAC for simulating cyclic simple shear test 
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Figure 4.2: Comparison of FLAC predicted and laboratory measured volumetric 
strains for two cyclic simple shear tests. 
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measured shear wave velocity data and range of assumed velocity profiles 
for analysis (after Stewart et al. 2004) 
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Figure 4.5: FLAC grid used in numerical simulation 
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Chapter 5: Mechanisms of Seismically 
Induced Deformation in Cohesive Slopes 
5.1 Introduction 
Distributed deformations in slopes subjected to seismic loading have been 
observed in many past earthquakes. Natural and artificial (fill) slopes of both granular 
and cohesive soils have assumed a "slumping" geometry in many situations. Chapter 3 
and 4 presented a physical and numerical modeling study performed to investigate the 
mechanisms of seismically induced deformation in slopes comprised of unsaturated 
granular soil. This chapter presents a shaking table test and corresponding numerical 
modeling study to investigate the same phenomena in cohesive slopes. As noted earlier in 
Chapter 2, soil, especially granular materials, exhibits stress-dependant behavior. 
However, the deformation response of cohesive soils under seismic conditions is 
typically governed by there undrained shear strength, which is represented by a value of 
cohesion (i.e. ty = 0°). This shear strength value as commonly used in geotechnical 
engineering is independent of stress level. For this reason, laws of similitude have been 
developed to relate the behavior of cohesive soils at the model scale (and in a one-g 
environment) to that of a prototype earth structure (see Table 5.1). The model material 
(saturated kaolinite-bentonite mix) used for building the cohesive slopes is characterized 
by very low strength and stiffness and may be thought to be generally representative of 
San Francisco Bay mud, a well known higher plasticity soft to medium stiff cohesive soil 
deposit in the U.S., as the prototype soil. The index properties of the San Francisco Bay 
mud have ranges of values and are, therefore, well-suited to the method of implied 
prototypes. It is also a well-characterized soil that was the subject of a study by 
Bonaparte and Mitchell (1979), who conducted tests on samples of the Bay mud retrieved 
from Hamilton Air Force Base in Novato, California. Dickenson (1994) investigated the 
seismic response of the Bay mud during the 1989 Loma Prieta earthquake. These studies 
suggest that for this prototype soil, the undrained shear strength ranges from 28 kPa to 56 
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kPa and corresponding shear wave velocities ranges from 120 m/sec to 180 m/sec 
(Meymund, 1998). The objectives of the study discussed in this chapter were: 
1) To develop, install and calibrate the Drexel University E. E. Cruz shaking table 
facility. 
2) To study the mechanisms of seismically induced deformation in cohesive slopes 
through shaking table testing 
3) To assess the geotechnical properties and characteristics of a "model clay" used as 
part of these studies. 
4) To identify a soil constitutive model that captures the key aspects of the model 
behavior (dynamitic and deformation response) and to calibrate this to the 
observed performance of the model. 
5) To study the effect of factors such as frequency content, amplitude, duration of 
ground motion and slope inclination and heights on deformation behavior of the 
model slopes 
6) To investigate possible factors that determine if deformation will occur in a 
localized or distributed manner 
5.2 Experimental Facilities 
5.2.1 Shaking Table 
The Drexel University E.E. Cruz Shaking Table Experimental Laboratory was 
developed as part of this research. The research work involved installation and calibration 
of the shaking table, development and interfacing of an in-house power supply system for 
the instrumentation, and maintenance of the facility. The shaking table research facility is 
located in the Hess Engineering complex located on the main campus of Drexel 
University. The laboratory contains a 0.265 m3/min hydraulic pump that drives the 
shaking table and other laboratory tests device. The laboratory temperature is maintained 
between 22° C and 24° C by a forced-air climate control system. ANCO engineers 
(Boulder, Colorado), in partial collaboration with Drexel University, designed, 
constructed and installed the shaking table, which they have designated as an "ANCO 
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Model R-136 Shaking Table". The R-136 shaking table is driven by a servo hydraulic 
actuator in a single direction of motion (i.e. a single degree of freedom shaking table). 
Table command, control, and data acquisition are provided by a Dataphysics Vector PC-
based digital data acquisition system. Test objects up to 1360 kg can be accommodated 
over an excitation frequency range of 0-50 Hz. Peak nominal table characteristics are +/-
7.62 cm displacement; +/- 84 cm/second peak velocity and +/- 4.0 g peak acceleration 
(with a 680 kg payload). The table is guided by dual rail roller bearings to prevent 
vertical, side to side, pitch, roll and yaw motion 
The table top is 135 cm by 107 cm in plan dimension and is comprised of a 
nominal 3.81 cm thick steel plate. The surface of the table has 1.27 cm taped holes on a 
10 cm by 10 cm square grid for attaching a test specimen to the table. The table is 
installed on thickened reinforced concrete floor with dimension of 6 m by 9 m by 1.8 m 
(depth). The steel reinforcement is 1.9 cm diameter deformed bars spaced at 30 cm on-
center. The independent foundation, which provides a rigid base for the proper operation 
of the actuators, bearings and the table, is designed to minimize vibration transmitted to 
the soil from the surrounding test equipment and to serve as a large reaction weight 
during testing. The table base is attached to the foundation using epoxy bonded concrete 
anchors and an approximately 3.8 cm thick grout layer. The actuator is connected with 
four 1.27 cm studs to the table and backstop. The actuator is supplied with ball joints on 
both ends to give transverse adjustment flexibility. The table is guided in its motion by 
two pairs of high stiffness linear roller bearings with the table travel limit protected by a 
bumper/hard stop. 
The actuator is an ANCO/Gardner Systems refurbished MTS 11 kip actuator. The 
actuator has a +/-8.3 cm stroke with 0.6 cm of "cushion" in each travel direction giving it 
a normal range +/-7.6 cm operating range. The actuator is rated at 49 kN force and has 
dual 0.41 m /min two-stage Moog servo-valves with Delta-P compensation, LVDT 
displacement sensor and ball joints. The actuator is supplied with main pressure oil via 
two #16 hoses. Two 7.5-litre accumulators provide for peak flow and vibration reduction. 
The high-pressure accumulator is charged to 6895 kPa while the low-pressure 
accumulator is charged to 690 kPa. The Moog servo-valve and MTS actuator are 
controlled by a GS2000 servo-controller. The servo controller conditions the various 
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valve actuator transducers (LVDT and Delta P) and provides the valve current to 
complete the analog control servo-loop. The servo-controller has adjustable proportional 
gain and rate feedback. All parameters are set from the front panel. The servo-controller 
accepts the displacement table program signals from the digital control system and seeks 
to control the actuator to match the signal. The table is equipped with a Dytran 
Accelerometer and Amplifier to be used as the single-channel feedback accelerometer to 
provide a signal for the digital controller to determine what drive corrections are required. 
The system is supplied with an uninterruptible power supply (UPS) to provide safe 
operation in the circumstance of any electrical power interruption. 
5.2.2 Shaking Table Performance 
Prior to the actual model tests, performance of the table was evaluated using a 
series of trial test motions. The model container was mounted on the table and bags of 
bentonite were placed within the container to simulate the test load [Figure 5.1 (a)]. The 
total weight of this dummy mass was 1500 kg. A wide range of motions (synthetic and 
recorded) both at the model and prototype scale were used in the calibration process. 
Although the table provided excellent performance for prototype motions, it showed 
limited ability to reproduce the model scale earthquake which usually has a high 
frequency component due to the compression (i.e. downscaling) of time to meet 
similitude requirements. System performance under low amplitude sine sweeps, which 
were designed to investigate the dynamic characteristics of the models, was also limited 
initially. This was because of "overshooting" that occurred while the control unit tried to 
match the command and drive signal during the trial runs. This was overcome by 
replacing the original table accelerometer (sensitivity ~ 250 mV/g) with a high sensitivity 
sensor (1000 mV/g). At frequencies in excess of 25 Hz, the shaking table is limited by the 
peak frequency response of the hydraulic control system and the natural oil column 
resonance of the shaking table. In general, the shaking table produced accurate, well-
controlled, and repeatable motions to frequencies up to 25 Hz. At higher frequencies, 
performance deteriorated and the shaking table became less controllable. 
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The servo controller gain and span settings strongly influence the response 
characteristics of the shaking table. During the initial calibration approximately 100 tests 
were conducted over a range of input motion frequencies to characterize the shaking table 
performance. Once the performance range was characterized, tests were repeated to 
identify the gain setting that optimized table performance and control. Figure 5.1(b) 
presents the calibrated table response to one of low level sine sweep input motion. The 
FFT comparison indicates minor overshooting from 5-10 Hz resulting from a limited 
sensitivity of the shaking table accelerometer. The noise at the higher frequencies most 
likely resulted from the resonance of the hydraulic oil column of the shaking table. 
5.2.3 Model Container 
The models were built and tested on a rigid wall container bolted to the shaking 
table. Whitman and Lambe (1986) found that soil located in close proximity to rigid 
boundary container walls responds differently than soil near the middle of the model, but 
nevertheless concluded that "reasonably correct" physical model test data could be 
obtained in rigid wall containers. A rigid wall container was selected for these studies 
with the anticipation that the shaking table tests would be simulated in a parallel 
numerical study and that the rigid wall would serve as a well-defined boundary condition. 
Moreover, the front and back portion of the models were tapered to meet the front and 
back wall of the container and hence the model had minimal contact with the front and 
back walls of the rigid container. 
The tests were performed in a 203 cm long by 122 cm wide Plexiglas box, with an 
inside dimension of 168 cm in length and 118cm in width. The base of the container 
extended over the front and back of the shaking table by 16.5 cm to maximize the length 
of the model slopes. The sides of the container base extended 3.8 cm past the side edge of 
the shaking table to maximize the width of the model slopes and to allow for the on-table 
access to, and removal of, the container side panels. The container front, back and side 
walls were fabricated from 1.9 cm thick sheets of Plexiglas and the base was 2.5 cm 
thick. Container front wall and back wall were 20 cm and 28 cm high, respectively and 
buttressed by five equally spaced triangular Plexiglas stiffeners. The size of the box was 
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selected to minimize the influence of the rigid walls on the sloping portion of the model, 
and to allow for testing of relatively tall (38 cm high) models. A geonet sheet was 
fastened to the floor of the model container to create a high friction interface and thereby 
reduce the potential for movement between the base of the model clay and the smooth 
Plexiglas surface. Figure 5.2 shows the empty container with the geonet in place. 
5.2.4 In-House Power System and Interfacing 
An in-house power system was developed for powering the instruments and 
interfacing them with the control software. The power box uses a switching power supply 
that alters the regular 110 AC voltage to desired DC voltage level. The interface 
terminals were connected with multiple channels each having three wires for powering 
up, grounding and collecting data from the instruments. The data collected from the 
instruments were then sent to the control software through the British Naval Connector 
(BNC) cables connected at the back of the power supply box. Figure 5.3 shows the in-
house built power supply. Once the power supply was built, the next step was to check 
the signals from the instruments and compare them to the table accelerometer which had 
a separate stable DC source. The two accelerometers were shaken by hand and their 
responses were monitored using an oscilloscope. Figure 5.4(a) shows the response of the 
table accelerometer and one of the accelerometers powered by the in-house built power 
system. Note the noise in the response of the accelerometer powered by the in-house built 
power supply. This noise elimination proved to be a significant challenge. Investigation 
revealed that the noise arose from several sources, the most significant of which was the 
ripple of the switching power supply that has a peak-to-peak value of 50 mV. This peak-
to-peak amplitude was much higher than the desired ImV amplitude. A series of 
improvements were made to reduce the noise level, which include switching the power 
connections, installing a ripple reduction chip, covering the fuse lamp and using insulated 
cable for inside connections. These improvements were successful in eliminating the 
noise in the signal. Figure 5.4(b) shows the response with the corrected power supply, 
which produces a much smoothened response 
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5.2.5 Instrumentation and Data Acquisition 
5.2.5.1 Accelerometers 
The dynamic response of the shaking table models were measured using capacitive 
spring mass-based miniature accelerometers. With very low power consumption, these 
accelerometers are characterized by very low drift and long term stability. These 
hermitically sealed, low-weighed, critically damped, dc-response accelerometers have a 
flat response up to 350 Hz. Figure 5.5 shows one the accelerometer. The diameter and 
height of the accelerometers are 21.5 mm and 10 mm, respectively. They have 8 mm 
threaded protrusion stub for mounting purposes. The accelerometers were supplied by 
Rieker Electronics and are sold under the brand name BDK series. The specifications for 
the accelerometer are attached in Appendix B. 
5.2.5.2 Displacement Measurement System 
Surface displacements were measured using either 50 mm or 100 mm range ETI 
systems model LCP12-50/100 linear motion potentiometers. The potentiometers have a 
linearity of less than +/- 1% and resolution that is reported as "essentially infinite." The 
potentiometers were housed in a plastic case 1.3 cm square by 7.6 cm or 12.7 cm long 
depending on their measurement range. The plastic housing was secured to a steel plate-
metal hinge assembly that was attached to an instrumentation bracket (Figures 5.6), or for 
the case of vertical measurements, directly to an instrumentation bracket. The hinges 
rotated around a fixed point, thereby allowing measurement of two-dimensional surface 
displacements (i.e., combined vertical and horizontal deformation). A small circular-
shaped (approximately 3.8 cm in diameter) piece of geomembrane was attached to the 
LVDT tip and served as a displacement monument. These monuments were embedded 
just below the surface of the model to provide improved interactions with the slope 
model. The tips of the vertical potentiometers were in contact with a lubricated piece of 
sheet metal placed at the surface of the model. The metal prevented the potentiometer rod 
from becoming mired in the soft clay and allowed for monitoring of surface elevation 
while the model displaced horizontally. 
Extensometers were developed to measure internal slope movements during the 
test. An extensometer, shown in Figure 5.7, consisted of a circular geomembrane plug 
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connected to a Teflon-coated steel wire. The steel wire was placed in a 0.30 cm diameter 
flexible plastic tube to isolate it from drag along the model clay. The plastic tube was 
placed through a small hole in the back wall of the Plexiglas model container. The 
extensometer cable was placed around a pulley and connected to a linear motion 
potentiometer assembly that was attached to the back of the container (Figure 5.8). A 
rubber band used to create slight tension in the extensometer cable system to ensure that 
slack did not develop during testing. 
5.2.5.3 Data Acquisition 
The data acquisition and control system for the shaking table is a Dataphysics 
Vector PC-based system. This allows for a feedback accelerometer on the moving table, a 
PC-based digital control system reading this acceleration and this same PC system 
producing an analog drive signal to the ANCO-provided actuator servo-controller. The 
Data physics system also provides 15 channels of data acquisition. The data acquisition 
system was powerful and allowed for real time plotting of measurement and control 
parameters during a test, and rapid post processing after an experiment. Constant input 
excitation voltages were supplied to the accelerometers and their output signals were AC 
coupled to remove the DC component. Output from the displacement transducers was 
measured directly without signal amplification. The acceleration and displacement 
signals were sampled at a maximum rate of 1302 Hz. 
5.3 Test Program 
5.3.1 Overview 
Shaking table experiments were performed on two small scale slope models. The 
first test effectively served as a trial for actual (second) experiment. For this reason, only 
the production (second) experiment will be discussed in detail in this chapter; however, 
for completeness, the results and data for both of the tests are presented in Appendix A. 
Figure 5.9 presents the model geometry and locations of instrumentation on the model 
slope. The inclination of the left hand side slope was 25 degrees and the right hand side 
was at a slope of 45 degree. The inclinations were different so that the effect of initial 
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static shear stresses on the deformation mechanisms in soils due to seismic loading could 
be studied. Owing to its steeper inclination, the soil near the toe of the steep slope had 
higher static shear stresses than that of the shallow slope. 
The clayey slope model consisted of two soil zones: an upper soft clay layer 
underlain by a thin layer of stiffer clay. The stiff clay layer was sloped to meet the 
container front and back wall. This reduces the model contact with the rigid front and 
back wall of the container and mimics the free-field boundary of the prototype. The stiff 
clay, which had a lower water content but was otherwise identical to the overlying softer 
materia], was intended to minimize the influence of the container boundaries on the 
models by preventing development of shear surfaces in the vicinity of the container walls, 
and to eliminate impedance contrasts at these critical boundaries. 
The model slope was 33 cm high and was developed to "model" a hypothetical 
10 m high prototype with identical slope inclination as of the model. Using the laws of 
similitude summarized in Table 5.1 yields gives a geometric scaling factor of 30.3. The 
scaled prototype strength of the soft clay layer was 50 kPa and residual strength was 33 
kPa (i.e., sensitivity = 1.52). The time step of the recorded ground motions were 
decreased based on the laws of similitude to reflect the reduced-scale of the model tests. 
The small scale slope was subjected to 27 (Table 5.2) ground motions in 
succession with increasing amplitude. Typically 5 to 15 minutes elapsed between each of 
the individual test motions. An array of ground motions were used including very low 
amplitude sine sweeps (frequency sweeping from 1-12 Hz), monochromatic sine pulses at 
different intensities and frequencies (5, 6, 8 and 10Hz) and motion recorded at the 
Redwood City accelerometer station. The recorded ground motion was obtained from the 
Pacific Earthquake Engineering Research (PEER) online ground motion library. The 
Redwood City motion is the horizontal component of the Loma Prieta earthquake record 
at station 1002 APEEL 2, which is located at a distance of 47.9 km from the fault rupture. 
The USGS site classification for this station is D (shear wave velocity Vs=148 m/sec. 
This free-field earthquake motion recording station is maintained by United State 
Geological Service (USGS). The typical test sequence started by imparting very low 
amplitude sine sweeps to investigate the dynamic response of the model. Motions with 
increasing amplitude were then employed to gradually increase the level of deformation 
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in the slopes before they undergo failure (i.e., very large deformations), thereby capturing 
the physical phenomenon causing transformation from highly diffuse to localized 
deformations. 
5.3.2 Model Materials 
5.3.2.1 Kaolinite-Bentonite "Model Clay" Mixture 
The model slopes were built using a kaolinite-bentonite "model clay" mixture that 
was first used for at the University of California, Berkeley for physical model studies 
(e.g.: Seed and Clough 1963, Sultan and Seed 1967, Kovacs 1968, Arango 1971, Bray et 
al. 1993, Lazarte and Bray 1996, Wartman and Riemer 2002). 
The model clay was originally developed by Seed and Clough (1963) for use in 
physical model studies of sloping core dams. After experimenting with various mixtures 
of clay minerals, Seed and Clough (1963) selected a saturated model clay mixture of 75% 
kaolinite and 25% bentonite because of its low rate of consolidation and its stress strain 
behavior, which mimicked that of their prototype soil, the San Francisco Bay mud. 
Another important characteristic of the mixture is that its undrained shear strength may 
be readily controlled by water content (Wartman and Riemer, 2002). The model clay has 
liquid and plastic limits of LL = 120% and PL = 25%, and a plasticity index of PI= 95%. 
Primarily due to its bentonite content, the clay exhibits moderate thixotropy and low to 
moderate sensitivity (sensitivity = 1.6 to 2.1). Owing to its thixotropic nature, the clay is 
relatively easy to mix and place before stiffening. The kaolinite was supplied by the 
Huber Corporation and sold under the trade name "Hydrated Aluminum Silicate 35." The 
American Colloid Corporation provided the bentonite, which is sold under the trade name 
"Volclay Premium Gel (VPG)". The product details of the kaolinite and bentonite are 
presented in Appendix B. 
A portable laboratory-scale mechanized vane shear was used to measure the 
undrained shear strength of the model clay. The prototype vane shear device, shown in 
Figure 5.10 (a), was developed in collaboration with the laboratory equipment developer 
and manufacturer Geocomp (Boxborough, Massachusetts). The device uses a high 
precision micro-stepper driven vane shear, which allows the rotation rate of the vane to 
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be varied from 0.1 to 5000 degrees per minute. A planar shear beam sensor is used to 
measure the torque during the vane shear testing. A control box is used to operate the 
vane blade and collect data (torque measurement) from the planar beam sensor. The data 
is downloaded to the computer through a network card and using in-house developed 
software. A 5 cm high by 2.5 cm diameter rectangular vane blade was used for these 
tests. 
Figure 5.10(b) shows data collected during a typical vane shear test on the model 
clay. The results are presented as undrained shear strength versus peripheral 
displacement, defined here as the equivalent linear displacement of the outside edge of 
the rotating vane blade. The vane shear test data show that about 1.3 mm of displacement 
is required to mobilize peak undrained shear strength, after which strength reduces and 
progressively approaches its residual value. 
The model clay strength was readily controllable by adjusting the water content 
and cure time (the time elapsed between the sample preparations and testing). Figure 5.11 
presents the peak undrained shear strength for the model clay at various cure time for 
different water content. For a given cure time the strength of the model clay increases 
with decreasing water content, whereas the for a particular water content the strength 
increases with increasing cure time. The strength gain is approximately 25% over a single 
day of curing and the clay continues to gain strength with progressive cure time, but at a 
slower rate. 
The clay's strength was affected by shearing rate. Figure 5.12 indicates that at 
shearing velocities in the range of 1.2 to 10 mm/s, the peak undrained shear strength was 
found to increase by about 9% to 14% (depending on the water content) for the first log 
cycle increase of shearing velocity, and at a slower rate for the subsequent cycles. The 
residual strength of the clay was generally not affected by shearing rates. Similar shear 
rate effects on shear strength were found by Biscontin and Pestana (2001) and Wartman 
(1999) for a similar study on model clay mixture. 
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5.4 Input Motions 
For engineering purposes the characteristics of the earthquake motion that are of 
primary significance include the amplitude, frequency content, duration of a ground 
motion. It is desirable that the dynamic performance of a model be determined over a 
wide range of frequencies. It is often beneficial to include relatively simple input 
motions, which generate model responses that are less complex then those for real 
earthquake motions (Ghosh et al. 2003). Response to complex variations in a real 
earthquake input motion might mask some of the fundamental features of the cyclic 
behavior of the soils. The main benefit of using simple input motion is that the 
performance of the model is studied under the most damaging (resonant) frequency of the 
earthquake. However, dynamic energy is distributed over a wide range of frequencies in 
actual earthquake motions. Therefore, a ground motion scheme intended to understand 
fundamentals of soil behavior under dynamic loading should include both single 
frequency simple motion and recorded motions from past earthquakes. Three types of 
ground motions were used for the present study. These include (1) low level sine sweeps 
(sweeping across multiple frequencies) for dynamic characterization of the model (2) 
Sine pulses with frequency less than, equal to and higher than the fundamental frequency 
of the model slope and (3) recorded motion from Redwood City location during the Loma 
Prieta earthquake. The ground motions were varied in terms of frequency content, 
duration and amplitude. As summarized in Table 5.2, the model was subjected to 27 
motions with increasing amplitude 
5.5 Test Procedures 
5.5.1 Model construction and preparation 
Prior to placing the clay, cooking oil was sprayed on the container side walls to 
lubricate and therefore minimize friction between the clay and the Plexiglas side wall 
surface. A commercial dough mixer and an industrial drill with a paint-mixing bit was 
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then used to remold the clay in the plastic containers to eliminate the effects of any 
thixotropic strength gain that occurred while the clay was in storage. 
Because this remolding temporarily lowered the strength of the clay, considerably 
less effort was required to handle and place the soil. The stiff layer was constructed first, 
followed by placement of the upper, softer clay layer. During construction, care was 
taken to preclude development of air voids within the models. Each handful of clay was 
carefully "worked" into the layer below to ensure uniformity and prevent formation of 
any construction-influenced preferential shear surfaces. Each clay layer was typically 
hand built slightly larger than its planned dimensions, and then trimmed to size. Once the 
stiff clay layer was built to the plan height, a vertical survey device with gradations of 0.01 
mm, which rode on a metal track-mounted to the front and rear container walls, was used to 
survey the stiff layer. A fork was then used to scarify the surface of the stiff clay prior to 
placement of the overlying softer clay layer so that an artificial interface did not develop 
at the stiff-soft soil interface (Figure 5.13). As the model construction progressed, accelerometers 
and extensometers were placed at predetermined locations, which were confirmed using the 
survey device. Figure 5.14 shows the survey device and pads for placing the lower level 
accelerometers. Once the model construction was complete, surveys were made along four 
equally-spaced profiles from the container front wall end of the model to the back wall end. 
Surface elevations were highly uniform across the width of the model slope typically varying by 
no more than several millimeters. 
The constructed model was covered with a thin sheet of Saran plastic to preserve 
its water content, and then cured for approximately 60 hours before testing to allow for 
thixotropic strength gain. During the curing period, water was sprayed on the model at 
regular intervals to avoid drying of the clay at the surface. The model construction 
procedure described above was used for both of the models (model one, and the second 
production model). 
5.5.2 Test and Posttest Procedures 
Shortly before testing, uncooked durum semolina spaghetti strands (2 mm 
diameter) were pushed vertically into the model at regularly spaced intervals. The 
spaghetti typically placed on 5 cm centers along 3 profiles. A metal spaghetti guide was 
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used to ensure that the strands were inserted close to vertical over the full height of the 
model. The spaghetti strands required approximately 0.5 hours of hydration, after which 
they became soft and pliable and served as slope inclinometers without adversely 
influencing slope performance. The strands were coated with black indelible ink, which 
contrasted with the white model clay and made them easy to see during exploratory 
excavation of the models. Surface LVDTs were then mounted from the instrumentation 
brackets, which was supported to the container side walls using different sizes C-clamps. 
The positions of the surface monuments were surveyed using the survey device, where 
accessible, or using a tape measurement. A total of 5 LVDTs, 2 extensometers and 6 
accelerometers were used to measure the model response. Figure 5.15 shows the fully 
instrumented model. 
Five very low amplitude (0.05g) frequency sweep and monochromatic sine pulse 
tests were performed immediately prior to the full amplitude motion to investigate the 
dynamic response of the model. The experiments were then continued with sequential 
motions of increasing amplitude. The instrumentation data were plotted using the data 
acquisition software and the model was surveyed intermittently whenever permanent 
displacement was recorded in the surface or within the model displacement 
measurements. Water was sprayed on the model surface during the testing to minimize 
any change in water content due to evaporation during testing. At the completion of the 
test, the model was surveyed to determine the locations of the displacement monuments. 
The instrumentation brackets were then removed and the model was surveyed along the 
sections used for pre-test survey of the model. The laboratory-scale vane was then driven 
to a depth of at least twice the vane height (5 cm) and vane shear tests were performed at 
an angular velocity of 0.20 rad/s, equivalent to a circumferential displacement rate of 
0.15 cm/sec. Four vane shear tests were conducted on the model at different locations. 
Once these tests were completed, a side panel of the container was removed, and the clay 
was carefully excavated toward the spaghetti rows by hand. When the excavation reached 
about 10 cm from the first spaghetti row, the bulk excavation ceased and the clay was 
removed using a thin spatula. As the excavation continued toward the spaghetti, a knife 
was used to remove the soil around each displaced spaghetti strand. Great care was taken 
to prevent damage to the delicate spaghetti strands, while fully removing clay located in 
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front (from a side perspective) of the strands. This process was repeated until all of the 
spaghetti strands in the row were visible. During the exploratory excavation, soil samples 
were collected from different locations and depths to document the water content at these 
locations, which was found to be consistent with the as-built water content (maximum 
variation of+/-1.5%). 
A checkered calibration scale was then placed next to the strands, and digital 
photographs were taken of two to three strands at a time using a Kodak DX 6340 camera. 
Photos were taken at the camera's high resolution setting (3.2 million pixels per image) at 
a focal ratio of f/6.0. This excavation and photography process was repeated for each of 
the spaghetti profiles. The digital photographs were downloaded to a computer and 
processed using image analysis software. The scale of each photograph was calibrated 
using the checkered grid and the deformed shapes of the spaghetti strands were manually 
digitized and converted to common units of length. The survey and image analyses data 
where used to develop pre- and post-shaking profiles of the model slope. 
5.6 Test results 
5.6.1 Low Strain Dynamic Response 
The pre-test, low amplitude frequency sweep motions provided insight to the 
dynamic characteristics of the models. Figure 5.16 presents the response of the 
accelerometers located at model top during one of the low level pre-test sine sweep 
motions. The amplified response at the surface accelerometers indicates that the 
fundamental frequency of the model was approximately 4.6 Hz. Using the theoretical 
relationships for one- and two-dimensional fundamental model frequency presented 
earlier in chapter 3 (Eqns. 3.1 and 3.2), the back calculated shear wave velocity of the 
model clay (at model scale) was 7 m/sec and 4.6 m/sec, respectively. 
The calculated shear wave velocities are in good agreement with the reported 
values in other studies on the model clay (Wartman et al. 2005). Figure 5.16 also 
indicates that the response at accelerometer A4, located at the 45 degrees crest - steeper 
of the two slopes, is higher than accelerometer A2 located on the 25 degrees slope crest. 
The elevated response of A4 is the likely result of topographic amplification. 
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Figure 5.17 compares the response of the accelerometer A3, located in the middle 
of the embankment top, for two low-level sine sweeps with peak accelerations of 0.06g 
and O.lg, respectively. It is interesting to note that the effects of the soil non linearity are 
evident from this comparison. The soft clay soil amplified shaking table motions at 4.6 
Hz during the initial low amplitude sweep test; whereas during the second slightly 
higher-amplitude sweep test, which induced larger dynamic shear strains, the shear 
modulus of the soft clay was slightly reduced, resulting in a lower amplified frequency 
(4.4 Hz). 
5.6.2 Observation during Motion 4 (Sine sweep 1-12 Hz at 0.19g) 
The model was shaken by a total of 27 motions during the test. Figure 5.18 
presents the deformation response of the model during the selected motion on the 25 
degrees slope side and Figure 5.19 shows the same for the 45 degrees side. On the 25 
degree slope the extensometer used for measuring inside displacement recorded a higher 
displacement than the surface LVDTs. The slope is more stable due to gentle inclination 
at this part of the model. Hence the displacement within the model did not propagate to 
the surface and is not recorded in the surface LVDTs. On the steeper 45 degree slope, the 
LVDT close to the slope toe and inside extensometer recorded approximately equal 
permanent displacement, whereas the permanent displacement recorded at the LVDT 
located at higher elevation along the slope is approximately half of that value. Although 
the LVDTs on the sloping face were inclined and free to rotate with respect to the hinge 
assembly, the displacements were mostly occurring in the horizontal direction with 
negligible vertical displacements. Overall, the LVDT measurements indicate that the 
deformation is highly distributed at different locations of the slope. 
Figure 5.20 presents the acceleration response for accelerometers located on the 
25 degree slope side and Figure 5.21 shows the response for the accelerometers on the 45 
degree side. The response is plotted as spectral acceleration ratio, defined as spectral 
acceleration of an accelerometer divided by the spectral acceleration at accelerometer A5 
(Figure 5.9). The acceleration response indicates that maximum response is recorded at 
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the crest of the 45 degrees slope and slightly lower response is attained at the middle and 
25 degrees crest of the model, most likely as a consequence of topographic amplification. 
5.6.3 Deformation Response 
The post-test plan view of the model showed a concave displacement profile over 
a 15.4-cm-wide region adjacent to the sidewalls. However, the deformations appeared to 
be primarily in a plane strain mode in the center part of the model. Figure 5.22(a) shows 
the deformed spaghetti strands exposed during the exploratory excavation. Figure 5.22(b) 
shows the digitized spaghetti strands using the colored checkered scale. The program 
GetData (http://getdata.com.ru) was used for the image analysis. 
The shapes of the deformed spaghetti clearly suggest two distinct deformation 
patterns for the two slopes of the model. On the 45 degrees slope, deformations are 
distributed along the height of the model as indicated by the curved shape of the 
spaghetti. The accumulations of these distributed deformations have resulted in localized 
deformations along one or more shear surfaces on this part of the model. On the 25 
degree slope, deformation appears to be largely distributed in the upper part of the slope 
(near the crest) whereas at the lower part deformations occur along two localized 
surfaces. The higher prevalence of distributed deformation on the steeper slope may be 
attributable to the fact that the static shear stresses are higher on this part of the model. 
On the 25 degree slope, the static shear stresses are low and the soil mass is more stable 
compared to the steep side. Thus the displacements arising from successive input motions 
resulted in shear strains that were sufficiently small. Vucetic (1994) showed that 
permanent deformations occur in soils when the shear strains exceeded a threshold value, 
which is termed as volumetric cyclic threshold shear strain. For the 25 degrees slope, a 
significant displacement was required to result in a shear strain in excess of the threshold 
shear strain to cause permanent deformation. Due its large magnitude, this displacement 
eventually occurred in a localized pattern. 
Figure 5.23 compares the pre-test model profile with the surveyed model after 
three of the input motions. The dotted lines in the figures indicate the pre-test profile of 
the model. Figure 5.23 (a) presents the profile comparison after 3rd motion (sine sweep 1-
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timestep and causes the model properties to conform to the user-defined functions. The 
yield and potential functions, plastic flow rules and stress corrections are identical to 
those of the Mohr-Coulomb model, the details of which are available in the FLAC user's 
manual (Itasca 2003). 
Plastic shear strain is measured by the shear softening parameter e whose 
incremental form is defined as 
A , - = | i ( A e r - A , : ) 2 +~(Ae:)2 + i ( A < - A ^ ) 2 } 2 (5-1) 
where 
*e:=for+*e?) (5-2) 
and Aej", j = 1,3 are the principal plastic shear strain increments. 
The tensile softening parameter e measures the accumulated tensile plastic 
strain; its increment is defined as 
^ef"=^e? (5.3) 
where Ae3/" is the increment of tensile plastic strain in the direction of the major 
principal stress. 
Figure 5.24 schematically presents the stress-strain curve for the strain softening 
model, which softens upon yield and attains to the residual strength. The curve is linear to 
the point of yield; in that range, the strain is elastic only: e = ee. After yield, the total 
strain is composed of elastic and plastic parts: e = ee +ep . 
In the strain softening model, the cohesion, friction, dilation and tensile strength 
variance is defined as a function of the plastic portion eps of the total strain, as shown in 
Figure 25 (a) and (b). FLAC uses a linear segment approximation to incorporate these 
variations in the strength parameters, as presented in Figure26 (a) and (b). 
Softening behaviors for the cohesion, friction and dilation in terms of the shear 
parameter eps (using Eq. 5.1) are provided by the user in the form of tables. Each table 
contains pairs of values: one for the parameter and one for the corresponding property 
value. It is assumed that the property varies linearly between two consecutive parameter 
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12Hz at 0.19g), Figure 5.23 (b) after the 17th input motion (sine sweep l-12Hz at 0.36g) 
and Figure 5.23 (c) after the 22nd input motion (Redwood city at 0.94g). The first profile 
indicates that during the initial part of the tests, deformations were mostly distributed. 
The near wedge-type movement during the final motions, as presented in the last two 
profiles, suggests that deformation had mostly localized and slope is deforming in a rigid-
block fashion. 
5.7 Numerical Simulation 
5.7.1 General 
The model response during two of the input motions was numerically simulated 
using the two-dimensional finite difference program FLAC (Fast Lagrangian Analysis of 
Continua) version 4 (Itasca 2003). A detail description of the program was presented 
earlier in section 4.3.1 of chapter 4. 
5.7.2 Constitutive Model 
The strain-softening model implemented in FLAC was selected for the numerical 
simulation. The strain-softening/hardening model allows representation of nonlinear 
material softening and hardening behavior based on prescribed variations of the Mohr-
Coulomb model properties (cohesion, friction, dilation, tensile strength) as functions of 
the deviatoric plastic shear strain. This model is based on the FLAC Mohr-Coulomb 
model with non-associated shear and associated tension flow rules. The difference, 
however, lies in the possibility that the cohesion, friction, dilation and tensile strength 
may soften after the onset of plastic yield. In the Mohr-Coulomb model, those properties 
are assumed to remain constant. The user can define the cohesion, friction and dilation as 
piecewise-linear functions of a softening parameter measuring the plastic shear strain. A 
piecewise-linear softening law for the tensile strength can also be prescribed in terms of 
another softening parameter measuring the plastic tensile strain. The code measures the 
total plastic shear and tensile strains by incrementing the softening parameters at each 
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entries in the table. Softening of the tensile strength is described in a similar manner 
using the parameter epl (using Eq. 5.3). In the solution process new stresses are 
calculated using the current values of the model properties and plastic shear and tensile 
strain increments are evaluated following the standard Mohr-Coulomb formulation. 
Strain softening increments are calculated as the average of values obtained from Eqs. 
(5.1) and (5.3) for all triangles involved in the zone. The softening parameters are 
updated and new model properties are evaluated by linear interpolation in the tables. 
These properties are stored for use in the next step. The hardening or softening lags one 
time step behind the corresponding plastic deformation. In an explicit code, this error is 
small because the steps are small. 
5.7.3 Overview 
Figure 5.27 presents the FLAC grid used for the numerical simulation. The grid 
size was estimated using the criteria outlined in Eq. 4.10 in chapter 4. Quadrilateral 
elements were used since they are less prone to strain concentration. The grid was built 
sequentially to model the actual construction sequence of the shaking table model. The 
soil was modeled as an elastic material during construction process to eliminate any 
construction induced deformation. Gravity was applied at the end of construction. The 
soil model was then changed to strain softening model for the embankment soil and 
Mohr-Coulomb model for the stiff foundation clay. History points at specified locations 
of the FLAC grid corresponding to the instrumentation locations of the model were 
established. History points are designated FLAC grid points used to collect time histories 
of acceleration and deformation during the dynamic solution. The displacement, velocity 
and history records were initialized before starting the dynamic run. The base of the 
model was fixed in both directions. The earthquake horizontal (x) velocity time history is 
applied to the bottom. Zero vertical (y) velocity is also applied at the same time to avoid 
rocking of the model. The free field boundary conditions were imparted at the left and 
right boundaries to simulate the prototype condition. The numerical simulation was 
initially performed with damping values of either 5%, 7.5% or 10%. Comparison with 
shaking table measurements indicated that the 7.5% damping value provides the closest 
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match. Hence, a Rayleigh damping of 7.5 Hz was used with a centre frequency of 2Hz. 
The centre frequency was determined using the procedure outlined in section 4.7.1 in 
chapter 4. 
Results of the numerical simulation were evaluated against the shaking table 
measurements by comparing the FLAC history records with the corresponding 
instruments at identical locations. Table 5.3 presents the input parameters used for the 
numerical simulation. The unit weight of the clay was obtained using thin wall tube 
samples. Laws of similitude was used to convert the peak and residual strength of the 
model clay, measured using the vane shear, to the prototype scale. The scaled shear wave 
velocity from model measurement to the prototype using similitude relationship provided 
a very low value. The representative prototype soil of the model clay is San Francisco 
Bay mud, which has a shear wave velocity of 120-180 m/sec. A shear wave velocity of 
150 m/sec was used in the numerical simulation. The shear modulus was calculated using 
the shear wave velocity and the density of the clay. A poisson's ratio of 0.32 and 0.30 
were used to calculate the bulk modulus of the soft and stiff clay, respectively, from the 
shear modulus. 
5.8 Simulation of Model Response during Two Motions 
5.8.1 Motion 4 - Sine sweep 1-12 Hz at 0.19g 
The shaking table test during the sine sweep 1-12 Hz at 0.19g was simulated to 
investigate the dynamic response of the model and to study the deformation response at 
low amplitude. The recorded time history at the shaking table accelerometer was used as 
the input motion. Figure 5.28(a) presents the comparison of acceleration time histories of 
the shaking table accelerometer and the FLAC input motion. Figure 5.28(b) shows the 
response spectra for these acceleration time histories. The small difference between the 
shaking table accelerometer and FLAC input motion may be attributed to the fact that the 
acceleration time history of the shaking table accelerometer had to be baseline corrected 
(using a high-pass 4th order butterworth filter having a corner frequency of 0.86 Hz) 
before applying it as the input motion for FLAC. Unless mentioned otherwise, during the 
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baseline correction the corner frequency values were adjusted until the final 
displacement in the baseline correction procedure yielded a zero value. 
Figure 5.29(a) shows the response of the surface accelerometer and Figure 5.29 
(b) presents the response from the accelerometer located close model base. The general 
trend of higher amplification at the top of the embankment and lower amplification 
values at the bottom of the model is apparent in both FLAC prediction and shaking table 
measurements. Other than accelerometer A5, the FLAC prediction for the accelerometers 
located at the lower part of the model is in good agreement with shaking table 
measurement. For the accelerometers located at the top of the model, the shape of the 
spectral acceleration curve predicted by FLAC is similar to the shaking table 
measurements. However, the magnitude of the shaking measurements is higher than the 
FLAC prediction for all the cases. Factors that might have attributed to this discrepancy 
include: (1) differenced arising from the Rayleigh damping scheme adopted in the 
numerical model to represent the actual damping of the soil in the shaking table model, 
(2) additional material damping associated with plasticity based soil model used and (3) 
the simulated FLAC dynamic runs uses coarser time increment (0.036 sec, time steps 
used to define the input motion) than the one in used in the shaking table test (0.0031 
sec). The longer time increment used in the FLAC simulation was warranted based on the 
justification of computational time and resources. However, the FLAC simulation 
captures very well the fundamental frequency of the shaking table model during this 
motion (approximately 4.6 Hz) and hence appears to capture the dynamic response of the 
model. 
Figure 5.30 (a) shows FLAC prediction and shaking table displacement 
measurements during the sine sweep input motion for the 25 degree slope side. The well 
matched comparison suggests that the inside and surface displacements on this part of the 
model during the referenced motion is well predicted by FLAC. Figure 5.30 (b) presents 
the FLAC prediction and shaking table deformation measurements for the 45 degrees 
slope side. Other than LVDT P4, which is located close to the toe of the 45 degrees slope, 
the FLAC predicted displacements are in close agreement with the shaking table 
measurements. The observed difference in magnitude of displacement predicted by FLAC 
and shaking table measurement for LVDT P4 could be due to the reasons stated earlier 
138 
(Rayleigh damping and plasticity flow during soil yielding) and the possible difference in 
location of the FLC history point and corresponding instrument location in the actual 
model. Although great care was taken to make the history point location as exact as 
possible to the instrument location in the model, some discrepancies are inevitable due to 
the adopted mesh size in FLAC (1 m). Considering all these effects, the overall 
differences in displacement predicted by FLAC and shaking table measurements are quite 
small. 
5.8.2 Motion 20 - Redwood City motion at 0.66g 
The shaking table model response during a high amplitude motion was also 
chosen for numerical simulation using FLAC. The motion that was chosen for this 
simulation was recorded at the Redwood City location during the 1989 Loma Prieta 
earthquake. The original recorded motion was compressed in time for similitude purpose 
using appropriate geometric scaling factor (30.3). The motion was scaled up and down in 
amplitude so as to subject the shaking table model differing levels of amplitude. 
The numerical simulation for the present motion proved challenging for two 
reasons. First, the shaking table model was subjected nineteen motions before the present 
motion. The accumulated deformations from these nineteen tests had brought the clay 
strength close to its residual value. Visual inspection of the model during the testing 
indicated that the model had undergone significant deformation after these motions, and 
this was confirmed by the instrumentation readings. Cracks appeared on the model 
surface and evidence of localized movement was apparent from the displacement 
measurements (LVDT located at different locations of the model shows similar 
magnitude of movement). A major challenge was to capture, at least in an approximate 
mariner, all these phenomena in the simulation using the strain softening model and the 
Rayleigh damping scheme, which approximates actual damping in soil. The second 
challenge involved the ground motion which was a frequency rich recorded motion with 
energy distributed over a wide range of frequencies. 
Owing to the limitation on computational resources, it was not practical to 
directly simulate the nineteen tests that preceded the experiment that was selected for 
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analysis. Here it is noted that each simulation required approximately 18 hours to run on 
an 1600 M Hz speed computer processor. An approximate method was adopted to 
simulate the effect of these nineteen tests on the model. The numerical model was 
subjected to trial runs of sine pulses of varying amplitude and duration. For each trial run, 
deformations at the FLAC grid history points corresponding to the LVDT locations on the 
model were recorded. The incremental displacements at each LVDT for the nineteen tests 
were added to obtain the cumulative deformation for these tests. These cumulative 
deformations were then compared with the FLAC predicted value at the history points 
corresponding to the respective LVDT locations. The numerical trials continued untill a 
reasonable match was obtained. This trial and error procedure yielded at, a 2Hz, 10 
second duration sine pulse with a peak acceleration of 0.3g, which matched the 
cumulative displacement well. . Figure 5.31(a) shows the sine pulse and 5.31(b) presents 
the FLAC grid with displacement vectors. 
FLAC has the capability to save the state of a numerical model during any stage 
of a simulation. This saved state may be later restored to subject the numerical model to 
additional simulation. This feature of FLAC was used for the present simulation. The 
saved state after the sine pulse was restored at the beginning of the Redwood City 0.66g 
motion simulation. The model was then subjected to the motion recorded at the shaking 
table accelerometer during this test. The motion was baseline corrected using a 4' order 
butterworth filter with a corner frequency of 0.07Hz. The strain softening model was 
used with the residual strength of the model clay. The numerical simulation was done 
with damping value of 5%, 7.5% and 10%. Comparison with shaking table measurements 
indicated that the 7.5% damping value provides the closest match. Therefore, a Rayleigh 
damping of 7.5 Hz was used with a centre frequency of 2 Hz. The centre frequency was 
again determined using the procedure outlined in section 4.7.1 in chapter 4. Figure 
5.32(a) presents the comparison of acceleration time histories of the shaking table 
accelerometer and the FLAC input motion. Figure 5.32(b) shows the response spectra for 
these acceleration time histories. 
Figure 5.33(a) and 5.33(b) presents the comparison of predicted and measured 
acceleration response of the model during this test. For the accelerometers located at the 
bottom of the model (Al, A5 and A6), the FLAC prediction is in close agreement with 
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the measured response. However, this match is only fair for the accelerometers located at 
the top of the model (A2, A3 and A4). For these three accelerometers, the FLAC 
predicted response is smaller than the measured response. This difference may arise from 
number of issues. These include (1) the approximate method of simulating the effect of 
nineteen tests using different type of motion with a single numerical run by the sine pulse 
(2) the approximate representation of the actual soil damping using the Rayleigh damping 
scheme (3) the unaccounted additional damping resulting from the plastic deformation of 
the soil after yielding (4) the use of a coarse time increment (0.045sec) in the FLAC 
simulation to save computational time (0.0042 in the shaking table test)(5) the marginal 
difference of the actual shaking table motion and the FLAC input motion resulted from 
the baseline correction procedure. 
Figure 5.34(a) presents the displacement predicted by FLAC and shaking table 
measurements for the 25 degrees slope. For all three cases, FLAC prediction is in 
excellent agreement with the measured value. Figure 5.34(b) shows the comparison of 
FLAC predicted displacement with the shaking table measurements for the LVDTs 
located on the steep 45 degrees slope. Other than the marginal difference at LVDT P4, 
the FLAC prediction is again an excellent match with the shaking table instrumentation 
measurements. These well matched comparisons strongly suggest that FLAC simulation 
had captured the deformation response of the model for the test under consideration. 
5.9 Analysis of Numerical Simulation Results 
The two calibrated numerical simulations discussed in the last section provide 
insight to model response characteristics. This is most useful considering that the motions 
are significantly different (i.e., low and high amplitude ground motion, synthetic vs. real 
earthquake motion). Figure 5.35(a) presents the FLAC predicted displacement on the 25 
degree slope during the low amplitude (0.19g) sine sweep motion for the three 
corresponding shaking table measurements (2 surface and 1 within the model 
displacement measurement). Figure 5.35(b) shows the FLAC predicted displacement for 
the 45 degree slope during the same input motion. These displacements clearly suggest a 
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deformation pattern which is highly distributed in magnitudes at various locations of the 
model for this motion 
Figure 5.36(a) presents the FLAC predicted displacement for the 25 degree side 
during the Redwood City motion (peak acceleration = 0.66 g) and Figure 5.36(b) shows 
the same for the 45 degree slope. Although located at different locations of the slopes, for 
each of the slope the predicted displacements at three locations are very similar. This 
suggests that during this motion deformation occur in a more localized fashion in both 
slopes. 
Figure 5.37(a) shows the FLAC predicted displacement vectors for the low 
amplitude sine sweep motion and 5.37(b) presents the same for the high amplitude 
Redwood City input motion. The displacement vectors suggest that during the low 
amplitude sweep motion, the magnitude of deformation varies at different locations on 
the slope. The near wedge type movement indicated in the vector plot of the high 
amplitude Redwood City motion indicates that the displacement during this motion 
occurred in a largely localized pattern. These deformations patterns are further supported 
by Figure 5.38(a) and 5.38(b) which shows the deformed FLAC grid after the sine sweep 
and Redwood City motion 
These trends in deformation indicate that during the low amplitude motions 
deformation differs in magnitude at different locations of the slope, suggesting a 
distributed deformation pattern during these tests. As the testing continued, the 
deformation pattern transitioned from being distributed to localize during the high 
amplitude motion. It is likely that the displacements occurred during the intermediate 
motions had brought the clay strength to its residual value and caused shear surfaces to 
develop. As the test continued with increasing amplitude, deformations during the higher 
amplitude motions occurred along these shear surfaces, which is evident from the 
localized pattern of the deformation. Shear strains contours, which are readily available 
from numerical analyses, are a useful means of presenting failure patterns. Figure 5.39(a) 
shows contours of plastic shear strain after the low amplitude sine sweep motion. Note 
the slight concentration of plastic shear strain close to the toe of the 45 degrees slope. 
Due to the distributed nature of deformations observed during this test, no significant 
concentration of plastic shear strain is noticed in any other location of the numerical 
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model. Figure 5.39(b) shows the plastic shear strain contours after the high amplitude 
Redwood City motion. It is apparent from the figure that localized shear surfaces, as 
indicated by the concentrated band of plastic shear strain, had developed and propagated 
inside the model. Concentration patterns of plastic shear strain indicate the possibility of 
multiple shear surfaces that might have developed between the low amplitude sine sweep 
and high amplitude Redwood City motion. 
5.10 Sliding Block Analysis of the Two Motions 
A pseudostatic analysis of the model, simulating the low intensity sine sweep 
motion, was carried out using the peak strength of the clay (48 kPa) and soil properties 
provided in Table 5.3. The analysis provided a yield acceleration ( k ) of 0.525g for the 
25 degrees slope and 0.275g for the 45 degrees slope. The Newmark sliding displacement 
was calculated using a software program YSLIPPM (Matasovic et al. 1997, GeoSyntec 
1998). The program YSLIPPM calculates Newmark (1965) rigid sliding block 
displacements based on the integration of relative velocities using the Franklin and Chang 
(1977) procedure. Since both of the yield acceleration values are higher than the input 
motion acceleration (0.19g), the Newmark sliding block analysis yields no permanent 
displacement for this motion. Previous studies (Wartman et al. 2003, 2005) had suggested 
that deformation can occur below the yield acceleration This may be related to factors 
including an overestimation of shear strength, selection of an erroneous "critical" surface 
in the pseudostatic analysis, or the dynamic response of the model during the initial 
shaking, which can give rise to destabilizing inertial forces in the slide mass. Wartman et 
al. (2003) demonstrated that the latter phenomena can cause permanent sliding 
displacements to occur in soil masses even if their pseudostatic yield acceleration has not 
been exceeded. 
Pseudostatic analysis was also carried simulating the Redwood City motion with 
amplitude 0.66g. The intermediate test motions before this motion caused significant 
deformation of the model and brought the clay strength to its residual value. Therefore, 
the pseudostatic analysis was carried out using the residual strength of the clay and the 
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profiled geometry of the model immediately before this test. For the 25 degrees slope 
side, the pseudostatic analysis gave a yield acceleration (k ) of 0.325g. The yield 
acceleration was 0.14g for the 45 degrees slope side. The Newmark sliding block analysis 
yielded 1.68 cm of sliding displacement for the 25 degrees slope and 26.5 cm sliding 
displacement for the 45 degrees slope. The LVDT measurement during the shaking table 
test indicates that the prototype cumulative displacement for the 25 degrees slope was 
11.41 cm (recorded at the extensometer El) and 34.32 cm for the 45 degrees slope 
(recorded at the extensometer E2). Therefore, the calculated Newmark displacement is in 
reasonable agreement for the steep 45 degrees slope, whereas for the gentle 25 degrees 
slope Newmark analysis grossly under predicts the measured displacement. 
5.11 Conclusion 
The current state-of-the-practice for assessing the seismic stability of cohesive 
slopes utilizes the sliding block method (Newmark 1965) to estimate earthquake-induced 
displacements. This analysis procedure assumes that displacement occurs along a single 
localized failure surface. However, it has been observed in past earthquakes that in many 
instances deformations due to seismic loading are distributed through the failing soil 
mass and localized displacement is for practical purposes, non-existent. This chapter 
presents the results of a shaking table-based study to investigate the mechanisms of 
deformations in coherent masses. A parallel numerical simulation was carried out using 
the program FLAC to capture the most basic aspects of the of the physical model 
experiments and to further investigate the seismic performance of cohesive slopes using 
calibrated numerical models. The conclusions for this experimental study are as follows. 
1. The Drexel University shaking table facility had been designed, constructed, and 
calibrated as part of this experimental study. The shaking table and associated 
data acquisition system is fully operational. 
2. The shaking table model was subjected to a total of 27 motions of varying 
amplitude, duration and frequency. Deformation in the model progressively 
increased with each motion. The experimental results indicate that during the low 
amplitude motions, deformation is mostly distributed throughout the slope mass. 
With additional test motions, the cumulative deformation brought the clay 
strength to its residual value and shear surfaces started to form and localize. 
During the high amplitude motions, deformations mostly occur in localized 
manner along these shear surfaces. This is evident from the near-wedge type 
movement of the slopes during the final motions used in the testing. 
3. Post-test exploratory excavations exposed the spaghetti strands which served as 
slope inclinometer during the testing. The deformed spaghetti strands suggest that 
for 45 degree slope, deformations are distributed along the height of the slope as 
evident from the curved shape of the spaghetti. The accumulation of these 
deformation resulted in multiple shear surfaces along which localized deformation 
occurred during the final motions. For the 25 degree slope, deformation occurred 
in a distributed fashion in areas close to the slope crest, whereas a localized 
pattern of deformation was observed in areas close to the toe of the slope. 
4. The higher prevalence of distributed deformation on the steeper is attributed to 
higher static stress on this part of the model. The additional strain resulting from 
relatively small displacement during dynamic loading caused the static strain, 
which is already at a higher value due to the steepness of the slope, to exceed the 
threshold shear strain (Vucetic 1994). These relatively small magnitude 
displacements occur in a distributed fashion. 
5. On the gentle slope (25 degree), the static shear stresses are low and the soil mass 
is more stable compared to the steep side. Thus the displacements arising from 
successive input motions resulted in shear strains that were sufficiently small. A 
significant displacement was required to result in a shear strain in excess of the 
threshold shear strain to cause permanent deformation. Due its large magnitude, 
this displacement eventually occurred in a localized pattern 
6. Numerical simulations using the finite difference code FLAG and utilizing the 
strain softening model based on peak strength of the clay (with post-peak 
softening) and Rayleigh damping, successfully predicted the deformation and 
dynamic response of the model during a sine sweep motion (peak acceration = 
0.19 g). 
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7. The deformation response of the model during the Redwood City motion at peak 
acceleration of 0.66 g was simulated in FLAC. Excellent agreement was found 
between the shaking table measurement and numerical simulations. The strain 
softening model was used with residual strength for this simulation along with the 
Rayleigh damping scheme. The predicted dynamic response by FLAC for the 
surface accelerometer, underestimates the shaking table measurements. The 
difference could be attributed to the use of Rayleigh damping to simulate actual 
damping in the soil, additional damping arising from post-yield plastic flow of the 
soil, the scheme used to approximate the nineteen tests with a single test using 
sine motion, and smaller dynamic time stepping used in the FLAC simulation. 
8. Newmark sliding displacement analyses yielded zero displacement for the sine 
sweep motion. For the Redwood City motion, the Newmark analysis under 
predicted the deformation occurring along the 25 degree slope and gave close 
agreement for deformation occurring along the 45 degrees slope. This indicates 
that Newmark sliding block analyses is more relevant for cases where large 
displacement are associated with the sliding mass. As noted earlier, Newmark 
deformation is thought to provide an index of deformation. The deformation 
pattern and variation is not captured by this type of analysis. 
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Table 5:1 Scaling Factors for one-G Physical Modeling (after lai 1989) 
Engineering Properties Scaling Factor 
Soil density 1 
Soil cohesive strength X 
Soil shear wave velocity X05 
Frequency x-°-5 
Acceleration 1 
Damping ratio 1 
Time X05 
_ 
Table 5.2 Details of the Ground Motions used in the Shaking Table Test No. 2 
No. Motion Type Amplitude 
(g) 
Predominant 
Frequency 
(Hz) 
Arias Intensity 
Ia (m/sec) 
Sig. Duration 
D5.95 (sec) 
Mean Period 
(sec) 
Mean Frequency 
(Hz) 
1 Sine sweep 0.04 4 - 7 0.035 27.96 0.296 12.58 
2 Sine sweep 0.07 3 - 10 0.109 25.69 0.153 11.18 
3 Sine sweep 0.1 3 - 10 0.214 20.27 0.153 10.01 
4 Sine sweep 0.19 3 - 10 1.139 14.52 0.139 9.62 
5 Sine pulse 0.04 10 0.013 2.995 0.076 16.30 
6 Sine pulse 0.08 10 0.060 3.205 0.087 13.59 
7 Sine pulse 0.11 8 0.118 3.367 0.116 10.44 
8 Sine pulse 0.14 6 0.205 3.704 0.148 9.901 
9 Sine sweep 0.15 4-8 0.545 8.475 0.125 9.78 
10 Red Wood City 0.13 6.987 0.169 16.42 0.662 9.01 
11 Red Wood City 0.18 6.987 0.346 14.82 0.738 6.31 
12 Red Wood City 0.24 6.987 0.565 13.15 0.816 3.52 
13 Red Wood City 0.29 6.987 0.920 13.51 0.819 3.56 
14 Red Wood City 0.33 6.987 1.313 13.70 0.834 3.21 
15 Red Wood City 0.38 6.987 1.759 13.41 0.844 2.95 
16 Red Wood City 0.48 6.987 2.315 12.65 0.851 2.67 
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No. Motion Type Amplitude 
(g) 
Frequency 
(Hz) 
Arias Intensity 
Ia (m/sec) 
Sig. Duration 
D5.95 (sec) 
Mean Period 
(sec) 
Mean Frequency 
(Hz) 
17 Sine sweep 0.36 3 - 10 7.012 18.91 0.118 11.67 
18 Red Wood City 0.53 6.987 2.949 11.45 0.861 2.07 
19 Red Wood City 0.59 6.987 3.760 11.75 0.850 2.20 
20 Red Wood City 0.67 6.987 5.446 11.51 0.859 2.03 
21 Red Wood City 0.8 6.987 7.396 11.40 0.860 1.93 
22 Red Wood City 0.94 6.987 9.701 11.40 0.861 1.86 
23 Sine pulse 0.86 10 8.654 3.74 0.095 11.86 
24 Sine pulse 0.72 5 9.266 3.90 0.186 6.73 
25 Red Wood City 1.07 6.987 12.642 11.41 0.853 1.70 
26 Red Wood City 1.19 6.987 15.69 11.61 0.853 1.70 
27 Sine sweep 0.52 3-10 15.46 20.08 0.113 12.18 
Note: 
1. Ground motion parameters were calculated using the shaking table accelerometer 
2. Mean frequency was calculated after Rathje et al. (1998) 
3. Mean period was calculated as arithmetic inverse of the mean frequency 
4. Arias intensity was calculated using Ia =— J[a(f)2 .P 
5. Significant duration was calculated after Kramer, S. L. (1996) 
Table 5.3: Input Parameter for Numerical Simulation 
Parameter 
Sine sweep 1-12 Hz at 0.19g Red Wood City 0.66g 
Base Soil Slope Soil Base Soil Slope Soil 
Soil Model Mohr -Coulomb Strain-softening Mohr -Coulomb Strain-softening 
Dry unit weight, kN/m3 15 14 15 14 
Friction angle, </> 0 0 0 0 
Cohesion, kPa 
Peak 110 48 110 
Residual 35 
Shear wave velocity, Vs m/sec 300 150 300 150 
Shear Modulus, G, Mpa 126 32 126 32 
Bulk Modulus, B, Mpa 273 77 273 77 
Note: 
1. Shear modulus, G = pVs2 
™ „ , , n 2G(l + L)) , . , 
2. Bulk modulus, B = —^ ^ , where o is the poisson s ratio 
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Figure 5.1(a): Calibration of the shaking table with dummy weights 
0.2 
CD 
I 0.15 
£ 0.1 
o 
'^0.05 o 
T 
FFT Amplitude 
Table accelerometers 
— ^ ^ w ^ H ^ ^ ^ v ^ ' v 
Input motion 
TABLE accl 
i ' ■ - ^ v - ^ w .-■■■ v - T - V :
: . ■ ' ■ V - ■'■•■,,'-■ ' ■ ^ ■ V ' . j v : r : ^ . , ; . ; V - ■ ■' V i■ i r 
10 15 20 25 30 
Frequency 
35 40 45 50 
Figure 5.1(b): Comparison of FFT of actual and obtained (produced by the table) input 
motion during shaking table calibration with 4-8 Hz sine sweep at 0.1 g 
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Figure 5.2: Plexiglas container used for model construction and testing 
Figure 5.3: In house power supply for powering up instruments and data collection 
fWW MHZ 
Figure 5.4(a): Hand shaken response of the shaking table accelerometer (smooth one) 
and accelerometer powered by the in-house built power supply. 
[ 
Figure 5.4(b): Hand shaken response of the shaking table accelerometer and 
accelerometer powered by the repaired in-house built power supply. 
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/2004 
Figure 5.5: The spring mass based accelerometer used to measure model response 
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Figure 5.6: Linear motion potentiometer with hinge assembly to measure surface 
displacement of the model 
Extensometer 
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/ 
Figure 5.7: Extensometer placed during the model construction to measure 
inside displacement measurement of the model 
Figure 5.8: Extensometer connection at the back of the model container. 
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Figure 5.9: Geometry, instrumentation and physical properties of the shaking table model 
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Figure 5.10(a): Prototype vane shear device used for soil strength measurement 
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Figure 5.10(b): Typical vane shear test result on model clay. Peripheral 
displacement is the equivalent linear offset displacement of the 
outside circumference of the rotating vane blade 
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Figure 5.11: Effect of water content on the peak undrained shear strength of the model 
clay (rotation 690 deg/min) 
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Figure 5.12: Effect of rotation rate on the peak undrained shear strength of the model 
clay 
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Figure 5.13: Scourified stiff clay layer 
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Figure 5.14: Container mounted survey device and pads for accelerometer placement 
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Figure 5.15: Fully instrumented model slope before testing 
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Figure 5.16: Spectral acceleration for the surface accelerometers during a low level 
frequency sweep 
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Figure 5.17: Spectral acceleration comparison for accelerometer A3 for two low level 
sweeps 
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Figure 5.18: Displacement measurement on the 25-deg slope side during sweep motion 
(sine sweep 1-12 Hz at 0.19g) 
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Figure 5.19: Displacement measurement on the 45-deg slope side during sweep motion 
(sine sweep 1-12 Hz at 0.19g) 
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Figure 5.20: Acceleration response on the 25 deg slope side during sweep motion (sine 
sweep 1-12 Hz at 0.19g) 
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Figure 5.21: Acceleration response on the 45 deg slope side during sweep motion (sine 
sweep l - 1 2 H z a t 0 . 1 9 g ) 
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Figure 5.22(a): Deformed spaghetti strands during exploratory excavation 
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Figure 5.22(b): Digitized spaghetti strands at mid location of the model 
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Figure 5.23: Comparison of the pre-test profile and surveyed model after three input motion 
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Figure 5.24: Schematic representation of stress-strain law used in the strain-softening 
model (after Itasca 2003) 
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Figure 5.25: Variation of (a) cohesion and (b) friction angle with plastic strain 
(after Itasca 2003) 
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Figure 5.26: FLAC approximation of strength variation by linear segments 
(after Itasca 2003) 
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Figure 5.27: FLAC grid used in numerical simulation of the shaking table tests 
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Figure 5.28(a): Base input motion for sine sweep 1-12 Hz at 0.19 
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Figure 5.28(b): Spectral acceleration of base input motion for sine sweep 1-12 Hz 
at0.19g 
173 
8 - i 
3 I 6 
2 
» A 
o 4 
o 
< 
£ 2 
a 
to 
0 -J 
I -
0.01 
T P 
A2 
T I I I M l 
0.1 1 
Period(sec) 
10 
8 - i 
5 
i e 
® A o 4 o 
< 
9 2 a> a 
w 
0 J 
A3 
FLAC 
Shaking Table 
i i i i i 1 1 1 | 1 i i i i 1 1 1 | 
0.01 0.1 1 
Period(sec) 
T 1 1 I I I I l | 
10 
8 - i 
2 I 6 
ra 
® A o 4 o 
< 
2 
S 2 
CD 
Q. 
CO 
0 J 
0.01 
I I I I 11 r T 1 I I I I T 
0.1 1 
Period(sec) 
T 1 I I I I I l | 
10 
Figure 5.29(a): Spectral acceleration for the accelerometers located at the model 
top for the sine sweep input motion 
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Figure 5.29(b): Spectra] acceleration for the accelerometers located close to the 
model base for the sine sweep input motion 
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Figure 5.30(a): LVDT measurement on 25-deg slope for the sine sweep motion 
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Figure 5.30(b): LVDT measurement on 45-deg slope for the sine sweep motion 
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ure 5.31(a): FLAC Sine pulse used to simulate the effects of nineteen 
intermediate tests. 
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Figure 5.31 (b): FLAC predicted displacement vectors after the sine pulse 
178 
0.8 -i 
0.4 -
3 
c o 
2 0.0 
0) o u < 
-0.4 -
-0.8 -1 " T 
10 
1 
20 
Time(sec) 
FLAC 
Shaking Table 
'I Ayy>y»«!»,^~-H»-*-
T 
30 
1 
40 
Figure 5.32(a): Base input motion for Redwood City motion at 0.66g 
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Figure 5.32(b): Spectral acceleration of base input motion for Redwood City 
motion at 0.66g 
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Figure 5.33(a): Spectral acceleration for the accelerometers located at the model 
top for the Redwood City motion at 0.66g 
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Figure 5.33(b): Spectral acceleration for the accelerometers located close to the 
model base for the Redwood City motion at 0.66g 
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Figure 5.34(a): Predicted and measured displacements on the 25-deg slope during 
the Redwood City motion at 0.66g amplitude 
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Figure 5.36: FLAC predicted displacement for the Redwood City motion at 0.66g 
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Chapter 6: Topographic Amplification in 
Physical Model Test Series 
6.1 Introduction 
It has been long recognized that topography can significantly affect the amplitude 
and frequency characteristics of strong ground motion during seismic events. Observations 
from moderate to large magnitude seismic events have shown that buildings located near 
the tops of hills, ridges and canyons, suffer more intensive damage than those located at 
the base of the slope, (e.g. Ashford and Sitar (1994, 1997), Sitar and Clough (1983), 
Assimaki et al. 2004, Gazetas 2001). 
Topographic amplification is still not completely understood and there is a relative 
scarcity of well documented case studies of this phenomenon. Topographic amplification 
is further complicated when amplification occurring from soil nonlinearity also need to be 
considered. It is well understood that soil deposits, particularly soft sediments, amplify the 
level of earthquake ground motion relative to bedrock. However, there has been a long­
standing debate among seismologists and engineers on whether the response of sediments 
to strong-ground motion is similar to that of relatively well-studied weak motion. The 
prevailing view in the engineering community, based almost exclusively on laboratory 
studies, is that sediment response is nonlinear, indicating amplification factors are 
generally reduced for stronger ground motion because the finite strength of sediments 
causes a breakdown of Hooke's law. Seismologists, on the other hand, have traditionally 
been skeptical because of a lack of evidence and skepticism that laboratory studies poorly 
represent insitu behavior. They've generally concluded that either sediment nonlinearity is 
insignificant, or that it is buried among the myriad of other complicating factors (i.e. 
uncertainties) in the data. However, historical observations of damage and strong motion 
recordings have concluded that irrespective of sediment nonlinearity, topography plays a 
role in exaggerating damage near ridge and slope crest. The debate now lies in the question 
that how much of this damage is contributed by topography and how much of the same 
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may be due to site amplification (amplification of the base motion relative to that of free 
surface). 
Another recent issue pertains to instrumental studies that have been performed in 
recent years verify the macroseismic observations by predicting systematic amplification 
of seismic motion over convex topographies such as hills and ridges, deamplification over 
concave topographic features such as canyons and hill toes, and complex amplification and 
deamplification patterns on hill slopes (e.g. Pedersen et al. (1994), Hartzell at al. (1994)). 
The problem of scattering and diffraction of seismic waves by topographical irregularities 
has been also studied by many researchers (e.g. Bouckovalas et al 2004). The majority of 
these studies focus on two-dimensional simulations in which the topographic asperities are 
treated as isolated ridges or depressions, usually on the surface of homogeneous elastic 
media. Comparison between instrumental and theoretical results reveals that there is indeed 
qualitative agreement between theory and observations on topography effects. 
Nevertheless, from a quantitative viewpoint, there still exists clear discrepancy in 
numerous cases, where the observed amplifications are significantly larger than the 
theoretical predictions. Furthermore, results from instrumental studies on weak motion 
data or ambient noise may not be applicable to describe topography effects for strong 
ground shaking, which is usually associated with inelastic soil response. Indeed, there exist 
very few, if any, well documented case studies where topography effects are illustrated for 
strong ground motion. In absence of such well documented case histories, well 
instrumented and carefully conducted physical model testing provides a useful alternative 
to gain insight into issues related to topographic amplification. Review of the available 
literature suggests that such physical model studies are quite limited. 
This paper discusses the topographic amplification observed in the shaking table 
and centrifuge tests, which were carried out with the primary objective of investigating the 
mechanism of deformation in cohesive and unsaturated granular soil. The objectives of the 
present chapter are the followings: 
1) To document topographic, site and apparent (total) amplification measured in the 
physical model tests 
2) To investigate the affect of ground motions characteristics (intensity, frequency 
content and duration) on the measured amplification in the physical model tests 
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3) To study the affect of slope inclination on topographic amplification 
4) To document, if any, the difference in the patterns of topographic amplification in 
cohesive and granular materials 
5) To consider topographic amplification in the context of amplification definitions 
developed by others (Ashford 2002) to what trends, if any, exist in the physical 
modeling test data 
6) To compare the rends from these studies with those presented by others (mainly 
from numerical modeling) for steeper slopes (i.e. slopes in excess of 45 degrees) 
6.2 Observed Topographic Amplification 
The January 17, 1994 Northridge earthquake (Mw=6.7) generated one of the 
highest strong motion accelerations ever recorded on a strong motion instrument in 
Tarzana, California, at a site operated by the California Strong Motion Instrumentation 
Program (CSMIP). This site is located about 6 kxn south of the epicenter on a crest of 
Tarzana Hill. The record shows repeated acceleration over lg for 7 to 8 seconds, with a 
peak horizontal acceleration of about 1.8g (Figure 7.1). (Shakal et al. 1994). This site also 
recorded peak acceleration during the 1987 Whittier Narrows earthquake that was a factor 
of 10 times higher than that observed at other sites at similar distances (Shakal et al. 1988). 
This unusually high peak ground motion at Tarzana attracted a significant attention from 
both seismologists and engineers. 
Similarly, approximately 22,000 landslides were triggered in the Taiwan Central 
Range during the 09/21/1999 Chi-Chi earthquake (Mw=7.6). However, their spatial 
distribution was quite uneven, with some drainage basins being devastated by failures 
whilst others were essentially unaffected. An explanation for this may be topographic 
amplification, in which certain geomorphological configurations increase local ground 
accelerations, eventually triggering failure in otherwise stable slopes. An investigation 
(Sergio et al 2002) was carried out to assess topographic amplification effects along a 10 
km section of the Tachia Valley in central Taiwan. The site consists of a deeply incised 
gorge with high rock slopes, composed of interbedded strong sandstones and slates. 
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Several rockslides occurred here, but preliminary slope stability analyses estimated that the 
required acceleration for the initiation of movement in these slopes was about two to three 
times the peak ground acceleration measured in a free-field strong motion station located 
nearby, suggesting that topographic amplification may have been an important factor. 
Furthermore, the crowns of the landslides are close either to the top of the ridges or slope 
breaks, where the topographic effect is believed to be greater. 
Likewise, in 1976 Guatemala earthquake, landslides were observed to be 
concentrated on one side of a ridge and not on the other side, and in the 1989 Loma Prieta 
earthquake spurs from ridges were observed to experience massive failures, while nearby 
cliffs appeared unaffected (Hartzell at al. (1994)). As mentioned before, in the 1994 
Northridge earthquake, damage were observed to be concentrated within one slope height 
of the crest of coastal bluffs perpendicular to the wave travel path. 
6.3 Previous Research Activities 
Although topography plays some role in amplifying ground motions, researchers 
have found difficulty in quantifying the contributions of topographic amplification to 
ground motions at the crest. This was partly due to the lack of understanding that what 
fraction of the amplification results from surface topography and what fraction of the 
amplification is contributed by the 1D response of the soil column located at a distance 
behind the crest of the slope. Observations of apparent topographic amplification have led 
to empirical, numerical and physical modeling of this phenomenon. 
6.3.1 Analytical Studies 
Recording from temporary accelerometers placed on and along the slopes and 
ridges after the mainshock or records from permanent arrays placed to monitor micro-
tremors have served as the basis for empirical studies of topographic amplification. This 
has led to a number of low intensity ground recordings of slope response. Unfortunately, 
there exist very few large magnitude recordings for which soil nonlinearity may be 
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important. Pederson et al. (1994) used a dense array of seismographs to monitor the 
response of a ridge in France to micro-tremors (M=1.2 to 2.0). They computed spectral 
ratios of up to 4.5 for recordings at the ridge crest and about half way up the 25-degree 
slope. Hartzell et al (1994) used a dense array of portable seismographs to measure the 
response of 100m high ridge to several aftershocks (M=1.7 to 2.3) of the 1989 Loma Prieta 
Earthquake. They found that 1 to 3 Hz motions at the crest were 1.5 to 4 times greater that 
those at the base. They concluded that site amplification accounted for some of the total 
amplification between the base and crest, and noted the difficulties of distinguishing 
between topographic and site amplification when studying array recordings. 
6.3.2 Numerical Studies 
Prompted by the extensive landslides generated during the 1964 Alaskan 
earthquake, Idriss and Seed (1967) conducted a parametric study on the response of 27 
degree clay slopes and later a 45 degree slope, using triangular viscoelastic finite elements 
to model the slopes on rigid foundations. When considering the N/S component of the 18 
May 1940 Elcentro seismogram, the authors found that the magnitude of the peak surface 
acceleration was in all cases greater at the crest of the slope than at points lower on the 
slope. However, when comparing the peak acceleration at the crest to that at some distance 
behind the crest, they found that while in some cases the acceleration at the crest was much 
greater, in other cases these was little difference between the response at the crest and the 
response at some distance behind the crest. Vertical motions generated by the horizontal 
component of the base motion were greatest near the crest of the slope; however, the 
vertical component of the base motion had little effect on the horizontal shear stresses 
within the embankment. Their results suggest that the natural period of the soil column 
behind the crest of the slope was responsible for much more amplification of the input 
motion than the slope geometry itself. 
Another numerical study of the effect of simple topography on seismic response 
was carried out by Boore (1972) using finite difference method. Subsequent studies on the 
effect of topography were conducted using finite elements (Smith 1975), boundary 
methods and discrete wave-number methods. Geli et al. (1988) reviewed these and found 
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that all of the studies in essence considered the analysis of an isolated two-dimensional 
ridge on the surface of homogeneous half-space and that all yielded consistent results: (1) 
the amplification of accelerations of no more than 2 at the crest, peaking when the wave 
length is about equal to the ridge width, and (2) varying amount of amplification and 
attenuation along the surface of the slope from the crest to the base. However, these results 
considerably underestimate amplifications observed in the field, which mostly ranges from 
2 to 10, and up to as much as 30. Geli et al (1998) then analyzed a more detailed model 
configuration using a layered profile and introduced nearby ridge effects and they arrived 
at the conclusion similar to those of previous researchers. In addition, their study found 
that neighboring ridges may have greater effect on site response than layering and 
concluded that future models should be able to analyze SV and surface waves and three-
dimensional geologic configurations. 
May (1980) studied the effect of horizontally propagating SH and Love waves on 
vertical scraps in a half-space and layer over a half-space using the finite-element method. 
He found that reflection off the scrap face played a large role in the response and that the 
effect of the scrap could be related to the ratio of slope height H and the wave-length of the 
motion under consideration. He also performed tests using an instrumented granite block to 
validate his numerical model and found a good comparison between the two models. 
Sitar and Cough (1983) used an equivalent linear, two-dimensional finite-element 
model to analyze the seismic response of steep slopes in weakly cemented sands and found 
that accelerations tended to be amplified in the vicinity of the slope face. Their results 
show up to a 70% amplification at the crest of the slope as compared to the free field 
behind the crest. However, in contrast to Geli et al (1988), their study show that these 
topographic effects tended to be small relative to the amplifications that occurs in the free 
field due to site amplifications. 
Ashford and Sitar (1997a) analyze the effect of inclined shear waves on the seismic 
response of a steep bluff using generalized consistent transmitting boundaries. The results 
of the frequency-domain analysis of a stepped half-space subjected to incident shear waves 
inclined from 0 degree to 30 degree show that the motion at the crest of the slope is 
amplified for waves traveling into the slope and attenuated for waves traveling away from 
the slope, as compared to the motion in the free field behind the crest of the slope. They 
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found that these amplifications can be as much as twice that observed for vertically 
propagating waves. They also performed a time-domain analysis of bluffs at Seacliff State 
Beach, California, to estimate the effect of topography using realistic conditions, taking 
into account wave inclination and site effects. The analysis of the site shows that although 
topographic amplification does in fact nearly double the amplitude of the motion in some 
cases, this amplification is offset by reduced site amplification and by wave splitting at 
material interfaces. Thus, the actual peak acceleration occurring at the crest of the slope 
changes little with incident angle as compared to the amplification of the free-field motion 
and actually decreases in many cases. Though a more general study was recommended, 
they suggested that wave orientation and inclination substantially increase topographic 
amplification; however, it may be adequate to only account for vertically propagating 
waves for site response and slope stability analyses where only the magnitude of 
acceleration is considered. 
Ashford et al (1997b) performed a frequency-domain parametric study using 
generalized consistent transmitting boundaries to evaluate the significance of topographic 
effects on the seismic response of steep slopes. The results show that the peak 
amplification of motion at the crest of a slope occurs at a normalized frequency Hlk = 0.2, 
where H is the slope height and k is the wavelength of the motion. The importance of the 
natural site frequency was illustrated by the analysis of a stepped layer over a half-space. It 
was found that the natural frequency of the region behind the crest can dominate the 
response, relative to the topographic effect, for the conditions studied. Moreover, the effect 
of topography can be handled separately from the amplification due to the natural 
frequency of the deposit behind the crest of the slope. They conclude that this concept of 
separating the amplification caused by topography from that caused by the natural 
frequency is advantageous to the development of a simplified method to estimate 
topographic effects. 
Ashford and Sitar (2002) presented a simplified method for assessing the seismic 
stability of steep slopes composed of weakly cemented granular soils, utilizing average 
seismic coefficients to account for the effect of topography. The steep topography of these 
slopes makes them particularly susceptible to amplification of seismic waves, and the 
brittle nature of these materials make deformation based stability analyses inappropriate. 
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The suggested procedure was based on a review of field and laboratory observations, as 
well as analyses carried out using generalized consistent transmitting boundaries. The 
results of the analyses indicated that the amplification due to the soil column in the free 
field behind the crest dominates the response. The amplification due to topography, on the 
other hand, showed little variability, and is on the order of 50%. 
6.3.3 Physical Model Studies 
There has been little research that investigates topographic amplification through 
physical modeling. Madbushi et al (2002) presented some centrifuge test results carried out 
to investigate the seismic stability of the steep slopes of granular materials. The 
acceleration time histories recorded within the slope confirmed that there was significant 
amplification of the bedrock accelerations as the stress waves propagate through the 
slopes. The dynamic centrifuge data also reveal that different constituent driving 
frequencies present in the bedrock acceleration may be amplified to different degrees. The 
proximity of natural frequency of the slope to one or more of the constituent frequencies of 
the bed rock motion can lead to this behavior. Amplification contours for different 
earthquakes of increasing magnitude and duration confirm that the crest of the slope 
perceives the peak amplification. Also the amplification recorded in the slopes appears to 
reduce with increase in the magnitude of the earthquake for the model tested. 
In a somewhat similar study, Yu and Lee (2002) investigated topographic 
amplification of soft ground through centrifuge model studies. The models were prepared 
using Singapore marine clay, which is a kaolin-rich soft clay with small shell fragments. 
Their study suggest that for a given soft clay thickness, the amplification of earthquake 
shaking decreases with increasing earthquake intensity. These may be attributed to the 
decrease in stiffness and increase in material damping as the earthquake amplitude 
increases. 
6.3.4 Summary of Previous Research 
The foregoing discussion presents the fact that investigation of topographic 
amplification and associated phenomena has been centre of many recent research efforts. 
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While the results of these studies often differ, and at times contradicting to each other, the 
general findings of all these suggests that :(1) amplification of ground motion parameter 
(acceleration, Arias intensity) is generally observed at slope and ridge crest (2) slope 
inclination, geology, incident motions characteristics (frequency content, duration) affect 
the degree of topographic amplification (3) motion on slope face may be amplified or 
attenuated (4) total amplification at the crest may be a combined contribution of 
topography and site effects, estimation of individual contribution is a major research issue 
at present time (5) inclination of incident shear wave has effect on topographic 
amplification 
6.4 Observations during Two Physical Model Test 
Model response during two of the physical model tests were reviewed with respect 
to topographic amplification phenomenon. The centrifuge and shaking table tests reported 
here were performed using the low intensity sine sweep motions. These low intensity 
motions do not significantly degrade the stiffness of the soil and, as such, the observed 
amplification would be solely due to surface topography. However, the models response at 
higher intensity would be provided at a later section 
6.4.1 Centrifuge Test - Sine Sweep (0.5 - 4Hz) Motion at 0.058g 
Figure 6.2 presents the contours of peak ground acceleration (PGA) recorded 
during the centrifuge test for the 0.058 g sine sweep input motion (Motion no. 3 in Table 
3.2). The contour intervals indicate higher PGA values at locations between the toe and 
crest on the 30 degrees slope (left hand side (LHS) of the model) when compared to the 
PGA values at the same elevations along the 25 degree slope. The maximum PGA 
(0.105g) is recorded at the top of the model near its middle location. The contour intervals 
show that the PGA on the 30 degree crest is between 0.10 to 0.105 g and for the 25-degree 
crest, PGA value ranges from 0.085 to 0.09 g. The higher magnitude of PGA at the steeper 
of the two slopes is very likely a consequence of surface topography. 
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Figure 6.3 shows the recorded acceleration time histories for selected accelerometer 
located at various locations of the model. The acceleration time histories indicate that the 
base motion (A12) is amplified at all accelerometers locations along the top of the model 
and at its mid-height. Comparison of the acceleration time histories recorded at 
accelerometers A3, A6 and A8 confirms the trend in the data presented in Figure 6.2. The 
PGA at accelerometers A6 (0.106 g), located at the top mid location of the model, is 
marginally higher than the PGA recorded at the 30 degree crest (0.0943g) by the 
accelerometers A3. The PGA recorded at accelerometer A8 (0.083g) is the lowest among 
these three accelerometer (A6, A3 and A8). The higher PGA recorded at the top middle 
location of the model suggests that site amplification is more dominant than the 
topographic amplification for this motion and at this location. 
Variation of Arias intensity, PGA and significant duration across the length of the 
model is presented in Figure 6.4. The recorded PGA values increase from the toe of the 30 
degree slope located approximately 8 m from the left hand side (LHS) boundary of the 
model. The increasing magnitude trend in PGA continues until for a distance of 31 m from 
the LHS boundary of the model and beyond that, the PGA value starts to decrease. The 
variation of Arias intensity across the length of the model shows similar trends as those 
observed for the PGA. The pattern of significant duration is erratic in a sense that the 
higher magnitude of duration at a distance of 8m from the LHS boundary of the model is 
not clear. Apart from this anomaly, the peak values of PGA, Arias intensity and significant 
duration occurred at distance of 31.5 m away from the LHS boundary of the model. 
Figure 6.5 shows a surface plot of amplification as defined with respect to spectral 
ratio. The spectral ratio is defined as the spectral acceleration (for 5% damping) at any 
accelerometer divided by the spectral acceleration at A12. The horizontal axes on the plot 
are frequency and distance from the left hand side boundary of the model. The vertical axis 
is the spectral ratio. The plot indicates that frequencies between 4 Hz and 8 Hz were 
amplified along the entire length of the model. For the distance between the LHS and RHS 
boundary of the model and the toe of the slopes, the amplification (spectral ratio value) is 
almost constant. The spectral ratio value than gradually increases for the distance between 
the toe and crest of the slopes, with the increase being marginally higher along the 30 
degree slope. The highest spectral ratio is recorded at the top middle location of the slope. 
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6.4.2 Shaking Table Test - Sine Sweep (3 - 8 Hz) Motion at 0.09 g 
Peak ground acceleration contours for the shaking table test with a sine sweep input 
motion (3-8 Hz with a PGA of 0.09g) are presented in Figure 6.6, which suggest a 
concentration of high PGA at the crest of the 45 degree slope. The contour interval pattern 
indicates that the PGA at the 45 degree crest is approximately 0.8g and the PGA at the top 
middle location of the model and at the crest of 25 degree slope ranges from 0.75g to 0.8g. 
The distribution of PGA along the length (distance between slope toe and crest) of the two 
slopes appeared to be similar. This is due to the fact that the PGA contours for the shaking 
table test were developed from a fewer accelerometers than the PGA contours reported in 
Figure 6.2. The available channels of the data acquisition system used in the shaking table 
test could only accommodate seven accelerometers as compared to twenty accelerometers 
used in the centrifuge test. Therefore, the PGA contours developed from these limited 
number of accelerometers shows less variation along the length of the slope where there 
were no accelerometers located at the intermediate height between the toe and crest of the 
slope. However, the accelerometers at the crest and toes of the two slopes were 
strategically placed so that topographic amplification could be identified. 
Figure 6.7 presents the recorded acceleration time histories for accelerometers 
located at different locations on the shaking table model. All three accelerometers located 
at model top showed amplification of the base motion (accelerometer A5), whereas the 
acceleration time histories recorded at the toe of the slopes were similar to the base motion. 
The PGA recorded at the 45 degree crest (accelerometer A4) was 0.815g, which was 
higher than the PGA (0.78g) recorded at the top middle location of the model (A3) and at 
the crest of the 25 degree slope (0.77g, A2). These values concur with the trend in the 
PGA contours reported in Fig. 6.6, where a higher concentration of acceleration was 
observed at the crest of the 45 degree slope. 
Distribution of PGA, Arias intensity and significant duration across the length of 
the model is presented in Figure 6.8. The PGA variation indicates a linear increase of PGA 
along the length (the distance between the toe and crest of the slopes) of the two slopes, the 
increase being higher along the 45 degree slope. At the model top PGA gradually increases 
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from the crest of the 25 degree slope to the 45 degree crest. The Arias intensity distribution 
indicates a linear increase of Arias intensity along the length of the 45 degree slope, 
whereas for the other side of the model, this linear increase is observed between the 25 
degree slope toe and embankment top. The peak of the PGA and Arias intensity values are 
coincident at the crest of the 45 degree slope, conforming higher amplification on the 
steeper crest resulting from surface topography. The distribution of significant duration is 
also erratic for the shaking table model, the reasons for which are not clear. 
Figure 6.9 presents variation of amplification with respect to distance and 
frequency as a surface plot. The amplification is shown using spectral ratio which was 
defined as the ratio of spectral acceleration at any accelerometer and the spectral 
acceleration at accelerometer A5. The horizontal axes on the plot are frequency and 
distance from the left hand side boundary of the model. The vertical axis is the spectral 
ratio. The amplification between frequencies 0.5 to 3.5 Hz within the distance of 0 to 15 m 
from the left hand side boundary (LHS) of the model is associated with interpolation bias. 
As mentioned previously, shaking table tests were carried out with seven accelerometers. 
The closest two accelerometers from the LHS boundary of the model was located at a 
distance of 9 m and 23 m. This large difference in distance produces some error from 
interpolation of the data and produces the erroneous amplification within frequencies 0.5 to 
3.5 Hz at the front part of the model (till to a distance of 23m from the LHS boundary of 
the model). However the locations of the accelerometers within the slope were strategic to 
document the observed amplification. The plot indicates that frequencies between 4.5 Hz 
and 7 Hz were amplified within the embankment geometry of the model. The highest 
spectral ratio value was noted at the crest of the 45 degree slope, which was followed by a 
lesser magnitude at the mid location of the model and at the crest of the 25 degree slope. 
The figure further suggest that frequencies between 8 Hz and 32 Hz also showed some 
amplification (lesser magnitude compare to the amplification observed between 
frequencies 4.5 Hz and 7 Hz) within the embankment geometry of the model. The trend of 
highest spectral ratio at the 45 degree crest is also observed for these frequencies. 
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These observations suggest that the amplification observed during these two 
physical model tests principally resulted from surface topography, as amplification due to 
soil nonlinearity does not typically occur at this low intensity of the input motion. 
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6.5 Observed Amplification in Physical Model Test Series 
Having considered topographic amplification in two of the individual model tests, 
it is useful to consider the full test series to assess the consistency of the trends discussed 
above. 
Ashford (2002) presented definition of amplification with respect to measured 
ground motion parameters during strong shaking. A similar definition scheme is adopted 
herein to present the trends in observed amplification in the physical model tests. Figure 
6.10 presents a typical ID slope. Three measures of amplification are computed, 
"topographic amplification," i.e., the amplification of the free-field motion at the crest 
relative to that in the middle of the embankment; "site amplification," i.e., the 
amplification of the soil column at the middle location of the model relative to that at the 
base of the model, and "apparent amplification," i.e., the amplification of the motion 
between the base and the crest of the model.. Mathematically, these parameters are 
obtained as follows: 
Topographic amplification: 
. _ amax ~ Qffc 
affc 
Site amplification: 
^ _ affc ~ abase 
abast 
Apparent amplification: 
A _ max base 
abase 
Simplifying the equations above yields: 
Aa=(l + A,)(l + As)~l 
where 
am„ maximum free-field acceleration at the crest 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
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maximum free-field acceleration behind the crest (middle of 
embankment) 
input motion in the physical model test 
Thus, Eq. 6.4 confirms that the apparent amplification is completely described by 
the site amplification and the topographic amplification. The apparent amplification is the 
parameter commonly noted in field studies of topographic effects following earthquakes, 
and it does not separate out the amplification due to the differences in the soil column 
between the crest and toe of the slope. In the proposed definitions, the topographic and site 
amplification are treated separately in an attempt to determine the individual contributions 
of the different factors. 
Two ground motion parameters (PGA and Aries intensity) were used in defining 
the observed amplification in the physical model tests using the above definitions. 
6.5.1 Observed Amplification in the Shaking Table Test Series 
Figure 6.11(a) and 6.11(b) presents amplification (topographic, site and apparent) 
along the 25 degree and 45 degree slope of the shaking table model for the entire test series 
(i.e., for 27 individual tests). The amplification was defined using Arias intensity. Figure 
6.12(a) and 6.12(b) shows the amplification along these two slopes with amplification 
defined using the PGA. Although the PGA definition shows a different pattern (magnitude 
and shape) than that obtained using the Arias intensity, the amplifications observed in both 
the series have similar characteristics. The significant findings are: 
1) For the 25 degree slope, site amplification was higher than apparent amplification 
for all the tests. With the exception of test 8, site and apparent amplification were 
almost equal on the 45 degree slope for all the tests. A higher apparent 
amplification at the steeper slopes was probably caused by the surface topography. 
2) Significant amplification was observed during motion 8, which was a 6 Hz sine 
pulse with a peak acceleration of 0.14g. This could be due to the resonance of the 
model. Site amplification was significantly higher than apparent amplification on 
the 25 degree slope, whereas on the 45 degree slope apparent amplification was 
•ffc 
base 
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marginally higher than site amplification. A higher contribution of apparent 
amplification on the steeper slope could be attributed to surface topography. 
3) Other than motion 6 and 23, the contribution from topographic amplification is 
negligible for all the tests. Motion 6 and 23, which were 10Hz sine pulses, showed 
noticeable topographic amplification. 
6.5.2 Observed Amplification in the Centrifuge Test Series 
Observed amplifications during the centrifuge test series are presented in Fig. 
6.13(a) and (b). Figure 6.13(a) shows amplification along the 30 degree slope and Fig. 
6.13(b) presents the same for the 25 degree slope. These amplifications were defined using 
Arias intensity. Amplifications were also computed using the peak ground acceleration 
(PGA). Figure 6.14(a) shows the amplification on the 30 degree slope and Figure 6.14(b) 
presents the amplification on the 45 degree slope using the PGA definition. Like the 
shaking table test series, the pattern of amplification defined by PGA and Arias intensity is 
different for centrifuge test series also. However, the characteristics of observed 
amplification in both the data series are similar. The significant findings with respect to 
amplification are 
1) For the 30 degree slope, apparent and site amplification were equal for most of the 
test, although site amplification was marginally higher than apparent amplification 
from test 20 to 26. Along the 25 degree slope, other than the intermediate test from 
4 to 13, site amplification was significantly higher than apparent amplification. 
Similar to shaking table tests, a higher contribution of apparent amplification on the 
steeper slope is attributed to surface topography. 
2) Considering the definition using the Arias intensity (Figure 6.13(a) and 6.13(b)), 
three different amplification pattern was observed in the test series. These were 
between test 1 to 3, 4 to 13 and from 13 to 26. 
3) For the 25 degree slope, from test 1 to 3 site amplification was significantly higher 
than apparent amplification. These two amplifications remained almost equal from 
test 4 to 13 and thereafter site amplification again became higher than the apparent 
amplification. 
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4) For the 30 degree slope, site amplification was marginally higher than apparent 
amplification from test 1 to 3. From test 4 to 13 these two amplifications remained 
equal and beyond that site amplification was marginally higher than apparent 
amplification. A higher presence of apparent amplification on the steeper slope for 
the entire test series was caused by the surface topography. 
5) From test 1 to 3 the model material (Nevada sand #120) was at a relatively loose 
state. Settlement during the intermediate motions caused the model to densify. 
Therefore, during the final motions, the model material was at the relatively 
densified state. For the 25 degree slope, site amplification was significantly higher 
than apparent amplification for both the loose and dense state of the model. For the 
45 degree slope, at the loose and dense state of the model site amplification is 
marginally higher than apparent amplification, which again confirmed the affect of 
surface topography. 
6) Significantly higher amplification was observed in test 6, 9, 12 and 18 in both the 
PGA and Arias intensity defined amplification. These motions were 2.66Hz sine 
pulses at various intensities. Some marginal topographic amplification was 
observed in the test using 2Hz sine pulses at different intensities (test 5,8, 11 and 
17) 
6.6 Conclusion 
Topographic amplification remains a debated issue in geotechnical earthquake 
engineering. This chapter presented empirical evidence of topographic amplification from 
a physical model perspective. Shaking table and centrifuge tests series were analyzed to 
study observed amplification during these tests. Topographic amplification was defined as 
the amplification at the slope crest as compared to the free-field motion at the top middle 
location of the model behind the crest, rather than comparing the crest motion to the base 
motion. Using this definition, the effect of the soil column could be factored out. The 
following conclusions may be drawn from the findings of this chapter: 
1) For both the shaking table and centrifuge tests, site amplification appeared to be 
significant along the gentle slopes, whereas apparent amplification was significant 
along the steeper slope. The higher occurrences of apparent amplification is due to 
difference in surface topography between the two slopes 
2) The contribution from topographic amplification was minimal for both the test 
series. The possible explanation is that the model configuration was mostly two 
dimensional and was not wide enough to capture the ID response of a soil column 
located behind the crest of the slope. 
3) Apparent amplification was consistently higher at the steeper crest of the two 
slopes for all the tests (centrifuge and shaking table). The higher apparent 
amplification is attributed to amplification due to surface topography 
4) Higher amplification was observed for both shaking table and centrifuge tests 
performed using monochromatic sine pulses when compared to the model response 
to frequency rich sweep and recorded ground motions. 
5) Ground motion parameters such as PGA and Arias intensity might be used for 
defining various amplification. Since duration of strong shaking is incorporated in 
the Arias intensity calculation it might be a superior ground motion parameter for 
defining amplification. 
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Chapter 7: Conclusions 
7.1 Summary of Research Activities 
Earthquake-induced ground displacements resulting from distributed 
deformations in soils have been observed in numerous earthquakes. For unsaturated 
granular material, distributed deformations result from contractive volumetric strain, 
which is commonly termed seismic compression. Distributed deformations in cohesive 
soil occurred from cyclic straining. The research presented herein employed a physical 
model based experimental study, along with parallel numerical simulation of the physical 
model tests, to investigate the mechanisms of distributed deformation is soil. In addition, 
topographic amplification is also investigated from the physical model perspective. 
The Drexel University E. E. Cruz Shaking Table research facility was developed, 
installed and calibrated as part of this research. An in-house scheme for interfacing the 
instrumentation with the data acquisition system was developed. The calibrated shaking 
table was used to test small scale laboratory-built cohesive slopes using model clay (a 
saturated mixture of kaolinite and bentonite) within a rigid Plexiglas container. The 
model slopes were subjected to a suite of ground motions comprised of both synthetic 
and real earthquake motions that varied in frequency, duration and amplitude. The first 
shaking table experiment was conducted as a trial test to gain insight into the 
experimental device and to help design the subsequent production experiment, which 
was analyzed in detail. The second table test employed a model with significant different 
slope inclinations (25 degree on the left hand side and 45 degree on the right hand side of 
the model) to investigate the effect of slope gradient and static shear stress on distributed 
deformation. The computer code FLAC was used to simulate this shaking table model 
response for two tests with significantly different amplitudes and frequency 
characteristics: a sine sweep motion (peak acceleration = 0.19g) and a recorded motion 
(Redwood City station, Loma Prieta earthquake, peak acceleration = 0.66g). A plasticity 
based soil model with a Mohr-Coulomb failure criterion and post-peak softening was 
used to simulate the model's dynamic and deformation response. 
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The other phase of the research investigated the mechanisms of seismically 
induced deformations in granular slope using a centrifuge with a focus on assessing 
deformations resulting from seismic compression. The centrifuge test was carried out at 
the Rensselaer Polytechnic Institute (RPI) located in Troy, NY. Nevada sand #120 was 
used in building the model embankment, which had a side slope inclinations of 30 degree 
and 25 degree. The model was subjected to a variety of ground motions (both synthetic 
and recorded) covering a spectrum of frequencies, durations and amplitudes. The 
centrifuge test was numerically simulated using FLAC. A soil model (FINN model) 
capable of capturing the model response and both shearing and volumetric compression 
of unsaturated granular material was calibrated to the centrifuge test. 
While not the principle focus of this research, the experimental database 
developed here provides a unique opportunity to consider the effects of topography on 
dynamic response. The dynamic response of one shaking table and one centrifuge test 
were considered in detail. The trends in observed amplification (both site and 
topographic) during the physical model test series was also evaluated. 
7.2 Conclusions 
7.2.1 Mechanisms of deformation in granular slope 
The centrifuge test provided unique insight into the mechanisms of deformation in 
granular slopes. The significant findings from this phase of study are summarized below: 
1) Seismically induced deformations in slopes comprised of unsaturated granular 
soil occur principally from seismic compression. This observation pertains to the 
range of centrifuge test conditions considered in this study (e.g. slope geometry; 
amplitude, frequency and duration of input motions). Shearing was not observed 
in any of the individual tests. This observation contrasts the commonly held 
assumption that deformation occurs along a single, well defined shear surface. 
2) The most significant factor that affects settlement resulting from seismic 
compression is relative density. . The observed settlement was also found to be 
dependent on the characteristics of the ground motion. A low amplitude ground 
motion with a frequency equal to the fundamental frequency of the slope resulted 
in higher settlement than a motion with significantly higher amplitude but a 
frequency content that did not match the resonant frequency of the slope. 
3) A back analysis of the accelerometer data using a second order approximation of 
shear strain indicated that seismic compression was most prevalent in zones of 
experiencing high shear strains. 
4) The current state-of-the-practice for estimating ground deformation resulting from 
seismic compression involves a decoupled (two-step) procedure that has several 
limitations: (a) it provides an index of settlement but does not capture the spatial 
variation of deformations within the soil mass (b) does not capture the "physics" 
of the volume change correctly, and (c) it uses simplified relationships between an 
earthquake ground motion and equivalent number of cycles of motion. The fully 
coupled procedure (FINN model, described below) developed in this research 
addresses these limitations. 
5) The calibrated FINN model, originally developed to predict liquefaction, captures 
the volumetric response of unsaturated granular soil subjected seismic loading. 
Numerical simulation of cyclic simple shear tests provides the basis for estimating 
volumetric constants of the FINN model. Cyclic simple shear tests should be 
performed at relative density representative of the insitu value. The simulation 
should capture the shear strain magnitude anticipated in the field due to seismic 
loading. 
6) The observed response during the centrifuge test was well predicted by the 
calibrated FINN model. The numerical simulation captures the dynamic and 
deformation response of the model for the two significantly different tests 
simulated. The well matched FLAC predictions for the low amplitude sine sweep 
and high amplitude real earthquake motion indicate that the FINN model is robust 
enough to capture settlement resulting from dynamic loading from a wide range 
of ground motions. 
7) This one step procedure provides a direct and efficient tool to account for seismic 
compression in the design of earth structure. 
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8) For the conditions considered in this study, the commonly used sliding block 
procedure (e.g. Newmark 1965) did not capture the observed mechanisms of 
deformation and may significantly underestimate the observed settlement. The 
pseudostatic failure surface reflects an erroneous failure mechanism. 
9) Measurable amount seismic compression-induced deformations occur for even 
very dense soils subjected to ground shaking. 
7.2.2 Mechanisms of deformation in Cohesive Slopes 
Shaking table tests of small scale slopes provided insight into the mechanisms of 
seismically induced deformation in cohesive slopes. The key findings from this phase 
of study include: 
1) The observed deformations in the shaking table tests consisted of both of 
distributed and localized deformation. During the low amplitude motions, 
deformation is mostly distributed thorough out the model. Continued testing with 
motions of increasing amplitude brought the model clay strength to its residual 
value and causes shear surfaces to develop. Localized displacement during the 
final motions occurred along these shearing surfaces. 
2) The deformation patterns on the two slopes are different. On the 25 degree slopes, 
deformation is largely distributed close to the slope crest, whereas close to the toe 
it is more localized. Distributed deformation is observed along the entire height of 
the 45 degree slope. 
3) The higher prevalence of distributed deformation on the steeper slope is attributed 
to higher static stress in this part of the model. The additional strain resulting from 
relatively small displacement during dynamic loading caused the static strain, 
which is already at a higher value due to the steepness of the slope, to exceed the 
threshold shear strain (Vucetic, 1994). These relatively small magnitude 
displacements occur in a distributed fashion. 
4) On the shallow slope (25 degree), the static shear stresses are low and the soil 
mass is more stable compared to the steep side. Thus the displacements arising 
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from successive input motions resulted in shear strains that were relatively small. 
Significant displacement was required to cause shear strains to exceed the 
threshold strain values and cause permanent deformation. 
5) The shaking table model response during a low amplitude sine sweep and a high 
amplitude recorded ground motion was numerically simulated using FLAC. The 
FLAC simulation using the strain softening model captures well the deformation 
response of the shaking table model during the two tests simulated. The dynamic 
response predicted by FLAC for the low amplitude sweep provides an excellent 
match with the shaking table measurements, whereas for the Redwood City 
motion the match is only fair. 
6) The calibrated FLAC model provides further insight into the deformation 
mechanism and confirmed the observation of distributed and localized 
deformation during the physical model tests. The shear strain contours and 
deformed grid suggest that deformations occurred in a distributed pattern during 
the low amplitude motions. During the high amplitude final motions used in the 
test, the shear strain contours suggest development of shear surfaces along which 
displacements occurred in localized manner. 
7) Newmark (1965) sliding block displacement for the two slopes during the two 
motions provided a reasonable match for the displacement along the 45 degree 
slope (Redwood City motion, peak acceleration = 0.66g), for which localized 
deformation occurred. This suggests that the sliding block method is best suited 
for failure conditions involving large deformations. Displacements during the sine 
sweep motion were observed below the yield acceleration in the physical model 
testing and corresponding numerical simulation. The sliding block analysis gave 
zero displacement for this motion, which indicates that this procedure may not be 
applicable for cases where distributed deformation is the significant mechanism of 
deformation. 
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7.2.3 Topographic Amplification 
Topographic amplification of the input ground motion was observed during the 
physical model test series. Analyses of topographic amplification yield several findings: 
Amplification of base motion was observed along the top of each embankment, 
including the crests. A framework which separates the one dimensional site amplification 
from the amplification due to surface topography was presented. Apparent amplification, 
which is the amplification of the base motion at the slope crest relative to the base 
motion, is defined such that it is the combination of site and topographic amplification. 
Apparent amplification at the crest occurs almost entirely as a result of site amplification; 
the contribution of topographic amplification is negligible for most of the cases. Apparent 
amplification was consistently higher at the steeper crest of the two slopes for all the tests 
(centrifuge and shaking table). The higher apparent amplification is attributed to steeper 
surface topography. Higher amplification (apparent and site) is observed for the single 
sine frequency pulses compared to the frequency rich sweeps or recorded motion. 
7.3 Recommendations for Future Research 
The research has identified a number of aspects that warrant additional research, 
including: 
1) Centrifuge tests using granular soil with varying fines contents to investigate the 
affect of fines on the seismic compression of granular soil 
2) Performing additional numerical analyses with hysteric damping to mimic the 
stiffness and damping of the insitu soil. 
3) Performing numerical analysis with the calibrated models to document the 
influence of different types of ground motions (synthetic and recorded) and 
ground motion parameters (amplitude, frequency and duration). Additional 
numerical analyses to asses the variation of surface topography on distributed 
deformations. 
4) Performing physical model tests on ID model to study the influence of ID site 
response due to topographic amplification 
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Appendix A: Data Report 
Centrifuge Test 
Data Reduction 
The data reported in this section are from the instruments used in the centrifuge 
test. The data is presented in prototype scale using the scaling law presented in Table 3.2. 
The data presented is unfiltered and was reduced using MATLAB. 
The arias intensity (la) for different accelerometer was calculated by numerically 
integrating the acceleration time history using the following Eq. 
^■S o 
The significant duration was calculated based on the time interval between the 
points at which 5% and 95% of the total energy has been recorded. 
For LVDT located at model top, positive movement indicates settlement. For 
LVDT on the slope, positive movement indicates upslope movement and negative 
movement means down slope movement. 
Accelerometers are placed facing the front of the model as positive direction. 
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Centrifuge model geometry and instrumentation (prototype scale) 
Instrumentation Name X(m) Y(m) Z(m) 
Accelerometers 
A1 9 4.5 13.5 
A2 16.5 9.75 13.5 
A3 24 14.25 13.5 
A4 30 14.25 8.25 
A5 30.75 14.25 20.25 
A6 31.5 14.25 13.5 
A7 33.75 14.25 13.5 
A8 37.5 14.25 13.5 
A9 47.25 9.75 13.5 
A10 56.25 5.25 13.5 
A11 24 1.5 8.25 
A12 30.75 1.5 8.25 
A13 37.5 1.5 8.25 
A14 24 8.25 20.25 
A15 30.75 8.25 20.25 
A16 37.5 8.25 20.25 
A17 26.25 5.25 13.5 
A18 33.75 5.25 13.5 
A19 4.5 2.25 8.25 
A20 62.25 2.25 20.25 
LVDT 
P1 3 4.5 8.25 
P2 7.5 5.25 13.5 
P3 12.75 8.25 20.25 
P4 17.25 11.25 8.25 
P5 24.75 15 8.25 
P6 30 15 20.25 
P7 33.75 15 8.25 
P8 36.75 15 13.5 
P9 45.75 11.25 20.25 
P10 51.75 8.25 8.25 
P11 58.5 5.25 13.5 
P12 63 4.5 20.25 
Details of the Ground Motions used in the Centrifuge Tests 
No. Motion 
Amplitude 
(g) 
Frequency 
(Hz) 
Arias Intensity 
Ia (m/sec) 
Sig. Duration 
D5.95 (sec) 
Mean Period 
(sec) 
Mean Frequency 
(Hz) 
1 Sine sweep 0.004 0.4-4 0.001 43.80 0.55 2.66 
2 Sine sweep 0.017 0.4-4 0.009 22.02 0.60 1.99 
3 Sine sweep 0.058 0.4-4 0.120 17.60 0.63 1.98 
4 Sine 0.070 1.33 0.218 7.07 0.76 1.32 
5 Sine 0.061 2.00 0.169 7.90 0.49 2.02 
6 Sine 0.081 2.66 0.239 6.18 0.37 2.91 
7 Sine 0.107 1.33 0.742 8.70 0.73 1.48 
8 Sine 0.102 2.00 0.539 8.77 0.50 2.11 
9 Sine 0.107 2.66 0.271 7.17 0.35 3.27 
10 Sine 0.208 1.33 1.769 11.42 0.61 2.48 
11 Sine 0.147 2.00 1.088 10.50 0.43 3.58 
12 Sine 0.203 2.66 0.571 7.32 0.27 5.83 
13 Redwood City 0.096 1.27 0.281 14.775 0.95 1.15 
14 Redwood City 0.213 1.27 1.869 26.85 0.87 1.568 
15 Redwood City 0.246 1.27 2.586 27.45 0.81 2.05 
Details of the Ground Motions used in the Centrifuge Tests (contd.) 
No. Motion 
Amplitude 
(g) 
Frequency 
(Hz) 
Arias Intensity 
Ia (m/sec) 
Sig. Duration 
D5.95 (sec) 
Mean Period 
(sec) 
Mean Frequency 
(Hz) 
16 Sine 0.401 1.33 5.258 24.20 0.51 3.94 
17 Sine 0.362 2.00 3.626 22.32 0.31 6.90 
18 Sine 0.399 2.66 2.061 16.45 0.17 9.65 
19 Redwood City 0.279 1.27 3.316 28.47 0.75 2.95 
20 Sweep 0.287 0.4-4 3.458 21.70 0.32 6.00 
21 Sweep 0.375 0.4-4 3.986 21.65 0.29 7.01 
22 Sweep 0.375 0.4-4 3.986 21.65 0.29 7.01 
23 Sweep 0.461 0.4-4 4.350 21.52 0.28 7.57 
24 Redwood City 0.261 1.27 3.232 28.07 0.76 2.62 
25 Redwood City 0.425 1.27 3.790 28.60 0.71 3.70 
26 Redwood City 0.366 1.27 4.051 28.85 0.68 3.96 
Peak Ground Accelerations (g) for Different Accelerometers in the Centrifuge Tests 
No. Motion Shaker Al A2 A3 A4 A5 A6 A8 
1 Sine sweep 0.004 0.005 0.007 0.018 0.020 0.012 0.018 0.015 
2 Sine sweep 0.017 0.017 0.023 0.040 0.055 0.032 0.040 0.034 
3 Sine sweep 0.058 0.055 0.071 0.094 0.142 0.087 0.106 0.083 
4 Sine 0.070 0.070 0.101 0.119 0.120 0.095 0.113 0.116 
5 Sine 0.061 0.077 0.107 0.131 0.128 0.119 0.115 0.122 
6 Sine 0.081 0.151 0.171 0.266 0.258 0.216 0.274 0.282 
7 Sine 0.107 0.129 0.171 0.221 0.242 0.223 0.220 0.211 
8 Sine 0.102 0.163 0.218 0.259 0.243 0.212 0.218 0.214 
9 Sine 0.107 0.187 0.195 0.321 0.313 0.272 0.307 0.333 
10 Sine 0.208 0.281 0.248 0.282 0.301 0.345 0.286 0.277 
11 Sine 0.147 0.339 0.278 0.305 0.291 0.304 0.277 0.257 
12 Sine 0.203 0.336 0.245 0.413 0.385 0.392 0.378 0.414 
13 Redwood City 0.096 0.111 0.144 0.161 0.161 0.159 0.165 0.150 
14 Redwood City 0.213 0.312 0.268 0.358 0.359 0.315 0.353 0.316 
15 Redwood City 0.246 0.365 0.317 0.381 0.381 0.358 0.363 0.340 
16 Sine 0.401 0.436 0.316 0.351 0.369 0.432 0.345 0.345 
17 Sine 0.362 0.506 0.343 0.322 0.321 0.382 0.286 0.286 
18 Sine 0.399 0.555 0.342 0.519 0.464 0.466 0.488 0.492 
19 Redwood City 0.279 0.490 0.342 0.413 0.420 0.407 0.387 0.415 
20 Sweep 0.287 0.438 0.361 0.491 0.504 0.446 0.476 0.530 
21 Sweep 0.375 0.504 0.388 0.455 0.530 0.455 0.507 0.526 
22 Sweep 0.375 0.504 0.388 0.455 0.530 0.455 0.507 0.526 
23 Sweep 0.461 0.547 0.396 0.528 0.542 0.457 0.479 0.458 
24 Redwood City 0.261 0.407 0.342 0.435 0.445 0.422 0.420 0.396 
25 Redwood City 0.425 0.648 0.383 0.445 0.447 0.437 0.426 0.406 
26 Redwood City 0.366 0.523 0.385 0.464 0.470 0.450 0.448 0.412 
Peak Ground Accelerations (g) for Different Accelerometers in the Centrifuge Tests 
(contd.) 
No. Motion Shaker A9 A10 All A12 A13 A14 A15 
1 Sine sweep 0.004 0.009 0.006 0.005 0.005 0.006 0.006 0.006 
2 Sine sweep 0.017 0.024 0.021 0.019 0.019 0.019 0.020 0.021 
3 Sine sweep 0.058 0.083 0.068 0.063 0.063 0.064 0.065 0.068 
4 Sine 0.070 0.113 0.085 0.082 0.080 0.083 0.081 0.083 
5 Sine 0.061 0.117 0.086 0.078 0.076 0.077 0.087 0.090 
6 Sine 0.081 0.204 0.131 0.114 0.108 0.114 0.126 0.127 
7 Sine 0.107 0.188 0.138 0.115 0.116 0.119 0.161 0.174 
8 Sine 0.102 0.216 0.145 0.128 0.130 0.127 0.169 0.180 
9 Sine 0.107 0.247 0.157 0.115 0.111 0.113 0.170 0.175 
10 Sine 0.208 0.280 0.263 0.205 0.214 0.179 0.297 0.298 
11 Sine 0.147 0.303 0.272 0.194 0.194 0.163 0.234 0.266 
12 Sine 0.203 0.298 0.248 0.203 0.226 0.163 0.293 0.322 
13 Redwood City 0.096 0.141 0.127 0.113 0.110 0.114 0.126 0.126 
14 Redwood City 0.213 0.325 0.290 0.229 0.229 0.186 0.283 0.301 
15 Redwood City 0.246 0.364 0.292 0.244 0.255 0.198 0.432 0.386 
16 Sine 0.401 0.364 0.397 0.366 0.364 0.272 0.435 0.424 
17 Sine 0.362 0.386 0.372 0.327 0.305 0.244 0.413 0.432 
18 Sine 0.399 0.372 0.319 0.322 0.287 0.195 0.387 0.423 
19 Redwood City 0.279 0.370 0.380 0.330 0.368 0.299 0.415 0.435 
20 Sweep 0.287 0.376 0.318 0.272 0.255 0.216 0.408 0.451 
21 Sweep 0.375 0.378 0.388 0.313 0.324 0.255 0.446 0.505 
22 Sweep 0.375 0.378 0.388 0.313 0.324 0.255 0.446 0.505 
23 Sweep 0.461 0.386 0.411 0.387 0.325 0.280 0.508 0.476 
24 Redwood City 0.261 0.351 0.336 0.260 0.268 0.229 0.463 0.461 
25 Redwood City 0.425 0.402 0.367 0.421 0.410 0.301 0.472 0.446 
26 Redwood City 0.366 0.396 0.408 0.335 0.334 0.255 0.492 0.467 
Peak Ground Accelerations (g) for Different Accelerometers in the Centrifuge Tests 
(contd.) 
No. Motion Shaker A16 A17 A18 A19 A20 
1 Sine sweep 0.004 0.006 0.006 0.006 0.005 0.005 
2 Sine sweep 0.017 0.023 0.020 0.020 0.018 0.019 
3 Sine sweep 0.058 0.071 0.065 0.067 0.060 0.060 
4 Sine 0.070 0.089 0.083 0.086 0.079 0.076 
5 Sine 0.061 0.097 0.081 0.082 0.073 0.070 
6 Sine 0.081 0.140 0.118 0.119 0.113 0.104 
7 Sine 0.107 0.168 0.124 0.125 0.123 0.120 
8 Sine 0.102 0.186 0.136 0.141 0.123 0.122 
9 Sine 0.107 0.169 0.130 0.135 0.120 0.114 
10 Sine 0.208 0.294 0.232 0.223 0.226 0.240 
11 Sine 0.147 0.289 0.255 0.229 0.269 0.167 
12 Sine 0.203 0.269 0.279 0.265 0.218 0.176 
13 Redwood City 0.096 0.135 0.119 0.122 0.104 0.105 
14 Redwood City 0.213 0.292 0.240 0.228 0.262 0.213 
15 Redwood City 0.246 0.345 0.361 0.328 0.310 0.233 
16 Sine 0.401 0.399 0.367 0.328 0.369 0.305 
17 Sine 0.362 0.359 0.395 0.333 0.446 0.242 
18 Sine 0.399 0.347 0.395 0.322 0.361 0.224 
19 Redwood City 0.279 0.427 0.424 0.406 0.345 0.331 
20 Sweep 0.287 0.392 0.350 0.330 0.343 0.263 
21 Sweep 0.375 0.394 0.439 0.369 0.388 0.304 
22 Sweep 0.375 0.394 0.439 0.369 0.388 0.304 
23 Sweep 0.461 0.415 0.435 0.363 0.444 0.330 
24 Redwood City 0.261 0.416 0.449 0.388 0.386 0.272 
25 Redwood City 0.425 0.392 0.414 0.393 0.478 0.339 
26 Redwood City 0.366 0.376 0.421 0.367 0.426 0.281 
Arias Intensity (m/sec) for Different Accelerometers in the Centrifuge Tests 
Nos. Motion Shaker Al A2 A3 A4 A5 A6 A8 
1 Sine sweep 0.003 0.003 0.005 0.013 0.017 0.008 0.012 0.010 
2 Sine sweep 0.011 0.013 0.029 0.076 0.117 0.053 0.079 0.059 
3 Sine sweep 0.122 0.187 0.344 0.866 1.295 0.665 0.949 0.693 
4 Sine 0.219 0.206 0.339 0.414 0.428 0.356 0.403 0.363 
5 Sine 0.171 0.218 0.467 0.633 0.659 0.525 0.636 0.552 
6 Sine 0.240 0.535 1.357 2.889 3.164 2.021 2.840 2.773 
7 Sine 0.743 0.732 1.233 1.706 2.161 1.676 1.703 1.501 
8 Sine 0.540 0.761 1.655 2.346 2.375 1.892 2.324 2.036 
9 Sine 0.272 0.664 1.918 4.374 4.895 2.852 4.375 4.396 
10 Sine 1.769 2.159 2.842 3.824 4.673 4.454 4.171 3.765 
11 Sine 1.088 2.219 3.197 4.700 4.718 3.681 4.561 4.073 
12 Sine 0.573 1.445 2.921 6.475 7.158 4.507 6.435 6.496 
13 Redwood City 0.281 0.260 0.412 0.484 0.525 0.446 0.486 0.445 
14 Redwood City 1.867 2.137 3.404 5.171 6.375 4.580 5.426 4.679 
15 Redwood City 2.583 3.326 4.938 7.618 9.278 6.885 8.003 6.996 
16 Sine 5.254 7.043 7.536 10.753 13.850 12.340 12.513 11.206 
17 Sine 3.624 8.119 7.594 9.901 10.013 8.396 9.599 8.602 
18 Sine 2.060 5.377 7.853 13.739 15.140 10.535 13.929 13.322 
19 Redwood City 3.313 5.030 6.848 11.458 13.846 10.274 12.082 10.542 
20 Sweep 3.457 8.974 8.322 16.830 17.340 16.212 17.684 14.962 
21 Sweep 3.983 9.841 8.608 17.345 18.066 16.575 18.197 15.611 
22 Sweep 4.335 10.158 8.796 17.933 18.516 17.256 18.661 16.022 
23 Sweep 4.347 10.097 8.710 18.130 18.869 17.587 18.962 16.131 
24 Redwood City 3.229 4.589 6.674 10.883 12.896 10.779 12.273 10.627 
25 Redwood City 3.787 5.605 7.555 12.482 14.634 12.577 14.112 12.153 
26 Redwood City 4.047 5.874 7.867 13.205 15.420 13.241 14.811 12.858 
Arias Intensity (m/sec) for Different Accelerometers in the Centrifuge Tests (contd.) 
Nos. Motion Shaker A9 A10 All A12 A13 A14 
1 Sine sweep 0.003 0.005 0.003 0.003 0.003 0.003 0.003 
2 Sine sweep 0.011 0.032 0.016 0.013 0.014 0.014 0.019 
3 Sine sweep 0.122 0.424 0.203 0.158 0.153 0.157 0.248 
4 Sine 0.219 0.356 0.276 0.253 0.248 0.247 0.287 
5 Sine 0.171 0.511 0.295 0.256 0.243 0.253 0.320 
6 Sine 0.240 1.797 0.671 0.504 0.449 0.535 0.616 
7 Sine 0.743 1.315 0.965 0.871 0.851 0.851 1.079 
8 Sine 0.540 1.865 0.995 0.843 0.801 0.836 1.078 
9 Sine 0.272 2.752 0.829 0.589 0.530 0.648 0.863 
10 Sine 1.769 3.112 2.357 1.888 1.869 1.772 2.691 
11 Sine 1.088 3.718 2.261 1.641 1.549 1.537 2.147 
12 Sine 0.573 4.162 1.524 1.011 0.948 0.974 1.509 
13 Redwood City 0.281 0.436 0.352 0.331 0.323 0.328 0.355 
14 Redwood City 1.867 3.844 2.568 2.263 2.194 2.225 2.740 
15 Redwood City 2.583 5.643 3.711 3.125 3.029 3.022 4.078 
16 Sine 5.254 8.658 7.153 5.332 5.335 4.680 7.894 
17 Sine 3.624 8.368 7.366 4.654 4.446 3.939 6.462 
18 Sine 2.060 9.165 4.708 2.811 2.728 2.432 4.738 
19 Redwood City 3.313 7.770 5.034 3.955 3.898 3.752 5.560 
20 Sweep 3.457 8.330 5.927 3.188 3.068 2.434 8.419 
21 Sweep 3.983 8.446 6.359 3.622 3.516 2.684 8.884 
22 Sweep 4.335 8.576 6.500 3.861 3.604 2.728 8.795 
23 Sweep 4.347 8.506 6.572 3.751 3.585 2.735 8.818 
24 Redwood City 3.229 7.553 4.826 3.840 3.763 3.681 5.486 
25 Redwood City 3.787 8.631 5.548 4.390 4.300 4.073 6.264 
26 Redwood City 4.047 9.043 5.787 4.569 4.433 4.201 6.604 
Arias Intensity (m/sec) for Different Accelerometers in the Centrifuge Tests (contd.) 
Nos. Motion Shaker A15 A16 A17 A18 A19 A20 
1 Sine sweep 0.003 0.004 0.004 0.004 0.003 0.003 0.003 
2 Sine sweep 0.011 0.021 0.024 0.016 0.016 0.012 0.013 
3 Sine sweep 0.122 0.237 0.271 0.181 0.188 0.143 0.143 
4 Sine 0.219 0.295 0.305 0.270 0.275 0.232 0.237 
5 Sine 0.171 0.337 0.369 0.294 0.309 0.225 0.206 
6 Sine 0.240 0.676 0.789 0.612 0.632 0.396 0.350 
7 Sine 0.743 1.123 1.143 0.928 0.948 0.808 0.819 
8 Sine 0.540 1.135 1.258 0.979 1.022 0.741 0.663 
9 Sine 0.272 0.980 1.140 0.806 0.827 0.457 0.391 
10 Sine 1.769 2.773 2.733 2.089 2.077 1.934 1.973 
11 Sine 1.088 2.368 2.506 2.029 2.038 1.643 1.280 
12 Sine 0.573 1.812 1.886 1.442 1.453 0.749 0.667 
13 Redwood City 0.281 0.367 0.377 0.345 0.354 0.303 0.304 
14 Redwood City 1.867 2.811 2.932 2.422 2.489 2.127 2.100 
15 Redwood City 2.583 4.166 4.263 3.440 3.507 3.017 2.925 
16 Sine 5.254 8.190 7.483 5.765 5.597 5.730 5.488 
17 Sine 3.624 7.038 6.539 5.854 5.602 5.289 3.612 
18 Sine 2.060 5.655 5.202 4.557 4.352 2.438 1.915 
19 Redwood City 3.313 5.712 5.734 4.593 4.603 4.033 3.772 
20 Sweep 3.457 8.055 7.327 4.343 4.122 4.300 4.325 
21 Sweep 3.983 8.635 7.656 4.815 4.440 4.921 4.537 
22 Sweep 4.335 8.719 7.832 4.825 4.503 4.948 4.589 
23 Sweep 4.347 8.712 7.701 4.922 4.493 5.027 4.613 
24 Redwood City 3.229 5.692 5.641 4.472 4.517 3.892 3.690 
25 Redwood City 3.787 6.511 6.415 4.940 5.001 4.520 4.103 
26 Redwood City 4.047 6.859 6.748 5.160 5.200 4.829 4.252 
Significant Duration (D5.95, sec) for Different Accelerometers in the Centrifuge Tests 
No Motion Shaker Al A2 A3 A4 A5 A6 A8 
1 Sine sweep 137.69 134.54 130.24 103.52 104.90 120.63 112.61 120.15 
2 Sine sweep 113.96 101.22 97.63 50.67 21.30 72.03 57.92 88.49 
3 Sine sweep 19.48 22.78 21.90 21.38 19.11 22.48 22.30 21.95 
4 Sine 7.34 7.37 7.64 7.27 7.24 7.34 7.37 7.62 
5 Sine 8.32 8.02 7.47 7.44 7.07 7.39 7.24 7.44 
6 Sine 6.39 6.19 7.07 6.34 6.37 6.64 6.39 6.52 
7 Sine 8.72 8.72 8.62 8.44 8.17 8.22 8.29 8.52 
8 Sine 8.89 8.59 8.07 7.99 7.82 8.02 7.84 7.94 
9 Sine 7.37 6.97 7.57 6.79 6.74 7.12 6.89 6.79 
10 Sine 11.44 10.86 11.54 11.54 11.14 10.86 11.36 11.11 
11 Sine 10.51 9.47 10.01 9.89 9.79 9.97 9.82 9.89 
12 Sine 7.44 7.29 8.59 7.89 7.89 7.89 7.99 7.87 
13 Redwood City 14.76 15.28 15.46 15.08 14.21 15.08 14.64 15.66 
14 Redwood City 26.82 26.60 26.80 25.12 24.73 25.72 25.07 25.27 
15 Redwood City 27.42 26.90 27.62 27.25 27.05 27.57 27.25 27.20 
16 Sine 24.18 22.70 24.95 24.48 24.13 23.83 24.38 24.38 
17 Sine 22.30 20.28 23.00 23.20 23.03 23.33 23.30 23.35 
18 Sine 16.51 16.53 20.28 19.78 19.88 19.71 19.71 19.86 
19 Redwood City 28.45 27.92 28.72 28.40 27.92 28.45 28.35 28.27 
20 Sweep 21.70 21.33 21.90 21.60 19.31 20.70 21.45 20.75 
21 Sweep 21.63 21.35 22.48 22.15 19.61 20.65 21.63 20.98 
22 Sweep 21.48 21.53 22.65 22.28 19.83 20.85 21.68 20.98 
23 Sweep 21.50 21.68 22.70 22.53 20.13 21.03 21.88 21.13 
24 Redwood City 28.05 27.67 28.22 27.70 27.40 27.70 27.65 27.65 
25 Redwood City 28.57 28.40 28.95 28.75 28.72 28.57 28.70 28.72 
26 Redwood City 28.82 28.55 29.20 28.85 28.92 28.97 28.85 28.82 
Significant Duration (D5.95, sec) for Different Accelerometers in the Centrifuge Tests 
(contd.) 
No Motion Shaker A9 A10 All A12 A13 A14 
1 Sine sweep 137.69 120.90 134.29 133.94 135.66 134.37 129.32 
2 Sine sweep 113.96 70.70 107.12 100.90 121.05 102.47 100.70 
3 Sine sweep 19.48 21.93 22.28 14.01 15.78 12.21 22.18 
4 Sine 7.34 7.32 7.32 7.24 7.34 7.24 7.32 
5 Sine 8.32 7.27 7.57 7.59 7.82 7.67 7.52 
6 Sine 6.39 6.97 7.02 7.12 7.17 7.32 7.47 
7 Sine 8.72 8.64 8.69 8.69 8.72 8.74 8.62 
8 Sine 8.89 8.02 8.49 8.52 8.54 8.47 8.34 
9 Sine 7.37 7.32 7.72 8.09 8.09 8.14 7.92 
10 Sine 11.44 11.51 11.31 11.59 11.59 11.69 11.06 
11 Sine 10.51 9.99 10.01 10.34 10.34 10.56 10.24 
12 Sine 7.44 8.34 8.29 8.74 8.59 9.14 8.52 
13 Redwood City 14.76 14.99 14.04 14.01 14.09 14.01 14.94 
14 Redwood City 26.82 26.40 26.85 27.00 27.00 27.02 26.72 
15 Redwood City 27.42 27.65 27.57 27.90 27.87 28.07 27.35 
16 Sine 24.18 24.70 23.98 24.90 24.63 25.27 24.03 
17 Sine 22.30 23.40 21.75 23.05 23.03 23.75 22.28 
18 Sine 16.51 20.68 19.31 20.43 20.13 21.93 19.36 
19 Redwood City 28.45 28.67 28.65 29.02 28.95 29.15 28.45 
20 Sweep 21.70 18.91 21.95 20.88 20.03 20.60 21.48 
21 Sweep 21.63 19.68 21.93 20.93 19.98 20.75 21.63 
22 Sweep 21.48 20.08 21.85 20.93 20.13 20.93 21.68 
23 Sweep 21.50 20.50 21.93 21.18 20.48 21.03 21.75 
24 Redwood City 28.05 28.20 28.42 28.62 28.60 28.75 27.92 
25 Redwood City 28.57 28.80 28.77 29.17 29.15 29.30 28.65 
26 Redwood City 28.82 29.02 29.15 29.37 29.37 29.50 28.90 
Significant Duration (D5.95, sec) for Different Accelerometers in the Centrifuge Tests 
(contd.) 
No Motion Shaker A15 A16 A17 A18 A19 A20 
1 Sine sweep 137.69 129.94 134.29 129.50 135.46 132.74 135.06 
2 Sine sweep 113.96 105.07 121.40 106.09 105.22 106.44 110.59 
3 Sine sweep 19.48 20.83 21.90 14.26 14.04 18.63 20.85 
4 Sine 7.34 7.34 7.34 7.42 7.34 7.29 7.32 
5 Sine 8.32 7.69 7.72 7.69 7.84 7.79 7.84 
6 Sine 6.39 7.29 7.44 7.17 7.22 7.07 6.54 
7 Sine 8.72 8.59 8.64 8.72 8.72 8.69 8.69 
8 Sine 8.89 8.34 8.32 8.59 8.49 8.67 8.77 
9 Sine 7.37 7.77 7.92 7.79 7.97 7.97 7.52 
10 Sine 11.44 11.06 11.24 11.54 11.59 11.41 11.41 
11 Sine 10.51 10.11 10.21 10.21 10.26 10.16 10.54 
12 Sine 7.44 8.27 8.64 8.52 8.69 8.77 8.09 
13 Redwood City 14.76 14.86 13.94 14.89 14.01 13.99 14.69 
14 Redwood City 26.82 26.80 26.82 26.97 26.95 26.82 26.80 
15 Redwood City 27.42 27.45 27.50 27.72 27.85 27.52 27.47 
16 Sine 24.18 24.03 24.58 24.80 25.07 24.20 24.45 
17 Sine 22.30 22.20 23.03 22.55 23.03 21.95 23.23 
18 Sine 16.51 19.11 20.35 19.63 20.08 19.51 18.98 
19 Redwood City 28.45 28.47 28.52 28.72 28.87 28.60 28.55 
20 Sweep 21.70 21.20 21.70 20.45 21.05 21.98 21.98 
21 Sweep 21.63 21.20 21.90 20.50 21.10 22.15 22.13 
22 Sweep 21.48 21.35 21.95 20.83 21.20 22.30 22.20 
23 Sweep 21.50 21.45 22.05 20.98 21.18 22.15 22.13 
24 Redwood City 28.05 28.07 28.37 28.47 28.52 28.25 28.17 
25 Redwood City 28.57 28.72 28.87 29.17 29.20 28.80 28.92 
26 Redwood City 28.82 29.00 29.20 29.30 29.35 29.00 29.12 
