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a b s t r a c t
Given a set S and a positive integer k, a binary structure is a function B : (S×S)\{(x, x); x ∈
S} −→ {1, . . . , k}. The set S is denoted by V (B) and the integer k is denoted by rk(B). With
each subset X of V (B) associate the binary substructure B[X] of B induced by X defined
by B[X](x, y) = B(x, y) for any x ≠ y ∈ X . A subset X of V (B) is a clan of B if for any
x, y ∈ X and v ∈ V (B) \ X , B(x, v) = B(y, v) and B(v, x) = B(v, y). A subset X of V (B) is a
hyperclan of B if X is a clan of B satisfying: for every clan Y of B, if X ∩Y ≠ ∅, then X ⊆ Y or
Y ⊆ X . With each binary structure B associate the familyΠ(B) of the maximal proper and
nonempty hyperclans under inclusion of B. The decomposition tree of a binary structure
B is constituted by the hyperclans X of B such that Π(B[X]) ≠ ∅ and by the elements
of Π(B[X]). Given binary structures B and C such that rk(B) = rk(C), the lexicographic
product B⌊C⌋ of C by B is defined on V (B) × V (C) as follows. For any (x, y) ≠ (x′, y′) ∈
V (B) × V (C), B⌊C⌋((x, x′), (y, y′)) = B(x, y) if x ≠ y and B⌊C⌋((x, x′), (y, y′)) = C(x′, y′)
if x = y. The decomposition tree of the lexicographic product B⌊C⌋ is described from the
decomposition trees of B and C .
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Given a set S and a positive integer k, a binary structure is a function B : (S × S) \ {(x, x); x ∈ S} −→ {1, . . . , k}. The
set S is called the vertex set of B and is denoted by V (B). The integer k is called the rank of B and is denoted by rk(B). The
notion of binary structure extends the notions of graph, digraph and multigraph. For example, a graph G = (V (G), E(G)) is
identified with the binary structure BG of rank 2 defined on V (BG) = V (G) as follows. Given x ≠ y ∈ V (BG), BG(x, y) = 1
if {x, y} ∈ E(G) and BG(x, y) = 2 if {x, y} ∉ E(G). Given a binary structure B, associate with each subset X of V (B) the
binary substructure B[X] of B induced by X defined by B[X](x, y) = B(x, y) for any x ≠ y ∈ X . Notice that V (B[X]) = X and
rk(B[X]) = rk(B). For convenience, given X ( V (B), B[V (B) \ X] is also denoted by B− X and by B− xwhen X = {x}. With
each binary structure B associate its dual B⋆ defined on V (B⋆) = V (B) by B⋆(x, y) = B(y, x) for x ≠ y ∈ V (B⋆). Notice that
rk(B⋆) = rk(B). Given binary structures B and C such that rk(B) = rk(C), a bijection f : V (B) −→ V (C) is an isomorphism
from B onto C if B(u, v) = C(f (u), f (v)) for any u ≠ v ∈ V (B).
Given a binary structure B, a subset X of V (B) is a clan [3] of B if for any x, y ∈ X and v ∈ V (B) \ X , B(x, v) = B(y, v)
and B(v, x) = B(v, y). For instance, ∅, V (B) and {x}, x ∈ V (B), are clans of B called trivial clans of B. Clearly B and B⋆ share
the same clans. A clan of a graph is usually called amodule [12]. A binary structure is primitive [3] if all its clans are trivial. A
primitive graph is usually called prime [2]. Given a binary structure B, a subset X of V (B) is a hyperclan (or a prime clan [3])
of B if X is a clan of B satisfying: for every clan Y of B, if X ∩ Y ≠ ∅, then X ⊆ Y or Y ⊆ X . Notice that the trivial clans of B
are hyperclans of B. With each binary structure B associate the familyH(B) of the hyperclans of B. Then consider the family
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Π(B) of the maximal elements of H(B) \ {∅, V (B)} under inclusion. A hyperclan X of B is a limit of B if Π(B[X]) = ∅. We
denote byL(B) the family of the limits of B. For example, notice that ∅ ∈ L(B) and {x} ∈ L(B) for x ∈ V (B).
Given a partial order O, a vertex x of O is minimal if there does not exist y ∈ V (O) such that y<O x. A partial order O is a
tree if it is connected and if for each v ∈ V (O), O[{v} ∪ {u ∈ V (O) : v <O u}] is a linear order. With each binary structure B,
associate the family
D(B) =

X∈H(B)\L(B)
{X} ∪Π(B[X]).
The setD(B) ordered by inclusion, denoted by (D(B),(), is a tree classically called the decomposition tree of B [1,10,8].
As shown by the following example, the classic decomposition tree does not contain all the singletons. Let Λ be the usual
linear order on the set Z of the integers. We consider the extension Λ of Λ to Z ∪ {−∞} defined by −∞ < n modulo Λ
for every n ∈ Z. Then consider the graph G defined on Z ∪ {−∞} as follows. For any u ≠ v ∈ Z ∪ {−∞}, {u, v} ∈ E(G) if
max(u, v) is even. For every n ∈ Z, set n ↓= {−∞, n} ∪ {m ∈ Z : m < n}. We have H(G) \ L(G) = {n ↓: n ∈ Z} and
Π(G[n ↓]) = {(n− 1) ↓, {n}} for each n ∈ Z. Thus
D(G) = {n ↓: n ∈ Z} ∪ {{n} : n ∈ Z}.
Therefore {−∞} ∉ D(G). For convenience, we need all the singletons in the decomposition tree. Given a binary structure
B, set D(B) = D(B) ∪ {{x} : x ∈ V (B)}.
Clearly (D(B),() is a tree as well. In what follows, it will be taken as the decomposition tree of B. Obviously D(B) = D(B)
when B is finite.
Given two binary structures B and C such that rk(B) = rk(C), the lexicographic product B⌊C⌋ of C by B is defined on
V (B⌊C⌋) = V (B)× V (C) as follows. For any (x, y) ≠ (x′, y′) ∈ V (B)× V (C),
B⌊C⌋((x, x′), (y, y′)) =

B(x, y) if x ≠ y,
C(x′, y′) if x = y.
Notice that rk(B⌊C⌋) = rk(B) = rk(C). Our purpose is to describe the decomposition tree of the lexicographic product
B⌊C⌋ from the decomposition trees of B and of C . This should be useful to study the binary structures’ idempotent under the
lexicographic product, that is, the infinite binary structures B such that B⌊B⌋ is isomorphic to B. Sabidussi [11] introduced
a construction to obtain graphs idempotent under the lexicographic product. We describe his construction as applied for
binary structures. Consider a linear order L defined on a set V (L) and a binary structure B with |V (B)| ≥ 2. Choose a vertex
of B and denote it by 0. Denote by V (L)V (B) the family of the functions f : V (L) −→ V (B) such that {q ∈ V (L) : f (q) ≠ 0}
is finite. The binary structure LB is defined on V (L)V (B) as follows: given f ≠ g ∈V (L) V (B), (LB)(f , g) = B(f (s), g(s))where s
denotes the smallest element of {q ∈ V (L) : f (q) ≠ g(q)} in the linear order L. Notice that rk(LB) = rk(B). For a linear order
L and a binary structure B, we obtain that (LB)⌊LB⌋ is isomorphic to 2⌊L⌋B where 2 denotes the usual linear order on {0, 1}.
Consequently the binary structure LB is idempotent under the lexicographic product if 2⌊L⌋ is isomorphic to L. For instance,
consider the usual linear order on the set of rational numbers which is denoted by Q as well. We have 2⌊Q⌋ is isomorphic
to Q and hence QB is idempotent under the lexicographic product for every binary structure B such that |V (B)| ≥ 2. In fact,
these binary structures are the only known binary structures idempotent under the lexicographic product. We hope that
our structural study will permit a complete characterization of such binary structures. The decomposition tree of the graphs
idempotent under the lexicographic product, obtained by the above construction, is entirely described in [5].
Let B and C be two binary structures such that rk(B) = rk(C). The following two facts arise from our study. First, consider
a clanW of B⌊C⌋. Although {x ∈ V (B) : ∃x′ ∈ V (C), (x, x′) ∈ W } is a clan of B, {x′ ∈ V (C) : ∃x ∈ V (B), (x, x′) ∈ W } is not
always a clan of C . We characterize the clansW of B⌊C⌋ such that {x′ ∈ V (C) : ∃x ∈ V (B), (x, x′) ∈ W } is not a clan of C (see
Corollary 14). Second, considerW ⊆ V (B)×V (C) such that |{x ∈ V (B) : ∃x′ ∈ V (C), (x, x′) ∈ W }| ≥ 2.We show thatW is a
hyperclan of B⌊C⌋ if and only ifW = {x ∈ V (B) : ∃x′ ∈ V (C), (x, x′) ∈ W }×V (C) and {x ∈ V (B) : ∃x′ ∈ V (C), (x, x′) ∈ W }
is a hyperclan of B (see Lemma 15 and Proposition 16). On the other hand, {x} × V (C) is not always a hyperclan of B⌊C⌋
for x ∈ V (B). The notion of a locally isolated vertex (see Section 3) allows us to analyze this situation (see Theorem 17).
The second fact induces the main difficulty in decomposing D(B⌊C⌋) into a lexicographical sum over D(B) (see Eq. (1) in
Section 6.2) which constitutes our principal result.
2. Connectivities and clan decomposition
2.1. Constant and linear binary structures
A binary structure B is {i}-constant, where i ∈ {1, . . . , rk(B)}, or simply constant, if B(x, y) = i for any x ≠ y ∈ V (B).
Let B be a binary structure. Given X ( V (B), y ∈ V (B) \ X and i ∈ {1, . . . , rk(B)}, B(y, X) = imeans B(y, x) = i for each
x ∈ X . Similarly B(X, y) = imeans B(x, y) = i for each x ∈ X . Given X ( V (B) and y ∈ V (B) \ X , y ∼ X means that there are
i, j ∈ {1, . . . , rk(B)} such that B(y, X) = i and B(X, y) = j. So a subset X of V (B) is a clan of B if y ∼ X for each y ∈ V (B) \ X .
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Given X, Y ( V (B), with X ∩ Y = ∅, and i ∈ {1, . . . , rk(B)}, B(X, Y ) = imeans B(x, y) = i for any x ∈ X and y ∈ Y . Given
x ≠ y ∈ V (B), (B(x, y), B(y, x)) is denoted by (x, y)B. Given X ( V (B) and y ∈ V (B) \ X , if y ∼ X , then (y, X)B denotes (y, x)B
where x ∈ X . Similarly, given X, Y ( V (B), with X ∩ Y = ∅, if B(X, Y ) and B(Y , X) exist, then (B(X, Y ), B(Y , X)) is denoted
by (X, Y )B.
A digraph D = (V (D), A(D)) is identified with the binary structure BD of rank 2 defined on V (BD) = V (D) by
(BD)−1({1}) = A(D). More generally consider k ≥ 2 and i ≠ j ∈ {1, . . . , k}. We associate with a digraph D the binary
structure Dk(i,j) of rank k defined on V (D
k
(i,j)) = V (D) as follows. Given x ≠ y ∈ V (Dk(i,j)), Dk(i,j)(x, y) = i if (x, y) ∈ A(D),
and Dk(i,j)(x, y) = j if (x, y) ∉ A(D). Clearly we have BD = D2(1,2). Given a digraph D, recall that its dual D⋆ is defined on
V (D⋆) = V (D) by: for any x ≠ y ∈ V (D⋆), (x, y) ∈ A(D⋆) if (y, x) ∈ A(D). It is easy to verify that B(D⋆) = (BD)⋆.
Given a binary structure B, consider i ≠ j ∈ {1, . . . , rk(B)}. We say that B is (i, j)-linear if there exists a linear order L
defined on V (L) = V (B) such that B = Lk(i,j). Since (L⋆)k(j,i) = Lk(i,j), B is (i, j)-linear if and only if B is (j, i)-linear. So we can say
that B is {i, j}-linear.
2.2. Connectivities
Given a binary structureB, consider i, j ∈ {1, . . . , rk(B)}.Wedefine onV (B) the equivalence relation(i,j) in the following
way. Given x, y ∈ V (B), x(i,j) y if either x = y or x ≠ y and there exist sequences x0, . . . , xn and y0, . . . , yp of vertices of B
satisfying
• x0 = x and xn = y;
• for 0 ≤ m ≤ n− 1, (xm, xm+1)B ≠ (i, j);
• y0 = y and yp = x;
• for 0 ≤ m ≤ p− 1, (ym, ym+1)B ≠ (i, j).
Notice that we do not need the second sequence y0, . . . , yp when i = j. Moreover, for 0 ≤ m ≤ n−1, (xm+1, xm)B ≠ (j, i)
and for 0 ≤ m ≤ p − 1, (ym+1, ym)B ≠ (j, i). By considering the sequences x = yp, . . . , y0 = y and y = xn, . . . , x0 = x,
we obtain x(j,i) y. Consequently, for any i, j ∈ {1, . . . , rk(B)} and x, y ∈ V (B), we have x(i,j) y if and only if x(j,i) y. The
equivalence classes of(i,j) are called the {i, j}-connected components of B. The family of the {i, j}-connected components of
B is denoted by C{i,j}(B). Notice that C{i,j}(B) = C{i,j}(B⋆). Lastly, the binary structure B is {i, j}-connected if it admits a unique
{i, j}-connected component, and we say that B is connected if B is {i, j}-connected for each i, j ∈ {1, . . . , rk(B)}. As shown by
the following lemma, the {i, j}-connected components of B are clans of B for any i, j ∈ {1, . . . , rk(B)}.
Lemma 1 (Ille [7]). Given a binary structure B, consider i, j ∈ {1, . . . , rk(B)}. Assume that B is not {i, j}-connected and consider
an {i, j}-connected component X of B. For each y ∈ V (B) \ X, (y, X)B = (i, j) or (j, i).
2.3. Clan decomposition
We recall the well-known properties of clans.
Proposition 2. Let B be a binary structure.
1. ∅, V (B) and {x}, x ∈ V (B), are clans of B.
2. Given W ⊆ V (B), X ∩W is a clan of B[W ] for every clan X of B.
3. Given a clan X of B, we have for every Y ⊆ X: Y is a clan of B[X] if and only if Y is a clan of B.
4. Given clans X and Y of B, we have
• X ∩ Y is a clan of B;
• if X ∩ Y ≠ ∅, then X ∪ Y is a clan of B;
• if X \ Y ≠ ∅, then Y \ X is a clan of B.
5. For any clans X and Y of B, if X ∩ Y = ∅, then there is i ∈ {1, . . . , rk(B)} such that B(X, Y ) = i.
The last assertion of Proposition 2 permits the following clan decomposition. Given a binary structure B, a partition of
V (B) is a clan partition (or a factorization [3]) of B if all its elements are clans of B. With such a partition P we associate
the quotient B/P of B by P defined on V (B/P) = P as follows. For any X ≠ Y ∈ P , (B/P)(X, Y ) = B(X, Y ). Notice that
rk(B/P) = rk(B).
Let B be a binary structure. Given i ≠ j ∈ {1, . . . , rk(B)}, we verify that an {i, j}-connected component of B is a hyperclan
of B. Consider an {i, j}-connected component X of B and a clan Y of B such that Y ∩ X ≠ ∅ and Y \ X ≠ ∅. Let y ∈ Y \ X .
By Lemma 1, (y, X)B = (i, j) or (j, i). By interchanging B and B⋆, assume that (y, X)B = (i, j). For a contradiction, suppose
that X \ Y ≠ ∅. We have (y, x)B = (i, j) for every x ∈ X \ Y . As Y is a clan of B, we obtain that (x, Y )B = (j, i) and hence
(x, X ∩ Y )B = (j, i) for each x ∈ X \ Y . Thus (X \ Y , X ∩ Y )B = (j, i) so that B[X]would not be {i, j}-connected. Consequently
X is a hyperclan of B. We recall the following properties of hyperclans. They are established in [3] for finite 2-structures and
hence for finite binary structures. The same proofs hold for infinite ones.
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Proposition 3 (Ehrenfeucht et al. [3]). Let B be a binary structure.
1. Let X be a hyperclan of B. Given Y ⊆ X, we have: Y is a hyperclan of B if and only if Y is a hyperclan of B[X].
2. Let X be a clan of B. Given Y ( X, we have: Y is a hyperclan of B if and only if Y is a hyperclan of B[X].
Remark 1. Let X be a hyperclan of a binary structure B. By Proposition 3, we haveH(B[X])\{∅, X} = {Y ∈ H(B) : ∅ ≠ Y (
X}. ConsequentlyΠ(B[X]) is the family of the maximal elements under inclusion of {Y ∈ H(B) : ∅ ≠ Y ( X}. In particular
Π(B[X]) ⊆ H(B). It follows that D(B) ⊆ H(B).
When V (B) is not a limit of the binary structure B, we obtain the following clan decomposition. It is well known for
finite graphs and posets [4,9]. For finite binary structures, see [7]. A close clan decomposition not using the connectivities is
obtained in [6] for infinite binary structures.
Theorem 4 (Gallai [4,7,9]). Given a binary structure B, Π(B) constitutes a clan partition of B when V (B) is not a limit of B.
Moreover, the following assertions hold.
• There is i ∈ {1, . . . , rk(B)} such that B is not {i}-connected if and only if Π(B) = C{i}(B) and B/Π(B) is {i}-constant.
• There are i ≠ j ∈ {1, . . . , rk(B)} such that B is not {i, j}-connected if and only if Π(B) = C{i,j}(B) and B/Π(B) is {i, j}-linear.
• B is connected and V (B) is not a limit of B if and only if |Π(B)| ≥ 3 and B/Π(B) is primitive.
Remark 2. The following are immediate consequences of Theorem 4. Let B be a nonconnected binary structure. First,
V (B) is not a limit of B. Second, there is a unique singleton or unordered pair ν(B) ⊆ {1, . . . , rk(B)} such that B is not
ν(B)-connected. The ν(B)-connected components of B are simply called the connected components of B and Cν(B)(B) is
denoted by C(B). ThusΠ(B) = C(B) by Theorem 4.
A nonconnected binary structure B possesses another relevant property: V (B) may be properly decomposed into two
clans of B. Let C ≠ D ∈ C(B). Consider the union X of C ′ ∈ C(B) \ {D} such that (C ′,D)B = (C,D)B. Clearly C ⊆ X and
D ⊆ V (B) \ X . It follows from Theorem 4 that (X, V (B) \ X)B = (C,D)B. Thus X and V (B) \ X are clans of B such that
{B(X, V (B) \ X), B(V (B) \ X, X)} = ν(B). Whence the following definition. Given a binary structure B, a subset X of V (B) is a
clancut of B if X and V (B)\X are clans of B. For example, ∅ and V (B) are clancuts of B, called trivial. Given a nontrivial clancut
X of B, (X, V (B)\X)B is also denoted by ⟨X⟩B. Notice that ⟨V (B)\X⟩B = ⟨X⟩B⋆ . For convenience {B(X, V (B)\X), B(V (B)\X, X)}
is denoted by≺ X ≻B. Conversely, consider a nontrivial clancut X of B. Clearly there does not exist a sequence x0, . . . , xn of
vertices of B satisfying x0 ∈ X , xn ∈ V (B)\X and (xm, xm+1)B ≠ ⟨X⟩B for 0 ≤ m ≤ n−1. Therefore B is not≺ X ≻B-connected.
Using Theorem 4, we obtain the following.
Corollary 5. Let B be a binary structure.
1. B is not connected if and only if B admits a nontrivial clancut.
2. If B is not connected, then ν(B) =≺ X ≻B for any nontrivial clancut X of B.
3. If V (B) is not a limit of B, then the three assertions below are equivalent
• B is connected;
• |Π(B)| ≥ 3 and B/Π(B) is primitive;
• all the clancuts of B are trivial.
Let B be a binary structure admitting a nontrivial clancut X . By Corollary 5, B is not connected and ν(B) =≺ X ≻B. In what
follows,≺ X ≻B is also denoted by ν(B).
3. Locally isolated vertex
Given binary structures B and C with the same rank, the following notion is used to determine when {x} × V (C) is a
hyperclan of B⌊C⌋ where x ∈ V (B). Given a binary structure B, a vertex x of B is locally isolated if there exists a hyperclan X
of B such that B[X] is not connected and {x} ∈ C(B[X]).
Lemma 6. Given a binary structure B, consider a locally isolated vertex x of B. Let X be a hyperclan of B such that B[X] is not
connected and {x} ∈ C(B[X]).
1. For every hyperclan Y of B, if x ∈ Y , then either Y = {x} or X ⊆ Y .
2. For every hyperclan Y of B, if x ∈ Y , |Y | ≥ 2 and {x} ∈ Π(B[Y ]), then Y = X.
3. For every hyperclan Y of B, if B[Y ] is not connected and {x} ∈ C(B[Y ]), then Y = X.
Proof. By Remark 2, Π(B[X]) = C(B[X]) and hence {x} ∈ Π(B[X]). For the first assertion, consider a hyperclan Y of B
such that x ∈ Y . We have either X ⊆ Y or Y ( X . Since Π(B[X]) is the family of the maximal elements under inclusion
of {Y ∈ H(B) : ∅ ≠ Y ( X} by Remark 1, we have Y = {x} when Y ( X . For the second assertion, assume in addition
that |Y | ≥ 2 and {x} ∈ Π(B[Y ]). It follows that X ⊆ Y . As previously, if X ( Y , then we should have X = {x} because
{x} ∈ Π(B[Y ]). Therefore X = Y . The third assertion follows from Remark 2 and from the second assertion. 
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Given Lemma 6, if a vertex x of a binary structure B is locally isolated, then the corresponding hyperclan is unique and is
denoted by HB(x). By Remark 2, HB(x) ∈ H(B) \L(B).
Proposition 7. Given a binary structure B, consider clans X and Y of B such that X ∩ Y ≠ ∅ and X \ Y ≠ ∅. If B[X] is not
connected, then B[X ∪ Y ] is not connected, ν(B[X ∪ Y ]) = ν(B[X]) and C(B[X]) ⊆ C(B[X ∪ Y ]).
Proof. Assume that Y \ X ≠ ∅ so that X \ Y is a clan of B by Proposition 2. Thus X ∩ Y is a nontrivial clancut of B[X].
By Corollary 5, B[X] is not connected. As Y is a clan of B, we obtain that (Y , X \ Y )B = ⟨X ∩ Y ⟩B[X]. In particular we have
(Y \ X, X \ Y )B = ⟨X ∩ Y ⟩B[X] and hence (Y \ X, X)B = ⟨X ∩ Y ⟩B[X] because X is a clan of B. Therefore there does not exist a
sequence y0, . . . , yn satisfying y0 ∈ Y\X , yn ∈ X and (ym, ym+1)B ≠ ⟨X∩Y ⟩B[X] for 0 ≤ m ≤ n−1. As≺ X∩Y ≻B[X] = ν(B[X])
by Corollary 5, B[X ∪ Y ] is not ν(B[X])-connected and C(B[X]) ⊆ C(B[X ∪ Y ]). 
Corollary 8. Given a vertex x of a binary structure B, x is locally isolated if and only if there is a clan X of B such that {x} is a
nontrivial clancut of B[X]. Moreover, if x is locally isolated, then ν(B[HB(x)]) = ν(B[X]) for any clan X of B such that x ∈ X and
B[X] is not connected.
Proof. Assume that x is locally isolated. If |ν(B[HB(x)])| = 1, thenwemay choose X = HB(x) by Lemma 1. If |ν(B[HB(x)])| =
2, then B[HB(x)]/ C(B[HB(x)]) is ν(B[HB(x)])-linear by Theorem 4. ConsiderW ∈ C(B[HB(x)]) \ {{x}}. The union X of {x} and
of the elementsW ′ of C(B[HB(x)]) \ {{x}} such that (x,W ′)B = (x,W )B is a clan of B[HB(x)] and hence of B by Proposition 2.
Clearly (x, X \ {x})B = (x,W )B and hence {x} is a nontrivial clancut of B[X].
Conversely, assume that there is a clan X of B such that {x} is a nontrivial clancut of B[X]. By Corollary 5, B[X] is not
connected. Since {x} is a clancut of B[X], {x} ∈ C(B[X]). Denote byY the family of clans Y of B such that B[Y ] is not connected,
ν(B[Y ]) = ν(B[X]) and {x} ∈ C(B[Y ]). So X ∈ Y and we show that ∪Y is a hyperclan of B such that B[∪Y] is not connected
and {x} ∈ C(B[∪Y]). As x ∈ ∩Y, ∪Y is a clan of B. First, we verify that Y ∪ Z ∈ Y for any Y , Z ∈ Y. This is obvious if Y ⊆ Z
or Z ⊆ Y . Thus assume that Y \ Z ≠ ∅ and Z \ Y ≠ ∅. We have Y ∪ Z is a clan of B because Y ∩ Z ∋ x. Moreover, since
B[Y ] is not connected, it follows from Proposition 7 that B[Y ∪ Z] is not connected, ν(B[Y ∪ Z]) = ν(B[Y ]) = ν(B[X])
and C(B[Y ]) ⊆ C(B[Y ∪ Z]). In particular, we obtain {x} ∈ C(B[Y ∪ Z]) so that Y ∪ Z ∈ Y. Second, we verify that
{x} ∈ Cν(B[X])(B[∪Y]). Otherwise, since ν(B[X]) =≺ {x}≻B[X] by Corollary 5, there exists a cycle (x = x0, . . . , xn, xn+1 = x)
of elements of ∪Y, where n ≥ 1, such that (xm, xm+1)B ≠ ⟨{x}⟩B[X] for 0 ≤ m ≤ n. For each 0 ≤ m ≤ n, there is Ym ∈ Y
such that xm ∈ Ym. As first observed, Y0 ∪ . . . ∪ Yn ∈ Y. But there would be an element of C(B[Y0 ∪ . . . ∪ Yn]) containing
x = x0, . . . , xn which contradicts {x} ∈ C(B[Y0 ∪ . . . ∪ Yn]). Therefore B[∪Y] is not connected, ν(B[∪Y]) = ν(B[X]) and
{x} ∈ C(B[∪Y]). Lastly, it remains to show that ∪Y is a hyperclan of B. Let Z be a clan of B such that (∪Y) ∩ Z ≠ ∅ and
(∪Y)\Z ≠ ∅. We have (∪Y)∪Z is a clan of B. Furthermore, as {x} ∈ C(B[∪Y]), it follows from Proposition 7 that B[(∪Y)∪Z]
is not connected, ν(B[(∪Y)∪Z]) = ν(B[∪Y]) = ν(B[X]) and {x} ∈ C(B[(∪Y)∪Z]). Thus (∪Y)∪Z ∈ Y and hence Z ⊆ (∪Y).
Consequently x is locally isolated and HB(x) = ∪Y.
Finally, assume that x is locally isolated and consider a clan X of B such that x ∈ X and B[X] is not connected. Since HB(x)
is a hyperclan of B and x ∈ HB(x)∩X , X ⊆ HB(x) orHB(x) ⊆ X . It follows from Proposition 7 that ν(B[HB(x)]) = ν(B[X]). 
4. Clans of a lexicographic product
Let B and C be binary structures such that rk(B) = rk(C). The first projection p : V (B⌊C⌋) −→ V (B) is defined
by p(x, x′) = x for each (x, x′) ∈ V (B) × V (C). Clearly, for each a′ ∈ V (C), p|(V (B)×{a′}) realizes an isomorphism from
(B⌊C⌋)[V (B)×{a′}] onto B. Given X ⊆ V (B), it follows that X is a clan (respectively, a clancut or a hyperclan) of B if and only
ifX×{a′} is a clan (respectively, a clancut or a hyperclan) of (B⌊C⌋)[V (B)×{a′}]. The secondprojection q : V (B⌊C⌋) −→ V (C)
is defined by q(x, x′) = x′ for each (x, x′) ∈ V (B) × V (C). Similarly, for each a ∈ V (B), q|({a}×V (C)) realizes an isomorphism
from (B⌊C⌋)[{a} × V (C)] onto C . Given X ′ ⊆ V (C), it follows that X ′ is a clan (respectively, a clancut or a hyperclan) of C if
and only if {a} × X ′ is a clan (respectively, a clancut or a hyperclan) of (B⌊C⌋)[{a} × V (C)].
Remark 3. The three assertions below follow easily from the definition of the lexicographic product.
1. For every clan X of B, X × V (C) is a clan of B⌊C⌋.
2. For every clanW of B⌊C⌋, p(W ) is a clan of B.
3. LetW be a clan of B⌊C⌋. For each a′ ∈ V (C), p(W ∩ (V (B)× {a′})) is a clan of B.
In general, the second projection of a clan of B⌊C⌋ is not a clan of C . Indeed consider for B the usual linear order on
{0, 1} and for C the dual of the usual linear order on {0, 1, 2}. It is easy to verify that {(0, 0), (1, 2)} is a clan of B⌊C⌋. But
q({(0, 0), (1, 2)}) = {0, 2} is not a clan of C . We will find this situation again in the characterization of the clans of B⌊C⌋
whose second projection is not a clan of C (see Corollary 14).
The proofs of the next two lemmas are immediate by using the first and the second projection. First, the last assertion of
Remark 3 holds for the second projection.
Lemma 9. Let W be a clan of B⌊C⌋. For each a ∈ V (B), q(W ∩ ({a} × V (C))) is a clan of C.
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Second, an easy characterization of the clans of B⌊C⌋whose first projection is a singleton follows.
Lemma 10. Given a ∈ V (B) and X ′ ⊆ V (C), {a} × X ′ is a clan of B⌊C⌋ if and only if X ′ is a clan of C.
When the first projection contains at least two vertices of B, Lemma 9 is improved as follows.
Proposition 11. Let W be a clan of B⌊C⌋ such that |p(W )| ≥ 2. For each a ∈ p(W ), q(W ∩ ({a} × V (C))) is a clancut of C.
Moreover, if ({a} × V (C)) \W ≠ ∅, then {a} is a clancut of B[p(W )] such that ⟨{a}⟩B[p(W )] = ⟨q(W ∩ ({a} × V (C)))⟩C⋆ .
Proof. For convenience denote q(W ∩({a}×V (C))) by X ′. Consider b ∈ p(W )\{a}. There is b′ ∈ V (C) such that (b, b′) ∈ W .
For each x′ ∈ V (C) \ X ′, we have (a, x′) ∉ W and hence (a, x′) ∼ W . As ((a, x′), (b, b′))B⌊C⌋ = (a, b)B, we get
((a, x′),W )B⌊C⌋ = (a, b)B.
In particular we have ((a, x′), {a} × X ′)B⌊C⌋ = (a, b)B. But, for every a′ ∈ X ′, ((a, x′), (a, a′))B⌊C⌋ = (x′, a′)C . Therefore
(x′, X ′)C = (a, b)B for each x′ ∈ V (C) \ X ′. It follows that X ′ is a clancut of C such that
⟨X ′⟩C⋆ = (a, b)B.
For any c ∈ p(W ) \ {a}, by replacing b by c in the above, we obtain ⟨X ′⟩C⋆ = (a, c)B so that {a} is a clancut of B[p(W )] such
that
⟨X ′⟩C⋆ = ⟨{a}⟩B[p(W )]. 
The second projection of a clan of B⌊C⌋ is a clancut of C in the following two cases.
Proposition 12. Let W be a clan of B⌊C⌋ such that there is a′ ∈ V (C) such that |W ∩ (V (B) × {a′})| ≥ 2. If q(W ) ≠ V (C),
then q(W ) is a nontrivial clancut of C, |ν(C)| = 1 and B[p(W )] is ν(C)-constant.
Proof. There are a ≠ b ∈ V (B) such that (a, a′), (b, a′) ∈ W . For convenience denote q(W ∩ ({a} × V (C))) by X ′ and
q(W ∩ ({b} × V (C))) by Y ′. Given x′ ∈ V (C) \ q(W ), it follows from Proposition 11 that {a} and {b} are clancuts of B[p(W )]
such that
(x′, X ′)C = ⟨{a}⟩B[p(W )] and (x′, Y ′)C = ⟨{b}⟩B[p(W )] = ⟨{a}⟩(B[p(W )])⋆ .
Since a′ ∈ X ′ ∩ Y ′, we have (x′, a′)C = ⟨{a}⟩B[p(W )] and (x′, a′)C = ⟨{a}⟩(B[p(W )])⋆ so that |ν(B[p(W )])| = 1. Now consider any
c ∈ p(W ) and denote q(W ∩ ({c} × V (C))) by Z ′. By Proposition 11, we have
(x′, Z ′)C = ⟨{c}⟩B[p(W )].
We obtain (c, p(W ) \ {c})B[p(W )] = ⟨{a}⟩B[p(W )]. Consequently B[p(W )] is ν(B[p(W )])-constant. Lastly, consider any
y′ ∈ V (C) \ q(W ) and b′ ∈ q(W ). There is d ∈ p(W ) such that (d, b′) ∈ W . For instance, assume that d ≠ a. Since
b′ ∈ q(W ∩ ({d} × V (C))) and y′ ∉ q(W ∩ ({d} × V (C))), it follows from Proposition 11 that (y′, b′)C = (d, a)B and hence
(y′, b′)C = ⟨{a}⟩B[p(W )]. Therefore q(W ) is a nontrivial clancut of C and ν(C) = ν(B[p(W )]). 
Proposition 13. Let W be a clan of B⌊C⌋ such that |p(W )| ≥ 3 and |W ∩ (V (B)×{v})| ≤ 1 for every v ∈ V (C). Then B[p(W )]
is constant and the family P of q(W ∩ ({u} × V (C))), where u ∈ p(W ), is a clan partition of C[q(W )] such that C[q(W )]/P is
ν(B[p(W )])-constant. Moreover, if q(W ) ≠ V (C), then q(W ) is a nontrivial clancut of C such that ν(C) = ν(B[p(W )]).
Proof. For each u ∈ p(W ), denote q(W ∩ ({u} × V (C))) by X ′(u). Given u ≠ v ∈ p(W ), we have X ′(u) ∩ X ′(v) = ∅.
It follows from Lemma 9 that P = {X ′(u) : u ∈ p(W )} is a clan partition of C[q(W )]. Let a ∈ p(W ). By Proposition 11,
⟨{a}⟩B[p(W )] = ⟨X ′(a)⟩C⋆ . Given any u ≠ v ∈ p(W )\{a}, consider a′ ∈ X ′(a), u′ ∈ X ′(u) and v′ ∈ X ′(v).We have (a, {u, v})B =
⟨{a}⟩B[p(W )] and ({u′, v′}, a′)C = ⟨{a}⟩B[p(W )]. By Proposition 11, ⟨{u}⟩B[p(W )] = ⟨X ′(u)⟩C⋆ . As (u, a)B = ⟨{a}⟩(B[p(W )])⋆ , we
get (u, v)B = ⟨{a}⟩(B[p(W )])⋆ and ({a′, v′}, u′)C = ⟨{a}⟩(B[p(W )])⋆ . By Proposition 11, we have also ⟨{v}⟩B[p(W )] = ⟨X ′(v)⟩C⋆ .
Similarly, since (v, a)B = ⟨{a}⟩(B[p(W )])⋆ , we obtain (v, u)B = ⟨{a}⟩(B[p(W )])⋆ and ({a′, u′}, v′)C = ⟨{a}⟩(B[p(W )])⋆ . Therefore
(u, v)B = ⟨{a}⟩(B[p(W )])⋆ = (v, u)B and |ν(B[p(W )])| = 1.
Thus B[{a, u, v}] and C[{a′, u′, v′}] are ν(B[p(W )])-constant. Consequently B[p(W )] is ν(B[p(W )])-constant and C[q(W )]/P
is as well.
Lastly, assume that q(W ) ≠ V (C) and consider u′ ∈ q(W ) and x′ ∈ V (C) \ q(W ). There is a unique u ∈ p(W ) such
that (u, u′) ∈ W , that is, u′ ∈ X(u). By Proposition 11, ⟨{u}⟩B[p(W )] = ⟨X ′(u)⟩C⋆ . As B[p(W )] is ν(B[p(W )])-constant,
⟨{u}⟩B[p(W )] = ⟨{a}⟩B[p(W )]. Thus ⟨X ′(u)⟩C⋆ = ⟨{a}⟩B[p(W )] and in particular (x′, u′)C = ⟨{a}⟩B[p(W )]. Therefore q(W ) is a
nontrivial clancut of C and ν(C) = ν(B[p(W )]). 
The following characterization is a consequence of Propositions 12 and 13.
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Corollary 14. Given W a clan of B⌊C⌋, q(W ) is not a clan of C if and only if there exist a ≠ b ∈ V (B) and X ′, Y ′ ⊆ V (C) such
that W = ({a} × X ′) ∪ ({b} × Y ′), X ′ ∩ Y ′ = ∅, X ′ ∪ Y ′ ≠ V (C), B(a, b) ≠ B(b, a) and (X ′, Y ′)C = (X ′, V (C) \ (X ′ ∪ Y ′))C =
(V (C) \ (X ′ ∪ Y ′), Y ′)C = (b, a)B.
Proof. To begin, assume that q(W ) is not a clan of C . By Lemma 10, |p(W )| ≥ 2. By Proposition 12, |W ∩ (V (B)× {v})| ≤ 1
for every v ∈ V (C). Moreover |p(W )| = 2 by Proposition 13. Therefore there exist a ≠ b ∈ V (B) and X ′, Y ′ ⊆ V (C) such
thatW = ({a} × X ′) ∪ ({b} × Y ′) and X ′ ∩ Y ′ = ∅. By Proposition 11, we have
⟨X ′⟩C⋆ = (a, b)B and ⟨Y ′⟩C⋆ = (b, a)B.
Thus (X ′, Y ′)C = (X ′, V (C) \ (X ′ ∪ Y ′))C = (V (C) \ (X ′ ∪ Y ′), Y ′)C = (b, a)B. As q(W ) = X ′ ∪ Y ′ is not a clan of C , there is
z ′ ∈ V (C)\(X ′∪Y ′) such that z ′ ≁ X ′∪Y ′. Since (z ′, X ′)C = (a, b)B and since (z ′, Y ′)C = (b, a)B, we obtain B(a, b) ≠ B(b, a).
Conversely, given a′ ∈ X ′, b′ ∈ Y ′ and z ′ ∈ V (C) \ (X ′ ∪ Y ′), we have
(z ′, a′)C = (a, b)B ≠ (b, a)B = (z ′, b′)C .
Thus q(W ) is not a clan of C . 
5. Hyperclans of a lexicographic product
We begin with the characterization of the hyperclans of B⌊C⌋whose first projection has at least two vertices.
Lemma 15. If W is a hyperclan of B⌊C⌋ such that |p(W )| ≥ 2, then W = p(W )× V (C) and p(W ) is a hyperclan of B.
Proof. By Remark 3, {a} × V (C) is a clan of B⌊C⌋ for every a ∈ V (B). For each a ∈ p(W ), we have W ∩ ({a} × V (C)) ≠ ∅
andW \ ({a} × V (C)) ≠ ∅ because |p(W )| ≥ 2. SinceW is a hyperclan of B⌊C⌋, {a} × V (C) ⊆ W . ThusW = p(W )× V (C).
Moreover p(W ) is a clan of B by Remark 3. To verify that p(W ) is a hyperclan of B, consider a clan X of B such that
p(W ) ∩ X ≠ ∅. Clearly (p(W ) × V (C)) ∩ (X × V (C)) ≠ ∅. By Remark 3, X × V (C) is a clan of B⌊C⌋ and hence
p(W )× V (C) ⊆ X × V (C) or X × V (C) ⊆ p(W )× V (C) becauseW = p(W )× V (C) is a hyperclan of B⌊C⌋. Thus p(W ) ⊆ X
or X ⊆ p(W ). Consequently p(W ) is a hyperclan of B. 
Proposition 16. If X is a hyperclan of B such that |X | ≥ 2, then X × V (C) is a hyperclan of B⌊C⌋.
Proof. By Remark 3, X × V (C) is a clan of B⌊C⌋. So consider a clan W of B⌊C⌋ such that (X × V (C)) ∩ W ≠ ∅. Clearly
X ∩p(W ) ≠ ∅ and p(W ) is a clan of B by Remark 3. Since X is a hyperclan of B, we obtain that either p(W ) ⊆ X or X ( p(W ).
In the first instance, we haveW ⊆ p(W )×V (C) ⊆ X×V (C). So assume that X ( p(W ). Wemust show that X×V (C) ⊆ W .
It suffices to verify the following. For each x ∈ p(W ), if ({x} × V (C)) \W ≠ ∅, then x ∈ p(W ) \ X . Let x ∈ p(W ) such that
({x} × V (C)) \ W ≠ ∅. As {x} × V (C) is a clan of B⌊C⌋ by Remark 3, W \ ({x} × V (C)) is a clan of B⌊C⌋ by Proposition 2.
By Remark 3, p(W \ ({x} × V (C))) = p(W ) \ {x} is a clan of B. Since X ⊆ p(W ) and |X | ≥ 2, X ∩ (p(W ) \ {x}) ≠ ∅. We
obtain that X ⊆ p(W ) \ {x} or p(W ) \ {x} ⊆ X because X is a hyperclan of B. In both cases we have x ∉ X . This is clear when
X ⊆ p(W ) \ {x}. When p(W ) \ {x} ⊆ X , we obtain p(W ) = X ∪ {x}, with x ∉ X , because X ( p(W ). 
Now we study the hyperclans of B⌊C⌋whose first projection is a singleton.
Remark 4. Consider x ∈ V (B) and X ′ ⊆ V (C) such that {x} × X ′ is a hyperclan of B⌊C⌋. By Remark 3, {x} × V (C) is a
clan of B⌊C⌋. Thus {x} × X ′ is a hyperclan of (B⌊C⌋)[{x} × V (C)] by Proposition 3. Since q|({x}×V (C)) is an isomorphism from
(B⌊C⌋)[{x} × V (C)] onto C , X ′ is a hyperclan of C . Consequently, given x ∈ V (B) and X ′ ⊆ V (C), if {x} × X ′ is a hyperclan of
B⌊C⌋, then X ′ is a hyperclan of C . As we will see below, the converse may be false for X ′ = V (C). However, it is true when
we consider proper subsets of V (C). Consider x ∈ V (B) and a hyperclan X ′ of C such that X ′ ≠ V (C). Since q|({x}×V (C)) is an
isomorphism from (B⌊C⌋)[{x} × V (C)] onto C , {x} × X ′ is a hyperclan of (B⌊C⌋)[{x} × (V (C))]. By Remark 3, {x} × V (C) is
a clan of B⌊C⌋. As {x} × X ′ ( {x} × V (C), it follows from Proposition 3 that {x} × X ′ is a hyperclan of B⌊C⌋. Consequently,
given x ∈ V (B) and X ′ ( V (C), X ′ is a hyperclan of C if and only if {x} × X ′ is a hyperclan of B⌊C⌋.
Theorem 17. Given x ∈ V (B), {x}×V (C) is not a hyperclan of B⌊C⌋ if and only if x is locally isolated in B andC is not ν(B[HB(x)])-
connected.
Proof. Assume that {x} × V (C) is not a hyperclan of B⌊C⌋. There exists a clanW of B⌊C⌋ such that ({x} × V (C)) ∩W ≠ ∅,
({x} × V (C)) \ W ≠ ∅ and W \ ({x} × V (C)) ≠ ∅. Clearly x ∈ p(W ) and |p(W )| ≥ 2. Denote by X ′ the subset of V (C)
such that ({x} × V (C)) ∩W = {x} × X ′. Since X ′ ≠ ∅ and X ′ ≠ V (C), it follows from Proposition 11 that {x} is a clancut of
B[p(W )], X ′ is a clancut of C and ⟨{x}⟩B[p(W )] = ⟨X ′⟩C⋆ . As p(W ) is a clan of B by Remark 3, it follows from Corollary 8 that x
is locally isolated in B and ν(B[HB(x)]) = ν(B[p(W )]). By Corollary 5, C is not connected because X ′ is a nontrivial clancut
of C . Since ⟨{x}⟩B[p(W )] = ⟨X ′⟩C⋆ and ν(B[HB(x)]) = ν(B[p(W )]), ν(C) = ν(B[HB(x)]).
Conversely, assume that x is locally isolated in B and C is not ν(B[HB(x)])-connected. By Corollary 8, there is a clan X of
B such that x ∈ X , |X | ≥ 2 and {x} is a clancut of B[X] with ν(B[X]) = ν(B[HB(x)]). By Corollary 5, C admits a nontrivial
clancut X ′ because C is not connected. By interchanging X ′ and V (C) \ X ′, assume that ⟨X ′⟩C = ⟨{x}⟩B[X]. We verify easily
that W = (X × V (C)) \ ({x} × X ′) is a clan of B⌊C⌋. Lastly, consider y ∈ X \ {x}, x′ ∈ X ′ and y′ ∈ V (C) \ X ′. We have
(x, y′) ∈ ({x} × V (C)) ∩W , (x, x′) ∈ ({x} × V (C)) \W and (y, x′) ∈ W \ ({x} × V (C)). Consequently {x} × V (C) is not a
hyperclan of B⌊C⌋. 
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6. Decomposition tree of a lexicographic product
6.1. The limits of B⌊C⌋
We begin with the characterization of the limits of B⌊C⌋whose first projection is a singleton.
Proposition 18. Given x ∈ V (B) and a subset X ′ of V (C), we have
1. Π((B⌊C⌋)[{x} × X ′]) = {{x} × Y ′ : Y ′ ∈ Π(C[X ′])};
2. X ′ is a limit of C if and only if {x} × X ′ is a limit of B⌊C⌋.
Proof. To begin, recall that q|({x}×V (C)) is an isomorphism from (B⌊C⌋)[{x} × V (C)] onto C . Therefore q|({x}×X ′) realizes
an isomorphism from (B⌊C⌋)[{x} × X ′] onto C[X ′]. For every Y ′ ( X ′, we obtain that Y ′ ∈ Π(C[X ′]) if and only if
(q|({x}×X ′))−1(Y ′) = {x} × Y ′ ∈ Π((B⌊C⌋)[{x} × X ′]). ThusΠ((B⌊C⌋)[{x} × X ′]) = {{x} × Y ′ : Y ′ ∈ Π(C[X ′])}.
Now assume that X ′ ( V (C). It follows from Remark 4 that X ′ is a hyperclan of C if and only if {x} × X ′ is a hyperclan of
B⌊C⌋. AsΠ((B⌊C⌋)[{x} × X ′]) = {{x} × Y ′ : Y ′ ∈ Π(C[X ′])}, we obtain that X ′ is a limit of C if and only if {x} × X ′ is a limit
of B⌊C⌋.
Lastly, let X ′ = V (C). First, assume that V (C) is a limit of C . By Remark 2, C is connected. By Theorem 17, {x} × V (C) is a
hyperclan of B⌊C⌋. AsΠ(C) = ∅, we haveΠ((B⌊C⌋)[{x} × V (C)]) = ∅ by the first assertion, that is, {x} × V (C) is a limit of
B⌊C⌋. Second, assume that {x}×V (C) is a limit of B⌊C⌋. Obviously V (C) is a hyperclan of C . SinceΠ((B⌊C⌋)[{x}×V (C)]) = ∅,
we obtainΠ(C) = ∅ so that V (C) is a limit of C . 
Theorem 19. Given x ∈ V (B), consider a hyperclan X of B such that x ∈ X and |X | ≥ 2.
1. Assume that if x is locally isolated in B, then C is ν(B[HB(x)])-connected. We have: {x} ∈ Π(B[X]) if and only if {x}×V (C) ∈
Π((B⌊C⌋)[X × V (C)]).
2. Assume that x is locally isolated in B and C is not ν(B[HB(x)])-connected.
(a) {x} ∈ Π(B[X]) if and only if X = HB(x).
(b) If X = HB(x) (or if {x} ∈ Π(B[X])), then we have: for every X ′ ⊆ V (C), X ′ ∈ Π(C) if and only if {x} × X ′ ∈
Π((B⌊C⌋)[X × V (C)]).
Proof. We begin with two observations. First, (B⌊C⌋)[X × V (C)] = B[X]⌊C⌋. Second, observe that x is locally isolated in
B[X] if and only if x is locally isolated in B. Furthermore, if x is locally isolated in B (or in B[X]), then HB(x) = HB[X](x). Indeed,
if x is locally isolated in B[X], then {x} ∈ C((B[X])[HB[X](x)]). Since HB[X](x) is a hyperclan of B[X] and since X is a hyperclan
of B, HB[X](x) is a hyperclan of B by Proposition 3. Furthermore we have (B[X])[HB[X](x)] = B[HB[X](x)]. Consequently x is
locally isolated in B and HB(x) = HB[X](x). Conversely, if x is locally isolated in B, then {x} ∈ C(B[HB(x)]). It follows from the
first assertion of Lemma 6 that HB(x) ⊆ X . By Proposition 3, HB(x) is a hyperclan of B[X]. We obtain that x is locally isolated
in B[X] and HB[X](x) = HB(x).
Assume that if x is locally isolated in B, then C is ν(B[HB(x)])-connected. It follows from the second observation above that
if x is locally isolated in B[X], then C is ν(B[HB(x)])-connected. By Theorem17 applied to B[X]⌊C⌋, {x}×V (C) is a hyperclan of
B[X]⌊C⌋. First, assume that {x} ∈ Π(B[X]) and consider a hyperclanW of B[X]⌊C⌋ such that {x}×V (C) ( W ⊆ X×V (C).We
must show thatW = X×V (C). We have {x} ( p(W ) and hence |p(W )| ≥ 2. By Lemma 15,W = p(W )×V (C) and p(W ) is a
hyperclan of B[X]. As {x} ( p(W ) ⊆ X and as {x} ∈ Π(B[X]), we obtain p(W ) = X and henceW = X×V (C). Second, assume
that {x} × V (C) ∈ Π(B[X]⌊C⌋) and consider a hyperclan Y of B[X] such that {x} ( Y ⊆ X . We must show that Y = X . We
have |Y | ≥ 2 and it follows fromProposition 16 that Y×V (C) is a hyperclan of B[X]⌊C⌋. As {x}×V (C) ( Y×V (C) ⊆ X×V (C)
and as {x} × V (C) ∈ Π(B[X]⌊C⌋), we get Y × V (C) = X × V (C), that is, Y = X .
Now assume that x is locally isolated in B and C is not ν(B[HB(x)])-connected. By the second observation, x is locally
isolated in B[X] and HB[X](x) = HB(x). It follows from Theorem 17 applied to B[X]⌊C⌋ that {x} × V (C) is not a hyperclan of
B[X]⌊C⌋.
We verify that {x} ∈ Π(B[X]) if and only if X = HB(x). Indeed, by the second assertion of Lemma 6, if {x} ∈ Π(B[X]),
then X = HB(x). Conversely assume that X = HB(x). Since x is locally isolated in B, B[HB(x)] is not connected and hence
Π(B[HB(x)]) = C(B[HB(x)]) by Remark 2. As X = HB(x), we obtain {x} ∈ Π(B[X]).
Assume that {x} ∈ Π(B[X]) or X = HB(x). Let X ′ ∈ Π(C). Consider a hyperclan W of B[X]⌊C⌋ such that {x} × X ′ (
W ⊆ X × V (C). Suppose for a contradiction that |p(W )| = 1. We have p(W ) = {x} because {x} × X ′ ( W . Thus there
exists Y ′ ⊆ V (C) such thatW = {x} × Y ′. By Remark 4, Y ′ is a hyperclan of C . We have X ′ ( Y ′ because {x} × X ′ ( W . As
X ′ ∈ Π(C), we would obtain Y ′ = V (C). Consequently W = {x} × V (C) would be a hyperclan of B[X]⌊C⌋. It follows that
|p(W )| ≥ 2. By Lemma 15,W = p(W )× V (C) and p(W ) is a hyperclan of B[X]. Since {x} × X ′ ( W ⊆ X × V (C), we have
{x} ( p(W ) ⊆ X . As {x} ∈ Π(B[X]), we obtain p(W ) = X and henceW = X × V (C). Consequently {x} × X ′ ∈ Π(B[X]⌊C⌋).
Conversely consider X ′ ⊆ V (C) such that {x} × X ′ ∈ Π(B[X]⌊C⌋). As {x} × V (C) is not a hyperclan of B[X]⌊C⌋, X ′ ( V (C).
Furthermore X ′ is a hyperclan of C by Remark 4. Consider a hyperclan Y ′ of C such that X ′ ⊆ Y ′ ( V (C). By Remark 4 applied
to B[X]⌊C⌋, {x} × Y ′ is a hyperclan of B[X]⌊C⌋. Clearly {x} × X ′ ⊆ {x} × Y ′ ( X × V (C). Since {x} × X ′ ∈ Π(B[X]⌊C⌋), we
obtain {x} × X ′ = {x} × Y ′, that is, X ′ = Y ′. It follows that X ′ ∈ Π(C). 
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Lastly, we consider the limits of B⌊C⌋ whose first projection has at least two elements. The first result is an easy
consequence of Lemma 15 and Proposition 16.
Corollary 20. Let X be a hyperclan of B such that |X | ≥ 2. For every Y ⊆ V (B) such that |Y | ≥ 2, Y ∈ Π(B[X]) if and only if
Y × V (C) ∈ Π((B⌊C⌋)[X × V (C)]).
Proof. By Proposition 16, X × V (C) is a hyperclan of B⌊C⌋. Consider Y ⊆ V (B) such that |Y | ≥ 2. In the following, recall
that (B⌊C⌋)[X × V (C)] = B[X]⌊C⌋.
First, assume that Y ∈ Π(B[X]). As Y is a hyperclan of B[X], Y × V (C) is a hyperclan of B[X]⌊C⌋ by Proposition 16.
Consider a hyperclanW of (B⌊C⌋)[X×V (C)] such that Y ×V (C) ⊆ W ⊆ X×V (C). We have to verify thatW = Y ×V (C) or
W = X × V (C). SinceW ⊇ Y × V (C), p(W ) ⊇ p(Y × V (C)) = Y and hence |p(W )| ≥ 2. By Lemma 15 applied to B[X]⌊C⌋,
W = p(W ) × V (C) and p(W ) is a hyperclan of B[X]. As Y × V (C) ⊆ W ⊆ X × V (C), we have Y ⊆ p(W ) ⊆ X and hence
p(W ) = Y or p(W ) = X because Y ∈ Π(B[X]). ThereforeW = Y × V (C) orW = X × V (C).
Second, assume that Y × V (C) ∈ Π(B[X]⌊C⌋). Since Y × V (C) is a hyperclan of B[X]⌊C⌋, p(Y × V (C)) = Y is a hyperclan
of B[X] by Lemma 15. Consider a hyperclan Z of B[X] such that Y ⊆ Z ⊆ X . We have to verify whether Z = Y or Z = X .
We have |Z | ≥ 2 and, by Proposition 16, Z × V (C) is a hyperclan of B[X]⌊C⌋. As Y × V (C) ⊆ Z × V (C) ⊆ X × V (C) and as
Y × V (C) ∈ Π(B[X]⌊C⌋), we obtain Z × V (C) = Y × V (C) or Z × V (C) = X × V (C). Thus Z = Y or Z = X . 
Lemma 21. Given W ⊆ V (B) × V (C) such that |p(W )| ≥ 2, if W is a limit of B⌊C⌋, then W = p(W ) × V (C) and p(W ) is a
limit of B.
Proof. Let W be a limit of B⌊C⌋ such that |p(W )| ≥ 2. By Lemma 15, W = p(W ) × V (C) and p(W ) is a hyperclan of B.
For a contradiction, suppose that p(W ) is not a limit of B and consider X ∈ Π(B[p(W )]). By Corollary 20, if |X | ≥ 2, then
X × V (C) ∈ Π((B⌊C⌋)[W ]) so thatW would not be a limit of B⌊C⌋. Now suppose that |X | ≤ 1. As X ∈ Π(B[p(W )]), X ≠ ∅
and hence there is x ∈ p(W ) such that X = {x}. We apply Theorem 19 by distinguishing the following two cases. First,
assume that if x is locally isolated in B, then C is ν(B[HB(x)])-connected. As {x} ∈ Π(B[p(W )]), {x}× V (C) ∈ Π((B⌊C⌋)[W ])
by the first assertion of Theorem 19. Second, assume that x is locally isolated in B and C is not ν(B[HB(x)])-connected. Since
C is not connected, Π(C) = C(C) by Remark 2. Let X ′ ∈ Π(C). As {x} ∈ Π(B[p(W )]), {x} × X ′ ∈ Π((B⌊C⌋)[W ]) by the
second assertion of Theorem 19. In both casesΠ((B⌊C⌋)[W ]) ≠ ∅, that is,W would not be a limit of B⌊C⌋. 
Lemma 22. If X is a limit of B such that |X | ≥ 2, then X × V (C) is a limit of B⌊C⌋.
Proof. Let X be a limit of B such that |X | ≥ 2. By Proposition 16, X × V (C) is a hyperclan of B⌊C⌋. For a contradiction,
suppose that X × V (C) is not a limit of B⌊C⌋ and consider W ∈ Π((B⌊C⌋)[X × V (C)]). First, assume that |p(W )| ≥ 2.
As (B⌊C⌋)[X × V (C)] = B[X]⌊C⌋, it follows from Lemma 15 applied to B[X]⌊C⌋ that W = p(W ) × V (C). By Corollary 20,
p(W ) ∈ Π(B[X]) and hence X would not be a limit of B. Second, assume that |p(W )| ≤ 1. SinceW ∈ Π((B⌊C⌋)[X × V (C)]),
W ≠ ∅. Thus there are x ∈ X and X ′ ⊆ V (C) such that W = {x} × X ′. So we have {x} × X ′ ∈ Π((B⌊C⌋)[X × V (C)]). We
obtain the same contradiction by distinguishing the following two cases according to Theorem 19.
First, assume that if x is locally isolated in B, then C is ν(B[HB(x)])-connected. By Theorem 17, {x}×V (C) is a hyperclan of
B⌊C⌋. Furthermore, as X × V (C) is a hyperclan of B⌊C⌋ also, {x}× V (C) is a hyperclan of (B⌊C⌋)[X × V (C)] by Proposition 3.
Since {x} × X ′ ⊆ {x} × V (C) ( X × V (C), we obtain {x} × X ′ = {x} × V (C). Thus {x} × V (C) ∈ Π((B⌊C⌋)[X × V (C)]) and
it follows from the first assertion of Theorem 19 that {x} ∈ Π(B[X]).
Second, assume that x is locally isolated in B and C is not ν(B[HB(x)])-connected. By the first assertion of Lemma 6, we
have HB(x) ⊆ X . Furthermore HB(x) × V (C) is a hyperclan of B⌊C⌋ by Proposition 16. As X × V (C) is a hyperclan of B⌊C⌋,
HB(x)× V (C) is a hyperclan of (B⌊C⌋)[X × V (C)] by Proposition 3. Since {x} × X ′ ( HB(x)× V (C) ⊆ X × V (C), we obtain
HB(x)× V (C) = X × V (C), that is, HB(x) = X . It follows from Assertion 2.(a) of Theorem 19 that {x} ∈ Π(B[X]).
In both cases we have {x} ∈ Π(B[X]) so that X would not be a limit of B. 
6.2. The decomposition tree of B⌊C⌋
The lexicographic product may be defined from the lexicographic sum which is introduced as follows. Given a binary
structure B, associate with each x ∈ V (B) a binary structure Cx such that rk(Cx) = rk(B). Assume that the vertex sets V (Cx)
are mutually disjoint. The lexicographic sum B⌊Cx : x ∈ V (B)⌋ of the binary structures Cx over B is defined on
V (B⌊Cx : x ∈ V (B)⌋) =

x∈V (B)
V (Cx)
as follows. Consider the function p : V (B⌊Cx : x ∈ V (B)⌋) −→ V (B) which satisfies v ∈ Cp(v) for every v ∈ V (B⌊Cx : x ∈
V (B)⌋). For any u ≠ v ∈ V (B⌊Cx : x ∈ V (B)⌋),
(B⌊Cx : x ∈ V (B)⌋)(u, v) =

B(p(u), p(v)) if p(u) ≠ p(v),
Cp(u)(u, v) if p(u) = p(v).
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If all the binary structures Cx are isomorphic to the same binary structure C , then B⌊Cx : x ∈ V (B)⌋ is isomorphic to B⌊C⌋.
Now we look at a lexicographic sum of trees over a tree. So consider a tree T and associate a tree Ux with each vertex x of
T . Assume that the vertex sets V (Ux) are mutually disjoint. If there is a nonminimal vertex x of T such that Ux is not a linear
order, then T⌊Ux : x ∈ V (T )⌋ is a partial order but not a tree. We conclude with the determination of D(B⌊C⌋) from D(B)
and D(C) by using the lexicographic sum. Our purpose is to associate with each X ∈ D(B) the following subset DX (B⌊C⌋)
of D(B⌊C⌋)DX (B⌊C⌋) = {W ∈ D(B⌊C⌋) : p(W ) = X}.
After characterizing DX (B⌊C⌋) for each X ∈ D(B), we will establish that
(D(B⌊C⌋),() = (D(B),()⌊(DX (B⌊C⌋),() : X ∈ D(B)⌋. (1)
Remark 5. First, consider X ⊆ V (B) such that |X | ≥ 2. It follows from Lemma 15 and Proposition 16 that X ∈ H(B) if
and only if X × V (C) ∈ H(B⌊C⌋). Moreover, by Lemmas 21 and 22, X ∈ L(B) if and only if X × V (C) ∈ L(B⌊C⌋). Thus
X ∈ H(B) \L(B) if and only if X × V (C) ∈ H(B⌊C⌋) \L(B⌊C⌋).
Second, consider x ∈ V (B) and X ′ ( V (C). It follows from Remark 4 that X ′ ∈ H(C) if and only if {x} × X ′ ∈ H(B⌊C⌋).
Moreover, by Proposition 18, X ′ ∈ L(C) if and only if {x} × X ′ ∈ L(B⌊C⌋). Therefore X ′ ∈ H(C) \ L(C) if and only if
{x} × X ′ ∈ H(B⌊C⌋) \L(B⌊C⌋).
Now we characterize DX (B⌊C⌋)when X ∈ D(B) such that |X | ≥ 2.
Proposition 23. For every X ∈ D(B) such that |X | ≥ 2, we have DX (B⌊C⌋) = {X × V (C)}.
Proof. Consider W ∈ D(B⌊C⌋) such that p(W ) = X . By Remark 1, W is a hyperclan of B⌊C⌋ and it follows from
Lemma 15 that W = X × V (C). Conversely we have to verify that X × V (C) ∈ D(B⌊C⌋). By Remark 5, if X ∉ L(B),
then X ×V (C) ∈ H(B⌊C⌋) \L(B⌊C⌋) ⊆ D(B⌊C⌋). So assume that X ∈ L(B). Since X ∈ D(B), there exists Y ∈ H(B) \L(B)
such that X ∈ Π(B[Y ]). By Corollary 20, X × V (C) ∈ Π((B⌊C⌋)[Y × V (C)]). Furthermore Y × V (C) ∈ H(B⌊C⌋) \L(B⌊C⌋)
by Remark 5. Consequently X × V (C) ∈ D(B⌊C⌋). 
The next result is useful to establish that Eq. (1) holds.
Lemma 24. For every W ∈ D(B⌊C⌋), we have p(W ) ∈ D(B).
Proof. By definition of D(B), this is the case when |p(W )| = 1. So assume that |p(W )| ≥ 2. By Remark 1,W ∈ H(B⌊C⌋). By
Lemma15, p(W ) ∈ H(B) andW = p(W )×V (C).WhenW ∈ H(B⌊C⌋)\L(B⌊C⌋), it suffices to apply Remark 5. Thus assume
that W ∈ L(B⌊C⌋). There exists W ′ ∈ H(B⌊C⌋) \ L(B⌊C⌋) such that W ∈ Π((B⌊C⌋)[W ′]). As already observed for W , it
follows from Lemma 15 and Remark 5 thatW ′ = p(W ′)× V (C) and p(W ′) ∈ H(B) \L(B). Moreover p(W ) ∈ Π(B[p(W ′)])
by Corollary 20. Consequently p(W ) ∈ D(B). 
To characterize D{x}(B⌊C⌋) for x ∈ V (B), we demonstrate the following.
Theorem 25. Given x ∈ V (B) and X ′ ( V (C), we have X ′ ∈ D(C) if and only if {x} × X ′ ∈ D(B⌊C⌋).
Proof. This is clear when |X ′| = 1. Moreover ∅ ∉ D(C) and ∅ ∉ D(B⌊C⌋). So assume that |X ′| ≥ 2.
To begin, assume that X ′ ∈ D(C). Recall that X ′ ∈ H(C) by Remark 1. If X ′ ∈ H(C) \ L(C), then, by Remark 5,
{x} × X ′ ∈ H(B⌊C⌋) \ L(B⌊C⌋) ⊆ D(B⌊C⌋). Thus assume that X ′ ∈ L(C). As X ′ ∈ D(C), there is Y ′ ∈ H(C) \ L(C) such
that X ′ ∈ Π(C[Y ′]). If Y ′ ( V (C), then {x}×Y ′ ∈ H(B⌊C⌋)\L(B⌊C⌋) by Remark 5. Furthermore {x}×X ′ ∈ Π(B⌊C⌋)[{x}×Y ′]
by Proposition 18. Therefore {x} × X ′ ∈ D(B⌊C⌋) when Y ′ ( V (C). Thus assume that Y ′ = V (C) so that X ′ ∈ Π(C). We
distinguish the following two cases according to Theorem 19.
First, assume that if x is locally isolated in B, then C is ν(B[HB(x)])-connected. By Theorem 17, {x} × V (C) ∈ H(B⌊C⌋).
Furthermore {x}×X ′ ∈ Π(B⌊C⌋)[{x}×V (C)] by Proposition 18. Consequently {x}×V (C) ∈ H(B⌊C⌋)\L(B⌊C⌋). Therefore
{x} × X ′ ∈ D(B⌊C⌋).
Second, assume that x is locally isolated in B and C is not ν(B[HB(x)])-connected. Since X ′ ∈ Π(C), it follows from
Assertion 2.(b) of Theorem 19 applied to X = HB(x) that {x} × X ′ ∈ Π((B⌊C⌋)[HB(x) × V (C)]). As x is locally isolated in B,
HB(x) ∈ H(B) \ L(B) by Remark 2. By Remark 5, HB(x) × V (C) ∈ H(B⌊C⌋) \ L(B⌊C⌋). Consequently {x} × X ′ ∈ D(B⌊C⌋)
because {x} × X ′ ∈ Π((B⌊C⌋)[HB(x)× V (C)]).
Conversely, assume that {x}×X ′ ∈ D(B⌊C⌋). Recall that {x}×X ′ ∈ H(B⌊C⌋)byRemark 1. If {x}×X ′ ∈ H(B⌊C⌋)\L(B⌊C⌋),
then, by Remark 5, X ′ ∈ H(C) \ L(C) ⊆ D(C). Assume that {x} × X ′ ∈ L(B⌊C⌋). As {x} × X ′ ∈ D(B⌊C⌋), there exists
W ∈ H(B⌊C⌋) \L(B⌊C⌋) such that {x} × X ′ ∈ Π((B⌊C⌋)[W ]). To conclude, we distinguish the following two cases.
First, assume that |p(W )| ≥ 2. By Lemma 15, W = p(W ) × V (C) and, by Remark 5, p(W ) ∈ H(B) \ L(B). Since
{x} × X ′ ∈ Π((B⌊C⌋)[p(W ) × V (C)]) and since {x} × X ′ ( {x} × V (C) ( p(W ) × V (C), it follows from Remark 1 that
{x} × V (C) is not a hyperclan of B⌊C⌋. By Theorem 17, x is locally isolated in B and C is not ν(B[HB(x)])-connected. Now
it follows from the first assertion of Lemma 6 that HB(x) ⊆ p(W ) so that {x} × X ′ ( HB(x) × V (C) ⊆ p(W ) × V (C).
As HB(x) ∈ H(B), HB(x) × V (C) ∈ H(B⌊C⌋) by Proposition 16. Since {x} × X ′ ∈ Π((B⌊C⌋)[p(W ) × V (C)]), we obtain
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HB(x)× V (C) = p(W )× V (C), that is, HB(x) = p(W ). Therefore {x} × X ′ ∈ Π((B⌊C⌋)[HB(x)× V (C)]) and it follows from
Assertion 2.(b) of Theorem19 that X ′ ∈ Π(C). By Remark 2, V (C) is not a limit of C because C is not connected. Consequently
X ′ ∈ D(C).
Second, assume that |p(W )| = 1. We have W = {x} × q(W ) and hence {x} × X ′ ∈ Π((B⌊C⌋)[{x} × q(W )]). By
Proposition 18, X ′ ∈ Π(C[q(W )]). So it suffices to verify that q(W ) ∈ H(C) \ L(C). By Remark 4, q(W ) ∈ H(C). But
q(W ) ∉ L(C) because X ′ ∈ Π(C[q(W )]). 
This theorem permits an easy study of D{x}(B⌊C⌋) when x ∈ V (B). Indeed, given x ∈ V (B), it follows from Theorem 25
that D{x}(B⌊C⌋) \ {{x} × V (C)} = {{x} × X ′ : X ′ ∈ D(C) \ {V (C)}}. So we have to determine whether {x} × V (C) belongs toD(B⌊C⌋) and V (C) to D(C). This leads us to the following two corollaries of Theorem 25.
Corollary 26. Given x ∈ V (B), if x is locally isolated in B and C is not ν(B[HB(x)])-connected, then D{x}(B⌊C⌋) = {{x} × X ′ :
X ′ ∈ D(C) \ {V (C)}}.
Proof. By Theorem 17, {x} × V (C) is not a hyperclan of B⌊C⌋. Moreover, since C is not connected, V (C) ∈ H(C) \ L(C) by
Remark 2. Lastly, recall that D{x}(B⌊C⌋) \ {{x} × V (C)} = {{x} × X ′ : X ′ ∈ D(C) \ {V (C)}} by Theorem 25. ConsequentlyD{x}(B⌊C⌋) = {{x} × X ′ : X ′ ∈ D(C) \ {V (C)}}. 
Corollary 27. Given x ∈ V (B), assume that if x is locally isolated in B, then C is ν(B[HB(x)])-connected.
1. If {x} ∈ D(B), then D{x}(B⌊C⌋) = {{x} × V (C)} ∪ {{x} × X ′ : X ′ ∈ D(C)}.
2. If {x} ∈ D(B) \D(B), then D{x}(B⌊C⌋) = {{x} × X ′ : X ′ ∈ D(C)}.
Proof. First, assume that {x} ∈ D(B). There exists X ∈ H(B) \ L(B) such that {x} ∈ Π(B[X]). It follows from the first
assertion of Theorem 19 that {x} × V (C) ∈ Π((B⌊C⌋)[X × V (C)]). Furthermore X × V (C) ∈ H(B⌊C⌋) \ L(B⌊C⌋) by
Remark 5. Therefore {x} × V (C) ∈ D(B⌊C⌋). Consequently D{x}(B⌊C⌋) = {{x} × V (C)} ∪ {{x} × X ′ : X ′ ∈ D(C)}.
Second, assume that {x} ∈ D(B) \D(B). We prove that D{x}(B⌊C⌋) = {{x} × X ′ : X ′ ∈ D(C)}. By Theorem 25, it suffices
to show that V (C) ∈ D(C) if and only if {x} × V (C) ∈ D(B⌊C⌋). Clearly V (C) ∈ D(C) if and only if V (C) ∈ H(C) \ L(C).
By Theorem 17, {x} × V (C) ∈ H(B⌊C⌋). As V (C) ∈ H(C), it follows from Proposition 18 that V (C) ∈ H(C) \ L(C) if
and only if {x} × V (C) ∈ H(B⌊C⌋) \ L(B⌊C⌋). Consequently, it suffices to prove that if {x} × V (C) ∈ D(B⌊C⌋), then
{x} × V (C) ∈ H(B⌊C⌋) \ L(B⌊C⌋). Otherwise there is W ∈ H(B⌊C⌋) \ L(B⌊C⌋) such that {x} × V (C) ∈ Π((B⌊C⌋)[W ]).
As {x} × V (C) ( W , |p(W )| ≥ 2. By Lemma 15, W = p(W ) × V (C) because W ∈ H(B⌊C⌋). So p(W ) ∈ H(B) \ L(B)
by Remark 5. Since {x} × V (C) ∈ Π((B⌊C⌋)[p(W ) × V (C)]), it follows from the first assertion of Theorem 19 that
{x} ∈ Π(B[p(W )]). Therefore {x}would belong toD(B). Consequently, we obtain that {x} × V (C) ∈ D(B⌊C⌋) if and only if
{x} × V (C) ∈ H(B⌊C⌋) \L(B⌊C⌋). 
Now, it is not difficult to verify that Eq. (1) holds. The lexicographic sum (D(B),()⌊(DX (B⌊C⌋),() : X ∈ D(B)⌋ is
defined on ∪X∈D(B) DX (B⌊C⌋). By definition of DX (B⌊C⌋), DX (B⌊C⌋) ⊆ D(B⌊C⌋) for each X ∈ D(B). Furthermore, for every
W ∈ D(B⌊C⌋), p(W ) ∈ D(B) by Lemma 24 and clearlyW ∈ Dp(W )(B⌊C⌋). Therefore D(B⌊C⌋) = ∪X∈D(B) DX (B⌊C⌋).
We denote by @ the partial order defined by (D(B),()⌊(DX (B⌊C⌋),() : X ∈ D(B)⌋ on ∪X∈D(B) DX (B⌊C⌋). We have to
prove that for anyW ,W ′ ∈ D(B⌊C⌋),W ( W ′ if and only ifW @ W ′. We haveW ∈ Dp(W )(B⌊C⌋) andW ′ ∈ Dp(W ′)(B⌊C⌋).
Furthermore p(W ), p(W ′) ∈ D(B) by Lemma 24.
First, assume thatW ( W ′. Clearly p(W ) ⊆ p(W ′). If p(W ) ( p(W ′), thenW @ W ′. So assume that p(W ) = p(W ′). For
a contradiction, suppose that |p(W )| ≥ 2. It would follow from Lemma 15 thatW = p(W )× V (C) andW ′ = p(W ′)× V (C)
so thatW = W ′. Consequently there is x ∈ V (B) such that p(W ) = p(W ′) = {x}. ThereforeW ,W ′ ∈ D{x}(B⌊C⌋). Since the
suborder of @ induced by D{x}(B⌊C⌋) equals (D{x}(B⌊C⌋),(), we obtain thatW @ W ′.
Second, assume that W @ W ′. Recall that W ∈ Dp(W )(B⌊C⌋), W ′ ∈ Dp(W ′)(B⌊C⌋) and, by Lemma 24, p(W ), p(W ′) ∈D(B). By the definition of the lexicographic sum (D(B),()⌊(DX (B⌊C⌋),() : X ∈ D(B)⌋, we have
p(W ) ( p(W ′) if p(W ) ≠ p(W ′),
W ( W ′ if p(W ) = p(W ′).
It remains to verify thatW ( W ′ when p(W ) ( p(W ′). Clearly |p(W ′)| ≥ 2 and henceW ′ = p(W ′)×V (C) by Lemma 15.
ThusW ⊆ p(W )× V (C) ( p(W ′)× V (C) = W ′.
7. Epilogue: the labeled decomposition tree
Usually, the decomposition tree D(B) of a binary structure B is labeled by a function
λB : H(B) \L(B) −→ {p} ∪ {ci : i ∈ {1, . . . , rk(B)}} ∪ {l{i,j} : i ≠ j ∈ {1, . . . , rk(B)}}
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defined by applying Theorem 4 as follows. For every X ∈ H(B) \L(B) such that |X | ≥ 2,
λB(X) =
p if |Π(B[X])| ≥ 3 and B[X]/Π(B[X]) is primitive,
ci if B[X]/Π(B[X]) is {i}-constant where i ∈ {1, . . . , rk(B)},
l{i,j} if B[X]/Π(B[X]) is {i, j}-linear where i ≠ j ∈ {1, . . . , rk(B)}.
Let B and C be binary structures such that rk(B) = rk(C). The purpose of the section is to show how the decomposition
tree labeling is compatible with the lexicographic product (see Theorem 29). ConsiderW ∈ H(B⌊C⌋) \ L(B⌊C⌋) such that
|W | ≥ 2. We distinguish the following cases to determine λB⌊C⌋(W ).
To begin, assume that |p(W )| = 1. By Remark 4, q(W ) ∈ H(C). It follows from Proposition 18 that q(W ) ∈ H(C) \L(C)
and
Π((B⌊C⌋)[W ]) = {p(W )× X ′ : X ′ ∈ Π(C[q(W )])}.
Furthermore (B⌊C⌋)(p(W ) × X ′, p(W ) × Y ′) = C(X ′, Y ′) for any X ′ ≠ Y ′ ∈ Π(C[q(W )]). Therefore the bijection from
Π(C[q(W )]) onto Π((B⌊C⌋)[W ]), defined by X ′ → p(W ) × X ′ for each X ′ ∈ Π(C[q(W )]), is an isomorphism from
C[q(W )]/Π(C[q(W )]) onto (B⌊C⌋)[W ]/Π((B⌊C⌋)[W ]). In particular, we obtain
λB⌊C⌋(W ) = λC (q(W )).
Now, assume that |p(W )| ≥ 2. By Lemma 15, W = p(W ) × V (C) and p(W ) ∈ H(B). Furthermore p(W ) ∈ H(B) \ L(B)
by Remark 5. By Corollary 20, we have: for every X ⊆ p(W ) such that |X | ≥ 2, X × V (C) ∈ Π((B⌊C⌋)[W ]) if and only if
X ∈ Π(B[p(W )]). When there is x ∈ p(W ) such that {x} ∈ Π(B[p(W )]), we distinguish the following two subcases.
First, assume that for each i, j ∈ {1, . . . , rk(B)}, B[p(W )] is {i, j}-connected or C is {i, j}-connected. Consider x ∈ p(W )
such that {x} ∈ Π(B[p(W )]) and assume that x is locally isolated. By Lemma 6, HB(x) = p(W ). Thus B[p(W )] is not
ν(B[HB(x)])-connected and hence C is ν(B[HB(x)])-connected. Therefore, if x is locally isolated, then C is ν(B[HB(x)])-
connected. As {x} ∈ Π(B[p(W )]), {x} × V (C) ∈ Π((B⌊C⌋)[W ]) by the first assertion of Theorem 19. Consequently
Π((B⌊C⌋)[W ]) = {X × V (C) : X ∈ Π(B[p(W )])}.
Furthermore, for any X ≠ Y ∈ Π(B[p(W )]), (B⌊C⌋)(X × V (C), Y × V (C)) = B(X, Y ). It follows that the bijection
from Π(B[p(W )]) onto Π((B⌊C⌋)[W ]), defined by X → X × V (C) for each X ∈ Π(B[p(W )]), is an isomorphism from
B[p(W )]/Π(B[p(W )]) onto (B⌊C⌋)[W ]/Π((B⌊C⌋)[W ]). In particular, we obtain λB⌊C⌋(W ) = λB(p(W )).
Second, assume that there are i, j ∈ {1, . . . , rk(B)} such that B[p(W )] and C are not {i, j}-connected. By Corollary 5,
B[p(W )] admits a nontrivial clancut X such that ⟨X⟩B[p(W )] = (i, j). By Remark 3 applied to B[p(W )]⌊C⌋ = (B⌊C⌋)[W ],
X × V (C) and (p(W ) \ X)× V (C) = W \ (X × V (C)) are clans of (B⌊C⌋)[W ]. Therefore X × V (C) is a nontrivial clancut of
(B⌊C⌋)[W ] such that ⟨X × V (C)⟩(B⌊C⌋)[W ] = ⟨X⟩B[p(W )]. By Corollary 5, (B⌊C⌋)[W ] is not {i, j}-connected as well. It follows
from Theorem 4 that
λB⌊C⌋(W ) = λB(p(W )) =

ci if i = j,
l{i,j} if i ≠ j.
Moreover, consider x ∈ p(W ) such that {x} ∈ Π(B[p(W )]). Since B[p(W )] is not connected,Π(B[p(W )]) = C(B[p(W )]) by
Remark 2. Thus x is locally isolated, HB(x) = p(W ), ν(B[HB(x)]) = {i, j} and hence C is not ν(B[HB(x)])-connected. It follows
from the second assertion of Theorem 19 that {x} × X ′ ∈ Π((B⌊C⌋)[W ]) for every X ′ ∈ Π(C). Consequently
Π((B⌊C⌋)[W ]) = {X × V (C) : X ∈ C(B[p(W )]), |X | ≥ 2}
∪{{x} × X ′ : {x} ∈ C(B[p(W )]), X ′ ∈ C(C)}.
We summarize the previous study in the proposition and the theorem below.
Proposition 28. The following assertions hold for every W ∈ H(B⌊C⌋) \L(B⌊C⌋).
1. If |p(W )| = 1, then q(W ) ∈ H(C) \L(C) and
Π((B⌊C⌋)[W ]) = {p(W )× X ′ : X ′ ∈ Π(C[q(W )])}.
2. If |p(W )| ≥ 2 and if for each i, j ∈ {1, . . . , rk(B)}, B[p(W )] is {i, j}-connected or C is {i, j}-connected, then p(W ) ∈
H(B) \L(B) and
Π((B⌊C⌋)[W ]) = {X × V (C) : X ∈ Π(B[p(W )])}.
3. If |p(W )| ≥ 2 and if there are i, j ∈ {1, . . . , rk(B)} such that B[p(W )] and C are not {i, j}-connected, then
Π((B⌊C⌋)[W ]) = {X × V (C) : X ∈ C(B[p(W )]), |X | ≥ 2} ∪ {{x} × X ′ : {x} ∈ C(B[p(W )]), X ′ ∈ C(C)}.
Theorem 29. For every W ∈ H(B⌊C⌋) \L(B⌊C⌋), we have
λB⌊C⌋(W ) =

λB(p(W )) if |p(W )| ≥ 2,
λC (q(W )) if |p(W )| = 1.
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