Purpose -The purpose of this paper is to develop a new summarisation approach, namely structure-preserving and query-biased summarisation, to improve the effectiveness of web searching. During web searching, one aid for users is the document summaries provided in the search results. However, the summaries provided by current search engines have limitations in directing users to relevant documents. Design/methodology/approach -The proposed system consists of two stages: document structure analysis and summarisation. In the first stage, a rule-based approach is used to identify the sectional hierarchies of web documents. In the second stage, query-biased summaries are created, making use of document structure both in the summarisation process and in the output summaries. Findings -In structural processing, about 70 per cent accuracy in identifying document sectional hierarchies is obtained. The summarisation method is tested on a task-based evaluation method using English and Turkish document collections. The results show that the proposed method is a significant improvement over both unstructured query-biased summaries and Google snippets in terms of f-measure. Practical implications -The proposed summarisation system can be incorporated into search engines. The structural processing technique also has applications in other information systems, such as browsing, outlining and indexing documents. Originality/value -In the literature on summarisation, the effects of query-biased techniques and document structure are considered in only a few works and are researched separately. The research reported here differs from traditional approaches by combining these two aspects in a coherent framework. The work is also the first automatic summarisation study for Turkish targeting web search.
Introduction
The drastic increase in documents available on the world wide web has resulted in the wide-spread problem of information overload (Mani and Maybury, 1999) . People now have access to vast amounts of information; however, it is becoming increasingly difficult to locate useful information. Search engines usually return a large number of results in response to user queries. One study of European users showed that about 50 per cent of documents viewed by users are irrelevant (Jansen and Spink, 2005) . Users need to open several links to find the desired information, especially for specific and complex queries (e.g. best retirement countries) and for tasks such as background searching rather than queries with commonplace answers (e.g. capital city of Sweden).
In currently available search engines, such as Google and Altavista, each link in the results is associated with a short summary (e.g. a two-line extract) of its content. Although such extracts show some of the document fragments containing the query words, they fail to reveal their context within the document. As a result, the user either misses relevant results or spends time on irrelevant ones. Figure 1 shows the first six results of Google in response to the TREC-2004[1] query "antibiotics bacteria disease". In that task, the aim of the user is to find documents that discuss how and why antibiotics become ineffective for some bacteria types. When we analyse the related documents, we see that only half of the extracts in the figure effectively direct the users.
At this point, automatic summarisation techniques gain importance. Although creating summaries as successful as human summaries is still a long-term research direction, summaries that are not perfect can be utilised to improve the effectiveness of other tasks such as information retrieval (Sparck-Jones, 1999) . Automatic summarisation research has traditionally focused on creating general-purpose summaries. However, in an information retrieval paradigm, it has become important Web searching to bias towards user queries in order to be effective. Also, traditional approaches have usually considered a document as a flat sequence of sentences and ignored the inherent structure of documents during the summarisation process and in the output summaries. This aspect becomes especially important in the context of web documents, which typically show complex organisation of content, having sections and subsections with different topics and formatting.
In this paper, we propose a novel summarisation approach for web searching that utilises query-biased techniques and document structure both in the summarisation process and in the output summaries. Providing the context of searched terms in a way that preserves the structure of the document (i.e. the sectional hierarchy and heading structure) may help users to determine the relevance of the results better. To the best of our knowledge, the effects of the explicit document structure and query-biased techniques have not been investigated before in a web search context. We tested the system using a task-based evaluation method. The results show a significant improvement over both Google extracts and unstructured summaries of the same size.
Background and related work Search engines and query types
The information retrieval discipline deals with the storage, retrieval and maintenance of information. The general objective of an information retrieval system is to minimise the time spent by a user in locating the needed information (Jackson and Moulinier, 2007; Kowalski and Maybury, 2002) . Although a variant of classical information retrieval, information retrieval on the web shows significant differences when compared with traditional text retrieval systems. These differences mainly stem from a number of typical characteristics of the web such as its distributed architecture, the heterogeneity of the available information, and its size and growth rate (Chowdhury, 2006; Broder and Henzinger, 2002) .
One of the major components of a web information retrieval system is the searching component (the search engine). A search engine allows the user to enter search terms (queries) that are run against a database and retrieves from its database web pages that match the search terms. We can identify several types of query forms supported by modern search engines (Chowdhury, 2006; Baeza-Yates and Ribeiro-Neto, 1999; Berry and Browne, 1999; Kowalski and Maybury, 2002) . The basic and most widely used mechanism is Boolean search, where one or more keywords separated by (implicit or explicit) Boolean operators are entered. Phrase search is a variant of Boolean search in which the user requires a set of contiguous words to be found in the given order. A generalised form of this idea is proximity search in which a sequence of words or phrases is given together with a maximum distance allowed between them. Another mechanism is limiting the search with some restrictions on the search items or on the webpage properties. The most common types are range searching (specifying a range for a word) and field searching (restricting the search to the content of a field, such as the title, language or file type).
Some search engines support a number of more advanced query types (Berry and Browne, 1999; Kowalski and Maybury, 2002) . Natural language search is a generalisation of Boolean search, where any reference to Boolean operators is eliminated and the user formulates the query as a question or a statement. The search algorithms underlying this model of searching need to be quite different from those of OIR 33,4 simple search models. In thesaurus search, the search terms supplied by the user are expanded to also include similar words or concepts. Finally, fuzzy search refers to the capability of the system to handle the misspellings and variations (e.g. the stemmed form) of the same words.
According to Ingwersen and Järvelin (2005) , the information needs of users can be classified based on three dimensions: the intention or goal of the searcher, the kind of knowledge currently known by the searcher, and the quality of what is known. In the case of well-defined knowledge of the user, specific information sources are searched, whereas in ill-defined (muddled) cases the search process is rather exploratory. Based on a related work, a summarisation system can be evaluated based on four types of information need in web searching: search for a fact, search for a number of items, decision search, and background search (White et al., 2003) .
It is worth mentioning some statistical figures about search engines in order to better evaluate their capabilities. Researchers estimate that the content of the web is doubling each year. Search engines can index only a fraction of the web. A 2003 study reported that the largest search engine at that time (Google) indexed about 3.8 billion web pages, which corresponded to only 16 per cent of the web (Chowdhury, 2006) . Due to the huge size of the web, response time is a critical factor for search engines. When a query is given by a user, a search engine normally scans all the pages indexed. However, in order not to have an adverse effect on the response time, usually a few of the first result screens are generated more quickly (e.g. by using some templates), exploiting the fact that most of the users do not pass beyond a few screens (Grossman and Frieder, 2004) .
Web document analysis
In its general sense, document structure analysis aims at deconstructing a given document into its component regions and understanding their functional roles and relationships. Compared to the older field of printed document analysis (Niyogi and Srihari, 1995) , the structural and semantic analysis of web documents is a relatively young field of research. Web documents are usually encoded in hypertext markup language (HTML) and can contain rich structural information. In web document analysis, document object model (DOM) trees of web documents are being utilised increasingly because they provide a more global view of the document structure (Chaudhuri, 2006) . A DOM tree can be used to extract useful content from HTML documents by eliminating cluttered parts such as advertisements (Gupta et al., 2005) . In one study, HTML pages in a specific domain were converted into semantically-rich extensible markup language (XML) documents by restructuring the DOM trees of the documents (Chung et al., 2002) . There is some related work on extraction of the main title from web documents using DOM tree analysis and machine learning techniques (Xue et al., 2007) .
HTML documents can be deconstructed into coherent segments in a flat or hierarchical way. This has several applications including display of content in small-screen devices such as PDAs, and summarisation. In one work, HTML documents were divided into flat segments using machine-learning techniques based on DOM trees and formatting features (Feng et al., 2005) . In hierarchical structure analysis, the document is processed to obtain a hierarchy of segments and sub-segments. One approach to obtain the hierarchical structure is to group visually similar document parts (Yang and Zhang, 2001) . Alternatively, the document can be partitioned iteratively into smaller blocks by detecting visual separators (Chen et al., 2003) . This analysis can also be performed by partitioning the document into semantic textual units and arranging the hierarchy based on emphasis differences between the units (Buyukkokten et al., 2001) . Other approaches to hierarchical structure identification include the application of a string matching algorithm on the DOM tree paths (Mukherjee et al., 2003) and using presentation regularities (Vadrevu et al., 2007) . Our research differs from all these works in that we have concentrated on section headings and made use of these in building the hierarchy, whereas other works have not particularly concentrated on heading-based hierarchy.
Automatic summarisation and abstracting
The goal of automatic summarisation is the processing of a document and the presentation of its most important content to the user in a condensed form. There are basically two forms of summary: extracts and abstracts. An extract is a summary created by drawing sentences from the document itself, whereas an abstract is a summary at least some of whose material is not present in the document (Chowdhury, 2006; Mani, 2001) . In view of this definition, abstraction is a much more difficult task than extraction, since it involves rephrasing a text and thus necessitates sophisticated mechanisms and knowledge sources. This is the reason that the vast majority of summarisation systems focus on extraction rather than abstraction.
Related to the type of user a summary is intended for, there are two basic approaches. Query-biased (user-focused) summaries are tailored to the information need of a particular user, whereas generic summaries aim at summarising a given document without focusing on a particular topic. Evaluation of a summary can take one of two forms. Intrinsic evaluation judges the quality of a summary directly based on some criteria such as informativeness, coverage and correctness. Extrinsic evaluation is related to the purpose of the summary and judges the quality of the summary based on how it affects the completion of some other task (Chowdhury, 2006; Mani, 2001; Moens, 2002) .
The summarisation process consists of three main steps: analysis, transformation and synthesis. Normally, extraction involves only the analysis step, which is based on the idea of scoring sentences in the document with respect to some criteria and then selecting a number of high scoring sentences. There are four main methods used to measure the importance of a sentence (Chowdhury, 2006; Mani, 2001) . The frequency method gives a score to a sentence depending on the number of occurrences of the sentence words in the document. The cue method favours sentences that contain one or more of the phrases in a predefined list of cue phrases. A sentence that includes a cue phrase (e.g. beginning with "In summary") is assumed to contain important information. In the title method, the scores of sentences that contain words that occur in the title of the document are increased. The location method gives precedence to sentences that appear in some particular sections of the document (e.g. the first sentence of the document), assuming that they are more indicative of the content than the others. All systems that prepare summaries by sentence extraction use some variants of these basic methods.
Most of the related works on automatic summarisation have aimed at creating generic summaries rather than query-biased ones, and have employed extraction OIR 33,4 methods based on sentence weighting (Guo and Stylios, 2005; Yeh et al., 2005; Otterbacher et al., 2006) . In one work, the effects of several sentence-weighting schemes were investigated (Liang et al., 2007) . It was found that using a combination of weighting components improves the performance in comparison to any single component.
Query-biased summaries have been shown to be effective in information retrieval tasks (Tombros and Sanderson, 1998) . WebDocSum is a retrieval interface providing query-biased summaries that are longer compared to the extracts provided by traditional search engines (White et al., 2003) . The summaries of the system are presented in a separate window to prevent a cluttered view of the search results. White et al. (2003) showed them to be more effective than the summaries of Google and AltaVista in a task-based evaluation. Both of these studies (Tombros and Sanderson, 1998; White et al., 2003) were based on sentence extraction and basic statistical approaches such as title, location and query methods.
In the literature, there are discourse-level summarisation approaches based on content analysis (cohesion) or structural analysis (coherence). The former involves relationships between words and is related to how tightly the document is connected (Barzilay and Elhadad, 1999) . The latter captures structural information by identifying macro-level relationships between sentences or clauses (Marcu, 1999) . Based on several earlier psycholinguistic studies, Marcu (2000) stated that the structure of a text is essential in summarising the text. In another study, a structure-based and query-specific summarisation technique was proposed where the structure is obtained by connecting related document fragments (i.e. paragraphs) and then forming a document graph (Varadarajan and Hristidis, 2005) .
There are few works on summarisation based on explicit document structure such as document sectional hierarchy. In one such study, the "table of content"-like structure of HTML documents was incorporated into generic summary outputs (Alam et al., 2003) . Yang and Wang (2008) developed the fractal summarisation method where generic summaries are created based on the hierarchical structure of a document, including chapters, sections and subsections. These studies focused on general-purpose summaries, not tailored to particular user queries or web search tasks. As far as we know, there has been no research on summarisation combining the explicit structure of web documents and query-biased techniques.
There exist some studies on summarisation of XML documents that are inherently structured. In one of these studies, query-biased summarisation was used as an aid for searching XML documents (Szlávik et al., 2006) . In another study, a machine learning approach was proposed for summarisation of XML documents based on structure and content (Amini et al., 2007) .
Research goals
Our main research goal was to create summaries that are more effective than the ones provided by traditional search engines. The targeted documents were general web documents with no domain restriction. Web documents are typically heterogeneous documents containing images, text in various formats, interactive forms, menus, etc. Their content may also be diversified with sections on different topics, advertisements, etc. A screenshot of some parts of a web document is given in Figure 2 . The circles mark different parts of the document and will be used for reference.
One issue related to the research goal is the structural and semantic analysis of web documents. This is a challenging task since web documents are generally prepared for visual access. In this paper, we address the particular problem of finding the sectional hierarchy of an HTML document, where a document can be considered as consisting of sections and sub-sections with corresponding headings and sub-headings. The document in Figure 2 corresponds to the fifth result in Figure 1 . By looking at the Google snippet, it is hard to determine whether it is a relevant document. However, if the context of the searched terms was made explicit by using some structural clues and hierarchical information, we expect that users could more easily make a decision. This involves issues like identifying the headings and distinguishing the main content from secondary parts such as menus.
Another issue we consider is the use of this structural and semantic information during the summarisation process and in the output summaries. This involves the identification of the importance of each section and subsection. Important sections and corresponding headings should be more heavily represented in the summary. This is contrary to the traditional approaches where a document is considered as a flat sequence of sentences.
Methodology

Structural processing
In the proposed system, the aim of structural processing is to identify the sectional hierarchies of web documents, that is, sections and sub-sections together with the corresponding headings and sub-headings. This information will in turn be used during the summarisation phase. The proposed structural processing method involves three steps, which are detailed below.
DOM tree processing. A DOM tree is a hierarchical representation of an HTML document. However, it concerns the presentation of the document and usually does not correspond to a semantic hierarchy. Nevertheless, this representation may be partly utilised to obtain the semantic organisation of a document. In Figure 3 , a part of the DOM tree corresponding to the document in Figure 2 is shown.
In HTML syntax, there are two main types of tag: "container tags" (e.g. , table . , , td . , , tr . , etc.) that can contain other HTML tags or text, and "format tags" (e.g. , b . , , font . , , h1 . , etc.) that are usually concerned with the formatting of text (Raggett et al., 1999) . In general, the organisation of content is achieved by the use of container tags. The DOM tree usually has a complex organisation with nested container and format tags. The depth of the tree may be quite large and it usually contains tags that do not correspond to textual content. A hierarchy that is closer to the sectional hierarchy (usually with much less depth) should be distilled from this tree.
The theory behind the DOM tree-processing step is that semantically related parts of an HTML document usually occur in the same or neighbouring container tags in the hierarchy. The approach we take is to convert the DOM tree into a simplified version with only containment relationships. The tree is restructured so that each leaf corresponds to exactly one sentence whereas in the original DOM tree, each leaf may correspond to part of a sentence or more than one sentence. The process involves the following steps and the output for the example DOM tree is shown in Figure 4 .
(1) Prune nodes that do not contain text in the leaves beneath them and nodes that will not be used in summarisation, such as forms or drop-down menus. (2) Split or merge leaf nodes so that each leaf node corresponds to exactly one sentence. (3) Simplify the tree to obtain the containment hierarchy. The algorithm (see Figure 5 ) works in a breadth-first fashion starting from the root. Nodes that have only one child or nodes with format tags (such as , font . ) are removed. For this purpose, their children are percolated up and the format tags are passed as features of them. In the resulting tree, document parts are grouped under block elements.
Web searching Heading identification. The aim of this step is to automatically identify all the headings and subheadings in a given HTML document. Actually, there are heading tags (, h1 . through , h6 . ) in HTML to format different levels of heading. However, these tags are rarely used for this purpose. Sometimes, they are even used for formatting non-heading text. We examined several web pages (English and Turkish) in order to find out the characteristics that distinguish headings from non-heading text. In most of the documents, the headings were formed by formatting them differently from their surrounding text. Thus, their content and the context in which they occurred should be examined. We took a heuristic-based approach to distinguish headings from non-heading text. The heuristics are listed in Figure 6 . The headings obtained for the example document are shown underlined in Figure 4 . 
Web searching
Hierarchy restructuring. The last step is to restructure the tree by making use of the heading information already discovered. In the DOM tree processing step, each sentence (including headings) was identified accompanied by formatting features given in Table I . These feature-value pairs are used for differentiating between different levels of headings in the hierarchy. The idea is that in a semantic block of text, headings in the same level usually have the same features and the sectional hierarchy is achieved with distinct formatting for different levels of heading as in the following.
Antibiotics and bacterial diseases HTML code: . . . , h1 . Antibiotics and bacterial diseases , /h1 . . . .
The strategy we employ works bottom-up in the document tree and first smaller blocks of text (deeper in the hierarchy) are restructured. The algorithm to restructure a given block within the document tree is given in Figure 7 . Given a particular node in the document tree, its children are considered one by one. If the considered child is not a heading, it is appended under the last heading node encountered. Otherwise, first it is checked whether it belongs to a heading level previously used in the block. If not, it is added as a new heading level. Then, it is appended to the appropriate position in the hierarchy. Figure 8 shows the tree obtained after the application of the restructuring step on the tree of Figure 4 . In this tree, the root covers the entire document. The 
Summary extraction
In the proposed system, we create indicative summaries using the method of sentence extraction. The structure of the original document and the context of the selected sentences are preserved and thus the user can judge the relevance of documents more precisely. The summarisation algorithm is run after the structural processing phase and utilises the structural properties of documents both during the summarisation process and in the output summaries. A query-biased approach is employed that is suitable for web searching. We generate the summaries using two levels of scoring as explained below. Sentence scoring. For scoring the sentences, we employ a form of the basic sentence scoring metrics described earlier. Since we aim at preparing query-biased summaries in this work, we add a query component to the scoring mechanism. We use four types of scoring method. The heading method and the location method have been adapted in such a way that they utilise the output of the structural processing step. Whenever appropriate, stop words are eliminated and stemming is applied during the processes explained below. Heading method. Headings in a document usually include keywords related to the content and sentences containing heading words are likely to carry more information. Previous studies have taken only the main title of the documents into account or operated on predefined headings. In contrast, the algorithm in this research makes use of all the headings identified during structural processing. A heading score is assigned to each sentence as the number of heading words it contains.
. Location method. This method is based on the idea that sentences located at certain positions usually convey salient information. We have modified this approach to incorporate sectional information so that sentences that are the first sentence of a section or subsection are given a positive score.
.
Term frequency method.
Terms occurring frequently within a document usually convey important information and sentences with a large number of such words should be preferred. In the proposed system, each sentence is assigned a term frequency score by summing the frequencies of the constituting words.
. Query method. In the web search context, biasing summaries with respect to the user query is important (Tombros and Sanderson, 1998) . When sentences containing query words are more heavily represented in the summaries, the users are expected to be able to judge the relevance of search results better. In the proposed system, each sentence is given a query score as the number of query words it includes.
The scores for each method are normalised by dividing them to the maximum score for that method in a given document. The overall sentence score is calculated as follows:
where s represents a normalised score and w corresponds to the related weight. We have experimented with different weight values and observed that giving similar weights to heading, location and term frequency metrics, and assigning a weight to the query metric a few times more than the others give rise to the best performance. This indicates that query terms provide the most important information, but the other sources of information also have an effect and should not be disregarded. Table II shows the score calculation for the following example sentence from the document in Figure 2 (w 1 ¼ w 2 ¼ w 3 ¼ 1 and w 4 ¼ 3). Section scoring. Traditional approaches to summarisation usually generate summaries by considering the document as a linear sequence of sentences. Some of them score the sentences by taking some structural information (e.g. heading and location information) into account. However, during the extraction phase, they still select the sentences without considering the sectional hierarchy of the document. In this paper, we follow a different strategy. We argue that sections inside a document have varying degrees of importance with respect to the user query. Hence, they should be represented to different extents in the summary. Moreover, rather than flat text summaries, we form structured summaries that include the context of sentences in terms of section headings. In the proposed system, each section is given a section score as a measure of its importance. This score is computed as the sum of the sentence scores in that section and determines the number of sentences that section will be represented by in the summary (i.e. its quota). The summarisation algorithm (Figure 9 ) operates on the document tree obtained in the structural processing stage. The document root is initially given a quota corresponding to the maximum summary size (e.g. 25 sentences). During processing, the quota of a node (section) is shared among its children (sub-sections). A predetermined threshold (e.g. three sentences) is used to end this division for small values of quota. When the threshold is reached or when a section has no more subsections, the highest scored sentences within the section are selected one by one, together with the headings above them (corresponding to ancestor nodes) until the quota for that section is reached. After the summaries are formed, the search results are displayed on the screen in a similar way to the search engines. The difference from traditional search engines is that when the user moves the mouse on a result, the corresponding summary is shown Web searching in a separate window. As the user moves from one link to another, the previous summary window is cancelled and the new summary is displayed. In this way, it becomes possible to display several results on a page with a detailed view of each result.
Data collection and analysis
The system was developed using the open source GATE framework for text engineering (Maynard et al., 2002) as the underlying development environment. GATE supports some common functionalities like the tokeniser and sentence splitter, and includes the Porter stemmer (Porter, 1980) as a plug-in. We implemented the DOM tree extractor, the HTML document structure analyser and the summarisation engine as new modules of this framework.
Analyses in the literature about user behaviour in forming queries have shown that users do not put much effort into formulating a query and they mostly use very simple Boolean types of queries (Ingwersen and Järvelin, 2005; Markey, 2007) . It has been reported that 80 per cent of queries are formed as a sequence of words without any Boolean operator in between and that the average query length is 2.35 words (Broder and Henzinger, 2002) . Another study has given the same average length and has estimated the average number of operators as 0.41 operators per query (Baeza-Yates and Ribeiro-Neto, 1999). In addition, it was found that 25 per cent of users use a single keyword. Chowdhury (2006) stated that only about 8 per cent of queries contain Boolean operators and only 9 per cent use some advanced features. All these results indicate the poor nature of end-user searches. In this research we followed the same approach in simulating user behaviour by using Boolean queries with a length of two to three words.
We created two different document collections for the experiments. The first included English web documents collected from the results of Google in response to ten different queries from the TREC-2004 Robust Test Set[1] (see Table III ). For each query, a set of ten documents were randomly collected from the top 50 results returned by Google, corresponding to a total of 100 out of 500 documents. The second collection included Turkish web documents collected from the results of Google using TREC-like queries defined for Turkish (Can et al., 2008 ) (see Table III on these randomly collected documents. The average document length was about 1,700 words in the English collection and 900 words in the Turkish collection. The proposed system was evaluated using two different experimental settings as detailed in the following subsections.
Document hierarchy identification experiment
The structural processing algorithm was run on both document collections. The examination of the collections revealed that they included different levels of structured documents, ranging from flat documents to highly structured ones, with an average sectional hierarchy depth of around four. Figure 10 shows the distribution of hierarchy depths in both collections.
We compared the results of the proposed system with both the actual hierarchies (extracted manually) and a baseline (a hierarchy formed using only heading tags , h1 . through , h6 . in HTML). The accuracy of the system was measured using two criteria: accuracy of hierarchy identification and accuracy of heading identification. Hierarchy accuracy was computed as the ratio of the number of parent-child relationships (heading-sub-heading and heading-text relationships) correctly identified to the total number of parent-child relationships in the manually identified hierarchy. Table IV shows the average results obtained for the English and Turkish collections.
The average accuracy obtained in the proposed system was around 70 per cent for both collections, whereas it was 50 per cent in the baseline method for the English collection. The baseline method failed for the Turkish collection because the particular , h . tags were not used in any of the documents. Instead, the sectional hierarchy was achieved using other features on the DOM tree such as format tags. In order to test whether the methods work on Turkish documents in general, we performed an Web searching additional analysis on documents of a Turkish university web site (50 documents on "boun.edu.tr" domain) and obtained 71 per cent accuracy using the proposed approach, which proves the robustness of the algorithm for Turkish web pages. The results indicate that a significant improvement in accuracy is possible via a heuristics-based document analysis. The second criterion we employed was the accuracy of heading identification, where high recall rates were obtained for both collections. The precision rates were relatively lower because some non-heading texts were identified as headings due to the cluttered structure encountered in most web documents. Another analysis revealed that for the majority of the documents acceptable accuracy rates were obtained. For the English collection, about half of the documents had hierarchy accuracy of between 80 per cent and 100 per cent in the proposed system, while only about 25 per cent of the documents achieved this rate in the baseline method.
Summarisation experiment
The evaluation method used was extrinsic (task-based) evaluation where the summaries were judged according to their usefulness in a search engine. We preferred extrinsic evaluation as it is more suitable for cases where the summariser is embedded within another system (Mani, 2001) , which was the case in this research. Four types of summary (document surrogate) were used for comparison:
(1) Google -query-biased extract provided by Google.
(2) Unstructured -query-biased summary without the use of structural information. (3) Structured1 -structure-preserving and query-biased summary created by the proposed system using output of the hierarchy identification step. (4) Structured2 -structure-preserving and query-biased summary created by the proposed system using manually identified structure.
All the summaries except the Google extracts were long summaries of the same size (about 25 sentences) to make them comparable with each other. In the case of unstructured summaries, the information obtained in the structural processing step (i.e. heading and location methods) was not used. An example output of the proposed system (Structured1) for the query "antibiotics bacteria disease" is given in Figure 11 . The summaries are displayed in a hierarchical way in accordance with the sectional hierarchy. Also, headings and subheadings are given as bold and query keywords are highlighted. Each summary sentence is output as a single line; for this purpose, the end parts of longer sentences are replaced by " . . . ", allowing a maximum of about 100 characters for each sentence.
For the performance measure, we used the relevance prediction approach proposed by Hobson et al. (2007) instead of relying on a gold standard. The relevance prediction approach compares the subject's relevance judgement of a summary with his or her own judgement of the original full-text document. In this way, we expected to reduce the effect of subject differences and obtain more reliable information.
The experiment methodology employed was a within-subjects (i.e. repeated measures) design to minimise the effects of differences among subjects (Montgomery, 2001) . A total of ten subjects were used. The experiment was conducted using the OIR 33,4 queries in Table III for the English and Turkish document collections. The queries we used conform to the query formation behaviour of search engine users mentioned earlier. An example query, "antibiotics bacteria disease", is shown in Figure 12 , in which each query is represented by a title (query terms), a description and a narrative part. The description states what is intended by the query terms and the narrative part provides a guide for deciding the relevance of a document. The queries cover different types of information need tasks, including search for a number of items (nine queries), decision search (one query) and background search (five queries).
For each document in the collections, five texts (the four summary types and the original document) were presented to the subject using a web-based interface. The Web searching subject was required to complete all the documents of a query before continuing with the next query. The texts corresponding to a query were presented to the subject in random order to reduce carry-over effects, under the restriction that an original document was displayed after all four summaries of that document. For each text, the subject was asked to determine whether the corresponding document was relevant or irrelevant with respect to the query. In this way, each query and the corresponding document summaries were evaluated by three different subjects.
For each document summary, four types of results were identified through comparing the relevance judgements of the subjects for the summary and the original document: true positive (TP), false positive (FP), false negative (FN) and true negative (TN). Based on these values, accuracy (A), recall (R), precision (P) and f-measure (F) values for each summarisation method were calculated. The results are displayed in Table V together with the average time of making judgements for each method. Table VI shows the relative performance improvement provided by the proposed method ("Structured1") over the "Google" and "Unstructured" methods. The statistical tests (repeated measures ANOVA) verified that the "Structured1" method yielded significantly better results than both the "Google" and "Unstructured" summaries with p , 0.05 for the f-measure.
Discussion
The importance of summarisation in information retrieval tasks has been recognised in several studies related to human cognition. One of these studies compared the response time and accuracy of relevance assessment for original documents and their summaries, and showed that the time decreases more or less linearly with the length while accuracy decreases only logarithmically (Jackson and Moulinier, 2007 implies that we can gain time substantially without a significant loss in accuracy when using summaries rather than original documents. This hypothesis was also supported by Marcu (2000) , who reported an experiment on an information retrieval task. The time taken when summaries were used was found to be about 80 per cent of the time required to perform the same task using the original documents, with recall and precision remaining approximately the same. Current search engines use short extracts to display the results to the user. Such extracts focus only on the query words and thus miss the parts of the documents actually intended by the user. We have shown that a significant improvement in performance is possible by using summaries much longer than the extracts generated by traditional search engines (e.g. Google). Longer summaries can show the parts of a document that are relevant to the user query explicitly even if those parts do not contain any of the query terms. We have also shown the importance of maintaining document structure in the summaries. In our research, structured summaries increased the performance of the system significantly when compared with unstructured summaries of the same size. A structured summary provides an overview of the document and makes it much easier for the user to focus on the relevant parts, which can be considered as some sort of semantic information for the user.
With current search engines, a major limitation for the user is the size of the display screen, which constrains the number of results and the size of the extracts. To optimise the number of results reviewed per screen, most search engines display a few lines from the document that include the query terms. However, this does not seem to be suitable and it is argued that human cognition does not conform to this type of display (Van Oostendorp and De Mul, 1996) . In this work, we combined the objective of displaying as many results as possible on a page with the objective of giving a detailed view for each result by activating a dynamic summary window.
The high success rates of the "Structured1" and "Structured2" methods indicate that combining structural processing with summary extraction is an effective approach. On average, the size of a summary prepared with these methods is about 16 per cent of the corresponding document. By looking at a summary of this size, users are able to determine the relevance with 80 to 90 per cent accuracy. When we compare these two methods with each other, we see that they give similar success rates. "Structured2" may be expected to yield a better performance since it is based on manually identified hierarchical structures of documents. This was indeed the case for the English data collection. However, interestingly, "Structured1" showed a slightly better performance than "Structured2" in the Turkish collection. We conjecture that this result was due to the two-stage nature of the process in the sense that the summarisation component can work on an imperfect structure and humans are good at coping with vagueness. Based on the high performance of the proposed method, "Structured1", we can conclude that it is a fully automatic method that can be incorporated into a search engine.
An analysis of user response times (Table V) shows that although the summaries were six to seven times longer than the Google extracts, they caused only a two-fold increase in response time. This indicates that people just look at the related parts of the summaries and then arrive at a decision. Thus we see that the proposed system has acceptable user response times despite the much longer summary size. An analysis of the time complexity of a search engine built on the proposed techniques shows that it is linear in document length. The document structural processing step is independent of the user query and needs to be performed once for each document. This process can be done offline, similar to the indexing phase of search engines. The summary extraction step has a linear time complexity. Given a document hierarchy with n nodes (sentences), the extraction algorithm (Figure 9 ) operates on most n nodes in a top-down fashion. At each node, either the quotas of the children nodes are calculated or the sentences are selected based on the quota of the node, both of which require constant time. As a result, the time complexity of the whole process is O(n).
Conclusions
In this paper, we have proposed a novel approach that can enrich the outputs of current search engines and that results in a substantial increase in performance. The method is composed of two steps: structural processing and summary extraction. The first investigates the problem of sectional hierarchy identification for web documents. We obtained about 70 per cent accuracy, which was shown in the second step to be an acceptable performance for the primary aim of this study. The second step is the summarisation phase. The performance of the proposed approach was found to be 80 to 90 per cent. This indicates that structure-preserving and query-biased summaries greatly influence the success of web search tasks. The approach was also applied to Turkish documents, which makes this the first automatic summarisation study of Turkish targeting web search.
In addition to the domain of search engines, the proposed approach can also be utilised in several other fields related to document processing. Information systems where large amounts of document need to be analysed, such as library systems, law and medicine, are typical candidates. The proposed methods allow browsing of large documents with the help of the structural information. Also, the summaries provided by the system can be taken as an outline in creating manual summaries.
Future work will address improving the success of the structural processing step and the summarisation engine. We are planning to incorporate machine learning techniques into the hierarchy identification algorithms. Also, the summarisation approach will be refined using linguistic information in syntactic and semantic levels.
