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Abstract. In this essay, a general case of information systems contains quan-
tum information systems is considered. By presenting an algorithmic method a
new kind of information topology is defined and considered. Continuous maps
between two information topological spaces are studied. Moreover, open and
compact information systems are taken into consideration. It is also proved
that a finite product of compact information systems is a compact information
system. Following that, two methods for constructing new open covers for a
class of compact information systems are presented, and information topolog-
ical entropy for continuous self maps of an information topological space is
considered. We show that information topological entropy is an invariant ob-
ject under a conjugate relation. Finally, as an applied example, a mathematical
model for knowledge spread is introduced.
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1. Introduction
General theory of systems as a theory of everything in philosophy has a long
history in philosophy and history. In this direction one can refer to the works of
Leibniz. The works of Bertalanffy and his famous book ”General system theory”
[2] is the main reference on the foundations of this topic. In mathematical language
a system Y on a non-empty set X is a set of relations on X such that each element
of X is in the domain of at least one member of Y . In this case the pair (X,Y )
is called a systematic space. Information systems are a special class of systematic
spaces, in fact in the definition of a systematic space if we replace ”relations on
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2 M.R. MOLAEI
X” with ”mappings on X”, then it call an information system. More precisely an
information system [5], [11] is a triple (X, I, F ) where X and I are non-empty sets,
and F = {fi | fi is a map on X, and i ∈ I}. In ordinary information theory,
the cardinality of X is smaller than that of real numbers. In the case of quantum
information systems, the cardinality of X can be equal to that of real numbers [7].
We ask the reader to pay attention to this point that: in information theory I is
a finite set, but in this paper I can be an infinite set. This situation appears in
dynamical systems and physical systems in quantum mechanics. In a dynamical
system, I is the set of real numbers or any other topological group and in a physical
system a member of F is a state or an observable [9] which according to the axioms
of physical systems, F can be considered as the set of Borel probability measures
on R. So any quantum information system is also an example of an information
system.
In this paper we present an algorithmic method via two binary operations for
deducing essential notions such as openness, compactness, continuity and entropy.
These notions have deep backgrounds in physics and ordinary information theory.
For a given (X, I) we take Fˆ as a non-empty subset of
{F | (X, I, F ) is an information system}.
We also assume that ∨ and ∧ are two binary operations on Fˆ , and (Fˆ ,∨,∧) satisfies
the following conditions:
(i) F ∨ (G ∨H) = (F ∨G) ∨H, F ∧ (G ∧H) = (F ∧G) ∧H for all F,G,H ∈ Fˆ ;
(ii) F ∨ (F ∧G) = F ∧ (G ∨ F ) = F for all F,G ∈ Fˆ ;
(iii) F ∨ F = F ∧ F = F for all F ∈ Fˆ ;
(iv) F ∧ (G ∨H) = (F ∧G) ∨ (F ∧H), and (G ∨H) ∧ F = (G ∧ F ) ∨ (H ∧ F ) for
all F,G,H ∈ Fˆ ;
(v) F ∨ (G ∧H) = (F ∨G) ∧ (F ∨H), and (G ∧H) ∨ F = (G ∨ F ) ∧ (H ∨ F ) for
all F,G,H ∈ Fˆ .
The reader must pay attention to this point that ∨ and ∧ are not necessary com-
mutative, so (Fˆ ,∨,∧) may not be a distributive lattice [4].
Let Gˆ be a subset of Fˆ . Then
∨
Gˆ is the set of S ∈ Fˆ with the following properties:
(a) G = G ∧ S for all G ∈ Gˆ;
(b) if there exists H ∈ Fˆ such that G = G ∧H for all G ∈ Gˆ, then S = S ∧H.
An element S with the above properties may not be unique (in the case of exis-
tence) (see example 2.3).
In the next section a concept of topology via an information system is introduced.
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Information open and closed sets are studied. Compact information systems and
finite product of information systems are considered.
In section 4 the notion of information topological entropy for continuous maps on
a compact information topological space as an extension of topological entropy [1],
[3], [10] is introduced. We show that the combination of a map with itself increases
the information topological entropy. We introduce a kind of conjugate relation and
show that information topological entropy is an invariant object under these kinds
of relations.
Knowledge spread as an interesting subject in human activities is considered from
a mathematical viewpoint in section 5, and a mathematical model is presented for
it. This model is a realistic example of topological information systems.
2. A new concept of topology created by an information system
The name ”information topology” has been used previously by Harremoes for a
kind of metric spaces created by information systems [6]. Here we use of this name
for another structure.
We assume that X, I, and Fˆ have the meanings determined in the previous section.
We choose an information system (X, I, F ) and would like to consider the effect of
it for creating the new topological viewpoints.
Definition 2.1. An F -topology for X is a subset τF of Fˆ with the following prop-
erties:
(i) G = G ∧ F for all G ∈ τF ;
(ii) F ∈ τF , and there is O ∈ τF such that O = O ∧G, for all G ∈ τF ;
(iii) G ∧H ∈ τF whenever G,H ∈ τF ;
(iv) if ∅ 6= Gˆ ⊆ τF , then
∨
Gˆ 6= ∅ and ∨ Gˆ ⊆ τF .
(X,F, Fˆ , τF ) or briefly (X, τF ) is called an F topological space or an information
topological space, and the elements of τF are called open information systems or F
open systems.
The interior set of H ∈ Fˆ is the set ∨ Gˆ where Gˆ = {G ∈ τF | G = G ∧H}. We
denote the interior set of H by IntH.
Theorem 2.1. H is F open if and only if H ∈ IntH.
Proof. Suppose Gˆ = {G ∈ τF | G = G ∧ H}. If H is F open, then H ∈ Gˆ.
Hence, if H0 ∈ Fˆ and G = G ∧ H0 for all G ∈ Gˆ, then H = H ∧ H0. Thus,
H ∈ ∨ Gˆ = IntH. The converse is obvious, because IntH = ∨ Gˆ ⊆ τF . 2
Let O be an object which satisfies axiom (ii) of definition 2.1., and let for given
G ∈ Fˆ , with G = G ∧ F , there is a unique GF ∈ Fˆ such that GF = GF ∧ F ,
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G ∨GF = GF ∨G = F , and G ∧GF = GF ∧G = O. GF is a mapping of O, i.e. if
O changes then GF may change. An element H ∈ Fˆ is called a closed information
system or an (O,F ) closed system if H = H ∧ F , and HF ∈ τF .
Theorem 2.2. If A and B are (O,F ) closed, (A∧B)∧AF = O, and B∨AF∨BF =
F , then A ∧B is (O,F ) closed.
Proof. (A ∧B) ∧ F = A ∧ (B ∧ F ) = A ∧ F = F .
(A ∧B)F = (AF ∨BF ), for
(A ∧B) ∨ (AF ∨BF ) = ((A ∨AF ) ∨BF ) ∧ (B ∨ (AF ∨BF ))
= (F ∨BF ) ∧ (B ∨AF ∨BF ) = (B ∨BF ∨BF ) ∧ (B ∨AF ∨BF )
= (B ∨BF ) ∧ (B ∨AF ∨BF ) = F ∧ F = F.
(A ∧B) ∧ (AF ∨BF ) = ((A ∧B) ∧AF ) ∨ ((A ∧B) ∧BF )
= O ∨ (A ∧O) = O ∨ (A ∧ (AF ∧A)) = O ∨ (O ∧A) = O ∨O = O.
Thus (A ∧B)F = (AF ∨BF ) ∈
∨{AF , BF } ⊆ τF . 2
In the next example we show that topological spaces are special cases of information
topological spaces.
Example 2.1. Suppose (X, τ) is a topological space. Let I be a singleton, and let
Fˆ be the set
{{f} | f : X → [0, 1] is a function so that f(X) has at most two elements.}.
Moreover, let F = {χX} and τF = {χU | U ∈ τ} where χ. is the characteristic
function. If for given {f}, {g} ∈ Fˆ we define {f} ∧ {g} = {min{f, g}} and {f} ∨
{g} = {max{f, g}}, then (X, τF ) is an F topological space.
The characteristic function of a set gives all the membership information about
it, but in many realistic facts, information is limited by some natural limitations
such as scientific limitations, social restrictions, and so on. Furthermore, sometimes
we need to consider the member of X from different viewpoints. If we assume I
is a set which denotes the number of information, and µ : X →
∏
i∈I
[0, 1] denotes
some natural limitations, then µ is called a |I|- dimensional observer of X or a
multi-dimensional observer of X where |I| denotes the cardinality of I (which can
be infinite), and
∏
i∈I
[0, 1] is the Cartesian product of [0, 1] [8]. We can denote µ
by
∏
i∈I
µi where µi : X → [0, 1] is a one-dimensional observer of X. Thus in this
case, if F = {µi}, then (X, I, F ) is an information system. We denote the set of |I|-
dimensional observers of X by Oˆ. If λ =
∏
i∈I
λi and η =
∏
i∈I
ηi are two members of Oˆ,
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X T A D
x1 95 80 85
x2 96 93 75
x3 99 87 90
x4 88 87 50
x5 88 85 65
x6 91 88 91
Table 1. An information system
then we define λ∨η and λ∧η by (λ∨η)i = max{λi, ηi} and (λ∧η)i = min{λi, ηi},
respectively.
Example 2.2. If τF = {rµ |r ∈ [0, 1]}, then τF is an F -topology for X.
Example 2.3. Let X = {x1, ..., x6} be the set of six top students in a university in
the six successive years. We denote the marks of them in the lessons T(topology),
A(analysis) and D(dynamical systems) in table 1. Let I = {T,A,D}, and let
fi : X → [0, 1] be defined by
fi(xk) =
1
100
(the mark of xk in the lesson i).
Then (X, I, F = {fi}) is an information system. Let Fˆ be the set {{gi}) | gi :
X → [0, 1] is a mapping}. We define ∨ and ∧ on Fˆ by (g1, g2, g3) ∨ (h1, h2, h3) =
(max{g1, h1}, h2, h3) and (g1, g2, g3) ∧ (h1, h2, h3) = (min{g1, h1}, g2, g3). If τF =
{(rf1, r, q) | r ∈ [ 12 , 1], and r, q : X → [0, 1] are two mappings.}, then (X, τF ) is an
F -topological space.
The object O of axiom (ii) of definition 2.1 can be any member of the set
{( 12f1, r, q) | r, q : X → [0, 1] are two mappings.}.
One must pay attention to this point that in example 2.3 (Fˆ ,∨,∧) is not a lattice,
because ∨, and ∧ are not commutative. Moreover, if
Gˆ = {(g1, g2, g3), (h1, h2, h3)},
then
∨
Gˆ = {(max{g1, h1}, r, q) | r, q : X → [0, 1] are two mappings.}, so
∨
Gˆ is
not a singleton.
If Y is a non-empty set and f : Y → X is a mapping, then (Y, I, Fof = {fiof})
is an information system. Let Hˆ = {Fof | F ∈ Fˆ}. We define ∨ and ∧ on Hˆ by
Fof ∨Gof = (F ∨G)of and Fof ∧Gof = (F ∧G)of , and τY = {Hof | H ∈ τF }.
Then (Y, τY ) is an Fof topological space.
Definition 2.2. Let (X, I, F, τF ) and (Y, I,G, τG) be two information topological
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spaces, and let f : Y → X be a mapping. Then f is called (G,F ) continuous if
(i) Fof = G and Hof ∈ τG for all H ∈ τF ;
(ii) if H,K ∈ Fˆ , then Hof,Kof ∈ Gˆ, Hof ∨Kof = (H ∨K)of and Hof ∧Kof =
(H ∧K)of .
The straightforward calculations imply to the next theorem.
Theorem 2.3. If (X, I, F, τF ), (Y, I,G, τG) and (Z, I,H, τH) are three information
topological spaces, f : Y → X, g : Z → Y are (G,F ) continuous, and (H,G)
continuous, then fog : Z → X is (H,F ) continuous.
3. Compact information systems
Suppose (X, I, F, τF ) is an F topological space where τF ⊆ Fˆ . Let H ∈ Fˆ , and
H = H ∧ F . An open cover for H is a subset Hˆ of τF such that H = H1 ∧ F , and
H1 ∈
∨
Hˆ.
Definition 3.1. An element H of Fˆ with the property H = H ∧ F is called a
compact information system or an F compact system if it has an open cover and
each open cover of H has a finite subset which is also an open cover for H.
Theorem 3.1. If H and K are two F compact systems, and if any open cover of
H ∨K is an open cover of H and K, then H ∨K is an F compact system.
Lemma 3.1. If Hˆ ⊆ Fˆ , and Kˆ ⊆ Fˆ , then {H ∨K | H ∈ ∨ Hˆ, and K ∈ ∨ Kˆ} ⊆∨
(Hˆ ∪ Kˆ).
Proof. Let H ∈ ∨ Hˆ, and K ∈ ∨ Kˆ. Then for G ∈ Hˆ we have
G ∧ (H ∨K) = (G ∧H) ∨ (G ∧K) = G ∨ (G ∧K) = G.
Moreover, for G ∈ Kˆ we have
G ∧ (H ∨K) = (G ∧H) ∨ (G ∧K) = (G ∧H) ∨G
= (G ∨G) ∧ (H ∨G) = G ∧ (H ∨G) = G.
Thus, G ∧ (H ∨K) = G for all G ∈ (Hˆ ∪ Kˆ). If there is D such that G = G ∧D
for all G ∈ (Hˆ ∪ Kˆ), then
(H ∨K) ∧D = (H ∧D) ∨ (K ∧D) = H ∨K.
Hence, H ∨K ∈ ∨(Hˆ ∪ Kˆ). 2
Proof of theorem 3.1. Let Hˆ and Kˆ be open covers of H and K respectively.
Furthermore let H1 ∈
∨
Hˆ, H2 ∈
∨
Kˆ, H = H1∧F and K = K1∧F . Then lemma
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3.1 implies H1 ∨K1 ∈
∨
(Hˆ ∪ Kˆ). Moreover, we have
(H1 ∨K1) ∧ F = (H1 ∧ F ) ∨ (K1 ∧ F ) = H ∨K.
Thus Hˆ ∪ Kˆ is an open cover for H ∨ K. Now let Gˆ be an open cover for
H ∨ K. Then there exist finite subcovers GˆH and GˆK of Gˆ with H1 ∈
∨
GˆH ,
K1 ∈
∨
GˆK , H = H1 ∧F and K = K1 ∧F. GˆH ∪ GˆK is a finite subcover of Gˆ, and
H ∨K = (H1 ∨K1) ∧ F . Thus H ∨K is F compact. 2
Now we assume that (Y,G, Gˆ, τG) is a topological information system, f : Y → X
is a (G,F ) continuous map. Moreover assume that Gˆ = {Hof : H ∈ Fˆ} and if
H1of = H2of , then H1 = H2. With these assumptions we have the next theorem.
Theorem 3.2. If Dof ∈ Gˆ is G compact, then D is F compact.
Proof. Let Qˆ = {Hof | H ∈ Dˆ} be an open cover for Dof . Then there is
D1of ∈
∨
Qˆ such that Dof = D1of ∧ Fof = (D1 ∧ F )of . So D = D1 ∧ F . We
show that D1 ∈
∨
Dˆ. Since Hof = Hof ∧D1of = (H ∧D1)of , then H = H ∧D1
for all H ∈ Dˆ. If P ∈ Fˆ and H = H ∧ P for all H ∈ Dˆ, then Hof = (H ∧ P )of
for all Hof ∈ Qˆ. Thus D1of = D1of ∧ Pof = (D1 ∧ P )of . Hence D1 = D1 ∧ P .
Consequently Dˆ is an open cover for D.
If Dˆ is an open cover for D, then it creates an open cover Qˆ for Dof . So it has a
finite subcover. This finite subcover corresponds to a finite subcover of Dˆ for D.
Thus D is F compact. 2
Let A be an index set, and let for a ∈ A, (Xa, Fa = {fai }, I, Fˆa, τFa) be an infor-
mation topological space. We define
∏
a∈A
Fa and
∏
a∈A
Fˆa by {{
∏
a∈A
fai } | i ∈ I} and
{
∏
a∈A
Ga | Ga ∈ Fˆa} respectively. We define ∧ and ∨ on
∏
a∈A
Fˆa by
(
∏
a∈A
Ga) ∧ (
∏
a∈A
Ha) =
∏
a∈A
(Ga ∧Ha), and (
∏
a∈A
Ga) ∨ (
∏
a∈A
Ha) =
∏
a∈A
(Ga ∨Ha).
If we define
∏
a∈A
τFa by {
∏
a∈A
Ha : Ha ∈ τFa}, then
(
∏
a∈A
Xa,
∏
a∈A
Fa, I,
∏
a∈A
Fˆa,
∏
a∈A
τFa) is an information topological space, which we
call a product information topological space.
Theorem 3.3. If A is a finite index set, and (Xa, τFa) is an Fa compact system,
then (
∏
a∈A
Xa,
∏
a∈A
τFa) is a
∏
a∈A
Fa compact system.
Proof. For a ∈ A, Gˆa is an open cover for Fa if and only if Fa = Ha ∧ Fa, and
Ha ∈
∨
Gˆa. This is equivalent to
∏
a∈A
Fa = (
∏
a∈A
Ha) ∧ (
∏
a∈A
Fa), and
∏
a∈A
Ha ∈
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(
∏
a∈A
Gˆa). Consequently, for a ∈ A, Gˆa is an open cover for Fa if and only if∏
a∈A
Gˆa is an open cover for
∏
a∈A
Fa.
Since each Fa has an open cover, then
∏
a∈A
Fa has an open cover. Now let
∏
a∈A
Gˆa
be an open cover for
∏
a∈A
Fa. Then for a ∈ A, Gˆa has a finite subcover Hˆa for Fa.
Hence
∏
a∈A
Hˆa is a finite open subcover for
∏
a∈A
Fa. As a result, it is a compact
information system. 2
4. Information topological entropy
In this section we assume that (X, I, F, Fˆ , τF ) is an information topological space,
and (Fˆ ,∧) is commutative.
Theorem 4.1. If Hˆ and Gˆ are open covers for H ∈ Fˆ , then Aˆ = {E ∧G | E,G ∈
Hˆ ∪ Gˆ} is an open cover for H.
Proof. Clearly Aˆ ⊆ τF . Since H = H1∧F , H1 ∈
∨
Hˆ, G = G1∧F and G1 ∈
∨
Gˆ,
then
(H1 ∨G1) ∧ F = (H1 ∧ F ) ∨ (G1 ∧ F ) = H ∨H = H.
To complete the proof we must show that Hˆ1 ∨ Gˆ1 ∈
∨
Aˆ. For given E ∧G ∈ Aˆ we
have
(E ∧G) ∧ (H1 ∨G1) = (E ∧G ∧H1) ∨ (E ∧G ∧G1)
=

(E ∧G) ∨ (E ∧G) = E ∧G if E ∈ Hˆ, G ∈ Gˆ
(E ∧G) ∨ (E ∧G ∧G1) = E ∧G (by axiom (ii)) if E,G ∈ Hˆ
((E ∧G) ∧H1) ∨ (E ∧G) =
((E ∧G) ∨ (E ∧G)) ∧ (H1 ∨ (E ∧G)) =
(E ∧G) ∧ (H1 ∨ (E ∧G)) = E ∧G (by axiom (ii)) if E,G ∈ Gˆ
.
If for some K ∈ Fˆ ,
E ∧G ∧K = E ∧G for all E ∧G ∈ Aˆ,
then
E ∧K = E ∧ E ∧K = E ∧ E = E for all E ∈ Hˆ,
and
G ∧K = G ∧G ∧K = G ∧G = G for all G ∈ Gˆ.
Thus H1 = H1∧K and G1 = G1∧K. Hence (H1∨G1)∧K = (H1∧K)∨(G1∧K) =
H1 ∨G1. Consequently H1 ∨G1 ∈
∨
Aˆ. 2
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Theorem 4.2. Let Hˆ, and Gˆ be open covers for H ∈ Fˆ . Then HˆunionsqGˆ = {E∧G | E ∈
Hˆ, and G ∈ Gˆ} is an open cover for H.
Proof. We have H = H1 ∧ F , H = G1 ∧ F , H1 ∈
∨
Hˆ, and G1 ∈
∨
Gˆ. Thus
(H1 ∧G1) ∧ F = H1 ∧ (G1 ∧ F ) = H1 ∧H = H1 ∧ (H1 ∧ F )
= (H1 ∧H1) ∧ F = H1 ∧ F = H.
We show that H1 ∧G1 ∈
∨
(Hˆ unionsq Gˆ). Let E ∧G ∈ Hˆ unionsq Gˆ be given. Then
E ∧G ∧H1 ∧G1 = E ∧H1 ∧G ∧G1 = E ∧G.
Suppose there is D ∈ Fˆ such that E∧G∧D = D for all E∧G ∈ Hˆ unionsq Gˆ. We choose
an E ∧G ∈ Hˆ unionsq Gˆ, and we have
H1∧G1∧D = H1∧G1∧ (E ∧G)∧D = (E ∧H1)∧ (G∧G1)∧D = E ∧G∧D = D.
Thus H1 ∧G1 ∈
∨
(Hˆ unionsq Gˆ). 2
If F is a compact system and Hˆ is an open cover of it, then we denote the cardinality
of a subcover of Hˆ with the smallest cardinality by N(Hˆ).
We denote the entropy of Hˆ by E(Hˆ) and define it by E(Hˆ) = log(N(Hˆ).
Theorem 4.3. Let Hˆ and Gˆ be open covers for F . Then E(HˆunionsqGˆ) ≤ E(Hˆ)+E(Gˆ).
Proof. Let A = {H1, ...,Hm} ⊆ Hˆ and B = {G1, ..., Gn} ⊆ Gˆ be covers of F with
the smallest cardinality. Then A unionsqB ⊆ Hˆ unionsq Gˆ is a cover of F . Thus
E(Hˆ unionsq Gˆ) ≤ log(card(A unionsqB)) = log(mn) = logm+ logn = E(Hˆ) + E(Gˆ). 2
Theorem 4.4. If Hˆ is an open cover for F , then Hˆof is also an open cover for
Fof .
Proof. There is H1 ∈ Fˆ such that F = H1∧F , and H1 ∈
∨
Hˆ. The straightforward
calculations imply Fof = H1of ∧ Fof , and H1of ∈
∨
Hˆof . 2
Theorem 4.5. If Fof = F , then limn→∞ 1nE(
n−1⊔
i=0
Hˆof i) exists.
Proof. Let an = E(
n−1⊔
i=0
Hˆof i). Then
an+k = E(
n+k−1⊔
i=0
Hˆof i) = E((
n−1⊔
i=0
Hˆof i) unionsq (
n+k−1⊔
i=n
Hˆof i)
≤ E(
n−1⊔
i=0
Hˆof i) + E((
k−1⊔
j=0
Hˆof j)ofn) ≤ an + ak.
Thus the sequence {an} is a sub-additive sequence. Accordingly, lim ann = inf ann .
2
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By the assumptions of theorem 4.5, we denote limn→∞ 1nE(
n−1⊔
i=0
Hˆof i) by e(f, Hˆ, F ),
and we call it the entropy of f relative to (Hˆ, F ).
We denote sup
Hˆ
e(f, Hˆ, F ) by e(f, F ) and call it the information topological entropy
or F topological entropy of f .
Theorem 4.6. If Fof = F , and k ∈ N , then e(fk, F ) ≥ ke(f, F ).
Proof. If Hˆ is an open cover for F , then
n−1⊔
i=0
Hˆofki ⊆
kn−1⊔
i=0
Hˆof i. As a result,
an(f
k) = E(
n−1⊔
i=0
Hˆofki) ≥ E(
kn−1⊔
i=0
Hˆof i) = akn(f).
Hence
k
akn(f)
kn
=
akn(f)
n
≤ an(f
k)
n
.
By tending n to infinity, we have ke(f, Hˆ, F ) ≤ e(fk, Hˆ, F ). Thus e(fk, F ) ≥
ke(f, F ). 2
Now we assume that (Y, I,G, Gˆ, τG) is an information topological space and g :
Y → Y is a (G,G) continuous map. We also assume that h : Y → X is a one to
one and onto (G,F ) continuous map and h−1 : X → Y is an (F,G) continuous
map (in this case we say that h is a (G,F ) homeomorphism). Moreover, we assume
that hog = foh. With these assumptions we have the next theorem.
Theorem 4.7. e(g,G) = e(f, F ).
Proof. Since (Fˆ ,∧) is commutative, and Fˆ oh = Gˆ, then (Gˆ,∧) is commutative.
We have
Gog = Goh−1ofoh = Fofoh = Foh = G.
Let Hˆ be an open cover for F . Then Hˆofoh is an open cover for Gˆ. In fact
the proof of theorem 4.3 implies there is Hˆ1 ∈ Fˆ such that F = (H1of) ∧ F ,
and H1of ∈
∨
(Hˆof). Since h is a (G, f) homeomorphism, then Hˆ1ofoh ∈ Gˆ, and
G = Foh = (H1ofoh)∧Foh = (H1ofoh)∧G. We show that H1ofoh ∈
∨
(Hˆofoh).
For given Hofoh ∈ Hˆofoh we have
(Hofoh) ∧ (H1ofoh) = (H ∧H1)ofoh = Hofoh.
If there is S ∈ Gˆ such that (Hofoh) ∧ S = Hofoh for all Hofoh ∈ Hˆofoh, then
Soh−1 ∈ Fˆ , and (Hof) ∧ (Soh−1) = Hof for all Hof ∈ Hˆof. Thus (H1of) ∧
(Soh−1) = H1of. Hence (H1ofoh) ∧ (Soh−1oh) = H1ofoh. So (H1ofoh) ∧ S =
H1ofoh. This prove that H1ofoh ∈
∨
(Hˆofoh).
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We have
E(
n−1⊔
i=0
Hˆof i) = E(
n−1⊔
i=0
Hˆof ioh) = E(
n−1⊔
i=0
Hˆohogi).
Thus e(f, Hˆ, F ) = e(g, Hˆoh,G). Since there is a one to one correspondence be-
tween open covers of F and open covers of G via the mapping Hˆ 7→ Hˆoh, then
e(f, F ) = e(g,G). 2
5. Modeling of knowledge spread as an information system
Knowledge spread or extension of knowledge is one of the most important topics
in human societies. Knowledge spreads in a society by different methods such as
books, teachers, magazines, internet, and so on. Suppose X is the set of meth-
ods for extending knowledge, and the probability that a knowledge fact transforms
in a small time interval ∆t by a method x ∈ X is equal to γ(x)∆t + O((∆t)2),
where γ : X → [0, 1] is a mapping. We assume N(t) is the number of population
of a society at time t who are interested to receive knowledge facts. Let I be a
bounded interval in R with 0 ∈ I, and let M = sup{N(t) | t ∈ I}. Dγ(N(t))(x)
denotes the expected number of population at time t who receive a knowledge fact
via a method x ∈ X. pγ,xn (t) is the probability that exactly n individuals receive a
knowledge fact at time t via the method x. Thus Dγ(N(t))(x) = ΣMn=0np
γ,x
n (t). Let
F γ = {Dγ(N(t)) | t ∈ I}. Then (X, I, F γ) is an information system. To determine
F γ , we must determine the evolution of pγ,xn (t).
For a fixed method we know that the probability of an individual receiving a knowl-
edge fact at time t+∆t is equal to the probability of an individual receiving a knowl-
edge fact at time t or nobody receiving that fact at time t, but one person receiving a
knowledge fact at a time in the interval (t, t+∆t). Hence pγ,x1 (t) = p
γ,x
1 (t)+γ(x)∆t.
If n > 1, then the probability of n individuals receiving a knowledge fact at time
t+ ∆t is equal to the probability of n individual receiving a knowledge fact at time
t or n − 1 individuals receiving that fact at time t, and they extend it with the
probability (n − 1)γ(x) to another person in the interval time (t, t + ∆t). Thus
pγ,xn (t+ ∆t) = (n− 1)pγ,xn−1(t)γ(x)∆t+ pγ,xn (t) +O((∆t)2).
Hence
pγ,xn (t+ ∆t) =

(n− 1)pγ,xn−1(t)γ(x)∆t+ pγ,xn (t) +O((∆t)2) if 1 < n ≤M
pγ,x1 (t) + γ(x)∆t if n = 1
pγ,x0 (t) + (1− γ(x))∆t if n = 0
.
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Figure 1. The graph of γ.
By tending ∆t to zero, we find the following system of differential equations
dpγ,xn (t)
dt
=

(n− 1)γ(x)pγ,xn−1(t) if 1 < n ≤M
γ(x) if n = 1
(1− γ(x)) if n = 0
.
As a result
pγ,xn (t) =

(n− 1)!γ(x)n tnn! + (n− 1)!γ(x)n−1px1(0) t
n−1
(n−1)! + ...+
(n− 1)!γ(x)pγ,xn−1(0)t+ pγ,xn (0) if 1 < n ≤M
γ(x)t+ pγ,x1 (0) if n = 1
(1− γ(x))t+ pγ,x0 (0) if n = 0
.
As we see the velocity of knowledge spread depends on γ. γ determines the interest
to knowledge in a society. For example if we associate a real number to each method
and take γ(x) = 1+3x+[−3x]100 (see figure 1), then we have illustrated the graphs of
pγ,42 (.), p
γ,4.9
2 (.), and p
γ,4.5
2 (.) in figure 2. We have sketched p
γ,.
2 (.) in figure 3.
Suppose I and X are fixed. Take
Fˆ = {F γ | γ : X → [0, 1] is a mapping}.
For given F γ , F δ ∈ Fˆ we define F γ ∧ F δ by F η, where η : X → [0, 1] is defined
by η(x) = min{γ(x), δ(x)}. We also define F γ ∨ F δ by Fλ, where λ : X → [0, 1] is
the mapping λ(x) = max{γ(x), δ(x)}. Let µ : X → [0, 1] be the constant function
µ(x) = 1M , and let F = F
µ. Then
τF = {F 1M γ | γ : X → [0, 1] is a mapping}
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Figure 2. Black, green, and red colors denote the graphs of
pγ,4.92 (.), p
γ,4.5
2 (.), p
γ,4
2 (.) respectively.
Figure 3. The graph of pγ,.2 (.)
is an F -topology for X. Although X is finite, F is not a compact information
system.
If we take
τF = {F 1M γx | x ∈ X and γx : X → [0, 1] can be any map with γx(x) = 1},
then the finiteness of X and the structure of τF imply F is a compact information
system. Since X is finite, we denote it by X = {x1, ..., xk}. Let f : X → X
be the shift map, i.e. f(xi) = xi+1 for i = 1, ..., k − 1 and f(xk) = x1. Then
F
1
M γxi of = F
1
M γxi−1 for i = 2, ..., k and F
1
M γx1 of = F
1
M γxk . Hence e(f, F ) = 0.
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With the above F topology, one can apply theorem 4.4 and prove that if f : X → X
is an arbitrary (F, F ) continuous map, then e(f, F ) = 0.
Now we assume that X is an infinite countable set, and we denote it by X =
{..., x−2, x−1, x0, x1, x2, ...}. Let k be a fixed natural number, and let θ : X → [0, 1]
be a fixed mapping. Besides let F = F θ, and
τF = {F γi | γi : X → [0, 1] is any map with
γi(xj) = θ(xj) for j /∈ {−i+ 1,−i+ 2, ..., i− 2, i− 1} and i > k}.
If f : X → X is the shift map f(xi) = xi+1, then γiof = γi+1. In this case the
straightforward calculations imply e(f, F θ) = log(2k).
6. Conclusion
Information systems as essential objects have a main role in our living structures.
We determine their effect on our space viewpoints. In fact we determine their effect
on the notion of topology, continuity, and entropy. We show that a class of systems
with two binary operations can determine the space structure. This means that a set
of theoretical axioms with two binary operations which satisfy the properties which
are mentioned in the second page of this article can determine a new viewpoint of
the space.
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