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Abstract
This thesis presents the simulated optical design of a fully LED-based solar simu-
lator. The work focuses on the spectral mismatch, the spatial uniformity acquired
with direct light and the spectral uniformity. The proposed LED solar simulator has
an illuminated area of 32cm x 32cm and can characterise medium size photovoltaic
devices under variable light intensities and variable output spectra. The spectral
range covered is between 350nm and 1300nm which offers the capability of charac-
terising various different PV technologies. The spectral match classification is A+
for the 400nm-1100nm spectral range and B for the 350nm-1300nm spectral range.
The spatial non-uniformity of irradiance is also A+ across the illuminated area. The
temporal stability of LEDs can easily reach class A as proven by previous work in
the group and is not examined here.
An automated LED selection methodology that optimises the spectral mismatch
was developed to replace the trial and error method usually employed. The algo-
rithm created accommodates a more accurate selection of the most appropriate LED
wavelengths in order to represent the solar spectrum even more closely than before
and improve the uncertainties caused by the spectral mismatch. A genetic algorithm
and the chi-squared error criterion were used to create the automated methodology
applying a minimisation technique. This technique helps the user choose from a
wide variety of LEDs available on the market, determine the wavelengths and the
number of LEDs per wavelength needed to accurately represent the AM1.5G solar
spectrum and other spectra and provides a cost-effective and straightforward solu-
tion. The solution chosen for this project involves 24 different wavelengths.
A direct beam approach was followed regarding the collimation of light to ac-
count for the measurement errors introduced by the frequent overestimation of the
current due to the unpredicted reflections caused by diffuse light. Extended simu-
lations of different optics were performed to determine the best layout that offers
good directionality and satisfactory non-uniformity of irradiance and light collec-
tion efficiency. Total internal reflectors of 13.5mm diameter proved to be the most
appropriate primary optics with the highest collection efficiency. An imaging ho-
mogeniser was chosen as secondary optics for its capability to mix the light and
achieve low levels of non-uniformity of irradiance. The spatial non-uniformity of
irradiance achieved with 612 LEDs is 0.29% across the 32cm x 32cm illuminated
area and the irradiance is equal to 1316 W/m2 assuming 1W LEDs.
The hexagonal placement set-up was used for the placement of the LEDs since
it results in the lowest non-uniformity and it is the best option for keeping the lamp
size compact. An optical engineering software called FRED was used for ray-tracing
individual optics. Due to the time and computational demands of the simulations a
different approach needed to be found for overlaying the irradiance profiles of hun-
dreds or even thousands optical elements. An algorithm was developed in Matlab
that takes into consideration the geometry of each case and calculates the final ir-
radiance profile.
A placement methodology that accounts for the spectral uniformity on the illu-
minated target was also developed. It was shown that placing the LEDs randomly
does not offer enough spectral mixing and is therefore problematic as it introduces
an unexpected source of measurement uncertainty. The influence of spectral non-
uniformity varies for different photovoltaic technologies due to their variable spectral
responses. Thus, a placement methodology using a genetic algorithm was developed
to optimise the positioning of the LEDs. As a result the highest spectral non-
uniformity drops from almost 5% to 1.46% and the measurement uncertainty is
reduced significantly since an improvement of up to 1.8% is noted in the current
density non-uniformity.
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Chapter 1
Introduction
1.1 Introduction
Photovoltaic solar cells convert the energy of the sun into electricity at constantly
improving efficiencies. Mainstream technologies exhibit close to 20% efficiencies
whereas record efficiencies have exceeded 40% showing the potential for further
technological advancement and increase in efficiency. They can be effectively used
across the globe since they can operate under different ratios of diffuse and direct
sunlight, i.e. under various climatic conditions.
As solar installations are constantly increasing worldwide, high quality character-
isation of photovoltaic modules for accurate power rating and energy yield prediction
measurements is critical and more essential than ever. Most manufacturers offer a
20-25 year warranty for their panels. However, if the characterisation of the modules
is not precise and their quality does not meet the promised levels, the lost revenue of
an investment can be large. Therefore, advanced characterisation methods need to
be applied. There are various characterisation methods, either outdoors or indoors.
Indoor characterisation methods are easier to be used in production lines as they
are faster and weather independent. At the heart of production control is a solar
simulator.
Solar simulators are being broadly used for the characterisation of different pho-
tovoltaic technologies. Different types of light sources, such as xenon or halogen
lamps, have been used in various installations. LED solar simulators are the new
trend for the characterisation of photovoltaic devices as they promise to be more
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reliable and accurate due to the many advantages of the LEDs used as light sources.
All solar simulators need to meet certain standard specifications to be considered
reliable. They can measure the I-V characteristic of PV devices under any conditions
but the efficiency data should be measured under standard test conditions (STC) at
a 25oC device temperature, an AM1.5G solar spectrum, 1000 W/m2 irradiance and
normal incidence. Their classification is based on the values of spectral match to
the AM1.5 solar spectrum, the non-uniformity of light and the temporal stability.
The classification is considered AAA if the spectral mismatch to the solar spectrum
from 400 to 1100nm in 5 bands of 100nm and one band of 200nm is less than 25%,
the non-uniformity is less than 2%, the short term instability is less than 0.5% and
the long term instability is less than 2%. However, due to limitations, STC cannot
always be met resulting in measurement errors. Corrections are applied to deal
with deviations between the required conditions and those delivered by the solar
simulators. An estimation of the measurement uncertainty is necessary. In char-
acterisation systems the main sources of measurement uncertainty are the spectral
match, the non-uniformity of light and the reference cell. The two former sources
of uncertainty are related to the solar simulators and their performance. Spectral
non-uniformity uncertainty, which is not accounted for by the standards, will also
be considered. In order to minimize these uncertainty factors the spectral match
and uniformity of the solar simulators need to be further improved.
The spectral mismatch error can be corrected for by applying the spectral mis-
match factor. However, if the spectral response of the reference cell differs from that
of the device under test an error is introduced in the measurement which depends
on the spectral mismatch between the solar simulator and the reference spectrum.
Therefore, a close spectral match is important. The spatial non-uniformity on the
other hand is a source of uncertainty that cannot be corrected for. The lowest pos-
sible values should be assured at all times. It is important for the whole device to
receive the same levels of irradiation in order to avoid mismatch phenomena that
will subsequently lead to measurement errors. Diffuse light in certain solar simula-
tor set-ups introduces reflections that increase the spectral non-uniformity on the
target plane. The current measurement suffers from overestimation due to the in-
creased irradiance levels. All these sources of uncertainty need to be dealt with for
an improved measurement accuracy of the solar simulator
There are many commercial solar simulators of different target sizes that have
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achieved a AAA classification and in certain occasions even a class A+ spectral mis-
match, which corresponds to half the class A spectral mismatch. Some LED solar
simulators in particular have exhibited improved spectral performance compared to
other solar simulators. This is due to the LEDs characteristics. They are narrow
emitting light sources with a specific central wavelength. The use of many LEDs
emitting at different wavelengths allows a very accurate representation of the AM1.5
solar spectrum. However, choosing the most appropriate ones for an improved spec-
tral match is a difficult task due to the constantly increasing number of available
LEDs and the limitations imposed by the complexity of the design when the number
of wavelengths is increased. Thus, the development of a spectral mismatch optimi-
sation method would be beneficial.
On the other hand, LEDs have low intensities, narrow emitting profiles and their
availability is not continuous across the solar spectrum. Therefore, most LED solar
simulators proposed so far can mainly measure small scale PV. This is mainly due
to the difficulty of achieving the desired intensity and uniformity over larger tar-
get areas without using a very large number of LEDs which in turn would increase
the cost and the complexity of the design. Also, no data are provided regarding the
spectral uniformity of those simulators. Spectral uniformity is an issue currently not
being taken into account. However, it can introduce an error in the result since the
response of photovoltaics is spectrally dependent and therefore should be included
in the uncertainty analysis. Minimising the uncertainties introduced due to spectral
mismatch and spectral non-uniformity increases the overall measurement accuracy
of the solar simulator and can improve the characterisation of solar cells and the
energy yield prediction in general.
Additionally, available LED solar simulators have followed a diffuse approach
with regard to the light distribution. In cases where comparative characterisation of
solar panels is sufficient a diffuse solar simulator can be used. However, in test labo-
ratories, where each measurement is independent and characterisation is performed
on a case-by-case basis, uncertainties introduced by diffuse light do not allow for
an accurate measurement. The reflections taking place cannot be predicted. As a
result, the current is often overestimated due to the lack of calibration. Therefore,
a directed beam approach needs to be followed. This can be achieved by placing
some primary collimating optics on top of the LEDs.
This thesis highlights the issues with the LED solar simulators proposed so far,
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suggests an automated LED placement methodology for the spectral match, pro-
poses a full optical design with highly collimated light and emphasizes the impor-
tance of including the spectral non-uniformity in the classification of an LED solar
simulator by introducing a new placement methodology. The case study used to
overcome the issues highlighted involves a medium area fully LED-based solar simu-
lator with extended spectrum to facilitate the measurement of PV technologies with
wide spectral response.
In detail, a general overview of the factors that influence the photovoltaic per-
formance and the measurement accuracy of solar simulators is given in chapter 2.
It is followed by a description of the different categories of solar simulators that
have been built so far and an introduction to the improvements that have been
conducted in this work to develop the design and reduce different sources of mea-
surement uncertainties, such as the spectral mismatch, the spectral non-uniformity
and the increased levels of diffuse irradiation.
An automated methodology for choosing the appropriate LEDs to match the
solar spectrum of AM1.5G as well as other spectra has been developed and is de-
scribed in chapter 3. LED solar simulator manufacturers have followed a trial and
error approach regarding the selection of LEDs. However, the number of available
LEDs on the market is constantly increasing and a less elaborate and more efficient
method needed to be developed in order to match the solar spectrum more accu-
rately using as fewer LED emission wavelengths as possible. Thus, an optimisation
method, using the chi-squared error criterion and the genetic algorithm, was de-
signed.
The complete optical set-up of the solar simulator is described in detail in chap-
ters 4 and 5. Chapter 4 focuses on the primary optics and the necessity to use them
in order to achieve a high collimation of light. The primary optics increase the light
collection efficiency and allow for a smaller number of LEDs to be used to acquire
the desired irradiance levels of 1000 W/m2. A 13.5mm diameter total internal re-
flector suitable for LEDs was chosen due to its better optical performance compared
to other primary optics. Chapter 5 focuses on the secondary optics and their ability
to homogenise and mix the light and therefore achieve the desired uniformity of less
than 2%. An imaging homogeniser consisting of two micro-lens arrays and a fourier
lens was chosen as best fit for this purpose. A series of ray-tracing simulations were
conducted using an optical engineering software called FRED. The purpose of these
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simulations was to determine the optical behaviour of various optical elements and
choose the best performing ones. Simulating the overall optical outputs of hundreds
or in certain cases thousands of LEDs and optics is a very time and computer power
consuming procedure. Therefore, an overlaying algorithm was developed in Matlab
taking into account the geometry of each case and delivering the overall irradiance
profile of each optical setup. The results of the FRED ray-tracing simulations are
used as an input to the Matlab overlaying algorithm. The simulation results and the
analytical description of the optical elements and the final optical set-up is given.
The positioning of the LEDs chosen to achieve a spectral uniformity of less than
2% across the whole range of wavelengths is presented in chapter 6. It is shown that
the spectral non-uniformity can introduce significant errors in the measurement if
ignored since the solar devices are spectrally dependant and are therefore influenced
by any spectral non- uniformities across the measurement area. The placement
methodologies usually followed are not offering a good spectral uniformity and in-
crease the measurement uncertainty. Here, a new calculation procedure is presented
that optimises the placement of the LEDs and assures that the spectral uniformity
of each wavelength is less than 2%. A genetic algorithm is used as a tool for the
optimisation. Finally, chapter 7 concludes this work and its main contributions and
offers some new ideas of how to proceed further.
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Chapter 2
Factors influencing photovoltaic
performance-measurement
accuracy and overview of solar
simulators
2.1 Introduction
The aim of this thesis is to design a fully LED-based solar simulator. It is therefore
important to understand the different performance indicators used and the require-
ments on the solar simulator specifications and their measurement accuracy. This
chapter is divided in three main sections. The first section gives an overview of PV
performance. It explains the performance characteristics of photovoltaic devices and
the factors that can affect them. The second section focuses more on performance
characteristics of solar simulators. It gives an overview of how I-V measurements
are conducted and the measurement uncertainties involved in the procedure. The
influence of a solar simulator system on the performance of PV devices is therefore
highlighted. The third section gives an overview of the existing solar simulators.
They are divided in two different categories based on their lamp. One includes
most types of conventional lamps and the other one includes LEDs. The issues with
these systems are analysed and a different approach towards solving these issues is
described.
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2.2 Overview of PV performance
This section presents some introductory information about photovoltaics. It outlines
the main measures used to describe the performance of PV devices, the I-V charac-
teristic and the spectral response. It also explains how the electrical behaviour of
PV devices changes when a cell mismatch occurs. The effects on the I-V curve are
demonstrated. Additionally, the climatic conditions influencing the performance of
photovoltaics are given. These conditions can also be simulated by an LED solar
simulator. Their impact on the photovoltaic performance will be the same.
2.2.1 Basic operating principles of photovoltaic solar cells
Photovoltaic devices, also called solar cells, are semiconductor devices. Their oper-
ation is based on the photovoltaic effect, which is the conversion of sunlight directly
into electricity [1].
PVs are in principle diodes. They consist of semiconducting materials used to
create a p-n junction. Photons, particles of light, interact with electrons inside the
semiconductor. This results in the transition of the electron from the valence band
to the conduction band if the energy absorbed is high enough. As a result each
electron leaves a hole behind which acts as a positive charge. If electrons do not
recombine with holes a current starts flowing through a load connected to the p-n
junction [1]. A p-n junction consists of one p-type (excess of holes) and one n-type
(excess of electrons) semiconductor. Electrons and holes diffuse to the p region and
the n region respectively leaving positive and negative charges behind. Thus, an
electric field is created and stops the current flow. Keeping electrons and holes flow-
ing can be influenced by applying a voltage across the p-n junction [2].
There are different photovoltaic technologies available, each with their own ad-
vantages and disadvantages. The main manufacturing technologies are silicon and
thin films. Silicon solar cells can be either mono-crystalline or poly-crystalline. Thin
film solar cells are subdivided in amorphous silicon, thin film crystalline silicon and
other thin films such as CdTe (Cadmium Telluride), CIS (Copper Indium Selenite),
CIGS (Copper Indium Gallium Selenite). The dominant technology in the market
is silicon with cell record efficiencies of about 25% and 20% for mono-crystalline and
poly-crystalline silicon respectively [3] and an average of 16% efficiencies for wafer-
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based commercial silicon modules. The cost follows the opposite trend with the
most efficient material constituting the most expensive one. These materials can be
combined to form multi-junction solar devices. However, the multi-junction devices
that exhibit the highest efficiencies are made of III-V materials. Also concentrated
photovoltaics use multi-junctions. Multi-junction solar cells hold the world record
efficiency of almost 45%. Other emerging technologies are perovskites, dye-sensitised
and organic solar cells. Different technologies have different operating principles and
therefore put different constraints on solar simulators.
2.2.2 Performance characteristics of photovoltaic devices
The performance measurement of solar devices is vital in order to determine their
efficiency in terms of power production and cost. The number of photovoltaic in-
stallations is constantly increasing worldwide making high quality characterisation
of photovoltaic modules for accurate power rating and energy yield prediction mea-
surements very important. If the characterisation of the modules is not precise
and their quality does not meet the promised levels, this will affect the predicted
system performance. Incorrect rating will result in investment losses which can be
extensive. Therefore, precise characterisation is essential. Universal performance
indicators need to be used for comparison reasons. The parameters are described in
the following sections.
2.2.2.1 I-V characteristic
The characteristic is the I-V relationship as measured by the solar simulator. A
schematic I-V characteristic is shown in figure 2.1. The performance and electrical
characteristics of a photovoltaic device under specific measurement conditions are
extracted. The parameters which help to estimate the energy production of a solar
cell under certain irradiance, temperature, spectrum and angle of incidence are:
• The Short Circuit Current (Isc),which is the maximum current at zero voltage.
• The Open Circuit Voltage (Voc), which is the maximum voltage at zero current.
• Maximum Power Point, which is the point on the I-V curve which gives power
its maximum value. Voltage at the maximum power point (VMPP ) and current
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at the maximum power point (IMPP ) create a rectangle with an area equal to
the maximum power.
• Fill Factor, which is a measure of the quality of the device and it is equal to:
FF =
VMPP IMPP
VOCISC
(2.1)
• Conversion Efficiency, which is the ratio of the maximum power produced to
the total irradiance Ee received at a given temperature. Ee is measured in
W/m2 and thus the area of the solar cell in m2 has to be taken into consider-
ation as observed in equation 2.2.
η =
Pmax
AEe
=
VMPP IMPP
Pincident
(2.2)
Figure 2.1: I-V characteristic of a solar cell; the maximum power is equal to the
area marked with a grid
A photovoltaic device can be represented by the one diode model. The electrical
diagram of the one diode model constituting a solar cell can be seen in figure 2.2.
The current-voltage characteristic is the product of equation 2.3, where IL is the
photocurrent, Io is the saturation current, n is the ideality factor, q is the electronic
charge, k is Boltzmann’s constant, T is the junction temperature, Rs is the series
9
Figure 2.2: One diode model representing a PV device
resistance and Rsh is the shunt resistance.
I = IL − Id = IL − Io
[
exp
(
q(V + IRs)
nkT
)
− 1
]
− V + IRs
Rsh
(2.3)
Different operating conditions will result in different performance of the solar cell.
Therefore, when considering performance data of a solar cell the conditions, which
these parameters were measured under, must be known as well. However, the per-
formance of a solar cell under different conditions also needs to be determined in
order to simulate energy yield. Efficiency varies with irradiance and temperature re-
sulting in a solar cell performing differently in different sites. Therefore, the energy
yield prediction of a module is more important than just a number corresponding
to the power under specific test conditions.
2.2.2.2 Spectral response
Spectral response (SR) of a photovoltaic device is the ratio of the current generated
to the power incident upon it and it is expressed in Amperes per Watt. It depends
on the wavelength and ideally it increases with it. In reality the spectral response
of solar cells is high only at intermediate wavelengths (300nm-1100nm for c-si). At
short and long wavelengths, spectrum is very low or even zero either because pho-
tons are absorbed away from the junction and carriers cannot be collected efficiently,
or because photons are not absorbed at all [2].
The SR is a unique characteristic of each solar cell material and it can give
valuable information on a cell’s performance. The spectral response of different
photovoltaic technologies can be seen in figure 2.3. Another quality for expressing
the ability of a PV device to convert photons of various wavelengths into electricity
is the Quantum Efficiency (QE) of a solar cell. The quantum efficiency is the ratio
10
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Figure 2.3: Spectral response of different photovoltaic technologies
of the number of electrons excited to the number of incident photons at a certain
wavelength. The quantum efficiency can be expressed either as the external (EQE)
or the internal quantum efficiency (IQE). The difference between the two is that the
external quantum efficiency also takes the light reflected from the top surface of the
cell into consideration [2].
The equation that links the spectral response and the quantum efficiency is as
follows:
SR =
qλ
hc
EQE (2.4)
where q is the electronic charge, λ is the wavelength, h is Planck’s constant and c is
the speed of light. The spectral response of solar devices is needed in the spectral
mismatch factor calculation of solar simulators.
2.2.2.3 Solar cell mismatch
In electrical circuits there are two types of connections, the series and the parallel.
In the series connection the current is the same across the circuit and the voltage
is the summation of the voltage of the individual components of the circuit. In the
parallel connection the current is the summation of the current of the individual
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components of the circuit and the voltage is the same across the circuit. A solar cell
is a very small unit in terms of power (typically a single digit Wattage) and does
not produce enough current and voltage to be handled economically. Therefore,
many cells are connected together in series to increase the voltage, which is called
a string. Many of these groups are connected in parallel to increase the current.
The series and parallel connections in solar panels are shown in figure 2.4 and their
combination is shown in figure 2.5
Ideally, all cells should be identical and produce the same current and voltage.
Figure 2.4: Solar cells connected in series and in parallel
Figure 2.5: Solar cells in series and parallel blocks combined
However, this is not always the case in reality. Solar cells often exhibit different
characteristics due to various reasons such as manufacturing defects, degradation
or shading. If two mismatched cells are connected in parallel the voltage will be
equal to the voltage of the cell with the lowest value. If two mismatched cells are
connected in series the current will be equal to the current of the cell with the lowest
value. The effect of mismatched cells connected in parallel on the current and the
effect of mismatched cells connected in series on the voltage is shown in figures 2.6
12
and 2.7 respectively. A similar behaviour can be also observed in modules resulting
in lower power outputs [2]. When measuring the I-V characteristics using a solar
simulator a highly uniform output should be ensured so that all cells receive the
same irradiance and mismatch due to a measurement error is avoided.
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Figure 2.6: I-V curves of two mismatched parallel cells
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Figure 2.7: I-V curves of two mismatched cells in series
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2.2.3 Factors influencing the performance of photovoltaic
devices
The performance of photovoltaic devices can be influenced by internal parameters,
which are the series resistance, the shunt resistance and the saturation current and
external parameters, which are the irradiance and the temperature [4]. The internal
parameters are related to the material and its properties whereas the external pa-
rameters depend on the climatic conditions, such as the irradiance, the temperature,
the spectrum and the angle of incidence of the light.
2.2.3.1 I-V changes with irradiance and temperature
Temperature and irradiation variations affect the performance of solar cells. A rise
in the temperature decreases the material’s band gap energy which in turn increases
the photo-current. At the same time the dark current is increased causing the open
circuit voltage to decrease. The rate VOC decreases is faster than the rate ISC
increases. As a result the power produced from the cell decreases along with its
efficiency.
On the other hand a rise in the irradiation results in the increase of both the ISC
and VOC . Therefore, the power produced from the cell rises making it more efficient
under the condition that the temperature remains stable. Unfortunately, unless
the temperature is controlled by a cooling system, it will rise causing unwanted
effects. Thus, it is important to keep the balance between the rise of irradiation and
temperature in order to gain and not lose in efficiency. The effects of temperature
and irradiance on the I-V curve are demonstrated in figures 2.8 and 2.9 respectively.
2.2.3.2 Spectral and angle of incidence effects
The solar spectrum and the light’s angle of incidence influence the performance of
solar cells significantly. The spectral irradiance reaching the earth’s surface and
received by the photovoltaic devices is never constant and changes with the sun’s
position in the sky, the climatic conditions occurring and the collector’s orientation.
Therefore, it can vary regularly even every few seconds influencing the power output
of the photovoltaic device. The sun’s position in the sky depends on the time of the
14
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year, the time of the day, the latitude and longitude of the location. The path the
sunlight traverses through the atmosphere to reach the earth’s surface determines
the amount of light that will be attenuated. Air Mass is a way of referring to that
path and it is expressed by the ratio between the actual path of the sunlight through
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the atmosphere and the shortest path, which is obtained when the sun is positioned
directly overhead. It depends on the solar elevation angle, h, or the zenith angle,
θz, as it can be seen in figure 2.10 and it is expressed by equation 2.5.
Figure 2.10: Air Mass in Loughborough at different times in the year
AM =
1
cosθz
=
1
cos(90o − h) (2.5)
AM0 refers to the solar radiation outside the atmosphere. AM1 denotes the
sun perpendicularly above. AM1.5 is widely used by the characterisation standards
and describes a clear day of 41.81o solar elevation angle. Although, the spectrum
corresponding to AM1.5 is used as a reference spectrum for the characterisation of
photovoltaic devices it is only achieved rarely, mainly in the summer and usually
only twice a day. Figure 2.11 shows the variation of the spectrum for different Air
Mass values under clear sky conditions.
The spectrum does not only change with Air Mass. It also depends on the
environmental conditions. The clearness factor is used to determine how clear the
sky is at a specific time and it takes into account the cloud cover in the sky, the
humidity and the particles in the air due to pollution. The clearer the sky the more
16
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Figure 2.11: Modelled global spectral irradiance for different Air Mass
energy can be generated by the photovoltaic solar panels. Clear sky conditions are
red-rich and show higher intensities whereas cloudy conditions are blue-rich, have
lower intensities and more diffuse over direct sunlight. The influence of difference
clearness conditions is shown in figure 2.12.
Another factor influencing the spectrum received by the solar panel is the angle
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Figure 2.12: Measured global spectral irradiance for different clearness conditions
of incidence of the light which depends on the positioning of the device. Panels can
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be mounted either at a specific location or on a tracker which constantly tracks the
sun. If the devices are steady, the optimum location should be chosen which for the
northern hemisphere is facing south and having an inclination angle that depends
on the latitude of the location. Although this position guaranties the optimum
light collection for a non-tracking device, the spectrum and irradiance seen by the
device constantly change due to the shift in the position of the sun. If a tracker is
used the energy collection is optimum since the panel is always directly facing the
sun. However, the spectrum will still be varied with changes in the environmental
conditions.
All these different climatic conditions can also be simulated by a solar simulator.
Variable spectra for various AM, clearness factors and angles of incidence can be
created by altering the power of LEDs. Also, angle of incidence effects can be
examined by varying the position of the solar panels relative to the position of the
light source. Thus, the optical design of the LED solar simulator should allow for
the determination of the angle of divergence of the light sources.
2.3 Overview of solar simulator performance
The factors influencing the performance of PV devices were described. Irradiance
and temperature are the main external causes of influence on the electrical behaviour
of photovoltaic devices. Changes in spectrum are also reflected in the performance
of solar cells since they are spectrally dependent. Additionally, different spectra
correspond to different irradiance levels. This section focuses on the performance of
solar simulators and how it can affect the measurements. It gives an overview of the
I-V characteristic measurement and the solar simulator performance requirements
followed by an uncertainty analysis of the procedure.
2.3.1 I-V characteristic calibration
The I-V characteristic can be measured by a solar simulator under any conditions.
However, manufacturers are selling their products providing efficiency values under
Standard Test Conditions (STC). These standard test conditions are an irradiance
of 1000 W/m2, a spectrum of AM1.5G, an angle of incidence equal to 0o and a cell
temperature of 25 oC. Characteristics of photovoltaics are measured under standard
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test conditions in order to extract a meaningful performance comparison between
different measurements.
Both outdoor and indoor systems can be used for the extraction of an I-V curve
and the power rating of a device under STC, for power rating measurements un-
der different conditions and for energy yield prediction measurements. The main
advantage of the outdoor systems is the natural sunlight and the more realistic con-
ditions under which the measurements are performed. Different data related to the
environmental conditions, spectrum and irradiance can be collected along with the
I-V curves of the devices in intervals set by the user of the system. On the other
hand, solar simulators are constantly improving in simulating the light from the sun
and they are much faster since they do not depend on the environmental conditions.
Also, they are available throughout the year. As a result the characterisation is
done much more quickly.
The measurement of a photovoltaic I-V characteristic follows the procedure de-
scribed in [5]. The principle of the measurement is similar both under natural and
simulated sunlight although differences apply due to the varying nature of the two
set-ups. The main difference is the use of a solar simulator for the illumination of
the solar panels in the indoor environment and the adjustment of the irradiance that
it involves. The focus here is on the I-V characteristic calibration under simulated
sunlight. A flowchart of the method is given in figure 2.13. The corrections are
performed for STC.
Firstly, the reference device is placed in the illuminated area and used to adjust
the irradiance to the desired levels. A PV reference device is a specially calibrated
solar device that is used to measure irradiance or to set the irradiance of a solar
simulator. A reference device should have similar properties to the device under
test. The spectral response, optical characteristics, dimensions, packaging and elec-
trical circuitry should be identical. The irradiance is set to the value that results
in the short-circuit current or maximum power of the reference device at the de-
sired irradiance level. For STC irradiance should be equal to 1000 W/m2. The
calibration procedure followed depends on the dimensions of the reference device in
relation to the device under test. If the devices have identical dimensions and elec-
trical properties they should both be placed at the same position in the illuminated
area, where the effective irradiance is measured. The effective irradiance is averaged
across a panel’s active area in case of non-uniform irradiance. If the test device is
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Figure 2.13: Flowchart of I-V characteristic calibration process under simulated
sunlight
larger than the reference device, the reference should be positioned at a location of
average irradiance of the reference device. That average irradiance needs to be the
result of measurements at various positions in the test device area. If the test device
is smaller than the reference device, the device under test should be positioned at a
location of average irradiance of the test device. That average irradiance needs to
be the result of measurements at various positions in the reference device area.
Then, the device under test needs to be positioned in the illuminated area and
connected to the measurement set-up as appropriate. Depending on the set-up the
reference device might need to be removed. Usually they are placed next to each
other. The temperature of the devices needs to be stabilised within ±1oC of the
ambient temperature. The I-V characteristic and the device under test temperature
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are recorded. The I-V curve is corrected to the desired temperature and irradiance
if the temperature of the device under test is different to the desired. The correction
is performed to 1000 W/m2 and 25 oC when an I-V under STC is needed.
2.3.2 Solar simulator performance requirements
According to the IEC60904-9 standards [6], a solar simulator needs to be of a specific
classification in order to accurately characterise photovoltaic devices indoors. Two
are the main applications of a solar simulator, performance measurements of solar
cells and endurance irradiation tests. The former consists of extracting I-V curves
and determining the QE (Quantum Efficiency).
A solar simulator mainly consists of one or more light sources and their power
supplies, optics and filters, which will help achieve a better collimation and unifor-
mity of the light, and all the controls needed to run the simulator.
A solar simulator should closely match the solar irradiance and spectrum and
operate in steady state, single pulse or multi pulse mode. In the case of pulsed solar
simulators the pulse can be either short, e.g. 1ms, or long, e.g. 100ms. In the case
of a short pulse system only one I-V data point is measured per flash while in the
case of a long pulse system the whole I-V characteristic is measured per flash.
Spectral match, non-uniformity of irradiance and temporal instability are taken
into account both for steady state and pulsed solar simulators in order to determine
their classification. Letters A,B and C are used to specify which class each one of
the above characteristics belongs to. A solar simulator used for endurance irradia-
tion tests should at least be classified as CCC with the third letter referring to long
term instability while a solar simulator used for performance measurements should
at least be classified as CBA with the third letter referring to short term instability.
The spectrum used as a reference is the one matching AM1.5G. Any difference
between the solar simulator’s spectrum and the reference spectrum determines the
spectral mismatch of a solar simulator.
Table 2.1 shows the global reference solar spectral irradiance distribution given in
IEC60904-9 [6].
Non-uniformity of irradiance at the irradiated surface of interest is given by equa-
tion 2.6.
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Table 2.1: Global reference solar spectral irradiance distribution given in IEC 60904-
9 [6].
Wavelength range (nm) Percentage of total irradiance in the wavelength range 400nm-1100nm
1 400-500 18.4%
2 500-600 19.9%
3 600-700 18.4%
4 700-800 14.9%
5 800-900 12.5%
6 900-1100 15.9%
Table 2.2: IEC 60904-9 [6] requirements for each classification.
Classifications
Spectral match
Non-uniformity
Temporal Instability
to all intervals
of irradiance
Short term Long term
specified in instability of instability of
Table 2.1 irradiance(STI) irradiance(LTI)
A 0.75-1.25 2% 0.5% 2%
B 0.6-1.4 5% 2% 5%
C 0.4-2.0 10% 10% 10%
Non− uniformity(%) =
[maxIrradiance−minIrradiance
maxIrradiance+minIrradiance
]
100% (2.6)
Temporal instability of irradiance is given by equation 2.7.
Temporalinstability(%) =
[maxIrradiance−minIrradiance
maxIrradiance+minIrradiance
]
100% (2.7)
This formula applies both for short term and long term instability but the maximum
and minimum values of irradiance depend on the application of the solar simulator.
Short term instabillity refers to the measurement of separate values of irradiance,
current and voltage. Each dataset is measured simultaneously per flash. Long term
instability refers to the whole I-V characteristic being measured per flash in solar
simulators used for performance measurements. In the case of a solar simulator used
for endurance irradiation tests, long term instability is related to the time period of
exposure.
Although a class AAA solar simulator may be achieved there will still be the
need to determine the impact of the simulator on the measurements. Thus, spectral
mismatch corrections might still be performed and changes to the uniformity of
irradiance and temporal stability due to the influence of the solar simulator should
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be taken into account.
A mismatch factor should be applied when either the solar simulator spectrum
is not identical to the reference spectrum or the spectral response of the reference
cell is not identical to that of the device under test. The correlation between the
measured irradiance and the effective irradiance of the reference spectrum is given
by equation 2.8.
Geffatrefspectrum = MM ×Gmeas (2.8)
The spectral mismatch factor calculation depends on the theoretical spectrum
used as a reference, the solar simulator spectrum, the reference cell spectral response
and the cell under test spectral response as shown in equation 2.9 [7].
MM =
∫
Eref (λ)Sref (λ)dλ
∫
Emeas(λ)Ssample(λ)dλ∫
Emeas(λ)Sref (λ)dλ
∫
Eref (λ)Ssample(λ)dλ
(2.9)
where Eref (λ) is the reference solar spectrum (usually the AM1.5G), Emeas(λ) is
the solar simulator spectrum, Sref (λ) is the reference cell spectral response and
Ssample(λ) is the device under test spectral response.
The measurement uncertainties involved in the determination of the I-V charac-
teristic using a solar simulator will be described in the next section in more detail.
2.3.3 Measurement uncertainties and their effects on mea-
surement accuracy
Many factors influence the accuracy of a measurement and introduce an uncertainty
that needs to be taken into account in order to improve the reliability of the char-
acterisation being performed. Different sources of uncertainty contribute differently
to the result and they vary for different systems. Once observed, correction factors
need to be applied to correct the measurement closer to its real value. The most
important contributors are the spectral mismatch, the spatial and spectral non-
uniformity of irradiance and the reference cell. Also, reflections are an important
factor of uncertainty for highly diffuse optical layouts [8,9]. Therefore, the quality of
the solar simulator and of the calibration of the reference cell need to be thoroughly
tested to acquire a level of confidence in the measurement.
The uncertainty refers to the doubt of the validity of the result of a measure-
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ment and it can be evaluated by statistical methods or based on experience or other
available information [10]. The error expresses the difference between the measured
and the actual value. Those quantities apply to any value measured [11]. Different
standards have been developed that describe methods for dealing with the different
types of uncertainties [7, 12].
A spectral mismatch factor needs to be calculated and applied to all measure-
ments to reduce the uncertainty due to the spectral mismatch. The spectral mis-
match error can be reduced by either matching the spectrum of the solar simulator
closely to the AM1.5G or by using reference cells with a spectral response close to
the spectral response of the cells under test.
The spectral distribution of a solar simulator cannot be considered constant as
it varies with the operating conditions and the test environment. After studying
100 different systems in [8] it was estimated that no safe conclusions can be made
on the performance of a solar simulator based only on its spectral match to the
reference spectrum of AM1.5G. The best spectrally matched solar simulator does
not necessarily give the best mismatch factor. There are cases where the mismatch
factor is minimal but then it changes radically with the spectral distribution of the
solar simulator and the uncertainty rises high.
The spectral response of a reference cell and a device under test determine
the wavelength range under which the spectral mismatch factor will be calcu-
lated [13, 14]. If a smaller range is used in the calculation, part of the spectral
mismatch factor is not taken into account causing errors in the result [13, 15]. A
solar simulator spectrum may work well for one specific technology but result in a
large mismatch factor for another technology since different technologies have dif-
ferent spectral responses and different wavelength regions contribute to the spectral
mismatch factor differently [14].
The spectral agreement between the solar simulator and the reference spectrum
is not so crucial if the reference cell is closely spectrally matched to the device under
test. However, this is not often the case. Therefore, the measurement will not only
depend on the spectral mismatch between the reference cell and the measured one
but also on the spectral mismatch between the solar simulator and the reference
spectrum [16]. Additionally, in order to calculate the spectral mismatch factor the
spectral response of the device under test is required. Such a calculation is difficult
for full size modules since there are not many efficient spectral response measure-
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ment systems at present to accommodate them.
Close spectral match to the reference spectrum of AM1.5G is important for thin-
film solar cells, multi-junction solar cells, cells with an unknown spectral response
and cells which there is no available reference cell for [17]. In the case of multi-
junction solar cells having different reference cells matching each junction closely
is not always feasible [15]. Furthermore, the standard calculating the spectral mis-
match factor of a measurement only applies to single-junction solar cells. Thus, it
is important to achieve a good spectral match between the solar simulator and the
reference spectrum. Multi-source solar simulators are better for measuring multi-
junction solar cells as it is easier to match the spectrum of each junction individu-
ally [18]. LED solar simulators are suitable for the characterisation of multi-junction
solar cells due to their capability to adjust their spectrum in order to match the dif-
ferent junctions.
The spatial non-uniformity of irradiance has a significant contribution to the
uncertainty of the measurement but it cannot be corrected. Thus, the only solution
available is the minimisation of its value to reduce its effect. Reflections should also
be minimised to reduce their effect on the measurement.
2.4 Overview of existing solar simulators
The following two sections present a review of existing solar simulators. The first
section focuses on solar simulators that use conventional types of lamps. The second
section focuses on solar simulators that use LEDs as light sources. Some state of the
art solar simulators are presented. The issues faced with these measurement units
are highlighted. A new approach to deal with these issues is proposed.
2.4.1 Review on solar simulators with various types of lamps
This section presents an overview of the different types of solar simulators that are
being used to characterise photovoltaic devices. Solar simulators mainly consist of
one or multiple light sources, some optics for the lamps or filters to shape the lamp’s
spectrum further, if needed, monitoring equipment to record irradiance and tem-
perature, a cooling system for the lamps and the devices, if overheating is observed,
and all the control and power electronics. They are mainly used for the determina-
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tion of I-V characteristics [19] but also for spectral response measurements [20, 21].
Usually they are used for the characterisation of different solar device technologies.
Some can simulate both AM0 and AM1.5G spectra [22–25], and some are used for
particular types of technologies with special set-up requirements such as concen-
trated photovoltaics [26–29], dye-sensitised solar cells [30] or multi-junction solar
cells [21,31,32]. The main differences between different types of solar simulators are
the light source(s) employed and the mode in which they operate.
The main light source categories used both by commercial solar simulators and
solar simulators in research laboratories are filament lamps, arc lamps and LEDs.
LED solar simulators are described in detail in section 2.4.2. The main types of
filament lamps are the tungsten halogen lamps which are only used in the steady
state solar simulators. The main types of arc lamps are the xenon high pressure
arc lamps which can be used both in steady state and flash solar simulators. Other
light sources such as metal halide and sodium lamps have also been used. The best
spectral output is covered by the xenon lamp as it can be seen in figure 2.14. Filter-
ing and/or some optics are used in most cases to shape the spectrum of these lamps
and eliminate the intense emission lines of the Xenon lamp in the infrared [33–35].
Also, many solar simulators have been built using a combination of two or more of
those light sources to improve the spectral match and extend the spectrum, which is
needed for the measurement of particular technologies such as multi-junction solar
cells [18, 22–25, 31, 32, 36–38]. Multi-junction solar cells are connected in series and
if any mismatch occurs between the junctions due to temporal, spatial or spectral
non-uniformities, the junction with the lowest current will be limiting the current
of the whole device. Therefore, better spectral match is essential across the whole
spectrum since each junction responds to a different spectral band and a mismatch
for a particular junction will limit its performance [39].
Solar simulators can be operated in steady state or flash mode. Steady state
solar simulators operate continuously and perform I-V curve measurements accu-
rately with a long time constant. No capacitive effects are present due to the long
measurement times and the stable light output. On the other hand the continuous
operation of the lamp increases the temperature significantly causing thermal con-
trol issues which in turn decreases the lifetime of the light sources and can cause
errors in the measurement. As a result, operation and maintenance costs rise.
Flash solar simulators can be separated in single and multi-flash. Multi-flash
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Figure 2.14: Spectra of different types of lamps compared to the AM1.5G
solar simulators use multiple flashes (about 200 to 250) instead of 1 to produce an
I-V curve to prevent the device measured from heating up. However, the measure-
ment takes longer to complete compared to single flash measurements. The shape
and duration of the pulse can vary depending on the needs of the measurement and
the response of the PV module measured [40]. Flash solar simulators introduce less
heat on the devices and use less power due to their non-continuous operation which
increases their lifetime and reduces the operation and maintenance costs. However,
I-V curve measurement errors can occur due to capacitive effects caused by the high
voltage sweep and the light output change during the measurement, which can lead
to inaccurate power rating [41].
Examples of state-of-the art steady state and flash solar simulators can be found
in [42,43] and [44,45] respectively. Spectrolab X-25 is an easily movable steady state
solar simulator that uses a 3kW xenon short-arc lamp and quartz integrating optics
to simulate AM1, AM1.5 or AM0 spectra. The set-up is vertical and the distance
between the light source and the device under test can be 117cm or 162.5cm. The
standard beam size offered is of 33cm diameter. The steady state solar simulator by
Wacom has a xenon short arc lamp and some optical filters and lenses to shape the
spectrum. Different illuminated area sizes can be offered with the smallest being
50mm x 50mm and the largest being 1.4m x 1m. Both AM1.5 and AM0 can be
achieved. The Pasan IIIb is among the most popular xenon flash solar simulators
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in the market offering classA+A+A+. Its setup is horizontal to achieve better uni-
formity by increased distances between the lamp and the device under test. The
Spectrolab LAPSS II uses a xenon lamp and has a vertical setup to minimise the
space required. The test area varies between 2.5m x 2.5m to 3.5m x 3m for class A
uniformity. The spectral distribution of a Pasan IIIb and a Wacom solar simulators
available in our lab can be seen in figure 2.15.
Solar simulators described so far were of AAA classification and in certain oc-
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Figure 2.15: Spectra of two commercial state of the art solar simulators available in
the lab
casions [44] the spectral match was class A+, which corresponds to half the spectral
mismatch of class A, i.e. 12.5%. As described in section 2.3.3 they are good enough
for measuring technologies such as crystalline silicon solar cells since well spectrally
matched reference cells are available and any corrections can be performed easily.
However, this is not the case for thin film solar cells for which accurately matched
reference cells are not always available. Also, despite the class A+ classification
being achieved some peaks caused by the xenon lamp are still present even after
extensive filtering especially in the 800-1000nm region which is the range at which
c-Si has its maximum response. Additionally, the lifetimes of those light sources is
still relatively short even when operated at flash mode, they degrade quickly and
spectral variations are often noted with ageing [46]. They consume a lot of power
and are large and expensive to manufacture and maintain.
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Each junction in multi-junction solar cells has a different spectral response and
good spectral matching is required for each junction to avoid limiting its current.
It is difficult to regulate the intensity of these solar simulators without changing
their spectrum or uniformity and reducing their lifetime. Therefore, energy rat-
ing measurements or characterisation of multi-junction solar cells are difficult to
perform with these solar simulators. When trying to characterise high efficiency
crystalline silicon modules, capacitive effects need to be overcome. Long sweep
times are needed to eliminate those effects. However, smaller sweep times (less than
100ms) are difficult with flash simulators without distorting the spectral match and
the temporal and lateral uniformity. Even an increased flash time will not eliminate
all transient effects. That leads to errors in calculating power, which translates to
a wrong estimation of the performance of a device. The manufacturing, operation
and maintenance costs and the high increase in temperature does pose an obstacle
for steady state solar simulators to be used for large PV sizes. Thus, a different type
of light source needed to be used in solar simulators to overcome all those issues.
The solution was found in light emitting diodes referred hereinafter as LEDs. The
following section will present their advantages and the state of the art LED solar
simulators built so far.
2.4.2 Review on solar simulators using LEDs as light sources
LEDs can be used both as flash and steady state solar simulators because they can
be regulated quickly and remain stable for a long time respectively. They are avail-
able in many colours. Therefore, AM1.5G spectrum should be achievable without
the need for mismatch correction which can be problematic in thin film technol-
ogy characterisation due to the unavailability of stable reference cells. Their light
intensity can be modified permitting to acquire different spectra. Thus, the simula-
tion of different climatic conditions in different seasons and locations, which allow a
more complete characterisation and therefore a better energy yield prediction of a
solar device, is possible. Additionally, LEDs have the potential of achieving a light
intensity of 1000 W/m2 as well as other intensities. Their intensity can be easily
adjusted without changing the spectrum, compared to other light sources for which
this is not straightforward. They have much longer lifetimes in comparison to other
light sources, thus maintenance costs are expected to be reduced significantly and
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calibration accuracy is increased over time. Moreover, LEDs exhibit higher con-
version efficiencies from electricity to light, they are more stable, provided a stable
current source and a good temperature control, more cost effective and more energy
efficient. The main disadvantage of LEDs is their quick degradation after exposure
to high temperatures. The use of a cooling system is of great importance due to
the fact that temperature rises significantly during their operation. More details on
their specific characteristics will be given in the following chapters.
LED solar simulators are the new trend in the characterisation of photovoltaic
devices. Many efforts have been made by different groups to build LED solar sim-
ulators that will meet the AAA classification defined by the standards. The first
attempts involved the use of 3 [47,48] or 4 [49,50] different wavelengths among which
usually a white LED to simulate the solar spectrum and prove that the concept of
LEDs as light sources in solar simulators works. The first LED solar simulator that
achieved quasi-continuous spectrum and 1 sun irradiance is the one proposed in [51].
It was built at CREST using LEDs of 8 different wavelengths from 375nm to 680nm
and halogen lamps for the IR part of the spectrum. The spectral match achieved
was class B mainly due to the halogen lamps and the non-uniformity was class A
over a 60mm x 60mm area and class B over a 100mm x 100mm area. Other ex-
amples of LED solar simulators with halogen lamps for the IR are presented in [52]
and [53]. The former simulator achieved class B spectral match in the 400-1100nm
range and class C non-uniformity over a 125mm x 125mm area using straight alu-
minium light guides to mix and collimate the light and 2 white LEDs, 4 coloured
ones and a halogen lamp as light sources. The later simulator achieved class AAA
in the 400-900nm range over a 0.85m x 0.85m illuminated area using mirrors to
mix the light. Many other efforts were attempted using LEDs only as light sources.
Some of them introduced new concepts of different optics for the collimation and
mixing of light [54, 55] without managing to achieve the desired AAA classifica-
tion [56, 57] or achieving it for a small illuminated area [58]. These projects prove
that a higher number of wavelengths is required to improve the spectral match and
a higher number of LEDs or well designed optics are required to achieve the desired
uniformity and collection efficiency. As the technology of LEDs advanced and more
wavelengths became available in the market class AAA solar simulators emerged as
described in [59, 60]. In particular in [59] a class AAA flash LED solar simulator is
presented that uses 4 different types of LEDs to cover the 400-950nm range of the
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spectrum and 400 LEDs in total to reach 1000 W/m2 over a 300mm x 300mm area.
In [60] an LED solar simulator is presented by Spire. A class A+ spectral match
was achieved using 23 different wavelengths over the 350-1100nm range and a class
A uniformity over a 16cm x 16cm area. The maximum irradiance can reach 120
mW/cm2 and reflecting 10cm high side mirrors were used to mix the light output.
The issue with the side mirrors is the resulting diffuse light and the lack of colour
mixing, which translates to bad spectral uniformity. Also, some spectral response
measurement solar simulators were built using LEDs only, proposing two ways of
measuring QE, serial and parallel (i.e. with one LED after the other or all the LEDs
together), achieving fast measurement times in the range of a few seconds [61,62].
Many state of the art LED solar simulators are commercially available. A sum-
400 500 600 700 800 900 1000 11000
1
2
3
4
5
6
Wavelength (nm)
G
lo
ba
l S
pe
ct
ra
l I
rra
di
an
ce
 (W
/m
2 /n
m
)
 
 
AM1.5G
LEDs’ Spectra
Figure 2.16: Class A spectral match achieved with 6 LEDs
mary of their main characteristics can be found in table 2.3 based on the datasheets
available on-line [63–69] or in papers [70]. As it can be noticed, the best performance
is claimed to be exhibited by the Wavelabs and Strama MPS LED solar simulators
with a better than class AAA performance over a 0.16m x 0.16m or customised
between 0.18m x 0.26m and 3m x 3m illuminated area respectively. The wider spec-
tral range, 350nm-1100nm, is covered by Aescusoft whereas most of the rest offer
the spectral range specified by the standards, 400-1100nm. The number of different
LED wavelengths used varies between 8 and 21 but there is no data available on
which wavelengths exactly.
A class A spectral match (25%) is within the standards specifications but does
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not necessarily translate into a good representation of the spectrum. Figure 2.16
shows how easily class A can be achieved by using 6 LEDs only. As it can be ob-
served, the synthesised LED spectrum is very dissimilar to the AM1.5G spectrum
and the uncertainty in the measurement of photovoltaic devices using such a device
will be significant if the right reference cells are not available. However, a spec-
tral match graph is only given by certain manufacturers. Also, no information is
provided on the positioning of the LEDs, which may greatly influence the spectral
uniformity. The importance of spectral uniformity is currently not taken into ac-
count. This will be shown in the following chapters and an automatic placement
selection method assuring class A spectral uniformity for all different wavelengths
will be presented.
Furthermore, LED solar simulators proposed so far have followed a diffuse ap-
proach with regard to the light distribution, with limited or no information given
on the optics used. In cases where comparative characterisation of solar panels is
sufficient a diffuse solar simulator can be used. However, in test laboratories each
measurement is independent and characterisation is performed on a case-by-case
basis. Thus, uncertainties introduced by diffuse light do not allow for an accurate
measurement. The reflections taking place cannot be predicted. As a result, the
current is often overestimated due to the lack of calibration. Additionally, the es-
timation of non-uniformity of irradiance can be wrong due to the reflections and
the spectral contribution of the reflected light to the target area is also difficult to
predict. Therefore, a directed beam approach was followed in this work.
The following chapters will explain in detail the new LED solar simulator design
proposed here. A wider spectral range, 350-1300nm, will be covered to account for
the spectral response of more photovoltaic technologies. An area of 32cm x 32cm will
be illuminated, which is larger than most target areas presented so far using multiple
wavelengths. LED solar simulators with larger illuminated areas tend to use white
LEDs and a diffuse light distribution. An automated LED selection methodology
that helped us choose the best combination of wavelengths for an accurate represen-
tation of the solar spectrum will be described. Also, the optical layout that assures
collimation of light, 1000 W/m2 irradiance level and class A spatial uniformity of
light will be introduced. Lastly, the placement methodology followed to find the
optimum position of LEDs to attain the class A spectral uniformity goal for every
wavelength will be presented.
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Chapter 3
Automated LED selection
methodology for spectral match
optimisation
3.1 Introduction
The importance of the spectral match of a solar simulator to the solar spectrum was
discussed in the previous chapter. This chapter will present in detail the automated
LED selection methodology developed as part of this work to ensure an optimum
spectral match from the seemingly endless number of potential LED combinations
to approximate AM1.5G. The selection of LEDs in the majority of cases is done on a
trial and error basis. However, as the technology of LEDs advances and more LEDs
are constantly becoming available a more accurate methodology is needed. The
complexity of the problem can be seen in figure 3.1, where the number of possible
combinations in relation to the number of LEDs is depicted. The methodology de-
veloped here uses a combination of an error criterion and an optimisation algorithm,
the least-squares and the genetic algorithm, to determine the best selection of LEDs
under specific conditions. A detailed description of the optimisation method and
the respective results are given in the following sections after a small introduction to
the radiometry and photometry terminology, which is needed to characterise LEDs
better.
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Figure 3.1: The number of possible combinations of LEDs that can be used to match
the solar spectrum increases exponentially with the number of available LEDs
3.2 Radiometry and Photometry Units
Radiometry is the science of measuring light in any portion of the electromagnetic
spectrum whereas photometry is the science dealing only with the visible range
of the spectrum and is based on the perception and sensitivity of the human eye.
Radiant flux Φ, also called radiant power, is the time rate of flow of radiant energy
radiated from a source. It is measured in Watts. Luminous flux Φν is the luminous
equivalent of radiant flux. It gives the output power radiated from a source weighted
by the human eye sensitivity function, in lumens. Most LED manufacturers provide
radiant flux data for LEDs in the UV and IR range and luminous flux data for white
LEDs and LEDs in the visible range.
The irradiance E is the density of the radiant flux incident on a surface and it
is measured in W/m2. In order to measure the irradiance of the area of interest the
luminous flux data needs to be converted to radiant flux data. A simple conversion
is not possible and the luminous efficacy function, which is the response of the eye
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with frequency, is needed. The luminous efficacy function can be calculated based
on both the daytime and night time human vision. The results are the photopic
luminous efficacy and the scotopic luminous efficacy respectively (figure 3.2). The
photopic luminous efficacy needs to be multiplied by 683 and the scotopic luminous
efficacy by 1700 in order to give the photopic and scotopic conversions respectively.
These are the maximum values of the photopic and scotopic conversions and they
correspond to 555nm and 507nm respectively (figure 3.3). These wavelengths give
the maximum sensitivity of the human eye during the day and night.
Therefore, the conversion between the radiant and the luminous flux under daylight
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Figure 3.2: The relative spectral luminosity curve
conditions can be acquired using the formula:
Φν = 683
∫
V (λ)Pλ(λ)dλ (3.1)
where, Φν is the luminous flux, V (λ) is the photopic function and Pλ(λ) is the
spectral power. Thus, when the luminous flux of an LED in lumens is given it needs
to be converted to radiant flux in Watts using equation 3.1.
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Figure 3.3: The absolute spectral luminosity curve
The spectral distribution of radiation is described by different units. The most
significant units are the following:
• Radiant flux Φ(W), also called radiant power, is the time rate of flow of radiant
energy or radiant energy per unit time.
• Radiant energy Q(Joule) is the energy in the form of electromagnetic waves
propagating onto, through, or emerging from a specific surface of given area
in a given period of time.
• Radiant intensity I(W/sr) is the radiant flux proceeding from the source per
unit solid angle in the direction considered and it is a function of direction
to or from the point for which it is defined. Solid angle is the equivalent of
the two-dimensional angle in the three-dimensional space. The SI unit of solid
angle is the steradian (sr).
• Radiance L (W/m2sr) is the power per unit solid angle per unit projected
source area and it is a function of both position and direction.
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• Irradiance E(W/m2) is the density of the radiant flux incident on a surface
and it is a function of position on the specified surface.
• The terms spectral radiant flux Φλ (W/nm), spectral radiant energyQλ (Joule/nm),
spectral radiant intensity Iλ (W/sr·nm), spectral radiance Lλ (W/m2 ·sr ·nm)
and spectral irradiance Eλ (W/m
2 · nm) are referring to the spectral dis-
tribution of the radiant flux, radiant energy, radiant intensity, radiance and
irradiance respectively and thus they depend on the wavelength.
• Luminous flux Φν (lumen) is the time rate of flow of light or radiated energy
from a source per unit time. It is the luminous equivalent of the radiant flux.
• Luminous intensity Iν (lm/sr) is the luminous flux per unit solid angle in the
direction considered and it is a function of direction of the point for which it
is defined.
• Luminance Lν (cd/m2 or lm/m2sr) is the quantity of light flux passing through
a point in a specified surface and direction.
• Illuminance Eν (lux or lm/m2) is the density of luminous flux incident on a
surface and it is basically the photometric equivalent of irradiance. It depends
on the position of the point in the surface on which it is defined.
The units that will mostly be used in this work are the radiant flux Φ (W), the
luminous flux Φν (lm) and the irradiance E (W/m
2).
3.3 Spectral characteristics of LEDs
Light Emitting Diodes (LEDs) are narrow band emitting light sources consisting of
a semiconductor. They operate as standard pn-junction diodes emitting light when
voltage is applied to them. The energy band gap of the semiconductor defines the
central wavelength at which they emit. They can be divided in coloured and white
LEDs. Coloured LEDs have a specific central wavelength and a narrow emission
band whereas white LEDs have a broader emission band and either consist of 3
different LED chips (blue, green and red) mixed together or a blue LED with some
extra coating on top. The spectral emission of coloured and white LEDs can be
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seen in figure 3.4. The Gaussian function is used here to approximate the spectral
output of coloured LEDs based on their datasheet values whereas that of white
LEDs was extracted from the image file published by manufacturers. A variation
in the datasheet values is not often given. However, some datasheets include such
information. A typical deviation for the central wavelength is ±10nm.
The data usually provided for coloured LEDs are its central wavelength (CWL),
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(a) Spectrum of an LED with a Central Wavelength (CWL) at 500nm and a Full Width
Half Maximum (FWHM) of 50nm
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(b) Spectrum of a white LED
Figure 3.4: Normalised spectral irradiance of a coloured and a white LED
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its full width at half maximum (FWHM) as well as its radiant or luminous flux. The
central wavelength is the wavelength at which the LED has its maximum power.
The FWHM is the width of the function at which the function is equal to half of its
maximum value, the CWL in this case. Figure 3.5 visualises the concept of FWHM
for a Gaussian function.
The Gaussian function is described by equation 3.2, where A is the height of the
x1 x2 x
1/2*f
max
f
max
f(x)
FWHM
Figure 3.5: Full Width Half Maximum (FWHM) of the Gaussian function
curve’s peak, σ is the standard deviation of the function and µ is the mean value.
f(x) = Ae−
1
2(
x−µ
σ )
2
(3.2)
The Gaussian function specific to the LEDs can be found in equation 3.3, where
the curve’s peak is determined by P. P is the radiant flux of the LED and the mean
value is equal to the central wavelength, CWL.
f(λ) = Pe−
1
2(
λ−CWL
σ )
2
(3.3)
The standard deviation, σ, depends on FWHM, which will be shown below:
• The Gaussian function f(x) takes its maximum value at xmax = µ as proven
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by equation 3.4.
f ′(x) = Ae−
1
2(
x−µ
σ )
2 1
2σ2
(−2 (x− µ)) (3.4)
The maximum is at f ′(x) = 0⇔ x = µ. Thus, f(xmax) = f(µ)
• In order to calculate the xo that gives 12f(xmax) = 12f(µ) :
1
2
f(xmax) =
1
2
f(µ) = Ae−
1
2(
xo−µ
σ )
2
(3.5)
Also,
f(µ) = Ae−
1
2(
µ−µ
σ )
2
= A (3.6)
Substitute equation 3.6 into 3.5 to get:
1
2
A = Ae−
1
2(
xo−µ
σ )
2
⇔ 1
2
= e−
1
2(
xo−µ
σ )
2
⇔ −ln2 = −1
2
(
xo − µ
σ
)2
⇔
2σ2ln2 = (xo − µ)2 ⇔ xo − µ = ±σ
√
2ln2⇔ xo = ±σ
√
2ln2 + µ (3.7)
FWHM = x2 − x1 = xo2 − xo1 as it can be seen in figure 3.5. Therefore,
FWHM = xo2 − xo1 = σ
√
2ln2 + µ− (−σ
√
2ln2 + µ) = 2σ
√
2ln2⇒
σ =
FWHM
2
√
2ln2
(3.8)
The radiant flux, the CWL and the FWHM data can be found in the LEDs’
datasheets provided by the manufacturers. The standard deviation can be cal-
culated as expressed above. In cases where the luminous flux is given, it needs to
be converted to radiant flux as described in section 3.2. All the data needed for the
calculation of the Gaussian function that describes all LEDs apart from the white
ones are known and thus the spectral output of the LEDs can be determined.
A thorough search of the LEDs available on the market was conducted and
data was collected for the high power LEDs produced by manufacturers that offered
the greatest variety of different emission wavelengths. The LEDs come in a variety
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(b) Luminous flux availability of high power LEDs
Figure 3.6: Power output of available high power LEDs
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Figure 3.7: Power availability of high power LEDs; combination of radiant and
luminous flux data after converting the luminous flux data to radiant flux
of power outputs, CWL and FWHM. Some of them are more powerful than others
due to the use of multiple dies in a single package. The CWL and FWHM mainly
depend on the material of their dies. Their spectral output was synthesised either
by calculating their Gaussian output or by digitising the spectrum given in the case
of white LEDs. The variety of the different types of LEDs can be seen in figures 3.6
and 3.7 respectively. Figure 3.6 shows the radiant (upper image) and luminous flux
(lower image) availability of high power LEDs. Luminous flux data is only given
for LEDs emitting in the optical range. Figure 3.7 shows the radiant flux of all the
LEDs after converting the luminous flux data to radiant flux. The 500nm-600nm
visible range requires the use of warm white LEDs which have a broader power
distribution with a peak around that area.
The spectrum of interest in this project extends from 350nm to 1300nm. It can
be viewed that there is a very good availability of LEDs covering the spectrum up
to about 1100nm. The availability of LEDs in the 1100-1300nm region is limited
and the spectral match in that region will be shown to be the most problematic. An
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excellent spectral match to the standard spectrum can be achieved in the 400nm-
1100nm region. The spectral mismatch in the 1100nm-1200nm range is 0.29 and in
the 1200nm-1300nm is 0.05. Therefore, the 1100nm-1200nm is the spectral range
that suffers from the worst spectral match.
The cost of LEDs and the complexity of the electronics design that would control
and regulate the LEDs do not allow for the use of an infinite number of them to best
fit the AM1.5G solar spectrum. Therefore, a small number of LED wavelengths in
the range of 30 needs to be chosen. The best combination of wavelengths needs to
be determined. The goal is to find the minimum number of different wavelengths
(i.e. LED types) that best match the AM1.5G solar spectrum allowing for a spectral
mismatch of 10% instead of the 25% specified in the standards. This is not easy to
do among hundreds of available LEDs since the possible wavelength combinations
increase exponentially with the number of available LEDs as it was shown in figure
3.1. Lets assume that each calculation takes 10 µsec and ignore any memory or
other computer issues that could slow down the calculations. If only 30 different
LED types were available then the computation time for all the available combi-
nations would be about 18 minutes. When this number increases to 50 then the
computation time is almost 36 years. In reality there are many more LEDs avail-
able. It becomes clear that this problem cannot be solved by considering all the
possible combinations as it is computationally intensive and time consuming. Thus,
the use of an optimisation algorithm is crucial to reach a satisfactory solution. A
detailed description of the problem and an analysis of the optimisation method used
will be given in the following sections.
3.4 Optimisation methods
Mathematical optimisation problems aim at minimising an objective function fo(x)
that consists of a variable with n components. These variables are called optimisa-
tion or decision variables and are usually subject to some constraints, fi(x) <= bi,
i = 1, ...,m, where x = (x1, ..., xn). The optimal point of the function is the x,
among all vectors that satisfy the constraints, which gives fo(x) its smallest value.
A problem might have no solution, one solution or multiple solutions. General opti-
misation problems are sometimes very difficult to solve and a compromise between
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long computation time and not finding any solution might be necessary. The auto-
mated LED selection methodology developed here is a dual optimisation problem
that consists of a problem (A) that can be solved very accurately and efficiently
and another problem (B) that is computationally extremely extensive to solve and
a different approach needs to be followed. Problem A consists of n LEDs of different
central wavelenghts of Pn power and the goal is to calculate how many LEDs of each
type are needed to best simulate the solar spectrum of AM1.5G, i.e. the difference
between the LEDs’ and the solar spectrum needs to be minimised. Problem B in-
volves an additional constraint, that no more than x lamps can be on (Pn > 0). The
least squares error criterion was used to solve problem A and the genetic algorithm
was used to solve problem B.
There are various optimisation methods available for each type of problem. Some
popular examples for problem A involve the gradient descent, the simplex and the
linear regression method. The ant colony optimisation, the particle swarm optimi-
sation and the pattern search optimisation are some popular examples fit to solve
problem B. It is very difficult to determine which optimisation algorithm is best to
solve a particular problem. Often, the only way to find out is by trying different ones
and comparing their outputs. However, due to time constraints this is not always
feasible. The two methods used here were chosen because they are well-suited to
this problem. They are efficient and produce satisfactory results. A more detailed
description of their suitability will be given in the following sections.
3.4.1 Least Squares
Let n be the total number of available LEDs, L a variable that contains all the LED
spectra, SRth the solar spectrum and α a variable that contains all the coefficients
indicating how many LEDs of each type are needed. Therefore,
SRth =

SRth(λ1)
SRth(λ2)
...
SRth(λm)
 , L =

L1(1) L2(1) · · · Ln(1)
L1(2) L2(2) · · · Ln(2)
...
...
...
L1(m) L2(m) · · · Ln(m)
 , α =

α1
α2
...
αn
 (3.9)
The goal is to minimise the difference between the spectrum synthesised by the LEDs
and that of AM1.5G , which is a convex optimisation problem, i.e. minimise (SRth−
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Lα)2 subject to α ≥ 0. Convex optimisation problems are a category of optimisation
problems that include least-squares problems as special cases. A problem is convex
when the objective and constraint functions are convex, i.e. fi(αx+βy) ≤ αfi(x) +
βfi(y), if α + β = 1, α ≥ 0, β ≥ 0. They are usually very reliable and efficient
algorithms with a small computational time.
The least squares is a widely used well known error criterion which was chosen to
minimise the difference between the two spectra due to its simplicity and its proven
efficiency and reliability. MATLAB was used to program the algorithm and CVX,
which is an open source MATLAB based modelling package for convex optimisation
was used to make the least-squares calculations. All the components are expressed
in the form of matrices as shown in equation 3.9. The least-squares calculation as
performed in MATLAB is given by equation 3.10 and a flowchart of the alorithm
can be seen in figure 3.8
LS = (SRth − Lα)2 = (SRth − Lα)T (SRth − Lα) =
SRTthSRth − SRTthLα− αTLTSRth + αTLTLα =
SRTthSRth + α
TLTLα− 2αTLTSRth
(3.10)
The calculation is simple and quick and the representation of the spectrum is
Figure 3.8: Flowchart of the Least Squares algorithm
very accurate for all regions apart from the 1100 nm-1300 nm region, where the
availability of LEDs is limited (see figure 3.9). However, the cost and complexity of
the design does not allow for all the available LEDs to be used. Therefore, another
algorithm is needed to determine which combination of LEDs among the available
ones will give the best spectral match. As it was mentioned in section 3.4 adding
the constraint that no more than x number of LEDs can be used makes the problem
very difficult to solve and not all the cases can be calculated due to the extremely
high number of different combinations of LEDs. As a result it was decided to use
the Genetic Algorithm to solve that part of the problem. The least-squares method
is integrated inside the genetic algorithm as it is described in the following sections.
An overview of the genetic algorithm and its characteristics are given followed by
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Figure 3.9: Spectral mismatch between the spectrum of 84 LEDs and the AM1.5G
spectrum; the 84 LEDs were chosen from a large LEDs database as the ones with
the widest FWHM for each available central wavelength
its implementation on this specific problem.
3.4.2 Genetic Algorithm
A genetic algorithm is an algorithm used to solve optimisation problems using the
process of natural selection. It is a heuristic or meta-heuristic method, which means
that it can solve a problem faster than classic methods providing an approximate
solution when it is very difficult to reach an exact solution. The solution returned
by the genetic algorithm is not necessarily the optimum but it is well-suited to the
needs of the problem and it can be acquired more rapidly than other methods. It
is also a stochastic method which means that it generates a population probabilis-
tically to determine the solution.
The genetic algorithm is very efficient with multi-dimensional, non-differential
and non-continuous problems and faster than solving the problem calculating all
possible cases. It can solve every optimisation problem which can be described with
a chromosome encoding and it is simple and accurate if the right settings are used.
The appropriate settings are problem specific and refer to the determination of the
parameters and functions that are described in section 3.4.3. On the other hand,
the genetic algorithm can be very computationally intensive and can converge to a
local minimum instead of a global one. The solution provided will be close to the
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optimum but it is not guaranteed that it will be the best one. However, the level of
confidence that the solution is close to the optimum will not be accurate unless the
right settings are applied. If the right settings are applied and the given specifica-
tions are met then the solution will be satisfactory for the needs of the problem.
Biology terms will be used since the genetic algorithm mimics the reproduction
processes of biology. In biology a gene is a sequence of nucleotides transferred from
the parent to the offspring, the order of which determines the expression of a certain
characteristic, e.g. the colour of the eyes. Many genes connected together form a
chromosome. The different outcomes of a gene, e.g. blue, green, brown, black eyes
are known as the genotypes. The offspring usually has half the genes of one parent
and the other half of the other parent which is called recombination. The genes
selected are usually the ones that perform better, i.e. have a better fitness. In some
occasions a mutation may occur i.e. a change in the structure of the gene.
Similarly a genetic algorithm uses the processes of natural selection, recombi-
nation and mutation to solve a complex problem and return a solution which will
satisfy the criteria specified, i.e. the solution will consist of chromosomes with cer-
tain desired characteristics. The possible solutions are encoded in a structure similar
to a chromosome. The genetic algorithm stochastically generates the initial popu-
lation and then it applies the processes of crossover and mutation to each member
of the population. As a result a second generation of offspring is generated, which
should have better genes, i.e. characteristics which will lead to a more satisfactory
solution. The definitions of the terms frequently used in the genetic algorithm and
their main values are provided to clarify things further.
Like genes consist of a series of nucleotides, similarly an encoding should be
adapted for the genes of the genetic algorithm. In multi-dimensional problems
where multiple variables are used each variable corresponds to a gene and all the
genes together will form the chromosome. The most commonly used representation
is a binary bit string but a string of real numbers can also be used [71–75].
3.4.3 Genetic Algorithm Options
Generation is the act of producing offspring. The number of generations for which
the genetic algorithm will run needs to be specified.
The population is an array of individuals. A new population is produced in every
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iteration of the genetic algorithm forming a new generation. The individuals of a
population that fulfil certain criteria will be selected as parents and will be used to
create new individuals, the children, in the next generation. The algorithm favours
the parents that perform better i.e. have better fitness values.
The size of the population in the genetic algorithm expresses how many chro-
mosomes i.e. different possible solutions there are in each generation. If a large
population size is chosen the genetic algorithm will run more slowly but it will try
more possible solutions increasing the chances of converging to a global minimum
instead of a local one.
The initial population must be specified for the genetic algorithm to start the
optimisation. Each individual in the population consists of a series of zeros and
ones corresponding to the LEDs being on or off. Creation function is the function
which specifies the initial population of the genetic algorithm. The initial popula-
tion can be randomly created satisfying all the constraints or generated based on a
specific algorithm. Here, the initial population is generated randomly since no extra
requirements need to be met.
The fitness function is the function that will be optimised. It is also known as the
objective function. It calculates and determines how well a specific chromosome has
performed and assigns a fitness value to it, which is called a score. It is calculated
for all the individuals of a population and the best performing ones are selected to
continue further.
The children for the next generations are then created. The fittest of the previ-
ous populations are chosen and proceed to the next generation without any changes.
The remaining members of the population are created by crossover or mutation.
Crossover randomly chooses and flips a section of the individual and mutation swaps
two elements. These processes give the chance to the algorithm to explore a wider
range of the population before converging to a solution.
Stopping criterion is the criterion that results in the termination of the genetic
algorithm. The options available are as follows:
• Generations: the default value is 100 and it specifies the maximum number of
iterations the genetic algorithm will perform before stopping.
• Time limit: it specifies the maximum time in seconds that the genetic algo-
rithm will run before stopping.
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Table 3.1: Genetic algorithm options chosen for the spectral mismatch problem.
Number of generations 150
Size of population 1000
Initial population custom
Type of population bit-string
Creation function custom
Fitness function 5 different fitness functions
Stopping criterion Generations (150)
Rest of options default
• Fitness limit: a limit is set which will result in the termination of the algorithm
once the fitness value is equal or less than it.
• Stall generations: If the fitness function only changes marginally (the margin
is specified by the user) in every iteration then the algorithm stops.
• Stall time limit: If the fitness function does improve for a specific amount of
time, which is specified by the user, the algorithm stops.
• Function tolerance: If the fitness function does not change over a specific
number of generations then the algorithm stops.
In the spectral mismatch problem the options that were chosen are listed in table 3.1.
The decisions were based on many simulations that determined that for this specific
problem the algorithm converges after around 50 generations so 150 is sufficient. The
size of the population was chosen based both on the convergence of the algorithm
and the computational time. The population is expressed in binary and the initial
population is set so that it fulfils certain criteria, which will be described in detail in
the following section. Different fitness functions were tried to ensure that the right
criterion is used as a minimisation function. The number of generations was chosen
as a stopping criterion to balance computation time with convergence. The default
values for the rest of the options were considered sufficient. The following section
will describe the genetic algorithm as it applies to the spectral mismatch problem
in more detail.
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3.4.4 Combination of the Least-Squares and the Genetic Al-
gorithm optimisation methods
As it has already been analysed in the previous sections the spectral match problem
can be solved easily using the least-squares method when the LEDs to be used
are known. LEDs are narrow emitting light sources. If their spectra are added
together they can represent the solar spectrum of AM1.5 very accurately. It seems
logical that the larger the number of different wavelengths used the more accurate
the representation would be. However, the lack of availability of LEDs at certain
wavelengths and the cost and complexity of the design does not allow for the usage
of a very high number of different wavelengths. The problem becomes very difficult
to solve when the restriction of using a specific number of different wavelengths is
imposed. The genetic algorithm was chosen to solve the problem of the selection of
a number of different LEDs of different central wavelengths to best match a specified
spectrum. The minimum number of wavelengths under which certain criteria are
fulfilled needs to be determined. The main criterion is the class A specification
as specified by the IEC60904-9 [6]. The standards take into account the 400nm-
1100nm wavelength range and specify a Class A spectral match if it is within the
0.75-1.25 range, i.e. up to 25% mismatch for 5 different 100nm bins and a 200nm
bin. However, in this study a greater spectral range between 350nm to 1300nm
was examined to account for a greater variety of photovoltaic technologies. The
algorithm used will be described in detail to show the integration of the greater
spectral range in the calculations.
Figure 3.10 shows a flowchart with the calculations of the genetic algorithm
and the least-squares integrated in it. A list of n LEDs is chosen as the input. Each
LED corresponds to a different variable. Therefore the total number of variables
in this problem is equal to n. Each variable is represented by a bit (0 or 1). The
bit is equal to 0 if the LED has not been chosen and is off and it is equal to 1 if
the LED has been chosen and is on. To clarify things an example is given using 4
LEDs as an input. Each LED is represented by a 0 or a 1. If all of the 4 LEDs
are being used the chromosome, i.e. the bit string corresponding to that solution
will be 1111. If only the 4th LED is being used then the bit string corresponding
to that solution will be 0001. Since each LED can have 2 values (0 or 1) and there
are 4 LEDs available the possible combinations of acceptable solutions are 24 = 16.
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Figure 3.10: Flowchart of the genetic algorithm with the Least-Squares algorithm
embedded in it
Similarly the possible combinations of acceptable solutions when e.g. 100 LEDs are
used as an input are 2100 = 1267650600228229401496703205376. This clearly shows
that it would be almost impossible to solve this problem evaluating every possible
combination.
The initial population is produced randomly under the condition that 10% of the
individuals have a specific number of LEDs on. Initially the number 32 was chosen.
The population size is set to 1000. Therefore 100 of the individuals will be created
having 32 LEDs switched on, i.e. 32 digits in their bit string will be equal to 1.
The position of the ones, i.e. which LEDs are switched on, is determined randomly.
Also the remaining 900 individuals are created randomly.
The least-squares calculation is performed for every chromosome and the spectral
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ratio is calculated as per the standards and in intervals of 100nm, 50nm, 20nm,
10nm, 5nm in the 350nm to 1300nm spectral range. The detailed steps of the
calculation are:
• Let WL be a set of pairs of wavelengths that correspond to the endpoints of
the wavelength intervals specified in the standards.
WL = {(400, 500), (500, 600), (600, 700), (700, 800), (800, 900), (900, 1100)}
The spectral ratio is defined as the ratio between the spectral response of the
chosen LEDs and that of the AM1.5 across the specified bin. For (λ1, λ2) in
WL the spectral ratio is given by:
SpectralRatio =
λ2∫
λ1
g(λ)dλ
λ2∫
λ1
f(λ)dλ
, (3.11)
where g(λ) is the function that describes the LEDs’ spectrum and f(λ) is the
function that describes the solar spectrum, which is equal to AM1.5G here.
The set S is defined as to be
S = {CL ∈ [0, 1]:CL = |1− SpectralRatio| ,∀(λ1, λ2) ∈ WL} (3.12)
CL∗ = max
CL∈S
CL (3.13)
where CL∗ corresponds to the classification of the spectrum. If 0 ≤ CL∗ ≤
0.25 then the class is A, if 0.25 < CL∗ ≤ 0.4 then the class is B and if
0.4 < CL∗ ≤ 1 then the class is C. The term spectral ratio is used hereinafter
to refer to CL for convenience.
• The same calculations are also performed for each chromosome in the 350nm
to 1300nm spectral range in intervals of 100nm, 50nm, 20nm, 10nm and 5nm
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starting at 350nm and finishing at 1300nm. In cases that the division of the
spectral range does not result in an integer number of intervals, the remainder
of the division is used as an initial interval starting from 350nm. For example
when the interval is equal to 100nm the calculations are performed in 350nm-
400nm and then every 100nm for the 400nm-1300nm range. The maximum
spectral ratio, i.e the greatest difference between the theoretical and calculated
spectra for each case is recorded to monitor which areas of the spectrum are
the most weakly represented.
Next, the fitness function is calculated for each individual of a population and the
fittest survive. The genetic algorithm through the least-squares calculation min-
imises the difference between the two spectra, the solar and the one synthesized by
the LEDs, giving priority to the solutions that have the best fitness function. Five
different fitness functions were used and compared in order to explore the behaviour
of the algorithm better. The fitness functions that were chosen as the most repre-
sentative ones are the maximum spectral ratio, i.e. classification, as calculated by
the standards, the value of the least-squares calculation, the relative least-squares
calculation, a combination of the relative least-squares calculation and the maxi-
mum spectral ratio and the area criterion [76].
The genetic algorithm will try to explore a great variety of different solutions
to find one that is close to the optimum and fulfills the needs of this problem. As
already mentioned the solutions containing more LEDs will have a lower fitness func-
tion. However, the lowest number of LEDs with an acceptable fitness function needs
to be determined. Therefore, some constraints need to be imposed. The two main
criteria that need to be satisfied is that the solution needs to result in class A and
that the number of LEDs that are on need to be less or equal to a specified number.
The constraints are introduced in the form of penalties. The fitness function of the
solutions that do not result in class A spectral match and the ones that use more
than n LEDs gets a penalty which increases the value of the fitness function. In
fact, the worse the classification of a solution and the higher the number of wave-
lengths used the higher is the increase in the fitness function value. This way those
solutions are not among the fittest and will not be selected in the following genera-
tions. As a result the algorithm will start converging towards solutions that result
in a class A spectral match and use only a limited number of LEDs. More explicitly:
54
Fitness Function 1: Maximum Spectral Ratio
Figure 3.11: Flowchart of the algorithm for the Maximum Spectral Ratio Fitness
Function
The variable name used for this fitness function is CL∗ and it refers to the classi-
fication of a specific solution. The spectral ratio, as specified in the standards, is
calculated for 6 intervals and its maximum value defines the classification of the
spectral match as shown in equation 3.13. Therefore, FF1 = CL
∗. A flowchart of
the algorithm for the maximum spectral ratio fitness function can be seen in figure
3.11. The penalties introduced favor the solutions that give class A and use less
than a certain number of LEDs.
Penalty 1: CL∗ = (CL∗ + 1)LS
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Penalty 2: CL∗ = nLedsOn(CL∗ + 1)
where LS is the least squares calculation as determined by equation 3.10 and nLed-
sOn is a variable equal to the number of different wavelengths that are being used.
CL∗ ∈ [0, 1] thus the factor 1 is added to its value to ensure that the product of
the multiplication and subsequently the fitness function will always increase for a
higher value of the maximum spectral ratio. The value of the fitness function for
every case is given analytically in equation 3.14.
FF1 =

CL∗, if CL∗ ≤ 0.25 and nLedsOn ≤ n
nLedsOn(CL∗ + 1), if CL∗ ≤ 0.25 and nLedsOn > n
(CL∗ + 1)LS, if CL∗ > 0.25 and nLedsOn ≤ n
nLedsOn((CL∗ + 1)LS + 1), if CL∗ > 0.25 and nLedsOn > n
(3.14)
Fitness Function 2: Least-Squares
The variable name used for this fitness function is LS and it refers to the value of
the least-squares calculation as determined by equation 3.10. This fitness function
was chosen to achieve a better cover of the spectrum across the whole range of
interest, 350nm-1300nm, since the maximum spectral ratio fitness function takes
into account only the 400nm-1100nm range specified by the standards and gives
solutions that ignore the rest of the spectrum. Similarly to the previous case two
penalties are introduced and they favor the solutions that give class A and use less
than a certain number of wavelengths.
Penalty 1: LS = (CL∗ + 1)LS
Penalty 2: LS = nLedsOn(LS)
where the variables are the same as for the maximum spectral ratio fitness function.
The value of the fitness function for every case is given analytically in equation 3.15
and a flowchart of the algorithm for the least-squares fitness function can be seen
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Figure 3.12: Flowchart of the algorithm for the Least-Squares Fitness Function
in figure 3.12.
FF2 =

LS, if CL∗ ≤ 0.25 and nLedsOn ≤ n
nLedsOn(LS), if CL∗ ≤ 0.25 and nLedsOn > n
(CL∗ + 1)LS, if CL∗ > 0.25 and nLedsOn ≤ n
nLedsOn((CL∗ + 1)LS), if CL∗ > 0.25 and nLedsOn > n
(3.15)
Fitness Function 3: Relative Least-Squares
The variable name used for this fitness function is RLS and it refers to the relative
value of the least-squares calculation, which is given by equation 3.16. This fitness
function was trialed to take notice of any bias created by the absolute or the rela-
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Figure 3.13: Flowchart of the algorithm for the Relative Least-Squares Fitness Func-
tion
tive values.
FF3 = RLS =
(SRth−La)2
SRth
=
SRTthSRth+a
TLTLa−2aTLTSRth
SRTthSRth
(3.16)
Penalty 1: RLS = (CL∗ + 1)RLS
Penalty 2: RLS = nLedsOn(RLS)
The value of the fitness function for every case is given analytically in equation
3.17 and a flowchart of the algorithm for the least-squares fitness function can be
seen in figure 3.13.
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FF3 =

RLS, if CL∗ ≤ 0.25 and nLedsOn ≤ n
nLedsOn(RLS), if CL∗ ≤ 0.25 and nLedsOn > n
(CL∗ + 1)RLS, if CL∗ > 0.25 and nLedsOn ≤ n
nLedsOn((CL∗ + 1)RLS), if CL∗ > 0.25 and nLedsOn > n
(3.17)
Fitness Function 4: Relative Least-Squares and Maximum Spectral Ratio
Figure 3.14: Flowchart of the algorithm for the combination of the Relative Least-
Squares and Maximum Spectral Ratio Fitness Functions
The variable name for this fitness function is RLSCL and it refers to the combina-
tion of two previous fitness functions, 1 and 3, that correspond to the maximum
spectral ratio and the relative least-squares calculations respectively. The relative
value of the least-squares calculations was used instead of the absolute one so that
the two numbers consisting the fitness function were of the same order of magni-
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tude. The combination of these two fitness functions was trialed to remove the
bias, if any, of filling certain areas of the spectrum better than others introduced
by the fitness functions when used separately. Therefore, the fitness function will
be equal to FF4 = RLSCL = RLS + CL
∗. The penalties introduced follow the
same concept as before.
Penalty 1: RLSCL = (CL∗ + 1)(RLSCL+ 1)
Penalty 2: RLSCL = nLedsOn(RLSCL+ 1)
The value of the fitness function for every case is given analytically in equation
3.18 and a flowchart of the algorithm for this fitness function can be seen in figure
3.14.
FF4 =

RLSCL, if CL∗ ≤ 0.25 and nLedsOn ≤ n
nLedsOn(RLSCL + 1), if CL∗ ≤ 0.25 and nLedsOn > n
(CL∗ + 1)(RLSCL + 1), if CL∗ > 0.25 and nLedsOn ≤ n
nLedsOn((CL∗ + 1)(RLSCL + 1) + 1), if CL∗ > 0.25 and nLedsOn > n
(3.18)
Fitness Function 5: Area Criterion
The area criterion is a curve fitting criterion that calculates the difference of the
areas between the theoretical and experimental graphs [76]. That area difference
is given by equation 3.19. Then, that value is normalised to the total area under
the experimental spectrum, which results in variable  as shown in equation 3.20.
The number of data points available on the graph and their distribution does not
influence the value of  as much and therefore it will be used as a fitness function
to note down if there are any major differences in the results compared to the
other fitness functions. Thus, FF5 = . The penalties introduced follow the same
concept as previously.
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Figure 3.15: Flowchart of the algorithm for the Area Criterion Fitness Function
∆Area =
N−1
j 6=m∑
j=1
∣∣∣ (∆SRj+∆SRj+1)(WLj+1−WLj)2 ∣∣∣+ ∣∣∣∣ (WLm+1−WLm)((∆SRm)2+(∆SRm+1)2)2(|∆SRm|+|∆SRm+1|)
∣∣∣∣ (3.19)
where, ∆SRj = (SRth)j − (SRLEDs)j
 =
∆Area100%
TOTAL AREA UNDER LEDs’ SPECTRUM
(3.20)
Penalty 1:  = (CL+ 1)
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Penalty 2:  = nLedsOn()
The value of the fitness function for every case is given analytically in equation
3.21 and a flowchart of the algorithm for this fitness function can be seen in figure
3.15.
FF5 =

, if CL∗ ≤ 0.25 and nLedsOn ≤ n
nLedsOn(), if CL∗ ≤ 0.25 and nLedsOn > n
(CL+ 1), if CL∗ > 0.25 and nLedsOn ≤ n
nLedsOn((CL∗ + 1)), if CL∗ > 0.25 and nLedsOn > n
(3.21)
To sum up, firstly the theoretical AM1.5 spectrum is loaded and then the spectral
response of all the LEDs is added. Once the initial population is created the fitness
function is calculated for each individual of the population. Now the question is
how many of each of those LEDs are needed to minimise the difference between
the theoretical and the LED spectra. It is then that the least-squares calculation
takes place to return a result like the one shown in figure 3.9. This process is
repeated for all the individuals of a population and for all the generations. The
genetic algorithm will eventually converge to a solution, which will have the smallest
difference between the theoretical and practical spectra among the solutions tried
by the genetic algorithm. This approach is followed to select the LED combinations
that will result in a class A+ spectral match. A comparison between the fitness
functions described and their effect on the spectral match will be presented in the
following section.
3.5 Selection of LED wavelengths for an accurate
spectral match
The five different fitness functions were tried and compared to find the fittest (best)
combinations of LEDs for the purpose of this project. The number of LEDs restric-
tion was initially set to 32 different wavelengths. Firstly, the maximum spectral ratio
fitness function was used and a result is shown in figure 3.16. It can be observed
62
400 500 600 700 800 900 1000 1100 1200 13000
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Wavelength(nm)
Sp
ec
tra
l I
rra
di
an
ce
 (W
/m
2 /n
m
)
Fitness Function: Maximum Spectral Ratio
 
 
AM1.5G
LEDs Spectrum
Figure 3.16: Representation of AM1.5G using 32 LEDs; the maximum spectral ratio
fitness function was applied
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Figure 3.17: Representation of the AM1.5G spectrum for different fitness functions
using 32 LEDs
that the maximum spectral ratio fitness function results in a very good spectral
match across the 400nm-1100nm range but it ignores the rest of the spectrum. As
a result, more fitness functions were tried and compared to examine which one is
more appropriate. The spectral match results for all the fitness functions can be
seen in figure 3.17. Graphically no particular method stands out. They all give
good spectral match results within the restrictions and in fact the graphs overlap
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Table 3.2: Spectral ratio values of the different fitness functions
400-1100nm 350-1300nm
Fitness Function
Standards 100nm 50nm 20nm 100nm
Spectral Class Spectral Class Spectral Class Spectral Class Spectral Class Interval
Ratio Ratio Ratio Ratio Ratio
Maximum Spectral Ratio 0.017 A+ 0.019 A+ 0.045 A+ 0.17 A 1 C 1200-1300
Least-Squares 0.021 A+ 0.025 A+ 0.046 A+ 0.18 A 0.29 B 1100-1200
Relative Least-Squares 0.022 A+ 0.027 A+ 0.046 A+ 0.18 A 0.29 B 1100-1200
Rel. Least-Squares & Max. SR 0.018 A+ 0.019 A+ 0.046 A+ 0.18 A 0.29 B 1100-1200
Area Criterion 0.055 A+ 0.098 A+ 0.16 A 0.28 B 0.29 B 1100-1200
in the 950nm-1300nm region since the algorithm always picks the same wavelengths
due to the lack of availability of LEDs in that range.
Table 3.2 shows the values of the maximum spectral ratio and the resulting
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Figure 3.18: Spectral ratio values for all fitness functions measured in the intervals
specified in IEC60904-9 [6] using 32 LEDs to cover the spectrum; Class A+ is
achieved in all cases
classification for the five different fitness functions across the 400-1100nm and the
350-1300nm spectral ranges. Lower values of a fitness function translate to a better
performance. In the 400-1100nm range, the maximum spectral ratio and the com-
bination of relative least-squares and maximum spectral ratio fitness functions have
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Figure 3.19: Spectral ratio values for all fitness functions measured in 100nm inter-
vals using 32 LEDs to cover the spectrum
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Figure 3.20: Spectral ratio values for all fitness functions measured in 50nm intervals
using 32 LEDs to cover the spectrum
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Figure 3.21: Spectral ratio values for all fitness functions measured in 20nm intervals
using 32 LEDs to cover the spectrum
the best spectral ratio whereas the area criterion fitness function shows the worst
performance, i.e. it has the highest spectral ratio. The classification is A+ when
measured down to 50 intervals for all fitness functions apart from the area criterion.
The area criterion results in a class A+ classification in 100nm intervals and in the
intervals specified by the standards. It results in class A when the spectral ratio is
measured in 50nm intervals. The classification is A in 20nm intervals for the first
four fitness functions and B for the area criterion. In the 350-1300nm range, the
spectral ratio is the worst, class C, for the maximum spectral ratio fitness function
since it completely ignores the 1100-1300nm range. Due to the lack of availability
of LEDs in that range even the other fitness functions result in class B for 100nm
intervals. The area that limits the spectral ratio to class B is 1100-1200nm. How-
ever, the spectral range 1100-1300nm could be considered as one band similarly to
the IEC60904-9 [6] standard specification for 900-1100nm. In that case the spectral
ratio in that range for fitness functions 2-5 is equal to 0.17 resulting in class A.
A representation of the spectral ratios in various intervals for the five fitness
functions is given in figures 3.18-3.21. It can be observed that the maximum spec-
tral ration fitness function has the worst performance across the whole spectrum.
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Figure 3.22: Spectral ratio values for different numbers of LEDs covering the spec-
trum with the numbers ranging from 18 to 32; the fitness function that combines the
maximum spectral ratio and the least-squares value was used and the spectral ratio
was calculated in the intervals specified in IEC60904-9 [6]; Class A+ is achieved in
all cases
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Figure 3.23: Spectral ratio values for different numbers of LEDs covering the spec-
trum with the numbers ranging from 18 to 32; the fitness function that combines
the maximum spectral ratio and the least-squares value was used and the spectral
ratio was calculated in 100nm intervals
The area criterion fitness function performs similarly to fitness functions 2-4 in the
1100-1300nm range but it results in higher spectral ratios in the 400-500nm and 800-
1100 spectral ranges. Fitness functions 2-4 give similar results. Fitness function 4,
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Figure 3.24: Spectral ratio values for different numbers of LEDs covering the spec-
trum with the numbers ranging from 18 to 32; the fitness function that combines
the maximum spectral ratio and the least-squares value was used and the spectral
ratio was calculated in 50nm intervals.
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Figure 3.25: Spectral ratio values for different numbers of LEDs covering the spec-
trum with the numbers ranging from 18 to 32; the fitness function that combines
the maximum spectral ratio and the least-squares value was used and the spectral
ratio was calculated in 20nm intervals.
i.e. the combination of the maximum spectral ratio and least-squares value fitness
function was chosen for the rest of the experiments as its performance is the most
balanced both in the case of the standards and in the case of the overall spectrum
of interest.
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Simulations were carried out for different numbers of wavelengths ranging from
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Figure 3.26: Representation of AM1.5G by 32 LEDs
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Figure 3.27: Representation of AM1.5G by 18 LEDs
18 to 32. The spectral ratio results are recorded in table 3.3 and figures 3.22-3.25.
Class A+ is achieved in all cases for the 400-1100nm range and class B or C for
the 350-1300nm range due to the not so accurate representation of the spectrum in
the 1100-1200nm range. Figures 3.26 and 3.27 show the spectra of 32 and 18 LEDs
respectively in comparison to the AM1.5G. In both cases the classification is A+
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Figure 3.28: Representation of AM1.5G by 24 LEDs
Table 3.3: Spectral ratio values for different numbers of wavelengths and the fitness
function that combines the maximum spectral ratio and the least-squares value
400-1100nm 350-1300nm
No of LEDs
Standards 100nm 50nm 20nm 100nm
Spectral Class Spectral Class Spectral Class Spectral Class Spectral Class Interval
Ratio Ratio Ratio Ratio Ratio
32 0.018 A+ 0.019 A+ 0.046 A+ 0.18 A 0.29 B 1100-1200
30 0.019 A+ 0.021 A+ 0.046 A+ 0.18 A 0.29 B 1100-1200
28 0.020 A+ 0.024 A+ 0.046 A+ 0.18 A 0.29 B 1100-1200
26 0.016 A+ 0.018 A+ 0.045 A+ 0.18 A 0.29 B 1100-1200
24 0.019 A+ 0.022 A+ 0.046 A+ 0.18 A 0.29 B 1100-1200
22 0.021 A+ 0.025 A+ 0.046 A+ 0.19 A 0.35 B 350-400
20 0.024 A+ 0.024 A+ 0.056 A+ 0.21 A 0.29 B 1100-1200
18 0.029 A+ 0.042 A+ 0.056 A+ 0.27 B 0.90 C 350-400
in the 400-1100nm spectral range and equal to 1.8% for 32 LEDs and 2.9% for 18
LEDs, which shows a very accurate spectral match and is much improved compared
to the 25% that is still treated as class A by the standards. In fact in all cases
the classification is A+ across the 400-1100nm even for 50nm intervals. Class A is
achieved in 20nm intervals for all wavelength numbers down to 20 and class B for
18 wavelengths.
The more LEDs are used to cover the 350-1300nm spectrum the better the
overall spectral match will be. However, it is more economically viable and less
challenging for the electronics controls to use a lower number of wavelengths. It was
decided to use a design consisting of 24 LEDs because it offers a good balance be-
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Figure 3.29: Spectral match between the LEDs spectrum and different Solar Spectra
using the same set of 24 LEDs
tween the very good spectral match achieved and the number of wavelengths used.
Figure 3.28 shows the spectral match achieved when using 24 LEDs. The classifica-
tion in the 400-1100nm range is 1.9% (class A+) as per the standards calculations
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and 17% (still class A) for 20nm intervals.
One of the advantages of using LEDs across the whole spectal range of interest is
their capability to simulate other AM. Their current can be regulated individually
for each colour which allows for variable light intensities and output spectra. This
is very useful for simulating various more realistic environmental conditions than
STC. Figure 3.29 shows that not only AM1.5G can be successfully matched but any
other desired solar spectrum too. Variable relevant spectra were simulated. The
same set of 24 LEDs was used to deliver these spectra to the same quality level that
the AM1.5G was represented. This capability allows for irradiance-temperature and
spectrum (GTE) matrices to be taken for fast and accurate energy rating measure-
ments [77].
3.6 Conclusions
The spectral mismatch error can be accounted for by calculating the spectral mis-
match factor. However, this is not sufficient when non spectrally matched reference
cells are used. An error is then introduced in the measurement that is proportional
to the spectral mismatch between the solar simulator and the solar spectrum. A
way to reduce that error is by minimising the solar simulator spectral mismatch.
The number of available LEDs is high and the determination of the appropriate
wavelengths a difficult task.
An automated LED selection methodology that chooses the type of wavelengths
and the number of each wavelength that will be used to achieve an excellent spectal
match has been presented in this chapter. The spectral range covered is 350-1300nm
to account for PV technologies with wider spectral responses. Five different fitness
functions were described. The combination of the relative least-squares and the
maximum spectral ratio fitness function was chosen for its balanced performance.
The method works efficiently as it always finds a suitable class A+ solution in the
400-1100nm spectral range among a high number of LEDs. The number of LED
wavelengths chosen to represent the spectrum is 24, which provides a balance be-
tween the spectral match and the number of LEDs used.
The excellent spectral match achieved allows for a reduction of uncertainty
caused by spectral mismatch in the measurement of I-V characteristics. The higher
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spectral ratios observed in the 1100-1300nm spectral range are due to the lack of
available wavelengths in that region and not due to the inefficiency of the algorithm.
The LED selection methodology also facilitates a very accurate representation of any
desired spectrum. The algorithm can be used with an updated LED database as
more LED wavelengths become available in the market. Therefore, the weak regions
of the spectrum can always be improved as technology advances.
The set of LED wavelengths chosen in this section will be used as a base upon
which the optical design of the LED solar simulator will be built. A specific num-
ber of LEDs per wavelength is needed to accurately represent the solar spectrum.
However, depending on the optical set-up chosen the power of these LEDs might
not be sufficient to get an irradiance of 1000 W/m2 on the illuminated test area.
Thus, a higher number of LEDs might be required to reach that goal. The ratio
of the numbers of LEDs per wavelength needs to remain the same. The following
chapters will describe the optical design that allows for 1000 W/m2 of irradiance to
be collected and results in a less than 2% non-uniformity of irradiance on the test
plane. Also, the LED placement methodology that assures a less than 2% spectral
non-uniformity for all the wavelengths will be presented. The main difference of the
proposed optical design is the directionality of the light. The details of the optical
set-up and the challenges faced will be analysed.
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Chapter 4
Non-uniformity of irradiance and
collection efficiency considerations
4.1 Introduction
As it has already been mentioned in previous chapters, one of the requirements for
the LED solar simulator is to achieve a class A non-uniformity of less than 2% and
irradiance levels of 1000W/m2 to comply with the standards [6]. It was shown in
chapter 2 that this has already been achieved by various manufacturers [63–70]. A
diffuse light approach was mainly followed with no or very little information given
on the optics used. This design is satisfactory when comparative photovoltaic mod-
ule characterisation is in place. However, this is not the case in test laboratories
where each measurement is independent and characterisation is performed on a case
by-case basis for a wide range of different devices. Thus, a new optical design that
allows for directed distribution of light has been followed here, involving the use of
primary and secondary optics. The directed beam design is necessary to minimise
the uncertainties in the photovoltaic module characterisation when diffuse light is
used due to the reflections occurring. The losses related to the high number of re-
flections on the solar device caused by the optical and other components in the solar
simulator set-up and the inability to predict them and include them in the calibra-
tion process often result in current overestimation and high spectral non-uniformity.
It is shown in the following sections that it is challenging to achieve both good
uniformity and the desired irradiance levels simultaneously. Some first order cal-
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culations based on geometry and optical analysis allow the identification of types
and numbers of LEDs required to generate the required light levels. Then, a more
accurate representation of the LEDs selected was used to perform more detailed cal-
culations to confirm the results. Finally, an optical engineering software was used to
simulate different optical elements and improve the precision of the measurements
further. The final optical design fulfilling the requirements utilises total internal
reflectors as primary optics and micro-lens arrays as secondary optics. This chapter
focuses on the primary optics.
4.2 Non-uniformity and irradiance for different
layouts
4.2.1 LED types
The availability of LEDs is constantly increasing and there is a large variety of
wavelengths, shapes, and power outputs. They can be divided in low-power (less
than 0.1W), mid-power (up to 1W), high power (1 to 5W) and super-high power
LEDs (5 to 120W) and they can be applied to different applications. Most of the
very powerful LEDs are white. In this project the high power and super high-
power LEDs are mainly of interest and some mid-power ones as well due to their
variety in wavelengths. Their most popular shapes are circular, rectangular and
hexagonal. The main configurations available are just the dies, packaged LEDs (or
surface mount) with one die and packaged LEDs with multiple dies. Figure 4.1
displays the difference between the LED dies and the packaged LEDs. The escaping
cone is the angular range in which the light leaves the package. The encapsulant
used in packaged LEDs increases the escaping cone. As a result the die’s extraction
efficiency improves. The different types of available LEDs can be seen in figure 4.2.
Different manufacturers adopt different designs depending on the die size and the
heatsink and wiring requirements. Therefore, their dimensions are different and the
packaging density of a lamp can vary greatly depending on which LEDs will be
chosen.
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Figure 4.1: The encapsulant used in packaged LEDs increases the escaping cone of
the LED die [78].
Figure 4.2: Different LED types available on the market; all the dimensions are in
mm [79–81]
4.2.2 Inverse square law
A light source can be treated either as a point source or as a spatially distributed
light source. In order for the point source model to be accurate the distance between
the LED and the target must be much greater than the dimensions of the emitting
surface of the LED. Then the inverse square law applies according to which the
intensity of a light source is inversely proportional to the square of the distance, i.e.
E = I/d2 [82]. The inverse square law can be seen in figure 4.3.
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Figure 4.3: The Inverse Square Law
4.2.3 LED emission profiles
LEDs do not emit light to all directions uniformly. Generally speaking, they emit
from the top of the chip. Their most common emission angle is 120 degrees. The
most common emission profiles of LEDs are summarised in figure 4.4. The Lamber-
tian emission profile refers to a Lambertian emitter. The narrow-angled specular
emission profile refers to an LED that emits in a narrow angle. The distribution
with two intensity peaks refers to LEDs that are used for background illumination
displays like monitors. Most of the LEDs suited to the LED solar simulator appli-
cation exhibit an imperfect Lambertian emission profile and therefore further work
focuses on these. According to Lambert’s cosine law the radiant intensity of a light
source is directly proportional to the cosine of the angle between the normal to the
light source and the off-normal direction of interest as shown in figure 4.5.
4.2.4 First order calculations
If the point source approach is followed then the radiance of an LED at a distance
r will be distributed across a spherical cap. A spherical cap is a portion of a sphere
above or below a given plane. It is marked with a grid in figure 4.6. The area of the
spherical cap can be calculated by equation 4.1.
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Figure 4.4: Different LED emission patterns [83]
Figure 4.5: Emission of a Lambertian Source
A = pi(2rh+ r21) = pi(2r
2
1 + h
2) (4.1)
78
Figure 4.6: Point source emitting in a spherical cap marked with a grid at a distance
r
where, r1 = r sin θ and r − h = r cos θ =⇒ h = r − r cos θ as it can be derived from
the triangle in figure 4.6.
However, the points on the illuminated target area of interest are coplanar and
perpendicular to the light source. This simplification facilitates the design. There-
fore, the illuminated area by a single LED can be calculated by assuming a flat area
instead of a spherical cap as shown in figure 4.7, where L = D tan θ is the radius of
the circular area illuminated by the light source.
The point source approach is useful for first order calculations to give a feel-
ing of the number of LEDs that project sufficient light levels. Simulations showed
that around 1400 LEDs are needed to achieve 1000 W/m2 at a 0.5m lamp-target
distance, assuming identical LEDs of 1W and 60o degrees half angle. Four times as
many LEDs are required at a 1m lamp-target distance, due to the inverse square law
reduction of irradiance. If the lamp-target distance is as low as 0.1m only 55 LEDs
are required, but this may compromise directionality and homogeneity. These first
order calculations indicate that losses are significant when the lamp-target distance
increases to account for non-uniformity effects. As a result a huge number of LEDs
is required to meet the desired irradiance. Therefore, the usage of primary optics
is required to collimate the light and to increase the collection efficiency. The first
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Figure 4.7: Schematic of the simplified geometry of an LED emitting light on a
target
order approach is not suitable for asessing homogeneity and thus a more realistic
model was used to perform more analytical calculations.
4.2.5 The triangular layout
Different LED placements are possible but it has been proven that the triangular
layout, which can be seen in figure 4.8 is best in terms of near-field uniformity and
packaging density for the circular and hexagonal LEDs as explained in [84]. In
the paper it is assumed that the LEDs are imperfect Lambertian emitters, all with
the same radiance LLED(Wm
−2sr−1) and emitting area ALED(m2). The irradiance
distribution is approximated by equation 4.2
E(r, θ) = E0(r) cos
m θ (4.2)
where θ is the viewing angle, r is the LED-target distance and E0(r) is the irradiance
(W/m2) at this distance. The value of m depends on the LED’s emitting position
compared to the curvature centre of its encapsulant. If m=1 then the light source
is a perfect Lambertian, just like in figure 4.5. Equation 4.3 shows the dependence
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Figure 4.8: The most compact layout of LEDs offering the best uniformity
of m to the half angle of emission, i.e. the angle at which irradiance has half the
value to that at 0o.
m =
− ln 2
ln(cos θ1/2)
(4.3)
The algorithm used for these calculations is illustrated in figure 4.9. The radiant
flux and viewing angle are usually the values given by manufacturers. Sometimes
the LED emitting area is given too. The radiance is not given but can be calculated
using equation 4.4.
LLED =
d2Φ
dΩdALED cosφ
≈ Φ
ΩALED
(4.4)
where Φ is the radiant flux, ALED is the emitting area of an LED and Ω is the unit
angle of a spherical cap in steradians (sr) according to [85]. The factor of cosφ in
the denominator can be ignored since it refers to the angle at which the LED is
viewed, which here will always be equal to 0o. Ω is equal to Ω = 2pi(1 − cos θ)sr,
where 2θ is the apex angle of the spherical cap. The number of LEDs (NxM) is set
in the algorithm. N is the number of LEDs in the x direction and M is the number of
LEDs in the y direction assuming that they are placed next to each other, forming
a rectangle. Since the trianglular layout is used, instead of a rectangular one, the
actual number of LEDs being used is equal to
{
(N ×M)− 0.25[2M + (−1)M − 1]},
when M is an even number. The same calculation applies when M is an odd num-
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Figure 4.9: Flowchart for the irradiance calculations of LEDs regarded as extended
light sources
ber, the odd rows are populated with N LEDs and the even rows are populated
with (N-1) LEDs as shown in figure 4.8. The total number of LEDs changes to{
(N ×M)− 0.25[2M + (−1)M − 1]− 1} when M is an odd number, the odd rows
are populated with (N-1) LEDs and the even rows are populated with N LEDs.
Afterwards, the distance between the LEDs, d, and the distance between the
LED array and the illuminated target, D, are set. A value of irradiance is then
calculated every mm on the target using equation 4.6, which allows high resolu-
tion assessment of the homogeneity as well as an integration with lower resolutions.
Lastly, the total irradiance on the target and the non-uniformity are calculated and
recorded.
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SUM =
M∑
j=1
N−∑
i=1
{
[x− (N+ − 2i)(d
2
)]2 + [y − (M + 1− 2j)(
√
3d
4
)]2 + z2
}−(m+2)/2
(4.5)
where N± = N +
[(−1)j±1]
2
E(x, y, z) = zmALEDLLEDSUM (4.6)
Various LED-target and LED-LED distances were examined and the irradiance
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Figure 4.10: Non-Uniformity and Irradiance as they vary with the lamp-target dis-
tance and the distance between elements for two different optical layouts, 1580 LEDs
of 60o half angle of divergence and 189 LEDs of 3o half angle of divergence
and non-uniformity were recorded to examine which layouts perform better. The
results were similar to the previous ones and verified that a great number of LEDs,
although now in the range of 1600, needs to be used to achieve the irradiance goal
at 0.5m distance from the target, assuming 1 W LEDs. The graphs on the left
in figure 4.10 represent the correlation of the non-uniformity and irradiance values
with the lamp-target and LED to LED distances respectively. The distance between
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the elements in the top graphs is equal to 1mm and the lamp-target distance in the
lower graphs is equal to 0.5m. It can be observed that both non-uniformity and
irradiance are decreasing when the lamp-target distance increases, as expected. The
same trend is noticed when the distance between the LEDs is increasing because
a better overlay of their light output is achieved. Increasing the distance between
the LEDs improves uniformity but it decreases the irradiance levels since the same
amount of light is spread across a wider area.
On the other hand if an LED of 3o half-angle of divergence is assumed a much
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Figure 4.11: An LED with 60o angle of divergence : the cases where irradiance is
at least 1000 W/m2 and non-uniformity equal to or less than 2% are highlighted in
green; the absence of a green area indicates that the criteria are not met
lower number of LEDs is needed to collect the same amount of light. At 0.5m
distance from the target less than 200 LEDs are required whereas if the distance is
increased to 1.5m about twice as many elements should be used. It has been verified
once more that decreasing the angle of divergence increases the collection efficiency
significanlty, since a higher irradiance is achieved with 8 times fewer elements. The
remaining two graphs on the right in figure 4.10 demonstrate the variation of the
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non-uniformity and the irradiance with the lamp-target and LED to LED distances
respectively for the latter case. Similar trends are observed as in the previous case
of 60o half angle with both the irradiance and non-uniformity decreasing with the
lamp-target distance. However, increasing the distance between the optical elements
seems to have a positive effect in uniformity but only after that distance has exceeded
1cm.
A series of uniformity and irradiance simulations were also performed varying
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Figure 4.12: An LED with 3o angle of divergence : the cases where irradiance is
at least 1000 W/m2 and non-uniformity equal to or less than 2% are highlighted in
green
the number of LEDs and the distance between the LEDs. The results were recorded
at several distances from the lamp. The cases that meet the criteria of equal or
less than 2% non-uniformity and 1000 W/m2 irradiance or higher over a 32cm x
32cm area are highlighted in green in figures 4.11 and 4.12 for LEDs of 60o and 3o
half angles of divergence respectively. The absence of green areas indicates the non
existence of such cases. It is clear that the criteria are not met when a 120o angle
of divergence is assumed for any of the considered cases. On the other hand, the
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criteria are met for several cases at 0.5m and 1m distances away from the target
and more specifically for longer distances between the LEDs and for higher numbers
of LEDs used. Further increasing the distance between the target and the lamp
reduces non-uniformity to the desired levels but the irradiance is also reduced below
the acceptable levels making these set-ups not suitable for the given application.
The cases fulfilling the criteria at 1.5m are very few as clearly marked by the small
green area in the lower left corner graph in figure 4.12. These cases fall within the
manufacturing tolerances therefore they will not be considered further.
The biggest issue with this set-up is the size of the lamp, which can become
larger than the target size, since the primary optics used are significantly larger
than a single die. It was noticed that in some cases increasing the number of optical
elements did not increase the irradiance, which is an indication that the excess of
LEDs were not contributing to the 32cm x 32cm area of interest. This will be
explained in more detail in section 4.2.6.
4.2.6 Restriction of contributing elements
Figure 4.13: Contributing optical elements to an illuminated target of specific di-
mensions
The use of a high number of optical elements is problematic in terms of cost effi-
ciency. It also renders the electronic and mechanical design more complex. Another
problem emerging is the number of contributing optical elements to the irradiance
levels recorded on the 32cm x 32cm illuminated area of interest. There is a limit of
how many optical elements placed next to each other contribute to an illuminated
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area. That depends on the size of the elements, the distance between the optical
elements, the distance between the lamp and the target and the angle of incidence of
the optical elements, as it can be seen in figure 4.13. The diameter of the area each
element contributes its light to is equal to 2L as shown in figure 4.13. L is equal to
D tan θ as derived from figure 4.7. If N is the number of contributing elements in a
row, d is the distance between the elements and Xdim is the dimension of the optical
elements in the X direction, then the total diameter of all the contributing elements
will be equal to 2L+ (N − 1)(d+Xdim) and it must be less or equal to 4L+ 32cm
in this case to account also for elements partially contributing. The same applies to
the elements vertically.
Therefore, this restriction needs to be taken into account in the design and a
more densely packed solution, using smaller optical elements with lower angles of
incidence would be ideal. However, that is not always possible as it will be shown
in the following sections.
4.3 Primary optics for LEDs
As it was concluded by the calculations described in section 4.2.5 it is very diffi-
cult to achieve both the criteria of 1000W/m2and 2% non-uniformity when using
LEDs with a wide emmitance angle since the increase in the lamp-target distance
or the distance between the LEDs improves uniformity but the losses of collection
efficiency are high reducing irradiance to non desired levels. A smaller emittance
angle, on the other hand, increases the collection efficiency to high levels, so that
the increase in the distances still enables the collection of enough light, allowing at
the same time a much lower number of LEDs to be used.
Additionally, the amount of directed light needs to be maximised, and thereby
reducing the diffuse light, to the levels corresponding to AM1.5G. The actual ac-
ceptable percentages of diffuse and direct irradiance are not specified in the inter-
national standards. However, AM1.5G refers to a clear sky day and the average
direct spectral irradiance accounts for 88.5% of the average global spectral irradi-
ance. Therefore the diffuse irradiance percentage should be kept low. It was decided
to aim for less than 15%.
The directed light beam will be achieved by the usage of optics or potentially
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distance. There are numerous optical elements specially designed for LEDs, as illus-
trated in figure 4.14. The elements shown there are all optimised for different types
of LEDs, come at different sizes and offer different collimation angles. The main
focus of this work are the optics that have significant collimating properties. The
most popular designs that offer the lowest collimation angles and better collection
efficiencies are the parabolic mirrors (PMs) and the total internal reflectors (TIRs).
Parabolic mirrors are mirrors of parabolic shape that collimate the light as
Figure 4.14: Different optics available for LEDs [80,86]
shown in figure 4.15. They mainly redirect the side rays but do not influence the
central ones, which will remain uncollimated. Their advantages are their simple
design and their usually smaller size compared to the TIRs. Their disadvantage is
that the non-collimated central rays are the ones with the highest intensity, so a
significant amount of light is lost.
Total-internal reflectors are lenses that consist of different parts, usually one
part that resembles a parabolic mirror and a central lens placed on top of the LED.
They are called total internal reflectors because their main mechanism to collimate
the light is total internal reflection. There are different lens designs depending on
the collimation levels needed, one of which is represented in figure 4.16. The colli-
mation offered by TIRs is theoretically better since they collimate the central rays
too, improving the collection efficiency significantly. Their disadvantages are that
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Figure 4.15: A Parabolic Mirror (PM) on top of an encapsulated LED
Figure 4.16: A Total Internal Reflector (TIR) on top of an encapsulated LED
they are usually larger in size and their design is more complex and thus they tend
to be more expensive.
The effect of these optics on LEDs will be shown in the following section. Efforts
have been made by different groups to optimise the design of optics for LEDs [87–89].
The lack of availability of data related to the dimensions and focal length of these
optics and the complexity of manufacturing them led to the decision of using com-
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mercially available optics specially designed for LEDs. A large variety of primary
optics for LEDs can be found across the market. An optical engineering software
was chosen to represent some of these optical elements more accurately. The first
order calculations and the triangular layout were useful as first steps in giving a first
feeling of the direction the optical design should take. However, the optics design
was only based on varying the angle of divergence and the lamp dimensions and
not on a detailed design. Optical design is subject to some practical limitations and
losses can be much greater in reality if not predicted properly. Therefore, it was
considered important to use a more complete and accurate tool.
4.4 Representation of optics using an optical en-
gineering software
The optical engineering software that was decided to be more fit to our needs is
called FRED, by Photon Engineering. FRED allows the creation of different optical
shapes, which can be then rendered to the needs of the problem and ray-traced to
record their effect. Various optical designs were simulated involving LEDs with-
out any optics and LEDs with some primary optics placed on top of them. Their
emission profiles are presented and compared. FRED was mainly used to simulate
single optical elements. The increased computational needs of ray-tracing a large
number of optical elements did not allow for such a calculation in FRED. An overlay
algorithm was developed and used to evaluate the contribution of multiple optical
elements.
4.4.1 FRED Settings
In FRED the LEDs are represented as extended light sources. The rays are generated
randomly emanating from the LED’s surface. The emitting surface of the LED is
equal to 1mm2 and the rays are emitted in random directions into an angular range
of 120o. The number of rays chosen is 160 million to compensate between computing
power and measurement accuracy. The number was decided upon as it resulted in
satisfactory ray resolution on the target plane. Also, the risk of memory failure was
low compared to higher numbers of rays.
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The illuminated area of interest is 32cm x 32cm. However, a larger target
Table 4.1: Number of optical elements contributing to irradiance
Lamp-target distance : 0.5m, Distance between elements: 1mm
No. Type of optics Size Half Angle Max number
1 No Optics 1mm x 1mm 60o 1027 x 1027 (50 x 50)
2 PM 18mm diameter 3o 20 x 20
3 TIR 27mm diameter 3o 14 x 14
4 TIR 13mm diameter 3o 27 x 27
Lamp-target distance : 1m, Distance between elements: 1mm
No. Type of optics Size Half Angle Max number
5 No Optics 1mm x 1mm 60o 1893 x 1893 (50 x 50)
6 PM 18mm diameter 3o 23 x 23
7 TIR 27mm diameter 3o 16 x 16
8 TIR 13mm diameter 3o 31 x 31
Table 4.2: Non uniformity and irradiance for the cases in table 4.1
No. Non-U (%) E (W/m2)
1 9.19 3663
2 4.40 1398
3 20.03 672
4 7.58 2652
5 2.42 1012
6 1.56 1093
7 4.41 648
8 5.78 2505
area equal to 200cm x 200cm was designed. The resolution of the target area is
200x200 and the irradiance is recorded every cm2. The calculation of irradiance
is performed by taking into account the contribution of all rays falling in a 1cm
x 1cm square. This resolution was chosen to account for the small percentage of
extremely divergent rays and also for the wider illuminated areas due to the increase
in the lamp-target distance. After the superimposition of all the optical elements a
central area of 32x32 is considered to comprise the 32cm x 32cm illuminated area of
interest and an irradiance map containing 1024 measurements is constructed, which
is 16 times higher than the resolution specified in [6]. The irradiance is recorded
on 8 different screens placed at 0.5m, 1m, 1.5m, 2m, 2.5m, 3m, 3.5m and 4m away
from the lamp. The optics designs are based on layouts of commercially available
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primary optics. A parabolic mirror of 18mm diameter, a TIR of 13mm diameter
and a TIR of 27mm diameter were chosen. Their collimation angle is claimed by
the manufacturers to be 6o. The choice was based on their collimation angle and
dimensions, which were among the smallest available. Also another very important
criterion was the types of LEDs these optics could fit on.
It was shown in section 4.2.6 that there is a limitation on the number of optical
elements that contribute to the irradiance collected on the illuminated screen. That
limitation depends on the overall geometry of the set-up as well as the dimensions
of the optical elements and their angle of divergence. Table 4.1 shows the maximum
number of optical elements that contribute to the irradiance for different layouts.
The layouts chosen correspond to the geometries offering the best irradiance and
non-uniformity levels and the results are recorded in table 4.2. The calculations
referring to the case of no primary optics used, represent a 50 x 50 array since
it is not feasible to use millions of dies as suggested by the maximum number of
contributing elements.
Additionally it is demonstrated in figure 4.17 that fewer elements contribute
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Figure 4.17: Maximum number of elements contributing to the irradiance recorded
on a target as it varies with different parameters
to the irradiance when increasing the distance between the elements. As a result
uniformity is increased but the irradiance levels are reduced. Also, the smaller the
elements are the more of them will be contributing keeping irradiance closer to
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the desired levels. The wider angles of divergence and the increase in lamp-target
distance correspond to higher numbers of optical elements contributing to the overall
irradiance. The results presented correspond to the screens at 0.5m and 1m since
higher lamp-target distances result in higher collection efficiency losses, which does
not allow the concentration of the desired irradiance levels in the specified 32cm x
32cm region.
4.4.2 LED’s illumination profiles
(a) Emission profile over a 200cm x 200cm area
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(b) Emission profile diagonal cross-section
Figure 4.18: LED’s illumination profile at 0.5m away from the target
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(a) Emission profile over a 200cm x 200cm area
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(b) Emission profile diagonal cross-section
Figure 4.19: LED’s illumination profile at 1m away from the target
The illumination profiles of LEDs calculated in FRED at different lamp-target
distances are presented in this section. As it has already been mentioned the calcu-
lations were performed for various distances between 0.5m and 4m. Emphasis will
be given to 0.5m and 1m distances since longer distances result in undesirable collec-
tion losses. An LED’s illumination profile and its diagonal cross-section on targets
at 0.5m and 1m distances away can be seen in figures 4.18 and 4.19 respectively.
Geometrical symmetry applies to the illumination profile of an LED and the
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(a) Interpolated emission profile over a 200cm x 200cm area
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(b) Interpolated emission profile diagonal cross-section
Figure 4.20: LED’s interpolated illumination profile at 0.5m away from the target
cross-section across the diagonal allows the examination of the data in more detail.
As expected, the rays are spread across a wider area when the lamp-target distance
increases. Low levels of noise, which are more pronounced at higher distances, can
be observed. They are due to the ray-tracing process since the number of rays is
finite. The number of incident rays over an area ratio decreases with distance caus-
ing the apparent noise to increase. However, in reality the result is much smoother
and the irradiance needs to be interpolated to resemble the profile more accurately.
Given the geometrical symmetry that applies to the LED’s illumination pro-
file, any mathematical calculations on the diagonal cross-section will apply to the
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(a) Interpolated emission profile over a 200cm x 200cm area
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(b) Interpolated emission profile diagonal cross-section
Figure 4.21: LED’s interpolated illumination profile at 1m away from the target
whole illumination profile. The diagonal cross-section of the LED’s illumination
profile was fitted using the polynomial interpolation. The resulting coefficients were
applied to the whole illumination profile. The polynomial interpolation uses a poly-
nomial of degree n to fit a given curve or data-points. The polynomial is of the form
f(x) = pnx
n + pn−1xn−1 + ... + p1x + p0. The 12th and the 6th order polynomials
were used for the 0.5m and 1m lamp-target distances respectively. A higher order
polynomial offered better interpolation for the first case despite the lower levels of
noise due to the steep edges, whereas a lower order polynomial proved to be a better
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Table 4.3: Fitting Coefficients
Coefficient 0.5m 1m
p12 0.0044 -
p11 -0.0069 -
p10 -0.0469 -
p9 0.0553 -
p8 0.1978 -
p7 -0.1569 -
p6 -0.4279 0.0010
p5 0.2057 0.0043
p4 0.4703 -0.0238
p3 -0.1744 0.0164
p2 -0.0405 0.0977
p1 -0.1944 -0.3363
p0 0.1149 0.4336
solution for the second case. The polynomial interpolation method was chosen for
its simplicity and accuracy and was implemented using the fitting functions inte-
grated in Matlab. The results can be seen in figures 4.20 and 4.21. Equations 4.7
and 4.8 represent the interpolation equations used. The interpolation coefficients
can be found in table 4.3. The interpolated illumination profiles were used for the
rest of the calculations.
f(x) = p12x
12 + p11x
11 + p10x
10 + p9x
9 + p8x
8 + p7x
7 + p6x
6
+p5x
5 + p4x
4 + p3x
3 + p2x
2 + p1x+ p0 (4.7)
f(x) = p7x
7 + p6x
6 + p5x
5 + p4x
4 + p3x
3 + p2x
2 + p1x+ p0 (4.8)
4.4.3 Illumination profile overlay
The illumination profile of a single LED can be ray-traced in FRED and then inter-
polated by a polynomial interpolation method. However, due to time and computing
power restrictions imposed by ray tracing an optimised method is desirable regard-
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ing the overlay of the illumination profiles of many LEDs. Given the geometric
symmetry of the LEDs’ placement the optimisation can be performed algorithmi-
cally. The optimised method is described here. Using symmetry only one explicit
LED calculation is required for reference. The profile of the full LED set can be
calculated from the reference profile according to the procedure outlined below.
• Establish a reference grid with an arbitrary single LED source
• Inter-lay other LED sources by vector translation
• Sum projected components of inter-laid grids onto the reference grid
The single LED’s illumination profile is repersented by a 200cm x 200cm array.
The irradiance is integrated and recorded every cm2 using FRED and the values are
saved in the array. Figure 4.22a shows an example of a 4x4 reference irradiance grid.
Assuming that the LED lamp consists of 7 LEDs of the same characteristics, the
reference grid is spatially shifted by vector translation and the projected components
of the inter-laid grids onto the reference grid are summed. The final irradiance
matrix that results from the overlay of 7 LEDs is shown in figure 4.22b. The
shadowed grid represents the area of interest, which in the solar simulator context is
32cm x 32cm. In practice, the application of this method is non-trivial as there are
many boundary conditions that need to be accounted for. For reference, the logical
flow of the algorithm and the boundary conditions are presented in the appendix.
Assuming a 50x50 array of LED dies, the triangular layout results in 2475 LEDs
being evenly distributed in space with 50 LEDs consisting of the maximum number
of dies across each dimension. The overlayed interpolated irradiance profiles of these
LEDs at 0.5m and 1m distances away from the lamp results in the illumination
profiles presented in figures 4.23a and 4.23b respectively. It can be observed that
the acquired irradiance of 3654W/m2 is well above the desired levels but the non-
uniformity achieved is only 10.45% at 0.5m distance. When the distance increases
to 1m, the irradiance, as expected, reduces significantly and is marginally above the
goal of 1000W/m2, whereas the non-uniformity drops down to 2.74%. Although the
irradiance upper limit is above the desired levels, in reality this is very difficult to
manufacture without any losses. The tolerances of this design are marginal with no
room for underperformance. Therefore, it will not be considered any further.
98
(a) Overlay of the irradiance profiles of different optical elements
(b) Final overlay matrix; the shadowed rectangle
in the middle is the 32cm x 32cm area of interest
Figure 4.22: Schematic of the overlay algorithm
The above calculations were repeated for arrays consisting of more LED dies and
the results are recorded in table 4.4. The distances considered were the same. It
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(a) Irradiance profile of 2475 LEDs at a 0.5m distance from the lamp
(b) Irradiance profile of 2475 LEDs at a 1m distance from the lamp
Figure 4.23: LEDs’ illumination profile without using any optical elements
can be observed that the increase in the number of LEDs generates more light since
all of the LEDs are still contributing to the 32cm x 32cm target area but does not
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provide any real advantage in terms of non-uniformity.
As a result, different optical layouts using primary optics on top of the LED
dies were also tried to note down any potential improvements in the non-uniformity
and collection efficiency. Using only the LED dies without any optics is much easier
in terms of optical design but the resulting irradiation is diffuse. Also, the really
high number of LEDs required for a more uniform illumination profile renders the
electrical and thermal designs more complicated. The usage of primary optics does
not only collimate the light but it also increases the collection efficiency significantly
and as a result the number of required optical elements is reduced. The results of
overlaying the illumination profiles of LEDs with primary optics mounted on them
will be presented in the following sections.
4.4.4 Parabolic mirrors
The normalised emission profile of an LED with a 18mm diameter PM mounted on
top of it and the diagonal cross-section of that profile at 0.5m and 1m lamp-target
distances can be seen in figures 4.24 and 4.25 respectively. A much narrower ir-
radiance profile is displayed due to the collimation properties of the primary optic
used. No interpolation is required since the concentration of rays is much higher
as a result of the narrow angle of divergence, which keeps the noise levels low. As
expected, a higher lamp-target distance results in a wider output.
The illumination profile was overlayed using the same method as before. The ir-
radiance and non-uniformity were recorded for different numbers of optical elements
and the results are presented in table 4.4. The overlayed irradiance profile of 612
optical elements is shown in figures 4.26a and 4.26b for 0.5m and 1m lamp-target
distances respectively. The results clearly show that when a primary optic is used a
much lower number of optical elements is needed to achieve the desired irradiance of
1000 W/m2. The non-uniformity levels are satisfactory too and the 2% goal is met
at 1m distance from the lamp for all the calculated cases that are using 517 or more
LEDs. No real benefit to the uniformity is recorded when increasing the number of
LEDs to higher than 612 optical elements. The uniformity normally increases with
distance. However, in the case of 390 LEDs the opposite trend can be noted. This
is due to some LEDs at the edges of the lamp contributing unevenly onto the target
at that specific distance. The phenomenon is explained visually in figure 4.27.
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Table 4.4: Irradiance and non-uniformity of different optical layouts
Optics Number Distance G (W/m2) Non-U (%)
No 2475 0.5 3654 10.4536
No 2475 1 1015 2.74555
No 2997 0.5 4408 11.0168
No 2997 1 1227 2.9214
No 3570 0.5 5248 10.4341
No 3570 1 1462 2.7666
PM 390 0.5 1398 4.39807
PM 390 1 1020 10.1019
PM 517 0.5 1541 3.49431
PM 517 1 1093 1.56179
PM 612 0.5 1637 3.43087
PM 612 1 1130 0.827411
PM 885 0.5 1882 3.35999
PM 885 1 1225 0.851006
TIR 189 0.5 671 20.027
TIR 189 1 629 8.52118
TIR 248 0.5 671 20.027
TIR 248 1 629 8.52118
TIR 390 0.5 702 19.1288
TIR 390 1 663 2.98507
TIR 612 0.5 710 18.9955
TIR 612 1 672 2.73074
TIR 885 0.5 722 18.2438
TIR 885 1 685 2.8871
Smaller TIR 390 0.5 1916 74.7645
Smaller TIR 390 1 1694 60.612
Smaller TIR 612 0.5 2527 23.802
Smaller TIR 612 1 2224 28.1665
Smaller TIR 715 0.5 2651 7.58413
Smaller TIR 715 1 2366 14.4179
Smaller TIR 885 0.5 2727 2.71794
Smaller TIR 885 1 2482 6.42397
Smaller TIR 945 0.5 2741 2.57878
Smaller TIR 945 1 2505 5.78356
Smaller TIR 1207 0.5 2786 1.87946
Smaller TIR 1207 1 2576 3.34535
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(a) Emission profile of an LED with PM over a 200cm x 200cm area
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(b) Emission profile diagonal cross-section of an LED with PM over a 200cm x 200cm area
Figure 4.24: Illumination profile of an LED with PM at 0.5m away from the target
Overall the performance of the parabolic mirrors meets the goals of this project
and suggests a possible solution to the optical design. However, it was decided to
also simulate the performance of total internal reflectors and compare them to the
performance of parabolic mirrors since they exhibit better collimation properties
and therefore better collection efficiency.
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(a) Emission profile of an LED with PM over a 200cm x 200cm area
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(b) Emission profile diagonal cross-section of an LED with PM over a 200cm x 200cm area
Figure 4.25: Illumination profile of an LED with PM at 1m away from the target
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(a) Irradiance profile of 612 LEDs with PMs at a 0.5m distance from the lamp
(b) Irradiance profile of 612 LEDs with PMs at a 1m distance from the lamp
Figure 4.26: LEDs’ illumination profile consisting of LEDs with parabolic mirrors
on top
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Figure 4.27: Less uniform illumination can be noted at a further distance due to
some optical elements at the edges of the lamp contributing unevenly onto the target
at that distance
4.4.5 Total internal reflectors
The normalised emission profile of an LED with a 27mm diameter TIR mounted
on it and the diagonal cross-section of that profile at 0.5m and 1m lamp-target
distances can be seen in figures 4.28 and 4.29 respectively. The output is highly
collimated and no interpolation was applied in this case either.
The trough seen in graph 4.28 is a result of spherical aberration, which is not
present at 1m distance. The diagonal cross section does not give a clear view of the
phenomenon and therefore the cross section across the X axis is also plotted in figure
4.30 for a better visualisation of the trough. The spherical aberration is caused by
some rays not converging or diverging at the focal point and it results in different
ray bundles focusing at different points as it can be seen in figure 4.31. There are
two types of spherical aberration, the longitudinal and the traverse or lateral. The
longitudinal spherical aberration refers to the distance between the different created
focal points. The traverse spherical aberration refers to the distance between the
axis and the most divergent ray and is responsible for the trough in this case [90].
Overlaying the acquired illumination profiles assuming different numbers of
optical elements results in non-uniformity and irradiance values that are recorded
in table 4.4. The overlayed irradiance profile of 390 optical elements can be seen in
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(a) Emission profile of an LED with TIR over a 200cm x 200cm area
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(b) Emission profile diagonal cross-section of an LED with TIR over a 200cm x 200cm
area
Figure 4.28: Illumination profile of an LED with TIR at 0.5m away from the target
figures 4.32a and 4.32b for 0.5m and 1m distances respectively. It can be observed
that the irradiance levels are not sufficient since not enough optical elements are
used. Also, the TIR is quite large resulting in the marginal increase of the irradiance
levels despite the significant increase in their number, indicating that the added
TIRs at the edges do not contribute to the overall irradiance of the screen apart
107
(a) Emission profile of an LED with TIR over a 200cm x 200cm area
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(b) Emission profile diagonal cross-section of an LED with TIR over a 200cm x 200cm
area
Figure 4.29: Illumination profile of an LED with TIR at 1m away from the target
from some very divergent rays. Therefore, it was decided to simulate a smaller TIR
and compare the results.
The smaller TIR is of 13mm diameter. A comparison of its normalised diagonal
cross-section emission profile to that of the parabolic mirror and the larger TIR can
be viewed in figures 4.33 and 4.34. The illumination profiles are normalised to the
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Figure 4.30: Emission profile cross-section of an LED with TIR over a 200cm x
200cm area at 0.5m away from the target
Figure 4.31: The phenomenon of spherical aberration
highest output, which in this case is given by the larger TIR. It is clear that the
larger TIR collects more light compared to the other optics and the parabolic mirror
collects the least light of all three. The aberration effect in the case of the larger
TIR at the 0.5m lamp-target distance results in the maximum normalised irradiance
of the cross-section being less than 1, since the highest value is found in the side
peaks as was previously shown in figure 4.28.
Additionally, the ratios of the emission profiles of the same optic at the two
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(a) Irradiance profile of 390 LEDs with TIRs at a 0.5m distance from the lamp
(b) Irradiance profile of 390 LEDs with TIRs at a 1m distance from the lamp
Figure 4.32: LEDs’ illumination profile consisting of LEDs with total internal re-
flectors on top
different distances can be observed in figure 4.35. Each case was normalised to
the individual highest value and they are only represented in the same graph for
comparison reasons. In the cases of the parabolic mirror and the smaller total
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Figure 4.33: Normalised diagonal cross-section emission profiles of 3 different optics
(PM, TIR, Smaller TIR) at 0.5m lamp-target distance; the values are normalised to
the highest output, which is the TIR
−150 −100 −50 0 50 100 1500
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Diagonal cross−section (cm)
N
or
m
al
is
ed
 Ir
ra
di
an
ce
 (W
/m
2 )
Irradiance cross−section at 1m lamp−target distance
 
 
PM
TIR
Smaller TIR
Figure 4.34: Normalised diagonal cross-section emission profiles of 3 different optics
(PM, TIR, Smaller TIR) at 1m lamp-target distance; the values are normalised to
the highest output, which is the TIR
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Figure 4.35: Irradiance profile ratios of 3 different optics at 0.5m and 1m lamp-
target distances (PM, TIR, Smaller TIR); each case is normalised to its individual
highest value and they are only presented in the same graph for comparison
internal reflector, the irradiance drops off to about 25% when the distance is doubled.
However, this is not the case with the larger TIR. This is believed to be due to the
aberrations effect causing the irradiance at the 0.5m distance to be less than it would
have been if the lens was focused.
The result of overlaying the irradiance profile of the smaller TIR can be seen in
figures 4.36a and 4.36b. Different numbers of LEDs were considered and the results
are displayed in table 4.4. For the same number of optical elements the smaller TIR
manages to collect significantly more light but the uniformity levels are not good.
A larger number of LEDs with TIRs is needed to increase the uniformity. It can
also be noticed that the uniformity is lower at a closer distance, which is due to the
edge elements not contributing evenly to the higher distance as it has already been
explained (figure 4.27).
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(a) Irradiance profile of 1207 LEDs with smaller TIRs at a 0.5m distance from the lamp.
(b) Irradiance profile of 1207 LEDs with smaller TIRs at a 1m distance from the lamp.
Figure 4.36: LEDs’ illumination profile consisting of LEDs with smaller total internal
reflectors on top.
4.5 Conclusions
This chapter presented the illuminating properties of LEDs and of some optics fit to
be used with LEDs to improve their collimation. Also, the best geometrical options
for placing the LEDs and the optics were described. A ray-tracing software, called
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FRED, was used for calculating the irradiance of all the optical layouts. Due to the
time and computer power challenges and constraints of the ray-tracing procedure
a methodology was developed in Matlab to overlay the irradiance outputs and test
the efficiency of different set-ups.
The goal was to define a layout that meets the criteria of 2% non-uniformity
and 1000 W/m2 irradiance on a 32cm x 32cm target. It was shown that using only
the LEDs requires a really high number of them to be used to meet the irradiance
goal whereas the uniformity is not easy to achieve. Also, that translates to a diffuse
light approach which is not desired in this project. Therefore, it was decided that
the optical design needed to involve some primary optics. The ones chosen for
the simulations were products that can be found on the market and can be fitted
directly on top of the LED. The reasons for choosing them was their high collection
efficiency properties and their low angles of divergence. The simulations described
in the chapter showed that the size of the optic and therefore the lamp size plays
a significant role in its performance. Additionally it was determined that the TIRs
have better collection efficiency than the PM but they offer lower uniformity.
The main gain of this work was the determination of the best performing optical
layouts. The difficulty of combining a good uniformity and collection efficiency with
high directionality of the light was shown. Some layouts perform well but they do
not allow for beam mixing of the 24 wavelengths used to cover the spectrum. Thus,
secondary optics that can offer beam mixing need to be used. This is also very
important for the spectral irradiance as it will be shown in the following chapters.
A detailed analysis of the secondary optics layouts chosen as best fitting the
goals of this project will be given in the following chapter. The findings and results
will be presented in detail.
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Chapter 5
Secondary optics
5.1 Introduction
An investigation of the effect of primary optics on the optical output of LEDs was
conducted in the previous chapter showing that it is unlikely to achieve the sys-
tem requirements without optics that mix the light. This chapter will examine
whether the non-uniformity of the presented layouts can be improved further by
using secondary optics. The secondary optics suited to this project should aim at
homogenising the irradiance distribution of LEDs and their primary optics, i.e they
should aim at transforming the Gaussian-like illumination profile to a flat top highly
homogeneous one. Also, secondary optics are needed to superimpose and mix the
optical output of the variable wavelength LEDs assuring a good spectral uniformity
across the whole wavelength range of interest. A description of the available op-
tions and the reasons for choosing an imaging homogeniser are given. The design
optimisation process and the final optical design are presented.
5.2 Options for secondary optics
Secondary optics relevant to this project can be divided in three main categories ac-
cording to which optical phenomenon dominates, reflection, refraction or diffraction.
Diffraction based secondary optics or diffractive optical elements (DOE) as they are
called can alter the intensity profile of light by varying its phase. Beam shaping
diffractive optical elements could be used to turn the Gaussian profiles of LEDs and
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their primary optics to flat-top ones. However, DOEs are not a suitable solution
for this specific design, as they are highly dependent on incident spectra and the
proposed system consists of LEDs of various wavelengths across the 350nm-1300nm
range.
Reflection based secondary optics shape the intensity profile of light by a series
of reflections. Integrating spheres and light guides could be used to form a flat-top
homogeneous intensity profile. However, the energy losses are high due to the high
number of reflections required to acquire the desired uniformity. Also, the direc-
tionality of the light is lost especially in the case of the integrating sphere, resulting
in acquiring uniformity through diffuse light. Light guides form really long systems,
and their use in solar simulators was shown to be problematic [54]. The specular
reflection inside the light guides does not allow for class A spatial uniformity. Simi-
larly, the integrating spheres have high losses, non-directed light, and it is difficult to
achieve high uniformity over large areas [91]. Therefore, reflection based secondary
optics are not suitable for the solar simulator type of application and also will not
be considered any further.
Refraction based beam shapers employ only refraction. They can be divided in
three categories. The first one uses an aperture that selects only the upper part of
the beam. The irradiance pattern can be magnified with some optics if a different
size illuminated area is needed. This is a very simple technique but the energy
losses are high. Additionally, the output beam might exhibit high non-uniformity
of irradiance if the input is highly non-uniform and the size aperture cannot correct
for it [92].
The second category is called field mapping and is much more energy efficient.
It uses optics to map the input beam into the desired output beam. The input rays
are bent on a plane so that they can create a uniform output plane. The issue with
field mappers is that they can only be used efficiently with single mode lasers [92].
The third category consists of beam homogenisers. Beam homogenisers use
lenslet arrays to divide the input beam into beamlets. Lenslet arrays, also called
micro-lens arrays, are optical array structures consisting of various very small lenses
placed next to each other. They are usually arrays of crossed cylinder or square
spherical refractive lenses. A schematic of a micro-lens array with square spherical
lenses is shown in figure 5.1. Another lens called Fourier lens is used to superimpose
the beamlets and create a highly uniform flat-top illumination profile. The optics
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Figure 5.1: Schematic of a micro-lens array with pitch p
are usually made of Fused Silica, which has a refractive index of small variation with
wavelength allowing them to be used in applications involving a wide range of wave-
lengths. Additionally, changes in the lamp irradiance profile are averaged out with
beam homogenisers allowing for the uniformity to remain unaffected. Therefore, it
is clear that among the three beam shaping options the third is the most suitable
for this application. There are two different beam homogeniser designs that can be
adopted, the non-imaging and the imaging [92]. Their schematics are presented in
figures 5.2 and 5.3 respectively. These designs will be described in more detail in
the following sections.
5.3 Non-imaging homogenisers
A non-imaging homogeniser consists of a refractive micro-lens array and a spheri-
cal lens. The micro-lens array divides the input light beam into beamlets and the
spherical lens superimposes the beams on the homogenisation plane. The spherical
lens is called Fourier lens because its effect on the input beamlets is equivalent to a
two dimensional Fourier transformation.
Micro-lens arrays as already mentioned are optical array structures consisting
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Figure 5.2: Non-imaging homogeniser consisting of a micro-lens array (MLA) and
a fourier lens (FL)
of various very small lenses placed next to each other. The diameter of the lenses
is usually in the range of 10µ to 2mm. The vertex clearance between two adjacent
lenses is called the pitch, p. The pitch along with the focal lengths of the micro-lens,
fLA, and the fourier lens, fFL, determine the size of the uniformly illuminated area
as described in equation 5.1, where DFT is the diameter of the illuminated area. It
can be observed that the target size depends neither on the size of the input beam,
LIN , nor on the distance between the micro-lens array and the fourier lens, s. On
the other hand, the maximum half angle divergence of light depends on the size of
the input beam as described in equations 5.2 to 5.4. These equations refer to both
convex and concave lenses and show that no correlation exists between the size of
the illuminated area and the maximum half angle divergence in the case of convex
lenses. On the contrary, that correlation is obvious in the case of concave lenses.
The shape of the flat-top depends on the shape of the micro-lenses apertures.
Square micro-lens apertures result in a square flat-top whereas circular or hexagonal
micro-lens apertures result in circular or hexagonal flat-tops respectively. [92].
DFT =
∣∣∣∣pfFLfLA
∣∣∣∣ (5.1)
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Convex lenslet array:
tan θ =
1
2
(
LIN
fFL
+
p
fLA
)
(5.2)
Concave lenslet array, DFT > p:
tan θ ≤ 1
2
(
LIN +DFT − 2p
fFL
)
(5.3)
Concave lenslet array, DFT < p:
tan θ ≈ 1
2
(
LIN −DFT
fFL
)
(5.4)
where LIN ' np
5.4 Imaging homogenisers
Figure 5.3: Imaging homogeniser consisting of two micro-lens arrays (MLAs) and a
fourier lens (FL)
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An imaging homogeniser consists of two identical micro-lens arrays and a fourier
lens. The working principle is the same as with a non-imaging homogeniser. How-
ever, higher uniformity values can be achieved with this set-up. It should also be
noted that only convex lenses can be used. Equation 5.5 shows the correlation of the
size of the illuminated area not only with the pitch of the micro-lens arrays and the
focal lengths of the three lenses but also with the distance between the two micro-
lens arrays. This allows some flexibility in the design since varying the distance
between the arrays can result in variable target sizes. However, care must be taken
when choosing the distance to avoid overfilling or concentrating too much intensity
on the second micro-lens arrays as doing so can result in its destruction. The max-
imum half angle divergence is the same as for the convex non-imaging micro-lens
array and is given in equations 5.6 and 5.7 [92].
DFT =
pfFL
fLA1fLA2
(fLA1 + fLA2 − a) (5.5)
where, fLA1 < a < fLA1 + fLA2
tan θ <
1
2
(
LIN +DFT − 2p
fFL
)
(5.6)
when DFT > p
tan θ ≈ 1
2
(
LIN −DFT
fFL
)
(5.7)
when DFT < p
5.5 Issues with micro-lens array homogenisers
Micro-lens array homogenisers are the most suitable secondary optics solution for
improved uniformity on the target plane. However, they are not problem-free and
should be set-up and used very cautiously in order to achieve the required output.
Some of the main issues are straylight, diffraction effects and aberrations [92–94].
Straylight can be an issue caused by either crosstalk or limited fill factor. It
appears as blurred images around the main illuminated area instead of focusing on
it and reduces uniformity and transmission efficiency. Crosstalk is either due to the
angle of incidence of the input light being larger than the numerical aperture or due
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to aberrations caused by the wrong distance between the two micro-lens arrays. Fill
factor is due to the geometry of the micro-lens arrays that allows gaps between the
lenslets through which light is transmitted.
Diffraction effects should generally not be expected since the lamp is not monochro-
matic and the light is incoherent. They can become pronounced in the case of an
imaging homogeniser only when the micro-lens arrays have a small pitch and a small
numerical aperture.
Chromatic aberrations are caused by the refractive index variation of the lens
material with wavelength. In the case of the non-imaging and imaging homogenisers
the lenses are usually manufactured using fused silica, which has a refractive index
of small variation across the wavelength range of interest. Therefore, chromatic
aberrations are not very likely to cause serious issues if the right material is used.
Spherical aberrations are the result of different parts of the light focusing at
different focal lengths resulting in a non-perfect focal point and a blurred image on
the homogenisation plane. They can cause problems when the numerical aperture
is high. A solution to this problem can be the replacement of the spherical lenses
with aspheric ones.
Reflection losses can be really high since the non-imaging and imaging set-ups
involve many surfaces. However, the use of anti-reflecting coatings and the advanced
manufacturing techniques involved in high precision lenses can reduce the reflection
losses to less than 1% per interface.
All these potential issues can affect significantly the performance of the sec-
ondary optics and therefore should be taken into consideration during the design
and set-up processes.
5.6 Comparison of the two layouts
The non-imaging and imaging homogenisers can both be used to achieve highly
uniform flat-top illuminated areas. Each of them has some advantages and some
disadvantages and depending on the application one is more appropriate than the
other. However, this is not always easy to determine.
The non-imaging homogenisers are mostly used in applications involving large
illuminated areas and low numerical apertures. They are cheaper, easier to align
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and less optical losses occur due to the use of fewer optical surfaces. On the other
hand, they are sensitive to diffraction effects and the angle of divergence of the input
beam greatly affects the quality of the flat-top plane.
The imaging homogenisers are more suitable for applications requiring high uni-
formity since the resulting flat-top quality is better and does not depend so critically
on the angle of divergence of the input beam. Also, the size of the illuminated area
can be varied by varying the distance between the two micro-lens arrays. However,
they are more expensive, harder to align and exhibit more optical losses due to the
use of more optical surfaces.
Prior studies [95, 96] demonstrated that the imaging set-up is more appropriate
for this type of application since the non-imaging set-up is very sensitive to the
angle of divergence of the primary optics as clearly shown in figure 5.4. The image
depicts the difference in uniformity achieved between the two set-ups when an LED
with a 6 degree TIR mounted on it is used as a light source.
Figure 5.4: Normalised irradiance outputs of an LED with a 6 degree TIR on top
and a non-imaging (top) or an imaging homogeniser (bottom) as secondary optics
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Table 5.1: Initial secondary optics design parameters; all the dimensions are in mm
Length LIN 100
Width W 100
pitch p 2.5
focal length fLA 15.873
FL focal length fFL 2000
FL - DFT distance fFL 2000
Maximum illuminated area diameter DFT 315
5.7 Design considerations
The goal is to achieve a highly uniform, i.e. less than 1% non-uniformity, flat-top
320mm x 320mm illuminated area. The light collected on the flat-top should be at
least 1000 W/m2. Square aspheric plano convex micro-lens arrays were considered
to be the best solution to reach that goal. Square aperture lenses were chosen to
attain the square flat-top of 320mm x 320mm. The lenses needed to be aspheric
to avoid spherical aberrations and plano convex to comply with the imaging ho-
mogeniser design. The radiant flux of the LEDs is assumed to be equal to 1W. The
parameters were chosen for an illuminated area of 352mm x 352mm to account for
any losses at the edges. The design proposed by [95, 96]) is aimed at a 315mm x
315mm area. It was initially used and then the micro-lens array’s focal length was
modified to incorporate the change in area.
A design optimisation had to be performed to choose the most appropriate dis-
tances between the different components, i.e. the distance between the lamp and
the first micro-lens array, x, the distance between the first and the second micro-lens
array, a, and the distance between the second micro-lens array and the fourier lens,
s. The distance between the fourier lens and the target area should be equal to the
fourier lens focal length, fFL. Table 5.1 presents the key parameters of the initial
design. The two micro-lens arrays are identical.
Various combinations of distances were simulated to determine their effect
in uniformity. A summary of the most representative cases is given in table 5.2.
The non-uniformity is recorded for a 32cm x 32cm, 30cm x 30cm and 28cm x 28cm
area. An initial x distance of 1cm was chosen. The other two distances were at
first set equal to the focal length of the micro-lens arrays and then either increased
or decreased. The results are recorded in figures 5.5 and 5.6. Figure 5.5 shows a
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Figure 5.5: Normalised 3D irradiance profiles of an imaging homogeniser for differ-
ent distances between the optics; the lamp-MLA1 (x) distance is kept constant at
10mm whereas the MLA1-MLA2 (a) and MLA2-FL (s) distances are varied; they
are initially set equal to the micro-lens array focal length, which is 15.873mm
3D irradiance profile that helps us determine whether a flat-top profile is achieved
or not. Figure 5.6 displays a 2D irradiance profile to illustrate the non-uniformity
across the area of interest. It can be clearly seen that the uniformity is really high
in all cases even for areas of 28cm x 28cm. Ghost images are created and light is lost
due to stray-light when distance a is increased and aberration effects resulting in
higher concentrations of light on certain areas are pronounced when the s distance
is varied. Reduction of the a distance results in a non-square distorted output,which
clearly suffers from the light not focusing as desired. Therefore, these distances do
not work for this particular design.
The only constant distance in all the above simulations was x. Therefore, it
was decided to vary this next. The other two distances were adjusted to the focal
length of the micro-lens arrays. Distance x was set to 1.5cm, 2cm and 2.5cm and
the results can be seen in figure 5.7. The increase in the distance between the LED
and the first micro-lens array resulted in a highly uniform flat-top output for 30cm
x 30cm and 28cm x 28cm areas. The non-uniformity figures are presented in table
5.2. These values demonstrate that the x distance plays a significant role in the
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Figure 5.6: Normalised 2D irradiance profiles of an imaging homogeniser for differ-
ent distances between the optics; the lamp-MLA1 (x) distance is kept constant at
10mm whereas the MLA1-MLA2 (a) and MLA2-FL (s) distances are varied; they
are initially set equal to the micro-lens array focal length, which is 15.873mm
optical set-up. Some minor losses can be noticed when x is equal to 1.5cm and 2cm.
However the 2cm distance exhibits the highest uniformity performance of the three
cases and was used as a setting for the simulations that followed.
Once the effect of the different distances was determined the focal length of
the micro-lens arrays was altered to account for the larger illuminated area. It
was set equal to 14.2mm. The result can be seen in figure 5.8. The flat-top area
has increased due to the change in the micro-lens arrays focal length and the non-
uniformity has reduced to acceptable levels for the 32cm x 32cm area. It should be
noted that the non-uniformity values are the result of only one LED and they are
expected to be reduced further once the whole LED array is employed.
The distances between the optics were altered again with the new focal length
in place to note down any differences in behaviour. Figures 5.9 and 5.10 exhibit
similar effects to the previous simulations. The increase of the distance between the
micro-lens arrays, a, results in ghost effects due to straylight whereas its decrease
results in aberrations and distorted irradiation outputs. On the other hand the
variation of the distance between the second micro-lens array and the fourier lens,
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Table 5.2: Design distances; all the dimensions are in mm
Non-uniformity
x (lamp-MLA1) a (MLA1-MLA2) s (MLA2-FL) 320x320 300x300 280x280
10 15.873 15.873 28.09 16.61 16.61
10 20.873 15.873 98.02 97.22 89.22
10 15.873 25.873 34.23 16.21 16.21
10 15.23 7.615 20.14 17.63 17.63
10 20.873 7.615 98.83 97.07 88.91
10 7.615 15.23 26.31 24.74 23.12
15 15.873 15.873 28.89 5.65 5.65
20 15.873 15.873 27.57 2.97 2.89
25 15.873 15.873 26.01 4.25 4.41
20 14.2 14.2 3.17 3.10 3.09
20 21.3 14.2 98.82 96.15 90.61
20 14.2 21.3 3.44 3.44 3.44
20 21.3 21.3 98.96 96.22 91.11
20 7.1 14.2 15.79 14.78 13.52
20 14.2 7.1 3.17 3.16 3.11
20 7.1 7.1 15.70 14.45 13.57
Table 5.3: Final design parameters; all the dimensions are in mm
Length LIN 100
Width W 100
pitch p 2.5
focal length fLA 14.2
FL focal length fFL 2000
Lamp-MLA1 distance x 20
MLA1-MLA2 distance a 14.2
MLA2-FL distance s 14.2
FL - DFT distance fFL 2000
Maximum illuminated area diameter DFT 352
126
Figure 5.7: Normalised 3D and 2D irradiance profiles of an imaging homogeniser
for different distances between the lamp and the first micro-lens array; the MLA1-
MLA2 (a) and MLA2-FL (s) distances are equal to the micro-lens array focal length,
which is 15.873mm
s, does not influence the flat-top, which is expected as described by equation 5.5.
Therefore, it was decided to set distances a and s equal to the focal length of the
micro-lens arrays and distance x equal to 2cm. The final parameters of the design
that were used for further calculations can be found in table 5.3.
This section shows that determining the right parameters for a beam homogeniser
consistent of micro-lens arrays is not trivial and requires careful consideration. The
size of the flat top depends on the distance between the micro-lens arrays but it
is independent of their size. Therefore, the proposed design can be scaled-up to
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Figure 5.8: Normalised irradiance profile of an imaging homogeniser with the micro-
lens array focal length adjusted to 14.2mm to acquire a larger uniform area
Figure 5.9: Normalised 3D irradiance profiles of an imaging homogeniser for different
distances between the optics; the micro-lens array focal length was adjusted to
14.2mm to acquire a larger uniform area
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Figure 5.10: Normalised 2D irradiance profiles of an imaging homogeniser for dif-
ferent distances between the optics; the micro-lens array focal length was adjusted
to 14.2mm to acquire a larger uniform area
account for a larger lamp size, if more power is required. These considerations will
be analysed in the following section.
5.8 Final design
The parameters of the micro-lens arrays were chosen initially based on preliminary
studies [95, 96]. These simulations assumed a lamp maximum size of 10cm x 10cm.
However, the more detailed analysis of primary optics presented in the previous
chapter revealed that a much larger lamp is required to fit all the components
necessary to meet the 1000 W/m2 irradiance requirement. Based on the irradiance
and non-uniformity calculations of different optical layouts presented in table 4.4 the
set-up that involves 612 LEDs was chosen. It results in very high irradiance output
with a relatively low number of LEDs compared to the other set-ups that were
examined. It should be noted that the maximum distance recorded on that table
is 1m. On the other hand, the optical set-up with the secondary optics involves
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Figure 5.11: Normalised irradiance output of 33 LEDs with TIRs and an imaging
homogeniser
a lamp-target distance that exceeds 2m. Therefore, significant irradiance losses
are expected. However, the 2224 W/m2recorded at 1m is much higher than the
required 1000 W/m2. As a result the light collected at the illuminated area should
be sufficient. This will be proven by the simulations.
The total internal reflector placed on top of the LED has a diameter equal
Figure 5.12: Symmetries depending on the positioning of LEDs
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to 13.5mm. The distance between the optical components is equal to 1mm. The
10cm x 10cm lamp size can fit a maximum of 6x6 LED array. The LEDs were
placed at different positions using the triangular layout described in chapter 4 and
their contribution to the overall irradiance profile was recorded for all of them. The
same type LED was assumed. The central emission wavelength of the LED used in
all the simulations was 590nm, its full width at half maximum was equal to 20nm
and its radiant flux was equal to 1W. The result is recorded in figure 5.11. The
non-uniformity of the set-up on a 32cm x 32cm area is 0.4% which is already less
than the desired 2% but the irradiance only totals up to 71.1 W/m2 due to the low
number of LEDs used.
Thus, it is clear that a larger lamp size needs to be used to fit the 612 LEDs
Figure 5.13: Ray-traced output of 4 identical symmetrically positioned LEDs
that will result in the desired irradiance levels on the illuminated area. As it was
mentioned in the previous section the size of the illuminated area does not depend
on the size of the micro-lens arrays. The proposed design can be scaled-up to a larger
size which can incorporate all of the LEDs. For a 25x25 LED array the required
lamp size is 362mm x 362mm. Therefore, the micro-lens arrays and the fourier lens
were scaled up to that level.
The ray-tracing simulations are very time and computer power consuming.
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Figure 5.14: Mirrored output of 4 symmetrically positioned LEDs; the output of
the LED located in the upper right quadrant was the one ray-traced and mirrored
Ray-tracing all the LEDs at different positions simultaneously was impossible with
the available computer equipment. The other option was to simulate each LED on
its own, record its contribution on the target and then add all the contributions
together to create the uniformity and irradiance profiles. However, repeating the
procedure for so many LEDs required several weeks of simulation time. Due to
the symmetry available in the design it was decided to simulate only some of the
LEDs and extract the output of the others by mirroring their output. Based on the
positioning of the LEDs the symmetries recorded can be different. Figure 5.12 shows
two distinctive cases. In the left image there is symmetry across all four quadrants,
whereas in the right image the symmetry only applies to two quadrants. The LEDs
positioned on the x or y axis have a symmetrical one laying on the other side of the
same axis in the first case but no such symmetry applies in the second case.
To prove the symmetry presence the 22 LEDs placed at the positions presented
on the left of figure 5.12 were ray-traced. It should be noted that the same 590nm
LED was used for all simulations by moving it around. The colours were used in
the figure mainly for visualisation reasons and do not refer to the types of LEDs
simulated at those positions. The outputs of the yellow LEDs are shown in figure
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Figure 5.15: Symmetry of 612 LEDs positioned across an x-y table; the ray-traced
LEDs are marked in red and the dots are representative of the LEDs centre coordi-
nates and not of their dimensions.
5.13. Next, the output of the yellow LED on the upper right quadrant was mirrored
to calculate the irradiance profiles of the other symmetrical yellow LEDs and the
result is presented in figure 5.14. The results are very similar and any differences
are mainly due to the way rays are being generated randomly during ray-tracing.
Thus, any differences in the symmetrical ray-traced irradiance profiles are mainly
due to the variation in the ray input and mirroring symmetrical LED outputs is a
very accurate approximation.
The LED array containing 612 LEDs is symmetrical in all four quadrants since
the number of rows is odd. Also, the LEDs lying on the two axes are symmetrical
too. Therefore, it is sufficient to ray-trace the LEDs on one quadrant plus the
LEDs on one side of the axes and then create the results of the rest of the LEDs by
mirroring them across the correct axis. The symmetry that applies to the 612 LED
array can be seen in figure 5.15. The dots represent the LEDs’ centre coordinates
and not their dimensions. The LEDs that were ray-traced are marked in red. The
non-uniformity of the 612 LED set-up over a 32cm x 32cm is equal to 0.29% and the
irradiance is equal to 1316W/m2, both values better than the standard specifications
of 2% and 1000W/m2 respectively. The irradiance profile is recorded in figure 5.16.
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Figure 5.16: The normalised irradiance emission of 612 LEDs with TIRs and an
imaging homogeniser
5.9 Conclusions
The analysis presented in this chapter showed that the imaging homogeniser is a very
good secondary optics solution as it can result in excellent uniformity levels across a
desired surface provided that the right settings are used. Also, it was demonstrated
that higher than the desired irradiance levels can be acquired using 612 LEDs with
total internal reflectors mounted on each of them. However, the assumption that all
the LEDs are identical was made to reduce the number of parameters, focus more
on the optics behaviour and therefore reduce the complexity of the problem. This
assumption is good enough to prove the necessity and usefulness of the secondary
optics but it ignores chromatic aberrations that might result from the use of LEDs of
different wavelengths. Due to the time demanding simulations in the range of several
months, which needed to take place in order to take this effect into account, it was
decided not to explore it. Also, another assumption made was that all the LEDs are
of 1 W radiant flux. However, some of the LEDs chosen for the best spectral match
are only available in lower power outputs, especially in the far infrared. As a result
the irradiance on the illuminated target will be lower. The easiest way to overcome
this issue is to place mutliple dies underneath each total internal reflector.
The following chapter will focus on the importance of spectral non-uniformity
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and will present an LED placement methodology that was developed in order to
reduce the spectral non-uniformity of all wavelengths to less than 2%. The LED
ratios of the 24 wavelengths that were presented in chapter 3 and resulted in a class
A+ spectral match will be used in the simulations in order to position the LEDs as
uniformly as possible.
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Chapter 6
Spectral uniformity considerations
6.1 Introduction
Spectral uniformity is currently not taken into account by the solar simulator IEC
standards [6] as these only require an investigation of the power distribution of the
light across the measurement area. There is not a lot known in terms of impact of
spectral non-uniformity on measurement uncertainty. It was felt that this would in-
troduce another non-correctable bias1 into all measurements to be undertaken with
the simulator. The magnitude of this effect needed to be quantified to establish how
best to place LEDs in the overall array. The placement of LEDs could be done in
two ways, firstly all placing them in groups and secondly distributed to minimise
spectral mismatch. The first option is much easier in terms of manufacturability of
the array but there is an expected trade-off with the measurement uncertainty.
There is no work published on the importance of spectral uniformity as there are
also no measurement series available of conventional solar simulators to investigate
this in more detail. The metric used for assessing the system quality is the spectral
uniformity, which is defined as:
SpectralNon− uniformityi(%) =
[maxIrradiancei −minIrradiancei
maxIrradiancei +minIrradiancei
]
100%
(6.1)
1Errors such a spectral mismatch can be easily corrected with low uncertainty for single junction
devices, effects such as non-uniformity of irradiance cannot and will introduce an uncertainty that
will limit the achievable quality of the measurement with the simulator.
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where i refers to the ith wavelength. The minimum and maximum irradiance values
are calculated over the contribution of only the LEDs of colour i on the illuminated
area.
The magnitude of the expected effects is investigated first in this chapter using
two placement methods based on the array design with primary and secondary
optics, i.e. some rather ideal solution by itself. This is integrated with typical
device shapes and spectral responses to quantify the magnitude of the effect. These
are compared to the best case scenario to quantify the improvement potential. It
is shown that the difference can be up to 1.8%. This is sufficient to warrant an
investigation of how to place the LEDs best. A method for automated optimisation
of spectral uniformity by LED placement is developed. The method is demonstrated
on the solar simulator to be designed as part of this thesis and achievable results
are demonstrated.
6.2 Effects of spectral non-uniformity
Assuming the spectrum is exactly the same across the whole illuminated area, the
current density profiles for different photovoltaic technologies with varying spec-
tral reponses are calculated. The spectral responses of a crystalline silicon (c-Si),
amorphous silicon (a-Si) and cadmium telluride (CdTe) devices were taken into con-
sideration. The optimum layout of 612 LEDs is shown in figure 6.1. The left image
offers a wider view of the flat-top achieved whereas the right image offers a view of
the result at a more appropriate scale. The spatial non-uniformity recorded over a
32cm x 32cm area is 0.29% and the spectral non-uniformity is zero.
Figure 6.2 shows the current density maps of the three different PV technolo-
gies, c-Si, a-Si and CdTe from left to right. The non-uniformity values of the current
densities were calculated at 0.29% for all three cases. The calculation is performed
by multiplying the spectrum of all the LEDs by the spectral response of each device.
This value is then applied to each bin in the irradiance profile to calculate the con-
tribution of that particular irradiance profile. The irradiance profile consists of the
contribution of 612 LEDs with primary and secondary optics as developed in the
previous chapter. It is observed that the current density non-uniformity values are
equal to the spatial non-uniformity and are the same across all three technologies
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despite their very different spectral responses (see figure 2.3). This is due to the
perfect spectral uniformity assumed. However, in reality this is usually not the case
when the lamp consists of many different components of various spectral outputs.
Grouping and placing the LEDs based on their colours is an extreme placement
Figure 6.1: Normalised irradiance of a spectrally uniform illuminated area with a
spatial non-uniformity of 0.29%; a wider view is presented on the left and a closer
view on the right
scenario, although a reasonable uniformity would be expected nevertheless due to
the secondary optics. The effect of the spectral non-uniformity of this case was
examined. The LEDs were positioned according to their colour, i.e. all the LEDs of
the first wavelength were placed first filling up the available spaces, then the LEDs
of the second wavelength were placed etc. The number of LEDs per colour is deter-
mined by the colour ratios calculated in chapter 3 and the total number of LEDs.
Let N be the total number of LEDs needed and
n =
nλ∑
i=1
ai
138
Figure 6.2: Normalised current densities of different PV technologies when the illu-
minated area is spectrally uniform; the current density non-uniformity is equal to
the spatial non-uniformity of 0.29% for the three PV technologies
the number of LEDs required to cover the solar spectrum, where ai refers to the
number of LEDs of a particular colour. The ratio R = N \ n determines the times
each ai needs to be repeated to fill up all the spaces. Due to the necessity of integer
LED numbers the R ∗ ai numbers are rounded up to the nearest smallest integer.
As a result some spaces might be left unoccupied. The remaining positions are dis-
tributed to the different colours by randomly choosing as many as the unoccupied
positions and adding one to their total number.
The spectral contribution of each LED on the illuminated area was taken into
account by multiplying the spectral emission profile of the LED by the respective
irradiance profile. The spectral contribution across the illuminated area is no longer
assumed to be uniform. Each LED has a contribution that depends on its posi-
tion and its wavelength. The emission profile of an LED at a speficic location is
multiplied by the irradiance profile that corresponds to that location. Then the con-
tribution of all LEDs is calculated by summing up their spectral contributions for
each bin across the 32cm x 32cm target area. The effect of the spectral contribution
of that specific placement of the LEDs on different photovoltaic technologies was
determined by multiplying the spectral irradiance by the spectral response of these
technologies, i.e. by calculating their current density map. The same photovoltaic
technologies were chosen as previously, c-Si, a-Si and CdTe for their variable spec-
tral responses.
The spectral non-uniformity of each colour was calculated. It was found that
only one LED with 410nm central wavelength achieved a spectral non-uniformity
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lower than 2% and the wavelengths represented by a low number of LEDs, espe-
cially in the 800nm-900nm range, exhibited spectral non-uniformity values of almost
5%. The use of an imaging homogeniser as secondary optics limits the spectral
non-uniformity. Should the imaging homogeniser not have been used, the spectral
non-uniformity recorded would have been higher.
Figure 6.3 shows the overall irradiance resulting from the placement of 612
Figure 6.3: Normalised irradiance for the serial positioning of 612 LEDs with spatial
non-uniformity of 0.53%; a wider view is presented on the left and a closer view on
the right
Figure 6.4: Normalised current densities of different PV technologies when the 612
LEDs are positioned in series; the current density non-uniformity values for the
three PV technologies are noted on top of each image
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LEDs by colour. The left image offers a wider view of the flat-top achieved whereas
the right image offers a view of the result at a more appropriate scale. The spatial
non-uniformity recorded over a 32cm x 32cm area is 0.53%. Figure 6.4 shows the cur-
rent density maps of three different PV technologies, c-Si, a-Si and CdTe from left to
right. The non-uniformity values of the current densities were calculated at 1.10%,
2.12% and 0.69% respectively. The current density non-uniformity calculation is
similar to the spatial non-uniformity calculation, i.e. (maximum value-minimum
value) / (maximum value + minimum value). These values are higher than the
spatial non-uniformity, which is a measure of spectral non-uniformity.
The effect of spectral non-uniformity can also be noticed when calculating the
Figure 6.5: Average photon energy on the illuminated area when the LEDs are
positioned in series
average photon energy (APE) over the illuminated area. The upper part of the
illuminated area exhibits a blue rich spectrum whereas the lower part is red rich,
which is clearly depicted in figure 6.5. The current densities of the a-Si device follow
the same trend. This technology is the most affected by spectral non-uniformity.
The spectral response of a-Si is limited towards the blue part of the spectrum and
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therefore it produces higher currents under blue rich light and lower currents under
red rich light. The spectral non-uniformity effects are less pronounced for c-Si and
CdTe. The spectral responses of these devices are wider, especially of c-Si, and
more sensitive to the red part of the spectrum. Different wavelengths have different
contributions to the overall spectral response. Thus, spectral non-uniformities cor-
responding to these wavelengths have variable effects to the various technologies as
depicted in figure 6.4. This will be explained more clearly in the following section.
An error with an associated uncertainty is introduced to the measurement due
to the spectral non-uniformity, which cannot be corrected for. Therefore, a uni-
form spectral content must be guaranteed across the measurement area in order
to minimise the spectral non-uniformity uncertainty. A placement methodology
that results in a reduced spectral non-uniformity will be described in the following
section.
6.3 Placement algorithm
Placing the LEDs in a random order can result in high spectral non-uniformity
values. Finding the optimum positions of over 600 hundred LEDs of 24 different
wavelengths is not a trivial task due to the very high number of possible combi-
nations. A more efficient and accurate method needed to be found. A placement
algorithm was developed using the principles of the genetic algorithm, similarly to
chapter 3. It locates the LED positions that result in less than 2% spectral non-
uniformity of all colours. Many combinations might fulfill that criterion. Finding
one of them is satisfactory for the purposes of this work. A flowchart of the al-
gorithm can be found in figure 6.6. The principles of the genetic algorithms were
described in chapter 3. The placement algorithm follows these principles but uses
different functions and variables that are more appropriate to this problem.
A matrix containing the number of LEDs needed per wavelength is the main
input variable. These numbers are calculated as specified in the previous section.
The algorithm initially assigns randomly each LED to a position. The gene consists
of a sequence of numbers equal to the total number of LEDs. Each number can
take any value between 1 and the maximum number of wavelengths, 24 in this case.
Therefore, each gene will be a sequence of 612 numbers, each corresponding to a
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Figure 6.6: Flowchart of the placement genetic algorithm
position and being equal to a value between 1 to 24 signifying which wavelength is
placed at that specific position. Each number i will appear in the gene sequence Xi
times, where Xi is the number of LEDs for the wavelength i. Then a number of
permutations of these positions is calculated and forms the initial population.
The spectral non-uniformity is calculated for all genes and their fitness function
is determined. The fitness function is equal to the worst spectral non-uniformity.
The spectral non-uniformity is calculated using the same formula as for spatial non-
uniformity but only the contribution of the LEDs of the same wavelength is taken
into account. The irradiance profiles used in the calculations were calculated in
FRED and presented in the previous chapter. The best performing genes are then
chosen to progress to the next generation. The crossover and mutation functions
are also applied. The crossover function randomly flips a section of the first parent
and applies the change to the child. The mutation function swaps two elements of
the permutation and applies the change to the child. The new population is gen-
erated. The fitness function is calculated for the genes of the new populations and
the process is repeated until a maximum number of generations has been reached.
The best performing permutation, i.e. gene is then defined and chosen.
Different generation and population numbers were tried to observe the progres-
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sion of the genetic algorithm on this specific problem. Due to the stochastic nature
of the genetic algorithm even the exact same settings can lead to a different result.
The comparison of the results acquired was useful to extract more robust conclu-
sions about the effect of spectral non-uniformity on the performance of photovoltaic
devices.
The optimum positioning that was determined by the algorithm after 100 gener-
Figure 6.7: Normalised irradiance when the placement algorithm has been used to
position 612 LEDs, with spatial non-uniformity of 0.51%; a wider view is presented
on the left and a closer view on the right
ations with 100 population number resulted in a maximum spectral non-uniformity
of 2.93% for 890nm. The effects of the specific positioning of the LEDs are shown
in figures 6.7 and 6.8. It is observed that the overall spatial non-uniformity on the
32cm x 32cm illuminated area is equal to 0.51%. The non-uniformity values of the
current density maps for the three PV technologies, c-Si, a-Si and CdTe, examined
so far are 0.63%, 0.32% and 0.65% respectively. Lower non-uniformity values are
noted for all three cases. The highest drop is noticed in a-Si and the lowest in CdTe.
This is due to the better improvement of spectral uniformity in the spectral response
range of a-Si.
The APE is also presented in figure 6.9. A more uniform distribution can be
noticed with the non-uniformity in the APE values dropping from 0.52% to 0.09%.
In contrast to the previous case the current density maps of c-Si and CdTe follow
the APE trend. This is observed because the highest spectral non-uniformity val-
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Figure 6.8: Normalised current densities of different PV technologies when the
612 LEDs are positioned using the placement algorithm; the current density non-
uniformity values for the three PV technologies are noted on top of each image; the
number of generations and the population number are equal to 100
Figure 6.9: Average photon energy on the illuminated area when the placement
algorithm is used; the number of generations and the population number are equal
to 100
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ues are recorded for the wavelengths these technologies are more responsive to. On
the other hand much lower spectral non-uniformity values were calculated for the
wavelengths the a-Si device responds to. These values were less than 1% for 6 wave-
lengths with significant contribution to the a-Si spectral response. Also, the white
LED, which contributes the most, had a spectral non-uniformity of 0.36%.
The values resulting from this method are compared to the cases presented in
Table 6.1: Relative change (RC) in current density non-uniformity for different
placement methods, theoretical (T), series (S) and placement algorithm (A)
PV tech. Non-U T(%) Non-U S(%) Non-U A(%) RC S(%) RC A(%)
c-Si 0.29 1.10 0.63 279 117
a-Si 0.29 2.12 0.32 631 10
CdTe 0.29 0.69 0.65 138 124
Table 6.2: Improvement of current density non-uniformity.
PV tech. Difference (S-A) (%)
c-Si 0.47
a-Si 1.8
CdTe 0.05
the previous section and the results are presented in table 6.1. Columns 2 to 4 show
the current non-uniformity values calculated for the theoretical case of perfect spec-
tral uniformity (Non-U T), for the ’series’ placement of LEDs according to colour
(Non-U S), and for the placement of LEDs using the placement algorithm (Non-U
A). Columns 5 and 6 indicate the relative changes of the two placements compared
to the ideal case. The calculation was performed by subtracting the non-uniformity
values from the perfect non-uniformity and dividing by the perfect non-uniformity.
Also, the non-uniformity improvement when using the placement algorithm is noted
in table 6.2. These values verify the significant improvement in the accuracy of
the results when the placement algorithm is used even though the spectral non-
uniformity is above the 2% goal. They also show the dependency of the calculations
on the spectral response of the PV devices.
The placement algorithm was also run with different generation and popula-
tion settings in an effort to reduce the spectral non-uniformity even further. The
settings tried are noted in table 6.3 and the results are presented in table 6.4.
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Table 6.3: Placement algorithm generation and population numbers
Gene1 Gene2 Gene3 Gene4 Gene5 Gene6
Generations 100 200 200 500 200 200
Population 100 200 1000 500 1000 1000
Table 6.4: Effects of different genes on the non-uniformity of current densities J of
different PV technologies
Gene S Gene1 Gene2 Gene3 Gene4 Gene5 Gene6
Highest S N-U (%) 4.93 2.98 1.73 1.53 1.48 1.466 1.472
Average S N-U (%) 3.45 1.40 1.23 1.126 1.128 1.127 1.11
Spatial N-U (%) 0.53 0.51 0.45 0.36 0.4 0.38 0.3
J N-U c-Si (%) 1.09 0.63 0.49 0.37 0.45 0.4 0.3
J N-U a-Si (%) 2.12 0.32 0.54 0.63 0.48 0.4 0.52
J N-U CdTe (%) 0.69 0.65 0.56 0.44 0.44 0.49 0.4
The highest spectral non-uniformity, the average spectral non-uniformity, the spa-
tial non-uniformity and the current density non-uniformity values for the three PV
technologies are given. Higher numbers were not tried for computational capac-
ity reasons. Increasing the generation and population numbers reduces the fitness
function, i.e the spectral non-uniformity. However, the highest numbers do not nec-
essarily correspond to the best result. Cases 4 to 6 returned similar results, with case
5 performing better than the rest in terms of fitness function. The higher number
of population members in each generation gives the algorithm the chance to explore
the solution space better and converge to a better fitness function.
Based on the figures recorded in table 6.4 the best results are gene 6, gene 1
and gene 6 for the c-Si, a-Si and CdTe devices respectively. A lower highest or lower
average spectral non-uniformity does not necessarily translate to more uniform cur-
rent distribution for the PV devices. Also, one gene works better for one technology
but not so well for another. These are due to the spectral response of each device
being different. Different genes result in different spectral non-uniformity values for
the most crucial wavelengths in each technology, which affects them variously. The
spectral non-uniformity values of each LED type for all genes are recorded in figure
6.10. The three cases (genes 4-6) with the lowest spectral non-uniformity values are
recorded in figure 6.11. It can be seen that there is no apparent gene that stands
out. They all perform better in different parts of the spectrum. However, the ones
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Figure 6.10: Spectral non-uniformity values of each LED type for different genes
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Figure 6.11: Spectral non-uniformity values of each LED type for the genes with
the lowest spectral non-uniformity
148
that result in better device performance perform better in the spectral ranges that
affect these devices the most.
A representation of the spectral contribution of LED types on the spectral re-
sponse of the three different technologies can be seen in figure 6.12. The percentages
can vary up to 0.2% because the number of LEDs per wavelength are not the same
for each gene. Some might have an extra element due to the empty spaces be-
ing filled in randomly, as it has already been explained. These percentages were
determined by calculating the percentage contribution of each wavelength between
350nm and 1300nm to the spectral response of the devices. Then the contribution
of each LED’s spectrum to each wavelength was computed. The multiplication of
the two values resulted in the percentages presented in 6.12.
A very characteristic example of the influence of these percentages is that of a-Si.
The white LED contributes the most at its spectral response. The white LED is
represented at 605nm because that is its peak emission value. The biggest differ-
ence in the current density non-uniformity values is noticed between cases 1 and 3.
The spectral non-uniformity of the white LED in the first case (gene 1) was 0.36%
whereas in the third case (gene 3) it was 0.86%. This resulted in the a-Si current
density non-uniformity increasing from 0.32% to 0.63%, which is almost double.
However, the effect was not so severe on the other two technologies. The white
LED is still the one contributing the most but there are also other wavelengths that
greatly affect the spectral response of these devices, especially towards the infrared.
As a result, gene 3 works better for these devices.
The placement algorithm improved the spectral non-uniformity and the current
density non-uniformity values of all three devices. Despite the lowest spectral non-
uniformity not always resulting to the best performing devices, the placement algo-
rithm always gave better results. The average spectral non-uniformity of all genes
is much lower than the average spectral non uniformity resulting from the series
placement. This led to significantly lower current density non-uniformity values for
all cases compared to the series placement. It is proven that a placement that allows
for a good colour mixing on the test area is needed. The uncertainty introduced
in the measurement by spectral non-uniformity cannot be corrected for. Therefore,
its minimisation is crucial. The placement algorithm is a useful tool towards that
goal. The spectral non-uniformity effects on the electrical properties of PV will be
examined next.
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Figure 6.12: Spectral contribution of LED types on the spectral response of three
PV technologies
6.4 Spectral non-uniformity effects on the electri-
cal properties of PV
This section shows the effects of spectral non-uniformity on the electrical proper-
ties of photovoltaic devices. A spatially resolved solar cell model, which describes
a cell by smaller units called sub-cells, was used. The division of a cell in sub-cells
helps detect any local defects and non-uniformities. Various such models have been
developed [97–100]. The set of functions used here to solve the spatially resolved
models of PV cells is called PVONA (PV-Oriented Nodal Analysis) [101]. It offers
faster computation times compared to other models available. The current maps
constructed for c-Si, a-Si and CdTe devices for two of the different genes described
above were used as an input, genes S and 1. Gene S is referring to the series place-
ment.
Two types of single cells were created first to describe the c-Si and the thin
film technologies (a-Si and CdTe) respectively. The cells were represented by 96x96
sub-cells. Next, the 32cm x 32cm illuminated area was split into four 16cm x 16cm
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Figure 6.13: I-V curve of one cell for different PV technologies for two LED place-
ments; the letter S refers to the series placement and the letter A refers to the
algorithm placement
sub-areas. Each sub-area represented one cell. The c-Si cells were described by
96x96 sub-cells whereas the thin-film cells were described by 96x24 sub-cells. These
four cells were assembled in a string to form a module. Figures 6.13 and 6.14 present
the I-V curves of the single cells and modules respectively. The cases marked with
an S correspond to the ’series’ placement and the ones marked with an A correspond
to the ’algorithm’ placement. The I-V curves look identical but the calculation of
the maximum power point (MPP) for all the cases shows a significant difference
between them. Table 6.5 notes down these differences. The calculation is performed
by subtracting the MPP values of the two I-V curves corresponding to a technology
and dividing by the subtrahend. It can be noticed that a significant unpredictable
source of uncertainty is introduced in MPP with spectral non-uniformity, which is
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Figure 6.14: I-V curve of four cells for different PV technologies for two LED place-
ments; the letter S refers to the series placement and the letter A refers to the
algorithm placement
more pronounced in the case of CdTe modules.
The current density maps of cells and modules of the different technologies
and placements are presented in figures 6.15, 6.16 and 6.17. The same trends in
the non-uniformity values both for cells and modules are recorded in the case of
c-Si. However, the non-uniformity values are reduced in cases of modules for a-Si
and CdTe devices. This is due to the structure of the thin-film modules used in
PVONA. Despite this reduction the improvements in the non-uniformity values (ta-
ble 6.6) between the two placements are similar to the ones recorded in the previous
section (table 6.2).
The residual banding seen in the cases of thin film devices is due to the lateral
voltage drop in the modelled TCO. The simulations were repeated for lateral resis-
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(a) One c-Si cell
(b) Four c-Si cells
Figure 6.15: Current maps of c-Si cells and modules with the series (left) and
algorithm (right) placements; the current density non-uniformity values are noted
on top of each image
tance equal to zero and the results are shown in figures 6.18 and 6.19. The current
density non-uniformity levels are significantly reduced, especially in the cases where
only one cell was simulated, due to the idealised, non-resistive TCO. However, the
gain in current density non-uniformity when the placement algorithm is used is even
more pronounced for the a-Si cells compared to the previous case as noted in table
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(a) One a-Si cell
(b) Four a-Si cells
Figure 6.16: Current maps of a-Si cells and modules with the series (left) and
algorithm (right) placements; the current density non-uniformity values are noted
on top of each image
6.7.
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Table 6.5: Uncertainty calculations of MPP between the two placement methods
PV tech. Un One Cell(%) Un 4 Cells(%)
c-Si ±0.28 ±0.27
a-Si ±0.24 ±0.24
CdTe 0 ±0.52
(a) One CdTe cell
(b) Four CdTe cells
Figure 6.17: Current maps of CdTe cells and modules with the series (left) and
algorithm (right) placements; the current density non-uniformity values are noted
on top of each image
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Table 6.6: Improvement of current non-uniformity
PV tech. One Cell: difference (S-A) (%) 4 Cells: difference (S-A) (%)
c-Si 0.50 0.48
a-Si 1.48 1.75
CdTe 0.12 0.08
(a) One a-Si cell
(b) Four a-Si cells
Figure 6.18: Current maps of a-Si cells and modules with the series (left) and
algorithm (right) placements; the lateral resistance is equal to zero; the current
density non-uniformity values are noted on top of each image
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Table 6.7: Improvement of thin-film current non-uniformity when the lateral resis-
tance is zero.
PV tech. One Cell: difference (S-A) (%) 4 Cells: difference (S-A) (%)
a-Si 2.12 2.42
CdTe 0.04 0.04
(a) One CdTe cell
(b) Four CdTe cells
Figure 6.19: Current maps of CdTe cells and modules with the series (left) and
algorithm (right) placements; the lateral resistance is equal to zero; the current
density non-uniformity values are noted on top of each image
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6.5 Conclusions
This chapter introduced the importance of spectral non-uniformity on the I-V mea-
surements. A placement algorithm was developed to optimise the mixing of colours
of the lamp. It was proven that the placement of the LEDs influences the spec-
tral non-uniformity and the current density values of photovoltaic devices. That
influence is technology dependant due to the variable spectral responses of different
materials. The effect is pronounced even with the optical set-up proposed here.
The imaging beam homogeniser is designed to offer a good mixing of the various
light beamlets and low non-uniformity values. However, if the wrong placement is
used the spectral non-uniformity can be high for certain wavelengths affecting the
performance of PV devices.
The placement algorithm improved spectral non-uniformity and current density
non-uniformity in all the different cases tried. The highest improvement in the non-
uniformity of current densities is noticed for the a-Si devices. It varies between
1.49% and 1.8% depending on the spectral non-uniformity values of the most influ-
encing wavelengths. The improvement achieved for the c-Si devices varies between
0.46% and 0.79%. That variation is between 0.04% and 0.29% for CdTe devices.
The measurement improvement achieved and the associated reduction of mea-
surement uncertainty is really important especially for a-Si and c-Si. Therefore,
the placement algorithm proposed here should be adopted when placing the LEDs.
Spectral non-uniformity is a serious issue and should be addressed in the measure-
ment process and uncertainty calculations.
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Chapter 7
Conclusions
7.1 Thesis Conclusions
This thesis developed an optical design methodology as well as an optimised de-
sign of a fully LED-based solar simulator. This was achieved through three main
different elements of work. A novel automated LED wavelength selection method-
ology was developed that provides optimised spectral match. A new optical design
was proposed that results in directed, highly uniform light. The issue of spectral
non-uniformity was analysed and a new LED placement methodology was created
to minimise the spectral non-uniformity effects.
Prior to this work, the development of a fully LED-based solar simulator was
at an early stage. LED solar simulators developed so far had either used supple-
mentary light sources for the infrared part or exhibited poor spectral match. As the
technology of LEDs advanced, fully LED-based solar simulators emerged. They usu-
ally covered the 400nm-1100nm spectral range. Sometimes their spectrum extended
to the UV starting from 350nm. The fully LED-based solar simulator proposed in
this work expanded the spectral range covered from 350nm to 1300nm to facilitate
the I-V characterisation of technologies such as c-Si and CIGS with higher spectral
responses in the infrared. The vast availability of LEDs of various emission central
wavelengths and power outputs rendered the selection of the right LEDs a difficult
task. An automated spectral mismatch minimisation methodology was developed
that optimises spectral match by choosing the most appropriate LEDs.
A genetic algorithm was used for the optimisation and the least-squares method
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as an error criterion. The spectral match across the 400nm-1100nm spectral range
was class A+ with a maximum spectral ratio of 1.9% in the intervals specified in the
standards and 18% in 20nm intervals. The spectral ratio across the 350nm-1300nm
achieved was 29% due to the lack of available LEDs in the 1100nm-1200nm area.
This would be equivalent to class B if the classification scheme of IEC60904-9 [6]
was expanded. An excellent agreement is achieved in spectral ranges with number
of multiple LEDs in the order of 1.8%. The same set of LEDs can deliver the same
quality spectral match to other solar spectra which allows for energy rating mea-
surements by constructing irradiance-temperature-spectrum (GTE) matrices. This
good spectral agreement reduces the spectral mismatch uncertainty in cases where
the spectral response of a PV device is unknown or a reference cell for its type does
not exist. The automated spectral mismatch methodology can be used as the tech-
nology of LEDs constantly advances to facilitate future optimum spectral agreement
in the suffering spectral areas. It is a quick and effective method that improves the
selection process of LED wavelengths.
Solar simulators need to offer highly uniform illuminated areas with at least
1000W/m2 irradiance to be able to measure the I-V characteristics under STC. The
optical set-up determines how these goals are met. Many state of the art LED solar
simulators have followed a diffuse light distribution approach. The primary concern
of the optical set-up proposed in this project was to reduce the uncertainty caused
by the reflections in highly diffuse systems and to provide a more accurate charac-
terisation of PV modules.
The optical design of the fully LED based solar simulator consists of total inter-
nal reflectors as primary optics mounted on the LEDs and an imaging homogeniser
as secondary optics. The LEDs are not as powerful light sources as xenon or halogen
lamps. The primary optics increase the collection efficiency of the design and ensure
a high beam directionality. The secondary optics are needed to mix the LED light
and acquire a highly uniform illuminated test area. Choosing the right optics is not
a trivial task and required many simulations.
Different primary optics are available in the market. Their effect on the LED
light output can be variable. Their dimensions and geometry determines the number
that contributes to the test area and affects the placement options. All the avail-
able options were explored in order to achieve a high directionality and collection
efficiency. This was accomplished by combining geometrical calculations with sim-
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ulations using an optical engineering software. A total internal reflector of 13.5mm
diameter was chosen as the optimum solution that offers the higher package density
combined with the highest collection efficiency. The directionality achieved by the
TIR translates to lower uniformity levels.To overcome the issue of low uniformity
secondary optics options were explored. The secondary optics that offer the best
uniformity were determined to be a combination of micro-lens arrays and a fourier
lens that form an imaging homogeniser. The best design parameters that lead to
the lowest non-uniformity were determined. The non-uniformity achieved was 0.29%
over a 32cm x 32cm area.
The proposed optical LED solar simulator set-up allows for a more accurate
characterisation of various LED devices. Not only it meets the criteria specified by
the standards but it also offers the possibility to perform measurements with re-
duced uncertainties in the current determination due to the direct beam approach.
It facilitates measurements of devices of various technologies for which appropriate
reference cell devices are not available.
Spectral uniformity introduces a hard to predict measurement uncertainty that
cannot be corrected for. An automated placement methodology was developed to
prove the importance of placing the LEDs such that the spectral uniformity of each
wavelength is minimised. Such a placement reduces the uncertainty introduced in
the measurements. The effect of spectral non-uniformity is different on various PV
technologies and it greatly depends on their spectral response. The spectral non-
uniformity of wavelengths that contribute the most to the spectral response of the
devices determine the overall performance of a specific technology.
A PV oriented nodal analysis method was used to examine the electrical perfor-
mance of different photovoltaic technologies under different placements of variable
spectral uniformity values. This analysis also proved that spectral uniformity in-
troduces a measurement uncertainty which changes depending on the technology
measured. Therefore, spectral uniformity should be taken into account and can be
reduced by placing the LEDs appropriately.
The proposed optical set-up improves some of the issues with existing LED so-
lar simulators and expands the measurement area to 32cm x 32xm to account for
medium size modules. It can be easily scaled up to form larger illuminated areas
by placing more than one micro-lens arrays next to each other. Also, should more
LED wavelengths become available in the UV and far IR the design can easily be
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modified to account for these changes.
7.2 Recommendations for future work
The optical design of a fully LED-based solar simulator was developed and proposed
in this work. The presented set-up highlighted and improved some of the issues with
LED solar simulators. However, further design analysis and construction would be
desirable and beneficial.
The spectral match could be improved further in the 1100nm-1200nm area by
constantly updating the LED database and introducing new LEDs in that wave-
length range. Also, should the design progress and the LED solar simulator is built,
customised LED dies could be employed, cost permitting. The lower power LEDs
can also be replaced by higher power LEDs, if available in the market. Alternatively
the irradiance can be increased by using multiple dies.
The optical design could benefit from extra simulations on the chromatic aberra-
tions caused by the micro-lens arrays. All the different wavelengths used to construct
the spectrum could be ray-traced in all the possible positions and introduced as an
input in the placement algorithm for a more extended analysis of the chromatic
aberrations and the uniformity effects.
The spectral uniformity analysis was preliminary and could benefit from a more
extended investigation of the phenomenon using a more complete illumination pro-
file that has taken the chromatic aberrations into account. Also, more PV tech-
nologies and types of modules could be used to examine the effect in more depth.
Manufacturing of the solar simulator should be the next step in order to vali-
date and apply this work. First, an electronics and control analysis for the LEDs
is needed to assure good functionality. Also, a thermal analysis is necessary due
to the spectral shift of LEDs with heat. Following this, the solar simulator should
be realised and used to highlight the issues mentioned in this thesis. The impor-
tance of the spectral match in the absence of the appropriate reference cells, the
improvement in uncertainty due to the direct beam approach followed and the spec-
tral non-uniformity effects should be investigated and proven in practice. Once the
improved design of the LED solar simulator has been established, it can then be
used for extended measurements of different photovoltaic devices and especially for
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the construction of irradiance, temperature and spectrum matrices for enhanced
energy rating.
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Appendix
List of flowchart variables:
• N: initial number of optical elements in the X axis
• M: initial number of optical elements in the Y axis
• Size: size (diameter) of the optical element (LED or optics)
• d: distance between the optical elements in the X axis
• Arow,col: matrix of “row” rows and “col” columns containing the reference
illumination profile
• N−: 1xM array containing the actual number of optical elements of each row
• Length: 1xM array containing the length of optical elements per row
• FinalMatrix: matrix containing the overlayed iilumination profile data of all
elements
• dx, dx1, dx2, dxnew: shift in the X direction
• dy, dynew: shift in the Y direction
• Move: indentation of the rows with the lowest numbers of optical elements
• B: matrix containing the projected data of one element
List of relative equations:
N− = N +
(−1)index
2
(A.1)
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where index=1,2,...M
Length = SizeN− + d(N− − 1) (A.2)
Move =
max(Length)−min(Length)
2
(A.3)
dx1 = (Size+ d)(m− 1) (A.4)
dx2 = Move+ (Size+ d)(m− 1) (A.5)
dy = (Size+
√
3
2
d)(n− 1) (A.6)
dxnew = dx− floor(dx) (A.7)
dynew = dy − floor(dy) (A.8)
i = 1 + floor(dy), ..., ceil(row + dy) (A.9)
k = i− floor(dy) (A.10)
j = 1 + floor(dx), ..., ceil(col + dx) (A.11)
l = j − floor(dx) (A.12)
Equations related to the calculations of matrix B:
• case 1: dx = 0, dy = 0
i) Bi,j = Ai,j
• case 2: dx = 0, dy < 1
i) i = 1 + floor(dy): Bi,j = (X − dx)(Y − dy)Ak,l
ii) i = ceil(row + dy): Bi,j = XdyArow,l
iii) Remaining i,j: Bi,j = XdyAk−1,l + (X − dx)(Y − dy)Ak,l
• case 3: dy = 0, dx < 1
i) j = 1 + floor(dx): Bi,j = (X − dx)(Y − dy)Ak,l
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ii) j = ceil(col + dx): Bi,j = Y dxAk,col
iii) Remaining i,j: Bi,j = Y dxAk,l−1 + (X − dx)(Y − dy)Ak,l
• case 4: dx < 1, dy < 1
i) i = 1 + floor(dy), j = 1 + floor(dx): Bi,j = (X − dx)(Y − dy)A1,1
ii) i = 1 + floor(dy), j = ceil(col + dx): Bi,j = dx(Y − dy)A1,col
iii) i = ceil(row + dy), j = 1 + floor(dx): Bi,j = (X − dx)dyArow,1
iv) i = ceil(row + dy), j = ceil(col + dx): Bi,j = dxdyArow,col
v) i = 1 + floor(dy), j > 1 + floor(dx), j < ceil(col + dx):
Bi,j = dx(Y − dy)Ak,l−1 + (X − dx)(Y − dy)Ak,l
vi) i = ceil(row + dy), j > 1 + floor(dx), j < ceil(col + dx):
Bi,j = dxdyArow,l−1 + (X − dx)dyArow,l
vii) j = 1 + floor(dx), i > 1 + floor(dy), i < ceil(row + dy):
Bi,j = (X − dx)dyAk−1,l + (X − dx)(Y − dy)Ak,l
viii) j = ceil(col + dx), i > 1 + floor(dy), i < ceil(row + dy):
Bi,j = dxdyAk−1,col + dx(Y − dy)Ak,col
ix) Remaining i,j:
Bi,j = dxdyAk−1,l−1+(X−dx)dyAk−1,l+dx(Y −dy)Ak,l−1+(X−dx)(Y −
dy)Ak,l
The following flowcharts explain in detail the algorithm that was used to overlay
the illumination profiles of different optical elements. Figure A.1 provides a general
overview of the algorithm, whereas figures A.2 to A.5 refer to four different cases
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depending on the positioning of the optical elements and the resulting shift in space.
The first optical element is taken as reference and the position of the other elements is
always calculated with relation to that first element. Therefore, an optical element
can remain at the same position or it can shift along the X axis, the Y axis, or
both. The first case is not realistic but had to be taken into consideration for a
more complete analysis. Figure A.6 gives an additional visual explanation of the
algorithm by presenting two examples.
180
F
ig
u
re
A
.1
:
F
lo
w
ch
ar
t
of
th
e
ov
er
la
y
al
go
ri
th
m
.
181
Figure A.2: Case 1: No shift
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Figure A.3: Case 2: Shift in the y direction
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Figure A.4: Case 3: Shift in the x direction
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