It is of great importance for procedure retrieval to find an effective classification method of Chinese legal documents with deep semantic understanding, as the electronic documents of Chinese law have massive volume and complex structure. In this paper, a method for learning Chinese legal document classification using Graph LSTM (Long Short-Term Memory) combined with domain knowledge extraction is proposed. First, the judicial domain model is constructed based on ontologies that include top-level ontology and domain-specific ontology. Second, the legal documents are divided into different knowledge blocks through top-level ontology and domain-specific ontology. Third, information is extracted from the knowledge blocks according to the legal domain model and stored in XML files. At last, Graph LSTM is applied for classification. The experiments show that compared with the traditional classification methods of support vector machine (SVM) and LSTM, Graph LSTM has higher classification accuracy and better classification performance.
I. INTRODUCTION
As an active and important topic in the field of information retrieval, the automatic document retrieval system is essentially a core component of modern decision support systems to reduce information overload and improve the performance of document search systems [1] . Information retrieval improves the efficiency of large data retrieval [19] . However, how to search and obtain documents that users really need or are closely related to the documents that users really want has become a key issue for effective and efficient document search [2] . This aforementioned situation is especially true for legal document searches [10] , [11] . Massive judicial documents containing rich and valuable information can be mined to provide prosecutors and judges with intelligent assistant case handling services, such as case-based reasoning [3] , [4] and legal citations [12] , and so on. So it is necessary to find an effective and sustainable [45] method for the classification of legal documents as a large number of similar documents are difficult to obtain by traditional manual methods.
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There are few existing extraction methods applicable to the classification of Chinese legal documents except for ontology technology. Ontology is one of the few methods that are practicable in the classification of legal documents. It helps to filter out redundant or inconsistent data, generate semantically rich results, and improve the effectiveness and precision of judging document classification. ontology as an effective form of knowledge representation about the real world or one of its components [31] can clearly express concepts and relationships between concepts. Ontology-based knowledge reasoning [37] , [38] , semantic disambiguation [39] and information retrieval [43] have achieved many achievements.
A large number of extraction methods are not suitable for the classification of Chinese legal documents. When it comes to document classification, the text feature extraction is the most important step which focuses on how to extract key features from the text that can reflect the characteristics of the text and capture the mapping between features and categories. However, some traditionally and wide-accepted extracting methods, representing text with a large number of words, lack a semantic understanding of the document, such as rule-based methods [9] , and the method of bag-ofwords (BOW) [5] and others. In addition, other methods with higher-dimension vectors for text representation ignore the structural information of the text and the association between words and words, so their classification results for judicial texts are not ideal. For instance, Word Embedding [34] calculates the characteristics of the text through the word vector, Word2vec [6] , [7] , doc2vec [8] and so on, using semanticbased representation; the Latent Dirichlet Allocation (LDA) topic model [40] extracts feature by looking for the distribution of topics for each document and the distribution of words in each topic. Last but not least, some deep learning methods, loved by scholars all over the world and widely used for feature extraction, are also not suitable for legal documents, such as Convolutional Neural Networks (CNN) Model. The model does not work well for modeling long sequence information and is inconvenient for parameter adjustment as it continuously updates the feature vector set by backward propagation.
The classification of Chinese legal documents is a tough task in itself. Firstly, the high accuracy of classification results for Chinese legal documents is difficult to reach, as the structure of Chinese judicial texts is complex, and its text classification involves interests such as criminal sentencing and so on. Secondly, the performance of traditional extraction methods of legal documents is required to improve by capturing the high-level semantics of the text with the help of the specific knowledge of the judicial field. In Chinese legal documents, different cases involve different sentencing judgments, and there are also differences in the characteristics of the plot and the rules for the preparation of legal documents.
Grounded on the shortage of suitable method and the complexity of Chinese legal documents, a Chinese legal document classification method that combines domain knowledge extraction with Graph LSTM is put forward in the paper. Specifically, the top-level ontology and domain-specific ontology is constructed by reusing and adapting the concepts and attributes of existing legal documents. The top-level ontology and the domain-specific ontology are then combined for document representation and information extraction. After that, the neural network method Graph LSTM is utilized for text classification. Compared with the traditional methods of SVM and LSTM, the classification precision is greatly improved.
II. RELATED WORK
Ontology technology has been used in many fields. For example, Huang uses artificial neural networks to align biological ontology [7] . With the maturity of ontology engineering, ontology has been widely used in the judicial field. There are typical achievements: Sundaram et al. [12] introduced how to build ontology in the field of Spanish law based on the ontology development method METHONTOLOGY and the ontology engineering workbench WebODE; Chen et al. [14] used the Dutch criminal law system as an example to develop the LRI core legal ontology retrieval system at abstract and specific levels; and Farhoodi et al. [15] proposed an automatic Thai law ontology framework, including succes-sion law ontology and family law ontology, which can automatically generate seed ontology and extend ontology using ant colony algorithm. However, the legal ontology of other countries is not appropriate for China as the legal systems of different countries are different. Moreover, China also has no ontology of legal cases. Therefore, in view of authentic cases and the characteristics of the Chinese legal system, the ontology of the legal field of China is constructed in the paper.
There are some popular feature engineering models in most existing text classification methods use. Three famous classification methods are illustrated as follows. Firstly, Chen, et al. [14] used the LDA model to classify short texts. The model concentrates text semantically and reduces sparseness. But in the standard LDA model, it uses the bag of words method, and each feature word is considered to be equally important, which does not apply to legal texts. The reason is that different characteristic words obviously need to correspond to different weights in the legal text. For example, the number of deaths can lead to heavier penalties. Therefore, combining certain weighting methods to adjust the weights of different feature words can effectively improve accuracy. Secondly, Farhoodi, M. et al. employ language models classifier based on word-level n-grams for Persian text classification [15] . This method can retain the word order information of the original sentence to a certain extent. The larger the n(number of words), the more complete the order information is retained and the features will become extremely sparse. Thirdly, Ma et al. [21] used WMD (Word Mover Distance) to calculate the similarity of legal documents and then classified them. This scheme considers the similarity of words sentence structure. But this method is sensitive to sentence length, which means that when measuring sentences with different lengths, the similarity will be smaller than the intuitive semantic understanding. At the same time, the method is sensitive to noisy data. Most Chinese legal documents are not stored in a structured form but in a statement-oriented form of expression. In different legal texts, two completely different words may express the same meaning.
In recent years, with the development of deep learning technology, more and more Deep Learning algorithms are used for text classification. The recursive auto encoders (RAE) proposed by Socher et al. [16] is one of the common Deep Learning algorithms, the core idea of which is to calculate the reconstruction error of the text sentence vector and the cross-entropy error used for the text classification. Although this model can obtain high-quality text sentence vectors, it does not have enough ability to combine long sentences. In order to optimize the model, Socher proposed the Matrix-Vector RNN model [17] . This optimized model not only has the ability to combine the word vector with sentence vectors in the RAE, but also records and modifies the combination of the core words by adding the matrix, making the model have the ability to learn logical propositions and the meaning of operators in natural language. Socher et al. further proposed an LSTM text sentiment classification model based on the RNN model [18] . LSTM [46] solves the long-term dependency problem that RNN cannot solve through the ''door mechanism for which is more in line with the requirements of text understanding. However, both the LSTM and RNN models contain only forward information. However, neither of these models can remember the backward sequence information. Therefore, Brueckner proposed a two-way LSTM model [20] , which adds a reverse layer to the LSTM model, so that the LSTM considers context information at the same time, remembers the reverse sequence information, and further obtains bidirectional non-destructive text information.
To sum up, the key issue in the classification of legal documents is to find a way to effectively capture and describe the semantic information of legal documents. And legal domain knowledge can better capture the document-level semantics of legal texts. Therefore, this paper proposes to build a knowledge domain knowledge model. The model not only considers the semantic capture of legal background knowledge but also considers the special structure of legal documents, which is assisted by experts in the field of law. Moreover, the information extraction by the model not only has a low dimension but also a high accuracy.
III. OVERVIEW OF FRAMEWORK
In this section, there is a brief introduction of the approach of classification for Chinese legal documents by combining Graph LSTM with domain knowledge extraction. The work can be divided into three parts: 1) ontology-based legal domain knowledge model; 2) Information extraction based on judicial domain model; 3) Chinese legal document classification based on Graph LSTM. As shown in Figure 1 .
A. ONTOLOGY-BASED JUDICIAL DOMAIN MODEL
Domain knowledge of Chinese judgment files can be modeled by ontology methods which is a clear and detailed description of the shared concept system. The model consists of two parts, a top-level ontology, and a domain-specific ontology. The former mainly describes the general attributes of legal cases, including objective aspects, subjective aspects and judgment results, etc., while the latter is built on top-level ontology and specific terms in a certain type of case, involving a detailed description of the case. And the combining of the two parts forms a complete judicial domain knowledge model for document classification. Moreover, the domain knowledge model is based on these common concepts and category terms from China Judgments Online [22] . The document is a highly standardized concept formulated by the Supreme People's Court of China with many public concepts describing cases recorded. For instance, each legal file has a defined category, such as dangerous driving cases, fraud cases, etc. And each category also contains specific terms such as the dangerous behavior of the defendant in a dangerous driving case and the type of vehicle being driven. So the document has high credibility for supporting the model. Details about the model will be described in the fourth section of this paper.
B. INFORMATION EXTRACTION BASED ON THE JUDICIAL DOMAIN MODEL
The ontology-based judicial domain model is constructed in view of the following two matters: firstly, the structure in the Chinese judgment document is relatively fixed not only in words but also in contents as the objective aspect, the subjective aspect, and the judgment results are mostly located in fixed paragraphs; secondly, it is troublesome to accurately understand the semantics of legal documents to effectively extract keywords and improve the accuracy of legal document classification. The reason is that a judicial document contains a large amount of information, but not all information is useful for determining the sentence. Generally speaking, the model includes information extraction and knowledge representation. The process is that relevant. concept paragraph is located based on the top-level ontology of judicial domain model, and then more fine-grained knowledge is extracted from the paragraphs according to the domain-specific ontology. It is worth mentioning that the extracted knowledge is stored in an XML file, one text corresponding to an XML file, as the original legal document is unstructured text. Using XML files to represent knowledge, it not only stores the semantic information of legal documents but also facilitates vector conversion. Other information about the model will be described in detail in the fifth section of this article.
C. CHINESE LEGAL DOCUMENT CLASSIFICATION BASED ON GRAPH LSTM
The collected corpus is the original Chinese judgment documents. A series of processing such as word segmentation is carried out to finally represent the document as a set of vectors stored in the nodes of the Graph LSTM. The Graph LSTM model learns the characteristics of each node and uses it for the classification of the current node. It will be described in detail in the sixth section of this article.
IV. ONTOLOGY-BASED JUDICIAL DOMAIN MODEL
The ontology-based judicial domain model consists of two levels of ontologies, namely, the top-level ontology and the domain-specific ontology. Ontology here is mainly used to describe the relationship between concepts in a certain domain to give them a clear, and unique definition within the scope of sharing in accordance with Gruber [23] and Studer et al. [24] . In The ontology-based judicial domain model consists of two levels of ontologies, namely, the top-level ontology and the domain-specific ontology. Ontology here is mainly used to describe the relationship between concepts in a certain domain to give them a clear, and unique definition within the scope of sharing in accordance with Gruber [23] and Studer et al. [24] . In addition, there are usually two ways to build ontology model: one is a top-down approach, built by domain experts based on their expertise; the other is a bottom-up approach that extracts domain concepts and terminology constructs from appropriate documents. And ontology-based judicial domain model is developed from the two approaches, that is to use a top-down approach to build the top-level ontology, and a bottom-up approach to build domain-specific ontology.
Through careful analysis, the ontology-based judicial domain model is verified to be practicable in the classification of legal trial documents and some legal information systems There are many types of legal documents in China, such as China Judgments Online [22] , Faxin [30] and so on. Among them there are some public categories and common concepts describing cases. including defendant, objective aspect, etc. The public categories can be abstracted into concepts in the top-level ontology that cover almost all types of cases with the public information proposed and maintained by domain experts. and there are also domain-specific ontologies that describe the concept and knowledge of the case, covering all possible concepts of the case, with reference to top-level ontology and documents of different crime names. The concepts in the domain-specific ontology are contained in the top-level ontology, which is a detailed classification of the concepts in the top-level ontology.
A. TOP-LEVEL ONTOLOGY
The top-level ontology describes some of the common concepts of Chinese legal documents, without paying attention to the specific details of any particular crime. The top-level ontology includes concepts such as the defendant, victim, objective aspects, subjective aspects, sentence result, and basic information, etc. The structure is shown in Figure 2 .
A defendant refers to the natural person who commits acts that endanger the society and should be criminally responsible according to law; a victim refers to the social relationship that is protected by criminal law and is violated by criminal acts; the objective aspect is to describe the defendant and its criminal facts in the whole criminal case; the subjective aspect is about the intention or negligence of the criminal subject; the result of the judgment is the responsibility of the criminal subject; the basic information indicates which judicial organization performs the judgment and judicial action.
To sum up, the top-level ontology describes public entities that are commonly used in legal trial documents to make legal document knowledge more systematic. Furthermore, as those public entities are well-defined concepts and terminology of group consensus, the top-level ontology can describe various types of cases richly and play a decisive role in the construction of domain-specific ontology, especially in improving the efficiency of information implementation.
B. DOMAIN-SPECIFIC ONTOLOGY
The domain-specific ontology is formed by extracting keywords of a specific type of case on the basis of the top-level ontology. That is to say, specific ontology in the legal field expresses the terms that are appropriate for a particular type of case. And the specific ontology of the legal field is not constant, and it is necessary to make corresponding adjustments to specific ontology according to the crime types contained in the judgment. That's because Different types of cases and criminal judgment documents vary in terms of defendant, victim, objective aspect and subjective aspect. But it is noticeable that the domain-specific ontology of the same type of case generally does not need to be adjusted, which is for knowledge reuse.
This paper constructs domain-specific ontology for dangerous driving cases and traffic accident cases which is shown in Figure 3 and Figure 4 respectively. In Figure 3 , according to the general description of the top-level ontology, the concept of defendant is very important and has an impact on the final sentence, including identity, criminal history, etc. Objective aspects contain road type, vehicle type, dangerous behavior, etc. The sentence result includes fines, sentences and so on; basic information involve judges, courts, etc.
The domain-specific ontology of traffic accidents is shown in Figure 4 . Traffic accidents and dangerous driving cases differ in specific domains. For example, in the traffic accident case, the judgment results are closely related to whether the death caused, the number of deaths and whether or not to escape and others.
As shown above, the top-level ontology and domain-specific ontology merge to form the judicial domain knowledge model. In the model, concepts in the ontology are classified into hierarchical structures after carefully defined, and the leaf nodes are closely related to the sentencing results. Moreover, the domain-specific ontology can be seamlessly combined with the top-level ontology in the model. For example, traffic accidents and dangerous driving cases have many of the same concepts and attributes, which have improved the reusability of the ontology to some extent. In short, the combining model allows for information extraction and text categorization.
V. INFORMATION EXTRACTION BASED ON JUDICIAL DOMAIN MODEL
In general, information extraction based on the judicial domain model is to extract keywords or key phrases that are called ''popular words'' in the legal field. It is common that legal texts are long and complex in structure, which makes their reading time-consuming and laborious. Therefore, legal practitioners must succinctly state the core legal issues in legal texts. 
A. INFORMATION EXTRACYION
From the above, it is seen that information can be extracted based on mode where the leaf nodes of the judicial domain model describe the core knowledge of a type of legal case. In addition, the judicial domain model is of great help to extract keywords accurately and effectively. The reason lies in that the preparation of legal documents follows certain rules. Although different legal practitioners have different writing habits, basic grammar rules do not change. Therefore, the rules from legal documents can be summarized to facilitate information extraction.
Based on the structural information, some rules can be summarized. For example, the defendant's information mainly appears after the beginning of the document ''judgment document number''; most of the harmful acts and criminal details are after the '' (The Procuratorate accused):''; the judgment result is usually after the '' (The Prosecutor's Court's decision is as follows):''; Some basic information (name of the judge, court, date of publication, etc.) is usually at the beginning and end of the document.
In brief, as the structure of Chinese legal documents is relatively fixed, the legal text can be divided into several paragraphs according to these rules and get more detailed keywords in different paragraphs. And supervised learning can be used in keyword extraction on the basis that the positions of key information are easily distinguished in legal texts. Taking the dangerous driving case as an example, and its structure is shown in Figure 5 .
From Figure 5 the criminal details and judgment results of a dangerous driving case can be translated into English as follows: ''The court confirmed that the defendant Li was driving the car without a license after drinking. He endangered public safety, and his behavior constituted dangerous driving. The defendant's attitude of admitting mistakes was good, and the punishment could be appropriately mitigated. According to the details of the crime, the degree of social harm, etc., the judgment shall be made in accordance with the provisions of Paragraph 2, Paragraph 3, of the Criminal Law of the People's Republic of China. The judgment is as follows: The defendant Li was guilty of dangerous driving and was sentenced to two months of detention and a fine of 2,000¥ (Payment within 10 days after entry into force of the judgment)''. According to the domain knowledge model of dangerous driving cases, combined with the above rules, keywords in harmful behaviors are extracted, such as ''Drunk driving'' and ''driving the car without a license'' and so on. Keywords such as ''two months of detention'' and ''2,000¥'' can be extracted from the judgment results.
Keyword positioning is time-saving to quickly find the paragraph in which the keyword to be extracted is located without traversing the entire legal document. And it is worth mentioning that word segmentation must be performed before the processing of word frequency statistics and keyword extraction for Chinese documents. This article uses JieBa [25] for word segmentation. It is known that except for the punctuation marks, there is no inherent separator (space) between the words in the sentence in Chinese, while English words are separated by a fixed separator (space) between them. Therefore, it is necessary to conduct word segmentation in English text analysis.
B. STRUCTURED KEYWORDS
After extracting the keywords, it is necessary to summarize and organize the accumulated knowledge to make it organized and programmatic. And the XML language has brought convenience to store the keywords of tens of thousands of legal documents. XML is an extensible markup language that marks electronic files to be built and can be used to mark data and define data types. It is a source language that allows users to define their own markup language [27] . The reasons why the extracted keywords stored as XML files are as follows. One is structured keywords, which make them organized and procedural. The second is to store semantics for facilitating the conversion of vectors.
The semantic information of the XML file is taken from the judicial domain model constructed in the paper. According to the judicial domain model, the parent label of the XML file contains the judgment information, defendant, objective aspects, impacts of harmful behavior, and judgment result. The five parts are determined by the top-level ontology. Meanwhile, sub-labels in domain-specific ontology are nested as attributes under different parent tags. For example, the sub-label of the defendant includes the identity of the defendant, educational background, age, criminal record, and confession attitude. The structure after the conversion is shown in Table 1 .
Different from traditional word embedding [41] method, the attributes or the leaf nodes of the judicial domain model are extracted from XML files and converted into vectors. Different nodes are represented by different numbers. For example, in a dangerous driving case, there are three nodes about whether to drive after drinking, including not drinking, drinking but not drunk, getting drunk, which are correspondent to 0, 1, and 2 respectively. If there is drunk driving in the legal documents, the corresponding drunk driving vector is 2. Finally, the transformed vectors are entered as an input vector into the Graph LSTM model.
VI. CLASSIFICATION OF LEGAL DOCUMENTS BASED ON GRAPH LSTM
It is a classification task to predict the sentence of legal trial documents and recommend similar cases to judicial officials [42] . Graph LSTM is employed to classify legal documents based on sentencing in the paper.
A. THE STRUCTURE OF GRAPH LSTM
Many prediction problems can be naturally expressed as inference problems on local neighborhoods of graphs [44] . And Graph LSTM makes it possible to learn predictions directly from examples bypassing the steps of creating and adjusting reasoning models. In this paper, Graph LSTM neural network architecture is utilized based on LSTM. LSTM learns how to aggregate neighborhoods into radius D based on data, avoiding manually synthesizing a set of fixed features. By applying an LSTM to each level, the learning of LSTM is adjusted according to the distance of the target node. Finally, the graph structure is generated.
A graph G = (V , E) is considered with vertex set V and edge E ⊆ V × V , assuming each vertex v ∈ E is marked with a feature vector g(v). The edge represents the association between two nodes. P(v) represents the feature label of the v. The graph represents the interaction between nodes, and each node's neighborhood contains information that allows inference or prediction. And the prediction of nodes is generated in accordance with the structure of its local neighborhood and the characteristics of its nodes. Figure 6 shows the abstract structure of Graph LSTM, where each node stores a feature vector related to the sentence. Each node represents a feature vector of a different legal text.
B. FORWARD AND BACKWARD PROPAGATION
To predict the feature label of node V, the graph is expanded to a tree rooted at node v, defined as T v , with a depth of D. As shown in Figure 6 where the graph G = (V , E) and the node v ∈ V , we expand G into a tree T A , the depth is D (here we set D to 2). As shown in Figure 7 , node A has a depth of zero, T v is traversed from the bottom-up, and the feature label of each parent node is calculated from the characteristics of its child nodes. Finally, the output label y v of root V is generated. In training, the output y v can be compared with the desired output L(v). Those steps just mentioned are introduced in length in the following part.
Forward Propagation. Forward propagation proceeds along the tree T A from bottom to top [44] . Figure 8 shows how the graph LSTM is applied to the expansion of Figure 6 with depth 2 to produce a prediction for node A. Consider two situations. 1) Depth d = D. Consider a node v of depth D-1 with children node u 1 , u 2 , . . . , u k at depth D. Graph LSTM is used to aggregate the children node feature vector g(u 1 ), g(u 2 ), . . . , g(u k ) into the feature vector f(v) of v. 2) Depth 0 < d < D. Consider a node v with a depth of d-1 whose children are u 1 , u 2 , . . . , u k , the depth is d, and whose feature vector is g(u 1 ), g(u 2 ), . . . , g(u k ). The feature vector g(u 1 ) ∼ f (u 1 ), . . . , g(u k ) ∼ f(u k ) is obtained by connecting the feature vector f(u i ) of the aggregated child node with the node feature vector g(u i ), where the feature vector f(u i ) is calculated by the model at depth d + 1. Finally, the feature vector f(v) of v is generated. A forward propagation doesn't end until the root node is traversed. The predicted root node label is y v .
Backward Propagation. Once the feature label y v of the root T v is obtained, the losses L(y) and ∂L ∂y can be calculated. Then, according to the topology of the tree, this loss is propagated from the root down to the leaves of T v (see Figure 8 again). The node v at the depth d (0 < d ≤ D) has a feature vector f(v). Backward propagation is performed by calculating the loss of f(v) to obtain ∂L ∂f(u i ) of the child node u 1 , u 2 , . . . , u k . At the depth d = D of the tree, the feature vector of each node is g(u i ), and backward propagation is terminated.
Parameter Update. Consider the node depth 1 ≤ d ≤ D and define the parameter w(d). Given the nodes u 1 , u 2 , . . . , u k of depth d, in order to update the parameter w(d), for each f (u i ), the parameter update u i w(d) is obtained by calculating ∂L ∂f(u i ). Then, the parameters of the global node of the depth d can be calculated by using the updated average w(d) = ( u1 w(d) + u2 w(d) + . . . + uk w(d)) k on each node.
For backward propagation and parameter updates, it is necessary to preserve the state of each node after the step of forward propagation. The kind of preservation is the memory unit described above.
C. PARAMETER SETTINGS OF GRAPH LSTM
A fixed-length vector is taken as input, with a total of 25200 vectors, batch size set to 1000. The execution process is as follows: every time the root node is randomly selected to construct the tree, the depth is 3, and propagations are forward along the tree; the output contains the final predicted value, memory unit and a cache containing useful state for back propagation; the depth of the tree is 3, which ensures that the neighborhood of the node is not too simple or complex; and the network parameters are updated after each batch. The process was executed 50 times at random. Moreover, the softmax activation function and the adaptive learning rate algorithm (Adagrad) are used to improve the stochastic gradient descent (SGD) algorithm so as to avoid manual adjustment of the learning rate. In addition, compared with only using Adagrad algorithm, Graph LSTM neural network is more renewable, and the ability of LSTM model to learn more knowledge is stronger. The learning factor of Adagrad algorithm is set to 1.0, and the attenuation parameter is set to 0.95. The number of iterations is 2. 
VII. EXPERIMENTS A. DATA SET
The data set for the paper is provided by the business company of the project partner, including dangerous driving cases and traffic accident cases. Among them, there were about 25,200 dangerous driving cases and about 24,700 traffic accidents. Every document is a real trial. Those judgment documents are classified in accordance with the sentence and divided into four types, namely, criminal detention, three years or less, three to seven years and seven years or more of imprisonment.
The data set is divided into the training set and the testing set. To prevent over-fitting and to get as much valid information as possible from limited data, the ten-fold cross-validation is used to test the accuracy of the algorithm. The data set is divided into ten parts, nine of which are taken as the training set and the one remaining was tested as the testing set. The average of the correctness rates of the ten results is used as an estimate of the accuracy of the algorithm.
The following experiments all use ten-fold cross-validation.
B. EXPERIMENTAL ENVIRONMENT
The experimental evaluations were made on the computer environment with a 2.8GHz processor 8GB RAM and the Python programming language.
C. COMPARATIVE EXPERIMENT
This experiment was verified using two data sets for dangerous driving and traffic accidents. And the neighbor node with a target node radius of 2 is selected to train the Graph LSTM.
The algorithm on a data set of dangerous driving cases and traffic accident cases is verified by using a ten-fold crossvalidation method. The data including Accuracy, Recall, and F-measure are calculated for each validation. The experimental results are shown in Figure 9 and Figure 10 .
The x-axis is the number of experiments and the section i is the i-th experiment. The y-axis is the calculated value. Blue cylinders represent Accuracy, orange represents Recall, and the green represents F-measure.
Evaluate by calculating the accuracy, recall, and F-measure of the model. The calculation method is as follows.
TP: The number of cases where the predicted value is positive and the actual value is positive; TN: The number of cases where the predicted value is negative and the actual value is negative;
FP: The number of cases where the predicted value is positive and the actual value is negative; FN: The number of cases where the predicted value is negative and the actual value is positive.
Since the selection of nodes is random during Graph LSTM training, the average of multiple trials has been calculated. The average Accuracy rate in the dangerous driving data set is about 0.975, the average Recall is about 0.959, and the average F-measure value is about 0.9673. And the average Accuracy classified on the traffic accident data set is about 0.941, the average Recall is about 0.936, and the average F-measure is about 0.937. From the above figures, it is seen that the classification Accuracy, Recall, and F-measure are higher than 90% in both the dangerous driving data set and the traffic accident data set.
In order to verify the effectiveness of the proposed method, a comparative experiment is also needed. The comparative experiment consists of two aspects, one is to verify the accuracy of the ontology-based legal model proposed in this paper, and the other is to verify the performance of the Graph LSTM algorithm.
The accuracy verification of the model is mainly to verify the validity of the key information extracted according to the legal model, which is reflected in the accuracy of the classification. The specific operation is to input the vector extracted by the ontology-based judicial domain model (OJDM) into the Graph LSTM. Original legal texts are imported into the SVM. The accuracy is shown in Table 2 .
It can be seen from the table that the method proposed in this paper has higher classification accuracy. And it is evidence-based that the judicial model constructed in the paper is a good representation of the semantic information of legal trial documents.
Verifying the performance of the Graph LSTM algorithm is primarily to verify the accuracy and efficiency of the algorithm. Comparative methods include SVM and LSTM. SVM is implemented through python third-party module sklearn while LSTM is implemented by keras which is also a python third-party module. The evaluation indicators are accuracy and efficiency.
1) ACCURACY
The purpose of accuracy evaluation is to verify whether the method proposed can effectively classify Chinese legal judgment documents. The LSTM is trained with mini-batch Stochastic gradient descent (MSGD). The batch size is set to 18 and iterates up to 30 times. And the average of the accuracy of multiple classification methods is calculated, as shown in Table 3 .
It can be seen from the table that the accuracy of Graph LSTM is higher than that of SVM and LSTM on both data sets. So Graph LSTM has a better classification ability.
2) EFFICIENCY
The quality of an algorithm will affect the efficiency of the algorithm and the entire program. The efficiency of the method proposed in the paper is evaluated by comparing the execution time as shown in Figure 11 .
As can be seen from the figure 11 , the average execution time of the Graph LSTM running 10 times is 79091ms, the average execution time of the SVM is 78820ms, and the average execution time of the LSTM is 101608ms. Above all, Graph LSTM runs close to SVM. The LSTM model runs the longest because the number of iterations should be larger in order to achieve higher LSTM accuracy.
The overall experimental results show that the proposed method of domain knowledge extraction combined with Graph LSTM has high computational efficiency and accuracy. The method can effectively and efficiently classify Chinese judgment documents, help judges to refer to sentencing and assist decision-making, so as to achieve similar cases with similar trial results. This paper also explores the impact of the size of the data set on the classification of Graph LSTM through experiments and compares it with the traditional machine learning method. As can be seen from Figure 12 , in the case of a small number of samples, Graph LSTM is limited by the size of the data set, and the classification effect is not as good as the traditional machine learning method; when the data set size is gradually increased, the classification effect of Graph LSTM is rapidly improved. After the data set reaches 15,000 copies, the classification effect is no longer improved, which is a common phenomenon of the deep learning model. The classification effect of SVM does not change much.
VIII. CONCLUSION
In order to realize the application of similar case recommendation and provide intelligent assistant case handling services for judicial personnel, this paper proposes a legal document classification method combining domain knowledge extraction with Graph LSTM. A legal domain knowledge model is constructed through the open categories of Chinese legal documents, and then semantic information is extracted effectively based the model and key paragraph positioning and stored in XML files. Finally, Graph LSTM is used for document classification. The data set for the paper includes approximately 50,000 original legal documents including dangerous driving cases and traffic accident cases. The experiments show that our method has an accuracy rate of over 90%, which improves the accuracy of classification and greatly reduces the time required for classification.
The contributions of this paper are as follows. 1) Ontology models are built in the legal domain by reusing and adapting existing public categories, including top-level ontology and domain-specific ontology. It consists of legal knowledge and can be extended and reused. In addition, text features are extracted based on the domain ontology model and converted into vectors, which reduce the dimensions and have strong feature representation.
2) The Graph LSTM model is applied to the judicial field to classify Chinese legal documents.
The future work outlook includes: 1) the latest methods of recommending similar cases are waiting to be found and combined with our method; 2) more Chinese judgment document classification methods are required to be explored based on semantic analysis; 3) the classification can be combined with a graphical interface for a more convenient service.
