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Zusammenfassung
Stochastische Modellierung von biochemischen Reaktionsnetzwerken wird im-
mer populärer. Im Laufe der letzten Jahrzehnte hat sich sowohl die Größe als
auch die Komplexität typischer biologischer Modelle immer weiter erhöht, der
Grund dafür sind die Fortschritte in System- und Molekularbiologie, insbeson-
dere durch die Hochdurchsatz-Technologien. Hier werden biochemische Netz-
werke unterschiedlicher Detailebenen modelliert, beginnend mit einfachen che-
mischen Reaktionen und Signaltransduktionsnetzwerken, bis zu einzelnen Zel-
len und ganzen Organismen. Ein zweiter Bereich von Interesse ist die Entwick-
lung von zuverlässigen Hard- und Softwaresystemen, die zunehmend an Be-
deutung in unserer hochtechnisierten Gesellschaft gewinnen, weil IT-Systeme
heute in allen Bereichen eingesetzt werden. Validierung und Zuverlässigkeitsbe-
wertung des Systems sollte bereits in der Planungsphase durchgeführt werden,
wenn es sich um kritische Systeme wie in der Medizin, Automobilindustrie oder
der Kontrolle von Industrieanlagen handelt, um sicherzustellen, dass definierte
Toleranzen eingehalten werden oder keine ungültigen Systemzustände erreicht
werden können. Dadurch erhöht sich die Nachfrage nach leistungsfähigen Ana-
lyseverfahren. Eine Modellierungsumgebung basierend auf Petri-Netzen ist in
der Lage, alle diese Szenarien zu bedienen.
Ein Petri-Netz ist eine mathematische Modellierungssprache für die Beschrei-
bung des nebenläufigen Verhaltens von verteilten Systemen. Ein Vorteil ist
die einfache Skalierbarkeit der Modelle sowohl in Bezug auf die Struktur des
Netzes als auch auf ihren Zustandsraum. Um die Zuverlässigkeit des Modells
und damit des modellierten Systems sicherzustellen ist es notwendig, mehre-
re Analysen durchzuführen. Es gibt etablierte Methoden zur qualitativen und
quantitativen Analyse von Petri-Netzen. Zu den qualitativen Analysen zäh-
len die Berechnung von Invarianten, und wenn möglich, die Erzeugung des
Erreichbarkeitsgraphen. Mit Hilfe dessen die temporalen Logiken Computa-
tion Tree Logic (CTL) oder Linear-time Temporal Logic (LTL) angewendet
werden können, beispielsweise um die Erreichbarkeit bestimmter Zustände zu
gewährleisten. All dies geschieht jedoch unabhängig von der Zeit. So kann
man nur Aussagen machen, ob ein Ereignis eintritt oder nicht. Aber man kann
nicht sagen, wie wahrscheinlich es ist. Dieser Aspekt wurde mit der Einfüh-
rung von Zeit in den stochastischen Petri-Netzen berücksichtigt. Jetzt können
Wahrscheinlichkeiten für das Auftreten von bestimmten Ereignissen oder die
Erreichbarkeit von Zuständen bestimmt werden. Numerische Methoden, die
den gesamten Zustandsraum des Petri-Netzes in Betracht ziehen, stehen für
diese quantitative Analyse zur Verfügung. Ein begrenzter Zustandsraum mit
bis zu 1 × 109 Zuständen (nach aktuellem Stand der Speichertechnologie) ist
eine Voraussetzung dafür. Systeme mit mehr Zuständen oder sogar unbegrenz-
tem Zustandsraum können numerisch nicht innerhalb einer angemessenen Zeit
analysiert werden. An diesem Punkt kann eine Analyse nur durch stochastische
Simulationsalgorithmen durchgeführt werden.
In dieser Arbeit stellen wir verschiedene stochastische Simulationsalgorithmen
vor, sowohl exakte wie auch approximative Verfahren. Darüber hinaus stellen
wir einen Ansatz vor, um die Effizienz der stochastischen Simulation für große
und dichte Netzwerke durch einen neuen approximativen stochastischen Si-
mulation Algorithmus, genannt discrete-time leap method, zu verbessern. Wir
zeigen das breite Spektrum der simulativen Analysen komplexer stochasti-
scher Systeme von der Pfaderzeugung bis zur Berechnung von transienten
Lösungen und stationärer Verteilungen. Wir legen erweiterte Analysen von
stochastischen Modellen mit Hilfe von simulativer Modellprüfung dar. Wir
integrieren die Continuous Stochastic (Reward) Logic (CS(R)L) und die Pro-
babilistic Linear-time Temporal Logic with contraints (PLTLc) für die simu-
lative Modellprüfung. Simulative Modellprüfung hat einige Einschränkungen
im Vergleich zu den numerischen Methoden, so ist es im Prinzip möglich, ver-
schachtelte probabilistische Formeln in CS(R)L zu betrachten, aber es ist nicht
praktikabel, da die Berechnung in einer angemessenen Zeitspanne nicht mög-
lich ist. Neben der Transientenanalyse ist oftmals die Analyse der stätionären
Verteilung von Interesse, deshalb haben wir zwei Methoden zur Erkennung
des stationären Zustandes implementiert. Die erste basiert auf einem “sample
batch means” Algorithmus und wird in der linearen temporalen Logik verwen-
det. Die zweite approximiert die stationäre Verteilung und prüft auf Konver-
genz. Wir wenden die oben genannten Techniken auf mehrere Fallstudien aus
Systembiologie und technischen Systemen an.
Der größte Beitrag dieser Arbeit zum aktuellen Stand von Wissenschaft und
Technick liegt in der Entwicklung der discrete-time leap method zur Simulation
stochastischer Modelle, der Approximationen transienter Lösungen und statio-
närer Verteilungen mittels stochastischer Simulation für stochastische Modelle
und Markov-Rewardmodelle, der Entwicklung eines nicht zeitbeschränkten Al-
gorithmus zur simulativen Modellprüfung, der die stationäre Eigenschaft für
PLTLc und CSL ausnutzt, und des ersten Algorithmus zur simulativen Mo-
dellprüfung für CSRL, der Zustands- und Impulsrewards enthält. Alle vor-
gestellten Algorithmen und Methoden sind in dem Analyse-Tool MARCIE
implementiert.
Schlagwörter: gefärbte erweiterte stochastische Petri Netze, stochastische Si-
mulation, δ-leaping, simulatives Modelchecking

Abstract
Stochastic modelling of biochemical reaction networks is getting more and more
popular. Throughout the past decades typical biological models increased
in their size and complexity, because of advances in systems and molecular
biology, in particular through the high-throughput omic technologies. Here
biochemical networks of different levels of detail are modelled, starting with
simple chemical reactions and signal transduction networks, up to individual
cells and entire organisms. A second area of interest is the design of reliable
hardware and software systems, which is becoming increasingly important in
our highly technological society, because IT systems are now used in all areas.
Validation and reliability assessment of the system should be done already in
the design phase, if it is too critical systems such as in medicine, the automotive
industry or the control of industrial plants, in order to ensure that defined
tolerances are met or no invalid system states can be reached. This increases
the demand for efficient analysis methods. A modelling framework based on
Petri nets is able to serve all of these scenarios.
A Petri net is a mathematical modelling language for the description of concur-
rent behaviour of distributed systems. Its advantage is the ease of scalability
of the models, which relates to the network’s state space, as well as the struc-
ture of the network itself. To ensure the reliability of the model and therefore
of the modelled system, it is necessary to perform several analyses. There
are established methods for qualitative and quantitative analysis of Petri nets.
The qualitative analyses include the calculation of invariants, and if possible
the generation of the reachability graph, by means of which temporal logics
such as computation tree logic (CTL) or linear-time temporal logic (LTL) can
be applied, for example, to ensure reachability of certain states. All of this
happens, however, independent of time. So one can only make statements if
an event occurs or not. But one can not say how likely it occurs. With the
introduction of time in the stochastic Petri nets this aspect was taken into
account. Now, probabilities can be determined for the occurrence of certain
events or the reachability of states. Numerical methods, which consider the
entire state space of the Petri net, are available for this quantitative analysis.
A bounded state space with up to 1×109 states (the state of the current mem-
ory technology) is a prerequisite for this. Systems with more states, or even
unbounded state space can not be analysed numerically within a reasonable
amount of time. At this point, an analysis can only be carried out by means
of stochastic simulation algorithms.
In this work, we recall several stochastic simulation algorithms, e.g., exact as
well as approximate methods. Furthermore, we introduce an approach to im-
prove the efficiency of stochastic simulation for large and dense networks by
a new approximate stochastic simulation algorithm called discrete-time leap
method. We depict the wide range of simulative analyses of complex stochas-
tic systems ranging from trace generation to the computation of transient
solutions and steady state distributions. We set forth advanced analysis of
stochastic models by means of simulative model checking. For the use of sim-
ulative model checking, we integrate the continuous stochastic (reward) logic
(CS(R)L) and the probabilistic linear-time temporal logic with constraints
(PLTLc). Simulative model checking has some limitations compared to the
numerical methods, e.g., in principle it is possible to consider nested prob-
abilistic formulas in CS(R)L, but not practical, since the calculation is not
feasible in a reasonable period of time. In addition to the transient analysis,
the steady state analysis is often of interest, therefore we have implemented
two on-the-fly steady state detection methods. The first one is based on a
“sample batch means” algorithm and is used in the linear-time temporal logic.
The second approximates the steady state distribution and checks for conver-
gence. We apply the aforementioned techniques to several case studies from
systems biology and technical systems.
The main contributions of this thesis to scientific knowledge are the develop-
ment of the discrete-time leap method for the simulation of stochastic models,
the approximations of transient solutions and steady state distributions by use
of stochastic simulation for stochastic models and Markov reward models, the
development of an infinite time horizon model checking algorithm exploiting
the steady state property for PLTLc and CSL, and the first simulative model
checking algorithm for CSRL incorporating state and impulse rewards. All
presented algorithms and methods are implemented in the advanced analysis
tool MARCIE.
Keywords: coloured eXtended Stochastic Petri Nets, stochastic simulation,
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The traditional approach to investigate the time evolution of biochemical re-
action networks is by solving a set of coupled ordinary differential equations.
One equation per species; each equation embodies the change of the specie’s
concentration over time with respect to the stoichiometry and kinetic rate
constants of the chemical reactions it is involved in. This deterministic formu-
lation is valid in most situations, but there are cases, e.g., non-linear systems,
where it is not. In such cases stochastic formulation of the chemical kinetics
gives correct results. Moreover, the stochastic approach is valid in the same
situations as the deterministic approach, but it is sometimes even valid, when
the deterministic is not, see [OSW69; Kur72]. Therefore, stochastic modelling
has become an important tool to fully understand the system behaviour of such
reaction networks. Moreover, biochemical reactions are inherently stochastic
at the molecular level, thus the application of stochastic modelling is most
natural.
Beyond that the field of performance evaluation is traditionally based on
stochastic modelling. Complex technical systems usually comprise multiple
processes that act concurrently. They may precede each other or synchro-
nise in certain situations. Many of them compete with different priorities for
limited resources, what can be modelled stochastically [Haa04]. In addition
communication protocols, manufacturing systems or concurrent programs were
modelled and analysed stochastically [CT93; Ajm+95; Ger01]. Hence stochas-
tic modelling is getting more and more popular.
This increases the demand for efficient analysis of such models. While small
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2and medium-sized models can be analysed numerically, we focus on large or
unbounded models. Our method of choice is stochastic simulation to overcome
the problem of state space explosion.
We use stochastic Petri nets (SPN ) [Ajm+95; Ger01] as modelling paradigm,
which gives us a completely formalised and standardised framework, as well as
an intuitive way of modelling concurrent behaviour. The semantics of such a
SPN is defined as continuous-time Markov chain (CTMC).
The dynamic behaviour of stochastic models can be analysed in different ways.
We showed in [Hei+10] that numerical analysis is efficient up to 1× 109 states
with current computer techniques. Beyond this limit, stochastic simulation
remains the only possible technique. Stochastic simulation may be performed
with approximate or exact methods. But approximate methods are of lim-
ited use for simulative model checking, because we need to know the exact
occurrences of each transition, that means the simulation has to compute real
(exact) paths through the state space of the net. Therefore, exact simulation
algorithms are more suitable for the purpose of simulative model checking,
like Gillespie’s direct method [Gil76] or the next reaction method by Gibson
& Bruck [GB00].
Simulative model checking of time-bounded temporal formulas is well known
and produces reasonable results and performs well in comparison to numerical
methods [Hei+10]. The main issue with verifying time-unbounded formulas is:
“When to stop the simulation trace?” Naive solutions like a fixed, large number
of simulation steps or a fixed, long end time for the simulation trace, are not
suitable. To compute the transient probability of the formula P=?[ϕ1Uϕ2]
in state s means to compute the probability distribution starting in s and
making states absorbing, which satisfy ¬ϕ1 ∨ ϕ2. The resulting linear system
of equations can be solved numerically by iterative methods like Gauss-Seidel
or Jacobi. There are several tools available that support such solvers, among
them MARCIE [SRH11]. The drawback of numerical solvers is their restriction
to bounded CTMCs. On the other hand they compute an “exact” result. The
same methods were used to compute the steady state distribution of bounded
CTMCs for computing the steady state probability of formulas like S=?[ϕ].
Statistical model checking [Bal+09; BGH09; YCZ11] is a quite similar ap-
proach to simulative model checking, but differs in some details. Hypothesis
3testing, i.e., sequential probability ratio test (SPRT), has good performance
compared to the computation of point estimates, but it can only check formu-
las like P▷◁ x. In the end, the user gets a result of true or false and has no idea
of the scale of the estimated probability.
Rabih et al. [RP09] developed a different simulation-based approach to verify
time-unbounded Until formulas. Their algorithm is based on perfect simula-
tion. The approach works well if the CTMC is monotone. In the other case the
algorithm is practically useless. The authors did not show, how to determine,
whether a CTMC is monotone or not. Therefore it is not clear whether this
approach is generally applicable or not.
The on-the-fly probabilistic model checker MIRACH, developed by Koh et
al. [Koh+11], implements simulation-based PLTL model checking of quan-
titative pathway models, defined in SBML [Huc+03]. The model checking
capabilities are limited to an upper time bound, due to the requirement of
specifying a time limit for the trace generation.
The Monte Carlo Model Checker MC2 [DG08b] computes a point estimate of
a Probabilistic LTL logic (with numerical constraints) formula to hold for a
model. MC2 does not include any simulation engine, but works off-line by
taking a set of sampled trajectories generated by any simulation engine or
ODE solver, or even time lines measured in the wet lab.
Last not least, a combination of discrete event simulation and reachability
analysis were used to compute time-unbounded formulas in [YCZ11; Zap08].
But this approach suffers from the same restrictions of bounded state spaces
as the numerical methods.
Contribution
The research in this thesis will focus on stochastic simulation algorithms, sim-
ulative analysis and model checking of coloured extended stochastic Petri nets.
We introduce an approach to improve the efficiency of stochastic simulation
for large and dense networks by a new approximate stochastic simulation algo-
rithm called discrete-time leap method. This algorithm enables us to simulate
genome scale metabolic models in a reasonable amount of time. Moreover, we
present simulative analysis of stochastic Petri nets and we show that simu-
lative analysis is not restricted to trace generation. We are able to compute
4approximations of transient solutions and steady state distributions. In case
of transient solutions, we introduce some optimizations to make the compu-
tation more efficient. The computation of derived measures (observers) paves
us a way to a whole new class of models, namely Markov reward models. We
develop an infinite time horizon model checking algorithm plus steady state
operator for probabilistic linear-time temporal logic. In addition, we show
simulative model checking algorithms of continuous stochastic logic formulas
including reward extensions and time-unbounded temporal operators. To the
best of our knowledge, we develop the first simulative continuous stochastic
reward logic model checking algorithm. Five biochemical case studies and
two technical systems are going to demonstrate the capabilities of simulative
analysis and simulative model checking.
The material of the thesis has been organised in a textbook style, to make it
self-contained and easy to read without any pre-knowledge.
In the following we emphasize the novel contributions to scientific knowledge
made throughout the thesis:
1. We introduce a new approximate stochastic simulation algorithm called
discrete-time leap method, see Section 3.7.
2. We show how to compute approximations of transient solutions and
steady state distributions by use of stochastic simulation. We intro-
duce some optimizations to make the computation of transient solutions
more efficient, see Section 4.2 and 4.3.
3. We show how to apply simulative analysis to Markov reward models, see
Section 4.4.
4. We exploit the steady state property to develop an infinite time horizon
model checking algorithm including steady state operator for probabilis-
tic linear-time temporal logic, see Section 5.1.
5. We make use of the steady state property to develop an infinite time
horizon model checking algorithm including steady state operator for
continuous stochastic logic, see Section 5.2.
6. We develop the first simulative model checking algorithm for continu-
ous stochastic reward logic. It incorporates state and impulse reward
5functions, see Section 5.4.
Publications
We list the publications of the thesis’ author, which are grouped by their im-
pact to the content of the thesis. We start with the highest impact publications
that were written solely by Christian Rohr.
[Roh10]: This publication sets the starting point in developing simulative
model checking algorithms presented in this thesis. It contains an algo-
rithm for model checking continuous stochastic logic formulas with the
following constraints: no nested formulas, no steady state operator and
only time bounded temporal operators.
[Roh12]: This paper comprises an infinite time horizon model checking algo-
rithm plus steady state operator for probabilistic linear-time temporal
logic.
[Roh13]: This follow-up publication extends the previous one by additional
explanations and experimental results.
[Roh16]: The new approximate stochastic simulation algorithm discrete time
leap method is introduced in this paper.
The next group of publications [RMH10; Hei+10; SRH11; MRH12; Hei+12;
HLR14] were written in collaboration and present methods and tools for stochas-
tic modelling and analysis. Christian Rohr was responsible for any aspects
involving stochastic simulation.
The last group of publications [Blä+13; Blä+14; BR15; Hei+16] is not related
to the contents of the thesis and presents additional research interests.
Outline
The thesis is organised as follows:
Chapter 2: In this chapter we give the necessary definitions of the used Petri
net classes. We focus on the stochastic Petri net classes and on their
coloured counterpart. This includes stochastic Petri nets, generalized
stochastic Petri nets and extended stochastic Petri nets.
6Chapter 3: We give an overview on the existing stochastic simulation algo-
rithms. There are two kinds of algorithms, the exact simulation algo-
rithms that compute an exact path through the continuous-time Makrov
chain and the approximate algorithms that leap over states and thus
have better computational performance, but at the expense of exact-
ness. Furthermore, we present a new approximate stochastic simulation
algorithm, called discrete-time leap method. We show that the approxi-
mation is very close to the exact simulation algorithm. This algorithm
allows us to simulate genome scale metabolic models in reasonable time.
Chapter 4: When talking about simulative analysis, trace generation is the
most common technique. But there is much more possible, as we show
in this chapter. We demonstrate how to compute transient solutions and
steady state distribution. Moreover, we enrich the simulative analysis by
the addition of observers.
Chapter 5: Simulative model checking is an advanced analysis technique,
which we present in this chapter. We use the probabilistic linear-time
temporal logic with numerical constraints and extend it by means of the
steady state operator. Besides that, we demonstrate how to apply sim-
ulative model checking to continuous stochastic (reward) logic formulas.
Stochastic simulation based techniques can compute just finite paths,
so time unbounded properties can not be verified easily. We apply the
steady state property on our model checking procedure to overcome this
issue.
Chapter 6: We exemplify the presented simulative analysis techniques on
several case studies in this chapter. Furthermore, we compare the run-
time performance of the introduced discrete-time leap method with the
well known and widely used direct method on models of different size. We
use models ranging from just a few nodes and arcs up to some thousand
nodes and tens of thousand arcs. The models originate from different
areas, e.g., systems biology, technical systems.
Chapter 7 This chapter summarises the achieved results and provides some
ideas for future research.
Chapter 2
Preliminaries
In this chapter we describe the Petri net formalism used throughout this thesis.
We give the definitions of all net classes and needed supplementaries.
The beginnings of the Petri net theory go back to the dissertation of Carl
Adam Petri [Pet62]. He described the basic ideas from which place/transition
nets, also known nowadays as Petri nets, emerged. They are well suited to
model asynchronous, concurrent, non-deterministic or parallel systems.
Since its creation, there have been many extensions of Petri nets. The list
of extensions ranges from additional arc types (e.g., read, inhibitor and reset
arcs), via Petri nets with priorities, timed Petri nets (e.g., deterministically and
stochastic) to coloured Petri nets. They have been used in many areas to model
and analyse systems, e.g., academia, technical systems, protocol engineering,
software design, systems biology, and work flow management.
Petri nets have an intuitive graphical representation even favouring its use by
non-experts. They provide an unambiguous framework for interdisciplinary
collaboration with profound mathematical foundation.
2.1 Petri Net
A Petri net is a weighted, directed, bipartite graph. It consists of two types
of nodes, called places and transitions. Transitions can be seen as events that
may occur, a rectangle is their typical graphical representation. Places can be
seen as conditions for the events, they are usually shown as circles. A place
can carry an arbitrary number of tokens, they are represented by dots or as a
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8digit on this place. The number of tokens on all places of a network is called
marking, and it defines the current state of the network. Places and transitions
are connected by directed arcs which show the way of token flow. Arcs go only
from places to transitions or vice versa, never between nodes of the same type.
The arc inscription denotes the amount of tokens that flows over it.
A transition becomes enabled if the amount of tokens on its pre-places is
greater or equal than the respective arc inscription. If a transition is enabled
then it may fire and it consumes the number of tokens from its pre-places with
respect to the arc inscription and produces as many tokens on its post-places as
denoted by the particular arc inscription. After firing a transition the network
reaches a new marking (state), this reflects the dynamics of the network. The
initial state is defined by the initial marking. The dynamic behaviour of the
network may be represented by the set of markings reachable from the initial
marking.
Definition 1 (Net). A net is a 3-tuple N = (P, T,A) where:
1. P = {p1, p2, . . . , pm} is a finite set of places.
2. T = {t1, t2, . . . , tn} is a finite set of transitions.
3. P and T satisfy P ∪ T ̸= ∅ and P ∩ T = ∅.
4. A : ((P × T ) ∪ (T × P ))→ N0 is a multi-set of arcs. It assigns a natural
number (arc weight, multiplicity) to every arc of the net. «
From now on, we consider only those elements of A with A(x, y) > 0 as arcs.
The flow relation is the set of arcs F = {(x, y) | A(x, y) > 0}. The arcs of the
net describe the pre- and post-sets of a net.
Definition 2 (Pre- and Post-set). Let N = (P, T,A) be a net. For a node
x ∈ P ∪ T two sets of nodes are defined:
1. •x = {y ∈ P ∪ T | A(y, x) > 0} is the pre-set of x,
2. x• = {y ∈ P ∪ T | A(x, y) > 0} is the post-set of x. «
In summary we get four types of node sets:
• •t, the pre-places, input places of transition t,
9• t•, the post-places, output places of transition t,
• •p, the pre-transitions of place p, producing tokens on p,
• p•, the post-transitions of place p, consuming tokens from p.
For a set of nodes X ⊆ P ∪T we define the set of all pre-nodes •X = ⋃x∈X •x
and the set of all post-nodes X• = ⋃x∈X x•.
Places of a net are marked with zero or more tokens. The distribution of tokens
over the places of the net is called marking or state of the net.
Definition 3 (Marking). Let N = (P, T,A) be a net. Any marking m is a
mapping
m : P → N0 .
It maps the set of places onto the set of natural numbers, where m(p) defines
the number of tokens in place p ∈ P . The set of all possible markings is
denoted by M = N|P |0 . «
If appropriate and the context precludes confusion, we treat a place like a
(integer) variable and write simply p instead of m(p).
A place p ∈ P with m(p) = 0 is called clean or unmarked in m, otherwise it is
called marked in m. A net is called clean if all of its places are clean, otherwise
marked.
Any marking of the net can be represented as a vector
m = (m(p1),m(p2), . . . ,m(pm)) ∈ N|P |0 .
For simplicity we do not differentiate between these two representations any
more. For vectors we define comparison and addition place-wise:
m1 ≤ m2 ⇐⇒ ∀p ∈ P : m1(p) ≤ m2(p)
m1 < m2 ⇐⇒ m1 ≤ m2 and ∃p ∈ P : m1(p) < m2(p)
m = m1 +m2 ⇐⇒ ∀p ∈ P : m(p) = m1(p) +m2(p) .
Definition 4 (Submarking). Let N = (P, T,A) be a net, m a marking of
N , and Q a subset of P . We define the submarking mQ with Q ⊆ P as
mQ : Q→ N0 .
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The set of all submarkings is denoted by MQ = N|Q|0 . «
Definition 5 (Petri net). A Petri net (PN ) is a tuple PN = (P, T,A,m0)
where:
1. N = (P, T,A) is a net.
2. m0 is an initial marking. «
Figure 2.1 shows the typical graphical representation of Petri net elements.
Places are represented as circles, transitions as rectangles, and they are con-
nected via directed arcs. An arc weight of 1 is usually omitted; that means
an arc showing up in a net without an arc weight has a multiplicity of 1. The
number of tokens on a place are represented by the same amount of • inside
the circle, but if m(p) > 4 the actual number is given.
Place Transition Arc
Figure 2.1: Elements of a Petri net.
Example 1. The classical „Producer & Consumer” with a buffer of size B ∈
N+ modelled as a Petri net is shown in Figure 2.2. The Petri net is defined
producer consumerbuffer
receivesendproduce consume
producer cap buffer cap
B
consumer cap
Figure 2.2: Producer & Consumer modelled as Petri net.
with:
• P = {producer, producer_cap, buffer, buffer_cap, consumer,
consumer_cap}
• T = {produce, send, receive, consume}
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• A(producer, send) = 1, A(producer_cap, produce) = 1,
A(buffer_cap, send) = 1, A(buffer, receive) = 1,
A(consumer_cap, receive) = 1, A(consumer, consume) = 1,
A(produce, producer) = 1, A(send, producer_cap) = 1,
A(send, buffer) = 1, A(receive, consumer) = 1,
A(receive, buffer_cap) = 1, A(consume, consumer_cap) = 1,
in all other cases A(x, y) = 0
• m0 = (0, 1, 0, B, 0, 1), B ∈ N+
After defining the structure of Petri nets, we discuss their dynamic behaviour
now.
Definition 6 (Enabling and firing vectors). Let PN = (P, T,A,m0) be
a Petri net. For every transition t ∈ T we define the following mappings for
every place p ∈ P :
t−(p) = A(p, t)
t+(p) = A(t, p)
∆t(p) = t+(p)− t−(p).
For a Petri net PN with places P = {p1, p2, . . . , pm}, the mappings can be
considered as vectors
t− ∈ N|P |0 , t+ ∈ N|P |0 and ∆t ∈ N|P |0 . «
Definition 7 (Enabling condition). Let PN = (P, T,A,m0) be a Petri net
and m a marking of PN . A transition t ∈ T is called enabled in marking m,
if m ≥ t−. «
Definition 8 (Firing rule). Let PN = (P, T,A,m0) be a Petri net and m a
marking of PN . If a transition t ∈ T is enabled in m, it may fire. When t in
m fires, a new marking m′ = m+∆t is reached. This is denoted by m t−→ m′.
The firing itself does not consume any time and takes place atomically. «
The firing of a transition t occurs in two parts. First, the transition removes
the amount of tokens t−(p) from each of its pre-places. Second, it adds the
12
amount of tokens t+(p) to each of its post-places. Please note that a transition
is never compelled to fire.
Definition 9 (Reachability relation). Let PN = (P, T,A,m0) be a Petri
net and m a marking of PN . We denote a firing sequence of transitions as
δ = ⟨ti1 , ti2 , . . . , tin⟩ such thatM
ti1−−→ m1∧m1 ti2−−→ m2∧ . . .∧mn−1 tin−−−→ mn.
The set of all firing sequences, including the empty sequence ϵ, is denoted as
δ⋆. The reachability relation ⋆−−→ for two markings m and m′ of PN is now
defined as m ⋆−−→ m′ iff ∃δ ∈ δ⋆ : m δ−→ m′. A marking m′ is called reachable
from m iff m δ−→ m′. «
Definition 10 (Reachability set). Let PN = (P, T,A,m0) be a Petri net.
We define the reachability set of PN as RPN (m0) = {m′ | m0 ⋆−−→ m′}. It
shall be called state space, too. «
Example 2. The set of reachable markings of the Petri net from Example 1
with B = 1 and m0 = (0, 1, 0, 1, 0, 1) is
RPN (m0) = {(0, 1, 0, 1, 0, 1), (0, 1, 1, 0, 0, 1), (0, 1, 0, 1, 1, 0), (0, 1, 1, 0, 1, 0),
(1, 0, 0, 1, 0, 1), (1, 0, 1, 0, 0, 1), (1, 0, 0, 1, 1, 0), (1, 0, 1, 0, 1, 0)} .
2.2 Reachability Graph
A reachability graph represents the dynamic behaviour of a Petri net with
respect to the interleaving semantics. It consists of one type of nodes which are
connected with directed arcs. Each node contains a marking m ∈ RPN (m0)
and an arc between two nodes m and m′ is labelled with transition t ∈ T if
m
t−→ m′. We call two transitions t1, t2 ∈ T parallel, iff m t1−−→ m′∧m t2−−→ m′.
Without loss of generality, we do not allow parallel transitions, because they
don’t bring new behaviour w.r.t. the interleaving semantics.
Definition 11 (Reachability graph). Let PN = (P, T,A,m0) be a Petri
net. A reachability graph (RG) of a Petri net PN is a tuple RGPN =
(RPN (m0),R,m0). with RPN (m0) denoting the state space of the underlying
net and m0 the initial state.




t ∃ t ∈ T : m t−→ m′
0 otherwise.
«
Example 3. The Reachability graph of the Petri net from Example 1 with




























Figure 2.3: Reachability graph of the Petri net from Example 1 with B = 1
and m0 = (0, 1, 0, 1, 0, 1).
2.3 Extended Petri Net
An extended Petri net (XPN ) builds on PN enriched by four special arc
types: read, inhibitor, equal, and reset. They always go from a place to a
transition. The first three arcs establish additional side conditions for the
enabledness of a transition, but upon firing, the marking on the tested place is
not changed. Contrary, the reset arc does not influence the enabledness, but
upon firing all tokens on the tested place are removed.
Definition 12 (Extended Petri net). An extended Petri net (XPN ) is a
tuple XPN = (P, T,A,m0) where:
1. P = {p1, p2, . . . , pm} is a finite set of places.
2. T = {t1, t2, . . . , tn} is a finite set of transitions.
3. P and T satisfy P ∪ T ̸= ∅ and P ∩ T = ∅.
4. A = As ∪ Ar ∪ Ai ∪ Ae ∪ Az is a multi-set of arcs with:
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• As : ((P × T ) ∪ (T × P ))→ N0 a set of standard arcs,
• Ar : (P × T )→ N0 a set of read arcs,
• Ai : (P × T )→ N0 a set of inhibitor arcs,
• Ae : (P × T )→ N0 a set of equal arcs,
• Az : (P × T )→ {0, 1} a set of reset arcs.
An XPN can be equally well called a Petri net with extended arcs. «
The read arc (sometimes called test arc) enables a transition, if the amount of
tokens on its pre-place is greater or equal than the arc weight. The inhibitor
arc was introduced by Flynn and Agerwala in [FA73]. It switches around the
meaning of the arc weight, in the manner that the transition is enabled if there
are less tokens on the pre-place than the inhibitor arc weight. The equal arc
enables a transition if its pre-place has exactly the same amount of tokens as
the arc weight. In fact the equal arc is syntactic sugar, because this could be
expressed by a combination of a read arc and an inhibitor arc, too. The reset
arc has no impact on the enabledness of a transition, but when the transition
fires all tokens are removed from its pre-place. It holds for the extended arcs
as well that only arc weights of A(x, y) > 0 are considered in terms of the flow
relation.
Special arcs enhance the modelling comfort, but the inhibitor arc brings the
Turing power, which destroys the general decidability of non-trivial behavioural
properties. In models with finite state space, special arcs can be simulated by
standard arcs and some kind of extracting of the tested places. However, this
might lessen the analysis efficiency as discussed in [SH09]. Special arcs do not
cause any trouble for dynamic, i.e. state-space-related analysis techniques for
finite state spaces as long as we consider interleaving semantics.
The typical graphical representation of the additional arc types of an extended
Petri net is shown in Figure 2.4. Read arcs end with a black filled circle,
inhibitor arcs with a hollowed circle, equal arcs with two black filled circles,
and reset arcs end with two black arrows.
The enabling vectors (Def. 6), the enabling condition (Def. 7) and the firing
rule (Def. 8) need to be adapted for the new arc types.
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Read Arc Inhibitor Arc Equal Arc
Reset Arc
Figure 2.4: Additional arc types of an extended Petri net.
Definition 13 (Extended enabling vectors). Let XPN = (P, T,A,m0) be
an extended Petri net. We adapt the mappings of Def. 6 for every transition
t ∈ T :
t−(p) = As(p, t)
t+(p) = As(t, p)
t−r (p) = Ar(p, t)
t−i (p) =
⎧⎪⎨⎪⎩
Ai(p, t) if Ai(p, t) > 0
∞ otherwise
∆t(p) = t+(p)− t−(p).
«
There is no need to define a mapping for the equal arcs, because they will be
treated as a combination of read and inhibitor arcs. Indeed
Ae(p, t) = n ≡ Ar(p, t) = n ∧ Ai(p, t) = n+ 1 .
Definition 14 (Extended enabling condition). Let XPN = (P, T,A,m0)
be an extended Petri net and m a marking of XPN . A transition t ∈ T is
called enabled in marking m, iff m ≥ t− ∧m ≥ t−r ∧m < t−i . «
Definition 15 (Extended firing rule). Let XPN = (P, T,A,m0) be an
extended Petri net and m a marking of XPN . If a transition t ∈ T is enabled
in m, it may fire. When t in m fires, a new marking m′ is reached. This takes
place in the following way:
m′(p) =
⎧⎪⎨⎪⎩
t+(p) if Az(p, t) > 0
m(p) + ∆t(p) otherwise.
«
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Example 4. The Petri net from Example 1 can be modelled as an extended
Petri net using inhibitor arcs. Figure 2.5 shows the adapted net. The places
producer consumerbuffer
receivesendproduce consumeB
Figure 2.5: Producer & Consumer modelled as extended Petri net using in-
hibitor arcs.
defining the capacities were removed and inhibitor arcs are used to model






































consume consume consume consume
Figure 2.6: Reachability graph of Producer & Consumer XPN with B = 2.
2.4 Marking-dependent Extended Petri Net
The need for marking-dependent arc weights arises, if one wants to model, e.g.,
the diffusion of tokens or the transfer of, e.g., all tokens from one place to an
other place in one step. It is possible to model this for a known finite number
of tokens on that place by taking each possible marking into account. But this
blows up the net structure and is an error-prone and inefficient approach. If
the maximum number of tokens on that place is not known, e.g., it is infinite,
this is not possible at all.
Valk introduced an extension to Petri nets, called self-modifying nets [Val78].
Using this extension it’s now possible to model the above mentioned cases.
Example 5 shows usage of marking-dependent arc weights for the transfer of
all tokens on the place buffer in one step to the place consumer. Later on,
Ciardo presented a hierarchy of nets with marking-dependent arc weights and
showed that such nets are Turing-equivalent [Cia94]. The definitions of Ciardo
and Valk allow the use of any place of the net for marking-dependent arc
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weights, but we restrict this to the pre-places of each transition. We added
this to make the dependencies clearly visible in the net. In the end, it is no
restriction at all, because one can overcome it by adding a read arc from the
needed place with an arc weight set to this place.1
Definition 16 (Marking-dependent arc weight). Given the set of all
markings M , we define a marking-dependent (m-dependent for short) arc
weight as
g : M → N0 .
A m-dependent arc weight will be restricted to the pre-places of the connected
transition t ∈ T . Therefore gt will be defined on the submarkings M•t as
gt : M
•t → N0 .





We permit as definition of marking-dependent arc weights arithmetic functions
over the pre-places of a transition.
Definition 17 (Marking-dependent extended Petri net). An extended
Petri net with marking-dependent arc weights (MXPN ) is a tupleMXPN =
(P, T,A,G,m0) where:
1. P = {p1, p2, . . . , pm} is a finite set of places.
2. T = {t1, t2, . . . , tn} is a finite set of transitions.
3. P and T satisfy P ∪ T ̸= ∅ and P ∩ T = ∅.
4. m0 is an initial marking.
5. G is the set of marking-dependent arc weights.
6. A = As ∪ Ar ∪ Ai ∪ Ae ∪ Az is a multi-set of arcs with:
1In Section 2.5 we introduce modifier arcs for that purpose.
18
• As : ((P × T ) ∪ (T × P )) → G a set of m-dependent standard arcs
and
As(p, t) = As(t, p) = gt,
• Ar : (P × T )→ G a set of m-dependent read arcs and
Ar(p, t) = gt,
• Ai : (P × T )→ G a set of m-dependent inhibitor arcs and
Ai(p, t) = gt,
• Ae : (P × T )→ G a set of m-dependent equal arcs and
Ae(p, t) = gt,
• Az : (P × T )→ {0, 1} a set of reset arcs. «
The definition of MXPN (Def. 17) incorporates XPN as a special case. To
be specific, if all arc weights are constant functions, we get an extended Petri
net. As soon as one arc weight is depending on a place, we get a marking-
dependent XPN .
Definition 18 (M-dependent enabling and firing vectors). LetMXPN =
(P, T,A,G,m0) be a marking-dependent extended Petri net. We extend the
mappings of Def. 13 for every transition t ∈ T :
t−m(p) = As(p, t)(m
•t)
t+m(p) = As(t, p)(m
•t)




Ai(p, t)(m) if Ai(p, t)(m
•t) > 0
∞ otherwise
∆tm(p) = t+m(p)− t−m(p). «
Example 5. We modify Example 4 in the way that the Consumer receives
the whole buffer contents in one step, no matter how much tokens the buffer
contains. Therefore the arcs from buffer to receive and from receive to con-
sumer need a marking-dependent arc weight. In our case, it’s just the label
buffer. The reachability graph of this net with B = 2 is shown in Figure 2.8.
If we compare the reachability graph of this net (RGMXPN ) with the one from











Figure 2.7: Producer & Consumer modelled as m-dependent XPN using
marking-dependent arc weights.
states, because the whole buffer contents will be received in one step, rather














































Figure 2.8: Reachability graph of Producer & ConsumerMXPN with B = 2.
2.5 Stochastic Petri Net
A stochastic Petri net (SPN ) builds on PN , but transitions have an ex-
ponentially distributed firing delay, characterised by the firing rate λ. A tran-
sition may lose its enabledness while waiting for the delay to expire. The
firing itself does not consume time and follows the standard Petri net firing
rule. The firing rates are typically transition-specific and marking-dependent
and defined by stochastic firing rate functions, also known as propensity or
hazard functions. The mapping V : T → H, where H is the set of hazard
functions, associates to each transition a function ht from H. We deal with
biologically interpreted stochastic Petri nets; thus we consider besides arbi-
trary arithmetic functions specifically propensity functions representing mass
action semantics and level interpretation semantics. All these functions have
in common that the domain is restricted to the pre-places of the correspond-
ing transition; see [GHL07]. Additionally, modifier arcs are introduced to keep
the locality principle of Petri nets. The modifier arc does neither restrict the
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enabledness nor does it change the tokens upon firing. But the firing rate may
depend on the current marking of the connected place. Keeping the locality
principle is crucial for the efficiency of our analysis tools.
Definition 19 (Marking dependent function). Given the set of all mark-
ings M , we define the marking-dependent function as
h : M → R+0 .
A marking-dependent function will be restricted to the pre-places of the asso-
ciated transition t ∈ T . Therefore ht will be defined on the submarking M•t
as
ht : M
•t → R+0 .





Mass-action kinetics can be achieved by using the following rate function [HGD08]:








where ct is the real-valued, transition-specific rate constant. The binomial
coefficient describes the number of unordered combinations of the required
f(p, t) molecules, out of the m(p) available ones.
Definition 20 (Stochastic Petri net). A stochastic Petri net (SPN ) is a
tuple SPN = (P, T,A, V,H,m0) where:
1. (P, T,A,m0) is a Petri net.
2. A = As ∪ Am is a multi-set of arcs with:
• As : ((P × T ) ∪ (T × P ))→ N0 a set of standard arcs,
• Am : (P × T )→ {0, 1} a set of modifier arcs.
3. H is the set of marking-dependent functions.
4. V : T → H assigns to each transition a stochastic firing rate functions
V (t) = ht.
21
Table 2.1: The rate functions and parameters of the „Producer & Consumer”
SPN .
Transition Rate function Parameter Value
produce p_rate p_rate 0.1
send s_rate ∗ buffer_cap s_rate 0.2
receive r_rate ∗ buffer r_rate 0.2
consume c_rate c_rate 0.3
The semantics of a SPN is a continuous time Markov chain (CTMC), intro-
duced in the next section. «
Example 6. We extend Example 1 to an SPN by adding stochastic firing
rate functions to each transition. The rate functions are shown in Table 2.1.
The transitions produce and consume got a constant rate function, i.e., the
firing rate of these transitions is constant over time and does not depend on
the current marking. In contrast, the transitions send and receive got marking
dependent rate functions, i.e., the firing rate of these transitions changes with
respect to the current marking. To be precise, the firing rate of send increases
while the number of tokens on buffer decreases and the firing rate of receive
increases while the number of tokens on buffer increases.
2.6 Continuous-Time Markov Chain
A continuous-time Markov chain (CTMC) represents the dynamic be-
haviour of a stochastic Petri net. It is a stochastic process with an exponential
probability distribution that has the Markov property. That means, its future
behaviour depends only on its current state and not on former behaviour. The
definition of a CTMC is comparable with the reachability graph, except that
the arcs are labelled with the stochastic firing rate of the transition. We forbid
parallel transitions here as well as for the reachability graph.
Definition 21 (Continuous-time Markov chain). A continuous-time Markov
chain (CTMC) of a stochastic Petri net is a tuple CTMCSPN = (RSPN(m0),Q,m0)
with RSPN(m0) denoting the state space of the underlying net and m0 the ini-
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tial state.
Q : RSPN(m0)×RSPN(m0)→ R+0
Q(m,m′) =
⎧⎪⎨⎪⎩






Q(m,m′), exit rate of state m .
Let
1− e−Q(m,m′)·n (2.2)
be the probability of a transition t enabled in state m to fire (which results in
state m′) within n time units. «
Example 7. The continuous-time Markov chain regarding to the SPN in Ex-
ample 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1) contains the same set of states
as the reachability graph in Example 3. The difference lays in the labelling of
the arcs, i.e., they are labelled with the stochastic firing rate of the transitions.
The transition rate matrix of the CTMC is given below.
Q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m0 m1 m2 m3 m4 m5 m6 m7
m0 −E(m0) p_rate
m1 −E(m1) s_rate
m2 −E(m2) r_rate p_rate
m3 c_rate −E(m3) p_rate
m4 −E(m4) s_rate c_rate




2.7 Generalised Stochastic Petri Net
A generalised stochastic Petri net (GSPN ) builds on SPN enriched by
extended arc types (Def. 12) and immediate transitions. Immediate transitions
have a zero firing delay. Thus, they fire immediately after getting enabled
and always prior to stochastic transitions. Consequently, getting enabled and
the firing itself coincide, if not prevented by another competing immediate
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transition. Immediate transitions have a weight function associated with them,
defining the relative amount of probability mass, transferred by itself. Conflicts
between them are solved according the transitions weights. As for stochastic
transitions, the firing follows the standard Petri net firing rule. A cyclic system
behaviour involving only the firing of immediate transitions corresponds to an
infinite behaviour without time progress – we get a new type of modelling fault,
the time deadlock. Immediate transitions may help to avoid stiff systems by
using them for transitions with extremely high rates (non-significant delay)
compared to the other transitions in the system.
Definition 22 (Generalised stochastic Petri net). A generalised stochas-
tic Petri net (GSPN ) is a tuple GSPN = (P, T,A, V,m0) where:
1. P is a finite set of places
2. T = Ts ∪ Ti is a finite set of transitions with:
• Ts a set of stochastic transitions
• Ti a set of immediate transitions
3. P and T satisfy P ∪ T ̸= ∅ and P ∩ T = ∅
4. m0 is an initial marking
5. A = As ∪ Ar ∪ Ai ∪ Ae ∪ Az ∪ Am is a multi-set of arcs
6. H is the set of marking-dependent functions
7. V = Vs ∪ Vi is a set of functions with:
• Vs : Ts → H assigns to each stochastic transition a stochastic rate
function Vs(t) = hts ,
• Vi : Ti → H assigns to each immediate transition a weight function
Vi(t) = hti .
The semantics of a GSPN is semi-Markovian. «
The addition of immediate transitions in GSPN leads to two different kinds of
states in the underlying stochastic process. We distinguish between transient
(vanishing) and non-transient (tangible) states. A system never spends time in
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a transient state before changing into another state. Thus, the time spent (so-
journ time) in transient states is always zero, and not exponentially distributed
any more. Consequently, the underlying semantics is not a continuous-time
Markov chain any more. It is called semi-Markovian, because the transient
states may be removed, under certain conditions, such that the reduced reach-
ability graph corresponds again to a continuous-time Markov chain [Ajm+95].
2.8 Extended Stochastic Petri Net
An extended stochastic Petri net (XSPN ) builds on GSPN enriched by
marking-dependent arc weights (Def. 16) and deterministically timed transi-
tions, which come in two flavours.
Deterministic transitions fire after a deterministic firing delay. The delay is al-
ways relative to the time point where a transition gets enabled. The transition
may lose its enabledness while waiting for the delay to expire. Deterministic
transitions may be useful to reduce networks, e.g. by replacing a linear se-
quence of stochastic transitions by one deterministic transition with the delay
set to the sum of the expectation values of the transition sequence.
Scheduled transitions fire according to a schedule specifying absolute time
points of the simulation time. A schedule can specify just a single time point,
or equidistant time points within a given interval, triggering the potential firing
(if the transition is enabled) once or periodically. They support the straight-
forward modelling of wet-lab experiment scenarios. The core model can be
disturbed at well-defined time points as it is done experimentally with the ac-
tual biological system under investigation in the wet-lab. Scheduled transitions
can be simulated by net components deploying immediate and deterministic
transitions, see [Hei+09].
There is a standard firing rule, applying equally to all XSPN transition types;
specifically, a transition may lose its enabledness while waiting for the delay
to expire, and the firing itself does never consume time. Both transition types
have a higher priority than stochastic transitions, but a lower priority than im-
mediate transitions. Conflicts between deterministic and scheduled transitions
are solved non-deterministically.
When referring to XSPN , we do not usually distinguish whether a model
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incorporates marking-dependent arc weights or not, but if one wants to make it
explicit, the appropriate name isMXSPN (XSPN with marking-dependent
arc weights).
Definition 23 (Extended stochastic Petri net). An extended stochastic
Petri net (XSPN ) is a tuple XSPN = (P, T,A,G, V,H,m0) where:
1. P is a finite set of places.
2. T = Ts ∪ Ti ∪ Td is a finite set of transitions with:
• Ts a set of stochastic transitions,
• Ti a set of immediate transitions,
• Td a set of timed transitions with a deterministic time delay,
• Tp a set of scheduled transitions, which may fire at predefined time
points.
3. P and T satisfy P ∪ T ̸= ∅ and P ∩ T = ∅.
4. m0 is an initial marking.
5. G is the set of marking-dependent arc weights.
6. A = As ∪ Ar ∪ Ai ∪ Ae ∪ Az ∪ Am is a multi-set of arcs.
7. H is the set of marking-dependent functions.
8. V = Vs ∪ Vi ∪ Vd ∪ Vp is a set of functions with:
• Vs : Ts → H assigns to each stochastic transition a stochastic rate
function Vs(t) = hts ,
• Vi : Ti → H assigns to each immediate transition a weight function
Vi(t) = hti ,
• Vd : Td → H assigns to each deterministic transition a deterministic
time delay Vd(t) = htd ,
• Vp : Tp → R+0 assigns to each scheduled transition an absolute time
point.
The semantics of an XSPN is non-Markovian. «
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The addition of transitions with deterministic time delays destroys the Markov
property and thus the underlying process is non-Markovian. Nevertheless, it
is possible to analyse extended stochastic Petri nets, for details see [Ger01;
Haa03; Hei+09]. In this thesis we focus on simulative techniques.
Figure 2.9 shows the graphical representations of the net elements of an ex-
tended stochastic Petri net.
Stochastic Transition Immediate Transition
Deterministic Transition Scheduled Transition
Modifier Arc
Figure 2.9: Additional elements of an extended stochastic Petri net.
2.9 Coloured Petri Net
The need for high-level description of complex systems arose over the time.
Therefore Kurt Jensen introduced coloured Petri net in [Jen81] as a high-level
description of Petri nets.
We briefly recall the definition of coloured Petri nets according to [Liu12].
Definition 24 (Coloured Petri net). A coloured Petri net (PN C) is a tuple
PN C = (P, T,A,Σ, C, g, f,m0), where:
1. P = {p1, p2, . . . , pm} is a finite set.
2. T = {t1, t2, . . . , tn} is a finite set.
3. P and T satisfy P ∪ T ̸= ∅ and P ∩ T = ∅.
4. A is a finite set of directed arcs.
5. Σ is a finite, non-empty set of colour sets.
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6. C : P → Σ is a colour function that assigns to each place p ∈ P a colour
set C(p) ∈ Σ.
7. g : T → EXP is a guard function that assigns to each transition t ∈ T
a guard expression of the Boolean type.
8. f : A → EXP is an arc function that assigns to each arc a ∈ A an arc
expression of a multiset type C(p)MS, where p is the place connected to
the arc a.
9. m0 : P → EXP is an initialization function that assigns to each place
p ∈ P an initialization expression of a multiset type C(p)MS. «
The other definitions of coloured net classes can be found in [Liu12]. Every
Petri net with respect to [Liu12] can be unfolded into an uncoloured Petri net.
This enables us to analyse each coloured Petri net with the same methods as an
uncoloured Petri net that includes the methods presented in this thesis. The
prerequisite for this is that the unfolding time is negligible compared to the
analysis’ run-time. In order to achieve this we recently developed an efficient
unfolding method based on Interval Decision Diagrams (unpublished). Details
are beyond the scope of this thesis. That means, if we refer to a specific Petri
net class, e.g., stochastic Petri nets, then everything said applies to its coloured
pendant as well.
2.10 Closing Remarks
Petri nets are a mathematical formalism to model and analyse concurrent
systems. Due to several extensions they could be used in a wide range of sce-
narios, e.g., systems and synthetic biology [Nap+09; Blä+14; Bal+10; BP03;
Cha07; Doi+99; GP98; GH06; HGD08; HDG10; HG11; LH14; Pec98], techni-
cal systems [Dur+04; GBC07; HDS99; IT90; ADN89; YV99], business pro-
cesses [ADO00; TFZ09; HB03; DDO08] or software development [ACR01;
Bal+04; ZC06] to name a few.
In this chapter, we defined the net classes used in this thesis. They range
from standard Petri nets and stochastic Petri nets, via more expressive, but
less common extended Petri nets and generalized SPN , to rather unusual
marking-dependent XPN and XSPN .
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immediate transition deterministic transition,
scheduled transition
Figure 2.10: Overview of net classes defined in this section, with the extensions
leading from one net class to the other.
Modelling and simulation of the net class MXSPN (XSPN with marking
dependent arc weights) goes far beyond the standard expressibility of stochastic
models; it is supported by Snoopy, but not by MARCIE; so not all material
covered in this chapter is available in MARCIE. MXSPN have been used in
a couple of case studies, not reported in this thesis; see [HSH13]. Figure 2.10
gives an overview on the presented net classes and shows the extensions leading
from one net class to the other, starting with Petri nets in the upper left.
The analysis of Petri nets based on the reachability graph and of stochastic
Petri nets based on the continuous-time Markov chain is mostly limited to
finite state spaces. Even there, the RG or the CTMC may be too large to
be computed. Symbolic techniques based on decision diagrams [Tov08; Sch14]
have extended the limit, but there is still and will always be a limit. In order
to analyse Petri nets with a huge state space (|R| ≫ 1010) or an infinite state
space we have to use simulation techniques. In the next chapter we recall the
most common stochastic simulation algorithms, introduce a new approximate
stochastic simulation algorithm and discuss several optimizations and pitfalls.
Chapter 3
Stochastic Simulation
The traditional approach to investigate the time evolution of biochemical re-
action networks is by solving a set of coupled ordinary differential equations.
One equation per species; each equation embodies the change of the specie’s
concentration over time with respect to the stoichiometry and kinetic rate
constants of the chemical reactions it is involved in. This deterministic formu-
lation is valid in most situations, but there are cases, e.g., non-linear systems,
where it is not. In such cases, stochastic formulation of the chemical kinetics
gives correct results. Moreover, the stochastic approach is valid in the same
situations as the deterministic approach, but it is sometimes even valid, when
the deterministic is not, see [OSW69; Kur72]. Therefore, stochastic modelling
has become an important tool to fully understand the system behaviour of such
reaction networks. A summary of the various stochastic approaches and appli-
cations to chemical reaction networks was published by McQuarrie [McQ67].
That article gave rise to what is known today as the chemical master equation
(CME) and the stochastic simulation algorithm (SSA) [Gil76].
In the following sections we review the stochastic simulation algorithm and its
various derivatives, namely the first reaction method, the direct method, the
next reaction method and the τ -leaping method, as well as several optimisation
techniques applied to the SSA. Afterwards, we introduce the discrete-time
leap method for the efficient simulation of stochastic Petri nets, developed by
Christian Rohr. It is an approximate simulation method in the same sense
as tau-leaping. Moreover, we show how to extend the stochastic simulation
algorithms in order to handle not only SPN but GSPN and XSPN . The
29
30
important topic of random number generation closes this chapter.
3.1 Stochastic Simulation Algorithm
In biochemical reaction networks, the molecular reactions between the species
are random processes, because it is impossible to predict the time at which
the next reaction will occur. The stochasticity can be described in a time-
dependent manner by the chemical master equation [Gil76]. Gillespie pub-
lished a rigorous derivation of the chemical master equation (3.1) and showed
how the stochastic simulation algorithm fits into it [Gil92].
δ
δτ
P (m, τ | m0, τ0) =
∑
t∈T
[ht(m−∆t)P (m−∆t, τ | m0, τ0)
− ht(m)P (m, τ | m0, τ0)]
(3.1)
In probability theory, this identifies the evolution as a continuous-time Markov
chain (CTMC), with the integrated master equation obeying a Chapman-
Kolmogorov equation [PP02]. This leads to the following joint density function
for the two random variables time to next firing and index of the next transi-
tion:
P (τ, t | m)dτ ≡ probability that, given X(τ) = m, transition t
will fire next in the interval [τ, τ + dτ) .
(3.2)
When working with biological systems modelled as SPN , it may be infeasible
to set up the CTMC as the state spaceRSPN can be very large or even infinite.
The largeness of CTMCs makes simulation an important analysis technique:
instead of computing the CTMC directly, simulation aims at imitating the
CTMC by generating different paths of it.
A path of the CTMC is generated in the following way. Starting from the
initial marking m0, one has to repeatedly fire transitions. In order to fire a
transition, one must answer two questions:
1. When will the next transition fire?
2. Which transition will fire next?
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So, the enabled transitions in the net compete in a race condition. The fastest
one determines the next marking and the simulation time elapsed. In the new
marking, the race condition starts anew.
A path through the possibly infinite CTMC is a sequence of discrete random
variables X(τ). The discrete random variable Xp(τ) describes the number of
tokens on place p ∈ P present at time τ . The system state (marking) at time τ
is thus a discrete n-dimensional random vector X(τ) = (Xp1(τ), . . . , Xpn(τ)) ∈
X . The time ∆τ to the next transition is an exponentially distributed random
variable with mean 1/E(m); the probability density function (pdf) is
P (∆τ | m) = E(m) · e−E(m)·∆τ . (3.3)
The next transition to fire is a discrete random variable with probability mass
function (pmf):
P (t | m) = ht(m)
E(m) . (3.4)
Given the system is in state X(τ), the probability that a transition t ∈ T will
occur in the time interval [τ, τ +∆τ) is given by:
P (∆τ, t | m) = E(m) · e−E(m)·∆τ · ht(m)
E(m)
= ht(m) · e−E(m)·∆τ .
(3.5)
Although in principle known a long time before, Gillespie was the first who
developed a supporting theory for stochastic simulation of chemical kinet-
ics [Gil76; Gil77]. He presented the Stochastic Simulation Algorithm (SSA;
often also called Gillespie’s algorithm), which is a Monte Carlo procedure for
numerically generating CTMC. Since Gillespie’s seminal work, several vari-
ants and different implementations and optimisations of the SSA have been
proposed. Basically, each variant performs the steps shown in Algorithm 1.
Determining the next time step ∆τ (Algorithm 1 line 6) requires to generate
a unit-interval uniform random number r1 and let ∆τ be
∆τ = −ln(r1)
E(m) . (3.6)
Selecting the next transition (Algorithm 1 line 7) requires to generate a unit-
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Algorithm 1 Generic stochastic simulation algorithm
Require: SPN with initial marking m0, time interval [τ0, τmax]
Ensure: marking m at time point τmax
1: initRand(seed)
2: time τ ← τ0
3: marking m← m0
4: while τ < τmax do
5: compute transition’s rate function
6: determine next time point τ ← τ +∆τ
7: select transition tj to fire depending on current marking m
8: perform firing of transition tj and update marking m
9: end while
interval uniform random number r2 and find the first transition tj for which
j−1∑
i=1




The SSA simulates every state transition event, one at a time, and updates
the system after each state transition. It is worth mentioning here that the
generated sequence of state transitions is exact in the sense that the system
remains in its current state until the end of the interval and then changes
instantaneously. It is not a finite approximation of an infinitesimal time step,
as in a standard differential equation solver.
Algorithm 1 generates one possible path through the CTMC, but reliable
statements about the system behaviour (variance) can only be made based
on many simulations runs. Different realisations of the stochastic process are
obtained by different initialisations of the random number generator (Algo-
rithm 1 line 1). After performing N simulation runs and recording the system
state at predefined time points τout, the average, mean or expected number of
tokens at τout is




One can set the number of simulation runs manually and check whether the
results withstand the needs. An alternative and more sophisticated approach
to determine the required number of simulation runs is the confidence interval
method as described in [SM08]. The confidence interval is specified by defining
the confidence level 1 − α, usually 90%, 95% or 99%, the maximum relative
33
error β, e.g., 0.1, and the estimated accuracy γ of the results, e.g., 10−3 or 10−4.









To give an example, using a confidence level of 99%, a maximum relative
error of 0.1, the required number of simulation runs to achieve the estimated
accuracy of 10−5 is N ≥ 3.8× 107. Please note that Equation (3.9) shows, the
number of required simulation runs increases exponentially with the accuracy.
Accelerating simulations is therefore desirable without changing the basic ideas
of the algorithm.
Example 8. We demonstrate stochastic simulation on the SPN in Example 6
with B = 1 and m0 = (0, 1, 0, 1, 0, 1). Figure 3.1 shows the averaged number
of tokens on the places buffer, consumer and producer after 10 000 simulation
runs.
Figure 3.1: Averaged number of tokens of Example 6 with B = 1 and m0 =
(0, 1, 0, 1, 0, 1) after 10 000 simulation runs.
3.2 Direct Method
The direct method, introduced by Gillespie in [Gil76], is an exact stochastic
simulation algorithm, because it simulates every transition firing (basically by
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using Equation (3.5)) one at a time, and keeps track of the current marking.
Therefore every trace computed by the algorithm is an exact path through the
corresponding CTMC. The algorithm is shown in Algorithm 2.
Algorithm 2 Direct method
Require: SPN with initial marking m0, time interval [τ0, τmax]
Ensure: marking m at time point τmax
1: initRand(seed)
2: time τ ← τ0
3: marking m← m0
4: while τ < τmax do
5: E(m)← 0
6: for all transitions t ∈ T do
7: Et(m)← ht(m)
8: E(m)← E(m) + Et(m)
9: end for
10: r1 ← uniformRandomReal((0, 1))
11: ∆τ ← − ln (r1) /E(m)
12: τ ← τ +∆τ
13: r2 ← uniformRandomReal((0, 1])
14: u← E(m) · r2
15: for all transitions t ∈ T ∧ u > 0 do




The idea of the direct method is to generate two random numbers {r1, r2} uni-
formly distributed on (0, 1). The first random number r1 is used to determine
an exponential distributed random variable that gives the time increment ∆τ .
The time increment ∆τ is computed according to Equation (3.3) using the in-
version method (Algorithm 2 line 11). The second random number r2 is used
to select the next transition to fire (Equation (3.4)), this is done by a linear
search over the transitions propensities. The random number is scaled by the
sum of transition rates E(m) (Algorithm 2 line 14). Now the scaled random
number u is used to find the transition. Therefore u is subtracted by the rate
of each transition and the transition, in which u becomes non-positive, is the
requested one (Algorithm 2 line 15 - 17). This is called the chop-down search,
because the value of u is chopped-down until it becomes non-positive.
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Computational complexity
In stochastic Petri nets we allow only pre-places of a transition to be part of
the transition’s rate function. So assuming a loose coupling of the net reveals
a complexity of O (1) for computing the rate function ht. The computation
of all transitions rate functions is O (n) , n = |T |. The linear search requires
iterating over all transitions and so the complexity is O (n) too. In summary
the overall time complexity of the algorithm is O (n), because of the linear
search used to find the next transition to fire and recomputing the propensities
of all transitions in each step.
3.3 Optimised Direct Method
Gillespie roughly described a part to reduce the computational complexity
of the direct method already [Gil76], i.e., storing the sum of all propensities
and only updating the depended propensities and thus the sum of them while
running the simulation. As he remained very vague in this topic, Gibson
and Bruck [GB00] introduced a dependency graph for the transitions that
declares which propensities have to be updated after a certain transition fires,
whereas all others are reused. That reduces the average cost of recomputing
the propensities from O (n) to O (1).
Many variants of the SSA aim at reducing the computational cost of selecting
the next reaction that will occur. Cao et al. [CGP07] statically reordered
the list of transitions to keep the transitions with larger propensities at the
beginning of the list. The position of each transition in the list is thereby
determined after some pre-simulations. McCollum et al. [McC+06] maintain
a loosely sorted order of the reactions as the simulation proceeds. However,
the time to manage the advanced data structures partially compensates the
speed-up due to faster search [CLP04]. The logarithmic direct method was
developed by Li and Petzold [LP06]. It maintains a list of partial sums of the
propensities and uses binary search on this list to find the next transition to
fire. Whereas the binary search has O (log n), updating the partial sums has
O (n). Therefore the computational complexity remains O (n).
Slepoy et al. [STP08] introduced the composition rejection method to achieve
a computational complexity independent of the number of transitions. They
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achieve this by grouping the transitions depending on the propensities. Let
pmin be the minimum possible propensity greater then zero. The first group has
an upper bound on the propensities of 2·pmin and contains all transitions having
a propensity in the interval (0, 2 · pmin]. The second group covers the interval
(2 ·pmin, 4 ·pmin]. So the interval of the nth group is (2n−1 ·pmin, 2n ·pmin]. The
number of groups G can be determined using the maximum possible propensity
pmax byG = log2(pmax/pmin). But it is not possible to compute pmax in advance
in any case, e.g., having a unbounded SPN leads to pmax = ∞ and even for
bounded nets the computation of maximum number of tokens in a place is
infeasible sometimes. In such cases the number of groups grows dynamically
while the simulation takes place. The selection of the next transition to fire is
done in two steps. First the group is selected using linear search as in the direct
method. Therefore the sum of all propensities and the sums of each group are
needed. After selecting the group, the rejection method is used to find the
transition. That means, a transition in the group is chosen randomly and if
its propensity is greater than a randomly selected portion of the group’s upper
bound, the transition will be selected. If not this is repeated until a transition
is selected. On average, this is 2 times necessary, because the propensities in
the groups are at least half their upper bound. While updating the transition
rates they may be relocated in a different group and the group’s sum have
to be updated. The efficiency of the composition rejection method heavily
depends on the fact that the number of groups is much less than the number
of transitions. If that’s the case the computational complexity of this method
is O (G) , G≪ |T |.
Mauch et al. [MS11] presented another transition selection approach the 2D
search. The propensities are stored in a 2D array with
√
|T | elements per row
and an array containing the row sums is needed. The next transition to fire
is determined with two linear searches. The first looks for the row and the
second searches for the transition in the selected row. The update of the row
sum is constant as it is for the total sum, thus the computational complexity





An overview on the different transition selection approaches including compar-
ison of the run-time behaviour is given in [MS11].
37
Algorithm 3 Optimised direct method using 2D - search
Require: SPN with initial marking m0, time interval [τ0, τmax], 2D array E
with l←
√
|T | transitions per row
Ensure: marking m at time point τmax
1: initRand(seed)
2: time τ ← τ0
3: marking m← m0
4: R← 0 ▷ array of row sums
5: E(m)← 0
6: for all transitions t ∈ T do
7: Et(m)← ht(m)
8: E(m)← E(m) + Et(m)
9: Rt/l(m)← Rt/l(m) + Et(m)
10: end for
11: while τ < τmax do
12: r1 ← uniformRandomReal((0, 1))
13: ∆τ ← − ln (r1) /E(m)
14: τ ← τ +∆τ ▷ next time point
15: r2 ← uniformRandomReal((0, 1])
16: u← E(m) · r2, i← 0
17: for i← 0, |R| ∧ u > 0 do
18: u← u−Ri
19: end for
20: for i← i · l, |T | ∧ u > 0 do
21: u← u− Ei(m)
22: end for
23: m← m+∆ti ▷ fire transition
24: for all transitions t ∈ T affected by ti do
25: E(m)← E(m)− Et(m) + ht(m)





From this set of optimizations we’ve incorporated the 2D search for transition
selection, sparse arrays for transition firing and the dependency graph for
transition updates in our optimized direct method (Algorithm 3). Thus the






3.4 First Reaction Method
Gillespie introduced an alternate algorithm in [Gil76], the first reaction method.
It is an exact stochastic simulation algorithm, like the direct method, because
it differs only in the way of computing the random deviates. Therefore every
trace computed by the algorithm is an exact path through the corresponding
CTMC.
The time ∆τ to the next transition (Equation (3.3)) can be rewritten for each
transition. So that
Pt(∆τ | m) = ht(m) · e−ht(m)·∆τ (3.10)
is the probability that transition t occurs in the time interval (τ, τ+∆τ) under
the assumption that no other transition fires in the time interval (τ, τ +∆τ).
This provides us a preliminary transition firing time ∆τt for each transition
according to Equation (3.10). We use the inversion method to compute the
preliminary times for all transitions (Algorithm 4 line 8). From these prelimi-
nary times, the smallest time will be the next time step (Algorithm 4 line 14)
and the corresponding transition will fire next (Algorithm 4 line 15).
Algorithm 4 First reaction method
Require: SPN with initial marking m0, time interval [τ0, τmax]
Ensure: marking m at time point τmax
1: initRand(seed)
2: time τ ← τ0
3: marking m← m0
4: while τ < τmax do
5: ∆τmin ←∞
6: for all transitions t ∈ T do
7: r ← uniformRandomReal((0, 1))
8: ∆τt ← − ln (r) /ht (m)
9: if ∆τt < ∆τmin then
10: ∆τmin ← ∆τt
11: tmin ← t
12: end if
13: end for





The first reaction method has to compute |T | random numbers in each step.
The overall time complexity of the algorithm is O (n) , n = |T |, because the
propensities and the time steps for each transition are recomputed in each
step.
3.5 Next Reaction Method
The next reaction method introduced by Gibson & Bruck in [GB00] is an
adaptation of the first reaction method. It computes the time at which each
transition will occur, just like the first reaction method. But in contrast to it,
times are not computed anew at each time step, but re-used, if the transitions
were not affected in the last step. Only these transitions are updated, where
the amount of tokens on their pre-places had changed. This is achieved by the
use of a dependency graph to determine the affected transitions. The transition
times and indices are stored in an indexed priority queue, where transitions are
ordered according to their time and the root element has always the minimal
time. The next reaction method’s algorithm is given in Algorithm 5.
Computational complexity
We assume a loose coupling of the net, this reveals a complexity of O (1)
for computing the rate function ht and the transition times τt. Inserting or
changing a value in the priority queue has a time complexity of O (log n).
Getting the next time point is O (1), because it’s the root of the queue. The
index of the root element represents the transition, which means selecting the
next transition is O (1), too. Therefore the overall time complexity of the next
reaction method is O (log n).
3.6 Tau-Leaping Method
An approximate speedup to the SSA is provided by τ -leaping [Gil01], in which
time t is advanced by a preselected amount τ and the numbers of firings of the
individual transitions during the time interval [t, t + τ) are approximated by
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Algorithm 5 Next reaction method
Require: SPN with initial marking m0, time interval [τ0, τmax], indexed pri-
ority queue PQ, propensities vector a, times vector τ
Ensure: marking m at time point τmax
1: initRand(seed)
2: time τ ← τ0
3: marking m← m0
4: for all transitions t ∈ T do
5: Et(m)← ht(m)
6: r ← uniformRandomReal((0, 1))
7: τt ← − ln (r) /Et(m)
8: PQ.insert (t, τt)
9: end for
10: while τ < τmax do
11: t, τt ← PQ.minimumElement ()
12: τ ← τt
13: m← m+∆t
14: for all transitions k ∈ T \ t affected by t do
15: τk ← (Ek(m)/hk(m)) · (τk − τ) + τ
16: Ek(m)← hk(m)
17: PQ.update (k, τk)
18: end for
19: Et(m)← ht(m)
20: r ← uniformRandomReal((0, 1))
21: τt ← − ln (r) /Et(m) + τ
22: PQ.update (t, τt)
23: end while
Poisson random numbers. Thus, instead of (sequentially) tracing every single
state transition, several reactions are executed in parallel. With τ -leaping, it
is assumed that all propensity functions are approximately constant in [t, t +
τ), which is referred to as the leap condition. Approximating the number of
transition firings by Poisson random numbers has to be done very carefully,
because the Poisson distribution is infinite. So, it may compute transition
firings greater than the enabledness of the transition, which result in incorrect
markings. To ensure this, it is important to select τ sufficiently small, but
also large enough to accelerate simulation. Several improvements were done
in selecting an appropriate τ , see [CGP06; CGP07]. Approximative stochastic
simulation is an ongoing research subject and besides τ -leaping, other leaping




The computational complexity of the τ -leaping method is hardly comparable
with the exact SSA’s, because it leaps over certain steps, whereas the oth-
ers take one step after the other. The single step complexity of τ -leaping is
O (|T |), because for each transition the number of firings in the leap have to be
computed. But the advantage of this method is reducing the number of steps
needed to finish the simulation and thus it should take less run time than the
exact methods.
3.7 Discrete-Time Leap Method
The discrete-time leap method developed by Christian Rohr [Roh16] (δ-leaping
for short) aims at the simulation of stochastic Petri nets used for modelling
biochemical reaction networks. In an attempt to decrease the time complexity
of the simulation algorithm, we exploit the uniformization of the underlying
CTMC in combination with the maximum firing rule.
The idea of converting a CTMC into a DTMC goes back to [Jen53]. Simi-
lar methods are known as uniformization or randomization, see [Ste94]. The
DTMC is defined stochastically identical to the CTMC, i.e., the original CTMC
is represented by a DTMC where the times are implicitly driven by a Pois-
son process. It can be shown that this DTMC behaves equivalently to the
CTMC [San08].
Generating paths through the DTMC is as expensive as for the CTMC and we
would not gain any efficiency by doing it in an exact way. That’s why, we are
leaping over several states. That means, all enabled transitions that are not
mutually exclusive, are forced to fire within one leap. When the net is filled
up with tokens, every transition will fire within every leap. Furthermore, we




How often a transition is allowed to fire concurrently depends on its enabled-
ness degree and is determined randomly at each step.
firing rate ≊ random[0, enablness degree] (3.11)
The construction of the DTMC induces that the times between transitions
are all exponentially distributed. Hence, these times are randomized by a
Poisson process. Since for the uniformized DTMC the number of transitions
in any time interval of length δ has a Poisson distribution with rate λ. The
Poisson distribution with rate λ is an approximation of the bounded discrete
binomial distribution with two parameters k and pr according to the Poisson
limit theorem:
λ = k · pr . (3.12)
The binomial distribution is used to model the number of successes in a se-
quence of k independent yes/no experiments with a probability pr to suc-
ceed. In our case, the enabledness degree corresponds to the sequence’s length
k = edt. The success probability pr is deduced from Equation (2.2), because of
the exponentially distributed times between transitions. Given out of edt max-
imum firings and a firing rate ht, we compute the probability pr for transition
t in marking m for δ units of time as follows
pr =
⎧⎪⎨⎪⎩
1− e− ht(m)edt(m) ·δ edt(m) > 0
0 otherwise.
(3.13)
Thus the number of transition firings in the discrete-time leap method is a





0 ≤ ht(m)edt(m) · δ ≤ 1 . (3.14)
This leads us to a good approximation of the exact stochastic simulation re-
sults. Even a violation of the condition in Equation (3.14) would not lead to
negative values or incorrect markings (states), i.e., in any case a marking is
reached that is part of the model’s state space. But the temporal behaviour
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of the model, simulated with δ-leaping, would not coincide anymore with the
behaviour of exact stochastic simulation algorithms. This may be an indica-
tion for one of two situations. First, the model’s time-scale is smaller than the
chosen δ, i.e., reducing the δ would gain better approximation. Second, some
transition’s rate functions are not scaled correctly, i.e., stochastic reaction rates
have to be scaled with respect to their reaction order, see [Wil06].
Comparing stochastic simulation results is difficult, because each run is some-
what different due to the inherent randomness. But we can apply the law of
large numbers that states, the sample average converges to the expected value
X¯n → µ when n→∞ . (3.15)
This holds for exact as well as approximate stochastic simulation algorithms
and we can use the sample mean X¯ to calculate the approximation error.
For that reason we computed the average of 1 000 000 simulation runs for the
comparison. Now, the approximation error of δ-leaping compared to exact
stochastic simulation algorithms is determined by the absolute error
ϵ = |X¯exact − X¯approx| (3.16)
and by the relative error
η = ϵ
X¯exact
for X¯exact ̸= 0 . (3.17)
We compute the approximation error for each place at each observed time
point and are able to observe the development of it over time. In most cases
the relative error gives meaningful results, but if the average number of tokens
is close to zero the absolute error is suited better. There is surely space for
discussion on how significant the reported approximation error is and the in-
terpretation may be subjective, but a relative error below 0.05 can be seen as
sufficiently good.
We compare the simulation results of δ-leaping, with δ = 0.1, against the
direct method [Gil76] on the most common reaction types in biochemical re-
action networks, i.e., first and second order reactions. The first order reaction
P1 → P2 is shown in Figure 3.2. It uses mass-action kinetics with rate con-
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stant 1. The results of δ-leaping match the results of the direct method. The
approximation error is very close to zero for place P2 and below 0.02 for place
P1. The increase of the relative error for P1 is caused by P1 approaching
zero. A place having an average number of tokens close to zero is meant to be
part of rare events. Thus, an increase in the number of simulation runs, would




(a) PN (b) simulation results (c) approximation error
Figure 3.2: First order reaction: P1→ P2
The second order reaction P1 + P2 → P3 uses mass-action kinetics with
rate constant 0.1. The results shown in Figure 3.3 are quite as good as in
Figure 3.2. The approximation error for place P1 and P3 goes down to zero




(a) PN (b) simulation results (c) approximation error
Figure 3.3: Second order reaction: P1 + P2→ P3
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3.7.2 Dependent Subnets
We discussed the firing of single and independent transitions, but a typical
model consists of much more than that. There are two types of subnets that
need some attention: conflicts and sequences.
A conflict exists inside a Petri net, if two or more transitions share a pre-place,
see Figure 3.4. If the amount of tokens on this place is just as much as the arc
weights, one has to determine, which transition will fire. This is not an issue
in the stochastic simulation algorithm. In an exact stochastic simulation only
one transition is selected at a time and there is no need for further conflict
resolution. As in the standard conflict resolution for Petri nets, we have to
choose a transition non-deterministically. The standard conflict resolution
proposes a non-deterministic selection according to a uniform distribution on
the number of affected transitions. But this is not the best solution for us,
because this does not pay attention to the firing rates of the transitions. We
are aiming at a weighted non-deterministic selection, which accounts for the








(a) PN (b) simulation results (c) approximation error
Figure 3.4: Conflict: P1→ P2 and P1→ P3
The handling of transition sequences, see Figure 3.5, is closely related to the
conflict resolution. We embody the maximum firing rule and force every tran-
sition to fire (if enabled) in one time step. We shuffle the transitions and let
them fire (if enabled) sequentially to approximate the stochastic behaviour.
Luckily, we can treat both issues, transitions in conflict or in sequence, in
one solution. We generate a weighted random sequence of all transitions t ∈







(a) PN (b) simulation results (c) approximation error
Figure 3.5: Sequence: P1→ P2→ P3
precludes additional attempts to solve conflicts. Our algorithm is based on
the modern version of the Fisher–Yates shuffle [F+63] introduced in [Dur64].
Algorithm 6 incorporates Bernoulli sampling to realize a shuffling in accordance
to transition weights. The weight computation in Equation (3.19) is based on
a conflict marking, i.e., each place contains the minimal number of tokens so
that each of its post-transitions becomes enabled. Then the transition weight
is derived from the transition rate function evaluated on the conflict marking.
mw(p) = maxt∈p• (f(p, t)) (3.18)
wt = ht(mw) (3.19)
Algorithm 6 Weighted random shuffle
Require: transition sequence T , transition weights W , |T | = |W | = n
Ensure: shuffled transition sequence
1: procedure weightedRandomShuffle(transitions T , weights W )
2: for i = n; i > 1; i← i− 1 do
3: r ← uniformRandomInteger([1, i− 1])
4: t1 ← Tn−i, t2 ← Tn−i+r
5: w ← Wt2/(Wt1 +Wt2)






We get quite meaningful results using our weighted random shuffle algorithm
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for the simulation of conflicts (Figure 3.4) and sequences (Figure 3.5). The
results for sequences are very close to exact stochastic simulation, but the
approximation error for conflicts is higher than in any other case before, but
still acceptable. This gives us the order to continue working on this subject
and to refine it further.
3.7.3 Algorithm
So far, we discussed the essential steps of the discrete-time leap method. Here,
we integrate the various steps in one algorithm, which is given in detail in
Algorithm 7.
Algorithm 7 δ-leaping algorithm
Require: SPN with initial marking m0, time interval [τ0, τmax], time step δ,
runs rmax, weights W
Ensure: marking m at time point τmax
1: for r = 0; r < rmax; r ← r + 1 do
2: time τ ← τ0
3: marking m← m0
4: Tr ← T
5: while τ ≤ τmax do
6: Tr ← weightedRandomShuffle(Tr)
7: for all transitions tj ∈ Tr do
8: k ← enablednessDegree(tj,m)
9: h← firingRate(tj,m)
10: if k > 0 then
11: f ← binomialSampling(a, (1− e−hk ·δ))




16: τ ← τ + δ
17: end while
18: end for
Each simulation run starts with the initialization phase (Algorithm 7, line 2–
4), where the simulation time, the marking, and the transition sequence are
set. The next step is the generation of the weighted random sequence of transi-
tions using the weightedRandomShuffle algorithm (Algorithm 7, line 6). After
that for each transition the following steps are done (Algorithm 7, line 7–14),
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compute the enabledness degreek, the iring rateh, and pick a random num-
berfaccording to the binomial distribution deined bykand Equation (3.13),
inaly the transition iresf-times. The simulation time is elapsed byδtime
unit. Al these steps are performed until the end of the simulation time inter-
valτmax is reached. Just like for stochastic simulation, one has to do several
simulation runs, in order to get reasonable results. The overal result is the
mean of al runs.
3.7.4 Caveat
The presented results of the discrete-time leap method approximate the stochas-
tic simulation algorithm quite wel. This might not be true for al kinds of
biological mechanisms in a stochastic Petri net model, as it is the case for,









































Figure 3.6: Simpliied birth-death process, it shows the results for diferent
rate constants ofT2, i.e.,cT2=1(blue) andcT2=0.5(green)
stochastic simulation using mass-action kinetics with a rate constant of 1 shows
a steady state ofP1at the initial marking. TransitionsT1andT2are both
likely to ire and thus, ire alternately in average. The token consumed byT1
is produced byT2.
Due to the maximum iring rule, the result of the discrete-time leap method dif-
fers. Let us assume an initial marking of 100 tokens inP1and each transition
consumes50%of the tokens in each iring for the purpose of demonstration.
There exist two possible iring sequencesS1=[T1,T2]andS2=[T2,T1].
The execution ofS1results in the folowing pathm0(100)T1− −→m1(50)T2− −→
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m2(75) and S2 generates m0(100) T2−−−→ m1(150) T1−−−→ m2(75). Both sequences
decrease the amount of tokens on P1. So P1 approaches zero tokens in the
long term in any case. This contradicts the exact stochastic simulation results.
Equal results can be obtained by adapting the rate constant of the stochastic
transition, i.e., setting the rate constant of T2 to 0.5.
Computational complexity
The computational complexity of the δ-leaping method is comparable with the
τ -leaping method, because it leaps over certain steps, whereas the other takes
one step after the other. The single step complexity of δ-leaping is O (|T |),
because all transitions are shuffled in each step and for each transition the
number of firings in the step has to be computed. But the advantage of this
method is the reduction of the number of steps needed to finish the simulation
and thus it should take less run time than the exact methods. The overall
number of steps in δ-leaping is typically lower than in τ -leaping, because it
can perform wider leaps without the risk of getting negative markings.
3.8 Extensions
The presented stochastic simulation algorithms so far are able to simulate
SPN but not GSPN or XSPN . The simulative processing of immediate,
deterministic and scheduled transitions is rather straightforward, see [Ger01].
In short, the stochastic simulation algorithms need to be extended in two ways.
1. After every firing of a stochastic transition, it needs to be checked whether
immediate transitions got enabled. If so, these have to be processed until
no more immediate transition is enabled. This possibly leads to a time
deadlock, if there exists a cyclic path of immediate transitions.
2. Having calculated the next time step, it needs to be checked whether
a deterministic or scheduled transition is enabled in the time interval
[τ, τ + ∆τ ]. If yes, the one closest to τ is processed and the simulation
time will be set to the value of this transition.
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3.8.1 Immediate Transitions
We introduce the procedure checkImmediateTransitions (Algorithm 8), which
checks for enabled immediate transitions and let them fire according to their
weights. The procedure has to be used on the initial marking and each time
after firing a stochastic transition, e.g., direct method Algorithm 2 line 18,
optimized direct method Algorithm 3 line 23, first reaction method Algorithm 4
line 15 and next reaction method Algorithm 5 line 13.
Algorithm 8 Check immediate transitions
Require: GSPN with vanishing marking m at time point τ
Ensure: tangible marking m at time point τ
1: procedure checkImmediateTransitions(marking m)
2: while ∃t ∈ Ti ∧m ≥ t− ∧m ≥ t−r ∧m < t−i do
3: W (m)← 0
4: for all transitions t ∈ Ti do
5: Wt(m)← ht(m)
6: W (m)← W (m) +Wt(m)
7: end for
8: u← W (m) · uniformRandomReal((0, 1])







The weights of immediate transitions define the ratio of the probability mass
processed by each of them. The sum of weights of all enabled immediate





The next immediate transition to fire is a discrete random variable [Ajm+95]
with probability mass function (pmf):
P (t | m) = ht(m)
W (m) . (3.21)
The discrete random variable (Equation (3.21)) is equivalent to Equation (3.4),
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thus Algorithm 8 applies a linear search for its computation as in Algorithm 2.
This is an appropriate solution, because usually |Ti| ≪ |Ts|. It may be useful
to apply advanced methods like in Algorithm 3, if necessary.
The sojourn time of vanishing states is always zero, that’s why immediate
transitions can cause a time deadlock (Sec. 2.7), if there exists a cyclic patch
of immediate transitions and one of these gets enabled. This is represented by
Algorithm 8 line 2, resulting in an infinite loop without any progress in time.
Such a modelling fault can be discovered by checking the net structure and
looking for cycles of immediate transitions in the graph [Joh75].
3.8.2 Deterministic and Scheduled Transitions
The simulation of timed (deterministic and scheduled) transitions requires us
to keep track of their timers. Each timed transition has its own timer, which
is deactivated by default. Once a timed transition gets enabled, its timer
becomes activated. The timer is initialized with the time point τ , when the
timed transition got enabled. In case of a deterministic transition td, the timer
runs up τtd , derived from the enabling time point τ and the deterministic time
delay htd(m):
τtd = τ + htd(m) . (3.22)
If td looses its enabledness, the timer is reset and deactivated until it gets
enabled again. The timer of the scheduled transition tp runs up to the absolute
time point τtp defined in its schedule. If tp looses its enabledness, the timer
is reset and deactivated. The last used time point τtp is removed from tp’s
schedule and the next time point greater than τ ′ in the schedule is used, if tp
gets enabled at τ ′. When the timer runs off, the timed transitions are forced
to fire and if they are still enabled after firing, their timers are restarted,
otherwise reset and deactivated. A conflict, between two or more enabled
timed transitions at the same time point, is solved non-deterministic. If a
timed transition td is in conflict with an immediate transition ti, e.g., htd = 0,
ti is going to fire, because immediate transitions have a higher priority than
timed transitions. Deterministic transitions having a time delay of zero are
able to cause a time deadlock in the same way as immediate transitions, and
should be used only with special care. Stochastic transitions have a lower
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priority than timed transitions, i.e., the timed transition will fire in case of a
conflict at time point τ .
Algorithm 9 Check deterministic and scheduled transitions
Require: XSPN marking m at time point τ
Ensure: marking m after firing timed transitions at time point τ ′
1: procedure checkTimedTransitions(marking m, time τ)
2: Λ← ∅
3: τ ′ ← τ
4: for all transitions t ∈ Td ∪ Tp do
5: if finished(ttimer) then
6: if time(ttimer) < τ then
7: τ ′ ← time(ttimer)
8: Λ← t
9: else if time(ttimer) = τ then




14: if Λ ̸= ∅ then
15: τ ← τ ′
16: repeat
17: u← uniformRandomInteger([1, |Λ|])
18: t← Λu




23: Λ← Λ \ t
24: until Λ = ∅
25: end if
26: return m, τ
27: end procedure
We show the procedure checkTimedTransitions in Algorithm 9. It needs to
used after computing the next time step in the stochastic simulation algo-
rithms, e.g., direct method Algorithm 2 line 11, optimized direct method Al-
gorithm 3 line 13, first reaction method Algorithm 4 line 14 and next reaction
method Algorithm 5 line 11.
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3.9 Random Number Generation
Each of the presented simulation algorithms uses random deviates at some
points, e.g., determining the next time step, selecting the next transition to
fire, shuffling the transition sequence and so on. The results of simulation
algorithms highly depend on the computation of random deviates, both in
terms of correctness and speed.
The random deviates used here are not considered to be truly random, but
are created using Pseudo-Random Number Generators (PRNGs). These are
deterministic algorithms creating a sequence of random numbers without an
external source of entropy. They operate on an internal state (seed), whose
initialization is often crucial to its results. Initializing a PRNG with the same
value leads to the same sequence of random numbers. This is a helpful property
for validating and debugging simulation algorithms. The internal state of a
PRNG is finite and thus the sequence of random deviates is periodic and
repeats at some point. The period of the PRNG should be several orders of
magnitude greater than the expected number of necessary random deviates.
The most widely used algorithms for PRNGs are linear congruential generators
(LCG). They are computed with
Xn+1 = (a ·Xn + b)mod m (3.23)
for constants a and b. An efficient implementation can be achieved by using
modulus m as a power of 2. The constants a and b have to be chosen carefully
to avoid problematic cases and achieve maximum period [Knu97]. LCGs are
fast and require only small amounts of memory. That is why they are widely
supported, e.g., rand() in C/C++ with m = 231 and JAVA’s java.util.Random
with m = 248. But they are not suitable for stochastic simulation algorithms,
because of their rather short period and the serial correlation among other
things. In summary, much research work prior to the 21st century that relied
on random deviates computed with LCGs, is much less reliable than it might
have been as a result of using poor-quality PRNGs [Pre+07, chap. 7].
Generators based on linear recurrences were a major advance. In 1997 Mat-
sumoto and Nishimura developed the Mersenne Twister algorithm [MN98]. It
became the most widely used general-purpose PRNG, not only in scientific
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research. It avoids most of the problems of earlier generators. They pub-
lished two versions of the Mersenne Twister, MT11213 and MT19937. We
use MT19937, which is the most common used. It has a very long period of
219937 − 1 (approximately 4.3 · 106001), which is close to impossible to reach.
It is proven to be equidistributed in up to 623 dimensions. Thereby it is sur-
prisingly fast (faster than most LCGs) [Mar15], but needs about 2.5 KiB of
memory to hold its internal state. This might be an issue for some systems
having limited memory. The Mersenne Twister algorithm is available in many
programming languages, e.g., C/C++, Java, FORTRAN, Lisp and so on.
In 2006 Panneton, L’Ecuyer, and Matsumoto introduced the well-equidistributed
long-period linear algorithms (WELL) [PLM06] that is based on linear recur-
rences modulo 2. They come in different period sizes for 2n and n = 512, 521,
607, 800, 1024, 19937, 21701, 23209, and 44497. These algorithms produce
higher-quality random deviates with better equidistribution than MT19937
and improve upon “bit-mixing” properties. It is supposed to be a replacement
of the Mersenne Twister and we are investigating their use in our simulation
algorithms.
3.10 Closing Remarks
In this chapter we presented the most widely used stochastic simulation algo-
rithms, i.e., direct method, first reaction method, next reaction method and
τ -leaping. We presented optimizations for the direct method by including the
dependency graph, updating continuously the sum of transitions rates and
adding the 2D search, so that there is only little distance to the next reac-
tion method in terms of run-time performance. Thus it is a matter of taste,
which one to use for simulating stochastic systems. Moreover, we introduced
the discrete-time leap method, a new approximate stochastic simulation algo-
rithm developed by Christian Rohr. We showed that it computes reasonable
results on typical biochemical reactions. In Chapter 6, we will use δ-leaping
on real biochemical models and compare it to the direct method. To put it
directly, the results of δ-leaping are reasonable and it outperforms the direct
method on large and dense networks.
In the literature, stochastic simulation algorithms typically process stochastic
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models, which correspond to stochastic Petri nets. Christian Rohr’s work built
on previous work by Sebastian Lehrack’s master thesis [Leh07] and adapted the
standard algorithms as described in Section 3.3 and 3.5 to support full XSPN ,
which specifically required to incorporate deterministically timed transitions
(delayed, scheduled). In contrast, the approximative simulation algorithms of
Section 3.6 and 3.7 support only standard SPN ; the idea of jumps over time
steps obviously contradicts the embedding of deterministically timed transi-
tions between the occurrences of stochastic transitions.
In the discussion, but not in the implementation, we neglected one specific
optimization technique for stochastic simulation that is the parallelisation of
the simulation algorithms. It is straightforward to parallelise all algorithms in
the same way, because each one of them computes a single path through the
CTMC and this is a completely independent procedure. Thus, letting several
instances of a stochastic simulation algorithm run in parallel and collect the
results afterwards leads to a speed-up close to the number of instances. There
is only one issue that needs to be taken care of, each instance has to initialise its
pseudo random number generator with a different seed, otherwise they would
generate the same trace. We implemented the parallelisation for two different
scenarios. The first implementation uses multi-threading and is meant for
shared memory machines. The second implementation using multi-processing
is intended for distributed memory environments.
The following stochastic simulation algorithms were implemented by the the-
sis’ author in the advanced analysis tool MARCIE [SRH11]: optimized direct
method with 2D search, next reaction method, τ -leaping and discrete-time





We presented some methods for the simulation of stochastic Petri nets in the
previous chapter. Now, we want to analyse the output of these methods, i.e.,
the generated traces. In a first step, we have to observe the running simulation
and save the marking of the net at desired time points. That is equivalent to
an experimentalist taking notes of the state of the experiment at certain time
points. As we are in a stochastic setting, we have to repeat the simulation and
the observation several times to get reliable results. After that, we can apply
several techniques to the observed data to get better insights in the stochastic
behaviour of the simulated model.
In this chapter, we present some analysis methods for simulation of stochas-
tic Petri nets, ranging from trace generation and distribution generation to
observer computation and steady state simulation. Trace generation is the
direct outcome of stochastic simulation and thus the most common analy-
sis technique we present. Probability distributions are typically computed by
numerical methods [Sch14] and not by stochastic simulation. We developed a
method for the approximation of probability distributions by means of stochas-
tic simulation and optimized this method for any time interval. Steady state
simulation is an ongoing area of research, but most of it is related to the
computation of single variate [Paw90; AG07]. We introduce a method for the
approximation of the steady state distribution by use of stochastic simulation.
Last but not least, we apply the above methods to the simulation of derived




The first simulative analysis we discuss is trace generation, which suggests it-
self. We have to apply statistics to our observed data, so we have to declare
some terminology first. When simulating stochastic Petri nets, we are gener-
ating paths through the continuous-time Markov chain. This means, we are
visiting only a subset of all states in general. In terms of statistics, the CTMCs
of the stochastic Petri net at the observed time points represent the statistical
populations. Thus sampling statistics have to be applied to the observed data.
The observed number of tokens of a place p at a certain time point τ is a
random variable x(p). After having done N independent simulation runs, we
get a vector x(p) of independently drawn observations. The sample mean of






This can be generalised to all places of the net in the random variable vector
x. Thus, the sample mean vector contains the average of the observations for






The sample mean x¯(p) is a good estimator of the population mean µ(p), be-
cause it can be computed efficiently and it is unbiased. The population mean
is also referred to as expected value or expectation E(X). It is computed over





where xi is a value of the random variable X and pi is its probability. In
contrast to the population mean, the sample mean is a random variable, be-
cause its value is different each time we take new observations from stochastic
simulation. It is distributed with the same distribution as the CTMC at the
observed time point τ .
The weak law of large numbers states that the sample mean x¯ converges in
59
probability towards the population mean µ [Wil06]. That is to say that for
any positive number ϵ,
lim
n→∞Pr(|x¯− µ| < ϵ) = 1 . (4.4)
The strong law of large numbers states that the sample mean x¯ converges
almost surely to the population mean µ [Wil06]. That is,
Pr( lim
n→∞ x¯ = µ) = 1 . (4.5)
In the end, the sample mean x¯(p) gives us a good estimator of the average
stochastic behaviour of a place p. Putting several sample means, computed at
different time points, together results in a good overview on the behaviour of
the observed places over time.
In addition to the mean, the variance of the observed data may be of interest,
i.e., we want to know how far the values are spread around the mean. Thus we
want to estimate the population variance σ2. As the population mean is un-
known, we have to take special care of the variance, because the (uncorrected)
sample variance is a biased estimator and underestimates the population vari-
ance by a factor of N−1/N . For that reason, we apply Bessel’s correction to get





(xi − x¯)2 . (4.6)
The computation of the sample variance with Equation 4.6 would require to
compute the sample mean first, while keeping all observation data, and com-
pute the sample variance afterwards. This is inefficient both in terms of run-
time and memory consumption. Thus, we apply the squared deviations from
the mean and use the following short cut
N∑
i=1





























Now, we can compute the sample variance using Equation (4.8) by just taking
the observed data and in one pass.
The standard deviation can be used to quantify the amount of variation of a
set of values, too. The advantage of having the standard deviation instead of
the variance is that it is in the same unit as the observed data, whereas the unit
of the variance is squared. The standard deviation σ is usually computed as
the square root of the variance σ2. We compute the sample standard deviation















This yields to a biased estimator of the standard deviation σ, because the
square root is a non-linear function. The reintroduced bias is small, but signif-
icant for values of N ≤ 10 and drops of at 1/N with N increasing. In contrast
to mean and variance, there is no formula for a unbiased sample standard de-
viation that works for all distributions. Therefore, we use Equation (4.9) and
disregard the bias by increasing the number of simulation runs.
Example 9. We show the evolution of mean and standard deviation over
time on Example 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1). Figure 4.1 shows the
results after 10 000 simulation runs.
(a) mean (b) standard deviation
Figure 4.1: Mean and standard deviation over time of Example 6 with B = 1
and m0 = (0, 1, 0, 1, 0, 1) after 10 000 simulation runs.
Up to now, we discussed the observation of the number of tokens on places
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at distinct time points. Another measure of interest is the activity of a tran-
sition in a certain time interval, e.g., the interval between the observations
of the number of tokens on places. The activity of a transition is expressed
by the number of firings. This number has to be accumulated, each time the
transition fires. When the observation of the transition’s activity takes place,
the accumulated number of firings is preserved in the random variable x(t)
and the accumulated number of firings of the transition is reset to zero. As
the observed activity of the transition is a random variable from independent
observations, we can apply the sampling statistics to it presented before.
Example 10. We demonstrate the evolution of transition firings over time on
Example 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1). Figure 4.2 shows the results
after 10 000 simulation runs.
Figure 4.2: Averaged number of transition firings of Example 6 with B = 1
and m0 = (0, 1, 0, 1, 0, 1) after 10 000 simulation runs.
4.2 Transient Solutions
In the previous section, we discussed the analysis of the generated simulation
traces by means of sampling statistics. So we can get an overview of the aver-
aged stochastic behaviour of the model over time. Now, we want to compute
transient solutions of the continuous-time Markov chain. There exist several
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numeric approaches for this problem, e.g., uniformization [Sch14], matrix de-
composition and Krylov subspace methods [Ste94]. These methods yield very
good results, but rely on finite state spaces with at most 1×109 states [Sch14].
There are approximative numerical methods that are able to compute tran-
sient solutions of CTMCs with larger or infinite state spaces, e.g., fast adaptive
uniformization [Did+09]. But the application of this method is still limited by
the size of the constructed subgraph. We want to approximate the probability
distribution of the CTMC at some time point τ using stochastic simulation.
Let X(τ) be the random variable describing the CTMC at time point τ . Then
πi(τ) is the probability that the system is in state i, i.e.,
πi(τ) = Pr(X(τ) = i) . (4.10)
The probability to be in state i after ∆τ time units is




⎞⎠∆τ + o (∆τ) (4.11)





















In matrix notation, this is
dπ(τ)
dτ
= π(τ)Q(τ) . (4.14)
The solution π(τ) is given by
π(τ) = π(0)eQτ , (4.15)
where π(0) is the initial probability vector.
We can approximate π(τ) by applying Borel’s law of large numbers. It states
that for every experiment, which is repeated N times under identical condi-
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tions, the occurrence of any specified event approximates the probability of
the event’s occurrence in general. The more repetitions take place, the better
the approximation tends to be. Let any specified event E occur with prob-
ability pr, and N(E) is the number of occurrence of event E throughout N
experiments, then with probability one [Wen91]
N(E)
N










= 1 . (4.17)
In addition, this gives us the lower bound of the probability any event can





Referring back to stochastic simulation, we are able to approximate the prob-





N−1 X(τ) = i
0 otherwise .
(4.19)
The computation of the probability distribution is straightforward from an
algorithmic point of view. The current marking has to be saved after reaching
time point τ and the probability of this marking has to be increased by 1/N
in each simulation run. After N simulation runs, we have the approximate
probability distribution at time point τ of at most N different states and with
a lower bound on the probability of N−1.
Example 11. We approximate the probability distribution at time point τ =
10 of Example 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1) after 10 000 simulation
runs
π(100) ≈ {0.4363, 0.1532, 0.0592, 0.0263, 0.0084, 0.2633, 0.0522, 0.0011}.
This is quite close to the probability distribution computed by the numerical
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algorithm
π(100) = {0.4310, 0.1593, 0.0649, 0.0248, 0.0078, 0.2611, 0.0499, 0.0012}.
After being able to approximate the probability distribution at time τ , it
seem likely to compute the probability distributions at several time points
{τ1, τ2, . . . , τj}. In a naive approach, we could use repeatedly the described
method for each of the n time points. This would yield correct results, but
would be very inefficient, because we would have to perform n ·N simulation
runs and we would repeat the simulation for each τj+1 with j > 1 up to τj that
was already done before.
But we can do better. We want to avoid the repeated simulations for the prior
time intervals and want to keep the number of simulation runs close to N .
Therefore, Equation (4.15) can be adapted for any time interval (τj, τj+1) with
j > 0 and τ0 = 0 to
π(τj+1) = π(τj)eQ(τj+1−τj) , (4.20)
because of the memoryless property of a stochastic process, i.e., Markov prop-
erty.
We adapt our approach for Equation (4.20). For the first time interval (τ0, τ1),
we start the stochastic simulation from the initial marking and the probability
vector π(0) consists of one entry for m0, which has probability one. So we
can compute the probabilities of the visited states at τ1 with Equation (4.19).
In the next step, we start with probability vector π(τ1), which almost surely
has more than one entry. We perform simulations for each state in π(τ1)
up to time point τ2. The question is now, how many simulation runs do
we perform for each state. We could do N simulation runs like in the first
step. This would enable us to capture states with a probability of at least
(N · |π(τ1)|)−1, but we would have to perform N · |π(τ1)| simulation runs.
Thus, we decided to perform ⌈N · πi(τ1)⌉ simulation runs for each state i,
which results in slightly more simulation runs, but this is not significant for
the overall run-time. The probability of the reached state at τ2 is then increased
by the quotient πi(τ1)/⌈N ·πi(τ1)⌉ of the probability of the starting state i and
the number of simulation runs, calculated before. We can apply these steps
to the subsequent time intervals and get the probability distributions without
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any unnecessary simulations.
In general, the probability to be in state i at the end of the time interval







πk(τj)/⌈N · πk(τj)⌉ X(τj+1) = i
0 otherwise .
(4.21)
Example 12. We compute the transient solutions up to τ = 100 of Example 6
with B = 1 and m0 = (0, 1, 0, 1, 0, 1). Figure 4.3 shows the results after 10 000
simulation runs.
Figure 4.3: Transient solutions up to τ = 100 of Example 6 with B = 1 and
m0 = (0, 1, 0, 1, 0, 1) after 10 000 simulation runs.
4.3 Steady State Distribution
As we are able to compute the transient probability distributions at any time
interval, now we are interested in the long run behaviour. A given continuous-
time Markov chain may converge to a limiting stationary distribution, i.e.,
steady state probability distribution.
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A distribution is called stationary, if ∀i ∈ R it satisfies
0 ≤ πi ≤ 1 ,
∑
i∈R




In matrix notation, this is
πQ = π . (4.23)






as the limiting distribution. The stationary distribution must not necessarily
be the limiting distribution of a Markov chain [Ste94]. Thus, the existence of
a steady state probability distribution π for a given CTMC depends on the
structure of the generator matrix Q and can be computed with
πQ = 0 . (4.26)
There is no assumption on the starting distribution π(0) in Equation (4.26),
i.e., the CTMC converges to the steady state distribution no matter where it
begins.
In our simulative approach, we are not able to encounter the generator matrix
Q, but we can take advantage of the fact, that if there exists a steady state
distribution, then the rate of change of π(τ) at steady state is zero, i.e.,
dπ(τ)
dτ
= 0 . (4.27)
The steady state distribution π is a property over the entire state space, but it
is also an ergodic property [GS01]. That means we can show how the spatial
property πi of state i relates to the time average of the system. Let Ni(τ) be






We apply the ergodic theorem [Bir31] that assert the existence of a time average
on each trajectory and show that, for any initial state X(0) = k and for every






= πi . (4.29)
Let us consider first the case that i is a transient state. A state i is called
transient if there exists a state k which is reachable from i, i.e., i → k, but
not in the opposite direction, i.e., k ̸→ i. Otherwise, state i is called recurrent.
That means, there is a probability greater than zero to reach state k starting
from i, but it is not possible to return back to state i. Thus, after some finite





= 0 = πi . (4.30)
In the second case that state i is recurrent, let the sequence of successive
visits τ1, τ2, τ3, . . . of state i be independent and identically distributed. By
the definition of Ni(τ) we have
Ni(τ)∑
m=1









































from which we obtain Equation (4.28) almost surely.
Referring back to stochastic simulation, the last issue to consider is when to
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stop the simulation run? We adapt Equation (4.27) and introduce an upper
bound ϵ on the change over time, i.e.,
dπ(τ)
dτ
≤ ϵ . (4.35)
The simulation stops if for all visited states i the change in the probability
is below or equal to ϵ. Thus, we are able to approximate the steady state




This works well if the reachability graph has only one terminal strongly con-
nected component, i.e., the Markov chain has only one recurrence class. In case
that there are multiple terminal strongly connected components, i.e., multi-
ple recurrence classes R1, R2, . . . , Rr, each recurrence class has its own steady
state distribution πi, 1 ≤ i ≤ r. These distributions have πik = 0 for all states
k /∈ Ri and 0 < πik ≤ 1 for all states k ∈ Ri. The family of all the steady
state distributions can be obtained by taking all possible convex combinations
of πi, 1 ≤ i ≤ r. The convex combination X of several distributions Yi is a
weighted sum of its component distributions, this is called a finite mixture




wi · pYi(x) (4.37)
with 0 < wi ≤ 1 and ∑ni=1wi = 1. Intuitively speaking, the finite mixture
distribution combines the steady state probabilities of each recurrence class
(terminal strongly connected component) with the probability of reaching each
one of them. In our simulative setting, we can achieve this by computing









Example 13. We approximate the steady state distribution of Example 6
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with B = 1 and m0 = (0, 1, 0, 1, 0, 1) after 100 simulation runs
π(100) ≈ {0.0309, 0.1857, 0.0926, 0.2774, 0.0104, 0.1085, 0.0620, 0.2322}.
This is quite close to the steady state distribution computed by the numerical
algorithm
π(100) = {0.0309, 0.1856, 0.0928, 0.2784, 0.0103, 0.1082, 0.0619, 0.2320}.
4.4 Observers
Sometimes it may be valuable to observe derived measures. This can be
achieved by enriching the CTMC with an observer, also called reward, cost,
gain or bonus. This adds an extra dimension to the CTMC, while moving on
in time, it accumulates an output. In order to realize this, a reward structure
(ρ, ι) is added to the CTMC. The state reward function ρ : R → R+0 defines
the rate at which reward ρ(s) is obtained in a state s. That means a reward
of τ · ρ(s) is earned, if the CTMC stays in state s for τ time units. Thus the












· ρ(sn) , (4.39)
if and only if ∑n−1i=0 τi ≤ τ ∧∑ni=0 τi > τ . For every state si the state reward
is the product of the state reward function ρ(si) and the sojourn time τi. But
for state n the state reward function is multiplied by the residual time until
time point τ .
The impulse reward function ι : R×R → R+0 assigns to each transition t from
state s to s′ a reward ι(s, s′), i.e., a reward ι(s, s′) is acquired, if transition t
fires. Thus the accumulated impulse reward at time point τ in a path ω =




ι(si, si+1) . (4.40)
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if and only if ∑n−1i=0 τi ≤ τ ∧∑ni=0 τi > τ .
The observer defines a stochastic process Y (τ), τ ∈ R+0 , which is the state and
impulse rewards accumulated from time point 0 to τ , i.e.,
Y (τ) = Ys(τ) + Yi(τ) . (4.41)
Note that Y (τ) is non Markovian, because its value depends solely on the
past. But Y (τ) is a function of the CTMC, because it is defined over the
same probability space. If the CTMC has reached state n of the path ω at
time point τ , the accumulated reward Y (τ) is the sum of the state reward
accumulated in the preceding states and the impulse reward accumulated on
the firing of each transition in path ω reaching state sn.
A CTMC enriched with a state reward function ρ and an impulse reward
function ι is called a Markov reward model (MRM).
In simulative analysis, we can evaluate directly the reward functions while
the trace ω is generated. So we can efficiently apply the analysis techniques
presented in this chapter to observer as well with just a small adaptation.
The state reward function and the impulse reward function are discrete weight
functions. Generally speaking, a discrete weight function w : A → R+0 is a
positive function defined on a discrete set A, which is finite or at least count-
able. A weight function w(a) := 1 refers to the unweighted case, where all
elements have equal weights. Let f : A → R be a real valued function, then
the unweighted sum is ∑
a∈A
f(a) . (4.42)




















after normalizing the weights, i.e., ∑a∈Aw′(a) = 1.
Referring back to simulative analysis, the weighted sample mean Y¯ of the
observer, with normalized weights (weights summons to one) is itself a random
variable, and its expected value and variance are related to the expected value
and variance of the observations in the following way.
Let the observations have an expected value from Equation (4.3) then the





The weighted sample variance s2
Y¯







It is easy to see that a state reward function ρ := 1 or an impulse reward func-
tion ι := 1 would lead to the unweighted sample mean and unweighted sample
variance presented in Section 4.1. By having Equation (4.47), it is straight-
forward to compute transient solutions and the steady state distribution of an
observer using stochastic simulation.
Example 14. We demonstrate the computation of an observer for the SPN
in Example 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1) up to τ = 100. Figure 4.4
shows the averaged waiting time for consumer to receive a token after 10 000
simulation runs. We achieve this by evaluating a state reward function that
earns a reward of 1 in each state where consumer has zero tokens.
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Figure 4.4: Averaged waiting time for consumer to receive a token up to
τ = 100 of Example 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1) after 10 000
simulation runs.
4.5 Closing Remarks
We presented various simulative analysis techniques in this chapter, ranging
from trace generation to the computation of the transient solutions and the
steady state distribution, and the evaluation of observers. These analysis tech-
niques provide us with a good insight into the behaviour of the network under
investigation.
Trace generation is the most common analysis technique and usually available
in most of the simulation tools. Probability distributions are typically com-
puted by numerical methods and not by stochastic simulation. We developed a
method for the approximation of probability distributions by means of stochas-
tic simulation and optimized this method for any time interval. Furthermore,
we introduced a method for the approximation of the steady state distribution
by use of stochastic simulation. Last but not least, we applied the above meth-
ods to the simulation of derived measures, i.e., observers. We implemented all
analysis techniques presented above in the analysis tool MARCIE [HRS13].
In the next chapter, we present a more advanced analysis technique based on
stochastic simulation, known as simulative model checking.
Chapter 5
Simulative Model Checking
Model checking is an advanced analysis technique to check whether a model
of a system satisfies some properties or specifications. Therefore, temporal
logics are used to specify the properties of interest. Networks modelled as PN
or XPN can be checked with the Computational Tree Logic (CTL) [CE81]
and the Linear-time Temporal Logic (LTL) [Pnu77]. An efficient approach to
verify bounded PN and XPN using CTL and LTL was presented in [Tov08].
Their probabilistic extensions, Probabilistic CTL (PCTL) [HJ94], Continu-
ous Stochastic Logic (CSL) [Azi+00], Continuous Stochastic Reward Logic
(CSRL) [Hav+02] and Probabilistic LTL (PLTL) [Bai98], are used for stochas-
tic models. For the specification of temporal formulas we use PLTLc [DG08b],
because it reasons over paths through the state space of the model and stochas-
tic simulation produces traces through the state space of the model. We extend
PLTLc with time-unbounded temporal operators and incorporate the steady
state operator [Roh13]. Nevertheless, we introduce a simulative model checking
algorithm for time-unbounded CSL as well as the steady state operator with
one restriction, the formula must not have nested operators. Furthermore,
we present simulative reward computation, which enables us to verify CSRL
formulas with the same restriction as for CSL. Thus, we introduce the first
simulative model checking algorithm for CSRL, to the best of our knowledge.
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5.1 Simulative PLTLc Model Checking
For the specification of temporal formulas we define the probabilistic exten-
sion of the Linear-time Temporal Logic (LTL) [Pnu77] with numerical con-
straints [FR07], which is called Probabilistic Linear-time Temporal Logic with
numerical constraints (PLTLc) [DG08b]. The grammar of all PLTLc formulas
is given in Definition 25.
Definition 25. Syntax of the Probabilistic Linear-time Temporal Logic with
Constraints:
ψ := P▷◁ x [ϕ] | P=? [ϕ]
▷◁∈ {<,≤,≥, >} , x ∈ [0, 1]
ϕ := XI ϕ | FI ϕ | GI ϕ | ϕ UI ϕ | ¬ϕ | ϕ ∧ ϕ | ϕ ∨ ϕ | σ
I := [x1, x2] =
{
x ∈ R+0 | x1 ≤ x ≤ x2
}
, omit I = [0,∞)
σ := ¬σ | σ ∧ σ | σ ∨ σ | value⊴ value | true | false
⊴ ∈ {<,≤,≥, >,=, ̸=}
value := value ∼ value | Place | $V ariable | Int | Real | function
∼∈ {+,−, ∗, /} «
A trace ω fulfils a linear-time temporal logic formula ϕ if the following |=
relations hold.
ω |= XI ϕ ⇐⇒ ω(1) |= ϕ and τ0 ∈ I
ω |= FI ϕ ⇐⇒ ∃τ ∈ I : ω@τ |= ϕ
ω |= GI ϕ ⇐⇒ ∀τ ∈ I : ω@τ |= ϕ
ω |= ϕ1UI ϕ2 ⇐⇒ ∃τ ∈ I : ω@τ |= ϕ2 and ∀τ ′ < τ : ω(τ ′) |= ϕ1
ω |= ¬ϕ ⇐⇒ ω ̸|= ϕ
ω |= ϕ1 ∧ ϕ2 ⇐⇒ ω |= ϕ1 ∧ ω |= ϕ2
ω |= ϕ1 ∨ ϕ2 ⇐⇒ ω |= ϕ1 ∨ ω |= ϕ2
ω |= v1 ⊴ v2 ⇐⇒ evalState(v1,ω(i))⊴ evalState(v2,ω(i))
ω |= P▷◁ x [ϕ] ⇐⇒ Pr(ω ∈ Path(s) | ω |= ϕ) ▷◁ x
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The probability operator P has two different modes. If it is used with the
question mark as P=? [ϕ], then it will return the expected probability Pr(ϕ)
that ϕ is true. We apply sample statistics as presented in Section 4.1, because
Pr(ϕ) is the expected value of a random variable. We approximate the prob-






1 if ϕ is true
0 otherwise.
(5.1)
In simulative model checking, we compute a confidence interval (c.i.), rather
than a single value. For simplicity, we assume the c.i. to have a lower and
an upper bound Bl, Bu ∈ R≥0, such that the probability Pr(ϕ), which is
not known in our case, is Bl ≤ Pr(ϕ) ≤ Bu. A common method for the
computation of a confidence interval for the probability of success is the Wald
interval [Wal92]. It is used in hypothesis testing as well [You+06], but it was
shown in [BCD02] that the Wald interval has unstable coverage characteristics
even for large N . Thus, we decided to incorporate the Wilson score confidence
interval [Wil22], which had shown good coverage characteristics even for small
N and extreme probabilities. It is computed from the expected probability
Pr, the number of simulation runs N and the Z = 1 − α/2 percentile of the













In the second case, P▷◁ x [ϕ] returns true, if Pr(ϕ) ▷◁ x is fulfilled, false other-
wise. We have to introduce an additional return value unknown, because of
the indifference region defined by the confidence interval. It is returned, if the
computed confidence interval covers the probability x, because in that case we





true if x ▷◁ [Bl, Bu] ∧ x ̸∈ [Bl, Bu]
false if x ̸▷◁ [Bl, Bu] ∧ x ̸∈ [Bl, Bu]
unknown if x ∈ [Bl, Bu] .
The operators ¬, ∧, ∨ are the standard boolean operators not, and, or.
Whereas X, F, G, U denote the temporal operators NEXT, FINALLY, GLOB-
ALLY and UNTIL. The NEXT operator (XI ϕ) refers to true in the next state
and within the time interval I. The UNTIL operator (ϕ1UI ϕ2) indicates that
a state where ϕ2 holds is eventually reached within the time interval I, while
ϕ1 continuously holds. The FINALLY operator (FI ϕ) means that at some
point within the time interval I a state where ϕ holds is eventually reached.
Whereas the GLOBALLY operator (GI ϕ) refers to the condition ϕ contin-
uously holding true within the time interval I. The latter two are syntactic
sugar, as they rely on the following equivalences [BK08]:
Fϕ ≡ true Uϕ (5.3)
Gϕ ≡ ¬F¬ϕ . (5.4)
State formulas are denoted by σ. They are evaluated for the given marking
and return true or false. The function evalState(v,ω(i)) assigns a numerical
value to the expression v by looking up the tokens that each place x ∈ P (v)
has in state ω(i) of trace ω.
In the next sections we present algorithms to compute time-bounded and time-
unbounded formulas, and afterwards an algorithm to compute steady state
formulas in a simulatively manner.
5.1.1 Time-bounded Formula
Formulas are marked out as time-bounded, if all their temporal operators are
decorated with an interval I = (n,m) with 0 ≤ n ≤ m < ∞. Hence it
requires only a finite simulation trace to verify any time-bounded formula.
Algorithms for simulative model checking of time-bounded formulas are well
known, see [FR07; Bal+09]. A simulation trace, whether computed beforehand
or on-the-fly, approximate or exact, constitutes a linear Kripke structure in
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which PLTLc formulas can be verified [FR07].
The procedure to evaluate time-bounded formulas is given in Algorithm 10.
We omit the evaluation of FI and GI , because they can be substituted using
Equations (5.3) and (5.4). Algorithm 10 is a forward model checking method
starting from the initial marking and adding states on-the-fly to the trace, if
necessary. This has the advantage of being able to stop the trace generation
as soon as the property is satisfied or falsified. On the other hand backward
model checking algorithms, relying on precomputed traces, can check G by
just looking at the last state of the trace [DG08a].
The verification of a formula ϕ is performed by the function evalFormula. It
takes as arguments a formula ϕ, the current position pos in the trace and the
generated trace ω. The return value of the function is a tuple of the actual
result (true/false) and the position in the trace, where the function finished.
The trace is timed, i.e., an element of the trace consists of the marking and the
entry time. The trace is initialised with the initial marking and the starting
time τ0. Each time the algorithm reaches the end of ω the next state is
generated and is appended to the trace.
State formulas σ are evaluated by the function evalState, taking the formula
σ and the marking of the current position in the trace as parameters. In case
of boolean expressions, evalFormula is called on the sub expression(s) ϕ1(ϕ2)
and the current position in the trace. The result(s) of the sub expression(s)
are then assessed with their boolean operation. Special care has to be taken
of the returned positions pos1 and pos2 for the binary operators ∧ and ∨. For
the ∧-operator we take the minimum of the two positions, because we know
that up to min(pos1, pos2) both sub expressions ϕ1 and ϕ2 must be true or
it is the first position, where at least one sub expression is false. For the ∨-
operator we take the maximum of the two positions, because we ensure that
up to max(pos1, pos2) at least on sub expression ϕ1 or ϕ2 must be true or it is
the first position, where both sub expressions are false.
The temporal operator XI ϕ1 is evaluated in the time interval I. Therefore,
we move to the next element in the trace and check if the time τpos is in the
interval I specified in XI . If that is the case, the result of the evaluation of the
sub expression ϕ1 is returned. Verifying time-bounded until formulas ϕ1UI ϕ2
is done by creating a trace ω and checking if ω |= ϕ1UI ϕ2. Therefore we
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extend ω until a state is reached where ω(pos) ̸|= ϕ1, so that trace ω does not
fulfil our formula, or ω(pos) |= ϕ2, that means trace ω satisfies our formula.
This approach works fine for time-bounded formulas, because it is guaranteed
to terminate with a probability of 1. It either terminates on a positive or
negative observation of our formula or at the end of the greatest time interval
associated with the temporal operators.
It is crucial for simulative PLTLc model checking to hold the complete trace
ω for two reasons. First for the sake of efficiency. Second to avoid branching
that may occur, due to roll-back to a previous state, after the evaluation of
sub formulas.
Example 15. We verify the following PLTLc formula on the SPN in Exam-
ple 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1). We want to know the probabilities
of the number of tokens on place buffer at time point τ = 10. This can be
computed by using a free variable in the following formula
P=?
[
trueU10,10 buffer = $x
]
.
The simulative model checking computes a confidence interval of [1, 1] after
10 000 simulation runs, which is to be expected, because the free variable x
is set to a value so that the formula becomes true. The probabilities for the
number of tokens on x are {(0, 0.777), (1, 0.223)}.
5.1.2 Time-unbounded Formula
The model checking algorithm presented in the previous section works well for
time-bounded formulas, but it is not applicable in the case of time-unbounded
until formulas, because there is no finite time bound, so the algorithm does
not eventually terminate in some cases.
The stochastic Petri net in Figure 5.1 demonstrates the problem of not termi-
nating while verifying time-unbounded until formulas [Roh13].
Consider, for example, the formula
P=? [trueU p3 = 1] .
The corresponding CTMC of the SPN in Figure 5.1 has only one state that
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Algorithm 10 Evaluate time-bounded formula
Require: ω ← (m0, τ0), τmax
1: procedure evalFormula(ϕ, pos,ω)
2: repeat
3: switch ϕ
4: case σ :
5: return (pos,evalAtomic(σ,ω(pos)))
6: case ¬ϕ1 :
7: (pos1, res1)← evalFormula(ϕ1, pos,ω)
8: return (pos1,¬res1)
9: case ϕ1 ∧ ϕ2 :
10: (pos1, res1)← evalFormula(ϕ1, pos,ω)
11: (pos2, res2)← evalFormula(ϕ2, pos,ω)
12: return (min(pos1, pos2), res1 ∧ res2)
13: case ϕ1 ∨ ϕ2 :
14: (pos1, res1)← evalFormula(ϕ1, pos,ω)
15: (pos2, res2)← evalFormula(ϕ2, pos,ω)
16: return (max(pos1, pos2), res1 ∨ res2)
17: case XIϕ1 :
18: if pos = |ω| then
19: ω ← ω + nextState(ω(pos))
20: end if
21: pos← pos+ 1
22: if τpos ∈ I then
23: return evalFormula(ϕ1, pos,ω)
24: end if
25: case ϕ1U Iϕ2 :
26: if τpos ∈ I then
27: (pos2, res2)← evalFormula(ϕ2, pos,ω)
28: if res2 = true then
29: return (true, res2)
30: end if
31: end if
32: (pos1, res1)← evalFormula(ϕ1, pos,ω)
33: if res1 = false then




38: if pos = |ω| then
39: ω ← ω + nextState(ω(pos))
40: end if
41: pos← pos+ 1
42: until τpos > τmax





















Figure 5.1: Stochastic Petri net demonstrating the issue of not terminating
verification of time-unbounded until formulas.
satisfies the formula. But any trace ω starting in s0 (Figure 5.1), that does not
fulfil the formula is of infinite length. For this net, the probability of reaching
the satisfying state starting from state s0 and time 0 can be computed as
follows:







Using the algorithm for time-bounded formulas does not work, because it will
not terminate with a probability of 7/8. We need another stopping criteria to
solve this problem.
In Algorithm 11 we present the algorithm for checking time-unbounded until
formulas. It is nearly the same as for time-bounded formulas except that one
has to stop the simulation trace at some time point not known in advance.
The decision of doing that is the crucial part of the algorithm. We assume
that reaching the steady state is a reasonable stopping criteria (line 36). A
system in a steady state has numerous properties that are unchanging in time.
This implies that for any property p of the system, the partial derivative with




If a system is in steady state, then the recently observed behaviour of the
system will continue into the future. In stochastic systems, the probabilities
that various states will be repeated will remain constant. But, if the system
does not have a steady state, e.g., it oscillates, the algorithm will run forever
or until the user stops the program. In the following section, we present the
approach for evaluating whether the current simulation run reached already a
steady state or not.
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Algorithm 11 Evaluate time-unbounded formula
Require: trace← (m0, τ0)




5: case σ :
6: return (pos,evalAtomic(σ, trace(pos)))
7: case ¬ϕ1 :
8: (pos1, res1)← evalFormula(ϕ1, pos, trace)
9: return (pos1,¬res1)
10: case ϕ1 ∧ ϕ2 :
11: (pos1, res1)← evalFormula(ϕ1, pos, trace)
12: (pos2, res2)← evalFormula(ϕ2, pos, trace)
13: return (min(pos1, pos2), res1 ∧ res2)
14: case ϕ1 ∨ ϕ2 :
15: (pos1, res1)← evalFormula(ϕ1, pos, trace)
16: (pos2, res2)← evalFormula(ϕ2, pos, trace)
17: return (max(pos1, pos2), res1 ∨ res2)
18: case Xϕ1 :
19: if pos = |trace| then
20: trace← trace+ nextState(trace(pos))
21: end if
22: pos← pos+ 1
23: (pos1, res1)← evalFormula(ϕ1, pos, trace)
24: return (pos1, res1)
25: case ϕ1Uϕ2 :
26: (pos2, res2)← evalFormula(ϕ2, pos, trace)
27: if res2 = true then
28: return (pos2, res2)
29: end if
30: (pos1, res1)← evalFormula(ϕ1, pos, trace)
31: if res1 = false then





37: if pos = |trace| then
38: trace← trace+ nextState(trace(pos))
39: end if
40: pos← pos+ 1
41: until steadyStateReached = true
42: return (pos, false)
43: end procedure
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Example 16. We adapt Example 15 and remove the time interval.
P=? [trueU buffer = $x] .
The simulative model checking computes a confidence interval of [1, 1] after
10 000 simulation runs, which is to be expected, because the free variable x is
set to a value so that the formula becomes true. In the time-unbounded setting
the two possible number of tokens on place buffer are reached eventually. Thus
the probabilities are {(0, 1.0), (1, 1.0)}.
5.1.3 Steady State Operator
In steady state simulation, the measures of interest are defined as limits, as
the length of the simulation goes to infinity. There is no natural event to
terminate the simulation, so the length of the simulation is made large enough
to get “good” estimates of the quantities of interest. Steady state simulation
generally poses two problems:
1. The existence of a transient phase may cause the estimate to be biased.
2. The simulation runs are long, and usually one cannot afford to carry out
many independent simulations.
There are several methods that allow to cope with these problems to some
extent. Among them are: the batch means method, the method of indepen-
dent replicas, and the regeneration method. Each of these methods have its
advantages and disadvantages. Additionally, we presented an approach to ap-
proximate the steady state distribution in Section 4.3, but this approach is
not suitable best in the case of linear-time temporal logic, because we have to
have the complete trace instead of the distribution. That is why we use in our
implementation a sample batch means algorithm to compute the steady state.
We choose Skart [Taf+08], which is an automated sequential procedure for
on-the-fly steady state simulation output analysis, because it is specifically
designed to handle observation-based statistics and usually requires a smaller
initial sample size compared with other well-known simulation analysis proce-
dures [TW10]. This algorithm partitions a long simulation run into batches,
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computes an average statistics for each batch and constructs an interval es-
timate using the batch means. Based on this interval estimate Skart decides
whether a steady state is reached or more samples were needed. A detailed
description of the algorithm is given in [Taf+08].
We extend PLTLc with the steady state operator S in [Roh12] and the syntax
is defined in Definition 26. The return values are the same as for the probability
operator P . But inside of S only state formulas are allowed, i.e., no temporal
operators.
Definition 26. Extension of PLTLc with steady state operator S.
ψ := P▷◁ x [ϕ] | P=? [ϕ] | S▷◁ x [σ] | S=? [σ]
▷◁∈ {<,≤,≥, >} , x ∈ [0, 1] «
Steady-state formulas are computed with Algorithm 12. At first the simulation
trace is created until the steady state is reached (line 4 – 8). To get an unbi-
ased result, we cut off the first n states, which bias the steady state (line 9).
The remaining states are now checked whether the steady state property holds
or not and the occupation time τo of the fulfilling states and the simulation
time τs are summed up (line 11 – 19). The steady state probability is now the
ratio τo/τs (line 19). But this gives correct results only for those Petri nets,
where the reachability graph consists of only one strongly connected compo-
nent (SCC). The complexity of this decision is the same as for constructing
the reachability graph. In symbolic model checking the strongly connected
components and the probabilities of reaching them are computed first. After
that the probabilities within each SCC are computed and these are weighted
with the probability of reaching the SCC. In that way the correct steady state
probability is calculated. To solve this problem in simulative model checking,
one has to make several simulation runs (steady state computations) and aver-
age the results. In that way the individual steady state estimates are weighted
according to the strongly connected components.
Example 17. We verify the following PLTLc formula on the SPN in Exam-
ple 6 with B = 1 and m0 = (0, 1, 0, 1, 0, 1). We want to know the probabilities
in the steady state for the number of tokens on place buffer. This can be
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Algorithm 12 Steady state computation for one simulation run





5: ω ← ω + nextState(ω(pos))
6: pos← pos+ 1
7: steadyStateReached← checkSteadyState(ω)
8: until steadyStateReached = true
9: cutOff ← getSteadyStateCutOff
10: τo ← 0, τs ← 0
11: for i← cutOff, |ω| do
12: (si, τi)← ω(i) ▷ state si, sojourn time τi in si
13: τs ← τs + τi
14: res← evalState(σ, si)
15: if res = true then





computed by using a free variable in the following formula
S=? [buffer = $x] .
The simulative model checking computes a confidence interval of [1, 1] after
1000 simulation runs, which is to be expected, because the free variable x is set
to a value so that the formula becomes true. The probabilities for the number
of tokens on place buffer in the steady state are {(0, 0.665), (1, 0.335)}.
5.2 Simulative CSL Model Checking
In Section 5.1, we presented simulative PLTLc model checking for verify-
ing properties on stochastic Petri nets. Now, we discuss an simulative ap-
proach for model checking CSL. The Continuous Stochastic Logic (CSL) in-
troduced in [Azi+00] and extended in [Bai+00a] is a stochastic adaptation
of the Computation Tree Logic (CTL) [CGP01] to formulate properties of
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CTMCs. We adapted the definition of CSL in [Bai+00a] by removing nested
operator P▷◁ x [.]. We discuss this issue in Section 5.2.1.
The syntax of our adapted CSL is given in Definition 27.
Definition 27. Syntax of the Continuous Stochastic Logic:
ψ := P▷◁ x [ϕ] | P=? [ϕ] | S▷◁ x [σ] | S=? [σ]
▷◁∈ {<,≤,≥, >} , x ∈ [0, 1]
ϕ := XI σ | FI σ | GI σ | σUI σ | σ
I := [x1, x2] =
{
x ∈ R+0 | x1 ≤ x ≤ x2
}
, omit I = [0,∞)
σ := ¬σ | σ ∧ σ | σ ∨ σ | a | true | false
a := value⊴ value
⊴ ∈ {<,≤,≥, >,=, ̸=}
value := value ∼ value | Place | Int | Real | function
∼∈ {+,−, ∗, /} «
The probability operator P has the same characteristic as in PLTLc. It either
returns the probability Pr(ϕ) that ϕ is true. Or it returns true, false or
unknown, if Pr(ϕ) ▷◁ x is satisfied, falsified or not decidable, because x falls into
the computed confidence interval. We use again the Wilson score confidence
interval, described in Section 5.1. The probability operator P reasons over path
formulas ϕ that contain temporal operators {X,F,G,U}. We apply again the
equivalences in Equation (5.3) and Equation (5.4), and do not discuss F and G.
In contrast to [Bai+00a], our temporal operators assert only state formulas and
no probability operators. The operator S asserts the steady state probability
for a state formula. A state formula is denoted by σ. It evaluates atomic
propositions a with boolean operators {¬,∧,∨} in the given state. Atomic
propositions compare values derived from the number of tokens on the places
in the given state by comparison operators {<,≤,≥, >,=, ̸=}. These values
can be combined by arithmetic operators {+,−, ∗, /}.
The subset of CSL formulas, we defined, can be expressed equivalently by a
subset of PLTLc. So the question may arise, what are the reasons for having
it. The first answer is for the sake of efficiency. PLTLc verifies over paths and
it is necessary to keep track of the path in general. Our adapted CSL evaluates
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paths too, but it is not necessary to keep track of the whole path. We can verify
CSL formulas by evaluating the current state of the path and can disregard
the already passed states. This reduces the memory requirements for model
checking time-bounded CSL formulas to O (1) instead of O (|ω|) for PLTLc
formulas. For model checking time-unbounded CSL formulas, the memory
requirement is O (S), where S is the number of distinct states visited, which
is typically much smaller than the length of the generated path. The second
answer is, because it is a by-product of the continuous stochastic reward logic
(CSRL) presented in Section 5.4.
A CSL state formula is satisfied in state s, if the following |= relations hold.
s |= a ⇐⇒ s |= evalAtomic(a, s)
s |= ¬σ ⇐⇒ s ̸|= σ
s |= σ1 ∧ σ2 ⇐⇒ s |= σ1 ∧ s |= σ2
s |= σ1 ∨ σ2 ⇐⇒ s |= σ1 ∨ s |= σ2
s |= P▷◁ x [ϕ] ⇐⇒ Pr(ω ∈ Path(s) | ω |= ϕ) ▷◁ x




The function evalAtomic(a, s) evaluates the atomic proposition a by looking
up the tokens that each place x ∈ P (a) has in state s.
A path formula is satisfied for any path ω ∈ Path(s), if the following |=
relations hold.
ω |= XI σ ⇐⇒ ω(1) |= σ and τ0 ∈ I
ω |= FI σ ⇐⇒ ∃τ ∈ I : ω@τ |= σ
ω |= GI σ ⇐⇒ ∀τ ∈ I : ω@τ |= σ
ω |= σ1UI σ2 ⇐⇒ ∃τ ∈ I : ω@τ |= σ2 and ∀τ ′ < τ : ω(τ ′) |= σ1
We discuss nesting of probabilistic operators in the context of simulative model
checking and describe the algorithms used to verify CSL formulas in the fol-
lowing sections.
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5.2.1 Nested Probabilistic Operator
The continuous stochastic logic is a branching-time logic like the computation
tree logic. In the setting of simulative model checking it is possible to verify
efficiently properties of states and paths, because the simulator generates paths
through the state space of the model starting from an initial state. It is
much more expensive in terms of run-time and memory consumption to verify
properties of paths starting from a sets of initial states, as it happens to be
in the case of nested probabilistic operators. This branching is theoretically
possible in simulation context, see [YS02], but it becomes infeasible in terms
of run-time. Let the expected number of simulation runs (samples) for each
probabilistic operator be ni with 0 ≤ i < N , N is the number of nested
operators, i = 0 represents the outer probabilistic operator and i > 0 any






which grows rapidly with the number of nested probabilistic operators. That
is why we leave it to future work to find a simulative method with feasible
run-time behaviour. Nevertheless, the statistical model checker Ymer supports
nested probabilistic operator, but due to the already mentioned run-time issue,
they suggest to use numerical methods for sub formulas and to use simulation
only for the top formula [You+06].
5.2.2 Time-bounded Formula
A CSL formula is meant to be time-bounded if the time interval associated
with any temporal logic operator is (n,m) with 0 ≤ n ≤ m < ∞. Thus,
the formula can be verified within finite time. The algorithm for evaluating
time-bounded formulas is a forward model checking algorithm. This way it is
able to stop the trace generation as soon as a decision was made. It is divided
in two procedures, namely Algorithm 13 for the evaluation of path formulas
and Algorithm 14 for the evaluation of state formulas.
Algorithm 13 starts from the initial state and evaluates the path formula on
the current state. In case of operator XI σ, the successor state s′ of the current
state s is generated, if the transition from state s to s′ takes place in the time
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Algorithm 13 Evaluate time-bounded path formula
1: procedure evalPathFormula(ϕ,m0, τ0, τmax)
2: (s, [τs, τs+1))← initialState(m0, τ0)
3: repeat
4: switch ϕ
5: case XI σ1 :
6: if τs+1 /∈ I then
7: return false
8: end if
9: (s, [τs, τs+1))← nextState(s, τs+1)
10: return evalStateFormula(σ1, s)
11: case σ1UI σ2 :
12: if τs ∈ I then
13: res2 ← evalStateFormula(σ2, s)




18: res1 ← evalStateFormula(σ1, s)




23: (s, [τs, τs+1))← nextState(s, τs+1)
24: until τs+1 > τmax
25: return false
26: end procedure
interval I, i.e., τs+1 ∈ I. The state formula σ is going to be evaluated by
Algorithm 14. Verifying operator σ1UI σ2 is done by evaluating σ1 until a
state s is reached such that s ̸|= σ1 or s |= σ2 and state s is reached within
the time interval I. If there was no decision made, the algorithm generates
the next state s and the corresponding sojourn time interval [τs, τs+1) until a
state is reached those exit time τs+1 is greater than τmax. In this case the path
formula is returned to be false, because it was not possible to decide whether
a state satisfied or falsified the path formula in the given interval I.
The evaluation of state formulas in Algorithm 14 is straight forward. The
algorithm gets the state formula ϕ and the state s that the formula is to
be evaluated on. Therefore, the procedure evalStateForumla is called recur-
sively on all sub formulas. The function evalAtomic(a, s) evaluates the atomic
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Algorithm 14 Evaluate state formula
1: procedure evalStateFormula(σ, s)
2: switch σ
3: case a :
4: return evalAtomic(a, s)
5: case ¬σ1 :
6: return ¬evalStateFormula(σ1, s)
7: case σ1 ∧ σ2 :
8: res1 ← evalStateFormula(σ1, s)
9: res2 ← evalStateFormula(σ2, s)
10: return res1 ∧ res2
11: case σ1 ∨ σ2 :
12: res1 ← evalStateFormula(σ1, s)
13: res2 ← evalStateFormula(σ2, s)




proposition a by looking up the tokens that each place x ∈ P (a) has in state
s.
Example 18. We verify the following CSL formula on the SPN in Example 6
with B = 1 and m0 = (0, 1, 0, 1, 0, 1). We want to know how likely it is that
producer and consumer have one token at time point τ = 10
P=?
[
trueU10,10 producer = 1 ∧ consumer = 1
]
.
The expected probability computed by the numerical engine is 2.6036e-02.
The simulative model checking computes a confidence interval of [2.4862e-02,
2.7461e-02] after 100 000 simulation runs, which is covering well the expected
value.
5.2.3 Time-unbounded Formula
Simulative model checking of time-unbounded CSL formulas suffers from the
same issues as described in Section 5.1. In the context of statistical CSL
model checking, there were several approaches to tackle this issue. A method
based on perfect simulation was presented in [RP09], but this method is only
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applicable if the model under study is monotone. In addition, the authors do
not discuss how to decide the monotonicity of a model. Another interesting
approach may be the computation of termination-probability using rare-event
simulation [LDT06], but there is still some work to do to make this applicable
to simulative model checking. A method suitable for models of finite state
space was presented in [YCZ11]. It incorporates reachability analysis using
symbolic data structures and the results are very promising, but it is restricted
to finite state spaces. Thus, we apply the approach, presented in Section 5.1,
of detecting the steady state as a sufficient stopping criteria.
Algorithm 15 Evaluate time-unbounded path formula
1: procedure evalUnboundedPathFormula(ϕ)
2: steadyStateReached← false
3: (s, [τs, τs+1))← initialState(m0)
4: repeat
5: switch ϕ
6: case X σ1 :
7: (s, [τs, τs+1))← nextState(s, τs+1)
8: return evalStateFormula(σ1, s)
9: case σ1Uσ2 :
10: res2 ← evalStateFormula(σ2, s)
11: if res2 = true then
12: return true
13: end if
14: res1 ← evalStateFormula(σ1, s)





20: (s, [τs, τs+1))← nextState(s, τs+1)
21: until steadyStateReached = true
22: return false
23: end procedure
Algorithm 15 is mostly identically to Algorithm 13, but we omited the check
for the time intervals and added the steady state detection. The steady state
detection is internally somewhat different to PLTLc, this is described in the
next section.
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Example 19. We adapt Example 18 and remove the time interval.
P=? [trueU producer = 1 ∧ consumer = 1] .
In this case a state that satisfies producer = 1 ∧ consumer = 1 is eventually
reached at some time. The expected probability computed by the numerical
engine is 1. The simulative model checking computes a confidence interval of
[1, 1] after 100 000 simulation runs, which is covering well the expected value.
5.2.4 Steady State Operator
The steady state operator S was introduced in CSL in [Bai+00a] and de-
scribes the steady state behaviour of the CTMC. The formula S=? [σ] is used
to compute the probability to be in a state satisfying σ in a long-run. For the
evaluation of steady state formulas, we want to keep the memory consumption
as low as possible, i.e., we do not want to keep the complete trace in memory
as in Section 5.1.3. That is why we apply the approach described in Section 4.3
for computing the steady state distribution using stochastic simulation. This
approach has two advantages. First, the number of unique states in the steady
state distribution is usually smaller than the length of the path generated, be-
cause states are usually visited not only once. Thus the memory consumption
is lower. Second, there is no need to cut off some states, because the transient
states are neglected in the steady state distribution.
Algorithm 16 shows the computation of the probability for steady state formula
S=? [σ]. At first the steady state distribution is computed by generating a
path and adding the visited states s and their sojourn time τs+1 − τs to the
distribution π. While the path is generated, the sojourn times of each state
are accumulated. The accumulated sojourn times are used to compute the
steady state probability by Equation (4.36) and the steady state is reached if
Equation (4.35) holds for all visited states. After reaching the steady state we
iterate over all states and accumulate the probability of all states in which σ
holds. In this way we get the steady state probability for irreducible CTMCs,
if the CTMC is reducible we got the probability for only one recurrence class.
So we have to repeat Algorithm 16 several times and average the resulting
probabilities to take the recurrence classes into account.
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Algorithm 16 Steady state computation for one simulation run
1: procedure evalSteadyState(σ)
2: steadyStateReached← false
3: (s, [τs, τs+1))← initialState(m0)
4: π ← (s, τs+1 − τs)
5: repeat
6: (s, [τs, τs+1))← nextState(s, τs+1)
7: π ← π + (s, τs+1 − τs)
8: steadyStateReached← checkSteadyState(π, ϵ)
9: until steadyStateReached = true
10: pr ← 0
11: for i← 0, |π| do
12: (si, pri)← πi ▷ state si, probability pri
13: res← evalStateFormula(σ, si)
14: if res = true then





Example 20. We verify the following CSL formula on the SPN in Example 6
with B = 1 and m0 = (0, 1, 0, 1, 0, 1). We want to know how likely it is in the
long run that producer and consumer have one token.
S=? [producer = 1 ∧ consumer = 1] .
The expected steady state probability computed by the numerical engine is
7.2165e-02. The simulative model checking computes a confidence interval of
[6.5817e-02, 7.9159e-02] after 10 000 simulation runs, which is covering well the
expected value.
5.3 Simulative Reward Computation
The Continuous Stochastic Logic has been extended in [KNP07] by special op-
erators to compute the expectations of instantaneous and cumulative rewards.
In order to realize this, a reward structure (ρ, ι) is added to the CTMC, see
Section 4.4.
The syntax of the reward extension of CSL is given in Definition 28.
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| R▷◁ r [I=τ ] | R=? [I=τ ] |
R▷◁ r [Fσ] | R=? [Fσ] | R▷◁ r [S] | R=? [S]
▷◁∈ {<,≤,≥, >} , r, τ ∈ R+0 «
The reward operator R has two different modes. If it is used with the question
mark as R=? [ψ], then it will return the expected reward E(ψ). We apply
sample statistics as presented in Section 4.1, because E(ψ) is the expected
value of a random variable. We approximate the probability by computing the
sample mean of the outcomes of N evaluations with





As well as the probabilistic operator, the reward operator returns a confidence
interval instead of a single value. In this case it is not possible to use the
Wilson score confidence interval, Equation (5.2), or the Wald confidence in-
terval, because both are defined for values in the interval (0, 1). According to
the central limit theorem [SM08], the confidence interval [Bl, Bu] is computed
from the sample mean Y¯ and the sample variance s2 of the expected reward
E(ψ), the number of simulation runs N and the Z = 1−α/2 percentile of the
normal distribution with the confidence level α by





The second case is mostly common with the probabilistic operator, R▷◁ x [ψ]
returns true, if E(ψ) ▷◁ x is fulfilled, false otherwise. We have to introduce
an additional return value unknown, because of the indifference region defined
by the confidence interval. It is returned, if the computed confidence interval
covers the value x, because in that case we can not decide whether E(ψ) ▷◁ x
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is true or not. The return value of R▷◁ x[ψ] is defined as
R▷◁ x[ψ] =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
true if x ▷◁ [Bl, Bu] ∧ x ̸∈ [Bl, Bu]
false if x ̸▷◁ [Bl, Bu] ∧ x ̸∈ [Bl, Bu]
unknown if x ∈ [Bl, Bu] .
A formula, defined in Definition 28, is satisfied in state s, if the following |=
relations hold.




⇐⇒ E(s, YC≤τ ) ▷◁ x
s |= R▷◁ x [I=τ ] ⇐⇒ E(s, YI=τ ) ▷◁ x
s |= R▷◁ x [Fσ] ⇐⇒ E(s, YFσ) ▷◁ x
s |= R▷◁ x [S] ⇐⇒ lim
τ→∞ τ
−1 · E(s, YC≤τ ) ▷◁ x
The expected value of the random variable Y for any path ω ∈ Path(s) is
denoted by E(s, Y ).
The random variable YC≤τ denotes the cumulated reward of state and impulse
reward functions up to time point τ and is computed by Equation (4.41), i.e.,
Algorithm 17 line 8.
Let the random variable YI=τ be the expected state reward at time point τ , it
is defined as
YI=τ = ρ(ω@τ) , (5.8)
where ω@τ is the state sn in path ω at time point τ , i.e., Algorithm 17 line 15.
The random variable YFσ denotes the expected reward to be accumulated
before reaching a state satisfying σ. Let state sn be the first state satisfying σ
on path ω, then
YFσ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if ω(0) |= σ
∞ if ∀si ∈ ω, si ̸|= σ∑n−1
i=0 τi · ρ(si) + ι(si, si+1) otherwise.
(5.9)
The evaluation of YFσ is divided in 3 parts. First, if the first state satisfies
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σ, then the expected value is zero, because no reward could be accumulated.
Second, if no state in path ω satisfies sigma, then the expectation is infinity,
because the cumulated reward is monotonically increasing. In our simulative
settings, we have to stop the trace generation at some point and we apply
again the steady state property as in Section 5.2, i.e., Algorithm 17 line 18–25.






τi · ρ(si) + ι(si, si+1) . (5.10)
Thus, we use the same approach as described in Section 4.3, but rather than
the probability we compute the cumulated reward. Equation (5.10) matches
the case that the CTMC is irreducible. In case the CTMC is reducible, we
have to perform several simulation runs and average the resulting rewards.
Example 21. We verify the following reward formulas on the SPN in Ex-
ample 6 with B = 1, m0 = (0, 1, 0, 1, 0, 1) and the state reward function of
Example 14. We want to know





= 9.6257 ≈ [9.6042, 9.6561],





= 0.9013 ≈ [0.8953, 0.9106],
3. the accumulated reward until a state is reached satisfying producer =
1 ∧ consumer = 1
R=? [F producer = 1 ∧ consumer = 1] = 4.0042 ≈ [3.9239, 4.0866],
4. the accumulated reward in the long-run
R=? [S] = 0.8041 ≈ [0.7936, 0.8141].
The expected reward values computed by the numerical engine are all cov-
ered by the confidence intervals computed by the simulative model checking
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procedure after 10 000 simulation runs.
Algorithm 17 Evaluate reward formula
1: procedure evalRewardFormula(ϕ,m0, τ0, τmax)




6: case C≤τ :
7: if τs ≤ τ then
8: res← res+ evalReward(s, τs, τs+1)
9: end if
10: if τs+1 > τmax then
11: return res
12: end if
13: case I=τ :
14: if τ ∈ [τs, τs+1) then
15: return evalReward(s, τ, τ)
16: end if
17: case Fσ :
18: if evalStateFormula(σ, s) = true then
19: return res
20: end if
21: π ← π + (s, τs+1 − τs)
22: if checkSteadyState(π, ϵ) = true then
23: return ∞
24: end if
25: res← res+ evalReward(s, τs, τs+1)
26: case S :
27: π ← π + (s, τs+1 − τs)
28: res← res+ evalReward(s, τs, τs+1)








5.4 Simulative CSRL Model Checking
The Continuous Stochastic Reward Logic (CSRL), introduced in [Bai+00b;
Hav+02], is a superset of the continuous stochastic logic, presented in Sec-
tion 5.2 and is a specification formalism for performability measures. Now, the
temporal operators are decorated additionally with a reward interval. Model
checking CSRL requires to compute the joint distribution of the CTMC and
the stochastic process representing the evolution of the accumulated rewards.
This is much more involving than computing transient probabilities, since the
latter does not feature the Markov property. However, there are various algo-
rithms to compute numerically the performability measures [Clo+05; CH06],
but their applicability was restricted to systems of a few thousand states only.
This limit has been moved by several orders of magnitude to systems with
billion states in [Sch14], due to symbolic on-the-fly analysis. Nevertheless, the
size of the models is still growing, especially in systems biology, and exceeds
quite fast this limit. By using simulation analysis, we can overcome this limit
and analyse even larger systems at the expense of accuracy.
The syntax of our adapted CSRL is given in Definition 29.
Definition 29. Syntax of the Continuous Stochastic Reward Logic:
ψ := P▷◁ x [ϕ] | P=? [ϕ] | S▷◁ x [σ] | S=? [σ]
▷◁∈ {<,≤,≥, >} , x ∈ [0, 1]
ϕ := XIJ σ | FIJ σ | GIJ σ | σUIJ σ | σ
I := [x1, x2] =
{
x ∈ R+0 | x1 ≤ x ≤ x2
}
, omit I = [0,∞)
J := [r1, r2] =
{
r ∈ R+0 | r1 ≤ r ≤ r2
}
, omit J = [0,∞)
σ := ¬σ | σ ∧ σ | σ ∨ σ | a | true | false
a := value⊴ value
⊴ ∈ {<,≤,≥, >,=, ̸=}
value := value ∼ value | Place | Int | Real | function
∼∈ {+,−, ∗, /} «
It is quite similar to Definition 27, but extends the path operators with a reward
interval. The reward interval J can be omitted, if it is defined as J = [0,∞),
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and the CSRL formula becomes in fact a CSL formula. In the same way,
the time interval I can be omitted, if it is defined as I = [0,∞). Now the
CSRL formula becomes a continuous reward logic (CRL) formula. CSL and
CRL are complementary [Bai+00b], i.e., CRL-properties over Markov reward
models can be interpreted as CSL-properties over the derived continuous-time
Markov chain. So we can check CRL formulas with the same algorithms as
CSL formulas.
A CSRL state formula is satisfied in state s, if the following |= relations hold.
s |= a ⇐⇒ s |= evalAtomic(a, s)
s |= ¬σ ⇐⇒ s ̸|= σ
s |= σ1 ∧ σ2 ⇐⇒ s |= σ1 ∧ s |= σ2
s |= σ1 ∨ σ2 ⇐⇒ s |= σ1 ∨ s |= σ2
s |= P▷◁ x [ϕ] ⇐⇒ Pr(ω ∈ Path(s) | ω |= ϕ) ▷◁ x




The function evalAtomic(a, s) evaluates the atomic proposition a by looking
up the tokens that each place x ∈ P (a) has in state s.
A path formula is satisfied for any path ω ∈ Path(s), if the following |=
relations hold.
ω |= XIJ σ ⇐⇒ ω(1) |= σ and τ0 ∈ I and y0 ∈ J
ω |= FIJ σ ⇐⇒ ∃τ ∈ I : ω@τ |= σ and Yτ ∈ J
ω |= GIJ σ ⇐⇒ ∀τ ∈ I : ω@τ |= σ and Yτ ∈ J
ω |= σ1UIJ σ2 ⇐⇒ ∃τ ∈ I : ω@τ |= σ2 and ∀τ ′ < τ : ω(τ
′) |= σ1 and Yτ ∈ J
The random variable Yτ denotes the cumulated reward up to time point τ . In
particular, the path ω satisfies XIJ σ, if the sojourn time of the first state is
τ0 ∈ I, the cumulated reward in the first state is y0 ∈ J and the successor
state satisfies σ. Verifying operator σ1UIJ σ2 is done by evaluating σ1 until a
state s is reached such that s ̸|= σ1 or s |= σ2, state s is reached within the
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time interval I and the accumulated reward is in the reward interval J .
The model checking procedure for CSRL formulas is essentially the same as for
CSL formulas, see Algorithm 18. We just have to accumulate the reward using
Equation (4.41), while a new state is reached. Having done this, we can check
the cumulated reward against the reward bounds on the path operators. Such
a straightforward adaptation of the model checking procedure is possible in our
simulative setting, because we operate directly on a path and in continuous-
time. Additionally, there is no need to distinguish between different until
formulas, as it is the case when using numerical techniques [Clo06; Sch14].
Example 22. We verify the following CSRL formula on the SPN in Ex-
ample 6 with B = 1, m0 = (0, 1, 0, 1, 0, 1) and the state reward function of
Algorithm 18 Evaluate time-bounded reward path formula
1: procedure evalRewardPathFormula(ϕ,m0, τ0, τmax)
2: (s, [τs, τs+1))← initialState(m0, τ0)
3: y ← y + evalReward(s, τs, τs+1)
4: repeat
5: switch ϕ
6: case XIJ σ1 :
7: if τs+1 /∈ I ∨ y /∈ J then
8: end if
9: (s, [τs, τs+1))← nextState(s, τs+1)
10: return evalStateFormula(σ1, s)
11: case σ1UIJ σ2 :
12: if τs ∈ I ∧ y ∈ J then
13: res2 ← evalStateFormula(σ2, s)




18: res1 ← evalStateFormula(σ1, s)




23: (s, [τs, τs+1))← nextState(s, τs+1)
24: y ← y + evalReward(s, τs, τs+1)




Example 14. We want to know how likely it is that producer and consumer
have one token at time point τ = 10 and the accumulated reward is at most 8
P=?
[
trueU10,100,8 producer = 1 ∧ consumer = 1
]
.
Such kind of formula is used for performability analysis. The expected proba-
bility computed by the numerical engine is 1.1722e-02. The simulative model
checking computes a confidence interval of [9.9442e-03, 1.5702e-02] after 100 000
simulation runs, which is covering well the expected value.
5.5 Closing Remarks
In this chapter we have shown how to verify certain properties, expressed
in temporal logics, by the application of simulative model checking. We ex-
tended PLTLc with time-unbounded temporal operators and the steady state
operator [Roh13]. Therefore, we exploited the steady state property to find
an appropriate truncation point for the generated path. This was achieved by
two different methods. First, the sample bath means algorithm Skart [Taf+11]
was used for the verification of PLTLc formulas, because it operates directly
on the generated path. Second, we approximated the steady state distribution
as described in Section 4.3 for the verification of CS(R)L formulas, because
this is more efficient in terms of memory than keeping the whole trace, which
is not necessary for verifying CS(R)L formulas. The simulative model check-
ing algorithm for CSRL formulas is the first to known and it supports state
rewards as well as impulse rewards. We implemented all algorithms for simula-




In this chapter we provide some case studies to demonstrate the applicability
of the different analysis methods presented in Chapter 4 and to verify certain
properties expressed in temporal logics presented in Chapter 5. Furthermore,
we compare the run-time performance of the introduced δ-leaping simulation
method with the well known and widely used direct method on models of
different size. We use models ranging from just a few nodes and arcs up to
some thousand nodes and tens of thousand arcs.
The models originate from different areas, i.e., systems biology and technical
systems. All Petri nets were modelled with Snoopy [RMH10; Hei+12] and
analysed with MARCIE [SRH11; HRS13]. We start with five biochemical case
studies of different sizes, presented from small to large. These models can
be separated into two categories signal transduction networks and metabolic
networks. The signal transduction networks are the RKIP inhibited ERK
pathway (Section 6.1), the Mitogen-activated Protein Kinase (Section 6.2), the
angiogenetic process (Section 6.3) and a simplified repressilator (Section 6.4).
The metabolic networks are a reduced E.coli K-12 Metabolic model and a
genome scale E.coli K-12 Metabolic model.
Afterwards we present two technical case studies , i.e., the flexible manufac-
turing systems (Section 6.6) and a cyclic server polling system (Section 6.7).
The experiments were carried out on two different machines. The first one is a
MacPro with 2×Intel® Xeon® E5520 with 2.26GHz and 32GB RAM running
Mac OSX 10.11, from now on we refer to it as machine 1. This machine is
used to demonstrate the scalability of the shared memory, multi-threading
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Table 6.1: The size of the state space for different initial markings of SPNERK
computed with MARCIE’s symbolic state space generation.
N |states| N |states| N |states| N |states|
5 1, 974 20 1, 696, 618 40 79, 414, 335 100 1.591× 1010
10 47, 047 25 5, 723, 991 50 2.834× 108 250 3.582× 1012
15 368, 220 30 15, 721, 464 60 8.114× 108 500 2.231× 1014
implementation. The second one has 4×AMD Opteron™ 6276 with 2.3 GHz
and 256GB RAM running CentOS 6, from now on we refer to it as machine
2. It is used to demonstrate the scalability of the distributed memory, multi-
processing implementation.
6.1 RKIP inhibited ERK pathway
This model shows the influence of the Raf Kinase Inhibitor Protein (RKIP)
on the Extracellular signal Regulated Kinase (ERK) signalling pathway. A
model of non-linear ordinary differential equations was originally published
in [Cho+03]. Later on, it was discussed as qualitative and continuous Petri nets
in [GH06], and as three related Petri net models in [HDG10]. The stochastic
Petri net SPNERK comprises 11 places and 11 transitions connected by 34
arcs and is shown in Figure 6.1.
All transition rate functions use mass action kinetics with the original pa-
rameter values from [HDG10]. There is one exception, the constant, used in
scaling second order reactions, with a value of 2.5 violates the condition in
Equation 3.14. Thus, we set this constant to 1, so that our condition is ful-
filled. The model is scalable by the initial amount of tokens in the places ERK,
MEKpp, Raf1Star, RKIP and RP. The more initial tokens N on each of these
places, the bigger the state space of the Petri net. The number of reachable
states for different initial markings is shown in Table 6.1.
We compared the well known and widely used direct method [Gil76] with the
delta-leaping method [Roh16] and performed experiments with different values
of N = {10, 100, 1000, 10 000} on machine 1. We present simulation results for
four randomly chosen places, i.e., the results concerning the approximation
error are comparable for all places of the model. They are given in Fig. 6.2
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and the run-times are provided in Table 6.2. For all instances of N the results
of direct method and δ-leaping match quite well. For N = 10 the simulation
run-time is lower for the direct method than for δ-leaping. The simulation run-
time increases for both algorithms with N = 100, but the discrete-time leap
method is a little faster now. For N = 1000 and N = 10 000 the run-times for
the direct method are far away from the run-times of δ-leaping. Overall, the
simulation run-time of the direct method increases by a factor of 10, whereas
the run-time for δ-leaping increases by only 15%.
In order to verify the correctness of our simulative model checking approach, we
check the same properties as in [Hei+10]. We use machine 2 for this purpose.






















r6 r7 r9 r10r5
r8
r11
Raf1Star + RKIP r1,r2↔ Raf1Star_RKIP
Raf1Star_RKIP + ERKpp r3,r4↔ Raf1Star_RKIP_ERKpp
Raf1Star_RKIP_ERKpp r5→ Raf1Star + ERK + RKIPp
ERK + MEKpp r6,r7↔ MEKpp_ERK r8→ ERKpp + MEKpp
RKIPp + RP r9,r10↔ RKIPp_RP r11→ RKIP + RP
Figure 6.1: Stochastic Petri net of the RKIP inhibited ERK pathway, including
textual representation of the chemical reactions [HDG10].
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(a) simulation results (b) approximation error
Figure 6.2: SPNERK with N = 100 and 1 000 000 simulation runs
Table 6.2: Comparison of run-times for the direct method and δ-leaping.
SPNERK was parametrised with N and simulated with 1 000 000 simulation
runs.




10 000 1d4h 17m10s
the number of tokens on place MEKpp is between 60% and 80% of N:
P=? [F [MEKpp ≥ N · 0.6 ∧MEKpp ≤ N · 0.8]] .
In any case such a state was reached, therefore the probability of the formula
is 1. Figure 6.3 shows the run-time of the reachability analysis for different
initial markings N and for several number of workers.
Since we know now that such a state is eventually reached, we want to compute
the steady state probability of being in such a state, where the number of tokens
on place MEKpp is between 60% and 80% of N:
S=? [MEKpp ≥ N · 0.6 ∧MEKpp ≤ N · 0.8] .
First the results in Table 6.3 show that the resulting confidence interval covers
the probability computed by the Jacobi method in [Hei+10]. Second the algo-
rithm scales nearly linear with the number of worker processes, see Figure 6.4.
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Table 6.3: Steady state analysis for different initial markings N of SPNERK .
The probability Pr is computed by the numerical engine and the confidence
interval CI by the simulative engine.
N Pr CI
20 0.77508 [0.77482, 0.77534]
30 0.83297 [0.83277, 0.83325]
40 0.87452 [0.87416, 0.87470]
50 0.90465 [0.90437, 0.90486]
60 0.92682 [0.92641, 0.92696]
A very interesting behaviour regards the relationship between the state space
size and the total run-time of the computation. One could expect an increase
of the run-time, but it stays the same. This is a result of the level semantics
described in [Cal+06], i.e., the rate functions are scaled by the initial number of
tokensN . Therefore, the sojourn time of the transition remains the same, while
the initial amount of tokens is increasing. In contrast to the numerical engine,
the stochastic rate functions are decisive for the run-time of the stochastic
simulation and not the size of the state space.
Figure 6.3: Transient analysis for different initial markings N of SPNERK .
The total run-time is given for several number of workers.
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Figure 6.4: Steady state analysis for different initial markings N of SPNERK .
The total run-time is given for different numbers of workers.
6.2 Mitogen-activated Protein Kinase
The mitogen-activated protein kinase (MAPK) is the core of the ERK/MAPK
pathway that can, for example, carry cell division and differentiation signals
from the cell membrane to the nucleus. The model was published in [LBS00]
and later on, discussed as stochastic Petri net in [HGD08].
The Petri net SPNMAPK comprises 22 places and 30 transitions connected by
90 arcs. The model is scalable by the initial amount of tokens in six places.
All transition rate functions of SPNMAPK use mass action kinetics with rate
constants taken from [HGD08].
The number of reachable states for different initial markings are shown in
Table 6.4.
Now, let us compare the well known and widely used direct method [Gil76]
Table 6.4: The size of the state space for different initial markings of
SPNMAPK computed with MARCIE’s symbolic state space generation.
N |states| N |states| N |states| N |states|
2 6.110× 106 8 2.712× 1013 14 4.197× 1016 20 5.635× 1018
4 6.920× 109 10 4.783× 1014 16 2.584× 1017 40 1.064× 1023
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Figure 6.5: Stochastic Petri net of the mitogen-activated protein ki-
nase [HGD08].
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Table 6.5: Comparison of run-times for the direct method and δ-leaping.
SPNMAPK was parametrised with N and simulated with 1 000 000 simula-
tion runs.




10 000 12d19h 39m55s
with the delta-leaping method [Roh16]. We performed experiments with the
following different values of N = {10, 100, 1000, 10 000} and all were carried
out on machine 1.
Exemplary simulation results of four places for N = 100 are given in Fig. 6.6.
They match quite well for the given places, as well as for the others. The
run-time behaviour for this model develops in a comparable way to SPNERK ,
see Table 6.5. The run-time of the direct method in the first instance N = 10
is lower than for δ-leaping, but it increases much faster in the other instances
of N .
We investigate the behaviour of place RafP . At first we want to know how
likely it is that RafP contains no tokens from the beginning up to time point
τ = 1. We check this property using the following formula:
P=?
[
G0,τ [RafP = 0]
]
.
The results in Table 6.6 show that it is very likely for RafP to contain no token
(a) simulation results (b) approximation error
Figure 6.6: SPNMAPK with N = 100 and 1 000 000 simulation runs
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Table 6.6: Transient analysis up to time point τ = 1 for different number of
stations N of SPNMAPK . The probability Pr is computed by the numerical
engine and the confidence interval CI by the simulative engine after 6 634 234
simulation runs.
N Pr CI
1 0.98491 [0.98475, 0.98499]
2 0.97039 [0.97026, 0.97059]
3 0.95609 [0.95597, 0.95638]
4 – [0.94171, 0.94218]
5 – [0.92774, 0.92826]
6 – [0.91444, 0.91500]
up to time point 1 and the probability is just slightly decreasing. This is not a
surprise but a consequence of the scaled transition rates taken from [HGD08].
The confidence intervals computed by simulative model checking cover the
expected probability very well, but the numerical engine could not compute
results forN > 3, because of the large state space and thus insufficient memory.
Figure 6.7 shows the total run-times of the transient analysis up to time point
τ = 1 for different initial markings N . The run-times are given for 1 to 8
worker threads after 6 634 234 simulation runs. They increase as N increases
and for each N the run-time is cut nearly into halves as the number of worker
threads doubles.
As we now know that in the beginning of the transient phase RafP does not
hold a token most of the time, we are now interested in the long run behaviour.
Therefore we want to evaluate the probability that RafP contains no token
in the steady state. We achieve this by verifying the following formula:
S=? [RafP = 0] .
The results in Table 6.7 show that it is much more likely for place RafP
to carry at least one token in the steady state, than in the beginning of the
transient phase. The probability decreases, as N increases.
The coverage of the confidence intervals is as good as in the previous case.
The run-times, shown in Figure 6.8, exhibit the same characteristics as in the
transient case, i.e., the simulative model checking scales quite well with the
number of worker threads.
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Figure 6.7: Transient analysis up to time point τ = 1 for different initial
markings N of SPNMAPK . The total run-time is given for several number of
worker threads after 6 634 234 simulation runs.
Figure 6.8: Steady state analysis for different initial markingsN of SPNMAPK .
The total run-time is given for different numbers of workers after 128 simulation
runs.
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Table 6.7: Steady state analysis for different number of stations N of
SPNMAPK . The probability Pr is computed by the numerical engine and
the confidence interval CI by the simulative engine after 128 simulation runs.
N Pr CI
1 2.609× 10−1 [2.595× 10−1, 2.610× 10−1]
2 7.196× 10−2 [7.183× 10−2, 7.211× 10−2]
3 – [2.000× 10−2, 2.011× 10−2]
4 – [5.742× 10−3, 5.793× 10−3]
5 – [1.753× 10−3, 1.780× 10−3]
6 – [6.982× 10−4, 7.149× 10−4]
6.3 Angiogenesis
Angiogenesis is a complex phenomenon that goes from a molecular level to
macroscopic events. This Petri net models a part of the signal transduction
pathway involved in the angiogenetic process and was originally published
in [Nap+09]. The stochastic Petri net SPNANG comprises 39 places and 64
transitions connected by 185 arcs.
The model is scalable by the initial amount of tokens in the places Akt, DAG,
Gab1, KdStar, Pip2, P3k, Pg and Pten. The more initial tokens on each of these
places, the bigger the state space of the Petri net. The number of reachable
states for different initial markings are shown in Table 6.8.
As in Section 6.1, we check for reachability first. We use machine 2 for this
purpose. Now we want to know the probability of eventually reaching a state
where no tokens reside on place Akt:
P=? [F [Akt = 0]] .
Table 6.8: The size of the state space for different initial markings of SPNANG
computed with MARCIE’s symbolic state space generation. The places Akt,
DAG, Gab1, KdStar, Pip2, P3k, Pg and Pten carry initially N tokens.
N |states| N |states| N |states| N |states|
1 96 4 2, 413, 480 7 2.181× 109 10 4.537× 1011
2 5, 384 5 29, 224, 050 8 1.464× 1010 15 5.207× 1014





























































































































KDR = Kd = n1
Gab1 = G = n3
Pi3k = P3k = n2
PlcGamma = Pg = n4
Pip3 = P3
Pip2 = P2 = n5
Pten = Pt = n6
Enz = E = n7
Akt = n8
Figure 6.9: Stochastic Petri net of the angiogenesis process [Nap+09].
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Table 6.9: Transient analysis for different initial markings N of SPNANG.
The probability Pr is computed by the numerical engine and the confidence
interval CI by the simulative engine.
N Pr CI
1 0.44141 [0.43542, 0.44642]
2 0.80836 [0.80292, 0.81370]
3 0.92899 [0.92319, 0.93365]
4 0.97950 [0.97189, 0.98216]
5 – [0.99380, 0.99396]
6 – [0.99760, 0.99770]
In contrast to SPNERK , Table 6.9 shows that the probability ranges from
about 0.44 (N = 1) to 0.9 (N = 6). That means a state where no tokens lay on
place Akt is not always reached, because the CTMC consists of several strongly
connected components and in some of them such a state does not exist.
Figure 6.10 shows the run-time of the reachability analysis for different initial
markings N and for several number of workers.
Second we compute the steady state probability of being in a state that has
no tokens on place Akt:
S=? [Akt = 0] .
The results in Table 6.10 show that the steady state probability is nearly the
Figure 6.10: Transient analysis for different initial markings N of SPNANG.
The total run-time is given for several number of workers.
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Table 6.10: Steady state analysis for different initial markings N of SPNANG.
The probability Pr is computed by the numerical engine and the confidence
interval CI by the simulative engine.
N Pr CI
1 0.44141 [0.43773, 0.44771]
2 0.80836 [0.80446, 0.81237]
3 0.92899 [0.92772, 0.93284]
4 0.97950 [0.97859, 0.98140]
5 – [0.98923, 0.99121]
6 – [0.99649, 0.99758]
same as in the reachability case as the overall steady state probability consists
of two parts, first the probability of reaching a strongly connected component
and second the steady state probability inside these component. The result
means the steady state probability inside a strongly connected component,
where a state exists with Akt = 0, is almost 1. That is why the overall steady
state probability almost coincides with the reachability probability.
Figure 6.11 shows the run-time of the steady state analysis for different initial
markings N and for several number of workers.
Figure 6.11: Steady state analysis for different initial markings N of SPNANG.
The total run-time is given for different numbers of workers.
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6.4 Simplified Repressilator
The repressilator is a cyclic negative feedback loop composed of three repres-
sor genes and of their corresponding promotors [EL00]. Each of the three
interconnected transcriptional repressor systems (TRSs) consists of the gene
encoding the mRNA from which the respective repressor protein is translated
(synthesized). Each repressor protein reversibly binds to its specific repressor
binding site. The bound repressor protein prevents the transcription of the
gene it controls. For the simplified repressilator, we assume that each gene
directly catalyses the synthesis of the repressor protein it encodes. We neglect
the mRNA intermediates, as well as the explicit processes of transcription and
translation, see [Blä+14]. However, we explicitly consider the binding and un-
binding of the repressor proteins to their target promotor sites as well as the
degradation of the repressor proteins in the free and bound forms [LB07]. Note
that the simplified repressilator is just a toy network to be used for demon-
stration purposes and not meant as a computational model of the original






















Figure 6.12: Coloured Stochastic Petri Net of the simplified Repressilator.
We use here the simplified repressilator from [Blä+14]. The version presented
in [LH14] is structurally identical, but has slightly different rate constants.
The coloured stochastic Petri net of the simplified repressilator SPN CSR is
shown in Figure 6.12. It has an unlimited state space, because transition t1
can fire infinite often. It is possible to adapt the model and to limit the state
space without changing the stochastic behaviour, see [Blä+14; LH14]. But we
rely on the unlimited model for demonstrating simulative analysis of such kind
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of models.
Figure 6.13 shows stochastic simulation of SPN CSR for 1 copy, 1000 copies
per gene and for 1, 1000 simulation runs. Performing one simulation with only
a single copy of each gene results in an oscillation superimposed by random
fluctuations. The random fluctuations diminish if the number of copies per
gene are increased. Averaging the results over several simulation runs reduces
the amplitude of the oscillation as random fluctuations superimpose.
In a next step we reproduce a property from [LH14]: We want to explore the
value range of the proteins up to time point τ . Therefore we use the free
variables of PLTLc. A free variable is specified by a leading $. Let $x be a free
variable, the value range of the proteins is computed by the following formula:
P=?
[
F0,τ [p1 > $x ∨ p2 > $x ∨ p3 > $x]
]
.
(a) 1 copy per gene, 1 run (b) 1 copy per gene, 1000 runs
(c) 1000 copies per gene, 1 run (d) 1000 copies per gene, 1000 runs
Figure 6.13: Stochastic simulations of the simplified repressilator for 1 copy,
1000 copies per gene and for 1, 1000 simulation runs.
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The domain of the free variable $x, i.e., the value range of the proteins, is
shown in Figure 6.14. It shows not only the appeared value ranges, but the
probability for each of them. Our results differ from [LH14], but this was
expected, because of the different rate constants. In our case it is very unlikely
for each protein to have more than 40 tokens.
In the next step, we apply simulative steady state computation to SPN CSR,
because we want to know the probability distribution of protein p1 in the steady
state. The computed distribution is given in Figure 6.15 and it sustains our
previous assumption that it is very unlikely for a protein to carry more than
40 tokens.
Figure 6.14: Probabilities of the value ranges on the places pi up to time point
τ = 10 000.
Figure 6.15: Steady state probability distribution of the number of tokens on
place p1.
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6.5 E.coli K-12 Metabolic model
This model describes the whole genome metabolism of E.coli K-12 iJO1366
substrain MG1655, and is one of the 55 GEM models published by [Mon+13].
We have chosen this strain as an example, because it was the first strain of
E.coli to be sequenced; it is considered to be the best curated model and thus
it has been used as the basis for reconstructing the models of the other strains
of E.coli. The used versions of the model are currently part of investigations
concerning structural issues and were provided by [GH16]. All experiments in
this section were carried out on machine 1.
6.5.1 Reduced E.coli K-12 Metabolic model
This reduced model has been developed to illustrate the basic structure of the
whole genome metabolism of E.coli K-12. The reduction was originally done
by hand [OFP10] and subsequently used for comparison with the results of
an automated procedure [ESK15]. The Petri net comprises 93 places and 208
transitions connected by 649 arcs. The model is scalable by the initial amount
of tokens in 12 places belonging to a place invariant. It has some places
with a high connectivity (Fig. 6.16(b)), e.g., M_h_c(53), M_h2o_c(28) and
M_h_e(27), there are 18 places with a connectivity of ≥ 10. These places are
involved in many reactions and changing their values leads to many updates
of transition rates. This has a strong influence on the overall speed of the
stochastic simulation.
The model is assumed to have mass action kinetics, but it is not parametrized.
We decided to set all kinetic constants to 1 and applied the scaling of second
and higher order reactions as suggested in [Wil06].
We performed experiments with the following values of N={100, 1000, 10 000,
100 000}. The simulation results in Fig. 6.17 and the run-times in Table 6.11
are quite interesting. The trajectories correlate quite well in the direct method
and δ-leaping. The run-time variations differing in several orders of magnitude,
speak for themselves. In case of delta-leaping, the run-time increases mod-
erately with N increasing, but the run-time of the direct method increases
drastically, showing the limited use of exact stochastic simulation for higher
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(a) Petri net (b) Connectivity
Figure 6.16: Petri net (a) and connectivity (b) of the reduced E.coli K-12 core
model.
(a) simulation results (b) approximation error
Figure 6.17: E.coli core with N = 1000 and 1 000 000 simulation runs
Table 6.11: Comparison of run-times for the direct method (a) and δ-leaping
(b). SPNCORE was parametrised with N and simulated with several number
of simulation runs. † is placed, if the simulation did not finish in reasonable
time (>40 days).
N
1 run 100 runs 100 000 runs 1 000 000 runs
a b a b a b a b
100 <1s <1s 8s 6s 1h58m 1h38m 21h4m 15h44m
1000 <1s <1s 24s 7s 6h15m 1h41m 2d15h 16h16m
10 000 4s <1s 3m28s 8s 2d3h 1h49m 20d5h 17h52m
100 000 15s <1s 34m16s 9s 21d14h 2h6m † 20h40m
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The model is still under investigation for its structural correctness and there
are no kinetic rate constants available; so the simulation results may not cor-
respond to wet lab experiments.
6.5.2 E.coli K-12 Genome Scale Metabolic model
This model describes the whole genome metabolism of E.coli K-12 iJO1366
substrain MG1655. The Petri net comprises 2130 places and 4162 transitions
connected by 13571 arcs. The model is scalable by the initial amount of tokens
in 101 of 2046 places. The model is supposed to be rather dense. This is
confirmed by looking at the place connectivity in Fig. 6.18(b). The top six
places at the connectivity ranking are M_h_c with 1198 arcs, M_h2o_c with
617 arcs, M_atp_c with 402 arcs, M_h_p with 369 arcs, M_pi_c with 339
arcs and M_adp_c with 314 arcs. Places with such high connectivity have a
large impact on the performance of stochastic simulation, because the greater
connectivity of a place, the more transitions change the number of tokens on
this place and the more transition rates have to be evaluated each time this
happens.
The model is assumed to have mass action kinetics, but it is not parametrized.
We decided to set all kinetic constants to 1 and applied the scaling of second
and higher order reactions as suggested in [Wil06].
We performed experiments with the following values of N={100, 1000, 10 000,
M 4crsol c
M 5drib c











M arg DASH L c
M pg181 c
M met DASH L c
M dgtp c
M asp DASH L c




M pro DASH L c
M malcoa c






















M nh4 cM pydx5p c
M ni2 c
M pe160 p










M tyr DASH L cM gln DASH L c
M gly c
M leu DASH L c























M val DASH L cM glu DASH L c
M mql8 c
M ppi c














M 12ppd DASH R e











































M ala DASH B e
M ala DASH D e
M ala DASH L e
M alaala e




M arab DASH L e
M arbt e
M arbtn e
M arbtn DASH fe3 e
M arg DASH L e
M ascb DASH L e
M asn DASH L e
M aso3 e



















M cpgn DASH un e




M cyan eM cynt e
M cys DASH D e
M cys DASH L e
M cytd e





























M fe3dhbzs eM fe3hox e
M fe3hox DASH un e
M fecrm e
M fecrm DASH un e
M fee ter e
M feoxam e





M fuc DASH L e
M fum e
M fusa e






M gal e M gal DASH bD e
M gal1p e
M galct DASH D e
M galctn DASH D e












M gln DASH L e




















M hacolipa eM halipa eM hdca e
M hdcea e
M hg2 e
M his DASH L e
M hom DASH L e
M hxa e
M hxan e
M idon DASH L e







M lac DASH D e
M lac DASH L e
M lcts e
M leu DASH L e
M lipa e
M lipa cold e
M lipoate e
M lys DASH L e
M lyx DASH L e
M mal DASH D e











M met DASH D e
M met DASH L e
M metsox DASH R DASH L e




























M phe DASH L e
M pheme e
M i e




M pro DASH L e
M progly e
M psclys e









M rib DASH D e
M rmn e
M sbt DASH D e
M sel e
M ser DASH D e
M ser DASH L e




M spmd e M succ e
M sucr e
M sulfac e
M tartr DASH D e








M tma eM tmao e
M tre e






















M xyl DASH D e
M xylu DASH L e
M zn2 e M 12dgr120 c
M 12dgr120 pM 12dgr140 p










M 12ppd DASH R p
M 12ppd DASH R c
M 12ppd DASH S p












M 3cmp pM 3amp p
M 3gmp p





















M 2agpe160 pM 2agpe161














M 2agpg 20 pM 2agpg140 p
M 2agpg140 c
M 2agpg141 p
M 2agpg141 cM 2agpg160 c
M 2agpg160 p
M 2agp 16 c
M 2agpg 61 pg 8
M 2agp 180 c8
M 2a p 8 p
M pg120 cM pg140 cM pg141 cM pg180 c
M 2dhguln c
M glcn c



















































































































M ala DASH D c
M LalaDgluMdapDala c
M LalaDgluMdapDal




M dad DASH 5 c
M 5mtr p
M 5mtr cM ara5p c
M ru5p DASH D c
M octeACP c
INIT



























































M alac DASH S c










M f dh2 c
M hx2coa coc2coa c
M dc2coa c
M dd2 o c








M acon DASH T c





M ddcap cM ttdcap c



















M rib DASH D c
M adocbi cM gmp c
M rdmbzi c
M adocbl p










M anhgm3p cM anhgm
M anhgm panhgm3p p
























M 5caiz cM 5aizc c
M akg p
M alaala c
M al ala p
M LalaDglu cM LalaLglu c
M pyam5p c









M all6p cM all DASH D c
M allul6p c








M a etol c
M 2ddglcn c
M altrn c
M glc DASH D c
M malttr c
M m lt c










M pi ACP c
INIT
M a 4a




5apru crbl DASH L
M arab DASH L c
M arbtn DASH fe3 c
M arbtn c
M fmnh2 cM fmn c
M rbflvrd
M arbtn DASH fe3 p
M arbtn p
M arbt p
M arab DASH L p








M ascb DASH L p
M asn DASH L p
M as DASH L p
M aso3 p
aso3










M athr DASH L c
M prbatp c
M ala DASH B p
glyb cM betald c
M bmoco c









M bwco1gdp cM wco c
M ca2 p
M 15dap p











M cdpdddecg cM mp c













M 4hbz cM chtbs p M chtbs6p c
M cenchddd c
M cit p
M su c p























M colipa pM colipap p
colipa
M cpgn cM cpgn DASH un c












M crn DASH D c















M tsul p M so3 p
M tcynt pM cyan p
M cynt c
M cynt p
M cys DASH D
M h2s c
M cys DASH D p
M so2 c
M hcys DASH L c
M cyst DASH L c
M cys DASH L
M uri c
ytd cM cdp c
M dcmp c
M dcdp c
M la DASH D p
M din cM dad DASH 2 c
M damp c
M dad c
M dad DASH 2 p
M damp p
M 26dap DASH M c































M 23 hba c
M 23dh zs
M hknt c






















































M ser DASH D c
M 2amsa
M ser DASH D p

























M kdo2lipid4 cM lipa c
M kdo2lipid4p c
M lipa cold c
M egmeACP c




























M f p c
M s17bp c












M fe3hox DASH un c
M fe3hox DASH un p
M fe3hox p
M fe3 p
fecrm DASH un cM fecrm c
M fecrm DASH un pM fecrm pM fe nter p
M enter p
M feoxam DASH un cM fe am c
M feoxam DASH un p
M feoxam p
3fe4s c























M fuc DASH L p
M mal DASH L c
M fum p
M fusa p
M a gam1p c
M gam1p c
M g1p
M glc DASH D p
M g1p c
M dtdpg u c
M glu1 a c
M 5aop c
M gly 2p c
M yc p p
M g3pc p
M g3pc c















M gal DASH bD p
M galct DASH D c
M 5dh4dglc c
M gal tn DASH L c
M tagur c
g l t DASH D c
M galctn DASH L p
M galctn DASH D p















M gdpofuc cM gdpddman c
M ppgpp c
M man



















M gln DASH L
M t g6p DASH D c
M glu DASH L p
glucys cM pram c








M glyc DASH R p
M glyc DASH R c
M 3pg
M glyclt p
































M man6p c M hg2 c
M hg2 p
M histd cM hisp c
is DASH L p
M hkndd cop4en c
M ppbng c
M hmbil c
M hom DASH L p
M hom DASH L c
M 4h2opntn c
3h ppn p
M h yr c
M phom c
M suchms c
M imacp cM pydam c
M hxan p




M iscs h c
M iscu c
INITM iscu DASH 2fe2s2 c
INIT
iscu DASH 4fe4s c
INIT
M ichor c

















M kdo cM kdo8p c
M xu5p DASH L
k p
M lac DASH L c






M lald DASH D c
M 4mop c
M leu DASH L p
M lipoamp c















M 1agpe 40 pM 1agpe141 p
M 1agpe160 pM 1agpe161 p
M 1agpe180 p
M 1agpe181M 1agpg120 p
M 1agpg140 pM 1agpg141M 1agpg 60
M 1agp 161 pM 1agpg180 p
M 1agp 181 p




M xylu DASH L c
M lyx DASH L c
M lyx DASH L p
M mnl1p
M malcoame
M mal DASH D c

























M met DASH D p
M metsox DASH S DASH L c
M metsox DASH R DASH L c
M metsox DASH S DASH L p
M metsox DASH R DASH L p















M kp phhlipa c
M mobd p
M mpt c































M o16a2und pM o16a3und p
M aragund c
M o16aund c


















M p a oa c
M repha co






M pe140 pM pe141
M e180 p
M peamn p


















M phe DASH L p
M 4r5au c
M 4ppan c

























M pser DASH L c
M pser DASH L p

















M xu5p DASH D c
M rfam pM dtdprmn c
M rmn cM rml c
M rml1 c
M rmn p











M sbt6p cM sbt DASH D p
M sl26da c
sl2a6o









2se h hc c
sucg u cM sucgsa c
M 2shch c M scl c
M dscl c
M skm c






M tartr DASH D p
M sulfac p
M tartr DASH L c




























M uam g c





















val DASH L p
M xan p
M xylu DASH D cM xyl DASH D
M xylu DASH L p
M xyl DASH D p
M zn2 p
M 4crsol c boundary
M 5drib c boundary
M aacald c boundary
M amob c boundary
M mththf c boundary
M oxam c boundary
M 12ppd DASH R e boundary
M 12ppd DASH S e boundary
M 14glucan e boundary
M 15dap e boundary
M 23camp e boundary
M 23ccmp e boundary
M 23cgmp e boundary
M 23cump e boundary
M 23dappa e boundary
M 26dap DASH M e boundary
M 2ddglcn e boundary
M 34dhpac e boundary
M 3amp e boundary
M 3cmp e boundary
M 3gmp e boundaryM 3hcinnm e boundary
M 3hpp e boundary
M 3hpppn e boundary M 3ump e boundary
M 4abut e boundary
M 4hoxpacd e boundary
M 5dglcn e boundary
M 5mtr e boundary
M LalaDglu e boundary
M LalaDglu dap boundaryM LalaDgluMdapDala e boundary
M LalaLglu e boundary
M ac e boundary
M acac e boundary
M acald e boundary
M acgal e boundary
M acgal1p e boundary
M acgam e boundary
M acgam1p e boundary
M acmana e boundary
M acmum e boundary
M acnam e boundary
M acolipa e boundary
M acser e boundary
M ade e boundary
M adn e boundary
M adocb e boundary
M ag e boundary
M agm e boundary
M akg e boundary
M ala DASH B e boundary
M ala DASH D e boundary
M ala DASH L e boundary
M alaala e boundary
M all DASH D e boundary
M alltn e boundary
M amp e boundary
anhgm e boundary
M arab DASH L e boundary
M arbt e b undary
M arbtn e boundary
M arbtn DASH fe3 e boundary
M arg DASH L e boundary
M ascb DASH L e boundary
M asn DASH L e boundary
M aso3 e boundary
M as DASH L e boundary
M btn e boundary
M but e boundary
M butso3 e boundary
M ca2 e boundary
M cbi e boundary
M cbl1 e boundary
M cd2 e boundary
M cgly e boundary
M chol e boundary
M chtbs e boundary
M cit e boundary
M cl e boundary
M cm e boundary
M cmp e boundary
M co2 e boundary
M cobalt2 e boundary
M colipa e boundary
M colipap e boundary
M cpgn e boundary
M cpgn DASH un e boundary
M crn e boundaryM crn DASH D
M csn e boundary
M cu e boundary
M cu2 e boundary
M cyan e boundary
M cynt e boundary
M cys DASH D e boundary
M cys DASH L e boundary
M cytd e boundary
M dad DASH 2 e boundary
M damp e boundary
M dca e boundary
M dcmp e boundary
M dcyt e boundary
M ddca e boundary
M dgmp e boundary
M dgsn e boundary
M dha e boundary
M dimp e boundary
M din e boundary




M dtmp e boundary
M dump e boundary
M duri e boundary
M eca4colipa e boundary
M enlipa e boundary
M ent r e boundary
M etha e boundary
M ethso3 e boundary
M etoh e boundary
M f6p e boundary
M fald e boundary
M fe2 e boundary
M fe3 e boundary
M fe3dcit boundary
M fe3dhbzs e boundary
M fe3hox e boundary
M fe3hox DASH un e boundary
M fecrm boundary
M fecrm DASH un e boundary
M feenter e boundary
M feoxam e boundary
M feoxam DASH un e boundary
M for e boundary
M fru e boundary
M frulys e boundary
M fruur e boundary
M fuc DASH L e boundary
M fum e boundary
M fusa e boundary
M g1p e boundary
M g3pc e boundary
M g3pe e boundary
M g3pg e boundary
M g3pi e boundary
M g3ps e boundary
M g6p e boundary
M gal e boundaryM gal DASH bD e boundary
M gal1p e boundary
M g lct DASH D e boundary
M galctn DASH D e boundary
M galctn DASH L e boundary
M galt e boundary
M galur e boundary
M gam e boundary
M gam6p e boundary
M gbbtn e boundary
M gdp e boundary
M glc DASH D e boundary
M glcn e boundary
M glcr e boundary
M glcur e boundary
M glcur1p e boundary
M gln DASH L e boundary
M glu DASH L e boundary
M gly e boundary
M glyald e boundary
M glyb e boundary
M glyc boundary
M glyc DASH R e boundary
M glyc2p e boundary
M glyc3p e boundary
M glyclt e boundary
M gmp e boundary
M gsn e boundary
M gthox e boundary
M gthrd e boundary
M gtp e boundary
M gua e boundary
M h e boundary
M h2 e boundary
M h2o e boundary
M h2o2 e boundary
M h2s e boundary
hacolipa e boundary
M hali a e bound ry
M hdca e boundary
M hdcea e bou dary
M hg2 e boundary
M his DASH L e boundary
M hom DASH L e boundary
M hxa e boundary
M hxan e boundary
M idon DASH L e boundary
M ile DASH L e boundary
M imp e boundary
M indole e boundary
M inost e boundary
M ins e boundary
M is tac e boundary
M k e boundary
M kdo2lipid4 e boundary
M lac DASH D e boundary
M lac DASH L e boundary
M lcts e boundary
M leu DASH L e boundary
M lipa e boundary
M lipa cold e boundary
M lipoate e boundary
M lys DASH L e boundary
M lyx DASH L e boundary
M mal DASH D e boundary
M mal DASH L e boundary
M malt e boundary
M malthx e boundary
M maltpt e boundary
M malttr e boundary
M maltttr e boundary M man e boundary
M man6p e boundary
M manglyc e boundary
melib e boundary
M meoh e boundaryM met DASH D e boundary
M met DASH L e boundary
M metsox DASH R DASH L e boundary
M metsox DASH S DASH L e boundary
M mg2 e boundary
M incyc e boundary
M minohp e boundary
M mmet e boundary
M mn2 e boundary
M mnl e boundary
M mobd e boundary
M m o3 e boundary
M n2o e boundary
M na1 e boundary
M nac e boundary
M nh4 e boundary
M ni2 e boundary
M nmn e boundary
M no e boundary
M no2 e boundary
M no3 e boundary
M novbcn e boundary
M o16a4colipa e boundary
M o2 e b undary
M ocdca e boundary
M ocdcea e boundaryM octa e boundary
M orn e boundary
M orot e boundary
M pacald e boundary
M peamn e boundary
M ph DASH L e boundary
M pheme e boundary
M pi e boundary
M pnto DASH R e boundary
M ppa e boundary
M ppal e boundary
M pppn e boundary
M ppt e boundary
M pro DASH L e boundary
M progly e boundary
M psclys e boundary
M pser DASH L e boundary
M ptrc e bounda y
M pydam e boundary
M pydx e boundary
M pydxn e boundary
M pyr e boundary
M quin e boundary
M r5p e boundary
M rfamp e boundary
M rib DASH D e b undary
rmn e boundary
M sbt DASH D e boundary
M sel e boundary
M ser DASH D e boundary
M ser DASH L e boundary
M skm e boundaryM slnt e boundary
M so2 e boundary
M so3 e boundary
M so4 e boundary
M spmd e boundary
M succ e boundary
M sucr e boundary
M sulfac e boundary
M tartr DASH D e boundary
M tartr DASH L e boundary
M ta r e boundary
M tcynt e boundary
M thm e boundary
M thr DASH L e boundary
M thrp e boundary
M thym e boundary
M thymd e boundary
M tma e boundaryM tmao e boundary
M tre e boundary
M trp DASH L e boundary
M tsul e boundary
M ttdca e boundary
M ttdcea e boundary
M ttrcyc e boundary
M tungs e boundary
M tym e boundary
M ty DASH L e boundary
M tyrp e boundary
M uacgam e boundary
M udpacgal e boundary
M udpg e boundary
M udpgal e boundary
M udpglcur e boundary
M ump e boundary
M ura e boundary
M urea e boundary
M uri e boundary
M val DASH L e boundary
M xan e boundary
M xmp e boundary
M xtsn e boundary
M xyl DASH D e boundary
M xylu DASH L e boundary
M zn2 e boundary
Bio
out M 4crsol b undary
out M 5drib c boundary
out M aacald c boundary
out M amob c boundary
out M mththf c boundary
out M oxam c boundary
out M 12ppd DASH R e boundary
out M 12ppd DASH S e boundary
in M 14glucan e boundary
out M 15dap e boundary
in M 23camp e boundary
in M 23ccmp e boundary
in M 23cgmp e boundary
in M 23cump e boundary
in M 23dappa e boundary
in M 26dap DASH M e boundary
out M 2ddglcn e boundary
out M 34dhpac e boundary
out M 3amp e boundary
out M 3cmp e boundary
out M 3gmp e boundaryin M 3hcinnm e boundary
out M 3hpp e boundary
in M 3hpppn e boundary out M 3ump e boundary
out M 4abut e boundary
out M 4hoxpacd e boundary
out M 5dglcn e boundary
t M 5mtr e boundary
in M LalaDglu e boundary
out M LalaDgluMdap e boundaryout M LalaDgluMdapDala e boundary
in M LalaLglu e boundary
out M ac e boundary
in M acac e boundary
out M acald e boundary
out M acgal e boundary
out M acgal1p e boundary
out M acgam e boundary
out M acgam1p e boundary
in M acmana e boundary
in M acmu e boundary
in M acnam e boundary
out M acolipa e boundary
out M acser e boundary
out M ade e boundary
out M adn e boundary
in M adocbl e boundary
out M ag e boundary
out M agm e boundaryout M akg e boundary
in M ala DASH B e boundary
out M ala DASH D e boundary
out M ala DASH L e boundary
out M alaala e boundary
in M all DASH D e boundary
out M alltn e boundary
in M amp e boundary
out M anhgm e boundary
in M arab DASH L e boundaryout M arab DASH L e boundary
in M arbt e boundary
in M arbt e boundaryout M arbtn e boundary
in M arbtn DASH fe3 e boundary
ou M ar t DASH fe3 e boundary
out M arg DASH L e boundary
in M ascb DASH L e boundary
out M asn DASH L e boundary
out M aso3 e boundary
out M asp DASH L boundary
out M btn e boundary
out M but e boundary
in M butso3 e boundary
in M ca2 e boundary
out M ca2 e boundary
in M cbi e boundary
in M cbl1 e boundaryout M cbl1 e boundary
in M cd2 e boundary
out M cd2 e boundary
in M cgly e boundaryout M cgly e boundary
t M chol e boundary
in M chtbs e boundary
out M cit e boundary
in M cl e boundary
out M cl e boundary
in M cm e boundary
in M cmp e boundary
in M co2 e boundaryout M co2 e boundary
in M cobalt2 e boundaryout M cobalt2 e boundary
out M colipa e boundary
out M colipap e boundary
in M cpgn e boundaryout cpgn e boundary
in M cpgn DASH un e boundaryout M cpgn DASH un e boundary
in M crn e boundaryout M crn e boundaryin M crn DASH D e boundaryout M crn DASH D e boundary
in M csn e boundary
in M cu e boundaryout M cu e boundary
in M cu2 e boundaryout M cu2 e boundary
in M cyan e boundary
in M cynt e boundary
in M cys DASH D e boundary
in M cys DASH L e boundary
out M cys DASH L e boundary
out M cytd e boundary
out M dad DASH 2 e boundary
in M damp e boundary
in M dca e boundary
in M dcmp e boundary
out M dcyt e boundary
in M ddca e boundary
in M dgmp e boundary
out M dgsn e boundary
out M dha e boundary
in M dimp e boundary
out M din e boundary
out M dms e boundary
in M dmso e boundaryout M dmso e boundary
in M dopa e boundary
in M doxrbcn e boundary
in M dtmp e boundary
in M dump e boundary
out M duri e boundary
out M eca4colipa e boundary
out M enlipa e boundary
out M enter e boundary
out M etha e boundary
in M ethso3 e boundary
out M etoh e boundary
in f6p e boundary
out M fald e boundary
in M fe2 e boundaryout M fe2 e boundary
in M fe3 e boundary
out M fe3 e boundary
in M fe3dcit e boundary
in M fe3dhbzs e boundary
in M fe3hox e boundaryout M fe3hox e boundaryin M f 3hox DASH un e boundary
out M fe3hox DASH un e boundary
in M fecrm e boundaryout M fecrm e boundary
in M fecrm DASH unout M fecrm DASH un e boundary
out M feenter e boundary
in M feoxam e boundaryout M feoxam e boundary
in M feoxam DASH un e boundaryout M feoxam DASH un e boundary
out M for e boundary
in M fru e boundary
in M frulys e boundary
out M fruur e boundary
in M fuc DASH L e boundaryout M fuc DASH L e boundary
in M fum e boundary
in M fusa e boundary
out M g1p e boundary
in M g3pc e boundary
out M g3pe e boundary
out M g3pg e boundary
in M g3pi e boundary
in M g3ps e boundary
in M g6p e boun ary
out M gal e boundaryin M gal DASH D e boundary
out M gal1p e boundary
in M galct DASH D e boundary
in M galctn DASH D e boundary
in M galctn DASH L e boundary
in M galt e boundary
out M galur e boundary
in M gam e boundary
in M gam6p e boundary
in M gbbtn e boundaryout M gbbtn e boundary
out M gdp e boundary
in M glc DASH D e boundary
out M glc DASH D e boundary
out M glc e boundary
in M glcr e boundary
out M glcur e boundary
out M glcur1
in M gln DASH L e boundary
out M glu DASH L e boundary
out M gl e boundary
out M glyald e boundary
out M glyb e boundary
t M glyc e boundary
out M glyc DASH R e boundary
in M glyc2p e boundary
out M glyc3p e boundary
out M glyclt e boundary
in M gmp e boundary
out M gsn e boundary
in M gthox e boundary
out M gthox e boundary
in M gthrd e boundary
out gthrd e boundary
in M gtp e boundary
out M gua e boundary
in M h e boundaryout M h e bou dary
out M h2 e boundary
in M h2o e boundaryout h2o e boundary
out M h2o2 e boundary
out M h2s e boundary
hacolipa e boundary
out M halipa e boundary
in M hdca e boundaryout M hdca e boundary
in M h cea e boundary
in M hg2 e boundaryout M hg2 e boundary
out M his DASH L e boundary
out M hom DASH L e boundary
out M hxa e boundary
out M hxan e boundary
out M idon DASH L e boundary
out M ile DASH L e bou dary
in M imp e boundary
out M indole e boundary
out M inost e boundary
out M ins e boundary
in M isetac e boundary
in M k e boundaryout M k e boundary
out M kdo2lipid4 e boundary
out M lac DASH D e boundary
out M lac DASH L e boundary
in M lcts e boundary
out M lcts e boundary
out M leu DASH L e boundary
out M lipa e boundary
out M lipa cold e boundary
in M lipoate e boundary
out M lys DASH L e boundary
in M lyx DASH L e boundary
in M mal DASH D e boundary
out M mal DASH L e boundary
in M malt e boundary
in M malthx e boundary
in M maltpt e boundary
in M malttr e boundary
in M maltttr e boundary
in M man e boundary
in M m n6p e boundary
in M manglyc e boundary
in M melib e boundaryout M melib e boundary
out M meoh e boundaryin M met DASH D e boundary
in M met DASH L e boundary
in M metsox DASH R DASH L e boundary
in M metsox DASH S DASH L e boundary
in M mg2 e boundary
out M mg2 e boundary
in M mincyc e boundary
in M min hp e boundary
in M mmet e boundary
in M mn2 e boundaryout M mn2 e boundary
in M mnl e boundary
in M mobd e boundary
out M mobd e boundary
in M mso3 e boundary
out M n2o e boundary
in M na1 e boundaryout M na1 e boundary
in M nac e boundary
in M nh4 e boundaryout M nh4 e boundary
in M ni2 e boundaryout M ni2 e boundary
in M nmn e boundary
in M no e boundary
out M no2 e boundary
in M no3 e boundary
in M novbcn e boundary
out M o16a4colipa e boundary
in M o2 e boundaryout M o2 e boundary
in M ocdca e boundary
in M ocdce e boundary
in M octa e boundary
out orn boundary
in M orot e boundary
out M pacald e boundary
in M peamn e boundary
out M phe DASH L e boundar
out M pheme e boundary
in M pi e boundaryout M pi e boundary
in M pnto DASH R e boundary
in M ppa e boundary
in M ppal e boundary
in M pppn e boundary
in M ppt e boundary
out M pro DASH L e boundary
in M progly e boundary
in M psclys e boundary
in M pser DASH L e boundary
out M ptrc e boundary
in M pydam e boundary
in M pydx e boundary
in M pydxn e boundary
out M pyr e boundary
out M quin e boundary
in M r5p e boundary
in M rfamp e boundary
out M rib DASH D e boundary
in M rmn e boundary
in M sbt DASH D e boundary
in M sel e boundary
out M sel e boundary
in M ser DASH D e boundary
out M ser DASH L e boundary
in M skm e bou daryin M slnt e boundaryout M slnt e boundary
out M so2 e boundary
out M so3 e boundary
in M so4 e boundaryout M so4 e boundary
out M spmd e boundary
out M succ e boundary
in M sucr e boundary
in M sulfac e boundary
in M tartr DASH D e boundary
in M tartr DASH L e boundary
in M taur e boundary
out M tcynt e boundary
in M thm e b undary
out M thr DASH L e boundary
in M th p e boundary
out M thym e boundary
out M thymd e boundary
out M tma e boundaryin M tmao e boundary
in M tre e boundary
out M trp DASH L e boundary
in M ts l e boundary
in M ttdca e boundary
in M ttdcea e boundary
in M ttrcyc e boundary
in M tungs e boundary
out M tungs e boundary
in M tym e boundary
out M tyr DASH L e boundary
in M tyrp e boundary
in M uacgam e boundary
in M udpacgal e boundary
in M u pg e boundary
in M udpgal e boundary
in M udpglcu e boundary
out M ump e boundary
out M ura e boundary
out M urea e boundary
out M uri e boundary
out M val DASH L e boundary
out M xan e boundary
in M xmp e boundary
out M xtsn e boundary
in M xyl DASH D e boundary
in M xylu DASH L e boundary
in M zn2 e boundary







R EX 12ppd DASH R LPAREN e RPAREN
R EX 12ppd DASH S LPAREN e RPAREN
R EX 15dap LPAREN e RPAREN
R EX 2ddglc LPAREN e RPAREN
R EX 34dhpac LPAREN e RPAREN
R EX 3amp LPAREN e RPAREN
R EX 3cmp LPAREN e RPAREN
R EX 3gmp LPAREN e RPAREN
R EX 3hpp LPAREN e RPAREN
R EX 3ump LPAREN e RPAREN
R EX 4abut LPAREN e RPAREN
R EX 4hoxpacd LPAREN e RPAREN
R EX 5dglcn LPAREN e RPAREN
R EX 5mtr LPAREN e RPAREN
R EX LalaDgluMdap LPAREN e RPARENR EX LalaDgluMdapDal LPAREN e RPAREN
R EX ac LPAREN e RPAREN
R EX acald LPAREN e RPAREN
R EX acg l LPAREN e RPAREN
R EX acgal1p LPAREN e RPAREN
R EX acgam LPAREN e RPAREN
R EX acgam1p LPAREN e RPAREN
R EX acolipa LPAREN e RPAREN
R EX acser LPAREN e RPAREN
R EX ade LPAREN e RPAREN
R EX adn LPAREN e RPAREN
R EX ag LPAREN e RPAREN
R EX agm LPAREN e RPAREN
R EX akg LPAREN e RPAREN
R EX ala DASH D LPAREN e RPAREN
R EX ala DASH L LPAREN RPAREN
R EX alaala LPAREN e RPAREN
R EX alltn LPAREN e RPAREN
R EX anhgm LPAREN e RPAREN
R EX arg DASH L LPAREN e RPAREN
R EX asn DASH L LPAREN e RPAREN
R EX aso3 LPAREN e RPAREN
R EX asp DASH L LPAREN e RPAREN
R EX btn LPAREN e RPAREN
R EX but LPAREN e RPAREN
R EX ca2 LPAREN e RPARENre R EX ca2 LPAREN e RPAREN
R EX cbl1 LPAREN e RPARENre R EX cbl1 LPAREN e RPAREN
R EX chol LPAREN e RPAREN
R EX cit LPAREN e RPAREN
R EX cl LPAREN e RPARENre R EX cl LPAREN e RPAREN
R EX co2 LPAREN e RPARENre R EX co2 LPAREN e RPAREN
R EX c balt2 LPAREN e RPARENre R EX cobalt2 LPAREN e RPAREN
R EX colipa LPAREN e RPAREN
R EX colipap LPAREN e RPAREN
R EX cu2 LPAREN e RPARENre R EX cu2 LPAREN e RPAREN
R EX cytd LPAREN e RPAREN
R EX dad DASH 2 LPAREN e RPAREN
R EX dcyt LPAREN e RPAREN
R EX dgsn LPAREN e RPAREN
R EX dha LPAREN e RPAREN
R X din LPAREN e RPAREN
R EX dms LPAREN e RPA EN
R EX duri LPAREN e RPAREN
R EX eca4colipa LPAREN e RPAREN
R EX enlipa LPAREN e RPAREN
R EX enter LPAREN e RPAREN
R EX etha LPAREN e RPAREN
R EX etoh LPAREN e RPAREN
R EX fald LPAREN e RPAREN
R EX fe2 LPAREN e RPARENre R EX fe2 LPAREN e RPAREN
R EX fe3 LPAREN e RPARENre R EX fe3 LPAREN e RPAREN
R EX feenter LPAREN e RPAREN
R EX for LPAREN e RPAREN
R EX fruur LPAREN e RPAREN
R EX g1p LPAREN e RPAREN
R EX g3pe LPAREN e RPAREN
R EX g3pg LPAREN e RPAREN
R EX gal LPAREN e RPAREN
R EX al1p LPAREN e RPAREN
R EX galur LPAREN e RPAREN
R EX gdp LPAREN e RPAREN
R EX glc LPAREN e RPARENre R EX gl LPAREN e RPAREN
R EX glcn LPAREN e RPAREN
R EX glcur LPAREN e RPAREN
R EX glcur1p LPAREN e RPAREN
R EX glu DASH L LPAREN e RPARENR EX gly LPAREN e RPAREN
R EX glyald LPAREN e RPAREN
R EX glyb LPAREN e PAREN
R EX glyc LPAREN e RPAREN
R EX glyc DASH R LPAREN e RPAREN
R EX glyc3p LPAREN e RPAREN
R EX glyclt LPAREN e RPARENR EX gsn LPAREN e RPAREN
R EX gua LPAREN e RPAREN
R EX h LPAREN e RPARENr R EX h LPAREN e RPAREN
EX h2 LPAREN e RPAREN
R EX h2o LPAREN e RPARENre R EX h2o LPAREN e RPAREN
R EX h2o2 LPAREN e RPAREN
R EX h2s LPAREN e RPAREN
R EX hacolipa LPAREN e RPAREN
R EX halipa LPAREN e RPAREN
R EX his DASH L LPAREN e RPAREN
R EX hom DASH L LPAREN e RPAREN
R EX hxa LPAREN e RPAREN
R EX hxan LPAREN e RPAREN
R EX idon DASH L LPAREN e RPA EN
R EX ile DASH L LPAREN e RPAREN
R EX indole LPAREN e RPAREN
R EX inost LPAREN e RPAREN
R EX ins LPAREN e RPAREN
R EX k LPAREN e RPARENre R EX k LPAREN e RPAREN
R EX kdo2lipid4 LPAREN e RPAREN
R EX lac DASH D LPAREN e RPAREN
R EX lac DASH L LPAREN e RPAREN
R EX leu DASH L LPAREN e RPAREN
R EX lipa LPAREN e RP REN
R EX lipa cold LPAREN e RPAREN
R EX lys DASH L LPAREN e RPAREN
R EX mal DASH L LPAREN e RPAREN
R EX meoh LPAREN e RPAREN
R EX mg2 LPAREN e RPARENre R EX mg2 LPAREN e RPAREN
R EX mn2 LPAREN e RPARENr R EX mn2 LPAREN e R
R EX mobd LPAREN e RPARENre R EX mo d LPAREN e RPAREN
R EX n2o LPAREN e RPAREN
R EX na1 LPAREN e RPARENre R EX na1 LPAREN e RPAREN
R EX nh4 LPAREN e RPARENre R EX nh4 LPAREN e RPAREN
R EX ni2 LPAREN e RPARENre R EX ni2 LPAREN e RPAREN
R EX no2 LPAREN e RPAREN
R EX o16a4colipa LPAREN e RPAREN
R EX o2 LPAREN e RPARENre R EX o2 LPAREN e RPAREN
R EX rn LPAREN e RP REN
R EX pacald LPAREN e RPA EN
R EX phe DASH L LPAREN e RPAREN
R EX pheme LPAREN e RPAREN
R EX pi LPAREN e RPARENre R EX pi LPAREN e RPAREN
R EX pro DASH L LPAREN e RPAREN
R EX ptrc LPAREN e RPAREN
R EX pyr LPAREN e RPAREN
R EX quin LPAREN e RPAREN
R EX rib DASH D LPAREN e RPAREN
R EX sel LPAREN e RPARENr R EX sel LPAREN e PAREN
R EX ser DASH L LPAREN e RPAREN
R EX slnt LPAREN e RPARENre R EX slnt LPAREN e RPAREN
R EX so2 LPAREN e RPAREN
R EX so3 LPAREN e RPAREN
R EX so4 LPAREN e RPARENre R EX so4 LPAREN e RPAREN
R EX spmd LPAREN e RPAREN
R EX succ LPAREN e RPAREN
R EX tcynt LPAREN e RPAREN
R EX thr DASH L LPAREN e RPAREN
R EX thym LPAREN e RPAREN
R EX thymd LPAREN e RPAREN
R EX tma LPA EN e RPAREN
R EX trp ASH L LPAREN e RPAREN
R EX tungs LPAREN e RPARENr R EX tungs LPAREN e RPAREN
R EX tyr DASH L LPAREN e RPAREN
R EX ump LPAREN e RPAREN
R EX ra LPAREN e RPAREN
R EX urea LPAREN e RPAREN
R EX uri LPAREN e RPAREN
R EX val DASH L LPAREN e RPAREN
R EX xan LPAREN e RPAREN
R EX xtsn LPAREN RPAREN





R 12DGR180 i p
R 12DGR181tipp
R 12PPDRtexe R 12PPDRtex
R 12PPDRtppre R 12PPDRtpp
R 12PPDStexre R 12PPDStex
R 12PPDStppre R 12 PDSt p
R 14GLUC Nabcpp
R 14GLUCANtexi
R 23CAMPtexre R 23CAMPtex
R 23CCMPtexre R 23CCMPtex
R 23CGMPtexre R 23CGMPtex
R 23CUM texre R 23CUMPtex










R 2AGPA 8 ipp
R 2AGPA181tipp
R 2AGPE120 ipp
R 2AGPE140tippR 2AGPE141tippR 2AGPE160tippR 2AGPE161tipp
R 2AGPE180tipp
R 2AGPE181tipp
R 2AGPEAT120R 2AGPEAT140R 2AGPEAT141R 2AGPEAT160R 2AGPE T161
R 2AGPEAT180R 2AGPEAT 81
R 2AGPG 20tippR 2AGPG140tippR 2AGPG141tipR 2AGPG160ti pR 2AGPG 61tipp
R 2AGPG180tiR 2AGP 18 tipp
R 2AGPGAT120R 2AGPGAT140R 2AGPGAT14160GAR 2AGPGAT180
R 2DGULRGx
R 2DGULRGyR 2DGULRxR 2DGUL y
R 2MAHMP
R 34dhpact xre R 34dhpactex
R 3AMACHYD
R 3AMPtexre R 3AMPtex
R 3CMPtexre R 3CMPtex




R 3HAD1 1R 3HAD160R 3HAD161
R 3HAD1808R 3HAD40 6080
R 3HCINNMR 3HPPPNH







R 3OAR100re R 3OAR1 02re R 3OAR120R 3OAR121
R 3OAR140re R 3OAR140
R 3OAR141
R 3OAR160re R 3OAR160618re R 3OAR180R 3OAR181R 3OAR40re 3O 4R 3OAR60re R 3OAR6080re 3OAR80
R 3OXCOAT
R 3PEPTabcpp
R 3PEPTtexre R 3 EPTtex
R 3UMPtexre R 3UMPtex
R 42A12BOOXpp




R 4PEPTtexre R 4 EPTtex
R 5DG CNRre R 5DGLCNR
R 5DGLCNt2rppr R 5DGLCNt2rpp




R A5PISOre R A5PISO
R AACPS1R AACPS2R AACPS34










R ABUTtexre R ABUTtex
R ACACT1re R ACACT1r
R ACACT rre R ACACT2r
R ACACT3rre R ACACT3rR ACACT4rre R ACACT4rR ACACT5rre R ACACT5r
R ACACT6rre R ACACT6rR ACACT7rre R ACT7r
R ACACT8rre R ACT8r
R CACt2pre R ACACt2 p
R ACACtexre R ACACtex
R ACALDre R ACALD
R ACALDtexre R ACALDtex





R ACGAL1Ptexre R ACGAL1Ptex
ACGALtexre R ACG Ltex
R ACGAM1PPpp

















R ACNAMtexre R ACNAMtex
R ACNML
R ACOAD1fre R ACOAD fR ACOAD2fre R ACOAD2fR ACOAD3fre R ACOAD3fR ACOAD4fre R ACOAD4f
R ACOAD5fre R COAD5f
R ACOAD6fre R ACOA 6fR ACOAD7fre R ACOAD7f
R ACOAD8fre R ACOAD8f
R ACO TAre R ACOATAR ACODA R ACOLIPA bctex
R ACONIsre R ACONIs
R ACONTare R ACONTa
R ACONTbre R ACONTb
R ACO Are R ACOTA
R ACPPAT120R ACPPA 140
R ACPPAT14160R ACPPA 161
R ACPPAT180R ACPPAT181
R ACSR ACSE texre R ACSERtex
R ACt2rppre R ACt2 pp
R ACt4 p
R ACtexre R ACtex
R ADAR A CL
R ADCS
R ADD
R ADEt2rppre R ADEt2rpp
R ADEtexre R ADEtex
R ADK1re R ADK1
R ADK3re R ADK3





R ADNt2ppR ADNt2rre R ADNt2r p






























R GPRre R AGPR
R AHCYSNS
R AICARTre R AICART
R AIRC2
R AIRC3re R AIRC3
R AKGDH R AKGt rppre R AKGt2rpp
R AKGtexre R AKGtex
R AL ALADR ALAALAabcp
R ALAALArre R LA LAr
R ALAALAtexre R AL ALAtex
R ALAGLUEre R ALAGLUE
R ALARre R A AR
R ALATA D2
R ALATA Lre R ALATA L
R ALATA L2
R ALAabcpp
LAt2ppR ALAt2rre R AL 2 pp
R ALAt4pp
R ALAtexre ALAtex
R ALCD 9re R LCD19
R ALCD2xe R ALCD2x




LDD4R ALLKR ALLPIre R ALLPI
R ALLTAMHR ALLTN
LLTNt2rre R ALL Nt2r p
R ALLTNtexre R ALLTNtex
R ALLULPEre R ALLULPE
R ALLab pp
R ALLtexre R ALLt x
R AL 2R ALR4x
ALTRH
R AM3PR A 4PAR AM4PCP
R AMALT1R AMALT24
R AMANAPErre R AM NAPE
MANK






R AMPtexre R AMPtex













R APH1204R APH14160R A H161
R APH180R APH181
R APPLDHrre R APPLDHr
R P U











R RBa cppR Bt2rppre R Bt2rppAR 3i
R ARBtexre R ARBtex
R ARGAGMt7ppre R R AG t7pp
R RGDC R RGDCpp
R ARGORNt7pre R ARGORNt7pp




R ARGtexre R ARG ex
R ASADSA
R ASCBPL





R ASNabcppR ASNt2rppre R ASNt2rpp
R ASNtexre R ASNtex
R ASO3t8pp
R ASO3texre R ASO3tex
R ASP1DC






R ASPTAre R ASPTA
R ASPabcpp
R ASPt2 2ppt2 3ppR ASPt2pR ASPt2r pre R ASPt2r p R ASPtexre R ASPtex
ST




R ATPS4rppre R ATPS4rpp
R BALAt2p







R BUT rpre R BUTt2rpp




R CA2texre R CA tex
CADV pp
R CAt6ppre R CAt6pp
R CBIATre R CBIAT
R CBIt n x
R BIuabcppR BL1abcpp
R CBL tonex
R CBLATre R CBLAT
R CBMD
CBMKrre R CBMKrR BPS
R CCGS
R CD2abcppR CD t3 p









R CGLYt xre R CGLYtex
R CHLabcpp
R CHLt2pp










R CITtexre R CITtex
R CLIPAabctex
R CLPNH120ppR CLPNH140ppR CLPNH141p
R CLPNH160ppR CLP H161ppR CLPNH180pp81
R CLPNS120ppr R CLPNS120 pR CLPNS140ppre R CLPNS140pp
R CLPNS141ppre R CLPNS141pp
R CLPNS160ppre R CLPNS160pp
R CLPNS161ppre 6
R CLPNS180ppre R CLPNS180 p
R CLPNS181ppre R CLPNS181 p
R CLtexre R CL x
R CMPN
R CMPtexre R CMPtex
R CMtexre R CMtex
R CMtpp




R COBALT2texre R COBALT2tex
R COBALT2tpp













R CRNBTCTre R CRNBTCTR CRNCARre R CRNCAR
R CRNCBCTre R CRNCBCT
R CRNCDHre CRNCDH
CRNDabcppR CRNDt2rppre R C NDt2r p
R CRNDtexre R CRNDtex
R CRNabcppCRNt2rppre R CRNt2r
R CRNt8pp




R CSNtexre R CSNtex
R CTBTabcppR C BTt2rppre R C BTt2rpp
R CTECOAI6re R CTECO I6R CTECOAI7
re R CTECOAI7R CTECOAI8re R CTECOAI8
R CTPS2
R CU2abcpp
R CU2texre R CU2tex
R CU2tpp
R CUtexre R CUtex
R CYANSTpp CYANtexre R CYANtex
R YNTAH
R CYNTt2pp
R CYNTtexre R CYNTtex
R CYSDDSR CYSDabcpp




R CYStexre R CYStex
R CYStpp
R CYTBD2ppR CYTB ppR CYTBO3 4ppCYTD
R CYTDH
R CYTDK2
R CYTDt2ppR CYTDt2rppre R CYTDt2r p
R CYTDtexre R CYTDtex
R CYTK1re R CYTK1R YTK2re R CYT 2
D DASH LAC pre DASH L 2pp
R D DASH LACtexre R DASH LACtex
R DAAD R DA A
DADKre R DADK
R ADNt2pp







R DALAtexre R D LAtex
R DAMPtexre R D MPtex
R DAP L
DAPDC
R DAPEre R DAPE
R DAPabcpp
R DAPtexre R DAPtex







R DCAtexre R DCAtex




R DCYTtexre R DCYTtex
R DDCAtexi
DDGALK R DDGL Nt2rppre D GLCN 2rpp





R DGMPtexre R DGMP ex
R DGSNt2pp
R DGSNtexre R DGSNtex
R DHACOAHre R DHACOAHDH D1
R DHAD2
R DHAPT
R DHAtexre R DHAtex
R DHAtppre R DHAtpp







R DHFRre R DHFR
R DHFS
R DHNAOT4
R HNCOASDHNCO TR DHNPA2rr R DHNPA2r
R DHNPTEre R DHNPTE
R HORD2
R DHORD5









R DINStexre R DINStex
R D ATT
R DMPPSR DMQMT
R DMSOtexr R DMSOtex
DMSO pre R DMSOt
R DMStexre R DMStex
R DNMPPAR DNTPPA
DO texD PAtex






DSERDHrre R SE DHr
R DSER p
R DSERtexr R DSERtexR DTARTD
R DTMPKre R DTMPK
R DTMPtexre R DTMPtex
R DUMPt xre R DUMPtex
URADxre R DU ADx
R DURIK1
R URIPPre R DURIPP
R DURIt2pp
R DURItexre R DURItex
R DUTPDP
R DXPRIiR DXPS









R E R180xR E R180y81R EAR181y






R ECAP1ppR ECAP2 pR ECAP3pp
R EC pp
R ECOAH1re R E OAH1
R ECOAH2re R E OAH2R ECOAH3re R ECOAH3R ECOAH4re R ECOAH4
5re R ECOAH5













ETH AL R ETHAt2 p
R ETHAtexre R ETHAtex
ETHSO3abcpp
R ETHSO3texre R ETHSO3tex
R ETOHtexre R ETOHtex
R ETOHtrppre R ETOHtr p
R F6PAre R F6PA
F6PP
R F6Pt6 2pp
R F6Ptexre R F6Ptex
F 100A PHi
R FA120 CPHiR FA140 C HiR FA141AC HiR FA160ACPHiR FA161AC Hi















R FALDH2re R FALDH2
R FALDtexre R FALDtex
R FALDtppre R FALDtpp
R FALGTHLsre R FALGTHLsR FBAe R FBA
R FBA3re R FBA3
R FBP
R FCIre R FCI





























































R FORCTre R FORCT
R FORt2pp





R FRULYSDGre R FRULYSDG
R FRULYSEre R FRULYSE
FRULYSK
R FRULYSt2pp
R FRULYStexre R FRULYStex
R FRUURt2rppre RUURt2rp
R FRUURtexre R FRUURtex
R FRU ts2pp
R FRUtexre R FRUtex
R FTHF
R FTHFLi
R FUCtexre R FUCtex
R FUCtppre R FUCtpp
R FUMre R FUM
R FUMt2 2pp3
R FUMtexre R FUMtex





R G1Ptexre R G1Ptex
R G1SATre R G1SAT
R G2PP
R G2PPpp
R PAT120R 3PAT 40G 41




R G3PCtexre R G3PCtex





R G3PEtexre R G3PEt x
R G3PGab
R G3PGtexre R G3PGtex
G PIabcpp
R G3PItexre R G3PItex
R G3PSabcp





R G6 H2rG6PD 2r
R G6PP
R G6Pt6 2p
R G6Ptexre R G6Ptex
R GAL PPpp
R GAL1Ptexre R GAL1Ptex





R GALCTNLtexre R GALCTNLtex
R GALCTNt2pp
R GALCTNtexre R GALCTNtex
LC t2rpre GALC t2r
R GALCTtexre R GALCTtex
R GA rre R GA Kr
R GALM2pp
R GAL 1
R GALT ts p
R GALTtexre R GALTtex
R GALURt2 pre GALURt2rpp






R GAMAN6Ptexre R G MAN6Ptex
R GAMptspp
R GAMtexre R GAMtex
R GA Dre GA D
R GARFTre R GARFT
R GART




R G PMNHR GDP P
R GDPT D
R GDPtexre R GDPtex
R GF6PTA




R GHBDHxre R GHBDHx
R GH T2re R GHMT2r
R GKre R GK1
R GLBRAN2
R GLCATrre R GLCATr
R GLCDpp
R GLCNt2rppre GLCNt2rpp




R GLCRt2rppre LCRt rpp
R GLCRtexre R GLCRtex
R GLCS1
LCTR1R GLCTR2R GLCTR3
R GLCUR1Ptexre R GLCUR1Ptex
R GLCURt2rppre R GLCURt2rpp









R GLNtexre R GLNtex
R GLTPDre L PR GLU5K
R GLU BUTt7pre R GLU BUTt7pp
R GLUCYS
LU C
R GLU yre R GLUDy
R GLUN
R GLUNpp
R G U T
R GLURre R GLUR
R GLUSyR GLUTRR
R GLUTRS
R GLUabcppR GLUt2rpre R GLUt2rpp
G U 4pp
R GLUtexre R GLUtex
GLXCL
R GLYALDtexre R GLYALDtex
R GLYALDtppr R GLYALDtpp
R GLYATre R GLY T
R G YBtexre R GLYBtex
R GLYC2Pabcpp
R GLYC2Ptexre R GLYC2Ptex
R GLY 3Pabcpp
R GLYC3Pt6pp
R GLYC3Ptexre R GLYC3Ptex
GLY At2r pre R GLYC 2rp






R GLYCLTt2rppre R GLYCLTt2rpp
R GLYCLTt4pp










R GLYtexre R GLYtex
R GMAND
GMHEP T
R GMHE KR GMHEP R GMPR
GMPS2
















R GSNtexre R GSNtex
R GSPMDA
R GS MDS
R GTHOXtexre R GTHOXtex
TH rre R GTHOr
R THPi
R GTHRDHpp
R GT Dabc2ppG HRDabcpp
R GTH Dtexre R GTHRDtex
R GTHS
T CI T CII2
R GTPDPDPGTPDPK
R G PHs






R GUAtppre R GUAtpp
R GUI1re R GUI1
R GUI2re R GUI2
R GUR1PPp
R H2O2texre R H O2tex
R H Otexre R H2Otex
R H2Otppre R H2O pp
H2SO
H2 1pp
R H2Stexre R H2Stex
R H2texre R H2tex
R H2tppre R H2tpp
HACD1re R HACD1
R HACD2re R HACD2
R HACD3re R HACD3HACD4re HACD4R 5re R HACD5
R HACD6e H C 67re R HA D7
HACD8re CD8
HA PCOADH3re A PCOADH3
R HBZOPT
R HCINNMt2rre R HCINNMt2rp








HEPT1R HEPT2R EPT3R HEPT4
HEX1 HEX4
R HEX7
R HEXt2r pre R HEXt2rp
R HG2texre R HG2tex
R HISTR HISTP
HI abcppR HISt2rppre R HISt2rpp









R H PP t rppre R H PPN
HP PNtexr R H PNtex
R HPYRIre R HPYRI
PY R
HPY Ry










R HYXNtexre R HYXNtex
R HYXNtppre R HYXNtppR Htexre R HtexR I2FE2SR I2 E2SS
R I2FE2SS2I2FE T
R I4FE4SRR I4FE4ST
R I D yrre R ICD yr
R ICHORSre R ICHORSICHORSi
R ICH R R ICL R IDONDre IDOND
R IDOND2
R IDONt2rppre R IDONt2rpp
R IDONtexre R IDONtex
R IG3PSR IGPD
R IGPS
R ILETAre R ILETA
R ILEabcpR ILEt2 ppre R ILEt2 pp
R ILEtexre R ILEtex
R IMPCre R IM C
R IMPD
R IMPt xre R IMPtex
ND LEt2 pR IN LEt2rpre R I OLEt2rpp
R INDOLEtexre R INDOLEtex
INSH
INSK
R INSTtexre R INSTtex
R INS pR INSt2rppre R INSt2r p
R INStexre R INStex




R IPPMIbre I MIb
R IPPS
R ISET abcp
R ISETACtexre R ISETACtex
R K2L4Aabcpp
R K2 4Aabctex







R Ktexre R Ktex
R L DASH L D2
R L ASH LACD3
L DASH L Ct2rppre R L DASH LAC 2rpp
R L DASH LACtexre R L DASH LACtex
R LA4NTpp
R LADGMD
R LALADGLUtexre R LALADGLUtex
R LAL DGLUtpp





R LCre LCARRLC RSre R LC S
R LC S 3ipp
R LCTStexre R TStex
R LCTSre R LCTStpp
R LDH Dre R DH D
R LDH 2
R LEUTAi
U R Ut2rre LEU r








R LIPOtexre R LIPOtex
R LPADSS
R LPLIPAL1A120pR LPLIPAL1A140ppR LPLIPAL1A141 pR LPLIPAL1A160pp
R LPLIPAL1A161ppR LPLIPAL1A180pR LPLIPAL1A181 pER LPLIPAL1E140ppER LP IPAL1E 60pE 61
R LPLIPA 1E180p





R LP IPAL A141
R L LIPAL2A160
L I AL A161
R LPLIPAL2A180
81
LPLIPAL2E1 0R LPLIP 2E140R LPLIPAL2E14160R LP IPA 2E16L 80AL 81G 2GGR PLIP L 160R LP IPAL2G16L 80AL 81
R ERD rre R SERDH
R LYSDC
R LY abcppR LYS 2pp3
R YStexre R LYStexR LYXI
R LYXt2pp
R LYX exre R LYXtex
R M1PDM1P
R MALD R MAL t2 2pp
R MALDtexre R MALDtex
R ALS











R MALt2 p3 pMA t3p
R MALtexre R MALtex
1 T2
R M N6PIre M N6PI
R M N6P 2 p
R MAN6Ptexe R MAN6P
R MAN Ore M NAO
R M NGLYC tspp
R MANGLYCtexre R MANGLYCtex
R MAN GHR ANpt p
R MANtexre R MANtex
R MCIT
R MCITL2re R MCITL2
MCITS







R MDDCP4pp5R MDDEP1ppR MD EP2p
R MDDEP3pp
R MDDEP4pp






R MELIBt2ppR MELIB 3ipp
R MELIBtexr R MELIBtexR MEOHt xre R MEOHtex
R MEOHtrppre R MEOHtrpp
ME T
ETAT




R METSOX1texre R METSOX1tex
MET OX2
R METSOX2texre R METSOX2tex
R METS R1R METS R2R METabcp
R METtexre R METtex
MG t3 2ppre R MG2t3 2pp
R MG2texre R MG2tex
R MG2tp
MG2uabc p
R MGSAR ICIT rre R MICITDr






R MLDCP2BppR MLDCP3AppR ML EP1pR MLDEP2




R MLTP1re R MLTP1R LTP2re R LTP2R MLTP3re 3
R MM D
MMET 2 p






R MNLtexre R MNLtex
R M NH
t2p





R MOBDtexre R MOBDtex
R MOCOS
MOHM
R MOXre R OX





R MSO3texr R MSO3tex
MT NTHFCre R MTHFC
R MTHFDre R THFD
R MTHF
R MTHTHFSs
R N2Otexre R N2Otex
R N2Otppre R N2Otpp
NACO A
R NACtexre R NACtex
R NACtpp















R NA 3 p5 pR NAt3 2pR NA 3
R NAtexre R NAtex
NDPK1re DPK
R ND K2re R NDPK2
N PK3re R N PK3
R NDPK4re ND 4
R NDPK5re R N PK5
R NDPK6R ND K6
NDP 7re R ND K7NDPK8re N PK8
R NH4texre R NH4tex
R NH4tpre R NH4t p
R N B
NI2abcppNI2t3pp








R NMNtexre R NMNtex
R NNAM
R NNATrre R NA r
R NND
NO2t2rppre R NO t2rpp





R NO3texre R NO3tex
NODOx
R NODOy
R NOVBCNtexre R NOVB Ntex
R NOVBCNtpp
R NOtexre R NOtex


















































R O2tppre R O2t p
R OAA C
R OB F O BTCBT
R OCDCAtexi
R OCDCEA i
R OCTAtexre R OCTAtex
R OCTDPS
R CTN L
R OGMEACPDR OGME PR
R OGME CPS















R ORNtexre R ORNtex
OROTt2 2pp
R OROTt xre R OROTtex






A 20abcpp4P 141abcpR PA160abc pR A 61abcpp
PA180abcpp
PA181abc p
ACALD pre R PACALDt2rpp
R PACALDtexre R PACALDtex
R P CCOAE












R PA A 81
R PAPA 8
R PAPPT3







R PE140ab ppPE14 abcpp





R PEAMNtexre R PEAMNtex




PFK 2R PFK 3
PFL
R P 1 0PG140abc p1R PG160 b p16 pPG180abcpPG18 abcpp
R PGAMTre PGA T
R PGCD
R PGIre R PGI
PGKe PGK
R PGL
R PGMre R PGM
R PGMTre R PGMT
R PGP120abcppG 40abcp1 pR P P16 pR PGP161abcpPGP180ab p81



















R PHEMEtiex R PHETA1re R PHETA1
PHEt2rppre R P Et2rpp
R PHEtexre R PHEtex
R PHYTSpp
R PI 2 ppre R I 2rpp
R PItexre R PItex
Iuabcpp
LIPA1A120ppR PLIPA1A140pp
R PLI 1 p
R PLIPA A 60pp
R PLIPA1A 61p
R LIPA1A180pp
R PLIP 1A181 p
R LIP 1E 2R PLIPA1E140ppPLI 1E141p
R PLIPA1E 6 pR PLI A1E 6 ppR PLIPA1E 8 pPLIP 1E18R LIPA1G 2R PLIPA1G140 pR PLIPA G14 p




2A 6 pR 2A180R PLIPA2A181pPLIPA2E 20pPLIPA2E 40p
2E 4 p
R PLIPA2E p
R P I A2E16 ppPLIPA2E 80p
R 2E181ppR 2G 2
R PLIPA2 40PLIPAR LIP 2G 6R LIPA2G161R PLIPA2G180pR 2G181p




R PNTOtexre R PNTOtex
R POAACR
R O 5re R POR5
R POX
R PPAP A2
R PAKrR PP Kr
R PPALtexre R PPALtex
R PPALtppre R PPALtpp
R PPAt4pp













R PP G 3
PPPNDO
PPPN rre R P PNt2rpp
R PPP texre P t x
PPS
PPTHpp
R PPTtexre R PPTtex







R PRMICIre R PRMICI
PROD2
R PROGLYabcppR PROGLYtexre R P OG Ytex
R PR abcp
R PR t rre R P Ot r
R PROt4p
R PROtexre R PROtex
PRPPSre R PR PS
R PSCLYSt2p
R PSCLYStexre R PSCLYS ex

















R PT 2R PTArre T r
R PT Rpp
PTP Ti




R PTRCtexre R PTRCtex
UN 1re U
PUN 2re UN










R PYDXNtexre R PYDXNtex
R PYDXNtpp
R PYDXPP
R PYDXtexre R PYDXtex
R PYDXtpp
PYK
R PYNP rre R YNP2r
R PYROXR PYRt2rppPYRt rpp
R PYRtexre R PY tex
R QUIN2texre R QUIN2tex













R REPHACCOAIre R REPHACCOAI








R RMNtexre R RMNtex
RMNtpp
R PAre R R PA







R R Ere R RPE
R RPIre RPI R Z5P





BTPDre R SBT D
R SBTptspp
R SBTtexre R SBTtex
R SDPDSR SDPTAre R SDPTA
R SELGT
R ELGTH 2R SEL TH
SELN S
R ELR
R SELtexre R SELtex
R SELt p
R SEPHCHC
R SE ASrre R SER Sr
R SERAre R SE T
R SE D
SER L
R SERt2r pre R SERt2rpp
R SERt4pp
R SERre R SERtex
R SFGTHiR GDSS SAD
R SHCHCS3 R S C 2
R SHK Drre R SHK Dr
H K
R SKMt2pp
R SKMtexre R SKMtexR SLNTtexre R SLNTtex
R SLNTtpp
R SO2texre R SO2tex
R SO2tppre R SO2tpp
R SO3texre R SO3 ex
R SO4t2 p









R S CCt2 2 p3pSU Ct3p
R SUCCtexre R SU Ctex
SUCDi
SUCO Sre R SUCOAS
R SUCRtexre R SUCRt x
R SUCptspp
SULFACabcpp
R SULFACtexre R SULFACtex
R SULRi
U abcpp
R T2DECAIre R T2DECAI
TA rre TAGURr
R TA Are R TA A
R TART
R TARTRDtexre R TARTRDtex
R T RTRt7ppre R TARTRt7pp
R TARTRtexre R TARTRtex
T RT 2 3ppTAUDO
R TAURab pp













R THM t2ppr pr R THMDt2rpp
R THMDtexre R TH Dtex
THMabcp





R THRPtexre R THRPtex
T RS
R HRabcp
R THRt2 ppre R TH t2rp
R THRt4pp
R THRtexr R THRtex
R THYMt3pp
R THYMtexre R THYMtexT ZPS 3
R TKT1re TKT1R TKT2re R TKT2
R TMAOR pR TMAOR2pp
R TMAOtexre R TMAOtexR T Atexre R TMAt x
TM K












R TREtexre R TREtex





R TRPtexre R TRPtex
TRSARrT S r
R TSUL R TSULtexre R TSULtex
R TTDCAtexi
R TDCEAtexi
R TTRCYCtexre R TTR YCtex
TT CYCtpp
R T NGSabcp
R TUNGStexre T NGStex




R TYRPtexre R TYRPtex
R T Tre TY A
R TY t2rpre R TY t2r





R UACGAMtexre R UACGAMtex
UA MAMO
R UAG2Ere R UAG2E











R UDPACGALtexre R UDPACGALtex
R UDPG4Ere R UDPG4E
R UDPGA M
UD GALP p
R UDPGALtexre R UD GALtex
R U PGD
UDPG
R UDPG CU texre R UDPGLCURte
D P
R UDPGtexre R UD Gtex
R UDPKAATre R UDPKAAT
R UGLCURPp









R UMPKre U PK








R RAt2R UR t2rppre URAt2rpp
R URAtexre R URAtex
U DGLYCD
R UREAtexre R UREAtex




R URIt ppR URIt2rre R URIt2rpp
R URItexre R URItex
USHDR VALTAre R V L
VA ab pVALt2rppre R VA t2rpp
R VALtexre R VALtex





R XANtexre R XANtex
R XANtppre R XANtpp
R XMPtexre R XMPtex
XPPT
R X SNH
XTSNt2r pre R XTSNt2r
XTSNtexre R XTS t x
R XYLI1re R XYLI1




R XYLUtexre R XYLUtex
R XYLab pp
R XYLt2pp











































R AB6PGH R HI T S
R HEMEOSR GLYT S
R GL S
R GOFUC
R FME T S














R EX ttdcea LPAREN e RPAREN
R EX ttdca LPAREN e RPAREN
R EX ocdcea LPAREN e RPAREN
R EX ocdca LPAREN e RPAREN
R EX minohp LPAREN e RPAREN
R EX maltttr LPAREN e RPAREN
R EX malttr LPAREN e RPAREN
R EX maltpt LPAREN PAREN
R EX malthx L AREN RPAREN
R EX malt LPAREN e RPAREN
R EX hdcea LPAREN e RPAREN
R EX fe3dhbzs LPAREN e RP REN
R EX fe3dcit LPAREN e RPAREN
EX ddca LPAREN e RPAREN
R EX cbi LPAREN e RPAREN
R EX arbt LPAREN e RPAREN
R EX adocbl LPAREN RPAREN
R EX acmum LPAREN e RPAREN
R EX 14glucan LPAREN e PAREN
TMA R1TMAO 1R TMAOR2
re TMA R2
R YANSTre R CYANSTMCP Tre MCPST
QMO2re R QMO2QM 3
re R QMO3
R LPATE160ppre R ALP TE160
R ALPATG160ppre R ALPATG160pp
LIP PLre R LIP PL
R LIPOSre R LI OS
R G D 5re GP DA5
R INOSTt4re R INOSTt4
MI1Pre MI1
HG2abcppHG2 bcppHG2 3ppre R H 2t3pp
R EX hdca LPAREN e RPARENre R EX hdca LPA EN e RPAREN
R HDCAtexire R HDCAtexi
R LIPAHT2exre R LIPAHT2exR LIPAHTexex
R BETA DHxre BETAL HxR BETA DHyre BETALDHy
LYBabcppre R GLYBabcppGLYBre R GLYBt2
R DSBGGTre R DSBGGT
R TDSR2re R TDSR2
R DSBCGTre R DSBCGT
R TDSR1re R TDSR1
R DSBAO1re R DSBAO1
R DSBAO2re R DSBAO2
DMSOR1re D SO
R DMSO 2re R DMSO 2
R CU abcC
R CUt3re R CUt3
R BSO xe BSORxBSO yBSORy
BTNt2i pre R BTNt2ipp
R BT 5e R BTS5
R LPLIPAL2ATE181re R LPLIPAL2ATE181Gre R PLIPAL2ATG 81
R LPLIPAL2ATE180re R LPLIPAL2ATE180R LPLIPAL2AT 180re R PLIPAL2ATG180
R LP I A 2 TE16re R LP IPAL2ATE16R LPLI A 2 TG161re 6
R PLIPAL2ATE160re R IP L2ATE160L Gre R IP L2ATG160R LPLIPAL2ATE141re R PLIPAL2 TE 41R PLIPAL2ATG141re R IP L2ATG 414re 44re 0A 20re R L LIP L2ATE120G 20re R IP L2ATG 20
DKGLCN 1re R DKGLCN 1
R DK CNR2xre R KGLCNR xDKGLCN 2yre R DKG CN 2y
R EX 23camp LPAREN RPAREN
R EX 23ccmp LPAREN RPAREN
R EX 23cgmp LPAREN e RPAREN
R EX 23cump LPAREN e RPAREN
R EX 23dappa LPAREN RPAREN
R EX 26dap DASH M LPAREN e RPAREN
R EX acmana LPAREN e RPAREN
EX ac am LPAREN e RPAREN
R EX all DASH D LPAREN e RP REN
R EX amp LPAREN e RPAREN
R EX ascb DASH L LPAREN e RPAREN
R EX la DASH B LPAREN e RPAREN
R EX butso3 PAREN e RPAREN
R EX chtbs LPAREN e RPAREN
R EX cmp LPAREN e RPAREN
R EX cm LPAREN e PAREN
R EX csn LPAREN e RPAREN
R EX yan LPAREN e RPAREN
R EX cynt LPAREN e RPAREN
R EX cys DASH D LPAREN e RPAREN
R EX damp LPAREN e RPAREN
R EX dca LPAREN e RPAREN
R EX dcmp LPAREN e RPAREN
R EX dgmp LPAREN e PAREN
R EX dimp LPAREN e RPAREN
dopa LPAREN e RPA EN
R EX doxrbcn LPAREN e PAREN
R EX ser D SH D LPAREN e RPAREN
R EX dtmp LPAREN e RPAREN
R EX dump LPAREN e RPAREN
R EX ethso3 LPAREN e RPAREN
R EX f6p LPAREN e RPAREN
R EX frulys LPAREN e RPAREN
R EX fru LPAREN e RPAREN
R EX fum LPAREN e RPAREN
EX f sa LPAREN e RPAREN
R EX g3pc LPAREN e RPAREN
R EX g3pi LP REN e RPAREN
R EX g3ps LPA EN RPAREN
R EX g6p LPAREN e RPAREN
R EX gal DASH bD LPAREN e RPAREN
R EX galctn DASH L LPAREN e RPAREN
R EX galctn DASH D LPAREN e RPAREN
R EX galt LPAREN e RPAREN
R EX gam6 LPAREN e RPAREN
R EX gam LPAREN e RPAREN
R EX gln DASH L LPAREN e RPAREN
R EX glyc2p LPA EN RPAREN
R EX gmp LPAREN e RPAREN
R EX gtp LPAREN e RPAREN
R EX imp LPAREN e RPAREN
R EX isetac LPAREN e RPAREN
R EX LalaDglu LPAREN e RPA EN
R EX LalaLglu LPAREN e RPAREN
R EX lip ate LPAREN e RPAREN R EX lyx DASH L LPAREN e RPAREN
R EX mal DASH D LPAREN e RPAREN
R EX man6p LPAREN e RPAREN
R EX manglyc LPAREN e RPAREN
R EX man LPAREN e RPAREN
R EX met DASH D LPAREN e RPAREN
R EX metsox DASH S DASH L LPAREN e RPAREN
R EX metsox DASH R DASH L LPAREN e RPAREN
R EX met DASH L LPAREN e RPAREN
R EX mincyc LPAREN e RPAREN
R EX mmet LPAREN e RPAREN
R EX mnl LPAREN e RPAREN
R EX mso3 LPAREN e RPAREN
R EX nac LPAREN e RPAREN
R EX nmn LPAREN e RPAREN
R EX no3 LPAREN e RPAREN
R EX novbcn L AREN RPAREN
R EX octa LPAREN e RPAREN
R EX orot LPAREN e RPAREN
R EX peamn LPAREN e RPAREN
R EX pnto DASH R LPAREN e RPARENR EX ppa LPAREN e RPAREN
R EX ppt LPAREN e PAREN
R EX progly LPAREN e RPAREN
R EX psclys LPAREN e RPAREN
R EX pser DASH L LPAREN e RPAREN
R EX pydam LPAREN e RPAREN
R EX pydxn LPAREN e RPAREN
R EX pydx LPAREN e RPAREN
R EX r5p LPAREN e RPAREN
R EX rfamp LPAREN RPAREN
R EX rmn LPAREN e PAREN
R EX sbt DASH D LPAREN e RPARE
R EX skm LPAREN e RPAREN
R EX sucr LPAREN e RPAREN
R EX sulfac LPAREN e RPA EN
R EX tar r D LPAREN e RPAREN
R EX taur LPAREN e RPAREN
R EX thm LPAREN e RPAREN
R EX th p LPAREN e PAREN
R EX tmao LPAREN e RPAREN
R EX tre LPA EN e RPAREN
R EX tsul LPAREN e RPAREN
R EX ttrcyc LPA EN e RPAREN
R EX tym LPAREN e RP REN
R EX tyr LPAREN e RPAREN
R EX uacgam LPAREN e RPAREN
EX udpacgal LPAREN e RPAREN
R EX udpgal LPAREN e RPAREN
R EX udpglcur LPAREN RPAREN
R EX udpg LPAREN e RPAREN
R EX xmp LPAREN e RPAREN
R X xylu DASH L LPAREN e RPAREN
R EX xyl DASH D LPAREN e RPAREN
R EX acac LPAREN e RPAREN
R EX galct DASH D LPAREN e RPAREN
R EX glcr LPAREN e RPAREN
R EX 3hcin m LPAREN e RPAREN
R EX 3hpppn LPAREN e RPAREN
R EX no LPAREN e RPAREN
R EX ppal LPAREN e RPAREN
R EX pppn LPAREN e RPAREN
R EX tartr DASH L LPAREN e RP REN
R EX arab DASH L LPAREN e RPARENre R EX rab DASH LPAREN e RPAREN
R BK L1re RBK L1
EX cd2 LPAREN e RPARENr R EX cd2 LPAREN e RPAREN
NDCAL2re CR CAL2
R EX crn DASH D LPAREN e RPA ENre R EX crn DASH D LPAREN e RPAREN
R EX lcts LPA EN e RPARENre R EX lcts LPAREN RPAREN
L ZR L CZ
R L CZre R L CZ p
R CU Opre R CU1Op
EX cu LPAREN e RPARENEX cu LPA EN e RPAREN
R EX arbtn DASH fe3 LPAREN e RPARENre X arbt DASH fe3 LPAREN e RPAREN
R EX arb n LPAREN e PARENre R EX arbtn LPA EN e RPAREN
R EX hg2 LPAR N e RPARENre R EX hg2 LPAREN RPAREN
C N ALre R C NCA 2
CTBTC L2re CTBTCAL2
R EX crn LPAREN e RPARENre R EX crn LPAREN e RPAREN
R EX fe3hox DASH un LPAREN e R ARENre R EX fe3hox DASH un LPAREN e R RENR EX fe3hox LPAREN e RPARENre R EX fe3hox LPAREN e RPAREN
R EX feoxam DASH un LPAREN PARENre oxam DASH un LPAREN e RPAREN
R EX feoxam LPAREN e PARENre R EX feoxam LPAREN e RPAREN
R EX melib LPAREN e RPARENre R EX melib LPAREN e RPAREN
R GALS3re R G LS3
R OXCDCre OXCDC
R EX fecrm DASH un LPAREN e RPARENre R EX fecrm DASH un LPA EN e RPAREN
R EX fecrm LPAREN e RPARENre R EX fecrm LPAREN RPAREN
3OAS 00re R 3OAS100R 3 AS1 0re 3OAS120
R 3OAS121re R 3OAS121
3OAS 40re R 3 AS140
S 41re 3OAS 41
R 3OAS160re R 3OAS1603OAS161re 3OAS161R 188R 8re R 3OAS181S60re R 3OAS6S8re 3OAS8
R ACAC Tre R ACACCT
R C S1re R ACPS1
R ACSERtppre R ACSERtpp R BUTCTre BUTCT
C SDre YSDS
R CY T Sre R YSTR
R EX cgly LPAREN e RPARENre R EX cgly
R EX cy DASH L LPAREN e RPARENre R EX cys DASH L LPAREN e RPAREN
R EX gthox LPAREN e RPAREN
re R EX gthox LPAREN e RPAREN
R EX gthrd LPAREN e RPARENre R EX gthrd LPAREN e RPAREN
R ICYSDSre R ICYSDS
KA 14re R K 4M CPM CPD
R MALCOAMre R MALCOAM
PMEACPSPMEACPS
PAC Ore R PAC O L
R SCYSDSre R SCYSDS
R S L1re S S 1
R TP DCO Sre R TP DCO S
R CRNt7 pe R CRNt7pp
R EX gbbtn LPAREN e RPARENre R EX gb n LPAREN RPAREN
R EX fuc DASH L LPAREN e RPARENfu DASH L LPAREN e RPAREN
FC Kre CLK
R EX cpg DASH un LPAR N e RPARENre R EX cpgn DASH un LPAREN RPAREN
EX cpgn LPAREN e PARENre R EX cpgn LPAREN e RPAREN
R D SOR ppre R D SOR
R D SO 2ppre R DMSOR2p
R EX dmso LPAREN e RPARENre R X dmso LPAREN e RPAREN






























































































































































































































































Figure 6.18: Petri net (a) and connectivity (b) of the E.coli K-12 genome scale
metabolic model.
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Table 6.12: Comparison of run-times for the direct method (a) and δ-leaping
(b). SPNECOLI was parametrised with N and simulated with several number
of simulation runs. † is placed, if the simulation did not finish in reasonable
time (>40 days).
N
1 run 100 runs 100 000 runs 1 000 000 runs
a b a b a b a b
100 17s 1s 38m56s 3m20s 21d15h 1d21h † 19d7h
1000 2m28s 2s 5h17m 4m53s † 2d16h † 26d16h
10 000 24m28s 2s 1d6h 5m20s † 2d21h † 28d18h
100 000 3h43m 3s 20d22h 5m52s † 3d2h † 30d20h
100 000}.
The simulation results given in Fig. 6.19, as well as the run-times in Table 6.12
are quite interesting. The plots of the randomly chosen places are comparable
and the approximation error is moderate. We were not able to finish a higher
number of exact stochastic simulations within 40 days. The simulation run-
times for δ-leaping are acceptable for such a big and dense model. The scaling
parameter N has small influence on the simulation run-time of δ-leaping. The
simulation run-times for δ-leaping are moderate for such a big and dense model.
6.6 Flexible Manufacturing System
The Flexible Manufacturing System with three machines has been published
in [CT93]. The original model contains immediate transitions; thus it is a
(a) simulation results (b) approximation error
Figure 6.19: E.coli K-12 with N = 100 and 100 000 simulation runs
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Table 6.13: The size of the state space for different initial markings of
GSPN FMS computed with MARCIE’s symbolic state space generation.
N |states| N |states| N |states| N |states|
2 3, 444 8 2.480× 108 14 9.928× 1010 20 6.029× 1012
4 438, 600 10 2.501× 109 16 4.520× 1011 30 7.737× 1014
6 15, 126, 440 12 1.790× 1010 18 1.760× 1012 50 4.240× 1017
Table 6.14: Transient analysis up to time point τ = 1 for different number
of items N of GSPN FMS. The probability Pr is computed by the numerical
engine and the confidence interval CI by the simulative engine after 6 634 234
simulation runs.
N Pr CI
1 2.521× 10−1 [2.516× 10−1, 2.525× 10−1]
2 1.796× 10−1 [1.792× 10−1, 1.800× 10−1]
4 7.063× 10−2 [7.032× 10−2, 7.083× 10−2]
6 3.048× 10−2 [3.026× 10−2, 3.061× 10−2]
8 – [1.352× 10−2, 1.375× 10−2]
10 – [6.223× 10−3, 6.382× 10−3]
GSPN . A pure SPN model can been derived from the GSPN model by
applying the elimination rules for immediate transitions given in [Ajm+95].
In contrast to [SRH11], we consider the GSPN model to demonstrate the
application of simulative model checking on GSPN models. Furthermore, the
FMS model contains arcs with marking-dependent weights. MARCIE does not
support such arcs as they potentially destroy the locality principle. Instead,
our model simulates the marking dependencies by additional transitions, each
representing a specific firing situation in the original model. We achieve this by
using coloured stochastic Petri nets and let the unfolding create the additional
transitions. Besides that, the coloured model is equivalent to the uncoloured
one, that is why we still speak about a GSPN model. Figure 6.20 shows the
GSPN C model without coloured annotations, the full specification in CANDL
syntax is given in Appendix A.5. The FMS is scalable concerning the number
of items which can be processed by the machines. The places P1, P2 and P3
carry initially N tokens. The model can be easily scaled be increasing the value
of N . The number of reachable states for different initial markings are shown
in Table 6.13. All experiments in this section were carried out on machine 1.
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We start our experiments with transient analysis of GSPN FMS and we want
to know the probability that there are no tokens on the places P1, P2, P3 and
P12 at time point τ = 1. This property is expressed in the following formula:
P=? [Fτ,τ [P1 = 0 ∧ P2 = 0 ∧ P3 = 0 ∧ P12 = 0]] .
The results of the transient analysis up to time point τ = 1 for different number
of items N is given in Table 6.14. The probability is about 25% for N = 1,
i.e., the probability is nearly 75% that at least one machine has at least one
item that needs to be processed at time point 1. As expected, the probability
decreases with increasing N.
Figure 6.21 shows the total run-times of the transient analysis up to time
point τ = 1 for different number of items N . The run-times are given for 1 to




























































Figure 6.20: Coloured Stochastic Petri net of the flexible manufacturing sys-
tem.
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Table 6.15: Steady state analysis for different number of items N of
GSPN FMS. The probability Pr is computed by the numerical engine and
the confidence interval CI by the simulative engine after 128 simulation runs.
N Pr CI
1 0.96319 [0.95980, 0.96757]
2 0.97434 [0.97337, 0.97487]
4 0.97496 [0.97406, 0.97448]
6 0.97609 [0.97500, 0.97514]
8 – [0.97596, 0.97616]
10 – [0.97708, 0.97726]
and for each N the run-time is cut nearly into halves as the number of worker
threads doubles.
Now, we want to explore the steady state probability that there are no tokens
on the places P1, P2, P3 and P12. This property is expressed in the following
formula:
S=? [P1 = 0 ∧ P2 = 0 ∧ P3 = 0 ∧ P12 = 0] .
The results in Table 6.15 show a different picture than in the transient analysis.
The probability is above 96% and increases slightly with increasing number of
items. Thus the probability is below 4% that at least one machine has at least
Figure 6.21: Transient analysis up to time point τ = 1 for different number
of items N of GSPN FMS. The total run-time is given for several number of
workers after 6 634 234 simulation runs.
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Figure 6.22: Steady state analysis for different number of items N of
GSPN FMS. The total run-time is given for different numbers of workers after
128 simulation runs.
one item that needs to be processed, i.e., the degree of utilisation is above
96% in the long run. Table 6.15 reveals a caveat concerning GSPN models.
The expected probabilities for N = 3 and N = 4 are slightly higher than
the confidence intervals computed by the simulative engine. Despite the small
differences, this is in need for further investigation.
The run-times, shown in Figure 6.22, exhibit the same characteristics as in the
transient analysis, i.e., the simulative model checking scales quite well with
the number of worker threads.
6.7 Cyclic Server Polling System
Polling systems have a wide range of applications for which they provide good
performance estimates, e.g., computer science, manufacturing, telecommuni-
cations. We discuss a cyclic single-server polling system, the simplest and most
common polling system. It comprises one waiting line per station to be served
and the waiting line is filled with customers from the outside world. One server
cycles through the stations and provides service to the customers if needed.
Afterwards the customers disappear from the system.
Such polling systems were presented as GSPN in [IT90] and [ADN89]. Later
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on it was shown how to reduce them to SPN by applying several reduction
rules [Ajm+95].
We provide a coloured stochastic Petri net of a cyclic single-server polling
system SPN CCSPS, shown in Figure 6.23. The server is modelled by 2 places
s and a, place s denotes the station that the server is currently investigating.
The number of tokens on s refers to the index of the station sin and is initialised
with one. The place a carries no token as long as the server is looking for a
station to serve, if the server found a station then a token is placed on a and it
is removed after service. A station si is modelled by a single place, representing
its queue that holds the customer (token) to be served. The model is scalable
by the number N of stations si. All experiments in this section were carried
out on machine 1.
The number of reachable states for different amount of stations N are shown
in Table 6.16.
We start our analysis of the model by means of transient analysis. Let us check
the probability that station 1 is awaiting service at time point τ = 10 with the
following formula
P=? [trueUτ,τ [si1 = 1 ∧ ¬[s = 1 ∧ a = 1]]] .
Table 6.17 shows the expected probability Pr computed by the numerical en-
int Station = 1-N;










































Figure 6.23: Coloured Stochastic Petri Net of the Cyclic Server Polling System.
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Table 6.16: The size of the state space for different number of stations N of
SPN CCSPS computed with MARCIE’s symbolic state space generation.
N |states| N |states| N |states| N |states|
5 240 20 31, 457, 280 50 8.444× 1016 80 1.451× 1026
10 15, 360 30 4.832× 1010 60 1.038× 1020 90 1.671× 1029
15 737, 280 40 6.597× 1013 70 1.240× 1023 100 1.901× 1032
Table 6.17: Transient analysis up to time point τ = 10 for different number of
stations N of SPN CCSPS. The probability Pr is computed by the numerical
engine and the confidence interval CI by the simulative engine after 6 634 234
simulation runs.
N Pr CI
5 0.14198 [0.14177, 0.14246]
10 0.12294 [0.12252, 0.12318]
15 0.10152 [0.10118, 0.10179]
20 0.08560 [0.08516, 0.08572]
25 – [0.07360, 0.07413]
gine and the confidence interval CI computed by the simulate engine after
6 634 234 simulation runs. The CI covers the expected value for all instances.
The numerical engine is not able to compute the probability for N = 25 or
greater, because of the state space explosion. Instead the simulative engine
can evaluate the formula for even greater values than 25 just at the cost of
larger run-time.
Figure 6.24 shows the run-time of the reachability analysis for different number
of stations N and for several number of workers after 6 634 234 simulation runs.
The run-time increases as the number of stations increases, which is to be
expected, because of the increasing model size. With an increasing number of
workers the run-time decreases in a close to linear way.
Next we compute the probability that in the long run station 1 is awaiting
service with the following formula
S=? [si1 = 1 ∧ ¬[s = 1 ∧ a = 1]] .
The expected probability Pr in the long run computed by the numerical engine
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Table 6.18: Steady state analysis for different number of stations N of
SPN CCSPS. The probability Pr is computed by the numerical engine and
the confidence interval CI by the simulative engine after 128 simulation runs.
N Pr CI
5 0.14492 [0.13930, 0.15171]
10 0.14021 [0.13828, 0.14123]
15 0.13073 [0.12952, 0.13109]
20 0.12266 [0.12167, 0.12274]
25 – [0.11630, 0.11712]
is covered well by the confidence interval computed by the simulate engine after
128 simulation runs, see Table 6.18.
The run-time of the steady state analysis for different number of stations N is
increasing per N and decreases for several number of workers, see Figure 6.25.
Now we want to know the expected time station 1 is waiting to be served up
to time point τ = 10. Therefore, we use the following state reward function
rewards [waiting] { si_1=1 & ! [s_1=1 & a_1=1] : 1; }
Figure 6.24: Transient analysis up to time point τ = 10 for different number
of stations N of SPN CCSPS. The total run-time is given for several number
of workers after 6 634 234 simulation runs.
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Table 6.19: Reward analysis for different number of stations N of SPN CCSPS.
The expected reward value R is computed by the numerical engine and the
confidence interval CI by the simulative engine after 6 634 234 simulation runs.
N R CI
5 1.25457 [1.25410, 1.25659]
10 0.65473 [0.65398, 0.65493]
15 0.44157 [0.44110, 0.44199]
20 0.33245 [0.33194, 0.33288]
25 – [0.26601, 0.26690]






As in the previous computations, the confidence interval of the simulative
algorithm covers the expected reward value.
Figure 6.26 shows the run-times of the reward analysis for different number of
stations N and for several number of workers after 6 634 234 simulation runs.
The developing of the run-times of the reward analysis look the same as in the
transient analysis, but they are about 20% higher.
Figure 6.25: Steady state analysis for different number of stations N of
SPN CCSPS. The total run-time is given for different numbers of workers after
128 simulation runs.
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Table 6.20: Performability analysis for different number of stations N of
SPN CCSPS. The probability Pr is computed by the numerical engine and
the confidence interval CI by the simulative engine after 6 634 234 simulation
runs.
N Pr CI
5 8.447× 10−2 [8.419× 10−2, 8.475× 10−2]
10 9.849× 10−2 [9.819× 10−2, 9.879× 10−2]
15 8.844× 10−2 [8.815× 10−2, 8.872× 10−2]
20 7.748× 10−2 [7.721× 10−2, 7.775× 10−2]
25 – [6.812× 10−2, 6.863× 10−2]
And last but not least, we conduct the performability analysis that station 1
is awaiting service at time point τ = 10 and with an accumulated reward of at
most 1. This is done by evaluating the following CSRL formula
P=?
[
trueUτ,τ0,y [si1 = 1 ∧ ¬[s = 1 ∧ a = 1]]
]
.
Performability analysis is literally a combination of transient analysis and re-
ward analysis. Thus it is no surprise that the numerical engine’s expected
probability is covered by the confidence interval, see Table 6.20.
Figure 6.26: Reward analysis for different number of stations N of SPN CCSPS.
The total run-time is given for different numbers of workers after 6 634 234
simulation runs.
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Figure 6.27: Performability analysis for different number of stations N of
SPN CCSPS. The total run-time is given for different numbers of workers after
6 634 234 simulation runs.
The run-times of the performability analysis is shown in Figure 6.27. They are
similar to the reward analysis for all number of stations N and for all number
of workers. That means the simulative CSRL model checking has only little
overhead compared to simulative CSL model checking.
6.8 Closing Remarks
In this chapter we used five biochemical case studies and two technical systems
in order to demonstrate the capabilities of simulative analysis and simulative
model checking. We illustrated that the discrete-time leap method computes
reasonable results and has a very good run-time performance especially for
larger and dense networks. It is less sensitive to higher number of tokens and
thus higher transition rates than stochastic simulation algorithms in terms of
run-time. This recommends δ-leaping for models, which stochastic simulation
is not capable of simulating in reasonable time, e.g., genome scale metabolic
models.
We showed the verification of time-bounded and time-unbounded PLTLc for-
mulas including transient and steady state analysis. This was done for CSL
formulas as well, and in addition we exemplified reward and performability
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analysis. The simulation, analysis and model checking algorithms are paral-
lelised in at least one out of two possible ways: first in terms of shared memory
and multi-threading, and second for distributed memory and multi-processing.
We demonstrated the scalability of both implementations, and it turned out
that both scale very well with the number of workers most of the time.
But there is one caveat that needs further investigation, the simulative steady
state analysis of GSPN models. Whereas in all other cases the computed con-
fidence intervals covered the expected values, they did not cover the expected
values in two instances of the flexible manufacturing system.
Beyond the given seven case studies, there are a couple of published non-trivial
case studies, some of them deploying coloured XSPN , which where made
possible by the advanced simulation and analysis features efficiently supported
by Marcie, among them [Pâr+15; BR15; Blä+14; LH14; Liu+14; LHY14;




In this thesis we introduced the discrete-time leap method for the simulation
of stochastic Petri nets. It converts the underlying CTMC into a stochastically
equivalent DTMC. Generating paths through the DTMC is as expensive as for
the CTMC and we would not gain any efficiency by doing it in an exact way.
That is why we are leaping over several states. The discrete time model and
the maximum firing rule in combination with binomial sampling and weighted
random shuffling of the transitions make an efficient simulation algorithm, that
leads to comparable results. Furthermore, we presented exact and approximate
stochastic simulation algorithms that are state-of-the-art, and performed an
exemplary comparison of δ-leaping and direct method.
We can conclude that the discrete-time leap method computes reasonable re-
sults and has a very good run-time performance especially for larger and dense
networks. It is less sensitive to higher number of tokens and thus higher tran-
sition rates than other stochastic simulation algorithms in terms of run-time.
This recommends δ-leaping for models, which can not be simulated in reason-
able time, e.g., genome scale metabolic models. Furthermore, it is suitable for
in silico experiments, where the behavioural differences between modified mod-
els are of interest, such as knock-out scenarios of certain species or reactions.
The approximation error is moderate as long as the condition in Equation 3.14
is fulfilled. There is surely space for discussion on how significant the reported
approximation error is and the interpretation may be subjective, but a rela-
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tive error below 0.05 can be seen as sufficiently good. A larger approximation
error may be an indication for one the following situations. First, the model’s
time-scale is smaller than the chosen δ, i.e., reducing the δ would gain better
approximation. Second, some transition’s rate functions are not scaled cor-
rectly, i.e., stochastic reaction rates have to be scaled with respect to their
reaction order.
For particular models it might be necessary to adapt the kinetic rate constants
in order to obtain similar results, see Section 3.7.4. Here, further investiga-
tions are needed whether we can compute the required adaptations from the
net structure. The discrete-time leap method is implemented and publicly
available in our tools Snoopy [Hei+12] and MARCIE [HRS13].
Moreover, we presented simulative analysis of stochastic Petri nets and we
showed that simulative analysis is not restricted to trace generation. We are
able to compute approximations of transient solutions and steady state distri-
butions. In case of transient solutions, we introduced some optimizations to
make the computation more efficient. The computation of derived measures
(observers) paved us a way to a whole new class of models, namely Markov
reward models.
A more advanced way for the verification of system properties is simulative
model checking. We presented an infinite time horizon model checking algo-
rithm plus steady state operator for probabilistic linear-time temporal logic. In
addition, we gave simulative model checking algorithms of continuous stochas-
tic logic formulas including reward extensions and time-unbounded temporal
operators. In Section 5.2, we stated that simulative CSL model checking re-
duces the memory consumption to some constant value compared to simula-
tive PLTLc model checking where it increases with the length of the generated
trace. In Figure 7.1 we compare the peak memory consumption of simulative
CSL and PLTLc model checking up to different time points τ and it confirms
the previous statement. The memory consumption of simulative CSL model
checking remains constant throughout all time points, whereas the memory
consumption of simulative PLTLc model checking increases with τ , because
the length of the generated trace increases. The increase is not linear, because
of some storage optimizations, i.e., not the full trace is stored, but only the
number of tokens of places used in the formula and successive equal numbers
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Figure 7.1: The peak memory consumption is given for transient analysis up
to different time points τ for N = 10 stations of SPN CCSPS using simulative
CSL and PLTLc model checking.
are compressed.
To the best of our knowledge, we introduced the first simulative continuous
stochastic reward logic model checking algorithm. We used five biochemical
case studies and two technical systems in order to demonstrate the capabil-
ities of simulative analysis and simulative model checking. We verified the
results of the simulative approach against the numerical solutions of the Ja-
cobi and Gauss-Seidel methods. We proved the efficiency of our algorithm
and the scalability by using several worker threads in the shared memory and
multi-threading implementation, and by using several worker processes in the
distributed memory and multi-processing implementation. It turned out that
both implementations scale very well with the number of workers most of the
time.
As our algorithms are based on stochastic simulation, their run-time does not
directly depend on the size of the state space, as for the numerical methods,
but on the rate functions of the transitions and the size of the Petri net, i.e.,
number of places, transitions and arcs. The greater the sum of the transitions
rates, the smaller the time steps are, and the more simulation steps need to be
done to reach a certain time point. Thus, the main drawback of simulation-
based methods remains. The achieved accuracy depends on the number of
136
simulation runs and the number of required runs grows exponentially with the
expected accuracy. Therefore, methods of choice for bounded and medium-
sized models are numerical, otherwise simulation plays out its strength.
7.2 Outlook
As in any other case, there is space for improvements. On short term, the de-
picted caveats in the discrete-time leap method and in the steady state analysis
of GSPN models are in need of investigations. The weighted random shuffle of
δ-leaping needs further improvements to obtain even better approximations of
the stochastic simulation. Further investigation is in need for the caveat found
in Section 3.7.4. One question is, are there any other situations that behave in
the same way, and if so, how can we find them in larger models. It is necessary
to strengthen the approximation quality of δ-leaping by applying additional
quantitative comparison methods like linear regression or ANOVA [Fis92], and
Tukey’s range test [Tuk49] as well as cross-validation. Another aspect that de-
serves attention relates to the circumstances under which the approximation
accuracy suffers, e.g., at which points in a simulation trace one would ex-
pect significant differences. Out of the experience so far with delta-leaping,
one could expect to get such significant differences in conflict situations (see
Section 3.7.2) and in situations with very high transition rates (very stiff re-
actions). Such situations could be identified with a comparison of the rate
of change in the number of tokens of affected places and the relative error,
over time. A closer look at the steady state analysis of GSPN models is nec-
essary to resolve the caveat found in Section 6.6, whether it is a model, an
implementation or a methodical issue.
On long term, there is a broad range of possibilities to develop and imple-
ment simulative analysis of stochastic Petri nets. General purpose graphics
processing units (GPGPUs) offer a new way of parallel computation and show
great potential to speed-up simulative analysis. In case of stochastic simu-
lation there are already great improvements if it comes to the parallelisation
of several simulation runs [LP07], i.e., speed-up 150 – 170 times compared to
single-threaded CPU, but the parallelisation of an individual simulation run
is still an open issue, the current speed-up is not even 2 times [DC09]. Our
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δ-leaping method opened up a new class of models for simulative analysis, i.e.,
genome scale metabolic models, but there is still work to do, e.g., automatic δ
adaptation.
The presented computation of transient solutions can be adapted to simulate
rare events without any additional effort. Therefore, we would perform ⌈N ·
|π(τj)|−1⌉ simulation runs for any visited state. The probability of the reached
state at τj+1 would be then increased by the quotient πi(τj)/⌈N · |π(τj)|−1⌉
of the probability of the starting state i and the number of simulation runs,
calculated before. We can adapt Equation 4.21 and the probability to be in







πk(τj)/⌈N · |π(τj)|−1⌉ X(τj+1) = i
0 otherwise .
But there is a drawback. The higher the probability of a state, the greater
the discrepancy of the expected value. Thus, it would be of use only if one is
interested in the rare events and not in the states with higher probability.
The support of rewards is not yet included in PLTLc, but adding it would close
the gap to CSRL. Probably the main issue of simulative CS(R)L model check-
ing is nesting of the probability operator. As we have stated in Section 5.2.1,
it is possible, but not in an efficient way. One possible way to lessen the effort
would be to distribute the verification of the inner formulas, but this is only a




We give the syntax of all case studies used in Chapter 6 except for Section 6.5,
because these are still under investigation. We use the abstract net definition
language (ANDL) [SRH14] for all uncoloured Petri nets, e.g., RKIP inhib-
ited ERK pathway, Mitogen-activated Protein Kinase and Angiogenesis. We
use the coloured abstract net definition language (CANDL) [LHR12] for all
coloured Petri nets, e.g., Repressilator, Flexible Manufacturing System and
Cyclic Server Polling System.






5 double c1 = 0.53;
6 double c2 = 0.0072;
7 double c3 = 0.625;
8 double c4 = 0.00245;
9 double c5 = 0.0315;
10 double c6 = 0.8;
11 double c7 = 0.0075;
12 double c8 = 0.071;
13 double c9 = 0.92;
14 double c10 = 0.00122;
15 double c11 = 0.87;
16 double fs = 2.5;
17 marking:





21 Raf1Star = N;
22 RKIP = N;
23 Raf1Star_RKIP = 0;
24 ERKPP = 0;
25 MEKPP_ERK = 0;
26 Raf1Star_RKIP_ERKPP = 0;
27 RKIPP_RP = 0;
28 MEKPP = N;
29 ERK = N;
30 RKIPP = 0;





36 : [Raf1Star_RKIP + 1] & [Raf1Star - 1] & [RKIP - 1]




41 : [Raf1Star + 1] & [RKIP + 1] & [Raf1Star_RKIP - 1]




46 : [Raf1Star_RKIP_ERKPP + 1] & [Raf1Star_RKIP - 1] & [ERKPP - 1]




51 : [Raf1Star_RKIP + 1] & [ERKPP + 1] & [Raf1Star_RKIP_ERKPP - 1]




56 : [ERK + 1] & [RKIPP + 1] & [Raf1Star + 1] & [Raf1Star_RKIP_ERKPP - 1]




61 : [MEKPP_ERK + 1] & [MEKPP - 1] & [ERK - 1]




66 : [ERK + 1] & [MEKPP + 1] & [MEKPP_ERK - 1]




71 : [ERKPP + 1] & [MEKPP + 1] & [MEKPP_ERK - 1]
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76 : [RKIPP_RP + 1] & [RP - 1] & [RKIPP - 1]




81 : [RP + 1] & [RKIPP + 1] & [RKIPP_RP - 1]




86 : [RKIP + 1] & [RP + 1] & [RKIPP_RP - 1]
87 : MassAction( c11 )
88 ;
89 }






5 double k1 = 1.0;
6 double k10 = 3.3;
7 double k4 = 0.5;
8 double k3 = 0.1;
9 double k6 = 0.1;
10 double k7 = 3.3;
11 double k8 = 0.42;
12 double k9 = 0.1;
13 double k2 = 0.4;
14 double k21 = 0.1;
15 double k22 = 20.0;
16 double k23 = 0.6;
17 double k24 = 0.1;
18 double k25 = 5.0;
19 double k26 = 0.4;
20 double k27 = 0.1;
21 double k28 = 5.0;
22 double k29 = 0.4;
23 double k30 = 0.1;
24 double k11 = 0.4;
25 double k12 = 0.1;
26 double k13 = 10.0;
27 double k14 = 0.8;
28 double k15 = 0.1;
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29 double k16 = 10.0;
30 double k17 = 0.8;
31 double k18 = 0.1;
32 double k19 = 20.0;
33 double k20 = 0.6;
34 double sf = 0.1;
35 double k5 = 0.5;
36 marking:
37 int N = 1;
38
39 places:
40 Raf = N*4;
41 RasGTP = N;
42 Raf_RasGTP = 0;
43 RafP = 0;
44 RafP_Phase1 = 0;
45 MEK_RafP = 0;
46 MEKP_RafP = 0;
47 MEKP_Phase2 = 0;
48 MEKPP_Phase2 = 0;
49 ERK = N*3;
50 ERK_MEKPP = 0;
51 ERKP_MEKPP = 0;
52 ERKP = 0;
53 MEKPP = 0;
54 ERKPP_Phase3 = 0;
55 ERKP_Phase3 = 0;
56 MEKP = 0;
57 ERKPP = 0;
58 Phase2 = N*2;
59 Phase3 = N*3;
60 MEK = N*2;


































































































































































5 double Receptor = 1;
6 double Survival = 10;
7 double Regeneration = 1;
8 double Proliferation = 1;
9 all:
10 int N = 1;
11
12 places:
13 Akt = N;
14 AktP3 = 0;
15 AktStar = 0;
16 DAG = N;
17 DAGE = 0;
18 Enz = N;
19 Gab1 = N;
20 GP3 = 0;
21 GStarP3 = 0;
22 GStarP3kP3 = 0;
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23 GStarPgP3 = 0;
24 KdStar = N;
25 KdStarG = 0;
26 KdStarGP3 = 0;
27 KdStarGStar = 0;
28 KdStarGStarP3 = 0;
29 KdStarGStarP3k = 0;
30 KdStarGStarP3kP3 = 0;
31 KdStarGStarP3kStar = 0;
32 KdStarGStarP3kStarP2 = 0;
33 KdStarGStarP3kStarP3 = 0;
34 KdStarGStarP3kStarP3P2 = 0;
35 KdStarGStarPg = 0;
36 KdStarGStarPgP3 = 0;
37 KdStarGStarPgStar = 0;
38 KdStarGStarPgStarP2 = 0;
39 KdStarGStarPgStarP3 = 0;
40 KdStarGStarPgStarP3P2 = 0;
41 KdStarPg = 0;
42 KdStarPgStar = 0;
43 KdStarPgStarP2 = 0;
44 Pip2 = N;
45 Pip3 = 0;
46 P3k = N;
47 Pg = N;
48 Pten = N;
49 PtP2 = 0;
50 PtP3 = 0;





56 : [KdStarG + 1] & [Gab1 - 1] & [KdStar - 1]




61 : [Gab1 + 1] & [KdStar + 1] & [KdStarG - 1]




66 : [KdStarGStarP3 + 1] & [KdStarGStar - 1] & [Pip3 - 1]




71 : [KdStarGStar + 1] & [Pip3 + 1] & [KdStarGStarP3 - 1]





76 : [GStarP3kP3 + 1] & [GStarP3 - 1] & [P3k - 1]




81 : [GStarP3 + 1] & [P3k + 1] & [GStarP3kP3 - 1]




86 : [KdStarGStarP3kP3 + 1] & [GStarP3kP3 - 1] & [KdStar - 1]




91 : [GStarP3kP3 + 1] & [KdStar + 1] & [KdStarGStarP3kP3 - 1]




96 : [KdStarGStarP3k + 1] & [KdStarGStar - 1] & [P3k - 1]




101 : [KdStarGStar + 1] & [P3k + 1] & [KdStarGStarP3k - 1]




106 : [KdStarGStarP3kStar + 1] & [KdStarGStarP3k - 1]




111 : [KdStarGStarP3kStarP2 + 1] & [KdStarGStarP3kStar - 1] & [Pip2 - 1]




116 : [KdStarGStar + 1] & [KdStarG - 1]




121 : [KdStarGStarP3kStar + 1] & [Pip2 + 1] & [KdStarGStarP3kStarP2 - 1]




126 : [KdStarGStarP3k + 1] & [Pip3 + 1] & [KdStarGStarP3kStarP2 - 1]





131 : [KdStarGStarP3kP3 + 1] & [KdStarGStarP3 - 1] & [P3k - 1]




136 : [KdStarGStarP3 + 1] & [P3k + 1] & [KdStarGStarP3kP3 - 1]




141 : [KdStarGStarP3kStarP3 + 1] & [KdStarGStarP3kP3 - 1]




146 : [KdStarGStarP3kStarP3P2 + 1] & [KdStarGStarP3kStarP3 - 1] & [Pip2 - 1]




151 : [KdStarGStarP3kStarP3 + 1] & [Pip2 + 1] & [KdStarGStarP3kStarP3P2 - 1]




156 : [KdStarGStarP3kP3 + 1] & [Pip3 + 1] & [KdStarGStarP3kStarP3P2 - 1]




161 : [AktP3 + 1] & [Pip3 - 1] & [Akt - 1]




166 : [Pip3 + 1] & [Akt + 1] & [AktP3 - 1]




171 : [GP3 + 1] & [Gab1 - 1] & [Pip3 - 1]




176 : [AktStar + 1] & [Pip3 + 1] & [AktP3 - 1]




181 : [KdStarPg + 1] & [KdStar - 1] & [Pg - 1]
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186 : [KdStar + 1] & [Pg + 1] & [KdStarPg - 1]




191 : [KdStarPgStar + 1] & [KdStarPg - 1]




196 : [KdStarPgStarP2 + 1] & [KdStarPgStar - 1] & [Pip2 - 1]




201 : [KdStarPgStar + 1] & [Pip2 + 1] & [KdStarPgStarP2 - 1]




206 : [KdStarPg + 1] & [DAG + 1] & [KdStarPgStarP2 - 1]




211 : [KdStarGStarPg + 1] & [KdStarGStar - 1] & [Pg - 1]




216 : [KdStarGStar + 1] & [Pg + 1] & [KdStarGStarPg - 1]




221 : [KdStarGStarPgStar + 1] & [KdStarGStarPg - 1]




226 : [Gab1 + 1] & [Pip3 + 1] & [GP3 - 1]




231 : [KdStarGStarPgStarP2 + 1] & [KdStarGStarPgStar - 1] & [Pip2 - 1]





236 : [KdStarGStarPgStar + 1] & [Pip2 + 1] & [KdStarGStarPgStarP2 - 1]




241 : [KdStarGStarPg + 1] & [DAG + 1] & [KdStarGStarPgStarP2 - 1]




246 : [KdStarGStarPgP3 + 1] & [KdStarGStarP3 - 1] & [Pg - 1]




251 : [KdStarGStarP3 + 1] & [Pg + 1] & [KdStarGStarPgP3 - 1]




256 : [KdStarGStarPgStarP3 + 1] & [KdStarGStarPgP3 - 1]




261 : [KdStarGStarPgStarP3P2 + 1] & [KdStarGStarPgStarP3 - 1] & [Pip2 - 1]




266 : [KdStarGStarPgStarP3 + 1] & [Pip2 + 1] & [KdStarGStarPgStarP3P2 - 1]




271 : [KdStarGStarPgP3 + 1] & [DAG + 1] & [KdStarGStarPgStarP3P2 - 1]




276 : [GStarPgP3 + 1] & [GStarP3 - 1] & [Pg - 1]




281 : [KdStarGP3 + 1] & [GP3 - 1] & [KdStar - 1]




286 : [GStarP3 + 1] & [Pg + 1] & [GStarPgP3 - 1]





291 : [KdStarGStarPgP3 + 1] & [GStarPgP3 - 1] & [KdStar - 1]




296 : [GStarPgP3 + 1] & [KdStar + 1] & [KdStarGStarPgP3 - 1]




301 : [PtP3 + 1] & [Pip3 - 1] & [Pten - 1]




306 : [Pip3 + 1] & [Pten + 1] & [PtP3 - 1]




311 : [Pip2 + 1] & [Pten + 1] & [PtP3 - 1]




316 : [PtP2 + 1] & [Pip2 - 1] & [Pten - 1]




321 : [Pip2 + 1] & [Pten + 1] & [PtP2 - 1]




326 : [PtP3P2 + 1] & [PtP2 - 1] & [Pip3 - 1]




331 : [PtP2 + 1] & [Pip3 + 1] & [PtP3P2 - 1]




336 : [GP3 + 1] & [KdStar + 1] & [KdStarGP3 - 1]





341 : [PtP2 + 1] & [Pip2 + 1] & [PtP3P2 - 1]




346 : [DAGE + 1] & [DAG - 1] & [Enz - 1]




351 : [DAG + 1] & [Enz + 1] & [DAGE - 1]




356 : [Pip2 + 1] & [Enz + 1] & [DAGE - 1]




361 : [KdStarGStarP3 + 1] & [KdStarGP3 - 1]




366 : [GStarP3 + 1] & [KdStar + 1] & [KdStarGStarP3 - 1]




371 : [KdStarGStarP3 + 1] & [GStarP3 - 1] & [KdStar - 1]
372 : MassAction( Receptor )
373 ;
374 }





5 double g = 0.05;
6 double d = 0.003;
7 double dr = 0.003;
8 double a0 = 0.5;
9 double a1 = 0.01;
10
11 colorsets:
12 genes = {1,2,3};
13
14 variables:





19 genes e = 1‘all;
20 genes r = 0‘all;




































5 int N = 10;
6 int np = 3*N/2;
7
8 colorsets:
9 Dot = {dot};
10 CS = {1..N};








18 Dummy P1 = N‘all;
19 Dummy P1wM1 = 0‘all;
20 Dummy P1M1 = 0‘all;
21 Dummy M1 = 3‘all;
22 Dummy P1s = 0‘all;
23 Dummy P12s = 0‘all;
24 Dummy P12M3 = 0‘all;
25 Dummy M3 = 2‘all;
26 Dummy P12wM3 = 0‘all;
27 Dummy P12 = 0‘all;
28 Dummy P1wP2 = 0‘all;
29 Dummy P2wP1 = 0‘all;
30 Dummy P2 = N‘all;
31 Dummy P2wM2 = 0‘all;
32 Dummy P2M2 = 0‘all;
33 Dummy M2 = 1‘all;
34 Dummy P2s = 0‘all;
35 Dummy P3 = N‘all;
36 Dummy P3M2 = 0‘all;
37 Dummy P3s = 0‘all;
38 Dummy P1d = 0‘all;




43 : [P1 {1‘1}] & [P2 {1‘1}] & [P12 {1‘1}]









53 : [P2 {1‘1}] & [P12 {1‘1}] & [P3 {1‘1}]




58 : [P1 {1‘1}] & [P12 {1‘1}] & [P3 {1‘1}]




63 : [P1 {1‘1}] & [P2 {1‘1}] & [P3 {1‘1}]




















83 : [P1s = {x‘1}]




88 : [P2s = {x‘1}]




93 : [P3s = {x‘1}]




98 : [P12s = {x‘1}]




















































5 int N = 10;
6 int M = 1;
7 param:
8 double mu = 1;
9 double gamma = 200;
10 double lambda = 1/N;
11
12 colorsets:
13 Station = {1..N};
14 Server = {1..M};
15
16 variables:
17 Station : x;





22 Server s = 1‘all;
23 Server a = 0‘all;




28 : [si < {1‘x}] & [a < {1‘y}] & [s = {[x<N]x‘y}]




33 : [a < {1‘y}] & [s = {x‘y}] & [si >= {1‘x}]




38 : [si < {1‘x}]




43 : [s = {[x<N]x‘y}]
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