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a b s t r a c t
We analyze k-stage formality and relate resonance with this type of formality properties.
For instance, we show that, for a finitely generated nilpotent group that is k-stage formal,
the resonance varieties are trivial up to degree k. We also show that the cohomology ring,
truncated up to degree k + 1, of a finitely generated nilpotent, k-stage formal group is
generated in degree 1; this criterion is necessary and sufficient for a finitely generated, 2-
step nilpotent group to be k-stage formal.We compute resonance varieties for Heisenberg-
type groups and deduce the degree of partial formality for this class of groups.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and statement of results
A path-connected space whose minimal model is isomorphic to the minimal model of its cohomology ring is called
formal. This notion was introduced by Sullivan in his seminal work [20]. In other words, the ‘‘rational homotopy type’’
of the space is a formal consequence of its cohomology ring. Compact Kähler manifolds (in particular, smooth complex
projective varieties) are important examples of formal spaces [5]. There is a classical weaker property, depending only on
the fundamental group of the space, namely 1-formality, equivalent to quadratic presentability of the Malcev Lie algebra
associated to the fundamental group. See e.g. [1] (Definition 3.15, Proposition 3.20).
More recently, in [11, Definition 2.2], Fernández and Muñoz introduced an interesting notion of partial formality (called
k-formality by the authors), for 1 ≤ k ≤ ∞, and analyzed it in detail. Since their notion is different from the classical one
for k = 1 (as we show in Example 2.6), we call that notion k-formality in the sense of F(ernández and) M(uñoz).
In Lemma 2.7 of [11], the authors also consider implicitly another notion of partial formality, which we will refer to as
k-stage formality, for 1 ≤ k ≤ ∞. For k = ∞, both partial notions coincide with Sullivan’s full formality, as follows easily
from [11]. In Lemma 2.7 of [11] it is argued that, for any 1 ≤ k <∞, the notion of k-formality in the sense of FM is equivalent
to k-stage formality, but it was realized thereafter that k-formality in the sense of FM only implies k-stage formality; see the
erratum to [11].
Our goal in this paper is to investigate k-stage formality. See Definition 2.1, and also (2.2) for an equivalent reformulation.
This notion seems highly natural; for k = 1, it coincides with the classical 1-formality in the sense of [1] (as follows from
(2.2)), and we hope to convince the reader that it has several other advantages over k-formality in the sense of FM. In
Remark 5.4, we showwith a number of examples that, for any 1 ≤ k <∞, k-formality in the sense of FM is strictly stronger
than k-stage formality. In particular, for 1 < k < ∞, the second notion seems to be new. This difference is due to the fact
that the test of partial formality in the sense of FM involves cohomology in infinitely many degrees, whereas our k-stage
formality test is a finite one.More precisely, the latter test uses only information provided by k-minimalmodels, up to degree
k+ 1; see Proposition 3.1(1), and Remark 3.2.
It is well known that 1-formality is the first general obstruction in the Serre problem regarding the characterization of
projective groups (fundamental groups of smooth projective complex varieties); see Morgan [17]. A difficult particular case
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of this problem turns out to be that of nilpotent groups. A positive answer is given by Campana [2] for a certain class of 2-
step nilpotent groups, the Heisenberg groupsHn when n ≥ 4 (see Definition 5.1). As for the remaining Heisenberg groups,
Serre noticed thatH1 does not pass the 1-formality criterion (see Corollary 5.7 for a slightly more general result);H2 and
H3 are also non-projective groups (see Carlson and Toledo [3, Corollary 4.5]). According to [3], for 3-step nilpotent groups
the answer is not known.
In Corollary 5.9 we spell out some homotopy theoretic features of the smooth projective varieties constructed in [2];
this gives additional insight into the solution of the Serre problem given by Campana [2]. We deduce these homotopy
theoretic features from a more general result (where partial formality of a group G is defined to be the partial formality
of the classifying space K(G, 1)).
Theorem 1.1. Let k ≥ 2 and let M be a k-stage formal space such that pi1(M) is not k-stage formal. Then, for some 2 ≤ i ≤ k,
the higher homotopy group pii(M) is non-trivial.
The above result no longer holds when we replace k-stage formality by k-formality in the sense of FM; see Remark 2.8.
Some of the results presented in Section 3, such as that involving the passage from partial to full formality
(Proposition 3.4) and Proposition 3.1(2) are inspired by similar results in the 1-connected case due to Papadima [19].
For a finitely generated nilpotent group, we develop obstructions to k-stage formality involving either the generators of
the truncated cohomology ring or certain resonance varieties (see Definition 4.1) associated to the cohomology ring. Given a
non-negatively graded algebra H∗, we will denote by H≤k+1 the quotient algebra H∗/H>k+1 obtained by truncation up to
degree k+ 1.
Theorem 1.2. Let G be a finitely generated nilpotent group.
(1) If G is k-stage formal, then H≤k+1(G) is generated as an algebra by H1(G).
(2) For a 2-step nilpotent group, the converse holds as well.
For k = 1, the first part of Theorem 1.2 follows from [1], Lemma 3.17, and the second part follows from [3], Corollary 0.2.1.
As explained in Remark 4.6, even for k = 1, the second part may fail to hold when G is not 2-step nilpotent.
Over a field k of characteristic zero, another obstruction to partial formality can be phrased in terms of the resonance
varietiesRi1(G) ⊆ H1(G, k). We explain this in the following result generalizing Lemma 2.4 in [3]; that lemma corresponds
to the case s = 1 below.
Theorem 1.3. The resonance varieties of a finitely generated, nilpotent s-stage formal group G are trivial up to degree s, that is,
Ri1(G) ⊆ {0} for i ≤ s.
It is well known that the fundamental group of the complement of a complex hyperplane arrangement is 1-formal. It
turns out that the nilpotency test from Theorem 1.3, via resonance, is faithful for this class of groups (see Example 4.4).
In Section 5 we explore the formality properties of Heisenberg-type groups from a double perspective—generators of the
cohomology ring and resonance varieties.
2. Partial minimal models and formality properties
In this section, we review the definition of k-stage formality and we prove Theorem 1.1 from the Introduction, in a
slightly stronger form.We begin by recalling Sullivan’s theory of minimal models from [20] and his celebrated notion of full
formality. Other basic references in rational homotopy theory used in this paper are [5,10,12] and [17].
Let (A∗, dA) be a differential graded-commutative algebra (D.G.A.) over a field k of characteristic zero such thatH0(A∗, dA)
is the ground field. A minimal model for A∗ is a minimal D.G.A. (M, dM) such that there exists a morphism of D.G.A.’s
ρ :M −→ A∗ inducing a cohomology isomorphism. Up to isomorphism, there is a unique minimal model,M =M(A). Let
K be a space having the homotopy type of a connected simplicial complex. The minimal model of K , denoted byM(K), is
the minimal model associated to the D.G.A. of piecewise linear formsΩ∗(K).
A D.G.A. A∗ as above is formal if there exists a D.G.A. map
(M(A), dM) −→ (H∗(A), d = 0)
inducing a cohomology isomorphism. A space K is formal if the minimal model of K is a formal D.G.A, i.e., M(K) =
M(H∗(K), d = 0).
A minimal algebra M generated by elements of degree ≤k is a k-minimal model of a D.G.A. (A∗, dA) if there exists a
D.G.A. map ρ : M −→ A such that ρ induces in cohomology isomorphisms up to degree k and a monomorphism in
degree k + 1 [17, Definition 5.3]. Up to isomorphism, there is a unique k-minimal model, M = Mk(A). For a space K ,
setMk(K) := Mk(Ω∗(K)). IfM = (∧V , d) is a minimal algebra, thenMk(M) = (∧V≤k, d), as follows from [17, p. 165].
Hence,Mk(K) = (∧V≤k, d), ifM(K) = (∧V , d).
We will investigate the following natural notion of partial formality.
Definition 2.1. A D.G.A. (A∗, dA) is called k-stage formal if there is a sequence of D.G.A. morphisms connecting (A∗, dA) to
(H∗(A), 0), not necessarily going all in the same direction, such that each of them induces an isomorphism in cohomology
up to degree k and a monomorphism in degree k+ 1. A space K is called k-stage formal if the D.G.A.Ω∗(K) is k-stage formal.
1820 A.D. Măcinic / Journal of Pure and Applied Algebra 214 (2010) 1818–1826
Lemma 2.2. A D.G.A. (A∗, dA) is k-stage formal if and only if there exists a D.G.A. morphism (Mk(A), d)
φ→ (H∗(A), 0) which
induces isomorphisms in cohomology up to degree k and a monomorphism in degree k+ 1.
Proof. Assume there is a sequence of morphisms connecting (A∗, dA) to (H∗(A), 0), as in Definition 2.1. Notice that
if there exists a morphism between two D.G. algebras inducing an isomorphism in cohomology up to degree k and
a monomorphism in degree k + 1, then the two algebras have isomorphic k-minimal models, by uniqueness. Hence,
Mk(A∗, dA) =Mk(H∗(A), 0), and the existence of φ follows from the definition ofMk.
Conversely, given φ we obtain a chain of D.G.A. maps, as in Definition 2.1,
(A∗, dA)
ρ← (Mk(A), d) φ→ (H∗(A), 0), (2.1)
where ρ is the map from the definition of the k-minimal model of A. 
We infer that a space K with minimal model (∧V , d) is k-stage formal if and only if there is a morphism of D.G.A’s,
φ : (∧V≤k, d) −→ (H∗(K), d = 0) (2.2)
such that the map φ∗ : H∗(∧V≤k, d) −→ H∗(K) induced on cohomology is an isomorphism up to degree k and a
monomorphism in degree k+ 1. In other words, K is k-stage formal if and only if
Mk(K) =Mk(H∗(K), 0). (2.3)
In particular, K is 1-stage formal if and only if K is 1-formal in the classical sense [1, Definition 3.15]. Since (∧V≤0, d) =
(k · 1, d = 0), (2.2) indicates that every path-connected space K should be considered 0-stage formal.
A group G is formal when the associated Eilenberg–MacLane space K(G, 1) is formal; it is k-stage formal when the
associated Eilenberg–MacLane space K(G, 1) is k-stage formal.
To simplify notation, we denoteM(K(G, 1)) byM(G) andMk(K(G, 1)) byMk(G).
Remark 2.3. By comparing (2.2) and Lemma 2.7 in [11, erratum], we conclude that k-formality in the sense of FM implies
k-stage formality, for any 1 ≤ k ≤ ∞. Note that, for any 1 ≤ r < s ≤ ∞, s-stage formality implies r-stage formality; this
follows directly fromDefinition 2.1. A partial conversewill be proved in Proposition 3.4 below. Likewise, for any 1 ≤ k ≤ ∞,
(k+ 1)-formality in the sense of FM implies k-formality in the sense of FM, (see [11, p. 150]).
Recall that a continuous map between connected CW -complexes, f : X −→ Y , is a k-homotopy equivalence if it induces
isomorphisms on homotopy groups up to degree k−1 and a surjection in degree k. A k-homotopy equivalence is a homology
k-equivalence, that is, a map which induces isomorphisms on cohomology groups up to degree k− 1 and a monomorphism
in degree k; see [22]. If f is a homology k-equivalence, the definition of a partial minimal model implies that
Mk−1(X) =Mk−1(Y ) and Mk−1(H∗(X), 0) =Mk−1(H∗(Y ), 0). (2.4)
Corollary 2.4. Assume f : X → Y is a homology k-equivalence. Then X is (k− 1)-stage formal if and only if Y is (k− 1)-stage
formal. In particular, X is 1-stage formal if and only if pi1(X) is 1-stage formal.
Proof. The first statement follows easily using the partial formality test (2.3) and (2.4). For the second claim, consider the
classifying map f : X → K(pi1(X), 1), which is a homology 2-equivalence. 
Remark 2.5. This result is similar to [11, Theorem 5.2(i)], where the authors prove only the implication ‘‘Y is (k−1)-formal
in the sense of FM⇒ X is (k− 1)-formal in the sense of FM’’.
We point out that k-formality in the sense of FM is actually strictly stronger than k-stage formality, for any 1 ≤ k <∞.
We shall see this in the next example, for k = 1, and in Remark 5.4, for arbitrary k.
Example 2.6. The Heisenberg group H4 is 1-formal (that is, 1-stage formal), but not 1-formal in the sense of FM. Indeed,
according to Campana [2],H4 can be realized as the fundamental group of a smooth projective variety, known to be a formal
space. Using Remark 2.3 and Corollary 2.4we deduce thatH4 is 1-stage formal. By a classical result ofMalcev [15], on finitely
generated, torsion-free nilpotent groups, H4 can also be realized as the fundamental group of a compact nilmanifold M .
Lemma 2.6 from [11] implies thatH4 cannot be 1-formal in the sense of FM unlessM is a torus, which would contradict the
fact thatH4 is non-abelian.
Theorem 1.1 follows from the Theorem 2.7 below.
Theorem 2.7. Assume either M is a k-stage formal space such that pi1(M) is not k-stage formal or M is not k-stage formal and
pi1(M) is k-stage formal, where k ≥ 2. Then pii(M) 6= 0, for some 2 ≤ i ≤ k.
Proof. Suppose pii(M) = 0 for 2 ≤ i ≤ k and set pi1(M) := H . Consider the classifying map f : M −→ K(H, 1). This
map is a (k+ 1)-homotopy equivalence. ThenM is k-stage formal if and only if H is k-stage formal, by Corollary 2.4, which
contradicts our hypothesis. 
Remark 2.8. With k-formality in the sense of FM instead of k-stage formality, Theorem 1.1 no longer holds. Let M be the
smooth complex projective variety with fundamental groupHn constructed by Campana [2] for n ≥ 4. We know thatM is
formal, hence k-formal in the sense of FM, for any k, but pi1(M) is not even 1-formal in the sense of FM, by [11, Lemma 2.6].
Were Theorem 1.1 true for k = 2 and k-formality in the sense of FM instead of k-stage formality, it would imply that
pi2(M) 6= 0. One can deduce that pi2(M) = 0 from the construction ofM (see [2], or [3, Section 5]), when n ≥ 6.
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3. Partial formality and generators of the cohomology ring
In this section we prove Theorem 1.2, and we show that a k-stage formal CW-complex of dimension at most k + 1 is
formal. Both results are based on a characterization of k-stage formality inspired from [5] and [11].
We will need several basic properties of the bigraded minimal model of a connected, graded-commutative algebra H∗,
extracted from [12]. As an algebra, B = ∧Z , where Z is bigraded by Z = ⊕i≥0, p≥1Zpi . The differential d is compatible with
the bigrading, that is, d has degree +1 with respect to upper degrees and is of degree −1 with respect to lower degrees.
Moreover,
H+(B, d) = 0. (3.1)
The k-minimal model ofB will be denoted by kB := (∧Z≤k, d).
For a D.G.A. (∧V , d), set C∗ = Ker(d|V∗). We recall that a space M is a rational K(pi, 1) if M(M) = (∧V , d) has the
property that V ∗ = V 1. This property holds forM = K(G, 1) when G is a finitely generated nilpotent group and, moreover
dimk V <∞; see [20].
Proposition 3.1. (1) A D.G.A. (A∗, dA) is k-stage formal (1 ≤ k ≤ ∞) if and only if it has a k-minimal modelMk = (∧V≤k, d)
with a decomposition V≤k = C≤k ⊕ N≤k such that (N ·Mk ∩ Ker d)≤k+1 ⊆ dMk, where N = ⊕1≤i≤kN i.
(2) Suppose thatMk = (∧V≤k, d) has the property spelled out under heading (1) above. Then the map φ : ∧C≤k −→ H∗(Mk)
of graded algebras which associates to an element in ∧C≤k the cohomology class of that element is surjective up to degree
k+ 1.
(3) If M is a k-stage formal space and a rational K(pi, 1), then the cohomology algebra of M, truncated up to degree k + 1, is
generated by H1(M).
Proof. (1) If A∗ is k-stage formal, then Lemma 2.2 implies thatMk(A) = kB, whereB is the bigraded model of H∗(A). The
required decomposition of Z≤k is as follows: Cq = Zq0 and Nq = ⊕i>0Zqi , for q ≤ k. Let x ∈ N ·kB∩Ker d be homogeneous of
upper degree q ≤ k+ 1. The lower degree of each component of x is strictly positive. By (3.1), x = d(z), for some z ∈ Bq−1.
Actually z ∈k Bq−1, since q ≤ k+ 1.
To prove the converse claim, define a morphism of graded algebras, ρ : Mk −→ H∗(Mk), by c 7→ [c] and n 7→ 0,
for c ∈ C≤k, n ∈ N≤k. We begin by showing that ρ is a D.G.A. map, that is, ρ(d(v)) = 0, for any v ∈ V≤k. We can
write d(v) = v + c, v ∈ N · Mk, c ∈ ∧C≤k. Then v ∈ (N · Mk ∩ Ker d)≤k+1, so v is a boundary inMk, which implies
ρ(d(v)) = [c] = 0.
Let us prove now the injectivity of the map Hq(ρ), for q ≤ k+ 1. Take α ∈ Mqk such that d(α) = 0 and Hq(ρ)([α]) = 0.
Write α = α1 + α2, where α1 ∈ ∧C≤k and α2 ∈ N ·Mk. It follows that d(α2) = 0, hence α2 = d(z), z ∈ Mk, so [α] = [α1].
Clearly, Hq(ρ)([α]) = [α1]whence [α] = 0, since [α1] = 0.
This also establishes the surjectivity of Hq(ρ), for q ≤ k + 1. Indeed, given α ∈ Mqk such that d(α) = 0, Hq(ρ)([α1]) =[α1] = [α].
To end the proof, via Lemma 2.2, consider the composition of ρ with the map induced in cohomology by the map from
the definition of the k-minimal model.
(2) The claim follows from the proof of the surjectivity of Hq(ρ), for q ≤ k+ 1.
(3) By k-stage formality,M has a k-minimal modelMk which, in turn, has the property spelled out in Proposition 3.1(1).
SinceM is a rational K(pi, 1), we conclude that V≤k = V 1, C≤k = C1 andMk =M(M). Our claim follows by considering
the map φ : ∧C1 −→ H∗(M) from Part (2). 
Remark 3.2. The inclusion (N ·Mk ∩ Ker d)≤k+1 ⊆ dMk is equivalent to the inclusion (N ·Mk ∩ Ker d)≤k+1 ⊆ dM, since
M≤k =M≤kk .We chose the first formulation to emphasize the fact that onemay use only k-minimalmodels to define k-stage
formality.
Using the second formulation, a direct comparison of Proposition 3.1(1) with the definition of k-formality in the sense of
FM [11, Definition 2.2] shows once more that the notion of k-stage formality is less restrictive than k-formality in the sense
of FM, for all k. The point is that Fernández and Muñoz require exactness of the elements from N ·Mk ∩ Ker d in all degrees,
while we demand this only up to degree k+1. Note also that the k-formality in the sense of FM test involves the fullminimal
model.
Letψ : ∧C≤k → H∗(M(A)) be the composition of φ with the map induced in cohomology by the inclusionMk ⊂M(A).
The authors of [11] show that ψ is onto, up to degree k, when the D.G.A. (A∗, dA) is k-formal in the sense of FM. Our
Proposition 3.1(2) may be viewed as an extension of their result to the k-stage formal case.
Proof of Theorem 1.2. (1) Since K(G, 1) is a rational K(pi, 1), the claim follows from Proposition 3.1(3).
(2) The minimal model of a 2-step nilpotent group G is of the form
M(G) = (∧(x1, . . . , xm)⊗∧(y1, . . . , yn), d),
where deg(xi) = deg(yj) = 1, C1 is the k-span of {x1, . . . , xm}, denoted 〈x1, . . . , xm〉, and d(yj) ∈ ∧2(x1, . . . , xm) for
all j.
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Define a graded algebra map, φ : (M, d) −→ (H∗(M), 0), by xi 7→ [xi] and yj 7→ 0. It is easy to check that φ is a D.G.A.
morphism and H1(φ) is the identity. Since the algebra H≤k+1(G) is supposed to be generated in degree 1, H≤k+1(φ)must be
the identity. This proves the k-stage formality of G, by Lemma 2.2. 
We will need the following lemma.
Lemma 3.3. Let (A∗, dA) be a D.G.A.. Any k-minimal model Mk = (∧V≤k, d) can be extended to a (k + 1)-minimal model
Mk+1 = (∧V≤k+1, d) such that for any v ∈ V k+1, d(v) ∈ d(Mk) if and only if d(v) = 0. Moreover, V k+1 = ⊕i≥0V k+1i and
d(v) = 0 if and only if v ∈ V k+10 .
Proof. This relies on a standard inductive construction. Start with a k-minimal model map, φk : (∧(V≤k), d) → (A∗, dA).
At step 0, extend it to φk0 : (∧(V≤k ⊕ V k+10 ), d) → (A∗, dA), where V k+10 = cokerHk+1(φk) and d|V k+10 = 0, to achieve
surjectivity in cohomology in degree k+ 1. At step i+ 1, extend
φki : (∧(V≤k ⊕ V k+1≤i ), d)→ (A∗, dA)
by killing KerHk+2(φki). By construction, the transgression map, [d] : V k+1i+1 → Hk+2(∧(V≤k ⊕ V k+1≤i ), d), is injective. Finally,
V k+1 = ⊕i≥0V k+1i .
We need to show that, given v =∑ni=0 vi ∈ V k+1, where vi ∈ V k+1i , d(v) ∈ d(Mk) implies v ∈ V k+10 . If d(v) = d(α), for
some α ∈Mk, then
d(vn) = d
(
α −
n−1∑
i=0
vi
)
∈ d(∧(V≤k ⊕ V k+1<n )).
If n > 0, this forces vn = 0, by the injectivity of the transgression. Hence, v = v0. 
Proposition 3.4. A k-stage formal space M with H≥k+2(M) = 0 is formal. A k-stage formal CW-complex of dimension at most
k+ 1 is formal.
Proof. Clearly, the second assertion follows from the first. By Proposition 3.1(1), case k = ∞, we have to find a minimal
modelM = (∧V , d) that admits a decomposition V i = C i ⊕ N i for any i, such that C i = Ker(d|V i) and any closed element
in N ·M is exact, where N = ⊕i≥1N i. The k-stage formality guarantees the existence of a k-minimal modelMk = (∧V≤k, d)
with a decomposition V i = C i ⊕ N i for i ≤ k, such that any closed element of degree at most k + 1 in N≤k ·Mk is exact in
Mk. ExtendMk toMk+1 as in Lemma 3.3, and then extendMk+1 to a minimal modelM.
We first extend the decomposition of the algebra generators, fromMk toM. We know from Lemma 3.3 that Ck+1 = V k+10 .
We set Nk+1 = ⊕i>0V k+1i , and N≥k+2 = V≥k+2. We need to show that C≥k+2 = 0. Indeed, if α ∈ V i, i ≥ k+ 2 and d(α) = 0,
then α = d(z), since H≥k+2(M) = 0. Minimality implies that exact elements ofM must be decomposable, hence α = 0, as
asserted.
It remains to check that every closed homogeneous element α ∈ (N ·M)i is exact inM. If i ≥ k + 2, this is clear, since
H≥k+2(M) = 0. If i ≤ k, then α ∈ N≤k ·Mk. Hence, α must be exact inM, by Proposition 3.1(1). Finally, if i = k + 1, then
α = α1+α2, with α1 ∈ (N≤k ·Mk)k+1 and α2 ∈ Nk+1. Then d(α) = 0 implies d(α2) = d(−α1), hence α2 = 0, by Lemma 3.3.
The exactness of α = α1 follows again by Proposition 3.1(1). 
We remark that Lemma 2.10 from [11] is a consequence of Proposition 3.4.
Corollary 3.5. Any space arising as the complement of a complex plane projective curve is formal.
Proof. One knows that complements of plane projective curves are 1-formal spaces, having the homotopy type of a CW-
complex of dimension at most 2; see [14] and [6] respectively for details. The corollary follows from Proposition 3.4. 
The same result was proved in [4], using a different approach.
4. Partial formality and resonance
This section is devoted to the proof of Theorem 1.3. We also examine the sharpness of this result. We start by recalling
the definition of resonance varieties.
They were defined by Falk [9] in relation to complex hyperplane arrangements, and were then intensively studied in this
context. For a more general definition and further exploration of that concept, see [7] and the references therein.
Definition 4.1. Let H∗ be a connected graded-commutative k-algebra. The resonance varietyRqk(H∗) is the subset of those
elementsw ∈ H1 such that dimk Hq(H∗, µw) ≥ k, where µw is the differential given by left-multiplication byw in H∗; this
is a homogeneous algebraic subvariety of the affine space H1, when H∗ is of finite type as a graded vector space. We denote
R
q
k(H
∗) byRqk(M)whenM is a path-connected space and H∗ = H∗(M, k); forM = K(G, 1)we use the notationRqk(G).
Since H0 = k · 1, it follows thatR01(H∗) = {0}. We will relate resonance to partial formality, by using the lemma below
as a basic ingredient.
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Lemma 4.2. Let H∗ be a connected graded-commutative algebra and denote byB the bigraded minimal model of H∗ constructed
in [12]. IfRq1(H
∗) * {0}, then the vector spaceBq has infinite dimension.
Proof. Property (3.1) implies that all elements ofH∗ have representatives belonging toB0. With this remark, the hypothesis
of the lemmameans that there exist 0 6= ω ∈ Z10 and η ∈ Bq0 , q > 0, such that [ηω] = 0 inHq+1(B), and [η] /∈ Hq−1(B)·[ω].
We will use this to construct inductively a sequence of elements (αn)n≥0 such that αn ∈ Bqn \ {0} and d(αn+1) = αnω, for
n ≥ 0, which will finish the proof.
Set α0 = η. Clearly, α0 6= 0. Since [ηω] = 0, ηω = d(α1), with α1 ∈ Bq1 . If α1 = 0, then ηω = 0 in the free graded-
commutative algebraB. Consequently, η = ηω with η ∈ Bq−10 , which implies [η] = [η][ω], a contradiction.
The passage from (α≤n) to αn+1, for n ≥ 1, goes as follows. Since d(αnω) = d(αn)ω = αn−1ω2 = 0, αnω = d(αn+1), with
αn+1 ∈ Bqn+1, by (3.1). We are left with checking that αn+1 6= 0. Assuming the contrary, we infer that αnω = 0. This equality
leads to a contradiction.
Indeed, it implies that αn = ζnω, with ζn ∈ Bq−1n . Differentiating the last equality we obtain αn−1ω = d(ζn)ω,
hence αn−1 − d(ζn) = ζn−1ω, with ζn−1 ∈ Bq−1n−1 . Differentiating again we obtain αn−2ω = d(ζn−1)ω, which implies
αn−2 − d(ζn−1) = ζn−2ω, with ζn−2 ∈ Bq−1n−2 . Eventually we obtain the equality η − d(ζ1) = ζ0ω, with ζ1 ∈ Bq−11 and
ζ0 ∈ Bq−10 , which implies [η] = [ζ0][ω]. This is the desired contradiction. 
Proof of Theorem 1.3. Let us denote by B the bigraded minimal model of the cohomology algebra H∗(G), and by sB the
s-minimal model of H∗(G). According to the previous lemma, it is enough to show that Bq has finite dimension, for q ≤ s.
The s-stage formality of G implies that the s-minimal model of G coincides with the s-minimal model of H∗(G), that is,
Ms(G) = sB. Since G is finitely generated and nilpotent,M(G) = M1(G) = Ms(G) is a finite dimensional vector space.
Clearly,Bq =s Bq, for q ≤ s. Our proof is complete. 
Given a graded-commutative algebra H∗, let K be the kernel of the multiplication map µ : H1 ∧ H1 −→ H2, called in
[3] the characteristic subspace of H∗. It is proved in [3, Lemma 2.4] that the characteristic subspace of H∗(G, k) contains no
non-trivial decomposables, when G is a finitely generated, nilpotent, 1-formal group. This result may be recovered from our
Theorem 1.3, via the lemma below.
Lemma 4.3. The subspace K contains no non-trivial decomposables if and only if
{ω ∈ K |ω2 = 0 ∈ ∧4H1} ⊆ {0}. (4.1)
Both properties are equivalent toR11(H
∗) ⊆ {0}.
Proof. Given 0 6= ω ∈ H1 ∧ H1, write ω =∑mi=1 xi ∧ yi, in canonical form. Assume ω2 = 0. Since clearly ωm 6= 0, we infer
thatω = x1∧y1 is decomposable. This shows that the first property in the lemma implies (4.1). Conversely, a decomposable
element ω = α1 ∧ α2 satisfies ω2 = 0.
By Definition 4.1,R11(H
∗) 6⊆ {0} if and only if there are 0 6= α ∈ H1 and β ∈ H1 such that α ∧ β 6= 0 and µ(α ∧ β) = 0.
This shows that the first and the third property in the lemma are equivalent. 
Example 4.4. Here we use [18] as a basic reference for arrangement theory. Let GA = pi1(MA) be the fundamental group of
the complement of a central complex hyperplane arrangementA ⊂ Cn, n ≥ 3. It is known that GA is finitely generated and
1-stage formal, sinceMA is a formal space. We claim that the following properties are equivalent:
(1) The hyperplanes ofA are in general position in codimension 2.
(2) The group GA is abelian.
(3) The group GA is nilpotent.
(4) dimQ gr(GA)⊗ Q <∞.
(5) R11(GA) ⊆ {0}.
(6) V11 (GA) ⊆ {1}.
(Here gr(G)⊗Q is the rational graded Lie algebra associated to the lower central series of G, and V11 (G) denotes the first
characteristic variety of G in degree one; see e.g. [7] for the definitions.)
Indeed, the implication (1)⇒ (2) follows from Hattori’s Theorem in [13], and (2)⇒ (3)⇒ (4) are obvious. For (4)⇒
(1), we refer to [8, Proposition 2.12]. The implication (3)⇒ (5) is given by our Theorem 1.3 and (5)⇒ (1) is implicit in the
proof of Proposition 2.12 from [8]. For (3)⇒ (6), we use [16, Theorem 1.1]. Finally, (6)⇒ (5) holds for all finitely generated
1-formal groups, due to the local analytic isomorphism exp : (R11, 0)
∼=→ (V11 , 1); see [7, Theorem A].
This shows in particular that the nilpotency condition in Theorem 1.3 is necessary. Indeed, if A is a braid arrangement,
then GA is finitely generated and 1-stage formal, but the hyperplanes of A are not in general position in codimension 2
(see [18]), henceR11(GA) 6⊆ {0}.
In the next example, we will see that the triviality of the resonance varieties, up to a fixed degree, is not a sufficient
condition for partial formality, even when the corresponding truncated cohomology ring is generated in degree one.
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Example 4.5. Let B = (∧(x1, x2, y1, y2, z, ω1, ω2, α), d) be the 1-stage formal minimal D.G.A. generated in degree 1
from [3], Example 2.8, where d(xi) = d(yi) = d(z) = 0, d(ω1) = x1y1 + x2z, d(ω2) = x2y2 + x1z, d(α) = x1ω1 + x2ω2. The
bigrading ofB = ∧Z defined by Z0 = 〈xi, yi, z〉, Z1 = 〈ω1, ω2〉, Z2 = 〈α〉 is compatible with d, in the sense explained at the
beginning of Section 3. Moreover, it is easy to check that H≤2+ (B) = 0.
Given an arbitrary element p ∈ ∧2Z0, define an upper degree 1 derivationD of the algebra∧Z as follows:D|Z0,Z1 = d|Z0,Z1
and D(α) = d(α)+ p. A direct computation shows that D2 = 0. Denote byM = (∧Z,D) the corresponding minimal D.G.A.
BothB andM are minimal D.G.A.’s, finitely generated in degree one. As explained in [20], they may be realized by finitely
presentable (3-step) nilpotent groups:B =M(GB) andM =M(Gp).
We claim that H≤2(M) ∼= H≤2(B), as algebras. By applying Theorems 1.2 and 1.3 to GB , we infer that the algebra
H≤2(Gp) ∼= H≤2(GB) is generated in degree 1 andR11(Gp) ∼= R11(GB) ⊆ {0}.
To verify our claim, we start by noting thatH1(M) = H1(B) = Z0. Next, we show that Kerd|B2 = KerD|M2 , and compute
this vector space explicitly. ForB, the result is∧2Z0+〈d(α)〉. This follows from H≤2+ (B) = 0, for lower degree reasons. Any
element of∧2Z is of the formw = w+ξα, wherew ∈ ∧2(Z0⊕Z1) and ξ ∈ Z0⊕Z1. If 0 = D(w) = d(w)+d(ξ)α−ξd(α)−ξp,
then d(ξ) = 0, hence ξ ∈ Z0. Write w =∑2i=0wi, with wi ∈ (∧2Z≤1)i. Equating lower degree 1 components in D(w) = 0,
we find that ξ = 0, using the description of d-closed elements in upper degree 2.We conclude that Kerd|B2 = KerD|M2 . Since
clearly ∧2Z0 + 〈D(α)〉 = ∧2Z0 + 〈d(α)〉, the algebra H≤2(M) is generated by H1(M). Moreover, dimH2(M) = dimH2(B),
since imd|B1 ∼= imD|M1 .
To obtain a graded algebra isomorphism, H≤2(M) ∼= H≤2(B), we consider the graded algebra C∗ := ∧∗Z0∧∗Z0·dZ1 . Notice
that H≤2(B) ∼= C≤2, as algebras, since H≤2+ (B) = 0. Define a graded algebra morphism ψ : C∗ → H∗(M) by ψ(z) = [z],
for z ∈ Z0. It is clear that ψ1 is a linear isomorphism, and ψ2 is a surjection between vector spaces of the same dimension,
according to the above computations. Hence, the algebras H≤2(M) and H≤2(B) are isomorphic, as asserted.
Denote by G the group corresponding to the choice p = y1y2. Note thatM1(H∗(G), 0) = B, since H≤2(M) ∼= H≤2(B)
and B is 1-formal. We claim that G is not 1-stage formal. Assuming the contrary, we must have a D.G.A. isomorphism
φ : B −→M, according to (2.3).
Moreover, we can choose φ such that φ|Z0 = id. Indeed, let h˜ : B ∼−→ B be the 1-minimal model of the graded algebra
automorphism induced by φ, h : H≤2(B) ∼−→ H≤2(M) ∼= H≤2(B). Replacing an arbitrary φ by φ ◦ h˜−1, we obtain the
desired property.
Checking the equality Dφ = φd onωi, we find that φ(ωi)−ωi ∈ Z0, for i = 1, 2. Therefore, φ leaves the subspace Z0+ Z1
invariant. Since φ : Z → Z is an isomorphism, necessarily φ(α) = a1x1 + a2x2 + b1y1 + b2y2 + cz + d1ω1 + d2ω2 + eα,
with e 6= 0. Since φ|Z0 = id, φ(d(α)) ≡ 0, modulo the ideal generated by x1 and x2. Clearly, D(φ(α)) ≡ ey1y2, modulo this
ideal, which contradicts the fact that φ is a D.G.A. morphism.
Remark 4.6. Let G be a finitely presentable group, with 1-minimal modelM. In Lemma 3.17, implication (i) ⇒ (ii), the
authors of [1] note that the algebra H≤2(M) is generated in degree 1, if G is 1-formal. This result can be recovered from our
Proposition 3.1(1)–(2), case k = 1.
On the other hand, the converse of this implication does not hold, contrary to the claim from [1, Lemma 3.17]. Indeed,
the finitely presentable, 3-step nilpotent group G constructed in Example 4.5 has 1-minimal modelM with the property
that the algebra H≤2(M) is generated in degree 1, yet G is not 1-formal.
5. Heisenberg-type groups
According to Theorems 1.2 and 1.3, applied to an arbitrary finitely generated, 2-step nilpotent group G,R≤q1 (G) ⊆ {0},
as soon as the ring H≤q+1(G) is generated in degree 1. As we point out in Example 5.8, the converse implication may fail
to hold. For a Heisenberg-type group G, it turns out that the above two obstructions to q-stage formality are equivalent, in
a certain range. Moreover, our techniques enable us to determine the degree of partial formality, for such a group G. See
Corollary 5.7. We begin by examining the following well-known family of finitely generated torsion-free 2-step nilpotent
groups.
Definition 5.1. The Heisenberg groupHn is given by the central extension
0 −→ Z −→ Hn −→ Z2n −→ 0, (5.1)
corresponding to the cohomology class ω ∈ H2(Z2n,Z) = ∧2Z(x1, y1, . . . , xn, yn), where ω = x1 ∧ y1 + · · · + xn ∧ yn.
It is natural to enlarge the class of Heisenberg groups, as follows. Let G be a finitely generated, 2-step nilpotent group
defined by a central extension of the form
0 −→ B −→ G −→ A −→ 0, (5.2)
where B is an abelian group of rank 1, and A is an abelian group of finite rankm. The minimal model of G is then of the form
M(G) = ∧(t1, . . . , tm)⊗∧(z), with differential given by d(ti) = 0, ∀i and d(z) := ω ∈ ∧2(t1, . . . , tm).
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Definition 5.2. The group G is called of Heisenberg type if ω 6= 0.
We may assume ω has the canonical form ω = x1y1 + · · · + xnyn, where 2n = rk(ω); consequently:
M(G) =M(Hn)⊗ (∧(t2n+1, . . . , tm), d = 0). (5.3)
Lemma 5.3. The cohomology of the Heisenberg groupHn is given by
Hq(Hn) ∼= ∧
q(xi, yi)
ω ∧q−2 (xi, yi) ⊕ {ηz | ηω = 0, η ∈ ∧
q−1(xi, yi)}, ∀q. (5.4)
The second summand is trivial, for q ≤ n, and non-trivial, for q = n+ 1.
Proof. It is clear that H1(Hn) = ∧1(xi, yi). Let us compute Hq(Hn), for 2 ≤ q. Any q-form ξ ∈ ∧q(xi, yi, z)may be written
ξ = η1 + η2z, where η1 ∈ ∧q(xi, yi) and η2 ∈ ∧q−1(xi, yi). Hence, ξ is a cocycle if and only if η2ω = 0. When q ≤ n, the last
equality implies η2 = 0, by the hard Lefschetz theorem, see [21]. Clearly, the q-coboundaries coincide with the elements of
the form ηω, with η ∈ ∧q−2(xi, yi). Consequently, Hq(Hn) has the asserted form. Clearly, η = y1 · · · yn creates a non-trivial
contribution of the second summand, in degree n+ 1. 
Remark 5.4. The above lemma shows thatHn is (n−1)-stage formal (use Theorem 1.2, Part (2)), but not n-stage formal (as
follows from Theorem 1.2, Part (1)). Moreover, for any 1 ≤ n <∞, the Heisenberg groupHn+1 is not n-formal in the sense
of FM. Indeed, n-formality in the sense of FMwould imply 1-formality in the sense of FM (see Remark 2.3), hence abelianity
ofHn+1, by [11, Lemma 2.6].
Next, we consider the resonance varieties of Heisenberg groups. For n = 1, the result below shows in particular that
partial formality is needed in Theorem 1.3.
Proposition 5.5. For q ≤ n− 1,Rq1(Hn) = {0}, whileRn1(Hn) = k2n.
Proof. We know H∗(Hn) (see Lemma 5.3). We first compute the cohomology of the complex H∗(Hn), with respect to the
differential given by left-multiplication with the class of an element 0 6= ξ ∈ ∧1(xi, yi).
We may assume ξ = x1, by a linear change of coordinates. The n-class [y1 . . . yn] satisfies [ξ ][y1 . . . yn] = 0, since
x1y1 . . . yn = ωy2 . . . yn. Assuming [y1 . . . yn] ∈ [ξ ]Hn−1(Hn), we infer that y1 . . . yn = x1η + ωβ , with η ∈ ∧n−1(xi, yi)
and β ∈ ∧n−2(xi, yi); reducing this equality modulo the ideal generated by x1, . . . , xn, we obtain a contradiction. Therefore,
[ξ ] ∈ Rn1(Hn). This proves that ∧1(xi, yi) \ {0} ⊆ Rn1(Hn). Since Rn1(Hn) is Zariski closed in ∧1(xi, yi), we infer that
Rn1(Hn) = k2n, as asserted.
Theorem 1.3 implies thatRq1(Hn) ⊆ {0}, for q < n. It remains to check that 0 ∈ Rq1(Hn), if q < n. Assuming the contrary,
it follows from Lemma 5.3 that Hn(Hn) = 0. But this impliesRn1(Hn) = ∅, contradicting the first computation. 
Onemay use the following result to obtain information on the resonance varieties associated to Heisenberg-type groups:
Proposition 5.6. Let A∗, B∗ be connected graded-commutative algebras. Then
R
q
1(A
∗ ⊗ B∗) =
⋃
m+n=q
Rm1 (A
∗)×Rn1(B∗). (5.5)
Proof. Set C∗ = A∗ ⊗ B∗. If ξ = ξA + ξB ∈ C1 = A1 ⊕ B1 is an arbitrary degree 1 element, then the multiplication by ξ on
C∗ is given by:
µξ (a⊗ b) = µξA(a)⊗ b+ (−1)|a|a⊗ µξB(b), a ∈ A∗, b ∈ B∗. (5.6)
By Künneth, (5.5) follows from (5.6). 
Corollary 5.7. A Heisenberg-type group G with rk(ω) = 2m is (m − 1)-stage formal, but not m-stage formal. Moreover,
R
q
1(G) = {0}, for q ≤ m− 1, andRm1 (G) = k2m.
Proof. The claims on partial formality follow from Theorem 1.2, Part (2), by using Lemma 5.3 and (5.3) to describe the
cohomology ring of G up to degreem+ 1.
By (5.3) and Proposition 5.6,Rk1(G) equals
Rk1(H
∗(Hm)⊗∧∗(t2m+1, . . . , tn)) =
⋃
p+q=k
R
p
1(Hm)×Rq1(∧∗(t2m+1, . . . , tn)).
Since the resonance for the exterior algebra is trivial, the claims on resonance varieties follow from Proposition 5.5. 
In conclusion, the resonance test provided by Theorem1.3 detects precisely the stage of partial formality, for the family of
Heisenberg-type groups. In general, the triviality of the resonance varieties and the generation in degree 1 of the truncated
cohomology ring are independent properties, as we will see below.
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Example 5.8. LetG be a finitely generated, 2-step nilpotent groupwithminimalmodelN = ∧(x1, x2, y1, y2, z)⊗∧(ω1, ω2),
generated in degree 1 and having differential given by dz = dxi = dyi = 0, i = 1, 2 and dω1 = x1y1+x2z, dω2 = x2y2+x1z;
see Example 4.5. ThenR≤11 (G) ⊆ {0}, but the ring H≤2(G) is not generated in degree 1.
First we compute the cohomology of N in low degrees. It is clear that H1(N ) = ∧1(xi, yi, z) and H2(N ) = H20 (N ) ⊕
H21 (N )⊕ H22 (N ), where H20 (N ) = ∧
2(xi,yi,z)
〈dω1,dω2〉 . A direct computation shows that H
2
1 (N ) = 〈[x1ω1 + x2ω2]〉, and H22 (N ) = 0.
In particular, H≤2(G) is not generated in degree 1, since H21 (N ) 6= 0.
To computeR11(G), take one-cycles, 0 6= ξ ∈ ∧1(xi, yi, z) and η ∈ ∧1(xi, yi, z), such that [ηξ ] = 0 in cohomology. This
implies that ηξ = adω1 + bdω2 for some a, b ∈ k. It follows that 0 = (ηξ)2 = 2a2x1y1x2z + 2abx1y1x2y2 + 2b2x2y2x1z, so
a = b = 0. Consequently, ηξ = 0 in ∧2(x1, x2, y1, y2, z). Since ξ 6= 0, η ∈ 〈ξ〉. Therefore,R≤11 (G) ⊆ {0}.
Corollary 5.9. A Heisenberg-type group G with rk(ω) = 2m cannot be realized as the fundamental group of a smooth projective
complex variety M with pi≤m(M˜) = 0, where M˜ is the universal covering of M.
Proof. Assume G = pi1(M), with M a smooth projective complex variety. By the main result of [5], M is a formal space,
hence m-stage formal, while G is not m-stage formal, by Corollary 5.7. This forces m ≥ 2, by Corollary 2.4. Consequently,
pii(M˜) ∼= pii(M) 6= 0, for some 2 ≤ i ≤ m; see Theorem 1.1. 
Acknowledgements
I would like to thank Professor Ştefan Papadima for his guidance during the elaboration of this work.
I owe a debt of gratitude to the handling editor, J. Huebschmann, for his thoughtful assistance during the submission
process. His detailed comments and suggestions have resulted in a much improved exposition.
The authorwas partially supportedby theCEEXProgrammeof theRomanianMinistry of Education andResearch, contract
2-CEx 06-11-20/2006.
References
[1] J. Amorós, M. Burger, K. Corlette, D. Kotschick, D. Toledo, Fundamental Groups of Compact Kähler Manifolds, in: Math. SurveysMonogr., vol. 44, Amer.
Math. Soc., Providence, RI, 1996.
[2] F. Campana, Remarques sur les groupes de Kähler nilpotents, Ann. Scient. Ec. Norm. Sup., 4e serie, t 28 (1995) 307–316.
[3] J.A. Carlson, D. Toledo, Quadratic presentations and nilpotent Kähler groups, J. Geom. Analysis 5 (1995) 359–377; Erratum: 7 (3) (1997), 511–514.
[4] J.I. Cogolludo Agustin, D. Matei, Cohomology algebra of plane curves, weak combinatorial type, and formality, preprint arXiv:0711.1951.
[5] P. Deligne, P. Griffiths, J. Morgan, D. Sullivan, Real homotopy theory of Kähler manifolds, Invent. Math. 29 (3) (1975) 245–274.
[6] A. Dimca, S. Papadima, Hypersurface complements, Milnor fibers and higher homotopy groups of arrangements, Ann. Math. 158 (2003) 473–507.
[7] A. Dimca, S. Papadima, A.I. Suciu, Topology and geometry of cohomology jump loci, Duke Math. Journal 148 (3) (2009) 405–457.
[8] M. Falk, The minimal model of the complement of an arrangement of hyperplanes, Trans. Amer. Math. Soc. 309 (2) (1988) 543–556.
[9] M. Falk, Arrangements and cohomology, Ann. Combin. 1 (1997) 135–157.
[10] Y. Félix, S. Halperin, J.-C. Thomas, Rational Homotopy Theory, in: Grad. Texts in Math., vol. 205, Springer-Verlag, New York, 2001.
[11] M. Fernández, V. Muñoz, Formality of Donaldson submanifolds, Math. Zeitschrift 250 (1) (2005) 149–175; Erratum: 257 (2) (2007), 465–466.
[12] S. Halperin, J. Stasheff, Obstructions to homotopy equivalences, Adv. Math. 32 (1979) 233–279.
[13] A. Hattori, Topology of Cn minus a finite number of affine hyperplanes in general position, J. Fac. Sci. Univ. Tokyo 22 (1975) 205–219.
[14] T. Kohno, On the holonomy Lie algebra and the nilpotent completion of the fundamental group of the complement of hypersurfaces, Nagoya Math. J.
92 (1983) 21–37.
[15] A.I. Malcev, On a class of homogeneous spaces, Izv. Akad. Nauk SSSR Ser. Mat. 13 (1949) 9–32.
[16] A.Măcinic, Ş. Papadima, Characteristic varieties of nilpotent groups and applications, in: Proceedings of the 6th Congress of RomanianMathematicians,
Bucharest, 2007, vol. 1, Romanian Academy, Bucharest, 2009, pp. 57–64.
[17] J.W. Morgan, The algebraic topology of smooth algebraic varieties, Inst. Hautes Études Sci. Publ. Math. 48 (1978) 137–204.
[18] P. Orlik, H. Terao, Arrangements of Hyperplanes, in: Grundlehren, vol. 300, Springer-Verlag, New York, 1992.
[19] Ş. Papadima, The cellular structure of formal homotopy types, J. Pure Appl. Alg. 35 (1985) 171–184.
[20] D. Sullivan, Infinitesimal computations in topology, Inst. Hautes Études Sci. Publ. Math. 47 (1977) 269–331.
[21] A. Weil, Variétés Kählériennes, Hermann, Paris, 1958.
[22] G.W. Whitehead, Elements of Homotopy Theory, in: Grad. Texts in Math., vol. 61, Springer-Verlag, New York, 1978.
