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Projet de thèse : Capteur
Communicant Autonome en Énergie
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La thèse est financée par un projet de ressourcement CEA Leti/Tech en région Pays
de la Loire, en partenariat avec l’entreprise éolane.
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6.2.6 Énergie consommée : Scénario 3 . . . . . . . . . . . . . . . 45
6.2.7 Comparaison entre les scénarios proposés . . . . . . . . . . 46
6.3 Effet du mode LoRaWAN sur l’autonomie du capteur . . . . . . . . 48
6.4 Effet de la fréquence du microcontrôleur sur la vie du capteur . . . 49
7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
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2.4.1 Énergie solaire thermodynamique . . . . . . . . . . . . . . 57
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3.3.2 Influence de l’éclairement . . . . . . . . . . . . . . . . . . 60
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2.4 Différents types d’éoliennes . . . . . . . . . . . . . . . . . . . . . . 83
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4 Système de gestion d’énergie . . . . . . . . . . . . . . . . . . . . . . . . . . 122
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2.6 Caractéristiques des tâches principales du nœud capteur. . . . . . . . . . . 42
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2.8 Comparaison entre différents modes LoRaWAN (en utilisant le scénario 2). 48
2.9 Autonomie du système communicant (en mois) en utilisant différents scé-
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valeurs de SF ; et (b) Temps de transmission d’un paquet vs. charge utile
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3.3 Schéma représentatif d’une cellule solaire. . . . . . . . . . . . . . . . . . . . 59
3.4 Influence de la température sur les caractéristiques de la cellule. . . . . . . 60
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3.18 Évolution de l’éclairement moyen pendant une année. . . . . . . . . . . . . 71
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4.13 Évolution du vent moyen pendant un an (cas d’étude : Nantes). . . . . . . 93
4.14 Distribution de la vitesse du vent (cas d’étude : Nantes). . . . . . . . . . . 93
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6.7 Stratégie de gestion d’énergie pour les capteurs communicants. . . . . . . . 129
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Introduction générale
• Contexte et objectifs de la thèse
L’Internet des objets ou Internet of Things (IoT) est un domaine en pleine expan-
sion depuis des années [1]. L’IoT est définie dans [2] comme étant un réseau mondial
d’objets inter-connectés, basé sur l’utilisation de différents protocoles de communi-
cation. Ce concept a commencé à se développer vers la fin des années 1990 avec
la technologie RFID (Radio Frequency IDentification), une technologie de commu-
nication sans fil qui a marqué le début des objets communicants. Ensuite, de très
nombreux protocoles de communication sont apparus tels que Bluetooth, Zigbee,
WiFi, Sigfox et LoRa [3-5]. Depuis, on assiste à une augmentation importante du
nombre d’objets connectés avec des prévisions variables et très impressionnantes se-
lon les différentes sources. Par exemple, l’entreprise Cisco évalue le nombre d’objets
connectés en 2020 à 50 milliards dans [4], alors que dans [5] ce nombre est estimé à
28 milliards pour la même année.
Une grande partie des nouvelles générations d’objets connectés ne pourra se dévelop-
per que s’il est possible de les rendre entièrement autonomes sur le plan énergétique.
Même si l’utilisation de batteries ou de piles résout une partie de ce problème en as-
surant une autonomie qui peut-être importante avec des coûts relativement faibles,
elle introduit non seulement des soucis de maintenance incompatibles avec certaines
applications, mais aussi des problèmes environnementaux tels que la pollution. En
effet, pour de nombreuses classes d’applications, les objets connectés sont déployés
dans des environnements difficiles à atteindre par l’être humain. Le remplacement
ou la maintenance des batteries devient alors compliqué voire impossible. De plus,
un autre souci majeur est lié à la durée de vie limitée des batteries, ce qui rend
l’autonomie de l’objet communicant totalement dépendante de sa source d’énergie.
L’étude présentée dans [6] montre que la durée de vie d’un capteur connecté qui
transmet 32 bits d’information toutes les 30 secondes est limitée à quelques années.
La récupération de l’énergie thermique, mécanique, électromagnétique, solaire ou
éolienne présente dans l’environnement est une solution très prometteuse. Dans ce
cas, la vie de l’objet connecté peut durer longtemps. Par contre, l’énergie récupérée
dépend fortement des conditions au voisinage du dispositif et peut varier de façon
périodique ou aléatoire. Il parait donc important d’adapter le système (mesure et
transmission d’information) aux contraintes de la récupération d’énergie.
L’objectif de la thèse est de proposer une solution de capteur autonome basée sur un
système de récupération et de gestion multi-sources (par exemple énergies solaire et
éolienne) et pouvant-être mis en œuvre pour différentes classes d’applications. On
s’intéresse, dans un premier temps, à la modélisation et l’optimisation de ce système
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de récupération multi-sources. Ensuite, on se focalise sur le management de puissance
du système autonome afin de prolonger sa durée de vie. L’optimisation du bloc de
communication est l’un des objectifs principaux de ce projet de thèse. Dans ce
contexte, on se place dans le cas où la faible quantité d’énergie disponible ne permet
pas d’utiliser les protocoles et les standards classiques de transmission. Le travail
de modélisation et d’optimisation est validé par des réalisations expérimentales afin
d’avoir un démonstrateur de Capteur Communicant Autonome en Énergie pour
l’IoT.
• Enjeu des capteurs communicants
Les récents progrès des techniques de communication sans fil ont permis l’émer-
gence des réseaux de capteurs communicants autonomes [6]. Ces réseaux sans fil
sont constitués d’un ensemble de nœuds déployés dans un environnement quelconque
pour mesurer ses données caractéristiques. Les données collectées sont ensuite trans-
mises à un nœud central en utilisant le protocole de communication adéquat.
Le développement des capteurs communicants répond à un besoin grandissant de
mesurer et de contrôler l’évolution des paramètres de l’environnement tels que le
comportement des constructions civiles ou militaires (figure 1). Parmi les nombreux
domaines d’application, on cite le domaine militaire qui en premier lieu s’est intéressé
aux capteurs sans fil dans le but d’étudier les déplacements des ennemis, ou bien
d’analyser un champ de bataille avant de s’y engager [7].
Figure 1 – Exemples d’applications de capteurs communicants.
La technologie des capteurs communicants fait l’objet de recherches dans le domaine
environnemental pour détecter et prévenir des catastrophes naturelles tels que les in-
cendies [7-8], ou encore dans le milieu agricole afin d’optimiser la gestion des sols [9].
Les capteurs sans fil sont également utilisés dans la surveillance des environnements
hostiles ou d’ouvrages d’art tels que les ponts, les barrages et les tunnels.
Dans le domaine médical, on note l’implantation de capteurs autonomes dans le
corps humain, permettant de récolter et d’enregistrer des données physiologiques et
de les transmettre à un centre médical afin de surveiller à distance l’état de santé
des patients [9-10].
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• Enjeu de la récupération et de la gestion d’énergie
Un capteur communicant est composé de quatre unités principales : l’unité de me-
sure ou d’acquisition de données (le capteur), l’unité de traitement d’informations (le
processeur), l’unité de transmission (l’émetteur-récepteur) et l’unité d’alimentation
ou la source d’énergie [10-11] (figure 2). Suivant l’étude faite en [6], la consomma-
tion énergétique d’un nœud capteur dépend de plusieurs paramètres. Pour l’unité de
mesure, cette consommation dépend de la période de mesure ainsi que de la durée
d’acquisition de données. Au sein de l’unité processeur, cette consommation dépend
principalement du mode de fonctionnement du micro-contrôleur choisi (sleep, idle
ou actif). Quant à l’unité de communication, elle consomme plus ou moins selon
plusieurs paramètres tels que le type de modulation, le débit et la distance de trans-
mission.
Figure 2 – Composition d’un capteur sans fil.
Sur le marché, la majorité des capteurs communicants sont alimentés par des piles
ou des batteries dont la durée de vie est limitée à un certain nombre de cycles [6-
8]. Lorsqu’ils sont dispersés dans des localisations parfois inaccessibles et dans des
environnements difficiles, la maintenance de ces capteurs est difficile. Ainsi la clé du
développement à grande échelle de cette technologie réside dans l’augmentation de
leur autonomie. Dans ce but, plusieurs travaux de recherches visent à améliorer la
gestion d’énergie au sein des nœuds capteurs pour augmenter leur durée de vie. On
peut citer à titre d’exemple le travail fait dans [12], où Arms et al ont montré qu’il
est possible de diminuer significativement la consommation d’un capteur sans fil en
optimisant la consommation des blocs de traitement et de transmission. Cette étude
a permis au système de fonctionner à une intensité de veille minimale.
En parallèle avec les recherches sur l’optimisation de la consommation énergétique
des capteurs, se développent des systèmes qui exploitent l’énergie ambiante à partir
des sources disponibles dans l’environnement telles que la chaleur, la lumière, les
vibrations, le vent ou bien le soleil. Le principe consiste à récupérer cette énergie
disponible et à la stocker dans des supports de stockage usuels à savoir les batteries
et les super-condensateurs. Cette technique prometteuse permet d’améliorer la durée
de vie des nœuds, sans nécessiter d’intervention humaine pour la maintenance.
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• Système proposé et organisation du rapport
L’architecture interne du système proposé ainsi que l’organisation du rapport sont
présentées à la figure 3. Il s’agit d’un capteur sans fil à base de récupération et de
gestion multi-sources d’énergie.
Figure 3 – Architecture interne du système proposé et organisation du rapport.
Le système est composé par une chaine principale de récupération avec conversion et
stockage des énergies solaire et éolienne. Le choix des deux sources d’énergie est jus-
tifié dans le chapitre 1. Cette chaine de récupération d’énergie va remplacer l’unité
d’alimentation usuelle (batterie) pour alimenter la plateforme du capteur communi-
cant et prolonger sa durée de vie. En parallèle avec cette chaine, il s’agit de faire le
management de puissance du capteur communicant. Cette partie est le cœur du pro-
jet de thèse, il s’agit de configurer les activités du capteur communicant en fonction
de la quantité d’énergie disponible afin de converger vers le fonctionnement neutre
en énergie ou principe de neutralité énergétique (en anglais, Energy Neutral Ope-
ration (ENO), où il faut que l’énergie disponible soit toujours supérieure à l’énergie
consommée par le capteur communicant afin de satisfaire ses besoins énergétiques).
Ce bloc de gestion d’énergie est basé principalement sur des prédictions d’énergies
disponibles (récupérée et stockée) et d’énergie consommée par le nœud capteur.
En s’appuyant sur la figure 3, le rapport de thèse est composé de six chapitres. Le
premier chapitre présente le concept général, la problématique et les objectifs du
travail effectué. Dans le chapitre 2, on décrit le choix d’un scénario d’application du
nœud capteur. Puis, on présente le modèle de consommation d’énergie du capteur
communicant à base de la technologie LoRa/LoRaWAN, dans ce contexte, une étude
d’optimisation énergétique est réalisée. Les deux chapitres suivants (chapitres 3 et 4)
apportent les modèles de récupération et de stockage des énergies solaire et éolienne.
Le cinquième chapitre est consacré à la prédiction d’énergie solaire, les performances
du prédicteur proposé sont étudiées en utilisant différentes bases de données d’éclai-
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rement. Dans le dernier chapitre (chapitre 6), on présente l’algorithme de gestion
d’énergie développé.
Le contenu de chaque chapitre est détaillé dans les paragraphes qui suivent.
Chapitre 1 : L’objet de ce premier chapitre est de réaliser un état de l’art général
sur les réseaux de capteurs communicants. Une étude détaillée sur le manage-
ment d’énergie et l’optimisation de la consommation énergétique du capteur
sans fil est abordée. On axe particulièrement notre réflexion sur la récupération
et la gestion d’énergie pour alimenter les capteurs communicants. On essaye
ainsi d’identifier l’impact des différentes sources d’énergie utilisées sur la durée
de vie des objets communicants. Dans cet objectif, on présente dans un premier
temps les caractéristiques principales d’un nœud capteur. Ensuite, on montre
une étude de l’état de l’art sur le choix des sources d’énergies pour alimenter le
système. Puis, on introduit notre conception du capteur intelligent à base d’un
système de récupération et de gestion multi-sources d’énergie.
Chapitre 2 : Ce deuxième chapitre est dédié à l’étude de la consommation éner-
gétique du capteur communicant en tenant compte du scénario d’application
choisi, qui est le contrôle d’ouvrages d’art tels que les barrages, les ponts et
les pylônes de réseaux électriques et télécommunications, etc. Le modèle de
consommation d’énergie développé est basé sur la technologie LoRa. Dans ce
contexte, on commence par décrire la classe d’application choisie. On détaille
ensuite le modèle de consommation d’énergie proposé. Dans la deuxième partie
du chapitre, on introduit les caractéristiques de LoRa/LoRaWAN, ainsi qu’une
étude d’optimisation énergétique faite pour évaluer la durée de vie du nœud
capteur en utilisant les sources d’alimentation standards (batteries ou piles).
Cette étude montre la nécessité de récupérer l’énergie à partir de l’environne-
ment pour alimenter le capteur communicant et prolonger sa durée de vie.
Chapitre 3 : Dans ce chapitre, nous présentons les différents aspects de la récu-
pération d’énergie solaire pour alimenter un capteur communicant. Nous com-
mençons par rappeler les différentes technologies de conversion d’énergie solaire
ainsi que le principe de fonctionnement d’une cellule solaire. Dans la deuxième
partie du chapitre, on s’intéresse à la modélisation du panneau solaire puis à
celle de l’éclairement. Il s’agit de modéliser et d’estimer la quantité d’énergie so-
laire récupérée à travers la caractérisation des modules solaires photovoltäıques.
Il est également nécessaire de connâıtre l’énergie incidente. Nous avons alors
basé nos modèles développés sur des bases de données qui montrent les carac-
téristiques d’évolution de l’éclairement pendant un an dans différentes régions.
Ces modèles sont ensuite validés par des simulations et des mesures d’énergie
solaire. L’énergie récupérée est ensuite adaptée par des convertisseurs DC/DC
pour être stockée dans des supports de stockage adéquats (super-capacités ou
batteries).
Chapitre 4 : Ce chapitre est consacré à la technique de récupération d’énergie
éolienne. Nous commençons par un rappel sur la composition d’un système
éolien à savoir le rotor et la machine synchrone, ainsi que le principe de fonc-
tionnement d’une éolienne. Nous présentons ensuite les différents types de tur-
bines disponibles en expliquant brièvement l’influence de nombreux paramètres
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tels que le vent et l’angle d’orientation des pales sur ses caractéristiques. La
deuxième partie du chapitre est dédiée à la modélisation d’énergie éolienne puis
à celle du vent. En effet, il s’agit de modéliser et d’estimer la quantité d’éner-
gie éolienne récupérée à travers la caractérisation de la micro-turbine. Afin de
quantifier l’énergie incidente, nos modèles de caractérisation sont basés sur des
bases de données qui montrent l’évolution du vent en fonction du temps dans
différentes régions françaises. Les modèles développés sont ensuite validés par
des simulations et des mesures en utilisant une micro-turbine réalisée dans le
laboratoire. L’énergie éolienne récupérée est ensuite adaptée par des convertis-
seurs AC/DC et DC/DC pour être stockée dans les supports de stockage usuels
tels que les batteries ou les super-condensateurs.
Chapitre 5 : L’objectif principal de ce chapitre est d’estimer la quantité d’éner-
gie récupérée par un panneau solaire ou une micro-éolienne. Pour ce faire, un
prédicteur d’énergie solaire est développé en se basant sur un prédicteur de
l’état de l’art dit EWMA (Exponentially Weighted Moving-Average), qui re-
court à l’historique d’énergie récupérée pour estimer les prochaines quantités
d’énergie solaire. Notre prédicteur est appelé SEPCS (Solar Energy Predictor
for Communicating Sensor), qui utilise un historique plus large que l’EWMA.
Les performances des deux prédicteurs sont comparées en utilisant des bases de
données d’éclairement pour différentes villes françaises. Les résultats obtenus
sont très satisfaisants : notre prédicteur s’adapte mieux aux changements cli-
matiques que l’EWMA. En effet l’erreur de prédiction du SEPCS est plus faible
que celle du EWMA. Le prédicteur est testé avec des bases de données d’éclai-
rement à l’échelle internationale (on obtient toujours de meilleurs résultats de
prédiction par rapport à l’EWMA).
Chapitre 6 : Ce dernier chapitre décrit le management d’énergie du système pro-
posé. L’objectif de cette dernière partie est de pouvoir converger vers la condi-
tion ENO ou le principe de fonctionnement neutre en énergie du capteur. Pour
cela, on a développé un algorithme de gestion d’énergie qui, suivant la quan-
tité d’énergie disponible et celle prédite par le SEPCS, va contrôler l’activité
du capteur communicant en jouant sur le rapport cyclique par exemple. Dans
ce cas, si la quantité d’énergie récupérée ne satisfait pas les besoins énergé-
tiques du capteur, on pourra soit utiliser des modes appelés modes dégradés
du capteur, soit traiter l’information à transmettre en urgence (on parle alors
de priorité sur les données à transmettre). L’algorithme développé doit aussi
gérer la chaine de récupération d’énergie multi-sources (savoir à tous moments
quelles sources d’énergie il peut utiliser pour alimenter le nœud capteur). À
la fin de ce chapitre, une méthodologie de conception et de réalisation des
capteurs communicants pour les application IoT appelée CCAE-IoT (Capteur
Communicant Autonome en Énergie pour l’IoT) est proposée.
Enfin, dans la conclusion générale on récapitule les études, les caractéristiques et
les performances des modèles qui ont été développés. Ce qui permet d’introduire les
différentes perspectives pour ce travail de thèse.
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• Principales contributions de la thèse
Dans ce paragraphe, on présente les contributions principales du projet de thèse :
— Développement d’un modèle de consommation d’énergie pour les nœuds cap-
teurs. Le modèle peut-être appliqué à différentes classes d’applications IoT.
— Élaboration de modèles d’optimisation énergétique des capteurs communicants
en LoRa/LoRaWAN.
— Développement d’un modèle de caractérisation d’énergie solaire basé sur des
bases de données d’éclairement de différentes régions nationales et internatio-
nales. Ce modèle permet de caractériser la quantité d’énergie solaire récupérée.
— Développement d’un modèle de récupération d’énergie éolienne basé sur un en-
semble de données de vent pour différentes régions. Le modèle proposé permet
de caractériser la quantité d’énergie éolienne récupérée.
— Conception et développement d’un prédicteur temps réel d’énergie solaire ap-
pelé SEPCS. Le SEPCS donne de meilleurs résultats par rapport à l’état de
l’art.
— Élaboration de deux nouvelles approches de gestion d’énergie. La première mé-
thode s’agit de la concaténation de données avec la technologie LoRa. Cette ap-
proche permet de minimiser l’énergie consommée par le nœud capteur. Quant
à la deuxième méthode, elle permet d’adapter le rapport cyclique du capteur
communicant en fonction de l’énergie disponible.
— Conception et développement d’un algorithme de gestion d’énergie nommé
PMA-SEPCS, qui est basé sur le prédicteur SEPCS. Cet algorithme permet
de gérer toutes les composantes d’un capteur sans fil. Les performances du
PMA-SEPCS sont évaluées en utilisant des données annuelles d’éclairement.

Chapitre 1
Contexte du projet et état de l’art
1 Introduction
L’objet de ce premier chapitre est de réaliser un état de l’art général sur la technologie
des réseaux de capteurs communicants. Une étude détaillée sur le management d’énergie
et l’optimisation de la consommation énergétique d’un nœud capteur est abordée. Nous
axons particulièrement notre réflexion sur la récupération et la gestion d’énergie pour
alimenter les capteurs sans fil. Nous essayons d’identifier l’impact des différentes sources
d’énergie utilisées sur la durée de vie des objets communicants. Dans cet objectif, nous
présentons dans un premier temps les caractéristiques principales d’un réseau de capteurs.
Puis, nous introduisons notre conception du capteur communicant proposé à base d’un
système de récupération multi-sources d’énergie.
Après avoir présenté l’architecture interne de ce système, nous étudions ces diffé-
rentes unités. Le système proposé contient trois parties principales. La première partie
concerne la récupération avec conversion et stockage des énergies solaire et éolienne. Dans
la deuxième partie, nous détaillons le fonctionnement du bloc radio. Nous verrons que ce
bloc consomme plus d’énergie que les autres blocs du système. Ensuite, dans la dernière
partie, nous présentons les techniques de gestion d’énergie des nœuds capteurs. Il s’agit
de faire le management d’énergie du capteur communicant. Pour cela, nous présentons
notre stratégie envisagée afin de réaliser le fonctionnement neutre en énergie du capteur
sans fil.
2 Généralités sur les capteurs sans fil
2.1 Définition
Un réseau de capteurs sans fil est constitué par un ensemble de nœuds capteurs dé-
ployés dans un contexte applicatif déterminé pour mesurer un stimulus physique [13].
Ces nœuds capteurs permettent de véhiculer l’information jusqu’à la station de base (fi-
gure 1.1). Chaque capteur est équipé d’une unité radio lui permettant de communiquer
avec le reste du réseau.
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Figure 1.1 – Réseau de capteurs communicants.
2.2 Caractéristiques des capteurs sans fil
Les réseaux de capteurs doivent répondre aux exigences principales suivantes [13-16] :
Consommation énergétique : une autonomie maximale du capteur est exigée par la
plupart des classes d’applications. La minimisation de la consommation énergétique
(matérielle et logicielle) est donc essentielle.
Durée de vie : il s’agit d’un point central pour les capteurs sans fil puisqu’ils sont ali-
mentés par des piles ou des batteries. Les contraintes liées au changement des piles
ou rechargement des batteries peuvent-être pénibles selon le déploiement des nœuds.
Il est donc essentiel d’avoir une durée de vie du capteur la plus longue possible [13].
Coût : généralement, les réseaux de capteurs peuvent contenir un grand nombre de
nœuds. Il est donc nécessaire d’avoir un coût unitaire par nœud le plus faible pos-
sible, sous peine d’obtenir un coût global du réseau trop élevé [13-14].
Complexité matérielle et logicielle : les fonctionnalités mises en œuvre par les par-
ties matérielle et logicielle doivent être aussi simples que possible, car l’augmentation
de la complexité de ces parties peut conduire à une augmentation de la consomma-
tion d’énergie disponible ainsi que l’augmentation du coût de réalisation et d’exploi-
tation [14-15].
Ces caractéristiques entrainent des contraintes fortes lors de la conception de ces capteurs,
dont une plus importante est certainement la gestion d’énergie. Pour notre cas, nous nous
intéressons aux deux premières exigences. Dans une perspective industrielle, les aspects
coût et complexité doivent également être pris en considération pour réaliser un système
communicant et autonome en énergie.
2.3 Composition matérielle d’un capteur communicant
Un capteur communicant est un dispositif qui permet de mesurer des grandeurs phy-
siques observées du côté de l’environnement (température, pression ou humidité, etc.) et
de transmettre l’information obtenue à une station de base ou passerelle. L’architecture
matérielle d’un nœud capteur est constituée de différents blocs, qui sont représentés sur
la figure 1.2.
2 Généralités sur les capteurs sans fil 11
Figure 1.2 – Architecture interne d’un capteur sans fil.
La base de cette architecture repose sur l’alimentation du capteur à travers l’utilisation
de piles ou de batteries. Cette alimentation assure le fonctionnement des autres blocs. Le
rôle du convertisseur analogique numérique (AN) est de convertir les données mesurées par
le capteur en données numériques. Ces dernières sont exploitables par la partie logicielle du
nœud, qui est constituée d’un micro-contrôleur et d’une partie mémoire pour le stockage de
données. Enfin, l’interface radio ou le transceiver permet de communiquer les informations
acquises par le capteur communicant à un autre nœud ou à une station de base. Le
fonctionnement de chacun de ces blocs est décrit de façon plus précise dans les paragraphes
suivants.
2.3.1 Bloc capteur et convertisseur AN
L’unité capteur (ou acquisition) est généralement composée de deux sous-parties : le
capteur proprement dit (qui fait la mesure) et le convertisseur AN (qui convertit le signal
analogique en un signal numérique). Le capteur fournit des signaux analogiques, basés
sur le phénomène physique observé, au bloc de conversion AN. Les signaux numériques
obtenus à la sortie de ce bloc sont compréhensibles par l’unité de traitement [17].
2.3.2 Unité de traitement : micro-contrôleur et mémoire
Partie micro-contrôleur
Cette partie représente le cœur de l’architecture matérielle du nœud capteur. Elle gère
toutes les autres parties du système, ce qui permet la mise en œuvre des protocoles de
communication. Son fonctionnement est simple, elle collecte les données provenant du bloc
capteur, les traite et gère leur transmission par l’unité radio [13]. Elle traite éventuellement
les données reçues de la part des autres nœuds capteurs et met en œuvre les algorithmes
de la couche MAC (Media Access Control). Afin d’optimiser la consommation énergétique
du capteur, on doit optimiser les calculs réalisés par cette unité qui peut fonctionner avec
des modes à basse consommation.
Partie mémoire
Différents types de mémoires sont nécessaires au fonctionnement du capteur. Une
mémoire de type RAM (Random Access Memory) est nécessaire pour stocker les données
temporaires acquises par l’unité capteur. Une mémoire de type ROM (Read Only Memory)
est essentielle pour stocker le code des programmes. La mémoire FLASH peut également
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servir pour stocker temporairement les données provenant de la RAM en cas d’espace
insuffisant de cette dernière [18].
2.3.3 Unité radio : transceiver
Caractéristique du bloc
Il s’agit de l’unité principale de communication du capteur sans fil. Elle permet de
transmettre les données acquises par le capteur aux autres nœuds communicants ou à la
station de base. Ses performances sont conditionnées par la couche physique implémentée
(qui dépend de différents paramètres tels que la bande de fréquence utilisée, le niveau de
puissance d’émission, la distance de transmission, le type de la modulation et la présence
ou non de codes correcteurs d’erreurs) [13-16].
En réception, le seuil de sensibilité du transceiver spécifie la puissance minimale né-
cessaire pour recevoir correctement l’information [13-14]. En général, avec une bonne
sensibilité du récepteur, il est possible d’augmenter la portée de transmission ou bien
encore d’améliorer la qualité de transmission. La portée de transmission est quant à elle
dépendante de la puissance maximale d’émission, des caractéristiques de l’antenne et de
l’atténuation causée par l’environnement.
Pour un capteur communicant, l’unité qui consomme le plus (en instantané) est la par-
tie radio. Comme indiqué dans [6], cette consommation dépend du débit de transmission,
de la modulation et de la puissance d’émission. Généralement, plus la puissance d’émis-
sion est élevée, plus la partie radio consomme [13]. En moyenne, pour un transceiver LoRa
(Long Range communication) l’unité radio consomme environ 28 mA sous 3.3 V (soit une
puissance consommée au niveau de 92.4 mW) [6]. Cette constatation est essentielle pour
la modélisation de la consommation énergétique des capteurs sans fil (chapitre 2).
2.3.4 Unité d’alimentation du capteur
L’alimentation des capteurs communicants est généralement assurée par les piles ou les
batteries. Ces sources d’énergie doivent présenter de grandes capacités pour satisfaire les
besoins énergétiques du nœud. La capacité d’une batterie doit être dimensionnée pour une
classe d’applications spécifique. Dans ce contexte, le capteur communicant peut consom-
mer différents niveaux de puissance selon son mode de fonctionnement. L’auto-décharge
de la batterie doit bien entendu être la plus lente possible pour espérer une durée de vie
maximale du capteur [13-15].
Suivant le déploiement des capteurs communicants, l’utilisation de batteries (ou de
piles) engendre un certain nombre d’inconvénients. En effet, les batteries ou les piles
sont des sources de pollution de l’environnement. D’autre part, certains cas d’applications
exigent une autonomie importante (une durée de vie pratiquement illimitée du capteur).
Ce qui n’est pas le cas pour les batteries ou les piles qui nécessitent des maintenances
périodiques et coûteuses. En tenant compte de ces problèmes, nous proposons à travers
cette thèse de réaliser un système de capteur communicant à base de récupération et de
gestion multi-sources d’énergie, qui peut-être mis en œuvre dans différentes classes d’ap-
plications. L’architecture interne ainsi que les propriétés de notre système sont étudiées
dans le reste de ce chapitre.
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La composition interne du système proposé est présentée par la figure 1.3. Il s’agit
d’un capteur communicant alimenté par un système multi-sources d’énergie.
Figure 1.3 – Architecture interne du capteur communicant.
Le système est principalement composé de trois sous-systèmes dépendants. Le premier
sous-système représente la source d’alimentation du nœud capteur qui se base sur une
chaine de récupération avec conversion et stockage des énergies solaire et éolienne. Quant
au deuxième sous-système, il est basé sur le bloc de management d’énergie. L’objectif de
cette partie est de réaliser le fonctionnement neutre en énergie du capteur afin de satis-
faire ses besoins énergétiques. La gestion d’énergie recourt à des prédictions de l’énergie
disponible et de l’énergie consommée par le nœud capteur pour contrôler et configurer ses
paramètres tels que le débit, la puissance d’émission et le rapport cyclique. Le troisième
sous-système présente l’unité radio du système global. Afin de minimiser sa consommation,
cette unité est construite autour d’un transceiver LoRa/LoRaWAN.
4 Récupération d’énergie
4.1 Besoin de la récupération d’énergie
Comme indiqué précédemment, les différents problèmes causés par l’utilisation de piles
ou de batteries tels que la pollution de l’environnement ont permis de chercher des so-
lutions alternatives afin d’alimenter les capteurs communicants avec l’énergie disponible
dans son environnement. Le principal avantage de la récupération d’énergie est la conti-
nuité de l’alimentation électrique. Théoriquement, elle dure tant qu’il y a de l’énergie dans
l’environnement [19-21]. Dans les paragraphes suivants, nous décrivons différentes sources
d’énergie disponibles dans l’environnement. Nous présentons ensuite les avantages offerts
par la lumière (par exemple le soleil) et le vent pour alimenter les capteurs communicants.
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4.2 Sources ambiantes d’énergie
Dans la littérature, différentes sources d’énergie se révèlent de plus en plus attrac-
tives. Nombreuses sont celles qui sont capables d’alimenter les systèmes communicants
[21]. Parmi ces sources, on cite l’énergie vibratoire qui résulte de vibrations ou de chocs,
l’énergie nucléaire, l’énergie électromagnétique, l’énergie thermique, l’énergie solaire pho-
tovoltäıque (indoor et outdoor) ou encore l’énergie éolienne [6-12].
On note que la comparaison de ces différentes sources est délicate car elle est dé-
pendante de nombreux facteurs et de la classe d’application considérée. Cependant, des
études comparatives dans [21-23] ont permis de comparer les densités de puissance de ces
différentes sources. Les résultats de comparaison sont présentés dans le tableau 1.1.
Source d’énergie utilisée Densité de puissance
Photovoltäıque en extérieur (cellule de rendement égal à 15%) 15 mW/cm2
Photovoltäıque en intérieur (cellule de rendement égal à 6%) 100 10−3 mW/cm2
Vibrations (four à micro-ondes) 16 10−3 mW/cm3
Thermoélectrique (pour un gradient de 10 ◦C) 40 10−3 mW/cm3
Bruit acoustique (100 dB) 0.96 10−3 mW/cm3
Table 1.1 – Comparaison de différentes sources d’énergie ambiantes.
Ce tableau montre que la quantité d’énergie solaire récupérée en extérieur est plus
élevée par rapport aux autres formes d’énergies récupérées. Cette constatation sera ensuite
utile pour le choix des sources d’énergie afin d’alimenter notre système connecté.
4.2.1 Récupération d’énergie vibratoire
L’énergie vibratoire fait l’objet d’intenses travaux de recherches, car il s’agit d’une
forme d’énergie qui est présente en quantité significative autour de toutes les activités
qui se produisent dans l’environnement [20]. Dans ce cas, la puissance disponible varie
fortement avec la proximité et la nature de la source de vibrations. Celle-ci est estimée à
environ 10. 10−3 à 200. 10−3 mW/cm3 dans [24]. Le tableau 1.2 présente des comparaisons
entre des systèmes alimentés par l’énergie vibratoire.
Réf. Dimension Puissance récupérée Descriptions et applications
[26] 400 cm3 2,5 mW Vibrations extrêmement amples (164 m.s−2
à 102 Hz).
[27] 700 cm3 3 mW Mesure de vibrations à l’aide d’éléments pié-
zoélectriques. Réalisation d’un système com-
municant avec des essais à bord d’un navire.
[28] - 1 mW Développement et réalisation d’un nouveau
prototype de surveillance des structures à
base d’éléments piézoélectriques.
Table 1.2 – Énergie vibratoire pour alimenter les capteurs communicants.
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4.2.2 Récupération d’énergie thermique
L’utilisation des gradients de température pour alimenter les capteurs communicants
est essentiellement réservée aux applications exploitant l’énergie humaine ainsi que l’éner-
gie provenant de machines [20-25]. Le travail de Starner et al. [29] est encore la référence
pour l’estimation de la puissance récupérable sur un être humain (tableau 1.3). Dans ce
type d’application, il est nécessaire de considérer l’écart de température ∆ lors de la me-
sure du rendement de la cellule. En effet, une même cellule de rendement noté R donne
au maximum une puissance P égale à 25 mW.K−1.cm−2 pour un écart de 70 Kelvin, et
seulement 1.7 10−3 mW/cm3 pour un écart de 5 Kelvin (c’est-à-dire P = R.∆2). On note
alors une grande dégradation des performances du système de récupération à bas gradient
de température [20-21].
Réf. Puissance récupérée Conditions et applications
[30] 1.7 10−3 mW/cm3 Laboratoire en intérieur, ∆ = 5 kelvin.
[31] 25 mW.K−1.cm−2 Laboratoire en intérieur, ∆ = 70 kelvin.
[32] 40 10−3 mW/cm3 Laboratoire en intérieur, ∆ = 10 kelvin.
Table 1.3 – Énergie thermique pour alimenter les capteurs communicants.
4.2.3 Récupération des Rayonnements radio-fréquences
Actuellement, on cherche à alimenter les objets communicants en utilisant le rayonne-
ment radio-fréquence à cause de la grande densité d’émetteurs présents au sol (2G, 3G,
4G, FM ou WiFi) [20-22, 25-28]. Cependant, la quantité d’énergie récupérée est souvent
faible, sauf à proximité de la source. Pour remédier à ce problème, il faut utiliser des
capteurs de grandes surfaces [20-21]. Un exemple de réalisation avec une source RF pour
alimenter un capteur sans fil a été présenté par Mascarenas et al. [33]. Dans ce travail les
auteurs ont réussi à récupérer 2,5 mW avec une distance source/récepteur qui ne dépasse
pas 61 cm.
4.2.4 Récupération d’énergie solaire
L’exploitation des sources d’énergie solaire a suscité de nombreux travaux scientifiques
[20-25]. En effet, depuis la découverte de l’effet photovoltäıque en 1839 par Antoine Bec-
querel puis son application à la production électrique en 1954, on assiste à des solutions
commerciales pour exploiter cette source d’énergie [23-24]. Dans ce cas, les meilleurs ren-
dements de conversion de l’énergie solaire vont jusqu’à 20% [34]. Le tableau 1.4 montre
des données caractéristiques sur la récupération d’énergie solaire.
Réf. Rendement de la cellule Puissance moyenne Conditions
[35] 20 % 11 à 19 mW.cm−2 Soleil sans nuages en extérieur.
[36] 15 % 5.6 à 6.7 mW.cm−2 Région tempérée.
[32] 5 % 3.5 mW.cm−2 Journée ensoleillée.
[38] 20 % 49 mW.cm−2 Journée ensoleillée.
Table 1.4 – Énergie solaire pour alimenter les capteurs communicants.
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4.2.5 Récupération d’énergie éolienne
Dans la littérature [37-39], on retrouve des travaux de recherches faits sur des éoliennes
de différentes dimensions. Ces éoliennes permettent de donner des puissances allant de
quelques milliwatts à quelques dizaines de Watts [38]. Ces micro-turbines sont destinées
à la production de l’énergie pour des domaines spécifiques tels que celui des objets com-
municants. Ainsi, un support scientifique et technique important a permis d’améliorer le
fonctionnement de ces petites éoliennes afin d’augmenter leurs performances pour alimen-
ter les capteurs sans fil [39]. On note que l’énergie éolienne permet d’avoir des quantités
d’énergie comparables à celles données par le soleil. De plus, comme indiqué dans [44-45],
le vent peut-être considérée comme une source complémentaire au soleil.
4.2.6 Conclusion
D’après les données fournies dans les paragraphes précédents, nous remarquons que
les quantités d’énergies offertes par les vibrations, la chaleur ou les rayonnements radio-
fréquences sont assez faibles pour réaliser l’autonomie des capteurs communicants, pour
un certain nombre d’applications qui demande une quantité d’énergie élevée. Nous avons
montré ensuite l’importance du soleil et du vent pour fournir des quantités d’énergie
comparables et complémentaires à l’extérieur. Comme on le verra dans le chapitre suivant,
ces quantités d’énergie sont suffisantes pour satisfaire les besoins énergétiques d’un nœud
capteur qui consomme environ 92 mW pour transmettre l’information avec un module
LoRa.
Afin de conclure, il s’agit de réaliser un capteur communicant qui soit autonome en
énergie. Cette autonomie d’énergie va se baser principalement sur la récupération d’énergie
solaire, comme étant la source principale d’énergie. La deuxième source d’énergie choisie,
permettant d’avoir une quantité d’énergie complémentaire voire même comparable à celle
offerte par le soleil, est l’énergie éolienne. Nous présentons alors dans ce qui suit les
différentes techniques de conversion et de stockage de ces énergies.
5 Conversion et stockage de l’énergie récupérée
5.1 Supports de stockage de l’énergie
La majorité des capteurs communicants existants utilise des supports de stockage afin
d’accumuler l’énergie récupérée. En effet, les travaux de recherches tentent de réduire le
rapport cyclique de fonctionnement des capteurs afin d’en limiter leur consommation.
Dans ce cas, le nœud capteur n’est pas maintenu en activité en permanence, et lorsqu’il
est en veille, l’énergie récupérée doit être accumulée dans un support de stockage adéquat
[20]. Un autre cas de figure, qui impose l’intégration d’un bloc de stockage pour concevoir
un capteur communicant, est celui où la puissance récupérée est variable dans le temps.
Un exemple simple illustre cette situation : les capteurs en extérieur tirant leur énergie du
rayonnement solaire ou du vent et dont le fonctionnement doit être continu (jour et nuit,
beau ou mauvais temps) doivent stocker l’énergie pendant les phases favorables (jour et
beau temps) pour pallier le manque d’énergie lors des phases défavorables (nuit ou mauvais
temps) [20-22].
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Parmi les supports de stockage utilisés, on note l’utilisation des piles, qui sont non-
rechargeables (exemple pile Ni−MH) ou des batteries qui ne supportent qu’un nombre
limité de cycles de charge et de décharge (environ 1000 cycles) [21]. Une autre solution
pertinente est d’utiliser les super-condensateurs pour stocker l’énergie récupérée. Malgré
leurs auto-décharges importantes, ces éléments peuvent endurer des milliers de cycles
sans perte notable de capacité. Le tableau 1.5 montre la liste de quelques systèmes de
récupération d’énergie solaire avec les surfaces de panneaux solaires utilisés ainsi que les
supports de stockage correspondants :
Réf. Puissance solaire Surface du panneau Source de stockage
[40] 24 mA @ 5 V 220 cm2 Piles Ni−MH
[41] 13 mA @ 5 V 185 cm2 Piles Ni−MH
[42] 10 mA @ 5 V 30 cm2 Super-condensateurs
Table 1.5 – Stockage de l’énergie solaire pour alimenter les nœuds capteurs.
5.2 Conversion de l’énergie obtenue
La conversion de l’énergie récupérée est une étape nécessaire pour exploiter l’énergie
de l’environnement. En effet, dans la plupart des cas on utilise les convertisseurs élec-
triques pour adapter l’énergie obtenue aux supports de stockage usuels. Dans notre cas
(figure 1.3), on vise l’utilisation d’un convertisseur DC/DC pour adapter l’énergie solaire
récupérée au support de stockage utilisé (batterie ou super-condensateur). On note que les
convertisseurs DC/DC sont de deux types selon la valeur de la tension voulue. Si on veut
augmenter la valeur de la tension obtenue, on utilise des convertisseurs dits élévateurs de
tension. Dans le cas contraire, on recourt à des convertisseurs abaisseurs pour diminuer
la valeur de tension obtenue [48].
Afin de convertir l’énergie éolienne, on va utiliser un convertisseur AC/DC afin d’avoir
un signal continu susceptible d’être stocké dans un support de stockage adéquat. Ensuite,
un autre convertisseur DC/DC placé après le bloc de stockage d’énergie est nécessaire
pour avoir une tension de sortie adaptée à la plateforme du capteur communicant (par
exemple une tension égale à 3.3 V).
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6.1 Besoin du management d’énergie
Les techniques de récupération d’énergie pour les nœuds capteurs donnent différents
degrés de liberté pour la conception et le développement des protocoles de communication
et des techniques de gestion d’énergie (ou power management) [43]. L’objectif principal de
la technologie des capteurs sans fil avec récupération d’énergie est de prolonger la durée
de vie du nœud capteur, avec comme contrainte le budget énergétique qui est fixé par les
capacités du système de récupération et de stockage de l’énergie obtenue. Les méthodes
de power management doivent minimiser la consommation d’énergie tout au long de la
durée de vie du capteur et en même temps satisfaire les contraintes applicatives du capteur
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telles que le débit de transmission et l’urgence sur les données à transmettre. La figure
1.4 présente une situation standard qui montre le principe du management d’énergie.
Figure 1.4 – Apport de la récupération et la gestion d’énergie pour les capteurs
communicants.
Cette figure montre une comparaison simplifiée entre l’utilisation des batteries et la
récupération d’énergie pour alimenter un capteur communicant. Dans les deux cas, le
nœud capteur consomme une puissance variable dans le temps notée Pc(t). Généralement,
la batterie est caractérisée par des valeurs maximale et minimale de charge disponible.
Quant au système de récupération d’énergie, il est considéré comme un élément qui fournit
une puissance variable dans le temps, permettant de recharger un support de stockage
comme les batteries ou les condensateurs. Dans le premier cas où le capteur est alimenté
uniquement par une batterie, l’état de charge de cette dernière est une fonction monotone
et décroissante avec le temps [42-43]. L’objectif de la gestion d’énergie pour ce type de
système est de minimiser la puissance consommée Pc(t) ainsi que les pertes d’énergie dans
le système afin de maximiser sa durée de vie.
Dans le deuxième cas de figure, avec récupération et gestion d’énergie, l’état de charge
n’est pas une fonction monotone décroissante du temps. En effet, quand la puissance récu-
pérée dépasse celle consommée Pc(t), la batterie se recharge et l’état de charge augmente
de nouveau. La différence entre les deux types de systèmes est, qu’avec la récupération
d’énergie, le système peut fonctionner en équilibre énergétique (signifie que l’énergie dis-
ponible est égale à Pc(t)) ou en surplus d’énergie (l’énergie disponible est supérieure à
Pc(t)), tandis qu’un système alimenté par une batterie ne fonctionne qu’en déficit d’éner-
gie [43]. Pour conclure, cette figure montre que la gestion d’énergie dans le contexte des
capteurs sans fil avec récupération d’énergie est essentielle pour optimiser la consomma-
tion énergétique des nœuds. On note aussi que la gestion d’énergie permet de contrôler
différents paramètres du capteur qui affectent la consommation de la puissance, comme
par exemple la période de réveil et la puissance d’émission.
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6.2 Fonctionnement neutre en énergie
L’objectif du management de puissance dans le cadre des réseaux de capteurs sans fil
avec récupération d’énergie est de réaliser la condition de fonctionnement neutre en énergie
du capteur ou neutralité énergétique, en anglais (Energy Neutral Operation : ENO). Cette
condition signifie que l’énergie disponible (ensemble des énergies récupérée et stockée) doit
être supérieure ou égale à l’énergie totale consommée par le nœud capteur. En d’autres
termes, l’ENO permet de satisfaire les besoins énergétiques du capteur en assurant une
bonne qualité de service en fonction de l’énergie disponible [44-47]. La figure 1.5 décrit le
principe de neutralité énergétique.
Figure 1.5 – Principe du fonctionnement neutre en énergie.
En appliquant la condition ENO pour chaque intervalle de temps, on a trois cas de
figure concernant le fonctionnement du système (figure 1.6) :
— Pendant les intervalles de non-récupération d’énergie (ou également ceux où il y a
une quantité faible d’énergie disponible), c’est-à-dire l’énergie consommée dépasse
celle disponible, alors le système commence à stocker de l’énergie sans fournir des
services pendant ces intervalles [48-49].
— Pendant les intervalles où on assiste à un équilibre énergétique entre Ec(t) et Ed(t).
Dans ce cas, le capteur commence à transmettre l’information avant de stocker
l’énergie.
— Si Ed(t) dépasse Ec(t) alors le nœud capteur continue à transmettre les données
mesurées en stockant de l’énergie pour les prochains intervalles de temps.
Figure 1.6 – Fonctionnement du capteur communicant sous la condition ENO.
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7 Conclusion
Ce chapitre présente un état de l’art sur la récupération et la gestion d’énergie pour
les capteurs communicants. Nous avons présenté tout d’abord les caractéristiques d’un
réseau de capteurs sans fil. Puis, nous avons introduit les différentes unités constituant un
nœud capteur. Ensuite, nous avons proposé l’architecture interne du capteur communicant
voulu. Il s’agit d’un système autonome à base de récupération et de gestion multi-sources
d’énergie.
Dans la deuxième partie du chapitre, nous avons commencé par présenter un état de
l’art sur les différentes sources d’énergie présentes dans l’environnement. Vu les avantages
offerts par le soleil et le vent, nous avons choisi ces deux sources d’énergie pour alimenter
notre capteur communicant. Le choix de ces sources est basé sur deux critères essentiels
qui sont la complémentarité temporelle et le niveau des quantités d’énergies offertes par
les deux sources.
Enfin, dans la dernière partie du chapitre, nous avons décrit le principe de la gestion
d’énergie du capteur. Puis, nous avons montré la nécessité de faire le management d’éner-
gie. Pour cela, nous avons rappelé le principe du fonctionnement neutre en énergie. Notre
objectif est de proposer alors un système de gestion d’énergie multi-sources (solaire et éo-
lienne), qui soit basé sur des prédictions à court et à long termes des énergies disponibles
et de celle consommée par le nœud capteur.
Le chapitre suivant s’intéresse à la modélisation de la consommation d’énergie d’un
capteur communicant en utilisant la technologie LoRa/LoRaWAN. Cette modélisation
permet de connaitre les besoins énergétiques du nœud capteur pour mesurer et trans-
mettre l’information. Le modèle de consommation proposé fournira aussi les informations
nécessaires pour modéliser et adapter le système de récupération d’énergie multi-sources.
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Chapitre 2
Modèle de consommation d’énergie
pour les capteurs communicants avec
LoRa et LoRaWAN
1 Introduction
Ce deuxième chapitre est consacré à la modélisation de la consommation énergétique
d’un nœud capteur. Cette modélisation tient compte d’un scénario applicatif réel, qui est
le contrôle d’ouvrages d’art tels que les ponts, les barrages et les pylônes de réseaux élec-
triques et télécommunications, etc. Notre modèle de consommation développé est basé sur
la technologie LoRa/LoRaWAN (Long Range Communication, Wide Area Network), qui
est une technologie de communication sans fil à basse consommation et à longue distance.
Pour cela, nous commençons par présenter la structure interne du capteur communicant.
Puis, nous décrivons la classe d’application choisie avec les différentes contraintes impo-
sées par l’utilisateur. Notre modèle de consommation d’énergie est ensuite détaillé. Il s’agit
d’un modèle générique qui peut-être appliqué pour différentes classes d’applications.
Dans la deuxième partie du chapitre, nous introduisons rapidement les caractéristiques
de LoRa/LoRaWAN. Ensuite, nous proposons une étude d’optimisation énergétique faite
pour évaluer la durée de vie du capteur en utilisant les sources d’alimentation standards
(batteries ou piles). Cette étude montre que la durée de vie du capteur est limitée suivant
les contraintes de l’application. Dans ce contexte, nous devons récupérer l’énergie à partir
de l’environnement pour prolonger la durée de vie du nœud capteur.
2 État de l’art sur la consommation d’énergie
La technologie LoRa/LoRaWAN est une norme relativement récente [2-3, 6-7]. La
plupart des recherches basées sur LoRa et LoRaWAN se sont concentrées sur l’étude des
paramètres de cette technologie tels que le temps de transmission, la portée, le débit et
la capacité du réseau [8-13]. Depuis l’utilisation de la modulation LoRa pour les applica-
tions de capteurs sans fil, plusieurs références ont étudié la consommation énergétique des
systèmes communicants utilisant cette nouvelle technologie.
S. C. Phui et al. ont proposé une comparaison expérimentale des classes LoRa et leurs
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consommations d’énergie dans [17]. L’objectif de cette étude est de vérifier les niveaux
de courants consommés avec différents modes de fonctionnement d’un système LoRa.
Cependant, les auteurs n’ont pas étudié l’effet de différents paramètres LoRa tels que le
taux de codage, la portée de communication et le niveau de la puissance de transmission
sur l’énergie totale consommée.
De nombreux autres travaux ont permis d’estimer la consommation énergétique des
nœuds capteurs avec LoRa et LoRaWAN. Cependant, la plupart des valeurs trouvées ont
été obtenues à partir des fiches techniques [18-20], sans développer des modèles énergé-
tiques capables d’estimer et d’optimiser la consommation des capteurs sans fil. L. Casals
et al. ont développé des modèles de courants permettant de caractériser la durée de vie
et le coût énergétique des dispositifs LoRa [21]. Les modèles proposés sont très impor-
tants et ils sont déduits à partir d’une démarche expérimentale. Mais les auteurs n’ont
pas modélisé la consommation d’énergie des unités de mesure et de traitement dans cette
étude. Dans notre travail, nous avons modélisé ces unités pour un scénario d’application
réel de capteur connecté. Ensuite, le modèle proposé est basé sur une étude d’optimisation
énergétique des paramètres LoRa/LoRaWAN tels que le facteur d’étalement SF, le taux
de codage CR, la bande passante BW, la charge utile et la portée de communication.
On note aussi que d’autres travaux de recherche n’ont pas intégré la technologie LoRa
dans leurs études. G. Terrasson et al. ont présenté des modèles de consommation d’énergie
pour les nœuds capteurs dans [1, 4, 14-15]. Dans ces travaux, les auteurs ont présenté
l’architecture interne d’un capteur sans fil pour des applications dédiées aux parkings.
Cependant, le module radio utilisé dans ces études est le transceiver CC1100 (un dispositif
à courte portée) qui n’inclue pas la technologie LoRa. Un autre modèle d’estimation
d’énergie est proposé dans [16]. Le but de ce travail est de réduire la consommation
d’énergie des capteurs communicants. Pour économiser l’énergie, S. Mare et al. ont proposé
de mettre le module de communication et le microcontrôleur en état de veille (en idle)
le plus longtemps possible lorsqu’ils ne sont pas actifs. Le travail présente des résultats
intéressants, mais la technologie LoRa/LoRaWAN n’est pas intégrée dans cette étude.
Les travaux précédents ont été proposés pour estimer la quantité d’énergie consom-
mée par un capteur communicant. Une grande partie de ces études n’a pas intégré la
technologie LoRa dans les modèles énergétiques proposés, elles ont donc utilisé différents
émetteurs-récepteurs RF qui sont principalement dédiés à la communication à courte por-
tée. D’autres travaux n’ont pas étudié l’optimisation énergétique des nœuds capteurs. En
fait, l’optimisation des paramètres LoRa et LoRaWAN est très intéressante pour réduire
la consommation d’énergie du capteur sans fil, ce qui permet d’augmenter sa durée de vie.
Pour estimer et optimiser la quantité d’énergie consommée par le nœud capteur, nous
proposons un modèle de consommation d’énergie avec la technologie LoRa/LoRaWAN.
Le modèle proposé est basé sur la classe A, la classe qui consomme le moins en LoRa [3].
Notre modèle prend en compte la modélisation de toutes les unités du capteur pour un
scénario applicatif réel. Ensuite, différents modes de transmission LoRaWAN sont étudiés
pour choisir le mode adapté permettant d’optimiser la consommation d’énergie. Puis, une
étude d’optimisation des paramètres LoRa/LoRaWAN (tels que le facteur d’étalement, le
taux de codage, la portée de communication et la puissance de transmission) est présentée
pour prolonger la durée de vie du capteur. Notre modèle énergétique prend en considé-
ration l’accusé de réception et son coût de consommation d’énergie en utilisant différents
scénarios LoRaWAN.
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3 Conception du nœud capteur
La conception du capteur sans fil est proposée à la figure 2.1. Dans cette étude, on
considère un capteur connecté pour le suivi d’ouvrages d’art (mesures de déplacement
des pylônes de réseaux électriques et télécommunications). Le capteur peut transmettre
les données mesurées à un point d’accès à l’aide d’un module LoRa/LoRaWAN. Afin
d’accomplir ses différentes tâches (mesures, traitement et stockage de données, gestion
d’énergie et transmission de données mesurées), le capteur est alimenté par une pile [21-
22]. On note que la mémoire interne intégrée au microcontrôleur est suffisante pour ce
type d’application (on n’utilise pas une mémoire externe).
Figure 2.1 – Architecture du nœud capteur.
Dans la littérature [11-12], les trois unités principales qui consomment l’énergie sont
respectivement l’unité de mesure, l’unité de traitement et le bloc radio. La consommation
de l’unité de mesure est liée à la période de mesure ainsi qu’à la durée de détection de
données. Pour la partie de traitement, la dissipation de l’énergie est principalement liée
au mode et à la fréquence de fonctionnement du microcontrôleur. Enfin, la consommation
de la partie radio est déterminée par les paramètres du protocole LoRa tels que la portée
de communication, le facteur d’étalement et le niveau de la puissance de transmission.
4 Modèle de consommation d’énergie
Pour étudier l’autonomie d’un nœud capteur, il est nécessaire de modéliser la consom-
mation de chaque unité du nœud. Dans cette section, nous présentons différents modes de
fonctionnement du capteur communicant. Ensuite, l’énergie consommée de chaque mode
est calculée, ce qui permet enfin de déduire le modèle final de consommation d’énergie.
4.1 Méthodologie et hypothèses
La figure 2.2 montre un scénario de fonctionnement possible du capteur et permet
de définir ses différents modes, qui sont gérés par l’unité de traitement. En effet, afin de
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mesurer et transmettre l’information, on commence par réveiller le système de son état
d’hibernation. Puis, le capteur fait des mesures périodiques de l’accélération pour vérifier le
déplacement de la structure. Ensuite, il fait le traitement nécessaire des données mesurées.
Ce traitement dépend principalement de la fréquence du microcontrôleur, qui est égale à
4 MHz dans cette étude. Enfin, le module LoRa est réveillé afin d’émettre l’information
et recevoir un acquittement de réception pour vérifier la bonne transmission des données.
Afin de minimiser la consommation du nœud capteur, le microcontrôleur est mis en état
de veille à la fin du cycle de fonctionnement.
Figure 2.2 – Scénario de fonctionnement du capteur.
Notre modèle de consommation d’énergie repose sur les hypothèses suivantes :
— Comme indiqué dans [1,4,14,15], l’unité de traitement est en état actif tout au long
du cycle de fonctionnement pour gérer les différentes parties du système.
— Chaque étape de la séquence de fonctionnement du capteur est caractérisée par une
durée constante.
— Le module radio transmet un paquet de données à un niveau de puissance de trans-
mission constant.
— On ne considère pas le stockage local de données dans ce modèle (les transmissions
de données mesurées sont faites en temps réel).
4.2 Modèle d’énergie proposé
Pour définir et modéliser les différents modes de fonctionnement du capteur commu-
nicant, une première approche consiste à considérer tous ses éléments actifs pendant une
durée de temps déterminée et inactifs pendant le reste du cycle. La plupart du temps,
le capteur sans fil est en état de veille. Il est donc nécessaire de prendre en compte la
consommation de ce mode dans la conception de notre modèle. On note que dans cette
étude, tous les périphériques sont alimentés avec la même tension égale à 3.3 V, à l’excep-
tion de l’unité capteur qui est alimentée par une tension égale à 2 V. Ainsi, l’énergie totale
consommée par le nœud capteur pour un cycle de fonctionnement ETotale est donnée par
4 Modèle de consommation d’énergie 29
l’équation (2.1) :
ETotale = EV eille + EActive, (2.1)
avec EV eille et EActive, respectivement, l’énergie consommée par le capteur durant l’état
de veille et l’énergie totale consommée pendant le temps actif du microcontrôleur. EV eille
est calculée dans l’équation suivante :
EV eille = PV eille.TV eille, (2.2)
telles que PV eille et TV eille sont, respectivement, la puissance dissipée et la durée de l’état
de veille. Quant à l’énergie EActive, elle correspond à la somme de la consommation éner-
gétique de chaque unité du nœud capteur. Elle est donnée par l’équation (2.3) :
EActive = EWU + Em + Eproc + EWUT + ETr + ER, (2.3)
avec EWU , Em, Eproc, EWUT , ETr et ER, respectivement, les énergies consommées pour
le réveil de tout le système, la mesure de données, le traitement des données mesurées,
le réveil de l’émetteur-récepteur LoRa, le mode de transmission et le mode de réception
d’un acquittement ACK.
Ensuite, avant d’effectuer les mesures, le système communicant est réveillé de son état
d’hibernation. L’énergie consommée EWU pendant cette phase est donnée par :
EWU = PON(fMCU).TWU , (2.4)
où PON(fMCU) et TWU sont la puissance consommée par le microcontrôleur (qui dépend
de la fréquence du microcontrôleur fMCU) et la durée de réveil du capteur. Après l’étape
de réveil, le nœud capteur réalise des mesures périodiques de l’accélération. L’équation
(2.5) présente la quantité d’énergie Em consommée pendant cette phase :
Em = (PON(fMCU) + Pm).Tm, (2.5)
telles que Pm et Tm sont, respectivement, la puissance dissipée et la durée de mesure
correspondante. Puis, le microcontrôleur procède au traitement de données mesurées. La
durée de traitement Tproc(fMCU) dépend de la fréquence de fonctionnement du micro-
contrôleur et du nombre d’instructions noté Ninst (soit Tproc(fMCU) =
Ninst
fMCU
). L’énergie
consommée par l’unité de traitement est exprimée dans l’équation (2.6) (on suppose qu’on
a une instruction par période d’horloge) :
Eproc = PON(fMCU).Tproc(fMCU) (2.6)
L’énergie consommée EWUT lors de la période de réveil de l’émetteur-récepteur TWUT
est donnée par :
EWUT = (PON(fMCU) + PWUT ).TWUT , (2.7)
avec PWUT la puissance consommée pendant le réveil du transceiver LoRa. Puis, l’énergie
consommée ETr par le mode de transmission est donnée par :
ETr = (PON(fMCU) + PTr).TTr, (2.8)
telle que PTr est la puissance consommée par le mode de transmission et TTr est sa durée
correspondante. Cette durée peut-être calculée par l’équation (2.9) :
TTr = Nbit.Tbit, (2.9)
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où Nbit et Tbit sont, respectivement, le nombre de bits transmis et la durée de transmission
d’un bit d’information.
Dans le cas d’une transmission avec accusé de réception, la puissance dissipée par le
capteur notée ER peut-être calculée en utilisant l’équation suivante :
ER = (PON(fMCU) + PR).TR, (2.10)
telle que PR est la puissance consommée par le mode de réception d’un ACK et TR est
le temps correspondant. De plus, l’énergie consommée par l’état actif du microcontrôleur
EMCU est estimée par l’équation (2.11) :
EMCU = PON(fMCU).TMCU(fMCU), (2.11)
avec TMCU(fMCU) la durée de fonctionnement du microcontrôleur. Elle dépend du temps
de fonctionnement de toutes les unités du capteur. TMCU(fMCU) s’exprime comme suit :
TMCU(fMCU) = TWU + Tm + Tproc(fMCU) + TWUT + TTr + TR, (2.12)
Après avoir développé notre modèle énergétique, la section suivante présente les ca-
ractéristiques du lien de communication entre le capteur communicant et la station de
base.
5 Technologie LoRa/LoRaWAN
5.1 Généralités sur la technologie
LoRa/LoRaWAN est une technologie de communication à longue portée et à faible
consommation d’énergie qui utilise la bande de fréquence ISM (Industrial, Scientific and
Medical band). L’objectif de cette technologie est de pouvoir augmenter la portée de com-
munication en minimisant la consommation énergétique des systèmes communicants [23].
LoRa utilise la modulation CSS (Chirp Spread Spectrum) qui est basée sur l’étalement de
spectre (une méthode de transmission dans laquelle un signal est transmis sur une largeur
spectrale plus grande que l’ensemble des fréquences qui composent le signal original) [9].
LoRaWAN est le protocole de communication sans fil mis au point par l’association LoRa
Alliance afin de répondre à différents défis posés par la communication à longue portée et
à basse consommation dans les applications IoT [3].
La figure 2.3(a) présente l’architecture du réseau LoRaWAN. Les équipements termi-
naux ou End-devices en anglais (différents types de nœuds capteurs) communiquent avec
la station de base (ou la gateway en anglais) via l’interface RF LoRa/LoRaWAN. La sta-
tion de base transmet les trames de données au serveur via un réseau non-LoRaWAN tel
qu’Ethernet, 3G/4G, Wi-Fi, etc. [24]. La figure 2.3(b) montre la pile de communication
du protocole LoRaWAN. Comme on peut le constater, la couche physique définit la bande
de fréquence ISM (868 MHz en Europe) [25]. La modulation CSS a été mise en oeuvre par
l’entreprise Semtech dans la couche de modulation LoRa. Ensuite, les spécifications du
protocole de communication LoRaWAN ont été définies dans la couche MAC du protocole
[26].
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(a) (b)
Figure 2.3 – (a) Architecture du réseau LoRaWAN ; et (b) Pile protocolaire
LoRaWAN.
Figure 2.4 – Différentes classes LoRaWAN.
La spécification LoRaWAN définit trois classes d’équipements pour les applications
IoT avec des besoins distincts. Ces classes sont présentées à la figure 2.4 et elles peuvent-
être brièvement décrites comme suit :
1. Classe A : Dans ce cas, il s’agit d’une communication bi-directionnelle où le nœud
capteur peut initier la communication. Après l’envoi d’une trame de données (Mes-
sage) en lien montant (uplink), le périphérique reçoit deux fenêtres de réception (RX1
et RX2) en lien descendant (downlink) de la part de la passerelle. Ces deux fenêtres
RX1 et RX2 permettent de s’assurer de la bonne transmission du message uplink.
On note que la classe A a la plus faible consommation d’énergie en LoRa [3, 26-27].
2. Classe B : Le fonctionnement de cette classe est le même que pour la classe A avec
l’ajout de messages programmés (ping slot : PNG) en plus des deux fenêtres RX1
et RX2. La communication est permise à travers l’envoi d’une trame beacon de syn-
chronisation par la station de base. Dans ce cas, l’énergie consommée est plus élevée
que celle de la classe A [27-28].
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3. Classe C : Les périphériques de cette classe ont des fenêtres de réception (RX) ouvertes
en permanence, c’est pourquoi les capteurs de cette classe utilisent plus d’énergie que
ceux des classes A et B. Ce mode de fonctionnement est réservé aux périphériques qui
n’ont pas de contraintes sur la consommation d’énergie. La classe C offre la latence
la plus faible en LoRa [27].
Le tableau 2.1 résume les caractéristiques des classes LoRaWAN. Comme indiqué
précédemment, toutes les communications sont initiées par le nœud capteur dans le cas de
la classe A, alors que la station de base ne peut transmettre que deux fenêtres de réception
en liaison descendante [17]. Ces deux fenêtres de réception RX1 et RX2 peuvent-être
considérées comme des acquittements de réception [3]. Ensuite, le récepteur radio du nœud
capteur reste actif jusqu’à ce que le premier message RX1 soit démodulé. Si ce message
est destiné à cet appareil après les vérifications d’adresse et du MIC (Message Integrity
Code), le capteur communicant ne démodulera pas la deuxième fenêtre de réception RX2.
De plus, la classe A a un impact minimal sur la durée de vie de la batterie du capteur.
Pour toutes ces raisons, cette classe est choisie pour notre scénario applicatif où le capteur
sans fil va initier la communication avec la passerelle en émettant les valeurs mesurées de
l’accélération.
Classe Description Consommation d’énergie
Classe A Le capteur initie la communication,
avec deux messages reçus RX1 et RX2
Plus faible consommation
d’énergie
Classe B Même principe que la classe A, avec des
trames beacon et des messages PNG
Consommation d’énergie
moyenne
Classe C Les capteurs écoutent en permanence,
avec la latence la plus faible pour les
liens descendants
Consommation la plus élevée
Table 2.1 – Comparaison entre les classes LoRaWAN.
5.2 Modulation LoRa
5.2.1 Caractéristiques de la modulation
La modulation LoRa a différents paramètres de configuration tels que la fréquence
porteuse (Carrier Frequency : CF), le facteur d’étalement (Spreading Factor : SF), la
bande passante (Bandwidth : BW) et le taux de codage (Coding Rate : CR) [9-10]. La
combinaison de ces paramètres définit différents niveaux de consommation d’énergie et
différentes portées de transmission :
— Fréquence porteuse (CF) : CF est la fréquence centrale utilisée lors de la transmission.
Pour l’émetteur-récepteur LoRa SX1272, CF est comprise entre 863 et 870 MHz en
Europe.
— Facteur d’étalement (SF) : c’est le nombre de bits par symbole. Sa valeur est un
nombre entier entre 7 et 12. Plus la valeur de SF est grande, plus le récepteur est
capable de recevoir à faible rapport signal sur bruit. Ainsi, plus SF est grand, plus
le temps de transmission est long.
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— Bande passante (BW) : elle représente la plage de fréquences dans la bande de
transmission [16]. BW ne peut-être choisie que parmi trois options : 125 kHz, 250
kHz ou 500 kHz. Si une transmission rapide est requise, une valeur de 500 kHz est
préférable. Cependant, si une longue portée est nécessaire pour l’application, une
valeur de 125 kHz doit être préférée.
— Taux de codage (CR) : l’expression du taux de codage est CR =
4
4 + n
, avec n est
un entier de 1 à 4. Ce qui signifie que tous les 4 bits utiles sont codés par 5, 6, 7 ou
8 bits. On note que, plus le taux de codage est faible, plus le temps de transmission
d’un paquet LoRa est élevé.
En utilisant les valeurs de la BW, du SF et du CR, l’expression du débit binaire (en
bit par seconde) noté Rbit est donnée par l’équation suivante :
Rbit = SF.
BW
2SF
.CR, (2.13)
Le tableau 2.2 présente le calcul de la longueur du code chirp LoRa en utilisant le
paramètre SF. Modifier le paramètre SF permet d’avoir un compromis entre l’augmenta-
tion de la portée de communication et la diminution du débit binaire. Chaque symbole
est étalé par un code chirp ayant une longueur égale à 2SF [3].
Facteur d’étalement (SF) Longueur du code chirp (bit)
7 128
8 256
9 512
10 1024
11 2048
12 4096
Table 2.2 – Longueur du code chirp (bit) en fonction de SF.
5.2.2 Structure de la trame LoRa
Cette partie présente la définition de la trame LoRa. Cette trame commence par un
préambule utilisé pour la synchronisation entre le nœud capteur et la passerelle [9-11].
Après le préambule, un en-tête optionnel indique la taille de la charge utile (appelée
payload en anglais, il s’agit des données utiles à transmettre dans la trame LoRa) et
quelques informations sur les paramètres LoRa. Cet en-tête est toujours codé avec un
CR = 4
8
. Quant à la charge utile, elle est codée avec un CR variable. Ensuite, le contrôle
de redondance cyclique (ou Cyclic Redundancy Check : CRC) est envoyé à la fin de la
trame. La figure 2.5 montre le contenu de la trame LoRa.
Pour calculer le temps de transmission d’un paquet LoRa (ou time on air en anglais),
on commence par le calcul de la taille de la charge utile [3, 22]. Pour une charge utile
notée PL (en octet), un facteur d’étalement SF et un taux de codage CR, le nombre de
symbole NPayload contenu dans la trame LoRa est donnée par l’équation (2.14) :
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Figure 2.5 – Contenu d’une trame LoRa.
NPayload = 8 +max
(
ceil
(
Θ(PL, SF )
Γ(SF )
)
· 1
CR
, 0
)
, (2.14)
où ceil est une fonction qui permet d’arrondir au nombre entier supérieur, Θ(PL, SF ) =
8.PL − 4.SF + 16 + 28 − 20.H ; tels que H = 0 quand l’en-tête est activé et H = 1
quand l’en-tête est désactivé et Γ(SF ) = SF − 2.DE ; tels que DE est un paramètre qui
renseigne sur le niveau de SF, c’est-à-dire DE = 1 lorsque SF est faible (SF = 7, 8 ou 9)
et DE = 0 lorsque SF est égal à 10, 11 ou 12.
Si l’en-tête est désactivé, la durée de transmission d’un paquet LoRa notée TPaquet est
la somme des durées du préambule et de la charge utile, soit :
TPaquet = TPreambule + TPayload, (2.15)
avec TPreambule et TPayload, respectivement, la durée du préambule et la durée de la charge
utile. TPreambule est donnée par l’équation suivante :
TPreambule = (4.25 +NP ).TSymbole, (2.16)
où NP est le nombre de symboles dans le préambule et TSymbole est la période du symbole
qui représente le temps pris pour envoyer 2SF chips ((2.17)) :
TSymbole =
2SF
BW
(2.17)
La durée de la charge utile est définie dans l’équation (2.18) :
TPayload = NPayload.TSymbole (2.18)
Dans ce travail, on introduit l’énergie par bit utile notée Ebit, qui est une métrique
importante afin d’évaluer la consommation énergétique du nœud capteur. L’expression de
Ebit est donnée dans l’équation suivante :
Ebit =
ETotale
8.PL
=
Pcons(PTr).TPaquet
8.PL
, (2.19)
telles que PL, ETotale et Pcons(PTr) sont, respectivement, la taille de la charge utile,
l’énergie totale consommée et la puissance totale consommée qui dépend de la puissance
de transmission.
En utilisant les équations (2.15), (2.16) et (2.18), l’expression de l’énergie par bit utile
est réécrite dans l’équation suivante :
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Ebit =
Pcons(PTr).TPaquet
8.PL
=
Pcons(PTr).(NPayload +NP + 4.25).TSymbole
8.PL
(2.20)
En remplaçant TSymbole par son expression dans (2.17), l’énergie Ebit peut-être exprimée
en fonction de SF comme suit :
Ebit =
Pcons(PTr).(NPayload +NP + 4.25).2
SF
8.PL.BW
(2.21)
Le tableau 2.3 présente différents niveaux de puissance de transmission et la consommation
de puissance correspondante pour le transceiver SX1272 [29].
Puissance de transmission (dBm) Puissance consommée (mW)
20 412.5
17 297
13 92.4
7 59.4
Table 2.3 – Caractéristiques du transceiver LoRa SX1272.
5.2.3 Transmission avec accusé de réception, portée LoRaWAN et sensibilité
Dans le cas d’une transmission avec accusé de réception, le nœud capteur transmet une
trame de données à la passerelle, puis il reçoit deux messages RX1 et RX2 en utilisant
la classe A (figure 2.4). Le premier message RX1 est reçu avec un délai (RX Delay 1)
égal à 1s pour l’émetteur-récepteur SX1272. La deuxième fenêtre de réception RX2 est
reçue avec un délai (RX Delay 2) égal à 2s pour le même transceiver [30-31]. Ces deux
messages RX1 et RX2 peuvent-être considérés comme des accusés de réception (ACK) [3].
La structure interne d’un message ACK en LoRa/LoRaWAN est décrite à la figure 2.6.
On note que l’ACK se termine par le code d’intégrité MIC qui sert à protéger les données
transmises.
Figure 2.6 – Contenu d’un accusé de réception en LoRa/LoRaWAN.
Dans la littérature, différentes sources indiquent que la portée maximale LoRaWAN
peut atteindre des dizaines de kilomètres suivant le transceiver utilisé [27]. La distance de
communication d’un système LoRaWAN notée d peut-être calculée à partir de l’expression
de l’affaiblissement de propagation (path-loss en anglais) Lpath :
Lpath = (
4.π.f
c
)2.dn, (2.22)
où f est la fréquence utilisée, c est la célérité de la lumière et n est l’exposant des pertes
par trajet, n est égale à 2 (pour l’espace libre), 3 (pour les zones urbaines) et 6 (pour les
zones avec de nombreux obstacles).
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Ensuite, pour estimer la portée LoRaWAN, on utilise l’expression du bilan de liaison
Lbudget :
Lbudget =
PTr
SR(SF,BW )
, (2.23)
telles que PTr et SR(SF,BW ) sont, respectivement, la puissance de transmission et la
sensibilité du récepteur LoRa qui dépend du facteur d’étalement et de la bande passante.
Cette sensibilité est définie comme étant la puissance minimale reçue nécessaire pour
détecter le signal émis. Elle peut-être obtenue pour un rapport signal à bruit minimum
(Signal to Noise Ratio : SNR) égal à Eb
N0
, avec Eb l’énergie par bit utile et N0 la densité
spectrale de puissance du bruit. Soit SNR0 égal à ce minimum :
SNR0 =
Eb
N0
(2.24)
On peut écrire Eb = Sr.Tbit, telles que Sr est la puissance reçue et Tbit est la durée de
transmission d’un bit. La relation entre Tbit et Tchirp est Tbit = Tchirp.2
SF . En supposant
que Tchirp =
1
BW
, l’équation (2.24) peut-être réécrite :
SNR0 =
Sr.2
SF
NF.k.T.BW
(2.25)
En utilisant l’équation (2.25) et en faisant le calcul nécessaire, l’équation (2.26) pré-
sente l’expression de la puissance reçue :
Sr =
SNR0.N.k.T.BW
2SF
(2.26)
Ensuite, la sensibilité de l’émetteur-récepteur SX1272 peut-être définie dans l’équation
suivante [29] :
SR(SF,BW ) = SNR(SF ).N0 = SNR(SF ).NF.k.T.BW, (2.27)
avec NF, k, T et SNR(SF ), respectivement, le facteur de bruit du récepteur, la constante
de Boltzmann, la température en Kelvin et le rapport signal à bruit. En comparant les
équations (2.26) et (2.27), on peut exprimer l’expression du SNR(SF ) par l’équation
suivante :
SNR(SF ) =
SNR0
2SF
(2.28)
Pour le SX1272 le rapport SNR0 est égal à 15 dB [29].
Puis, pour avoir la portée de communication maximale d’un système LoRaWAN, on
suppose qu’il n’y a pas de gain d’antenne et on égalise les expressions de Lpath et de
Lbudget dans (2.22) et (2.23). L’équation (2.29) présente la nouvelle expression de Lpath en
fonction du facteur d’étalement SF et de la puissance de transmission PTr :
Lpath =
PTr
SR(SF,BW )
=
PTr
SNR(SF ).NF.k.T.BW
=
PTr.2
SF
SNR0.NF.k.T.BW
(2.29)
En utilisant les équations (2.22), (2.23), (2.27) et (2.29), la portée maximale LoRaWAN
notée d peut-être estimée au moyen de l’équation suivante :
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d =
(
Lpath
(4.π.f
c
)2
) 1
n
=
(
(
c
4.π.f
)2.
PTr.2
SF
SNR0.NF.k.T.BW
) 1
n
(2.30)
On remarque que cette portée est une fonction croissante du facteur d’étalement SF.
Ce qui signifie qu’il faut utiliser des valeurs élevées de SF afin d’atteindre de longues
portées avec un système LoRaWAN. Cette portée est aussi une fonction croissante de la
puissance de transmission de l’émetteur PTr.
6 Résultats numériques et discussions
Dans cette section, on commence par décrire le scénario d’application de notre modèle
de consommation d’énergie. Ensuite, les résultats de modélisation de LoRa/LoRaWAN
sont présentés. Après, on discute les performances de notre modèle énergétique en utilisant
différents modes et scénarios LoRaWAN.
6.1 Scénario d’application envisagé
Comme indiqué précédemment, la classe d’application envisagée dans cette étude est
la surveillance des ouvrages d’art tels que les ponts, les barrages et les pylônes de réseaux
électriques et télécommunications. Pour évaluer les performances de notre modèle déve-
loppé, on se place dans le cas du contrôle de mouvement des pylônes de réseaux électriques
et télécommunications. Le but de ce scénario est de mesurer les valeurs d’accélérations
du pylône afin d’éviter sa chute. Le système de mesure correspondant est présenté à la
figure 2.7. Dans ce cas, le système est alimenté par une pile de capacité égale à 950 mAh.
L’unité de détection est composée d’un accéléromètre numérique à trois axes qui permet
de mesurer le déplacement du pylône et envoie les données mesurées (valeurs de l’accéléra-
tion suivant les trois axes) à l’unité de traitement. Cette dernière récupère les mesures de
l’accélération et effectue le traitement nécessaire. Ensuite, l’émetteur-récepteur SX1272
transmet ces données traitées à la passerelle correspondante. Le tableau 2.4 présente les
paramètres principaux de cette application :
Paramètre Valeur
Nombre de symboles à transmettre 4 (32 bits)
Capacité de la pile 950 mAh
Courant de décharge de la pile 7.5× 10−3 mA
Puissance de transmission 13 dBm
Tension d’alimentation (MCU, SX1272 ) 3.3 Volts
Table 2.4 – Caractéristiques principales de l’application.
Pour résumer, le capteur connecté réalise des mesures périodiques de l’accélération.
Après la phase de détection, les données mesurées sont traitées puis envoyées au point
d’accès à l’aide du transceiver SX1272. On note que pour cette application, on transmet
4 symboles à la passerelle (3 symboles qui indiquent les valeurs d’accélération sur les trois
axes et 1 symbole qui renseigne l’utilisateur sur l’état général du système).
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Le reste du chapitre est dédié à la modélisation de la consommation d’énergie en
utilisant la classe A de la technologie LoRa/LoRaWAN. Cette modélisation prend en
compte la transmission de données avec des accusés de réception.
Figure 2.7 – Capteur connecté : système de mesure d’accélération.
6.2 Modélisation de LoRa et LoRaWAN
Dans cette partie, on présente les résultats de modélisation de la modulation LoRa et
du protocole LoRaWAN en faisant varier le facteur d’étalement SF, le taux de codage CR
et la bande passante BW. L’optimisation de ces paramètres permet de régler la consom-
mation du nœud capteur [22]. Le tableau 2.5 récapitule les caractéristiques de trois modes
LoRaWAN pouvant-être utilisés avec l’émetteur-récepteur SX1272.
Mode Caractéristique Description
Mode 1 BW = 250 kHz, SF = 12, CR = 4
5
Ce mode permet d’avoir de longues
distances de communications avec des
débits binaires moyens
Mode 2 BW = 250 kHz, SF = 10, CR = 4
5
Mode intermédiaire
Mode 3 BW = 500 kHz, SF = 7, CR = 4
5
Ce mode permet d’avoir des débits bi-
naires élevés mais avec des portées Lo-
RaWAN minimales
Table 2.5 – Différents modes de transmissions pour le transceiver SX1272.
6.2.1 Effet de SF et CR sur l’énergie consommée
En utilisant l’équation (2.15), la figure 2.8 montre l’évolution du temps de transmission
d’un paquet TPaquet en fonction de la taille de la charge utile pour différentes valeurs de
SF et de CR. Dans ce cas, la valeur de la bande passante est fixée à 500 kHz. On remarque
que le temps d’émission augmente avec l’augmentation de la valeur de SF, (figure 2.8(a)),
ce qui signifie que le nœud capteur consomme plus d’énergie pour transmettre les données
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avec des valeurs élevées de SF. L’effet du taux de codage CR sur TPaquet est présenté à
la figure 2.8(b). On note que l’augmentation du nombre de bits de codage entrâıne une
augmentation du temps de transmission du paquet, ce qui se traduit également par une
consommation plus élevée du module radio.
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Figure 2.8 – (a) Temps de transmission d’un paquet vs. charge utile pour dif-
férentes valeurs de SF ; et (b) Temps de transmission d’un paquet
vs. charge utile pour différentes valeurs de CR.
La figure 2.9(a) présente l’évolution de l’énergie par bit utile en fonction de la charge
utile pour différentes valeurs de SF. En regardant l’équation (2.21), on note que cette
énergie diminue avec l’augmentation du nombre de bits utiles. Ce résultat est illustré par
la figure 2.9(b), qui représente l’évolution de l’énergie par bit utile en fonction de SF pour
une charge utile constante (égale à 32 bits). Comme indiqué précédemment, plus la valeur
de SF est grande, plus le temps nécessaire pour envoyer un paquet est long, plus il faut
d’énergie consommée pour transmettre les données.
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Figure 2.9 – (a) Effet de la variation de la charge utile et de SF sur l’énergie
par bit utile, CR = 45 ; et (b) Évolution de l’énergie par bit utile
en fonction de SF.
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L’effet du taux de codage CR sur l’énergie par bit utile est donné à la figure 2.10.
Lorsque le taux de codage diminue (signifie qu’on augmente le nombre de bits de codage),
le temps de transmission d’un paquet et l’énergie consommée augmentent. Ces résultats
présentés aux figures 2.8-2.10 montrent que l’optimisation des paramètres LoRa tels que
SF, CR et la taille de la charge utile est un élément clé pour réduire l’énergie consommée
par le capteur communicant.
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Figure 2.10 – Effet de la variation de CR sur l’énergie par bit utile, pour SF = 7
et BW = 500 KHz.
6.2.2 Portée de communication LoRaWAN
En se basant sur l’équation (2.30), la figure 2.11 présente la puissance de transmission
nécessaire pour émettre les données en fonction de la portée de communication LoRaWAN
pour différents facteurs d’étalement SF. Dans ce contexte, on suppose que l’exposant
des pertes par trajet n est égal à 3. On note qu’avec le protocole LoRaWAN, la portée
maximale théorique pouvant-être atteinte à un niveau de puissance déterminé est obtenue
pour un facteur SF égal à 12.
De plus, en regardant la figure 2.11, avec un SF égal à 12 le nœud capteur a besoin
d’une puissance de 10 dBm pour transmettre les données à une distance de 5 km par
exemple. Cependant, pour un facteur SF égal à 7, le capteur a besoin d’une puissance de
25 dBm pour transmettre les données à la même distance de 5 km.
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Figure 2.11 – Puissance de transmission nécessaire vs. portée LoRaWAN.
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En utilisant l’équation (2.30), l’évolution de la distance de communication maximale
LoRaWAN en fonction du facteur d’étalement SF pour différentes puissances de transmis-
sion PTr, pour le SX1272, est présentée à la figure 2.12. On remarque que si SF augmente,
la portée LoRaWAN augmente. Pour une valeur constante de SF, cette distance augmente
avec l’augmentation de la puissance de transmission. En fait, pour atteindre une distance
de communication de 4 km avec SF égal à 9, on peut utiliser deux niveaux de puissance
de transmission, qui sont 17 et 20 dBm. Cependant, pour des distances de communication
élevées (supérieures à 10 km par exemple), la puissance de transmission doit être fixée à
20 dBm avec SF égal à 12.
On note que toutes ces observations sont très importantes pour la conception de notre
modèle énergétique. En effet, dans le cas de notre application, en fixant la distance de
transmission maximale et en utilisant les résultats trouvés dans les figures 2.11 et 2.12,
on peut connaitre le niveau de la puissance de sortie optimale et la valeur du facteur
d’étalement à utiliser pour cette application. En fait, il est intéressant de trouver les
valeurs de ces deux paramètres permettant de minimiser l’énergie consommée pour une
distance de transmission donnée.
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Figure 2.12 – Portée maximale LoRaWAN vs. SF.
En utilisant les équations (2.21) et (2.30), la figure 2.13 montre l’évolution de l’énergie
par bit utile en fonction de la portée maximale pour différentes charges utiles et pour
deux niveaux de puissance de transmission 7 et 13 dBm. Dans les deux cas, on remarque
que la portée maximale est toujours obtenue avec la plus grande valeur de SF = 12. En
effet, pour SF égal à 12, on peut atteindre une distance de 4 km avec une puissance de 7
dBm (Figure 2.13(a)) et 6,1 km avec une puissance égale à 13 dBm (Figure 2.13(b)). On
constate aussi que si la taille de la charge utile augmente, l’énergie par bit utile diminue
pour les valeurs élevées de SF (pour les faibles valeurs de SF, la variation de la charge utile
n’a pas trop d’effet sur l’énergie par bit utile). Ensuite, pour atteindre une distance de 3
km avec une charge utile égale à 4 octets, on doit fixer SF égale à 11 avec une puissance
de transmission de 7 dBm. Dans ce cas, le capteur consomme 0,21 mJ/bit. Cependant,
avec une puissance de transmission de 13 dBm, nous pouvons utiliser SF égal à 9 pour
atteindre la même distance de 3 km avec une consommation d’énergie de 0,08 mJ/bit.
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Figure 2.13 – (a) Ebit vs. Portée LoRaWAN pour différentes charges utiles (PTr
= 7 dBm) ; et (b) Ebit vs. Portée LoRaWAN pour différentes
charges utiles (PTr = 13 dBm).
Pour conclure, en utilisant les résultats trouvés aux figures 2.11-2.13, on constate qu’il
existe un compromis entre la portée de communication LoRaWAN, le facteur d’étalement
SF et la puissance de transmission PTr. Dans ce cas, l’augmentation de la puissance de
transmission est plus intéressante en termes d’énergie consommée que l’augmentation du
facteur d’étalement. Ce constat est essentiel pour la suite des travaux, car on peut se référer
à ces résultats pour trouver les valeurs optimales des paramètres LoRa/LoRaWAN. Ces
valeurs permettent ensuite d’optimiser la consommation énergétique du capteur sans fil
et prolonger sa durée de vie.
6.2.3 Résultats de consommation d’énergie
Dans cette partie, on évalue les performances du modèle de consommation d’énergie
développé en utilisant le mode 3 du protocole LoRaWAN (Tableau 2.5) car la portée de
communication fournie par ce mode est suffisante pour notre cas d’application. De plus, ce
mode permet d’économiser l’utilisation de la pile. Ainsi, pour valider le modèle développé,
on propose le scénario suivant :
Le capteur communicant réalise des mesures périodiques de l’accélération et transmet
les données mesurées toutes les 30s. On note que la fréquence de fonctionnement du mi-
crocontrôleur dans cette étude est égale à 4 MHz. Le tableau 2.6 indique les paramètres
principaux utilisés pour le modèle. Ces paramètres de puissance et de durée sont don-
nés dans les fiches techniques de l’accéléromètre numérique BMA220, du microcontrôleur
STM32L073 et du transceiver SX1272 [29,32-33].
Tâche Durée (ms) Puissance consommée (mW)
Unité de mesure (BMA220 ) 25 10.5
Unité de transmission (SX1272 ) 6.5 92.4
Unité de réception (SX1272 ) 2.75 33
MCU STM32L073 (4 MHz) 33.5 1.8
Table 2.6 – Caractéristiques des tâches principales du nœud capteur.
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La figure 2.14 décrit trois scénarios de fonctionnement possibles du capteur sans fil en
utilisant la classe A du protocole LoRaWAN :
— Scénario 1 : il consiste à transmettre les données mesurées à la passerelle sans recevoir
les deux accusés de réception RX1 et RX2.
— Scénario 2 : pour ce scénario, on transmet les données de l’accélération et on reçoit
le premier message RX1 sans recevoir le deuxième message RX2.
— Scénario 3 : il consiste à transmettre les données mesurées et à démoduler le message
RX1 (on suppose que RX1 contient des erreurs de transmission). Dans ce cas, le
capteur communicant doit démoduler le message RX2 pour s’assurer de la bonne
transmission des données mesurées.
Figure 2.14 – Scénarios proposés (classes A LoRaWAN).
6.2.4 Énergie consommée : Scénario 1
La figure 2.15 présente la quantité de l’énergie consommée pour chaque tâche du cap-
teur communicant. Comme indiqué précédemment, les principaux consommateurs d’éner-
gie sont le microcontrôleur (EMCU = 0,061 mJ), l’unité capteur (Em = 0,26 mJ) et l’unité
radio (ETr = 0,59 mJ). On note que le bloc émetteur-récepteur LoRa/LoRaWAN est le
principal consommateur d’énergie dans le nœud capteur.
Dans ce premier cas (émission d’une trame sans réception d’accusés de réception), la
trame de données doit être retransmise par le capteur sans fil. Comme indiqué dans la
référence [34], si l’accusé de réception est perdu pour une raison quelconque, la technologie
LoRa/LoRaWAN permet de retransmettre la trame huit fois au maximum.
La figure 2.16 montre l’évolution de la durée de vie de la pile en fonction de la période
de mesure. Avec une capacité de 950 mAh et une tension d’alimentation au niveau de
3,3 V, l’autonomie du capteur communicant est estimée à 5 ans, 1 mois et 24 jours (61,8
mois) lorsque la période de mesure est égale à 30s.
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Figure 2.15 – Énergie consommée par le nœud capteur : scénario 1.
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Figure 2.16 – Autonomie du nœud capteur : scénario 1.
6.2.5 Énergie consommée : Scénario 2
Pour ce scénario, on suppose que le capteur communicant transmet les données me-
surées à la passerelle, puis il reçoit le premier accusé de réception RX1 pour confirmer la
bonne transmission de données (dans ce cas, le nœud capteur ne démodule pas le deuxième
accusé de réception RX2).
La consommation d’énergie du capteur communicant est donnée à la figure 2.17.
Comme on peut le constater, la différence par rapport au scénario 1 réside dans l’énergie
dissipée par le récepteur LoRa/LoRaWAN (avec ER = 0,27 mJ) et par l’unité MCU qui
reste active pendant le temps de réception du message RX1.
6 Résultats numériques et discussions 45
1 2 3 4 5 6 7
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
E
n
e
rg
ie
 c
o
n
s
o
m
m
é
e
 (
m
J
)
Différentes tâches du noeud capteur 
RX1:
0.27 mJ
Réveil du 
système:
1.8 µJ
Unité de 
mesure:
0.26 mJ
Traitement 
de données:
1.8 µJ
Réveil du 
transceiver:
2 µJ
 
Unité radio 
(LoRa):
0.59 mJ
Unité
MCU:
0.073 mJ
Figure 2.17 – Énergie consommée par le nœud capteur : scénario 2.
La figure 2.18 présente la durée de vie du nœud capteur en utilisant les mêmes carac-
téristiques de la pile (la capacité est égale à 950 mAh et la tension d’alimentation est au
niveau de 3,3 V). L’autonomie du capteur est estimée à 4 ans, 6 mois et 12 jours (54,4
mois) pour la même période de mesure de 30s, soit 7,4 mois de moins que le scénario 1
(c’est-à-dire qu’on a une perte égale à 12 % de la durée de vie de la source d’alimentation
par rapport au scénario 1).
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Figure 2.18 – Autonomie du nœud capteur : scénario 2.
6.2.6 Énergie consommée : Scénario 3
Pour ce scénario, le capteur communicant transmet les données de l’accélération à la
station de base et reçoit le premier accusé de réception RX1 qui contient des erreurs de
transmission par exemple. Le nœud capteur doit alors recevoir et démoduler le deuxième
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accusé de réception RX2 pour vérifier la bonne transmission de données (ce qui signifie
qu’il consomme plus d’énergie que le scénario 2).
L’énergie dissipée par le capteur communicant dans ce cas est donnée à la figure 2.19.
On remarque que l’énergie consommée par le récepteur LoRa/LoRaWAN est le double de
celle donnée dans le scénario 2 (ER = 0,54 mJ).
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Figure 2.19 – Énergie consommée par le nœud capteur : scénario 3.
La durée de vie du nœud capteur pour ce scénario est donnée à la figure 2.20. L’autono-
mie du nœud est estimée à 4 ans et 21 jours (48,7 mois) pour ce cas de figure (c’est-à-dire
qu’on a une perte égale à 22,2 % de la vie du système par rapport au scénario 1).
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Figure 2.20 – Autonomie du nœud capteur : scénario 3.
6.2.7 Comparaison entre les scénarios proposés
Le tableau 2.7 présente les résultats de comparaison entre les trois scénarios proposés.
On constate que la durée de vie du capteur communicant dans le cas du scénario 1 est
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supérieure à celle des scénarios 2 et 3. Ces résultats montrent le coût de la consommation
énergétique lié à la réception d’un message (un accusé de réception par exemple) de la
part de la station de base.
Scénario Différentes caractéristiques Consommation d’éner-
gie, unité RF (mJ)
Autonomie
(mois)
Scénario 1 TX ; RX1 et RX2 not done ETr = 0.59 ; ER = 0 61.8
Scénario 2 TX ; RX1 done ; RX2 not done ETr = 0.59 ; ER = 0.27 54.4
Scénario 3 TX ; RX1 not done ; RX2 done ETr = 0.59 ; ER = 0.54 48.7
Table 2.7 – Comparaison entre les différents scénarios.
L’équation (2.31) montre l’expression de l’énergie totale consommée Etotale en fonction
de la probabilité d’obtenir le scénario 3 notée p :
Etotale = (1− p).Escenario2 + p.Escenario3, (2.31)
telles que Escenario2 et Escenario3 sont, respectivement, les énergies totales consommées pour
les scénarios 2 et 3.
En utilisant les résultats obtenus dans les sections 6.2.5 et 6.2.6, l’autonomie du capteur
sans fil en fonction de la probabilité p est donnée à la figure 2.21. On voit bien que la
durée de vie du capteur diminue de 54,4 mois lorsque p = 0 (probabilité d’avoir le scénario
2) à 48,7 mois lorsque p = 1 (probabilité d’avoir le scénario 3).
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Figure 2.21 – Durée de vie de la pile vs. probabilité d’obtenir le scénario 3.
On note que dans le cas idéal (transmission de données mesurées avec accusé de ré-
ception et sans erreurs de transmission), le scénario 2 est le plus fréquent (ce qui signifie
que la probabilité p est proche de 0). Ainsi, le scénario 2 est sélectionné pour le reste de
cette étude.
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6.3 Effet du mode LoRaWAN sur l’autonomie du capteur
Le tableau 2.8 montre l’effet de différents modes LoRaWAN sur l’autonomie du capteur
communicant. Comme défini dans le tableau 2.5, le mode 3 permet d’avoir des portées
LoRaWAN minimales avec des débits binaires élevés. Ce mode est utilisé dans le cas où
l’utilisateur dispose de la passerelle (transmission de données à l’échelle d’un bâtiment).
On remarque que le mode 3 a un impact minimal sur la vie du système communicant
(l’autonomie du nœud capteur peut atteindre 4 ans, 6 mois et 12 jours).
Cependant, pour transmettre l’information à des distances très élevées (le cas où on
doit passer par une passerelle qui est installée chez un opérateur de télécommunications),
l’utilisateur doit utiliser le mode 1. Ce mode donne la durée de vie la plus courte du
système (2 mois et 6 jours) en raison de la valeur élevée de SF (le capteur communicant
consomme trop d’énergie dans ce cas).
Mode Énergie totale consommée par
transmission (mJ)
Autonomie du nœud capteur
(mois)
Mode 1 115 2.2 (2 mois et 6 jours)
Mode 2 14.7 8.2 (8 mois et 6 jours)
Mode 3 1.2 54.4 (4 ans, 6 mois et 12 jours)
Table 2.8 – Comparaison entre différents modes LoRaWAN (en utilisant le scé-
nario 2).
Pour résumer les résultats précédents, on utilise le tableau 2.9 qui présente la durée de
vie du capteur communicant (en mois) en utilisant les trois scénarios de fonctionnement
(figure 2.14) et les trois modes de transmission LoRa/LoRaWAN (tableau 2.4).
Mode/scénario Scénario 1 Scénario 2 Scénario 3
Mode 1 3.2 2.2 1.6
Mode 2 11 8.2 6.3
Mode 3 61.8 54.4 48.5
Table 2.9 – Autonomie du système communicant (en mois) en utilisant diffé-
rents scénarios et modes de transmission LoRa/LoRaWAN.
Dans un premier temps, on remarque que le scénario 1 donne les durées de vie les plus
élevées par rapport aux autres scénarios en utilisant les trois modes de transmission. Cela
est expliqué par la non-réception d’un accusé de réception en utilisant ce scénario, ce qui
minimise la quantité d’énergie totale consommée et permet d’augmenter l’autonomie du
système. Ce scénario n’est pas réaliste car, en utilisant la classe A, le capteur communicant
doit recevoir au moins un accusé de réception de la part de la passerelle pour s’assurer de
la bonne transmission des données envoyées.
Ensuite, on voit bien que le scénario 2 (transmission d’un message avec réception d’un
seul accusé de réception RX1) permet d’obtenir des durées de vie plus élevées par rapport
au scénario 3 (transmission d’un message avec réception de deux accusés de réception
RX1 et RX2) en utilisant les trois modes de transmission.
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6.4 Effet de la fréquence du microcontrôleur sur la vie du cap-
teur
Pour montrer l’effet de la fréquence de fonctionnement du microcontrôleur fMCU sur
l’autonomie du nœud capteur, regardons la figure 2.22. On rappelle que la tension d’ali-
mentation est égale à 3,3V dans ce cas. On note que la consommation d’énergie du capteur
sans fil dépend de la vitesse du microcontrôleur (elle augmente avec la fréquence). En fait,
plus la fréquence du microcontrôleur est élevée, plus le temps de traitement est court
(c’est-à-dire que le temps de traitement Tproc(fMCU) diminue) ce qui entrâıne la dimi-
nution de la durée de fonctionnement du microcontrôleur TMCU(fMCU). Cependant, le
niveau de la puissance dissipée par le MCU notée PON(fMCU) augmente plus propor-
tionnellement à la fréquence. Par conséquent, l’énergie totale consommée par l’unité de
traitement augmente avec l’augmentation de la fréquence du MCU. Dans ce contexte, la
durée de vie du capteur diminue.
1 2 3
0
0.5
1
1.5
2
E
n
e
rg
ie
 t
o
ta
le
 c
o
n
s
o
m
m
é
e
 
(m
J
)
(a)
1 2 3
0
25
50
D
u
ré
e
 d
e
 v
ie
 
d
u
 c
a
p
te
u
r
 (
m
o
is
) 
  
 
(b)
4 MHz
4 MHz
8 MHz
8 MHz
32 MHz
32 MHz
Figure 2.22 – Effet de la fréquence du MCU sur la durée de vie du nœud capteur
(Mode 3, Scénario 2).
7 Conclusion
Dans ce chapitre, nous avons présenté un modèle de consommation d’énergie pour
les nœuds capteurs en utilisant la technologie LoRa/LoRaWAN. Ce modèle, qui est basé
sur la classe A, est validé par différents modes et scénarios LoRaWAN pour une classe
d’application dédiée à l’IoT. En effet, pour évaluer la consommation d’énergie du nœud
capteur, nous avons proposé trois scénarios LoRaWAN. Nous avons conclu par la suite
que la réception d’un accusé de réception consomme une quantité considérable d’énergie,
ce qui réduit la durée de vie du capteur. Ensuite, le modèle d’énergie proposé est évalué en
utilisant différents modes LoRaWAN. Le mode à utiliser doit être bien choisi suivant les
contraintes applicatives afin de minimiser l’énergie dissipée par le capteur communicant.
Le modèle développé permet également d’étudier l’impact des choix matériels et logi-
ciels sur l’autonomie des capteurs communicants. Nous avons montré à travers les résultats
numériques que l’énergie consommée change avec différents paramètres LoRa/LoRaWAN
50
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tels que le facteur d’étalement, le taux de codage, la charge utile et la bande passante.
L’optimisation de ces paramètres est vitale pour réduire la consommation d’énergie du
capteur.
Ensuite, nous avons montré à travers ce chapitre que la fréquence de fonctionnement
du microcontrôleur joue un rôle important dans l’optimisation de la durée de vie du
nœud capteur. L’augmentation de la fréquence du microcontrôleur cause la diminution de
l’énergie consommée, ce qui réduit l’autonomie du nœud capteur.
Puis, les travaux d’optimisation énergétique ont aboutit a un compromis entre la portée
de communication, le facteur d’étalement et la puissance de transmission. Cette étude
d’optimisation est très intéressante pour choisir et configurer les paramètres LoRa. En
fait, dans notre cas d’application, l’augmentation de la puissance de transmission est plus
intéressante en termes d’énergie consommée par bit utile que l’augmentation du facteur
d’étalement.
Enfin, pour appliquer le modèle énergétique proposé, nous avons développé un capteur
connecté pour les applications IoT. Cette étude traite une application spécifique dédiée à
la surveillance des pylônes de réseaux électriques et télécommunications. Le modèle dé-
veloppé permet d’estimer la quantité d’énergie consommée ainsi que la durée de vie du
système communicant. Nous avons montré que cette durée de vie est limitée à quelques
années voire même quelques mois suivant le scénario et le mode de transmisison utilisé.
Pour remédier à ce problème de limitation de vies des nœuds capteurs, nous allons envi-
sager un système de récupération et de gestion multi-sources d’énergie dans le reste de ce
rapport.
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Chapitre 3
Récupération d’énergie solaire pour
les capteurs communicants
1 Introduction
Dans ce chapitre, nous présentons les différents aspects de la récupération d’énergie
solaire pour alimenter les capteurs communicants. Nous commençons, dans la première
partie, par rappeler les différentes technologies de conversion d’énergie solaire. Nous décri-
vons ensuite le principe de fonctionnement d’une cellule solaire en expliquant brièvement le
phénomène photovoltäıque et l’influence sur ses caractéristiques de différents paramètres
tels que la température et l’éclairement. Puis, nous décrivons les différentes performances
d’un panneau solaire (ou générateur photovoltäıque) à savoir l’influence de la mise en
série et en parallèle des cellules photovoltäıques sur les paramètres courant-tension et
puissance-tension du panneau.
Dans la deuxième partie du chapitre, on s’intéresse à la modélisation du panneau solaire
puis à celle de l’éclairement. En effet, il s’agit de modéliser et d’estimer la quantité d’éner-
gie solaire récupérée à travers la caractérisation des modules solaires photovoltäıques. Il
est également nécessaire de connâıtre l’énergie incidente. Nous avons alors basé nos mo-
dèles de caractérisation sur des bases de données qui montrent l’évolution de l’éclairement
en fonction du temps dans différentes régions françaises. Les modèles développés sont en-
suite validés par des simulations et des mesures d’énergie solaire. L’énergie récupérée est
adaptée par des convertisseurs DC/DC pour être stockée dans des super-capacités ou des
batteries.
2 Généralités
2.1 Besoin d’énergie solaire pour les capteurs communicants
Au cours des dernières décennies, la réduction de la consommation énergétique des
objets connectés est devenue un élément clé dans le domaine de l’IoT. Cela a pour but de
fournir suffisamment d’énergie aux systèmes communicants afin de prolonger leur durée
de vie [1]. Afin de s’affranchir de l’utilisation des batteries, qui ont une durée de vie limitée
et qui sont sources de pollution, la technologie des réseaux de capteurs sans fil exploite les
avantages offerts par la récupération d’énergie sous différentes formes (solaire, éolienne,
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thermique et vibratoire) [2-3]. En effet, lorsqu’une batterie ou une pile est déchargée, elle
est soit rechargée (dans ce cas le coût de la maintenance est élevé), soit jetée pour un
certains nombre d’applications ce qui cause la pollution de l’environnement.
Pour toutes ces raisons, la récupération d’énergie constitue une solution efficace pour
réaliser l’autonomie des systèmes sans fil. Cette solution permet d’élargir l’utilisation de
ces systèmes autonomes dans de nombreux domaines d’applications. Notre projet s’ins-
crit dans le cadre de la récupération d’énergie multi-sources (solaire et éolienne) pour
avoir un capteur communicant autonome en énergie à déployer dans différents contextes
d’applications.
2.2 Historique de la cellule photovoltäıque
L’effet photovoltäıque a été découvert en 1839 par Alexandre Edmond Becquerel,
ensuite c’est seulement environ un siècle plus tard, en 1916, que Robert Millikan est
le premier à produire de l’électricité à travers l’utilisation d’une cellule solaire [4]. Mais
cette découverte n’est à l’époque qu’anecdotique vu le rendement énergétique assez faible
pour transformer la lumière du soleil en énergie. C’est l’industrie spatiale qui a remis la
technologie au-devant de la scène, dans les années 50 où les panneaux solaires étaient le
seul moyen non nucléaire pour alimenter les satellites [5].
Après, le choc pétrolier dans les années 70, la découverte de la méthode pour trouver le
MPPT (Maximum Power Point Tracker) ainsi que les efforts technologiques pour réduire le
coût des panneaux solaires ont favorisé la commercialisation de cette énergie renouvelable
et l’évolution des recherches dans ce domaine. C’est en 1973 que la première maison
alimentée par des panneaux solaires est construite [6].
De nos jours, des centrales solaires sont en construction dans le monde entier, la
production d’énergie solaire constitue un défi de grande importance pour les années à
venir. On note également l’utilisation de cette énergie dans différents domaines tels que
celui des réseaux de capteurs où des recherches approfondies et avancées sont en train de
se développer [7-8]. Ces recherches ont pour but d’alimenter les capteurs communicants
afin de prolonger leur durée de vie et de s’affranchir de l’utilisation des batteries qui sont
sources de pollution.
2.3 Énergie solaire : c’est quoi ?
L’énergie solaire photovoltäıque résulte de la transformation directe de la lumière en
énergie électrique aux moyens des cellules généralement à base de silicium cristallin [8]. Le
mot ”photovoltäıque” vient du grecque, il est composé de ”Photo” qui signifie lumière et de
”Voltäıque” qui tire son origine du nom du physicien italien Alessandro Volta (1754 -1827)
qui a contribué à la découverte de l’électricité [9]. Le photovoltäıque indique littérairement
”la lumière et l’électricité” c’est-à-dire avoir de l’électricité à partir de la lumière.
Le phénomène de conversion de la lumière en électricité, appelé effet photovoltäıque,
peut s’effectuer par le biais d’un capteur solaire. Un tel capteur est composé d’un ensemble
de cellules dites cellules photovoltäıques [10].
La quantité d’énergie électrique ainsi produite peut varier en fonction du matériau
utilisé et des paramètres géométriques du capteur [11]. L’association possible de plusieurs
cellules en série et/ou en parallèle permet d’adapter les caractéristiques de l’énergie pho-
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tovoltäıque à la demande. Ces associations constituent un générateur photovoltäıque (ou
panneau solaire) avec des caractéristiques courant-tension spécifiques qui présentent des
points de puissance maximale.
Les caractéristiques du module solaire dépendent du niveau d’éclairement solaire (ou
ensoleillement) et de la température de la cellule qui constitue le panneau. Afin d’obtenir
le maximum de la puissance récupérée, on utilise le contrôleur de puissance MPPT qui
peut fonctionner selon le principe de perturbation et d’observation [13].
2.4 Différentes technologies de conversion d’énergie solaire
Pour choisir la technologie adéquate aux besoins de notre projet, nous présentons dans
cette partie un état de l’art des différentes technologies de conversion d’énergie solaire. En
fait, il existe trois façons d’exploiter l’énergie solaire à savoir le solaire thermodynamique,
le solaire thermique et le solaire photovoltäıque [14].
2.4.1 Énergie solaire thermodynamique
L’énergie solaire à concentration thermodynamique est une technologie qui utilise des
miroirs permettant de concentrer l’énergie solaire vers un tube contenant du fluide qui
s’échauffe jusqu’à une température égale à 500 ◦C (figure 3.1). La chaleur obtenue est
transférée ensuite à un circuit d’eau et la vapeur produite actionne une turbine couplée
à un alternateur qui produit de l’électricité [15]. L’avantage de cette technologie provient
du fait que la chaleur produite peut-être stockée, ce qui permet aux centrales solaires de
produire de l’électricité pendant la nuit [16].
Figure 3.1 – Modules solaires thermodynamiques, structure parabolique.
2.4.2 Énergie solaire thermique
Le principe de l’énergie thermique consiste à transformer le rayonnement solaire en
énergie thermique grâce à un fluide qui circule dans des panneaux exposés au soleil (fi-
gure 3.2). Cette forme de conversion d’énergie est dite directe dans le cas de chauffage
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de l’eau sanitaire. Par contre, pour avoir l’électricité, il faut utiliser des générateurs qui
convertissent l’énergie thermique obtenue en énergie électrique [14-17].
Figure 3.2 – Exemples de modules solaires thermiques.
2.4.3 Énergie solaire photovoltäıque
Contrairement à l’énergie solaire thermique qui utilise le soleil comme une source de
chaleur, l’énergie solaire photovoltäıque utilise le soleil comme une source de lumière en
transformant l’énergie des photons arrivant à la surface de la terre en énergie électrique
[14-17]. La lumière solaire (ou les photons) transmet son énergie aux électrons contenus
dans le semi-conducteur qui constitue la cellule photovoltäıque. Cette transformation qui
s’effectue en silence (sans bruit), sans pollution et sans combustible permet d’obtenir
l’électricité pour satisfaire les besoins énergétiques des capteurs communicants.
C’est pourquoi la première source d’énergie envisagée pour alimenter le nœud capteur
est l’énergie solaire photovoltäıque. Dans la suite de ce chapitre, nous présentons les
différentes caractéristiques de l’énergie solaire photovoltäıque, ainsi que toute une nouvelle
démarche détaillée permettant de caractériser l’énergie solaire récupérée.
3 Énergie solaire photovoltäıque : principe et carac-
téristiques
3.1 Effet photovoltäıque
Le rayonnement émis par le soleil est un ensemble de photons qui transportent de
l’énergie [8]. Ces photons sont absorbés par la cellule solaire, qui génère en réponse une
tension électrique dépendante des caractéristiques suivantes :
— c : Célérité de la lumière.
— λ : Longueur d’onde.
— h : Constante de Planck.
Puisque h et c sont des constantes alors l’énergie transportée par un photon est inver-
sement proportionnelle à sa longueur d’onde (équation 3.1) :
Eph =
h.c
λ
(3.1)
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En absorbant les photons, les cellules solaires produisent des électrons et des trous
qui sont porteurs de charge. Ce déplacement d’électrons et de trous crée une différence de
potentiel aux deux bornes du module photovoltäıque, ce qui permet de générer l’électricité
(cela devient assimilable à une pile) [8-10].
3.2 Fonctionnement de la cellule photovoltäıque
L’effet photovoltäıque est un phénomène physique propre lié aux matériaux semi-
conducteurs. Le fonctionnement d’une cellule photovoltäıque est ainsi basé sur les pro-
priétés électroniques acquises principalement par le silicium dopé par des atomes étran-
gers (des impuretés). Si l’atome d’impureté contient plus d’électrons que le silicium (le
matériau contiendra des électrons libres en excès), il est alors dit de type N [18]. Si au
contraire, l’atome d’impureté contient moins d’électrons que le silicium, le matériau est
déficitaire en électrons et il est dit de type P.
La fabrication des cellules s’effectue à partir de lingots de silicium. Ces lingots sont
découpés en couches fines de type P ou N. Une cellule solaire est alors composée d’une
jonction de deux zones de type opposé (appelée jonction PN). Au niveau de la jonction
apparâıt un champ électrique qui maintient la séparation des charges positives et négatives
[19]. La cellule comporte ensuite des contacts métalliques (contacts avant et arrière) en
formes de grille (figure 3.3) :
Figure 3.3 – Schéma représentatif d’une cellule solaire.
3.3 Influence de la température et de l’éclairement sur la cellule
3.3.1 Influence de la température
La température est un paramètre important dans le comportement des cellules solaires
[4]. En effet, si la température de la cellule augmente, le courant circulant dans tout
le module reste invariable. Cependant, cette augmentation de température engendre la
diminution de la tension du circuit-ouvert Vco. Cette augmentation de température se
traduit donc par la diminution de la puissance maximale disponible [20].
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La figure 3.4 présente l’effet de variation de la température sur les caractéristiques
d’une cellule solaire pour un éclairement égal à 1000 W/m2 :
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Figure 3.4 – Influence de la température sur les caractéristiques de la cellule.
3.3.2 Influence de l’éclairement
Le courant généré par la cellule solaire est proportionnel à l’ensoleillement [14, 21].
La figure 3.5 présente la caractéristique courant-tension d’une cellule photovoltäıque à
une température maintenue constante et sous diverses valeurs d’ensoleillement. On a alors
pour chacune des valeurs du flux lumineux une valeur de puissance électrique maximale
que pourrait fournir la cellule solaire. On note aussi que si l’éclairement augmente la
tension du circuit-ouvert augmente légèrement [22].
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Figure 3.5 – Influence de l’éclairement sur les caractéristiques de la cellule.
3.4 Performances et caractéristiques des panneaux solaires
3.4.1 Définition
Le panneau solaire est un ensemble d’éléments mis en place afin d’exploiter l’énergie
photovoltäıque pour satisfaire les besoins énergétiques des utilisateurs [18]. En fonction
de la puissance désirée pour les différentes applications, les modules photovoltäıques (en-
sembles de cellules) peuvent-être assemblés en panneaux solaires, voire même en champs
photovoltäıques (figure 3.6).
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Figure 3.6 – Le passage d’une cellule à un champ de panneau solaire.
En se basant sur cette figure, un module photovoltäıque est défini comme étant un
ensemble de cellules élémentaires montées en série et/ou en parallèle [19]. Le panneau
solaire est constitué à son tour par un ou plusieurs modules solaires. En effet, en associant
les cellules en série (somme des tensions de chaque cellule) ou en parallèle (somme des
intensités de chaque cellule), on peut constituer un générateur photovoltäıque selon les
besoins de l’application visée [18-19].
Pour un nombre Ns de cellules en série et un nombre Np de cellules en parallèle, la
puissance disponible en sortie d’un panneau solaire est donnée par l’équation (3.2) :
Ppv = Ns.V.Np.I, (3.2)
tels que :
— Ppv : Puissance obtenue à la sortie du panneau solaire
— V : Tension de sortie d’une cellule solaire
— I : Courant de sortie d’une cellule solaire
3.4.2 Zones de fonctionnement du panneau solaire
Les caractéristiques électriques d’un panneau solaire constitué de plusieurs cellules
ont généralement la même forme que celles d’une cellule élémentaire (dans les mêmes
conditions d’éclairement et de température) [14]. Par exemple la caractéristique courant-
tension I − V d’un module photovoltäıque dans les conditions normales de température
(25 ◦C) et d’éclairement (1000 W/m2) est présentée par la figure 3.7 :
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Figure 3.7 – Caractéristique courant-tension d’un panneau solaire ; Zones de
fonctionnement.
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À l’aide de cette figure, on peut déterminer les différentes zones de fonctionnement
du panneau solaire. Nous pouvons ainsi décomposer la caractéristique I − V en 3 parties
principales :
+ Zone 1 : C’est la zone où le panneau solaire joue le rôle d’un générateur de courant
Icc.
+ Zone 2 : Le panneau solaire joue le rôle d’un générateur de tension Vco.
+ Zone 3 : C’est la zone où se place le point de fonctionnement à puissance optimale
(où on peut récupérer le maximum d’énergie).
3.4.3 Influence de l’association des cellules en série
Comme indiqué précédemment, une association de Ns cellules en série permet d’aug-
menter la tension du panneau solaire (figure 3.8). Dans ce cas, les cellules sont traversées
par le même courant, alors que la tension est obtenue par addition des tensions élémen-
taires de chaque cellule [18, 23]. L’équation (3.3) montre le résultat d’une association de
Ns cellules en série :
Vco(panneau) = Ns.Vco(cellule) (3.3)
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Figure 3.8 – Influence de l’association des cellules en série.
Ce système d’association est le plus utilisé pour les modules photovoltäıques indus-
triels. En effet, comme la surface des cellules devient de plus en plus importante, le courant
produit par une seule cellule augmente régulièrement au fur et à mesure de l’évolution
technologique des semi-conducteurs, alors que sa tension reste toujours assez faible [24].
L’association en série permet donc d’augmenter cette tension et d’accrôıtre la puissance
optimale du panneau solaire.
3.4.4 Influence de l’association en parallèle
L’association en parallèle d’un nombre Np de cellules permet d’accrôıtre le courant de
sortie du panneau solaire [18, 25]. Un groupement de cellules identiques connectées en
parallèle donne la même tension de sortie, la caractéristique résultante de l’ensemble est
obtenue par l’addition des courants (figure 3.9). L’équation (3.4) montre les caractéris-
tiques électriques d’une association de Np cellules en parallèle :
Icc(panneau) = Np.Icc(cellule) (3.4)
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Figure 3.9 – Influence de l’association des cellules en parallèle.
3.4.5 Influence de l’association mixte
Pour obtenir un panneau solaire ayant un courant de sortie plus intense avec une ten-
sion plus élevée, on associe électriquement en série puis en parallèle plusieurs modules
de caractéristiques identiques. La puissance de sortie du panneau sera ainsi maximale si
chaque cellule fonctionne à sa puissance maximale Pmax [23-25]. Dans la suite du cha-
pitre, afin d’avoir une tension de travail égale à 3.3 V (tension nécessaire pour alimenter
le capteur communicant), nous utilisons la configuration présentée dans la section 3.4.3
(c’est-à-dire que le panneau solaire est composé d’un nombre Ns de cellules en série avec
un nombre Np égale à 1).
4 Modélisation de l’énergie solaire
Dans cette partie, on s’intéresse à la caractérisation de la récupération d’énergie so-
laire à travers la modélisation d’un module solaire qui se compose d’un ensemble de Ns
cellules en série (le nombre de cellule en parallèle Np est égal à 1). Nous commençons tout
d’abord par la présentation des différents modèles de panneaux solaires existants dans
la littérature. Nous présentons ensuite notre modèle proposé pour alimenter le capteur
communicant et déterminer son autonomie énergétique. Le modèle développé est ensuite
validé par différentes simulations et mesures.
4.1 Modèles existants
Dans la littérature [14, 26-27], modéliser électriquement un panneau solaire revient à
modéliser le comportement des cellules photovoltäıques qui le composent. Cette modéli-
sation passe nécessairement par un choix judicieux des modèles électriques qui présentent
les différents éléments de la cellule. Le modèle de la cellule obtenu est ensuite généralisé
afin d’avoir le modèle souhaité du panneau solaire.
Plusieurs modèles mathématiques de générateur photovoltäıque ont été développés
pour représenter son comportement non linéaire [14, 26]. Ces modèles se différencient entre
eux par les procédures mathématiques et le nombre de paramètres utilisés pour le calcul
des caractéristiques du module photovoltäıque. Cependant, tous les modèles proposés se
basent sur l’utilisation de l’équation de Shockley :
Id = Isat.(exp(
Vd
VT
)− 1), (3.5)
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avec :
— Id : Courant circulant dans la diode.
— Isat : Courant de saturation inverse de la diode.
— Vd : Potentiel aux bornes de la diode.
— VT : Potentiel thermodynamique ( VT =
nKT
q
),
tels que n, K, T et q sont respectivement le facteur d’idéalité de la diode, la constante de
Boltzmann, la température de la jonction PN et la charge de l’électron.
4.1.1 Modèle de cellule à trois paramètres
Pour ce premier cas, la cellule solaire est décrite d’une manière simple comme une
source idéale de courant qui débite un courant noté Iph proportionnel à l’ensoleillement
(figure 3.10). Cette source est mise en parallèle avec une diode qui correspond à la jonction
PN de la cellule décrite dans le paragraphe 3.2 [14, 27].
Figure 3.10 – Modèle à trois paramètres.
Dans ce cas, la caractéristique courant-tension (Ipv − Vpv) du module photovoltäıque
est donnée par la relation suivante :
Ipv = Iph − Isat.(exp(
Vpv
Ns.VT
)− 1), (3.6)
Les trois paramètres de ce modèle sont respectivement le photo-courant de la cellule Iph,
le courant de saturation de la diode Isat et le nombre de cellules en série Ns. Ce modèle
reste théorique car il ne prend pas en compte le comportement de la cellule photovoltäıque
dans les conditions réelles (non prise en compte des pertes de tension et du courant de
fuite) [27].
4.1.2 Modèle de cellule à quatre paramètres
Ce modèle est largement utilisé car il traite la cellule photovoltäıque comme étant une
source de courant qui est dépendante de l’ensoleillement. Une telle source est connectée
en parallèle avec une diode qui modélise la jonction PN et en série avec une résistance
Rs (figure 3.11) [14, 28].
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Figure 3.11 – Modèle à quatre paramètres.
L’équation (3.7) présente la caractéristique courant-tension (Ipv − Vpv) du module
solaire, dont les quatre paramètres sont respectivement le photo-courant Iph, le courant
de saturation de la diode Isat, la résistance en série Rs et le nombre de cellule en série Ns :
Ipv = Iph − Isat.(exp(
Vpv
Ns.VT
+
Rs.Ipv
VT
)− 1) (3.7)
4.1.3 Modèle de cellule à cinq paramètres
Pour ce modèle, qui est connu sous le nom de L5P (Lumped, 1 Mechanism, 5 Pa-
rameters), le circuit électrique de la cellule photovoltäıque se compose d’une source de
courant qui modélise l’ensoleillement et d’une résistance shunt Rsh ainsi qu’une résistance
en série Rs pour modéliser les pertes (figure 3.12). Le modèle fait donc intervenir les cinq
paramètres suivants : les deux courants Iph et Isat, les deux résistances Rs et Rsh et le
nombre de cellule en série Ns, [14, 29].
Figure 3.12 – Modèle à cinq paramètres.
Dans ce cas, l’équation caractéristique du module photovoltäıque est déduite d’une
manière directe à partir des deux lois de Kirchhoff et de Shockley :
Ipv = Iph − Isat.(exp(
Vpv
Ns.VT
+
Rs.Ipv
VT
)− 1)− Vpv +Rs.Ipv
Rsh
(3.8)
Ce modèle est plus proche de la réalité car il rend compte du comportement de la
cellule photovoltäıque dans les conditions réelles par la prise en considération des pertes
de tension et du courant de fuite. En effet, la résistance en série Rs caractérise les pertes
par effet Joule dans le semi-conducteur. Quant à la résistance en parallèle Rsh, elle permet
de modéliser les pertes par re-combinaison des porteurs dues aux défauts structuraux du
matériau [29-30]. Ce dernier modèle est utilisé dans le reste du chapitre pour aboutir à
notre modèle final caractérisant l’énergie solaire pour les capteurs communicants.
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4.2 Modélisation du panneau solaire photovoltäıque
4.2.1 Modèle de la cellule photovoltäıque
En se basant sur la figure 3.12 et en utilisant les lois de Kirchhoff et de Shockley, le
courant délivré par la cellule photovoltäıque a comme expression :
I = Iph − Id − Ir, (3.9)
avec :
- Iph est le photo-courant de la cellule qui est proportionnel à l’ensoleillement E. Il est
également proportionnel au courant de court-circuit Icc, ce dernier étant atteint lorsque
l’ensoleillement E atteint la valeur maximale (1000 W/m2) [18]. On a alors :
Iph = Icc.
E
1000
(3.10)
- Id est le courant qui circule dans la diode, il s’exprime de la façon suivante :
Id = Isat.(exp(
q(V +Rs.I)
nKT
)− 1) (3.11)
Sachant que le potentiel thermodynamique VT a comme expression :
VT =
nKT
q
(3.12)
L’expression finale du courant Id peut s’écrire :
Id = Isat.(exp(
(V +Rs.I)
VT
)− 1) (3.13)
- Ir est le courant qui traverse la résistance en parallèle Rsh, il suit la formule suivante :
Ir =
Vd
Rsh
=
V +Rs.I
Rsh
(3.14)
À partir des équations (3.9), (3.10), (3.13) et (3.14), on obtient l’expression du courant
délivré par une cellule photovoltäıque en fonction de sa tension ainsi que sa caractéristique
courant-tension :
I = Icc.
E
1000
− Isat.(exp(
(V +Rs.I)
VT
)− 1)− V +Rs.I
Rsh
, (3.15)
tels que :
— I : Courant de la cellule.
— V : Tension de la cellule.
— Icc : Courant de court-circuit de la cellule.
— Isat : Courant de saturation inverse de la diode.
— VT =
nKT
q
: Potentiel thermodynamique.
— q : Charge de l’électron.
— K : Constante de Boltzmann.
— n : Facteur d’idéalité de la diode (n=1 dans le cas d’une diode idéale).
— T : Température de la jonction : en Kelvin.
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Courant de court-circuit de la cellule
Le courant de court-circuit Icc est le courant pour lequel la tension aux bornes de la
cellule est nulle. C’est la plus grande valeur de courant que la cellule peut fournir [14, 31].
En utilisant l’équation (3.15) on peut déduire l’expression du courant Icc en fonction des
différents paramètres de la cellule :
Icc = Iph − Isat.(exp(
(Rs.Icc)
VT
)− 1)− Rs.Icc
Rsh
(3.16)
Pour la plupart des cellules dont la résistance série est faible, on néglige le terme en
exponentielle devant le photo-courant Iph. On obtient alors l’expression approchée suivante
du courant de court-circuit :
Icc =
Iph
1 + Rs
Rsh
(3.17)
Tension de circuit-ouvert de la cellule
La tension de circuit-ouvert est la tension pour laquelle le courant débité par le géné-
rateur photovoltäıque est nul (c’est la tension maximale d’un générateur photovoltäıque)
[14, 32]. Cette tension est obtenue lorsque la cellule n’est pas connectée à une charge ou
lorsqu’elle est connectée à une charge infinie :
Vco = VT . ln(1 +
Iph
Isat
) (3.18)
Puissance optimale de la cellule
Cette puissance, qui s’exprime en Watts-crête, représente la puissance que peut fournir
la cellule lorsqu’elle est fermée sur sa charge nominale (optimale), sous un éclairement
standard E de 1000 W/m2 et à une température égale à 25 ◦C (figure 3.13).
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Figure 3.13 – Puissance optimale de la cellule.
Facteur de forme
Le facteur de forme (Fill Factor noté FF) est déterminé à partir de la caractéristique
courant-tension et il permet de qualifier la qualité de la cellule [31]. Ce facteur représente
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le rapport entre la puissance maximale de la cellule Pmax et le produit de puissance Icc.Vco
((3.19)). Ainsi, plus la valeur du FF est grande, plus la puissance exploitable est grande :
FF =
Pmax
Vco.Icc
=
Iopt.Vopt
Vco.Icc
(3.19)
Rendement énergétique
C’est le rapport entre la puissance électrique maximale Pmax et la puissance solaire
incidente Pin ((3.20)). Il reflète la qualité de conversion de l’énergie solaire en énergie
électrique par le panneau solaire [14, 32] :
r =
Pmax
Pin
=
Iopt.Vopt
Pin
(3.20)
Pour conclure, le rendement énergétique et le facteur de forme sont liés par la formule
(3.21) :
r =
Iopt.Vopt
Pin
=
FF.Vco.Icc
Pin
(3.21)
4.2.2 Modèle courant-tension du panneau solaire
Comme expliqué précédemment, un module solaire n’est autre qu’un ensemble de
cellules photovoltäıques montées en série et/ou en parallèle. En se référant à la section
3.4, on peut alors déterminer la caractéristique courant-tension du panneau solaire qui est
constitué de Ns cellules en série (Np = 1). Le modèle courant-tension du panneau solaire
est donné par l’équation (3.22) :
Ipv = Np.Icc.
E
1000
−Np.Isat.(exp(
Vpv
Ns.VT
+
Rs.Ipv
Np.VT
)− 1)− Vpv +Rs.Ipv
Rsh
(3.22)
4.2.3 Modèle puissance-tension du panneau
La caractéristique puissance-tension du panneau solaire est présentée par l’équation
(3.23).
Ppv = Ipv.Ns.V = [Np.Icc.
E
1000
−Np.Isat.(exp(
Vpv
Ns.VT
+
Rs.Ipv
Np.VT
)− 1)− Vpv +Rs.Ipv
Rsh
].Ns.V,
(3.23)
tels que Ppv, Vpv, Ipv et V sont, respectivement, la puissance, la tension et le courant du
panneau solaire ainsi que la tension de la cellule solaire.
4.3 Modélisation du contrôleur MPPT
Pour obtenir la puissance maximale de sortie d’un panneau solaire qui varie avec les
conditions météorologiques (ensoleillement et température), on peut utiliser le contrôleur
MPPT ( Maximum Power Point Tracker) qui permet d’extraire le maximum de la puis-
sance solaire en agissant sur la tension ou le courant du panneau. La figure 3.14 présente
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le principe de fonctionnement du MPPT en utilisant la caractéristique puissance-tension
d’un panneau solaire qui donne une puissance maximale égale à 800 mW.
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Figure 3.14 – Principe de fonctionnement du contrôleur MPPT.
Cette méthode est basée sur l’algorithme de perturbation et d’observation PO qui
fonctionne par la perturbation périodique du courant et de la tension du système photo-
voltäıque [33-35]. Dans ce cas, on note I(K) et V (K) les éléments obtenus de courant et
de tension (figure 3.15).
La méthode PO commence par comparer la puissance de sortie du présent cycle P (K)
= I(K).V (K) à celle du cycle précédent P (K−1). Pour converger vers la valeur maximale
de la puissance, l’algorithme contrôle le sens de la perturbation (c’est-à-dire le signe de
P (K)− P (K − 1)). Dans ce cas, si la puissance augmente alors la perturbation continue
dans le même sens pendant le cycle suivant K + 1, sinon la direction de la perturbation
est inversée pour trouver la valeur optimale souhaitée [34-35].
Figure 3.15 – Principe de fonctionnement de l’algorithme PO.
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5 Conversion et stockage de l’énergie récupérée
5.1 Convertisseur DC/DC
L’énergie solaire récupérée peut-être adaptée en utilisant un convertisseur DC/DC. Le
rôle de ce dernier est d’assurer l’adaptation de la tension solaire reçue aux éléments de
stockage tels que les batteries et les super-capacités [38]. Dans ce cas, nous avons utilisé
un convertisseur élévateur de tension (Boost en anglais) qui est présenté par la figure 3.16.
Figure 3.16 – Circuit équivalent du convertisseur DC/DC.
Ce hacheur parallèle convertit une tension d’entrée continue notée Ve en une autre
tension de sortie continue de plus forte valeur notée Vs. La relation entre Vs et Ve est la
suivante :
Vs =
Ve
1− α
, (3.24)
tel que α est le rapport cyclique qui est compris entre 0 et 1. Dans ce cas, on constate
que la tension de sortie Vs du convertisseur ne dépend que de la tension d’entrée Ve et du
rapport cyclique α. En utilisant l’équation 3.24, on vérifie bien que ce convertisseur est
toujours élévateur de tension.
Pour ce type de convertisseur, il faut bien choisir la valeur de la capacité de sortie Cs
[39]. L’équation 3.25 montre l’expression de Cs en fonction du rapport cyclique α :
Cs =
Is.α.T
δVs
, (3.25)
avec Is, T et δVs, respectivement, le courant de sortie, la période de temps et l’ondu-
lation de la tension de sortie. Ensuite, pour évaluer les performances du DC/DC, on peut
calculer son rendement en puissance noté ρ qui a comme expression :
ρ =
Ps
Pe
, (3.26)
telles que Pe et Ps sont, respectivement, la puissance d’entrée et la puissance de sortie du
convertisseur.
5.2 Stockage de l’énergie solaire récupérée
Afin de stocker l’énergie solaire récupérée, on peut utiliser différents supports de sto-
ckage tels que les super-condensateurs et les batteries. Dans cette étude, on utilise les
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super-condensateurs comme éléments principaux de stockage. Composé de plusieurs cel-
lules montées en série et/ou en parallèle, un super-condensateur permet de restituer une
quantité d’énergie plus rapidement que les batteries [40]. Le modèle d’une cellule de la
super-capacité utilisée est présenté par la figure 3.17. Dans ce cas, la cellule est modélisée
par une capacité de stockage C, une résistance de pertes R et une résistance de charge
Rch.
Figure 3.17 – Circuit équivalent de la cellule d’une super-capacité.
L’énergie totale stockée dans le super-condensateur est donnée par la relation suivante :
Es =
1
2
.C.V 2c , (3.27)
avec Vc la tension aux bornes de la capacité C. Sur le marché, la tension maximale que
l’on peut stockée dans la super-capacité reste relativement faible (par exemple 2.7 V) [40].
6 Caractérisation de l’énergie solaire récupérée
6.1 Étude de l’éclairement solaire
Pour étudier l’évolution de l’éclairement en fonction du temps, nous avons utilisé des
bases de données qui présentent l’évolution de l’ensoleillement pendant un an dans diffé-
rentes régions françaises. Ces bases de données sont obtenues grâce au logiciel Météonorm
qui extrapole des données mesurées provenant de différentes stations météorologiques pen-
dant la période standard 1991-2010 [36-37]. La figure 3.18 montre la variation de l’éclaire-
ment moyen pendant un an en commençant par le mois de janvier pour un site à Nantes.
On remarque que l’éclairement maximal pour ce site est égal à 1000 W/m2.
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Figure 3.18 – Évolution de l’éclairement moyen pendant une année.
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Afin de déterminer les caractéristiques de l’ensoleillement, on peut utiliser la figure 3.19
qui montre l’évolution de l’éclairement pendant deux jours consécutifs pour les quatre
saisons. Dans ce cas, on note que l’éclairement atteint des valeurs maximales pendant
l’été (où on peut se rapprocher de sa valeur maximale de 1000 W/m2) et qu’il diminue et
atteint des valeurs minimales durant l’hiver.
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Figure 3.19 – Évolution de l’éclairement pendant deux jours consécutifs de l’an-
née (cas d’étude : Nantes).
La figure 3.20 présente l’évolution de l’éclairement pour quatre jours spécifiques de
l’année (les deux solstices d’été et d’hiver et les deux équinoxes de printemps et de l’au-
tomne). On constate que l’éclairement pendant la période estivale est plus élevé que celui
enregistré pour la période hivernale. On note aussi que la journée pendant l’été s’étale sur
16h en moyenne. Alors qu’elle est beaucoup plus courte en hiver (environ 8h).
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Figure 3.20 – Évolution de l’éclairement pendant des jours spécifiques de l’an-
née (les solstices de l’été et de l’hiver et les équinoxes du prin-
temps et de l’automne).
Toutes ces informations relatives à l’éclairement sont ensuite utiles pour quantifier et
prédire la quantité d’énergie que l’on peut récupérer à court et à long terme. Ceci permet
d’établir des modèles de prédictions des énergies disponibles afin de converger vers le
fonctionnement neutre en énergie et satisfaire les besoins énergétiques du capteur.
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6.2 Caractérisation de l’énergie solaire récupérée
Pour caractériser la quantité de l’énergie solaire récupérée et afin d’avoir les caracté-
ristiques puissance-tension Ppv − Vpv et courant-tension Ipv − Vpv du module solaire, nous
avons utilisé un panneau solaire donnant une puissance maximale égale à 800 mW à un
éclairement égal à 1000 W/m2. Cette puissance est suffisante pour alimenter le capteur
communicant et satisfaire ses besoins énergétiques. Le panneau utilisé est composé de 8
cellules en série (c’est-à-dire Ns = 8 et Np = 1), il a respectivement les caractéristiques
électriques de Pmax, Iopt, Icc, Vopt et Vco suivantes : 800 mW, 0.21 A, 0.23 A, 3.85 V et 4.8
V. On note que les simulations sont faites dans les conditions standards de températures
(25 ◦C) et d’éclairement (1000 W/m2).
Afin d’évaluer les performances du panneau solaire utilisé, nous avons développé un
modèle de panneau solaire avec Matlab/Sumilink en utilisant le circuit électrique équi-
valent de la cellule solaire (figure 3.12). Le même modèle peut-être implémenté avec un
script Matlab en utilisant les équations (3.22) et (3.23).
6.2.1 Caractéristiques Ppv − Vpv et Ipv − Vpv du panneau
La figure 3.21 montre les caractéristiques puissance-tension (figure 3.21(a)) et courant-
tension (figure 3.21(b)) du panneau solaire utilisé. On remarque que l’on retrouve les
caractéristiques constructeur du module solaire : la puissance maximale est au niveau de
800 mW, la tension de circuit-ouvert est égale à 4.8 V et le courant de court-circuit est
égal à 0.23 A.
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Figure 3.21 – (a) Caractéristique Ppv−Vpv du panneau ; et (b) Caractéristique
Ipv − Vpv du panneau.
6.2.2 Caractérisation de l’énergie solaire
Comme expliqué dans la section 3.3.2, les caractéristiques de la cellule photovoltäıque
sont directement liées à la variation de l’éclairement. La figure 3.22 montre l’effet de cette
variation sur la puissance du module utilisé à une température maintenue constante égale
à 25 ◦C. En se basant sur les données de mesure de l’éclairement (figure 3.18), on vérifie
bien que l’évolution de la puissance est liée à l’évolution de l’ensoleillement pendant une
année. En effet, on obtient la puissance maximale du panneau (800 mW) si l’éclairement
est maximal (1000 W/m2).
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Figure 3.22 – Évolution de la puissance du module solaire pendant une année.
Les résultats de caractérisation de l’énergie solaire récupérée Er sont présentés par la
figure 3.23. Cette figure montre l’évolution de la quantité d’énergie solaire récupérée par
jour pendant la même année (en commençant par le mois de janvier). On vérifie bien que
cette énergie est maximale pendant l’été où l’éclairement atteint ses valeurs maximales
(Ermax est égale à 6 Wh/jour), alors qu’elle est minimale en hiver (Ermin est égale à 0.3
Wh/jour). La valeur moyenne de l’énergie solaire récupérée est au niveau de 3 Wh/jour.
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Figure 3.23 – Énergie solaire récupérée par jour Er pendant une année.
En se basant sur les résultats précédents, la figure 3.24 présente la variation de la
probabilité où l’énergie solaire récupérée par jour notée Er dépasse une certaine valeur
donnée x, soit P (Er > x) cette probabilité. On note que dans 70% des cas, cette énergie
dépasse la valeur 2.4 Wh/jour. Toutes ces informations sont utiles pour faire la gestion
d’énergie du capteur communicant afin de satisfaire ses besoins énergétiques.
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Figure 3.24 – La probabilité où Er dépasse une valeur donnée.
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6.2.3 Effet du contrôleur MPPT sur les caractéristiques du panneau
En appliquant le contrôleur MPPT à la sortie du panneau solaire, on retrouve les
caractéristiques optimales du module photovoltäıque utilisé. La figure 3.25 présente la
tension et la puissance optimale du panneau. On remarque qu’après 200 ms, on peut
obtenir les valeurs optimales de tension (3.85 V) et de puissance (800 mW) données par
la fiche technique du module solaire utilisé.
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Figure 3.25 – (a) Tension optimale du panneau solaire avec le MPPT ; et (b)
Puissance optimale du panneau solaire.
6.2.4 Résultats de conversion et de stockage de l’énergie récupérée
La figure 3.26 montre l’évolution de la puissance obtenue à la sortie du DC/DC.
La puissance maximale obtenue est égale à 750 mW. Le rendement de puissance ρ du
DC/DC est au niveau de 93.7% (ce qui présente un bon rendement comparé aux DC/DC
disponibles sur le marché).
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Figure 3.26 – Puissance à la sortie du convertisseur DC/DC.
Pour stocker l’énergie récupérée, nous avons utilisé deux cellules de super-capacité en
série avec une capacité C égale à 2 mF. La figure 3.27 montre l’évolution de la tension
stockée aux bornes du super-condensateur. Dans ce cas, on note que la tension maximale
stockée atteint la valeur 5.4 V (sachant que la tension d’entrée est égale 3.85 V, qui est
la tension optimale donnée par le panneau solaire en utilisant le contrôleur MPPT).
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Figure 3.27 – Tension stockée dans le super-condensateur.
7 Résultats de mesures obtenus
Pour une meilleure résolution temporelle que celle présentée par les bases de données
(avoir un pas de temps plus court) et pour faire des prédictions à court terme, nous
avons caractérisé la récupération de l’énergie solaire à travers un ensemble de mesures
instantanées. Nous présentons dans cette partie les résultats obtenus en utilisant le même
panneau solaire qui donne une puissance maximale égale à 800 mW. Ce panneau a été
placé derrière une vitre dans une salle éclairée durant la période du 12 au 17 décembre
2018 à Polytech Nantes.
La figure 3.28 montre l’évolution de la puissance optimale du panneau solaire en fonc-
tion du temps. On voit bien que les quantités d’énergies récupérées sont faibles pendant
l’hiver (la puissance maximale récupérée est égale à 67 mW pour la journée du 12 dé-
cembre). Nous remarquons aussi que cette puissance atteint des valeurs maximales vers
midi où l’irradiation est maximale. Alors qu’elle décroit vers la fin de la journée où l’éclai-
rement est minimum. Ensuite, on constate que la longueur de la journée pendant cette
période hivernale est égale à 8h, ce qui consolide les résultats trouvés à la figure 3.20.
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Figure 3.28 – Mesure de la puissance Popt du panneau solaire pendant la pé-
riode du 12 au 17 décembre 2018, Polytech Nantes.
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8 Conclusion
Ce chapitre est consacré à la technique de récupération d’énergie solaire pour les
objets communicants. Afin de remplacer les batteries et de prolonger la durée de vie
des capteurs sans fil, nous proposons des modèles de caractérisation d’énergie solaire.
Cette caractérisation s’appuie sur des équations mathématiques permettant d’évaluer la
puissance solaire récupérée.
Dans la première partie de ce chapitre, nous avons présenté une étude permettant
la modélisation de l’éclairement et du panneau solaire. Pour cela, nous avons commencé
par un rappel sur les techniques de récupération d’énergie solaire ainsi que les différents
paramètres de la cellule photovoltäıque. Nous avons décrit ensuite les différentes carac-
téristiques du panneau solaire telles que ses caractéristiques courant-tension, puissance-
tension et puissance optimale. Puis, nous avons proposé un modèle de panneau solaire qui
permet d’avoir une puissance maximale égale à 800 mW, en accord avec les datasheets du
panneau. Ce module solaire est capable d’alimenter le nœud capteur et de satisfaire ses
besoins énergétiques.
Dans la deuxième partie du chapitre, nous avons montré le fonctionnement du contrô-
leur MPPT ainsi que le principe de conversion et de stockage de l’énergie solaire récupérée.
Les modèles développés sont ensuite testés en utilisant des bases de données qui présentent
l’évolution de l’éclairement pendant une année. Ensuite, en utilisant le modèle proposé
du panneau solaire, nous avons caractérisé la quantité de l’énergie solaire que l’on peut
récupérer par jour. Enfin, les modèles proposés sont validés par des mesures d’énergie
solaire.
Afin de s’affranchir de la non disponibilité temporaire du soleil et de son caractère
intermittent, nous allons alors étudier la récupération de l’énergie éolienne dans le chapitre
suivant.
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Chapitre 4
Récupération d’énergie éolienne
pour les capteurs communicants
1 Introduction
Ce chapitre est consacré à la technique de récupération d’énergie éolienne que l’on a
choisie comme deuxième source d’énergie. Pour cela, nous commençons par un rappel sur
la composition d’un système éolien à savoir le rotor et la machine synchrone, ainsi que le
principe de fonctionnement d’une éolienne. Nous présentons ensuite les différents types de
turbines disponibles en expliquant brièvement l’influence des paramètres extérieurs tels
que le vent et l’angle d’orientation des pales sur ses caractéristiques.
La deuxième partie du chapitre est dédiée à la modélisation de l’énergie éolienne puis
à celle du vent. En effet, il s’agit de modéliser et d’estimer la quantité d’énergie éolienne
récupérée à travers la caractérisation de la micro-turbine. Afin de quantifier l’énergie
incidente, nos modèles de caractérisation sont basés sur des bases de données qui montrent
l’évolution du vent en fonction du temps pendant un an dans différentes régions françaises.
Les modèles développés sont ensuite validés par des simulations en utilisant un exemple de
micro-turbine de caractéristiques connues. L’énergie éolienne récupérée est enfin adaptée
par des convertisseurs AC/DC pour être stockée dans les supports de stockage usuels tels
que les batteries ou les super-condensateurs.
2 Généralités
2.1 Énergie éolienne pour les capteurs communicants
La récupération d’énergie éolienne a connu un essor important ces dernières décennies
[1]. La recherche dans ce domaine se fait principalement du côté des grandes éoliennes avec
des pales qui dépassent les dizaines de mètres et des puissances de l’ordre du Mégawatt
[2-3]. À l’opposé, on retrouve des éoliennes de petites dimensions dites micro-turbines
permettant de donner des puissances allant de quelques Watts à quelques dizaines de
kilowatts [1-2]. Ces micro-turbines sont destinées à la production de l’énergie pour des do-
maines spécifiques tel que celui des objets communicants. En effet, les recherches avancées
dans le domaine des basses énergies rendent de plus en plus accessible la production de
l’électricité à partir du vent afin d’alimenter les capteurs communicants. Ainsi, un effort
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82 Récupération d’énergie éolienne pour les capteurs communicants
scientifique et technique important à travers le développement d’outils de conception, de
simulation et de tests a permis d’améliorer le fonctionnement de ces petites éolienne afin
d’augmenter leurs performances [1, 3-4].
Comme indiqué dans les chapitres précédents, il s’agit de réaliser un capteur commu-
nicant qui soit autonome en énergie. Cette autonomie d’énergie se base principalement sur
la récupération d’énergie solaire comme étant la source principale d’énergie. La deuxième
source d’énergie choisie, permettant d’avoir une quantité d’énergie comparable en niveaux
voire même complémentaire dans le temps, est l’énergie éolienne. Nous présentons à travers
ce chapitre les différents aspects de cette technologie, ainsi qu’un modèle de caractérisa-
tion d’énergie éolienne. Ce modèle est basé sur l’utilisation d’un ensemble de données qui
fournissent l’évolution du vent moyen pendant un an.
2.2 Historique de l’énergie éolienne
Depuis longtemps, l’être humain a compris l’intérêt de l’utilisation du vent. C’est ainsi
que cette énergie renouvelable est utilisée pour divers usages et dans différents domaines
depuis de nombreux siècles [5].
Depuis l’an 600, des moulins à vent produisant de l’énergie mécanique à partir du vent
ont été exploités (figure 4.1). Ces moulins sont les ancêtres des éoliennes actuelles (au
lieu de broyer des grains de blé, les éoliennes modernes produisent de l’énergie électrique)
[5]. Les premières éoliennes étaient utilisées dans des endroits non-connectés au réseau
électrique. Dans ce cas, l’énergie récupérée n’était pas stockée. Cependant, la mâıtrise du
stockage de l’énergie récupérée en utilisant les batteries a permis ensuite une utilisation
plus performante des éoliennes [5-6].
Les années 1970 à 2000 ont vu une évolution importante dans ce domaine, bénéficiant
des progrès technologiques et scientifiques de l’aérodynamique, des matériaux et de l’élec-
tronique. En effet, l’accroissement de nos besoins énergétiques suscite le développement
et la mise en œuvre d’éoliennes possédant différentes caractéristiques électriques [7].
Aujourd’hui, on note la production de petites éoliennes qui sont utilisées dans de
nombreux domaines de la vie quotidienne. Ces éoliennes servent à produire un courant
électrique permettant de charger des objets connectés tels que les smartphones, elles sont
alors devenus des sources prometteuses d’énergie qui couvrent les besoins énergétiques des
objets communicants.
Figure 4.1 – Historique d’évolution des éoliennes.
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2.3 Composition et principe de fonctionnement d’une éolienne
Une éolienne est un générateur d’électricité qui fonctionne grâce à la vitesse du vent.
Elle permet de transformer l’énergie cinétique du vent en énergie mécanique de rotation.
Cette rotation est ensuite convertie en énergie électrique par un générateur ou une machine
électrique [8]. L’éolienne se compose de deux parties principales (figure 4.2) :
- Partie mécanique (rotor et pales de l’éolienne) : les éoliennes sont composées d’un
nombre d’ailes ou de pales qui tournent autour d’un rotor à axe horizontal ou vertical.
- Partie électrique : l’hélice de l’éolienne fait tourner son générateur électrique qui se
trouve dans la nacelle. Entre l’hélice et le générateur électrique se trouve généralement
un multiplicateur de vitesse, car l’hélice de l’éolienne tourne à des vitesses d’environ 10 à
60 tours/min alors qu’un générateur électrique doit être entrâıné à environ 1000 à 1500
tours/min [9].
Figure 4.2 – Composition d’une éolienne.
Pour résumer, l’éolienne permet de convertir, à travers l’utilisation d’un système mé-
canique, l’énergie cinétique du vent en énergie électrique. Son rotor est mis en mouvement
à partir d’une vitesse de vent minimale appelée vitesse de démarrage. Ensuite, l’éolienne
monte progressivement en régime pour fonctionner à pleine puissance entre 50 et 90 km/h,
vitesse limite à laquelle elle est arrêtée et mise en sécurité [10].
2.4 Différents types d’éoliennes
Sur le marché, il existe différents types d’éoliennes pour produire l’électricité. Parmi
ces éoliennes, on cite les éoliennes classiques à axe horizontal qui ont généralement trois
pales (numéro (1) sur la figure 4.3), parfois une ou deux pales (2). Il existe également des
éoliennes à axe vertical telles que les éoliennes de Darrieus (3) et les éoliennes de Savonius
(4) [5, 10-11].
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Figure 4.3 – Différents types d’éoliennes.
2.4.1 Éoliennes à axe horizontal
Ces éoliennes sont constituées d’un rotor de type hélice qui est monté sur un axe
horizontal. Ces machines sont les descendantes directes des moulins à vent sur lesquels les
ailes en bois ont été remplacées par des pales ressemblant fortement à des ailes d’avion
[7]. Dans la littérature [12], deux types de configuration peuvent-être rencontrés. Il s’agit
dans le premier cas d’éolienne dite ”en amont” où les pales sont situées du côté de la
tour exposé au vent. Cette configuration est la plus adoptée aux turbines modernes. La
deuxième configuration définie des éoliennes dites ”en aval”. Dans ce cas, le vent souffle
sur l’arrière des pales (figure 4.4). Cette configuration est utilisée dans le cas des petites
éoliennes de maison qui présentent des pales moins solides que celles des grandes éoliennes
industrielles ”en amont” [12-13].
Figure 4.4 – Exemples d’éoliennes à axe horizontal.
2.4.2 Éoliennes à axe vertical
Le principe de mise en mouvement de ces éoliennes est basé sur les efforts exercés par
le vent sur chacune des faces de l’éolienne. Ces efforts permettent de créer des intensités
différentes [7-8]. Il en résulte ainsi un couple moteur que l’on peut utiliser pour entrâıner
un générateur électrique. Une illustration courante de ce type d’éolienne est le rotor de
Savonius où la circulation de l’air entre les demi-cylindres augmente le couple moteur
(figure 4.5). Avant le démarrage, les cylindres sont orientés par rapport au vent de manière
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à obtenir un couple résultant nul (l’éolienne ne pourra donc pas démarrer spontanément).
Pour remédier à ce problème, on superpose plusieurs rotors identiques, mais décalés d’un
certain angle les uns par rapport aux autres, ce qui permet d’entrâıner l’éolienne avec une
vitesse de démarrage minimale [12-13].
Le principal avantage de ces machines par rapport aux turbines à axe horizontal,
est que l’éolienne ne nécessite pas un système d’orientation par rapport à la direction du
vent. Afin de produire de l’électricité, le dispositif de génération électrique de ces éoliennes
nécessite l’édification d’une tour comme pour les éoliennes à axes horizontal.
Figure 4.5 – Exemple d’éolienne à axe vertical.
3 Modélisation de l’énergie éolienne
Comme indiqué précédemment, les micro-turbines sont composées principalement par
un rotor et une génératrice qui est généralement à aimant permanent [13]. Pour modé-
liser ces micro-turbines, on se réfère à la figure 4.6 qui montre les principales étapes de
conversion de l’énergie cinétique du vent en énergie mécanique puis électrique.
Figure 4.6 – Différentes formes d’énergies dans une éolienne.
Afin d’évaluer les performances d’un système éolien, nous allons étudier séparément
ses composants. Les deux parties principales à modéliser sont le rotor et l’alternateur
(ou la génératrice). Pour chacune de ces composantes, nous allons faire tout d’abord une
revue plus générale. Ce qui permet d’étudier ensuite son principe de fonctionnement afin
d’élaborer un modèle mathématique final qui modélise tout le système.
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3.1 Modélisation du rotor
Le rotor est la composante mécanique de l’éolienne qui permet de convertir une partie
de l’énergie cinétique de la masse d’air qui est en déplacement en énergie mécanique [1, 13-
14]. Le rotor doit permettre d’obtenir une puissance mécanique ou un couple mécanique
qui est transmis à l’arbre de la génératrice pour produire un courant alternatif.
3.1.1 Puissance disponible : puissance du vent
Pour modéliser le rotor, nous commençons par le calcul de la puissance du vent qui
traverse une surface notée S (S est la surface balayée par les différentes pales de l’éolienne).
La figure 4.7 représente cette section balayée par le rotor.
Figure 4.7 – Surface S balayée par les pales de l’éolienne
L’énergie cinétique du vent notée Ec (en Joules) est donnée par la relation (4.1) :
Ec =
1
2
.m.V 2air, (4.1)
telles que m et Vair sont respectivement la masse (en kg) et la vitesse (en m/s) du vent.
La masse de la quantité d’air en déplacement peut s’écrire sous la forme suivante :
m = ρ.Vvol, (4.2)
avec ρ et Vvol, respectivement, la masse volumique (en kg/m
3) et le volume (en m3) de
l’air. Ensuite, si on considère un dispositif de récupération de cette énergie Ec, alors le
volume d’air qui traverse cette surface en une seconde, avec une vitesse Vair (supposée
identique à chaque point de cette surface), s’écrit :
Vvol = Vair.S (4.3)
En utilisant les équations (4.1), (4.2) et (4.3) la puissance du vent, notée Pv, qui est
disponible au niveau de la surface S s’exprime comme le suivant :
Pv = Pin =
1
2
.m.V 2air =
1
2
.ρ.Vvol.V
2
air =
1
2
.ρ.Vair.S.V
2
air =
1
2
.ρ.S.V 3air, (4.4)
avec, Pin, ρ et Vair, respectivement, la puissance, la masse volumique et la vitesse du
vent.
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3.1.2 Puissance mécanique : puissance du rotor
La puissance mécanique Pmec à la sortie du rotor est donnée par la relation suivante :
Pmec = Cp.Pv = Cp.
1
2
.ρ.S.V 3air, (4.5)
tel que Cp est le coefficient de puissance du rotor qui renseigne sur le rendement de
conversion de la micro-turbine. Ce coefficient est défini comme étant le pourcentage de la
puissance du vent qui est convertie par le rotor en puissance mécanique.
Coefficient de puissance du rotor Cp
Le calcul du coefficient de puissance Cp du rotor (ou coefficient de performance de
l’éolienne) est basé sur la géométrie et les dimensions du rotor. En effet, en connaissant
le nombre de pales ainsi que leurs caractéristiques géométriques (longueur, largeur et
épaisseur), il est possible de déterminer le coefficient Cp du rotor [1-3]. Dans la littérature,
la courbe du coefficient Cp est donnée en fonction d’une vitesse spécifique notée λ. Cette
vitesse spécifique est définie par la relation (4.6) :
λ =
ω.R
Vair
, (4.6)
où R, Vair et ω, respectivement, la longueur de la pale (en m), la vitesse du vent (en m/s)
et la vélocité angulaire mécanique du rotor (en rad/s). Cette dernière peut-être calculée
en utilisant la formule suivante :
ω =
2.π.n
60
=
π.n
30
, (4.7)
telle que n est la vitesse angulaire mécanique du rotor (en tour/min).
Pour conclure, le coefficient de puissance Cp peut-être calculé en utilisant l’équation
(4.8) :
Cp = C1.(
C2
λi
− C3.β − C4). exp(
−C5
λi
) + C6.λ, (4.8)
tels que C1, C2, C3, C4, C5, C6 et β sont respectivement six coefficients relatifs aux
caractéristiques géométriques du rotor et l’angle d’orientation des pales [15]. Le rapport
1
λi
peut s’exprimer de la façon suivante :
1
λi
=
1
λ+ 0.08.β
− 0.035
1 + β3
(4.9)
De façon intuitive, il est difficile, voire même impossible, de collecter un pourcentage égale
à 100% de la puissance du vent [1, 14-15]. En effet, on montre à travers la figure 4.8 que
le pourcentage maximum théorique du coefficient Cp ne dépasse pas un certain maximum
noté Cpmax.
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Figure 4.8 – Coefficient de puissance Cp en fonction de la vitesse spécifique λ.
La figure 4.9 présente l’évolution du coefficient de puissance Cp en fonction de la vitesse
spécifique λ pour différents angles d’orientation des pales. On note que l’orientation des
pales influe sur les performances de la micro-turbine. En effet si cet angle augmente, les
performances de l’éolienne diminuent.
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Figure 4.9 – Cp en fonction de λ pour différents angles d’orientation des pales.
Théorie de Betz
Le physicien Allemand Albert Betz (1885-1968) a démontré en 1919 que la puissance
électrique maximale Pmax récupérable par la turbine est donnée par la relation (4.10) [16] :
Pmax =
16
27
.Pin =
8
27
.ρ.S.V 3air (4.10)
Ceci signifie que le rendement théorique maximum d’une éolienne est égale à 16
27
, soit
environ 59%. Ce rendement ne tient pas compte des pertes d’énergie lors de la conversion
de l’énergie mécanique en énergie électrique par la génératrice [17].
3.1.3 Couple mécanique du rotor
Pour trouver l’expression du couple mécanique appliqué à l’arbre de rotation du rotor,
on utilise l’équation (4.11) :
Tmec =
Pmec
ω
=
30.Pmec
π.n
, (4.11)
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avec Tmec, Pmec et ω, respectivement, le couple mécanique (en N/m), la puissance méca-
nique (en W ) et la vélocité angulaire mécanique du rotor (en rad/s).
3.1.4 Puissance électrique de l’éolienne
La puissance électrique de l’éolienne notée Pelec s’écrit sous la forme suivante :
Pelec = ρm.Pmec, (4.12)
avec ρm le rendement de la machine électrique.
3.1.5 Vitesses de démarrage et d’arrêt de l’éolienne
La vitesse de démarrage de la turbine est la vitesse à laquelle le rotor commence à
tourner à faible vitesse pour produire l’énergie. Alors que, la vitesse maximale d’arrêt
de la turbine est définie comme étant la vitesse maximale du vent à partir de laquelle
l’éolienne est arrêtée pour des raisons de sécurité, c’est à dire qu’au delà de cette vitesse
l’éolienne risque d’être détruite [18].
3.2 Modélisation de la génératrice
3.2.1 Différents types de génératrice
Dans la littérature [1-3, 17-19], les machines tournantes peuvent fonctionner en deux
modes différents. Le premier mode est appelé mode moteur : ce mode permet de convertir
l’énergie électrique en énergie mécanique. Le deuxième mode, dit mode génératrice, permet
de convertir l’énergie mécanique en énergie électrique [19-20]. Comme montré dans [17-19],
il existe deux types de machines tournantes :
A. Machines asynchrones
B. Machines synchrones
La machine asynchrone fournit une tension alternative à ses bornes. Elle est robuste
et moins coûteuse que la machine synchrone. Cependant, pour fonctionner, elle doit être
reliée au réseau de distribution afin de créer le champ tournant. Elle n’est donc pas adaptée
à priori aux systèmes autonomes. Ce type de machine est plus utilisé pour les éoliennes
de grandes dimensions [20].
Quant à la génératrice synchrone, elle fournit également une tension alternative à ses
bornes. Par contre, elle ne nécessite pas le réseau de distribution pour magnétiser le rotor
[21]. Ce sont des génératrices que l’on utilise dans la plupart des travaux de capteurs
communicants qui présentent de faibles consommations d’énergie.
Afin de modéliser la partie électrique de l’éolienne, nous avons choisi la machine syn-
chrone pour l’étude qui suit.
3.2.2 Modélisation de la machine synchrone à aimant permanent
Le modèle de la machine synchrone à aimant permanent MSAP est dérivé d’un système
ou repère à deux axes noté d− q. Le repère d− q permet de modéliser la partie tournante,
dite rotor, de la machine. Dans ce cas, le premier axe noté q doit être en avance de phase
d’un angle de 90 degrés par apport au deuxième axe noté d. La deuxième partie fixe de la
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machine, dite stator, est un système fixe à trois axes ABC [22-23]. La figure 4.10 montre
les différentes parties de la machine synchrone où θ (angle entre l’axe d du rotor et l’axe
A du stator) est l’angle mécanique de rotation.
Figure 4.10 – Modèle d’une machine synchrone à aimant permanent.
Afin de modéliser la machine synchrone MSAP, on se base sur les hypothèses suivantes
[22-24] :
— L’enroulement du stator est symétrique.
— Les capacités de tous les enroulements sont négligées.
— Les résistances internes sont constantes, ce qui signifie que les pertes de puissance
sont considérées constantes.
Dans la littérature, modéliser la génératrice MSAP revient à calculer sa vitesse de
rotation électrique ainsi que son couple électromagnétique [23-24]. Ainsi, la vitesse de
rotation électrique de la génératrice notée ωe (en rad/s) est définie par l’équation suivante :
ωe = ng.ωg, (4.13)
tels que ng et ωg sont respectivement le nombre de paires de pôles de la machine et la vitesse
de rotation mécanique du rotor. Quant au couple électromagnétique de la génératrice, il
peut-être calculé en utilisant l’équation (4.14) :
Tem =
3
2
.ng.[(Lds − Lls).id.iq + iq.εf ], (4.14)
avec, Lds, Lls, id, iq et εf , respectivement, l’inductance des deux axes q et d du rotor,
l’inductance modélisant les pertes dans la génératrice, les valeurs des courants crées par
les deux axes d et q du rotor et le flux magnétique permanent.
3.3 Modélisation du convertisseur AC/DC
Un redresseur, également appelé convertisseur alternatif/continu (AC/DC), est un
convertisseur destiné à alimenter une charge quelconque par une tension ou un courant
continu à partir d’une source alternative [30]. Dans la littérature, on distingue deux fa-
milles de convertisseurs AC/DC :
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— Redresseurs simple alternance : ces redresseurs admettent les tensions positives et
annulent les tensions négatives. Une simple diode en série avec la charge suffit à
réaliser cette opération [30-31].
— Redresseurs double alternance : ces redresseurs commutent de manière à transformer
les tensions négatives en tensions positives [30-31]. Dans ce cas, le convertisseur le
plus utilisé pour redresser le signal alternatif à la sortie de l’éolienne est le pont de
quatre diodes (ou pont de Graetz).
On note que la majorité des machines synchrones à aimant permanent, utilisées pour
construire les éoliennes de petites tailles, sont des génératrices triphasées [32]. Pour cela,
nous présentons dans la suite l’exemple d’un redresseur double alternance triphasé. Ce
convertisseur est modélisé en utilisant un montage en pont de Graetz avec six diodes
(figure 4.11).
Figure 4.11 – Schéma équivalent du convertisseur AC/DC.
Telles que les tensions V1, V2 et V3 sont les trois tensions de phase par rapport au
neutre. Ces tensions ont une valeur efficace notée V . Les diodes utilisées dans cette étude
sont des diodes de Schottky ayant une tension de seuil faible (environ 0.3 V). La sortie du
convertisseur est caractérisé par un signal continu de tension notée Vs. Cette tension sera
stockée dans un support de stockage usuel tels que les batteries ou les super-condensateurs
pour alimenter le capteur communicant.
4 Caractérisation de l’énergie éolienne récupérée
4.1 Étude du vent
4.1.1 Distribution du vent incident
Le vent est une source d’énergie intermittente dont la force varie en permanence. Pour
prévoir la production de l’énergie d’une éolienne, il est intéressant de connâıtre la force
et la fréquence d’apparition exactes du vent [25]. En mesurant la vitesse moyenne du
vent avec un anémomètre, on peut alors répartir les valeurs obtenues en différentes classes
variant d’une vitesse de 1 m/s par exemple [25-26]. On peut ainsi exprimer le potentiel
énergétique d’un site donné en fonction de la fréquence d’apparition des différentes classes
de vitesse.
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Dans ce cas, la distribution de Weibull permet d’avoir une bonne approximation de
la distribution de la vitesse du vent [26]. Il s’agit d’une fonction de densité de probabilité
qui s’exprime sous la forme suivante :
f(Vair) =
(
K
C
)
.
(
Vair
C
)K−1
.exp
(
−
(
Vair
C
)K)
, (4.15)
où f(Vair), K et C, respectivement, la densité de probabilité de la vitesse Vair, le facteur
de forme de Weibull qui donne la forme de la distribution du vent (plus la valeur de K est
faible plus la vitesse du vent est variable, tandis qu’une valeur élevée de K indique que la
vitesse du vent est constante) et le facteur d’échelle de Weibull (en m/s), il permet d’ex-
primer la chronologie de la vitesse caractéristique de l’air. Ce facteur C est proportionnel
à la vitesse moyenne du vent [27].
Pour des raisons de simplification, l’équation (4.15) peut-être réécrite sous la forme
suivante :
f(V ) = K.C−K .V K−1air .exp
(
−
(
Vair
C
)K)
, (4.16)
La vitesse moyenne du vent Vmoy est obtenue en intégrant la fonction de la densité de
probabilité f(Vair), soit donc la formule suivante :
Vmoy =
∫
Vair.f(Vair).dVair (4.17)
La figure 4.12 présente un exemple de la distribution de Weibull pour un site à Nantes.
Le facteur de forme K est égal à 3 (si K est égale à 2, on parle de la distribution de
Rayleigh) et le facteur d’échelle C est choisi égal à la vitesse moyenne du vent.
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Figure 4.12 – Distribution de la vitesse du vent (cas d’étude : Nantes).
4.1.2 Modélisation du vent
Afin d’étudier la variation des caractéristiques du vent en fonction du temps et de
voir son effet sur la puissance de la micro-turbine, nous présentons dans ce paragraphe
les résultats de mesure du vent sur un site particulier à Nantes en utilisant le logiciel
Météonorm. Dans ce cas, nous avons utilisé des bases de données qui présentent des
mesures de vent toutes les heures pendant une vingtaine d’années (on a pris Nantes comme
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étant un cas d’étude) [28-29]. La figure 4.13 montre l’évolution du vent moyen pendant
une année en commençant par le mois de janvier. On remarque que le vent maximum est
égal à 14.1 m/s pour ce site, avec une valeur moyenne égale à 4 m/s.
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Figure 4.13 – Évolution du vent moyen pendant un an (cas d’étude : Nantes).
Afin de retrouver les caractéristiques du vent pour le site étudié, on trace la fréquence
d’apparition du vent à la figure 4.14. Dans un premier temps, on vérifie à travers cet
histogramme que le vent moyen mesuré pendant toute une année présente une certaine
similitude avec la distribution de Weibull. Ensuite, on remarque que la vitesse du vent est
principalement comprise entre 1 et 6 m/s pour ce site.
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Figure 4.14 – Distribution de la vitesse du vent (cas d’étude : Nantes).
Cette étude qui montre l’évolution du vent en fonction du temps est très intéressante
pour caractériser la quantité d’énergie éolienne que l’on peut récupérer à court et à long
termes. Elle est aussi utile afin d’établir des modèles de prédiction d’énergie éolienne pour
faire la gestion d’énergie du capteur communicant.
4.2 Caractérisation de l’énergie éolienne
Pour étudier les caractéristiques de la micro-turbine et voir l’effet de la variation du
vent sur la puissance mécanique du rotor et la puissance électrique de sortie de l’éolienne,
nous avons développé un modèle générique de récupération d’énergie éolienne. Ce modèle
de micro-turbine peut-être appliqué aux deux types d’éoliennes (éoliennes à axe vertical
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et horizontal). On note que les caractéristiques principales de l’éolienne sont le rayon R
(longueur de la pale), la puissance mécanique du rotor et la puissance électrique de sortie
de l’éolienne.
4.2.1 Éolienne et caractéristiques
Afin de valider le modèle développé, nous avons utilisé les caractéristiques d’une éo-
lienne à axe horizontal avec un rayon R égal à 10 cm. Cette éolienne est capable de fournir
une puissance électrique égale à 10 W pour une vitesse d’air égale à 12 m/s. La figure 4.15
montre l’évolution du couple mécanique de la micro-turbine en fonction de la vitesse de
rotation de son rotor ω. On remarque que ce couple est maximal lorsque la vitesse ω est
égale à 800 rad/s.
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Figure 4.15 – Évolution du couple mécanique de la micro-turbine en Newton
mètre (Nm).
L’évolution de la puissance mécanique du rotor et de la puissance électrique de la micro-
turbine en fonction de la vitesse de rotation du rotor ω est présentée par la figure 4.16.
Dans ce cas, la puissance mécanique donnée par l’éolienne est obtenue pour une vitesse
de rotation du rotor ω égale à 975 rad/s (figure 4.16(a)). La figure 4.16(b) permet de
retrouver la puissance maximale de l’éolienne qui est égale à 10 W pour la même vitesse
de rotation ω du rotor (975 rad/s). Cette puissance est obtenue pour une vitesse d’air
égale à 12 m/s.
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Figure 4.16 – (a) Évolution de la puissance mécanique du rotor ; et (b) Évolu-
tion de la puissance électrique de la micro-turbine.
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La figure 4.17 montre l’évolution de la puissance mécanique du rotor et de la puissance
électrique de l’éolienne en fonction de la vitesse d’air. On remarque que si cette vitesse
augmente, alors les deux puissances augmentent simultanément. On retrouve ainsi les
valeurs maximales de la puissance mécanique (15.4 W) et de la puissance électrique (10
W), pour une vitesse d’air égale à 12 m/s.
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Figure 4.17 – (a) Puissance mécanique en fonction de la vitesse d’air ; et (b)
Puissance électrique en fonction de la vitesse d’air.
La figure 4.18 présente l’évolution de la puissance électrique de l’éolienne en fonction de
la vitesse du rotor ω pour différentes vitesses d’air Vair. On remarque que si Vair augmente
alors la puissance électrique maximale de la turbine augmente. Pour Vair égale à 12 m/s,
on retrouve la puissance maximale obtenue par l’éolienne qui est égale à 10 W.
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Figure 4.18 – Puissance électrique de l’éolienne en fonction de la vitesse de
rotation ω pour différentes vitesses d’air.
La figure 4.19 montre l’évolution de la puissance électrique de l’éolienne en fonction
de la vitesse d’air pour différentes valeurs du rayon R des pales. On remarque que, pour
une vitesse d’air constante (12 m/s par exemple), si R augmente la puissance éolienne
obtenue augmente.
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Figure 4.19 – Puissance électrique de l’éolienne en fonction de la vitesse d’air
pour différents rayons R des pales.
4.2.2 Effet du vent sur les caractéristiques de l’éolienne
Comme expliqué précédemment, les caractéristiques mécaniques et électriques de l’éo-
lienne sont sensibles à la variation du vent. En utilisant les résultats de la figure 4.13,
on remarque que l’évolution de ces puissances est proportionnelle à la variation du vent
pendant toute l’année. La figure 4.20 montrent l’effet de cette variation sur la puissance
électrique récupérée en utilisant le modèle de l’éolienne présenté dans la section précé-
dente. Dans ce cas, on remarque que la puissance électrique maximale est égale à 16.2 W
pour un vent maximum égal à 14.1 m/s.
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Figure 4.20 – Évolution de la puissance éolienne récupérée pendant une année
(site étudié : Nantes).
La figure 4.21 montre les résultats de caractérisation de l’énergie éolienne récupérée.
En effet, cette figure présente l’évolution de la quantité d’énergie électrique récupérée
par jour pendant l’année (en commençant par le mois de janvier). On remarque que
l’énergie électrique maximale est égale à 192 Wh/jour avec une valeur moyenne égale à
18 Wh/jour.
Pour conclure, on montre à travers les résultats obtenus que l’on peut caractériser
l’énergie éolienne incidente afin de faire le management d’énergie des capteurs communi-
cants.
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Figure 4.21 – Évolution de l’énergie électrique récupérée pendant une année
(site étudié : Nantes).
En utilisant les résultats précédents, la figure 4.22 montre la variation de la probabilité
où l’énergie éolienne récupérée par jour notée Er atteint une certaine valeur donnée x,
notée P (Er > x) . On remarque que dans 70% des cas, l’énergie électrique récupérée par
jour atteint la valeur 160 W/jour. Il est à noter que le modèle développé ne prend pas
en compte le temps de réponse de l’éolienne (les caractéristiques dynamiques telle que la
vitesse d’arrêt de la micro-turbine).
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Figure 4.22 – La probabilité où Er atteint une valeur donnée.
5 Conclusion
Ce chapitre présente une étude sur la technologie de récupération d’énergie éolienne
pour les objets communicants. Pour cela, nous avons proposé des modèles de caractérisa-
tion de la quantité d’énergie éolienne qui peut-être récupérée. Ces modèles s’appuient sur
des équations analytiques qui permettent de modéliser la micro-turbine.
Dans la première partie du chapitre, nous avons commencé par un rappel sur la com-
position et le principe de fonctionnement de l’éolienne dans le cas général. Ensuite, nous
avons présenté les différents types d’éoliennes qui permettent d’avoir l’électricité à partir
du vent. Puis, on est passé à la modélisation de la turbine à travers la modélisation de
la partie mécanique (le rotor) et de celle électrique (la machine synchrone). Nous avons
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proposé ensuite un modèle de micro-turbine qui permet d’avoir une puissance maximale
égale à 10 W pour une vitesse d’air égale à 12 m/s.
Les modèles développés sont enfin testés en utilisant des bases de données qui pré-
sentent l’évolution du vent pendant une année. En effet, en utilisant le modèle proposé
de la micro-turbine, nous avons caractérisé la quantité d’énergie éolienne que l’on peut
récupérée par jour. Cette caractérisation est nécessaire pour faire la gestion d’énergie du
capteur communicant.
Après avoir modélisé la consommation énergétique d’un capteur communicant en LoRa
et étudié des dispositifs permettant de récupérer l’énergie solaire et éolienne pour alimen-
ter le nœud capteur, nous allons passer ensuite à faire la gestion d’énergie de tout le
système. Cette gestion se base sur la prédiction d’énergie incidente. Pour cela, nous allons
présenter dans le chapitre suivant les résultats de prédiction d’énergie pour les capteurs
communicants.
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Chapitre 5
Prédiction d’énergie pour les
capteurs communicants
1 Introduction
L’objectif principal de ce chapitre est de pouvoir estimer la quantité d’énergie solaire
récupérée par un panneau solaire. Cette prédiction est essentielle pour faire la gestion
d’énergie des capteurs communicants. Pour ce faire, un prédicteur d’énergie solaire est
développé en se basant sur un prédicteur de l’état de l’art appelé EWMA (Exponentially
Weighted Moving-Average), qui recourt à l’historique de l’énergie récupérée pour esti-
mer les prochaines quantités d’énergie solaire. Notre prédicteur est appelé SEPCS (Solar
Energy Predictor for Communicating Sensor). Le SEPCS, qui utilise un historique plus
large que l’EWMA, est un prédicteur temps réel (il fait la mise à jour de ses coefficients
à chaque intervalle de temps).
Les performances des deux prédicteurs sont comparées en utilisant des bases de don-
nées d’éclairement pour différentes villes françaises. Les résultats obtenus montrent que
notre prédicteur s’adapte mieux aux changements météorologiques que l’EWMA. Dans ce
contexte, l’erreur de prédiction donnée par le SEPCS est plus faible que celle donnée par
l’EWMA. Le prédicteur est également testé en utilisant des bases de données d’éclairement
à l’échelle internationale.
Dans ce chapitre, nous commençons par présenter un état de l’art sur la prédiction
d’énergie récupérée pour les capteurs sans fil. Afin de proposer une version temps réel
du prédicteur EWMA, nous étudions ses différentes caractéristiques. Dans la deuxième
partie du chapitre, nous détaillons le fonctionnement du prédicteur proposé. Enfin, les
performances des deux prédicteurs sont comparées en utilisant un ensemble de données
de différentes régions.
2 État de l’art sur la prédiction d’énergie
Afin de concevoir un gestionnaire d’énergie (Power Manager en Anglais), on recourt à
différentes approches qui s’appuient sur des algorithmes de prédiction d’énergie [1-5]. Ces
algorithmes permettent d’estimer la quantité d’énergie pouvant-être récoltée à court et à
long termes. Ainsi, dans le cas d’un noeud capteur avec récupération d’énergie, plusieurs
travaux ont étudié la prédiction d’énergie afin de faire le management de puissance [6-10].
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Kansal et al. sont les premiers qui présentent un algorithme de prédiction d’énergie
solaire pour les capteurs sans fil dans [6]. Pour ce faire, les auteurs développent une tech-
nique appelée EWMA (Exponential Weighted Moving Average) pour estimer la quantité
d’énergie solaire. Cette technique recourt à l’historique des énergies récupérées pour pré-
dire l’énergie que l’on peut capter. Pour implémenter ce modèle, les auteurs divisent le
domaine temporel (24 heures) en intervalles de temps égaux. L’idée principale de cet al-
gorithme est que l’énergie récupérée sur un intervalle particulier de la journée peut-être
similaire aux quantités d’énergies récupérées pendant les heures précédentes. Le EWMA
présente de bonnes performances (de faibles erreurs de prédiction) sous de bonnes condi-
tions météorologiques. Mais, ses performances sont dégradées lorsqu’il y a une alternance
entre le beau et le mauvais temps et inversement (alternance entre journées ensoleillées et
pluvieuses par exemple).
Un autre modèle de prédiction d’énergie solaire appelée WCMA (Weather Conditioned
Moving Average) est proposé dans [11]. Les auteurs ont remarqué que lorsque des journées
ensoleillées et des journées nuageuses s’alternent, le EWMA fournit des résultats incorrects
car sa prédiction pour la journée courante est biaisée par l’effet mémoire du filtre EWMA.
En plus de l’historique des énergies récupérées, Piorno et al. proposent de prendre en
compte l’évolution des conditions d’ensoleillement au cours de la journée. En utilisant un
ensemble de données, les auteurs montrent que l’erreur de prédiction moyenne donnée par
le WCMA est d’environ 10%. Le prédicteur EWMA donne, avec le même ensemble de
données, une erreur moyenne au niveau de 29% [12].
Lu et al. ont présenté un algorithme d’estimation d’énergie en temps réel pour les sys-
tèmes embarqués. L’algorithme proposé, appelé MAP-DVFS (Model Accurate Predictive-
Dynamic Voltage and Frequency Scaling algorithm), est basé sur un modèle de régression
linéaire pour prédire l’énergie [13]. Le MAP-DVFS est un modèle précis qui vise à obte-
nir les meilleures performances du système sous des contraintes de récupération d’énergie.
Dans ce contexte, les auteurs montrent que le MAP-DVFS donne des résultats intéressants
de prédiction d’énergie à court terme (environ 1 s). Cependant, la prédiction d’énergie à
moyen et à long termes n’est pas étudiée.
Le et al. présentent un autre prédicteur d’énergie solaire pour les capteurs sans fil
alimentés par la récupération d’énergie dans [14]. Ce prédicteur, qui est basé sur les
filtres adaptatifs, présente une faible complexité et nécessite peu de mémoire pour estimer
la quantité d’énergie que l’on peut récupérer. Les résultats obtenus, dans cette étude,
montrent que l’erreur de prédiction moyenne donnée par le prédicteur proposé est plus
faible que les algorithmes de l’état de l’art.
Ces différents algorithmes de prédiction ont été proposés pour estimer la quantité
d’énergie solaire que l’on peut récupérer à court et à long termes. En regardant les résultats
obtenus, on note que les erreurs moyennes de prédiction sont élevées. Cela indique une
fausse estimation de l’énergie solaire récupérée. En conséquence, ces erreurs de prédiction
élevées permettent d’avoir des gestionnaires d’énergie non-optimisés avec de mauvaises
qualités de service des capteurs communicants. Ainsi, afin de diminuer le niveau des
erreurs de prédiction, on propose une nouvelle solution de prédiction d’énergie appelée
SEPCS [15]. Testé avec différentes bases de données, le SEPCS présente de meilleures
performances par rapport à l’état de l’art.
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Dans ce travail, nous avons quatre contributions principales :
— La première contribution est l’optimisation du coefficient du filtre EWMA (para-
mètre α). L’optimisation de ce paramètre permet d’avoir une version du EWMA
dans laquelle le coefficient α est calculé en temps réel. Dans ce contexte, on propose
deux méthodes de calcul de ce coefficient.
— La deuxième contribution est la version non-temps réel du SEPCS qui utilise un
historique plus large que l’EWMA. Cet algorithme peut réduire l’erreur de prédiction
moyenne de 28% à 22% en utilisant des bases de données annuelles d’éclairement
solaire.
— La troisième contribution de ce travail est la version temps réel du prédicteur SEPCS
qui permet de réduire l’erreur de prédiction moyenne de 28% à 6,5%.
— Enfin, les performances des algorithmes proposés sont étudiées dans différentes ré-
gions (à l’échelle nationale et internationale) en utilisant des bases de données avec
des pas de temps différents (1 heure et 10 minutes). Dans ce contexte, les résultats
obtenus sont très pertinents (le SEPCS s’adapte mieux aux changements météoro-
logique que l’EWMA).
4 Modèle linéaire de prédiction d’énergie
Dans cette section on présente les résultats de prédiction d’énergie solaire en utilisant
l’algorithme EWMA. Pour ce faire, nous allons commencer par décrire le principe de
fonctionnement du prédicteur. Nous étudions ensuite les performances de cet algorithme
en utilisant un ensemble de données d’éclairement. Afin d’avoir une version temps réel du
EWMA, nous proposons deux nouvelles méthodes de calcul de son coefficient α.
Le principe de fonctionnement de l’algorithme EWMA est présenté à la figure 5.1.
Figure 5.1 – Principe de fonctionnement de l’algorithme EWMA.
Pour prédire l’énergie solaire, le EWMA commence par diviser le domaine temporel
en intervalles de temps égaux de durée égale à une heure chacun (soient 24 intervalles de
temps pour chaque journée notée d : P1(d) ; .. ; P24(d)). Puis, pour trouver la valeur de
la puissance Pn(d) de l’intervalle n de la journée d, on utilise deux valeurs de l’historique
des énergies récupérées ; ces deux valeurs sont la puissance récupérée pendant l’intervalle
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de temps précédent n − 1 de la même journée Pn−1(d) et la puissance récupérée dans le
même intervalle de temps n de la journée précédente Pn(d− 1).
On note que la puissance Pn(d) est sensée rester constante pendant toute la durée de
l’intervalle de temps n (Pn(d) présente la valeur moyenne durant l’intervalle de temps n).
Ceci est la principale hypothèse sur laquelle les auteurs basent leur technique de prédiction
et de gestion d’énergie [15-18]. L’équation (5.1) montre l’expression de la puissance solaire
estimée en utilisant le prédicteur EWMA :
Pn(d) = α.Pn(d− 1) + (1− α).Pn−1(d), (5.1)
avec α le poids du filtre (0 ≤ α ≤ 1). Ce paramètre est optimisé en utilisant des
mesures d’énergie solaire pendant 9 jours dans [6]. Dans cette étude, la valeur optimale
de α, donnant l’erreur de prédiction minimum, est égale à 0.5.
4.1 Optimisation du paramètre α
Pour étudier le comportement de l’algorithme EWMA dans des conditions météoro-
logiques variables, nous avons utilisé différentes bases de données d’éclairement ainsi que
le modèle de panneau solaire donnant une puissance maximale égale à 800 mW (section
6 du chapitre 3).
On note qu’un choix adéquat du paramètre α est essentiel pour évaluer les perfor-
mances du prédicteur EWMA. Afin d’obtenir la valeur optimale de ce coefficient, l’évolu-
tion de la racine carrée de l’erreur quadratique moyenne RMSE (Root Mean Square Error)
en fonction de α est représentée à la figure 5.2. On remarque que la valeur minimale du
RMSE est obtenue pour un coefficient optimum α = 0,28.
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Figure 5.2 – Évolution du RMSE en fonction du paramètre α (cas d’étude :
Nantes).
Cette valeur optimale de α peut-être recalculée en utilisant l’expression de l’erreur
quadratique moyenne MSE (Mean Square Error) :
MSE = E[(Pn(d)− Pn(d))2], (5.2)
4 Modèle linéaire de prédiction d’énergie 105
α =
E[Pn−1(d)
2]− E[Pn−1(d).Pn(d)] + E[Pn(d− 1).Pn(d)]− E[Pn(d− 1).Pn−1(d)]
E[Pn−1(d)2]− 2.E[Pn(d− 1).Pn−1(d)] + E[Pn(d− 1)2]
(5.3)
où E[(Pn(d)−Pn(d))2], Pn(d) et Pn(d) sont respectivement l’espérance, la puissance solaire
réelle et la puissance estimée de l’intervalle de temps n de la journée d (calculée en utilisant
l’équation (5.1)).
La valeur optimale de α pour chaque intervalle de temps n est obtenue lorsque la dé-
rivée de la MSE est nulle (dMSE
dα
= 0). Avec un calcul approprié, l’équation (5.3) montre
l’expression du coefficient optimal α. Telle que Pn(d) est la puissance mesurée de l’inter-
valle de temps actuel n. On note que pour ce calcul, on suppose que Pn(d) est stationnaire.
En utilisant l’équation (5.3), on peut recalculer la valeur optimale de α pour chaque
intervalle de temps. Ceci permet d’avoir une version de l’algorithme EWMA dans laquelle
le coefficient α est calculé en temps réel (ce qui n’est pas le cas dans [6]).
4.2 Performances du prédicteur EWMA
Pour évaluer les performances du prédicteur EWMA, on fixe la valeur optimale du
paramètre α à 0.28 (figure 5.2). Cette valeur peut-être retrouvée en utilisant l’équation
(5.3). La figure 5.3 présente les résultats de prédiction en utilisant l’EWMA pendant une
semaine à Nantes. On remarque que s’il y a des changements météorologiques importants
(alternance entre les journées ensoleillées et celles nuageuses par exemple), l’algorithme
EWMA donne des erreurs de prédiction élevées (e.g. journée autour de l’heure 640). Dans
ce cas, l’erreur quadratique moyenne est égale à 73.3 mW et l’erreur relative moyenne est
égale à 28%.
500 520 540 560 580 600 620 640
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Temps (heure)
P
ui
ss
an
ce
 (
W
)
 
 
Puissance réelle 
Prédicteur EWMA
Figure 5.3 – Prédiction d’énergie solaire avec l’EWMA ; α = 0.28 (cas d’étude :
Nantes).
Comme indiqué précédemment, selon l’algorithme EWMA, la valeur optimale du coef-
ficient α est toujours fixée à une valeur constante (e.g. α = 0.5 dans [6] et 0.28 dans notre
cas). Pour savoir si ce coefficient optimal change avec les saisons, on se réfère au tableau
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5.1. En regardant les valeurs optimales αopt, on déduit que le paramètre α change en fonc-
tion des périodes de l’année. Ceci n’est pas le cas dans [6] qui suppose que α est toujours
constant. En effet, on remarque que la valeur optimale de α est plus faible en hiver, ce qui
indique selon l’équation (5.1) que, lorsque la météo d’un jour à l’autre est moins stable
(l’hiver), on privilégie les instants précédents de la même journée. Cependant, lorsque la
météo d’un jour à l’autre est plus stable (l’été), on privilégie plus les jours précédents à
la même heure.
Saison Hiver Automne Printemps Été
αopt 0.244 0.297 0.263 0.322
Table 5.1 – Différentes valeurs de αopt pendant les saisons (cas d’étude :
Nantes).
Enfin, le prédicteur EWMA est testé en utilisant des bases de données pour d’autres
villes françaises (Bordeaux, Marseille et Toulouse). Le tableau 5.2 présente les valeurs
optimales de α pour ces différentes villes ainsi que les valeurs d’erreurs quadratiques
moyennes correspondantes. On constate que la plus grande valeur de αopt est obtenue pour
la ville de Marseille, ce qui signifie, selon l’équation (5.1), que les jours se ressemblent plus
dans cette ville. À l’inverse, αopt est moins élevé à Bordeaux, c’est-à-dire que les jours y
sont plus différents (pour prédire l’énergie solaire, on donne plus d’importance à l’intervalle
de temps précédent de la même journée).
Ville Nantes Bordeaux Marseille Toulouse
αopt 0.281 0.250 0.350 0.341
RMSE (mW) 73.3 72.4 78.8 77.1
Table 5.2 – Valeurs de αopt et de la RMSE dans différentes régions françaises.
5 Nouveau prédicteur temps réel d’énergie solaire :
SEPCS
Cette section présente les résultats de prédiction d’énergie solaire en utilisant notre
prédicteur SEPCS, qui est basé sur l’algorithme EWMA. Nous présentons dans un pre-
mier temps le principe de fonctionnement ainsi que la version non-temps réel du prédic-
teur proposé. Puis, la version temps réel est étudiée en utilisant un ensemble de données
d’éclairement.
5.1 Version non-temps réel du SEPCS
5.1.1 Principe de fonctionnement
Notre méthode proposée est basée sur le prédicteur EWMA qui divise le domaine
temporel en intervalles de temps égaux. Ceci permet d’estimer l’énergie solaire au début de
chaque intervalle de temps [15, 19-20]. La figure 5.4 montre le principe de fonctionnement
du SEPCS. Pour prédire la puissance solaire Pn(d) de l’intervalle de temps n, on utilise
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un historique plus large que l’EWMA. En effet, au lieu de n’utiliser que deux valeurs
de l’historique des puissances récupérées, on utilise un nombre NS d’intervalles de temps
précédents de la même journée d et un nombre NJ d’intervalles de temps des journées
précédentes.
Figure 5.4 – Principe de fonctionnement de l’algorithme SEPCS.
L’expression de la puissance solaire x(n) estimée par le SEPCS est donnée par l’équa-
tion (5.4). Cette expression est décomposée en deux termes principaux présentant les
quantités de puissance solaire récupérées dans les intervalles précédents de la même jour-
née d et les quantités de puissance solaire récupérées dans les jours précédents (ce qui
signifie que le SEPCS utilise un historique plus large que l’EWMA). Pour l’instant, on
note que la journée est divisée en 24 intervalles de temps égaux de durée égale à une 1
heure :
x(n) =
NH∑
i=1
αi.x(n− i) +
NJ∑
j=1
βj.x(n− j.24), (5.4)
avec x(n), αi, NH , x(n − i), NJ , βj et x(n − j.24), respectivement, la puissance solaire
estimée pour l’intervalle de temps n, les premiers coefficients du filtre (0 ≤ αi ≤ 1), le
nombre d’heures dans la même journée d, la puissance solaire récupérée dans les NH
intervalles de temps précédents, le nombre de jours, les deuxièmes coefficients du filtre (0
≤ βj ≤ 1) et la puissance solaire récupérée dans le même intervalle de temps n des NJ
journées précédentes.
5.1.2 Résolution du système proposé
Pour résoudre le système proposé, on peut réécrire l’équation (5.4) sous la forme sui-
vante :
x(n) = W t.Xn, (5.5)
tels que W t est le transposé d’un vecteur qui contient les coefficients du filtre αi et βj et
Xn est un vecteur qui représente l’historique des puissances récupérées. Les deux vecteurs
W t et Xn s’écrivent ainsi comme le suivant :
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W=

α1
α2
...
αNH
β1
β2
...
βNJ

et Xn=

x(n− 1)
x(n− 2)
...
x(n−NH)
x(n− 24)
x(n− 48)
...
x(n−NJ .24)

Afin de calculer la solution optimale Wopt de l’équation (5.5), on utilise l’expression
suivante de l’erreur quadratique moyenne MSE :
MSE = E[(x(n)− x(n))2] (5.6)
Ensuite, pour trouver Wopt qui minimise l’erreur MSE, on dérive l’expression du MSE
par rapport au vecteur W (soit le gradient du MSE par rapport à W est nul, ∂MSE
∂W
= 0).
Avec un calcul approprié, la solution Wopt est donnée par l’équation (5.7). Celle-ci
représente la solution de Wiener [21-23] :
Wopt = [E(Xn.X
t
n)]
−1.E(Xn.x(n)) = R
−1.r, (5.7)
tels que R = E(Xn.X
t
n) et r = E(Xn.x(n)) sont respectivement une matrice carrée et un
vecteur. Les deux paramètres R et r peuvent-être estimés par les expressions suivantes :
R̂ =
1
N
.
N∑
n=1
(Xn.X
t
n), (5.8)
r̂ =
1
N
.
N∑
n=1
(Xn.x(n)), (5.9)
où N représente le nombre total des mesures effectuées.
5.1.3 Performances de la version non-temps réel du SEPCS
Pour évaluer les performances de cette version non-temps réel du SEPCS, on utilise
le même ensemble de données annuelles d’éclairement et le modèle de panneau solaire
qui donne une puissance maximale égale à 800 mW. Afin de faire les simulations, on fixe
le nombre de jours NJ = 7 (historique d’une semaine) et le nombre d’heures NH = 12
(historique d’une demi-journée). La figure 5.5 présente les résultats de prédiction d’énergie
solaire durant une semaine à Nantes.
Dans ce cas, la RMSE moyenne est égale à 64,3 mW (l’erreur relative moyenne est
égale à 22 %). Ces valeurs sont inférieures à celles données par le prédicteur EWMA (la
RMSE moyenne est au niveau de 73,3 mW et l’erreur relative moyenne est égale à 28 %).
Pour conclure, en utilisant cette version non-temps réel du SEPCS, on peut diminuer
l’erreur de prédiction moyenne par rapport à l’algorithme EWMA. Cependant, cette erreur
reste toujours élevée car les coefficients du filtre ne sont pas mis à jour pour chaque
intervalle de temps. Pour remédier à cela, une version temps réel du SEPCS est présentée
dans le reste du chapitre.
5 Nouveau prédicteur temps réel d’énergie solaire : SEPCS 109
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Figure 5.5 – Prédiction d’énergie solaire en utilisant la version non-temps réel
du SEPCS ; NJ = 7 et NH = 12 (cas d’étude : Nantes).
5.2 Version temps réel du SEPCS
Afin de diminuer davantage l’erreur de prédiction, une amélioration de notre prédic-
teur peut-être introduite. En effet, pour les résultats précédents, les deux paramètres R̂
et r̂ qui sont donnés dans les équations (5.8) et (5.9) sont calculés sur toute l’année.
Ainsi, pour avoir un algorithme temps réel, on peut mettre à jour les valeurs de ces
deux paramètres en utilisant une formule récursive (c’est-à-dire que les deux paramètres
peuvent-être recalculés pour chaque intervalle de temps).
Les équations (5.10) et (5.11) présentent les nouvelles expressions de R̂ et r̂ estimés
pour l’intervalle de temps k, avec 1 ≤ k ≤ N [24] :
R̂k = Xk.X
t
k + γ.R̂k−1, (5.10)
r̂k = Xk.x(k) + γ.r̂k−1, (5.11)
où 0 ≤ γ ≤ 1 détermine la mémoire du filtre (plus γ est élevée, plus la mémoire de
prédiction est longue). Par conséquent, la solution optimale du système notée Wk est
donnée par l’équation (5.12) :
Wk = R̂
−1
k .r̂k (5.12)
On note que si la matrice R̂k est non-inversible ou mal-conditionnée, on peut alors
calculer sa pseudo-inverse noté Mk en utilisant la méthode de Tikhonov concernant la
régularisation des matrices [25] :
Mk = R̂k + h.||R̂k||.I, (5.13)
avec h est un coefficient égal à 0.1, ||R̂k|| est la norme 2 de la matrice R̂k et I est la matrice
identité. Enfin, l’algorithme final de prédiction d’énergie solaire en temps réel correspond
au système suivant : 
r̂k = Xk.x(k) + γ.r̂k−1 (1)
Mk = R̂k + h.||R̂k||.I (2)
Wk = M
−1
k .r̂k (3)
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Afin d’évaluer les performances de notre prédicteur proposé, nous avons fixé NJ = 7
et NH = 12. Pour déterminer la valeur optimale de la mémoire γ, on recourt à la figure
5.6 qui présente l’évolution de l’erreur RMSE en fonction de γ. On voit bien que la valeur
optimale notée γopt de la mémoire du filtre est égale à 0.12. Cette valeur est utilisée pour
la suite.
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Figure 5.6 – Évolution de l’erreur quadratique moyenne en fonction de la mé-
moire du filtre γ (cas d’étude : Nantes).
La figure 5.7 montre les résultats de prédiction d’énergie solaire durant une semaine à
Nantes. Comme on peut le voir, notre prédicteur temps réel s’adapte bien aux changements
météorologiques importants (la mise à jour de ses coefficients pour chaque intervalle de
temps lui permet de suivre ces changements). Dans ce cas, on note que la RMSE moyenne
décroit de 64,5 mW à 19,9 mW. Quant à l’erreur relative moyenne, elle décroit de 22 %
à 6,5 %.
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Figure 5.7 – Prédiction en temps réel d’énergie solaire pendant une semaine
(cas d’étude : Nantes).
Pour vérifier les résultats obtenus, la figure 5.8 présente la prédiction de l’éclairement
solaire pendant deux semaines à Nantes. On remarque que le prédicteur donne des résul-
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tats pertinents avec des erreurs de prédiction faibles (l’erreur RMSE moyenne décroit de
91.6 W/m2 dans le cas du EWMA à 25,4 W/m2 donnée par notre prédicteur SEPCS).
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Figure 5.8 – Prédiction en temps réel d’éclairement solaire pour deux semaines
(cas d’étude : Nantes).
La figure 5.9 montre l’effet du nombre de jours NJ et du nombre d’heures NH sur
l’évolution de l’erreur RMSE. On voit bien que cette erreur diminue de manière significa-
tive avec l’augmentation de NH (la RMSE est presque constante après NH = 12). Cette
variation est moins importante avec l’évolution de NJ (la RMSE est presque constante
après NJ = 7).
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Figure 5.9 – Évolution de l’erreur quadratique moyenne en fonction du nombre
d’heures NH et du nombre de jours NJ (cas d’étude : Nantes).
6 Évaluation de performances : EWMA vs. SEPCS
Dans cette section, nous allons comparer les performances des deux algorithmes de
prédiction, le EWMA et le SEPCS en temps réel. Pour cela, nous allons utiliser un en-
112 Prédiction d’énergie pour les capteurs communicants
semble de données qui présentent l’évolution d’éclairement solaire dans différentes régions
françaises et d’autres villes internationales. Afin de faire des prédictions à moyen et à
court termes, ces bases de données sont caractérisées par des pas de temps différents (1
heure et 10 minutes).
6.1 Prédiction à moyen terme
La figure 5.10 montre l’évolution de la puissance solaire pendant sept jours consécutifs
avec des conditions météorologiques variables (alternance de jours ensoleillés et nuageux)
ainsi que les puissances solaires estimées en utilisant les deux algorithmes de prédiction.
Dans ce cas, on note que le pas de temps utilisé est égal à une heure. On remarque qu’avec
les changements météorologiques importants, l’algorithme EWMA donne des erreurs de
prédiction plus élevées par rapport à notre prédicteur qui fournit des valeurs beaucoup
plus exploitable.
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Figure 5.10 – Prédiction à moyen terme d’énergie solaire en utilisant l’EWMA
et le SEPCS ; avec un pas de temps égal à une heure (cas d’étude :
Nantes).
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Figure 5.11 – Erreurs de prédiction données par l’EWMA et le SEPCS ; avec
un pas de temps égal à une heure (cas d’étude : Nantes).
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La figure 5.11 montre l’évolution des erreurs relatives moyennes pour la même période
de temps. On voit bien que l’EWMA donne des erreurs de prédiction très élevées par
rapport à notre prédicteur. Ceci signifie que le prédicteur de l’état de l’art ne s’adapte
pas bien aux variations météorologiques. Alors que, le SEPCS recalcule ses coefficients en
temps réel pour s’adapter à ces changements.
Les performances des deux prédicteurs sont comparées dans le tableau 5.3. Pour cela
on utilise deux métriques de comparaison qui sont l’erreur relative et l’erreur quadratique
moyenne. On remarque que notre prédicteur donne de meilleurs résultats que l’algorithme
EWMA.
Métrique / prédicteur Prédicteur EWMA Prédicteur SEPCS
Erreur relative (%) 28 6.5
RMSE (mW) 73.3 19.9
Table 5.3 – Comparaison entre l’EWMA et le SEPCS en utilisant différentes
métriques ; avec un pas de temps égal à une heure (cas d’étude :
Nantes).
Le tableau 5.4 présente les résultats de prédiction données par l’EWMA et le SEPCS
dans différentes villes nationales et internationales. On constate que notre prédicteur
donne toujours de meilleurs résultats que le prédicteur de l’état de l’art.
Ville / prédicteur Prédicteur EWMA Prédicteur SEPCS
London 29 7.1
Paris 27.1 6.2
Berlin 26.8 6
Madrid 26.5 5.8
Rome 26.2 5.6
Tunis 25.5 5.3
Cairo 25.3 5.1
Dubai 24.9 5
Table 5.4 – Erreurs de prédiction en (%) données par l’EWMA et le SEPCS
dans différentes villes internationales ; avec un pas de temps égal à
une heure.
6.2 Prédiction à court terme
En utilisant les deux algorithme EWMA et SEPCS, la figure 5.12 présente les résultats
de prédiction d’énergie solaire sur deux jours consécutifs à Nantes. L’intervalle de temps
est égal à 10 minutes dans ce cas. Malgré les changements météorologiques importants,
le SEPCS donne de meilleurs résultats de prédiction que l’EWMA. En effet, on note que
la valeur optimale de α est égale à 0.04, ce qui indique selon l’équation (5.1), que pour
estimer la puissance solaire, le EWMA donne toute sa confiance à l’intervalle de temps
précédent de la même journée (c’est-à-dire que le prédicteur EWMA recopie la valeur
de puissance solaire mesurée à l’instant précédent). Dans ce cas, l’erreur de prédiction
augmente avec la variation rapide des conditions climatiques. Alors que, notre prédicteur
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temps réel met à jour ses coefficients toutes les 10 minutes, ce qui lui permet de s’adapter
aux variations météorologiques avec des erreurs de prédiction plus faibles que l’EWMA.
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Figure 5.12 – Prédiction à court terme d’énergie solaire en utilisant l’EWMA et
le SEPCS ; avec un pas de temps égal à 10 minutes (cas d’étude :
Nantes).
La comparaison des erreurs relatives moyennes dans différentes villes est présentée
dans le tableau 5.5. On constate que malgré la variation importante des conditions mé-
téorologiques, le SEPCS permet d’avoir de meilleurs résultats de prédiction que l’EWMA
(les erreurs de prédiction sont toujours plus faibles en utilisant notre algorithme SEPCS).
On note aussi qu’en diminuant le pas de temps d’une heure à quelques minutes, l’erreur de
prédiction augmente dans les deux cas de prédicteurs. Cela provient de variations rapides
et plus aléatoires de l’éclairement solaire.
Ville / prédicteur Prédicteur EWMA Prédicteur SEPCS
Nantes 32.1 8.2
Bordeaux 31.8 8
Madrid 31 7.6
London 33.2 8.9
Dubai 30.1 7.4
Table 5.5 – Erreurs de prédiction en (%) données par l’EWMA et le SEPCS
dans différentes villes nationales et internationales ; avec un pas de
temps égal à 10 minutes.
7 Conclusion
Afin d’estimer la quantité d’énergie récupérée par un panneau solaire, un prédicteur
d’énergie solaire est développé en se basant sur un algorithme de l’état de l’art appelé
EWMA. L’EWMA recourt à l’historique d’énergie récupérée pour estimer les prochaines
quantités d’énergie. Pour avoir de meilleurs performances que l’EWMA, notre prédicteur
temps réel utilise un historique plus large et met à jour ses coefficients chaque intervalle
de temps.
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Après avoir présenté un état de l’art sur différents prédicteurs d’énergie solaire, nous
avons commencé par étudier les caractéristiques de l’algorithme EWMA. Cette étude
nous a permis de proposer une version temps réelle du EWMA en calculant son coefficient
optimal pour chaque intervalle de temps.
La deuxième partie de ce chapitre est consacrée à l’étude de notre algorithme de
prédiction d’énergie solaire. Pour ce faire, nous avons présenté le fonctionnement du pré-
dicteur ainsi que la solution non-temps réel proposée. Cette solution permet d’avoir de
meilleurs performances par rapport à l’EWMA. Mais, pour diminuer davantage l’erreur
de prédiction, nous avons décrit une version temps réel de notre algorithme SEPCS.
Ensuite, les performances des deux prédicteurs sont comparées en utilisant des bases
de données d’éclairement pour différentes villes françaises. Comme nous l’avons vu, notre
prédicteur s’adapte mieux aux changements météorologiques que l’EWMA, avec des er-
reurs de prédiction plus faibles que celles données par le prédicteur de l’état de l’art. Les
deux prédicteurs sont testés en utilisant des bases de données d’éclairement à l’échelle
nationale et internationale et avec des pas de temps différents (10 minutes et 1 heure).
On a toujours de meilleurs résultats de prédiction par rapport à l’EWMA.
Cette prédiction d’énergie est essentielle pour le reste de ce travail. En fait, après avoir
préparé le terrain pour faire le management d’énergie des capteurs sans fil, nous allons
présenter les résultats de gestion d’énergie dans le chapitre suivant.
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d’objets communicants sans fil, université de Nice, Octobre 2012.
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Chapitre 6
Gestion d’énergie pour les capteurs
communicants
1 Introduction
Ce dernier chapitre décrit la partie principale du projet de thèse. Il s’agit de faire le
management d’énergie du capteur communicant proposé. L’objectif de cette partie est
de pouvoir converger vers le fonctionnement neutre en énergie (ou la condition ENO)
du capteur sans fil. Pour cela, un algorithme de gestion d’énergie est proposé pour gérer
toutes les briques du système communicant. Cet algorithme, qui est basé sur le prédicteur
SEPCS, est appelé PMA-SEPCS (Power Management Algorithm). En effet, suivant la
quantité d’énergie disponible et celle prédite par le SEPCS, le PMA-SEPCS contrôle
l’activité du capteur communicant (e.g. rapport cyclique) en jouant sur la qualité de
service. Dans ce contexte, si la quantité d’énergie récupérée ne satisfait pas les besoins
énergétiques du capteur, on pourra soit utiliser des modes appelés modes dégradés du
capteur, soit traiter l’urgence de l’information à transmettre (on parle alors de priorité
sur les données à transmettre).
Dans ce chapitre, nous commençons par présenter un état de l’art sur la gestion d’éner-
gie pour les capteurs sans fil. Ensuite, nous détaillons le principe de fonctionnement du
gestionnaire d’énergie proposé (ou PM- Power Manager). Pour cela, deux différentes mé-
thodes sont développées et validées en utilisant un scénario applicatif réel. La première
méthode consiste à concaténer les données de mesures et à les transmettre dans une même
trame LoRa. Cette approche permet de minimiser la consommation du capteur et d’éco-
nomiser l’énergie. Quant à la seconde approche, elle consiste à adapter le rapport cyclique
du nœud capteur suivant la quantité d’énergie disponible.
Dans la deuxième partie du chapitre, nous décrivons le fonctionnement ainsi que les
composantes du PMA-SEPCS proposé. Les performances de cet algorithme sont ensuite
évaluées en utilisant des bases de données annuelles d’éclairement.
Enfin, une méthodologie de conception et de réalisation des capteurs communicants
pour les applications IoT appelée CCAE-IoT (Capteur Communicant Autonome en Éner-
gie pour l’IoT) est proposée vers la fin de ce chapitre.
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2 État de l’art sur la gestion d’énergie
La gestion d’énergie est une problématique très intéressante dans la conception des
nœuds capteurs avec récupération d’énergie [1-3]. Dans ce cas, le capteur sans fil doit
adapter dynamiquement ses performances en fonction de l’énergie disponible, tout en
maintenant une bonne qualité de service [3-6]. L’objectif principal du PM est de réaliser
la condition ENO (signifie que l’énergie totale disponible doit être supérieure ou égale
à l’énergie consommée) pendant une longue période de temps [4-7]. Cette condition né-
cessaire et suffisante permet d’avoir une durée de vie théoriquement illimitée du capteur
communicant [7, 10-11].
Dans la littérature, un grand nombre d’études ont proposé différents algorithmes de
gestion d’énergie pour les capteurs communicants telles que [8] qui propose un algorithme
de gestion d’énergie basé sur la méthode DVFS (Dynamic Voltage and Frequency Scaling)
et [9] qui présente une étude sur la gestion et l’optimisation de la puissance de transmission
dans le cas des capteurs communicants. Cependant, on note que la méthode de contrôle
du rapport cyclique est l’une des techniques les plus populaires dans les approches de
management d’énergie des nœuds capteurs avec récupération d’énergie [5-7,9-10]. En ef-
fet, étant donné que les sources d’énergie ont généralement des niveaux de disponibilité
imprévisibles, l’adaptation du rapport cyclique est alors une méthode efficace qui peut
garantir la condition ENO du capteur. De plus, cette méthode peut réguler directement
les activités de l’unité radio, l’unité qui consomme le plus dans les activités du capteur
sans fil [11].
Un des premiers travaux sur la gestion d’énergie des capteurs sans fil est proposé dans
[5]. Dans cette étude, Kansal et al. ont introduit la notion de fonctionnement neutre en
énergie pour les nœuds capteurs avec récupération d’énergie. Afin de calculer le rapport
cyclique, la méthode développée divise le temps en N intervalles de temps égaux par jour.
Ensuite, pour prédire la quantité d’énergie solaire à récupérer, les auteurs ont développé
le prédicteur EWMA. Cependant, comme nous l’avons montré dans le chapitre précédent,
l’erreur de prédiction donnée par l’algorithme EWMA est élevée lorsqu’il y a un chan-
gement météorologique important. Dans ce cas, on obtient de fausses valeurs du rapport
cyclique, ce qui se traduit par un fonctionnement non-optimal du capteur sans fil.
Le et al. ont proposé un gestionnaire efficace d’énergie pour les capteurs communicants
[7]. Le PM proposé peut-être appliqué aux nœuds capteurs alimentés par des sources
d’énergie périodiques (par exemple, l’énergie lumineuse dans un bureau). Ce gestionnaire
d’énergie permet de satisfaire la condition ENO et d’optimiser les intervalles de réveil du
capteur communicant suivant l’énergie totale disponible. Les résultats obtenus montrent
que le débit de données ainsi que la qualité de service d’un capteur sans fil sont améliorés
par rapport aux méthodes de l’état de l’art. Cependant, l’algorithme proposé est basé sur
le prédicteur EWMA qui donne des erreurs de prédiction très élevées par rapport à celles
données par notre prédicteur SEPCS.
Une autre étude a été publiée par Cammarano et al. dans [12]. Dans ce travail, un
nouveau modèle de prédiction d’énergie solaire appelé Pro-Energy est proposé. L’algo-
rithme de prédiction développé permet d’améliorer les erreurs de prédiction par rapport
aux modèles existants tel que l’EWMA. Cette étude est très intéressante et le prédicteur
a été validé en utilisant un ensemble de données réelles d’énergie solaire. Cependant, les
auteurs n’ont pas détaillé leur méthode de gestion d’énergie du nœud capteur.
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Vigorito et al. ont proposé une nouvelle technique pour contrôler le rapport cyclique
des capteurs sans fil avec récupération d’énergie dans [10]. Cette technique est basée sur les
méthodes théoriques proposées dans [5]. Dans ce contexte, un algorithme de contrôle du
rapport cyclique est développé puis validé en utilisant des mesures expérimentales. Mais,
cette nouvelle technique n’inclue aucune méthode de prédiction d’énergie pour ajuster le
rapport cyclique du capteur communicant.
D’autres travaux basés sur la méthode d’adaptation du rapport cyclique ont été pu-
bliés. Nguyen et al. ont développé un nouveau protocole nommé ERI-MAC (Energy-
harvested Receiver-Initiated MAC Protocol) dans [13]. Kosunalp a proposé un autre pro-
tocole MAC pour les nœuds capteurs avec récupération d’énergie dans [14]. L’objectif de
ces études est de réaliser la condition de neutralité énergétique du nœud capteur. Cepen-
dant, la majorité des méthodes proposées n’introduisent aucune technique de prédiction
d’énergie pour adapter le rapport cyclique. Dans ce cas, les capteurs sans fil peuvent ajus-
ter leurs intervalles de réveil sans prendre en compte la quantité d’énergie disponible dans
le futur proche.
Les études précédentes ont été proposées afin de faire le management d’énergie et
d’adapter le rapport cyclique des capteurs communicants alimentés par la récupération
d’énergie (e.g. énergie solaire). Certains travaux n’intègrent aucun algorithme de prédic-
tion dans leurs méthodes de management d’énergie, ils tentent alors d’ajuster le rapport
cyclique sans tenir compte des quantités d’énergie disponibles dans le futur. Par consé-
quent, lorsqu’il y a des changements météorologiques importants, les valeurs obtenues du
rapport cyclique ne sont plus optimales.
D’autres auteurs ont développé des algorithmes de gestion d’énergie basés sur des mé-
thodes de prédiction tels que l’EWMA et le prédicteur Pro-Energy. Cependant, les erreurs
de prédiction données par ces algorithmes sont élevées. Différentes autres études ont pro-
posé des méthodes de contrôle de rapport cyclique en utilisant des modèles génériques de
consommation d’énergie qui ignorent la consommation d’énergie par différentes unités du
nœud capteur telles que les unités de détection et de traitement de données mesurées.
Afin de contrôler le rapport cyclique des nœuds capteurs avec récupération d’énergie
solaire sous la condition ENO, nous proposons de nouvelles méthodes de management
de l’énergie. L’algorithme proposé, le PMA-SEPCS, présente différentes fonctionnalités et
nouveautés. Dans ce cas, le nœud capteur adapte son rapport cyclique suivant l’énergie
disponible tout en gardant une bonne qualité de service. Dans ce travail, nous avons étudié
l’exemple de la ville de Nantes, mais l’algorithme développé peut-être appliqué à différentes
régions, car le prédicteur SEPCS a été testé au niveaux national et international.
3 Contributions
Dans ce paragraphe, nous présentons nos contributions principales concernant la ges-
tion d’énergie des nœuds capteurs :
— Notre première contribution est la concaténation de données mesurées lorsque la
puissance disponible est faible. Cette méthode est déployée pour la première fois
avec la technologie LoRa. Comme on va le voir, cette approche permet d’économiser
l’énergie et de minimiser la consommation du capteur.
— La deuxième contribution consiste en l’approche d’adaptation du rapport cyclique
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du capteur communicant en fonction de l’énergie disponible.
— Notre troisième contribution est la proposition d’une méthode de stockage d’énergie
solaire pour alimenter le nœud capteur pendant les périodes de non-récupération
d’énergie (e.g. la nuit).
— Notre dernière contribution est le développement d’un algorithme de gestion d’éner-
gie basé sur le prédicteur SEPCS. Cet algorithme permet de gérer toutes les com-
posantes du capteur sans fil. Les performances du PMA-SEPCS sont évaluées en
utilisant un ensemble de données annuelles d’éclairement solaire.
4 Système de gestion d’énergie
La figure 6.1 montre le système de gestion d’énergie proposé pour adapter le rapport
cyclique du capteur communicant suivant la quantité d’énergie disponible. Pour ce faire,
on commence par diviser le temps en intervalles égaux.
Les entrées principales du système sont respectivement :
— EC(n) : l’énergie consommée par le nœud capteur qui est calculée en utilisant le
modèle de consommation d’énergie avec la technologie LoRa/LoRaWAN (présenté
dans le chapitre 2).
— EH(n) : l’énergie solaire récupérée qui est estimée en utilisant le prédicteur SEPCS
(présenté dans le chapitre 5).
— ES(n) : l’énergie solaire stockée afin d’alimenter le système durant les périodes de
non-récupération d’énergie. Comme on va le voir, ce paramètre ES(n) peut-être
déterminé avec une nouvelle méthode de calcul en se basant sur des bases de données
d’éclairement.
Figure 6.1 – Système proposé de gestion d’énergie.
5 Algorithme PMA-SEPCS et différentes méthodes
Cette partie est consacrée à l’étude des différentes méthodes proposées pour faire la
gestion d’énergie d’un capteur communicant. Ces méthodes sont ensuite exploitées pour
concevoir et développer l’algorithme PMA-SEPCS.
5 Algorithme PMA-SEPCS et différentes méthodes 123
5.1 Méthode de concaténation de données
5.1.1 Principe
Comme indiqué dans le chapitre 2 (sections 6.2.3-6.2.7), le module radio est le princi-
pal consommateur d’énergie pour les applications IoT (e.g. contrôle de mouvements des
pylônes). Afin de minimiser la consommation de ce bloc et de diminuer le nombre de trans-
missions de données, les valeurs d’accélération mesurées peuvent-être stockées localement
puis concaténées dans une seule trame LoRa/LoRaWAN. Ce mécanisme est appelé conca-
ténation de données [15]. Comme indiqué dans [15-18], les trames de données peuvent-être
concaténées lorsqu’elles ont les mêmes origines et destinations.
Pour calculer le nombre maximum de mesures concaténées noté nmax, on recourt aux
[19-21] indiquant la taille maximale de la charge utile PL en LoRa/LoRaWAN, qui est
comprise entre 51 octets (pour un facteur d’étalement SF = 12) et 222 octets (pour SF
= 7). Par conséquent, le nombre nmax peut-être calculé par l’équation suivante :
nmax =
PL
4
, (6.1)
avec 4 le nombre de symboles utiles à transmettre dans notre cas d’application (contrôle
des pylônes de réseaux électriques et télécommunications). En utilisant l’équation (6.1), le
nombre maximum de données concaténées nmax est égal à 12 pour un facteur d’étalement
SF = 12 et est égal à 55 pour SF = 7.
La figure 6.2 montre un exemple de concaténation de 5 données de mesures (ces me-
sures peuvent-être des valeurs d’accélération dans le cas de notre application). Les mesures
concaténées sont ensuite envoyées dans une même trame LoRa/LoRaWAN transmise à la
fin de la dernière mesure (cinquième mesure dans cet exemple). On note que la période
de mesure Tm est égale à 1 seconde dans cette étude.
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Figure 6.2 – Exemple de concaténation de données (n = 5).
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5.1.2 Puissance moyenne consommée
Pour étudier les performances de la méthode proposée, on peut calculer la puissance
moyenne consommée Pm par l’équation (6.2) :
Pm =
ETotal
TCycle
, (6.2)
où TCycle est la durée d’un cycle de n mesures et d’une transmission de toutes les données
mesurées dans la même trame LoRa/LoRaWAN. TCycle est calculé comme suit :
TCycle = n.Tm, (6.3)
telle que Tm est la période de mesure.
En utilisant le modèle de consommation d’énergie développé dans le chapitre 2 (sec-
tion 4.2, équations 1.1-1.3), la puissance moyenne consommée Pm peut-être exprimée par
l’équation suivante :
Pm =
EWU + n.Em + n.Eproc + EWUT (n) + ETr(n) + ER(n) + n.EV eille
TCycle
, (6.4)
avec EWU , Em, Eproc, EWUT (n), ETr(n), ER(n) et EV eille, respectivement, les énergies
consommées pour le réveil de tout le système, la mesure de données, le traitement des
données mesurées, le réveil de l’émetteur-récepteur LoRa/LoRaWAN, le mode de trans-
mission, le mode de réception d’un acquittement ACK (après la dernière mesure n) et
l’état de veille du microcontrôleur.
La figure 6.3 présente l’évolution de cette puissance Pm en fonction du nombre de
mesures par transmission n. Comme on peut le voir, la puissance Pm diminue lorsque le
nombre de mesures n augmente. Ceci signifie qu’on a intérêt à augmenter le nombre de
mesures par transmission pour minimiser la consommation moyenne du bloc radio.
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5.1.3 Évaluation de performances
Afin d’évaluer les performances du mécanisme de concaténation de données, on utilise
la figure 6.4. Cette figure présente la consommation d’énergie pour toutes les tâches assu-
rées par le capteur communicant. On note que le nombre de mesures nmax est égal à 55
(avec un facteur d’étalement SF = 7). Dans ce cas, comme indiqué dans le chapitre 2, les
principaux consommateurs d’énergie sont le microcontrôleur (EMCU = 4.015 mJ), l’unité
capteur (Em = 14.3 mJ) et l’unité radio (ETr = 7.9 mJ et ER = 0.27 mJ).
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la concaténation de données.
Le tableau 6.1 compare la consommation d’énergie du module radio en utilisant la
méthode de concaténation de données (avec n égale à 55 pour SF = 7) et celle avec 55
mesures et transmissions de données sans concaténation. On voit bien que le mécanisme
de concaténation de données est une méthode intéressante permettant de minimiser la
quantité d’énergie consommée par le module radio (pour l’exemple de 55 mesures, la
méthode proposée permet de gagner 82.7% d’énergie par rapport à 55 transmissions et
réceptions d’ACK sans concaténation).
Méthode / Mode Concaténation de données
(n=55)
55 transmissions et récep-
tions (sans concaténation)
Mode de transmission (ETr) 7.9 mJ 32.45 mJ (0.59*55)
Mode de réception (ER) 0.27 mJ 14.85 mJ (0.27*55)
Table 6.1 – Évaluation de performances de la méthode de concaténation de don-
nées (SF = 7 et n = 55 ).
Cette méthode sera intégrée dans l’algorithme PMA-SEPCS. On note néanmoins que
la concaténation de données peut introduire un retard de temps ou un délai sur la trans-
mission de données. Ce retard est très élevé lorsque le nombre de mesures n et la période de
mesure Tm sont élevés. Pour cela, la concaténation de données peut entrainer des retards
non-compatibles avec les contraintes de l’application. Dans ce cas, différentes contraintes
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peuvent-être intégrées dans l’algorithme PMA-SEPCS, comme par exemple le délai maxi-
mum de transmission de données mesurées.
5.2 Méthode de contrôle du rapport cyclique
5.2.1 Principe
L’objectif principal de cette méthode est de calculer la période de mesure ou de trans-
mission en respectant la condition de neutralité énergétique (condition ENO). Dans ce
contexte, le nœud capteur adapte ses performances en fonction de l’énergie disponible
afin de maintenir une bonne qualité de service [21-22].
La figure 6.5 montre le principe de fonctionnement de la méthode du rapport cyclique.
Dans cet exemple, le calcul de la période de mesure dépend de la quantité d’énergie
solaire disponible. En effet, si la quantité d’énergie solaire est élevée, alors le nombre de
mesures augmente (la période de mesure Tm diminue). Dans le cas inverse, si la quantité
d’énergie disponible est faible, alors la période de mesure augmente (la fréquence de mesure
diminue).
Figure 6.5 – Principe d’adaptation du rapport cyclique ; en utilisant une source
d’énergie solaire.
Pour déterminer la période de mesure (respectivement la période de transmission), la
méthode de contrôle du rapport cyclique proposée est basée sur les hypothèses suivantes :
— Pendant la période de récupération d’énergie (la journée), le temps est divisé en
intervalles de temps égaux.
— La période de mesure est calculée au début de chaque intervalle de temps en utilisant
les résultats de prédiction de l’algorithme SEPCS.
— Pour chaque intervalle de temps pendant la journée, on donne la priorité au sto-
ckage d’énergie pour la nuit qui représente la période de non-récupération d’énergie.
En effet, l’algorithme proposé doit adapter le rapport cyclique et stocker l’énergie
nécessaire afin de permettre le fonctionnement du système durant la nuit.
— Les contraintes de l’algorithme sont les périodes de mesure minimale et maximale
Tmmin et Tmmax (soit : Tmmin ≤ Tm ≤ Tmmax).
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5.2.2 Calcul de la période de mesure et de l’énergie stockée
Pour calculer la période de mesure Tm(n) de l’intervalle de temps n sous la condition
ENO, on commence par écrire le bilan énergétique grâce à l’équation suivante :
ETotale(n) + EL(n) = EH(n)− ES(n), (6.5)
avec ETotale(n), EL(n), EH(n) et ES(n), respectivement, l’énergie totale consommée par le
capteur communicant, les pertes d’énergie dans le condensateur, l’énergie solaire estimée
par le SEPCS et l’énergie solaire stockée pour la nuit.
En utilisant le modèle de consommation d’énergie (chapitre 2), l’énergie totale ETotal(n)
peut-être exprimée comme suit :
ETotale(n) = EActive(n) + PV eille.(Tm(n)−∆m), (6.6)
où ∆m est la durée de mesure. Dans cette étude, on suppose que la durée de transmission
est négligeable par rapport à ∆m.
De plus, les énergies EL(n) et EH(n) peuvent-être écrites en fonction de Tm(n) comme
suit :
Ei(n) = Pi.Tm(n), (6.7)
telle que Pi représente respectivement la puissance PL dissipée dans la capacité et la
puissance PH estimée par le SEPCS.
Enfin, afin de déterminer l’énergie stockée ES(n), on se réfère au tableau 6.2 qui pré-
sente le calcul de ES(n) pour toutes les saisons (en tenant compte des longueurs moyennes
des jours et des nuits durant ces saisons). Ces longueurs moyennes peuvent-être déduites
en utilisant les bases de données annuelles d’éclairement (par exemple Nantes). Dans ce
cas, l’énergie ES(n) est déterminée en fonction de l’énergie consommée pour un cycle de
fonctionnement du capteur communicant pendant la nuit notée ECN . Cette dernière peut-
être calculée en utilisant le modèle de consommation d’énergie présenté dans le chapitre
2, soit :
ECN = EActive + PV eille.(H −∆m), (6.8)
avec H la période de mesure maximale pendant la nuit. (H est fixée à 1 heure dans cette
étude).
Saison Longueur moyenne
de la journée
Longueur moyenne
de la nuit
Valeur de ES(n)
Hiver 8 16 2. ECN
Printemps et automne 12 12 1. ECN
Été 16 8 1
2
. ECN
Table 6.2 – Calcul de l’énergie stockée ES(n).
Afin de retrouver les valeurs de ES(n) (tableau 6.2), prenons l’exemple de l’hiver. Dans
ce cas, les durées moyennes de la journée et de la nuit sont respectivement égales à 8 et
à 16 heures. Afin de transmettre les données mesurées toutes les heures durant la nuit,
on doit stocker une quantité d’énergie égale à 2.ECN pendant chaque intervalle de temps
de la journée. Cette valeur peut-être déterminée à l’aide de l’équation (6.9). Ceci signifie
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qu’en hiver nous devons stocker suffisamment d’énergie pendant 8 heures de la journée
pour transmettre les données 16 fois durant la nuit.
8.ES(n) = 16.ECN (6.9)
De plus, en faisant le même calcul pour les autres saisons, l’énergie ES(n) peut-être
exprimée par l’équation suivante :
ES(n) = C.ECN , (6.10)
où C est une valeur constante égale à 1
2
, 1 ou 2 selon les saisons.
En utilisant les équations (6.5), (6.6), (6.7) et (6.10) et en faisant un calcul approprié,
la période de mesure Tm(n) est donnée par l’équation suivante :
Tm(n) =
EActive(n)− PV eille.∆m + C.ECN
PH(n)− PV eille − PL
(6.11)
5.2.3 Évaluation de performances
Afin de valider la méthode développée, on peut utiliser la figure 6.6, qui représente
l’évolution de la période de mesure Tm en fonction de la puissance solaire récupérée PH (en
utilisant le panneau solaire donnant une puissance maximale égale à 800 mW). Comme on
peut le voir, la période Tm diminue lorsque la puissance récupérée augmente (ceci signifie
que si PH augmente, alors on augmente la fréquence de mesure et vice versa).
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Figure 6.6 – Période de mesure en fonction de la puissance solaire récupérée.
On note que selon le type d’application du capteur communicant, de nombreuses
contraintes telles que les périodes de mesure minimale et maximale notées Tmmin et
Tmmax peuvent-être appliquées pour adapter le rapport cyclique du capteur sans fil.
Toutes ces contraintes sont détaillées dans l’algorithme PMA-SEPCS.
5.3 Algorithme de gestion d’énergie
Dans ce paragraphe, on présente le fonctionnement de l’algorithme de gestion d’éner-
gie PMA-SEPCS. L’algorithme proposé est basé sur le prédicteur SEPCS. La figure 6.7
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montre la stratégie adoptée pour faire le management d’énergie des capteurs commu-
nicants. Comme indiqué précédemment, on considère un accéléromètre connecté pour
contrôler le déplacement des pylônes de réseaux électriques et télécommunications. On
note que le PMA-SEPCS est un modèle générique qui peut-être appliqué à différentes
classes d’applications.
Pour notre cas d’application, le fonctionnement du système communicant est toujours
lié à la quantité d’énergie disponible PH (estimée par le SEPCS). Dans ce contexte, trois
cas de figures se présentent :
— Si PH est faible, alors le nœud capteur doit récupérer l’énergie solaire sans trans-
mettre les données mesurées à la passerelle.
— Si PH est moyenne, alors on peut utiliser le mécanisme de concaténation de données
pour minimiser la consommation énergétique du capteur.
— Si PH est élevée, alors le capteur sans fil adapte son rapport cyclique en fonction de
la quantité d’énergie disponible.
Figure 6.7 – Stratégie de gestion d’énergie pour les capteurs communicants.
En regardant la figure 6.7, les seuils P0, PCritique, Pmin et Pmax sont fixés par l’utili-
sateur suivant les exigences de l’application visée. On note aussi que les contraintes de
l’algorithme sont les périodes de mesure minimale et maximale Tmmin et Tmmax (signifie
qu’on a : Tmmin ≤ Tm ≤ Tmmax).
L’algorithme 1 présente le fonctionnement du PMA-SEPCS pour les capteurs commu-
nicants avec récupération d’énergie. Les paramètres PH , n, P0, PCritique, Pmin et Pmax sont
les différentes entrées de l’algorithme.
Afin de calculer la sortie de l’algorithme Tm(n) à l’instant n, on utilise, dans un premier
temps, le prédicteur SEPCS pour estimer la puissance disponible PH(n) pour chaque
intervalle de temps (avec de faibles erreurs de prédiction). Ensuite, en comparant la valeur
de cette puissance PH(n) avec les différents seuils de puissance, on peut alors sélectionner
la méthode adéquate pour déterminer la période de mesure Tm(n) adaptée.
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Algorithm 1 : PMA-SEPCS : calcul de la période de mesure Tm
Require: PH , n, P0, PCritique, Pmin, Pmax % Entrées du programme.
for chaque intervalle de temps i do
if PH ≤ P0 then
Tm ← 0 : % On récupère l’énergie sans transmettre les données.
end if
if P0 < PH ≤ PCritique then
Tm ← Tmmax : % Mesure et transmission de données avec Tmmax
% (e.g. Tmmax = 3600 seconds).
end if
if PCritique < PH ≤ Pmin then
TCycle ← Tm.n : % Méthode de concaténation de données (e.g. n=55 pour SF=7).
end if
if Pmin < PH ≤ Pmax then
Tm(n) =
EActive(n)−PV eille.∆m+C.ECN (n)
PH(n)−PV eille−PL
: % Méthode de contrôle du rapport cyclique.
else {Pmax < PH}
Tm ← Tmmin : % Mesure et transmission de données avec Tmmin
% (e.g. Tmmin = 60 seconds).
end if
end for
6 Évaluation de performance du PMA-SEPCS
Cette section est consacrée à l’évaluation des performances de notre algorithme de
management d’énergie pour les capteurs communicants. Pour cela, on utilise les données
annuelles d’éclairement solaire (e.g. ville de Nantes).
La figure 6.8 montre les résultats d’implémentation de l’algorithme développé. Cette
figure présente l’évolution de trois paramètres essentiels, que sont la puissance solaire
récupérée en utilisant un panneau solaire donnant une puissance maximale égale à 800mW
(estimée par le SEPCS), la période de mesure de données (les mesures de l’accélération
dans cet exemple) et la puissance solaire stockée en utilisant un condensateur de capacité
égale à 3F avec une tension maximale égale à 2.2V. Dans cet exemple, les paramètres
n, P0, PCritique, Pmin et Pmax sont respectivement égales à 55, 0mW, 100mW, 300mW et
750mW. En regardant cette figure, on remarque que :
— Pendant l’hiver (les mois de janvier, février et décembre), la puissance solaire moyenne
récupérée est plus faible par rapport aux autres saisons.
— En conséquence, on voit bien que le nœud capteur réalise moins de mesures pendant
cette saison (ceci est expliqué par les espaces vides présentés par la courbe de la
période de mesure).
— L’énergie stockée dans la capacité diminue et atteint ses valeurs minimales pendant
l’hiver (le capteur communicant recourt plus à l’énergie stockée pendant l’hiver pour
satisfaire ses besoins énergétique et transmettre l’information).
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Figure 6.8 – Implémentation du PMA-SEPCS en utilisant des bases de données
annuelles d’éclairement : évolution de la puissance solaire estimée
par le SEPCS, de la période de mesure et de la puissance solaire
stockée (cas d’étude : Nantes).
Afin de voir plus de détails, on utilise la figure 6.9 qui représente l’évolution des
mêmes paramètres précédents pendant cinq jours. On note que les cinq journées choisies
présentent différentes conditions météorologiques pour valider le fonctionnement de l’al-
gorithme proposé. Ainsi, de nombreuses constations peuvent-être déduites de cette figure :
— Remarque ”1” : pendant la période de non-récupération (la nuit), le nœud capteur
réalise une mesure et une transmission toutes les heures. Par conséquent, l’énergie
stockée dans la capacité diminue continuellement.
— Remarque ”2” : pendant la journée : le capteur communicant adapte la période de
mesure en fonction de l’énergie disponible. En effet, au début de la journée, l’énergie
récupérée commence à augmenter. En conséquence, la période de mesure commence
à diminuer (la fréquence de mesure augmente). Puis, vers la fin de la journée, comme
l’énergie récupérée diminue alors la période de mesure augmente simultanément (la
fréquence de mesure diminue dans ce cas).
— Remarque ”3” : pendant la période de récupération d’énergie, lorsque la puissance
solaire récupérée est très faible, la période de mesure peut-être fixée à Tmmax (égale
à 1 heure) pour minimiser l’énergie totale consommée par le nœud capteur (on donne
la priorité au stockage d’énergie dans ce cas).
— Remarque ”4”: Les contraintes minimale Tmmin = 60 secondes et maximale Tmmax =
1 heure sont respectées par l’algorithme. Ces contraintes restent toutefois spécifiques
à l’application du capteur communicant.
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Figure 6.9 – Évaluation de performances de l’algorithme PMA-SEPCS ; avec
une période égale à cinq jours de récupération d’énergie (cas
d’étude : Nantes).
7 Méthodologie de conception de capteurs commu-
nicants autonomes
Dans ce dernier paragraphe, nous présentons notre méthode de conception des nœuds
capteurs pour les applications IoT. Cette méthodologie est décrite par la figure 6.10.
Figure 6.10 – Conception de capteurs sans fil pour les applications IoT.
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Pour concevoir et réaliser un capteur communicant autonome en énergie, on propose
une méthodologie appelée CCAE-IoT (Capteur Communicant Autonome en Énergie pour
l’IoT). Cette méthode est décrite comme suit :
— Choix de l’application désirée et définition de l’ensemble des contraintes : parmi ces
applications on cite à titre d’exemples la gestion des villes intelligentes (gestion des
infrastructures de la ville) tels que l’eau, le transport, les bâtiments, les services et
équipements publics, les déchets (niveau de pollution dans les rues, gaz polluant :
CO2) ; le sport connecté ; le contrôle d’ouvrages d’art (ponts, quais, barrages, tun-
nels) ; les grandes structures mobiles (avions, navires, métros) ; la vidéo-surveillance
et les vêtements connectés ; etc. Dans ce contexte, définir l’application du capteur
sans fil ainsi que l’ensemble des contraintes correspondantes est essentiel pour enta-
mer la phase de conception et de développement du nœud capteur.
— Choix du protocole de communication adéquat : le choix de la technologie de commu-
nication est primordial pour la conception des nœuds capteurs. Ce choix est basé sur
différents paramètres essentiels liés à l’application choisie. Parmi ces paramètres, on
cite la portée de communication, le débit de transmission et l’autonomie énergétique,
etc.
— Modélisation de la consommation énergétique du capteur : après avoir fixé l’appli-
cation et le protocole de communication, on peut modéliser la consommation du
capteur sans fil. Cette modélisation permet de connaitre les besoins énergétiques du
capteur suivant les contraintes applicatives.
— Choix de la source d’alimentation : dans ce cas, l’utilisateur décide de la source
d’énergie à utiliser. Pour les capteurs communicants déployés dans des emplacements
non-accessibles, la récupération d’énergie pourrait-être une solution pertinente.
— Management d’énergie du système proposé : la gestion d’énergie est le cœur de tout
le travail réalisé. Il s’agit de développer des méthodes de gestion d’énergie adéquates
afin de minimiser la consommation énergétique du capteur et de prolonger sa durée
de vie.
On note que les algorithmes de modélisation et d’optimisation développés peuvent-
être exploités afin de réaliser un démonstrateur de capteur communicant et autonome en
énergie. Pour cela, la méthode CCAE-IoT peut-être un candidat potentiel pour le futur
des objets connectés.
8 Conclusion
Ce dernier chapitre décrit le management d’énergie des capteurs communicants. L’ob-
jectif de cette partie est de faire la gestion d’énergie du système proposé afin de converger
vers son fonctionnement neutre en énergie (condition ENO).
Pour cela, nous avons développé un algorithme de gestion d’énergie appelé PMA-
SEPCS. En prenant en considération la quantité d’énergie disponible (prédite par le
SEPCS), le PMA-SEPCS permet de contrôler l’activité du capteur communicant en adap-
tant son rapport cyclique. En effet, le PMA-SEPCS permet de satisfaire la condition ENO
et de maintenir une bonne qualité de service en fonction de l’énergie récupérée.
L’algorithme proposé permet d’estimer la période d’exécution (la période de mesure
dans cette étude), en fonction de l’énergie disponible. Dans ce contexte, deux différentes
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méthodes sont développées et validées en utilisant un scénario d’application réel. La pre-
mière approche consiste à concaténer les données mesurées lorsque la puissance dispo-
nible est faible et de ne transmettre qu’une seule trame de données avec la technologie
LoRa/LoRaWAN. Nous avons montré à travers les résultats obtenus que cette approche
permet d’économiser l’énergie et de minimiser la consommation du capteur sans fil. La
deuxième approche consiste à adapter le rapport cyclique pendant la journée tout en don-
nant la priorité au stockage d’énergie pour la période de non-récupération (la nuit). Pour
cela, une nouvelle méthode de calcul de l’énergie stockée a été proposée.
Ensuite, les performances du PMA-SEPCS ont été évaluées à l’aide d’un ensemble de
données annuelles d’éclairement. Dans ce travail, nous avons étudié l’exemple de la ville
de Nantes, mais l’algorithme développé peut-être appliqué à différents endroits, car le
SEPCS fonctionne bien au niveau national ainsi qu’à l’échelle internationale.
Enfin, ce chapitre ainsi que ce manuscrit sont clôturés par la proposition d’une métho-
dologie de conception et de réalisation de capteurs communicants et autonomes appelée
CCAE-IoT (Capteur Communicant Autonome en Énergie pour l’IoT).
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Conclusion générale et perspectives
L’autonomie des nœuds capteurs et la consommation d’énergie sont des probléma-
tiques majeures dans le domaine des objets connectés. Grâce à l’évolution rapide de la
technologie au niveaux matériel et logiciel, la consommation des circuits électroniques ne
cesse de baisser. Ainsi, les techniques de management de puissance (ou de gestion de la
consommation d’énergie des nœuds capteurs) est un élément clé qui intervient dans la
conception des capteurs communicants. Ces techniques visent à établir la neutralité éner-
gétique ou le fonctionnement neutre en énergie du nœud capteur.
La récupération d’énergie (ou energy harvesting en anglais) est de plus en plus consi-
dérée pour remédier aux problèmes d’alimentation causés par les piles ou les batteries.
Il s’agit d’une technologie très prometteuse puisqu’elle répond à de nombreux besoins
techniques et économiques. Cependant, cette technologie met en question l’ensemble des
techniques de management de puissance du capteur communicant. En effet, les politiques
de gestion d’énergie doivent se baser dans ce cas sur un équilibre énergétique global entre
l’énergie disponible (récupérée et stockée) et l’énergie consommée.
Afin de proposer un Capteur Communicant Autonome en Énergie pour l’IoT et d’étu-
dier la problématique de gestion de puissance, nous avons développé un ensemble de mo-
dèles et d’algorithmes permettant de satisfaire les objectifs du cahier des charges. Nous
présentons dans ce rapport le travail effectué pendant ce projet de thèse. Ainsi, un état
de l’art sur la récupération et la gestion d’énergie pour les capteurs communicants est
présenté dans le premier chapitre. En effet, nous avons commencé par étudier les diffé-
rentes sources d’énergie présentes dans l’environnement. Ensuite, afin d’avoir deux sources
complémentaires et donnant des quantités de puissances comparables, nous avons choisi
le solaire et l’éolien pour alimenter notre capteur communicant. Nous avons présenté en-
suite un état de l’art sur la gestion d’énergie des capteurs sans fil. Il s’agit d’une partie
essentielle de notre travail, dans laquelle nous avons décrit les travaux de recherche qui
traitent le management d’énergie mono-source (solaire par exemple). Puis, l’architecture
interne du capteur communicant est présentée. Il s’agit d’un système autonome à base
de récupération et de gestion multi-sources d’énergie dont les différents blocs sont étudiés
dans le reste du manuscrit.
Dans le deuxième chapitre nous avons étudié la consommation énergétique du capteur
communicant en tenant compte d’un exemple d’application choisi. Le capteur proposé sert,
à titre d’exemple, à contrôler le déplacement d’ouvrages d’art tels que les ponts, les tunnels
et les pylônes de réseaux électriques et télécommunications. Le scénario d’application
précis nous a permis de choisir les technologies de communication adéquates. Dans ce
contexte, le choix de ces technologies n’était pas arbitraire. En fait, pour ce genre de projet,
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138 Gestion d’énergie pour les capteurs communicants
il s’agit de transmettre les données mesurées à longue portée avec une faible consommation,
ce qui est le cas pour LoRa/LoRaWAN. Ensuite, le modèle de consommation proposé, qui
est validé par des modes et des scénarios LoRa/LoRaWAN, permet d’estimer la durée de
vie du nœud capteur en utilisant une source d’alimentation standard (e.g. une pile). En
effet, nous avons montré que la durée de vie du capteur communicant est limitée à quelques
années, voire même quelques mois suivant le scénario et le mode de transmission utilisé.
Pour remédier à ce problème de limitation de vie des nœuds capteurs, nous avons envisagé
un système de récupération et de gestion multi-sources d’énergies solaire et éolienne.
Le troisième chapitre met l’accent sur la technique de récupération d’énergie solaire
pour les objets communicants à travers la caractérisation de la quantité d’énergie in-
cidente. Dans ce contexte, nous avons proposé des modèles de caractérisation d’énergie
solaire. Cette caractérisation s’appuie sur des équations mathématiques permettant d’éva-
luer les caractéristiques électriques des panneaux solaires. En effet, nous avons présenté
une étude permettant la modélisation de l’éclairement et du panneau solaire. Nous avons
commencé tout d’abord par un rappel sur les techniques de récupération d’énergie solaire.
Nous avons décrit ensuite les différentes caractéristiques du panneau solaire d’un point de
vue électrique. Les modèles de caractérisation développés, qui sont basés sur des bases de
données qui montrent l’évolution de l’éclairement pendant un an dans différentes régions
françaises, ont été également validés par des mesures d’énergie solaire.
Quant au quatrième chapitre, il décrit la technologie de récupération d’énergie éo-
lienne pour les objets communicants. Pour cela, nous avons développé des modèles de
caractérisation de la quantité d’énergie éolienne qui peut-être récupérée. Ces modèles de
caractérisation s’appuient sur des équations analytiques qui permettent de représenter
la micro-turbine utilisée. On a présenté, dans les différentes parties de ce chapitre, une
étude d’énergie éolienne basée sur la modélisation du vent et de l’éolienne. Pour satisfaire
nos objectifs, nous avons commencé, dans la première partie du chapitre, par un rappel
sur la composition et le principe de fonctionnement d’une éolienne dans le cas général.
Nous avons présenté ensuite les différents types d’éoliennes utilisées sur le marché. Puis,
nous avons passé à la modélisation de la turbine à travers la modélisation du rotor et de
la machine synchrone. Nos modèles de récupération d’énergie éolienne sont enfin validés
par des simulations en utilisant un ensemble de données qui montrent l’évolution du vent
pendant une année à différentes régions.
Afin d’estimer la quantité d’énergie récupérée par un panneau solaire, un prédicteur
d’énergie solaire appelé SEPCS a été développé en se basant sur un prédicteur existant,
nommé EWMA. L’EWMA recourt à l’historique d’énergie récupérée pour estimer les pro-
chaines quantités d’énergie. Notre prédicteur proposé utilise un historique plus étendu que
l’EWMA. Ensuite, nous avons comparé les performances des deux prédicteurs en utilisant
des bases de données d’éclairement pour différentes villes françaises. Notre prédicteur
SEPCS s’adapte mieux aux changements météorologiques que l’EWMA, avec des erreurs
de prédiction plus faibles (e.g. pour la ville de Nantes, l’erreur de prédiction diminue de
28% à 6.5% donnée par notre prédicteur proposé). Enfin, le SEPCS a été testé en utili-
sant des bases de données d’éclairement à l’échelle internationale. On obtient toujours de
meilleurs résultats de prédiction par rapport à l’EWMA.
Le dernier chapitre décrit le cœur du projet de thèse. L’objectif de cette partie est de
pouvoir faire la gestion d’énergie du système proposé afin de converger vers un fonction-
nement neutre en énergie du capteur. Pour cela, nous avons développé un algorithme de
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gestion d’énergie appelé PMA-SEPCS. En prenant en considération la quantité d’énergie
disponible et celle prédite par le SEPCS, le PMA-SEPCS permet de contrôler l’activité
du capteur communicant en jouant sur le rapport cyclique par exemple. En effet, le PMA-
SEPCS permet de satisfaire la condition ENO et de maintenir une bonne qualité de service
en fonction de l’énergie récupérée. Cet algorithme peut estimer la période d’exécution (la
période de mesure dans cette étude), en fonction de l’énergie disponible. Dans ce cas,
deux différentes méthodes sont développées et validées en utilisant un scénario d’appli-
cation réel. La première approche consiste à concaténer les données mesurées lorsque la
puissance disponible est faible et à transmettre une trame de données avec la technologie
LoRa/LoRaWAN. Nous avons montré à travers les résultats obtenus que cette approche
permet d’économiser de l’énergie et de minimiser la consommation énergétique du cap-
teur sans fil (e.g. pour un nombre de mesures égal à 55 avec un facteur d’étalement égal
à 7, cette méthode permet de gagner 82.7% d’énergie par rapport à 55 transmissions et
réceptions d’ACK sans concaténation). La seconde approche consiste à adapter le rapport
cyclique en donnant la priorité au stockage d’énergie pour la nuit. Pour cela, une nouvelle
méthode de calcul de l’énergie stockée a été proposée. Enfin, les performances du PMA-
SEPCS ont été évaluées à l’aide d’un ensemble de données annuelles d’éclairement. Dans
ce travail, nous avons étudié l’exemple de la ville de Nantes, mais l’algorithme développé
peut-être appliqué à différents endroits, car le SEPCS peut-être utilisé au niveau natio-
nal et voire même international. Enfin, le présent chapitre est clôturé par la proposition
d’une méthodologie de conception et de développement de capteurs communicants appe-
lée CCAE-IoT (Capteur Communicant Autonome en Énergie pour l’IoT).
Ces différents travaux ont permis différentes améliorations importantes par rapport
à l’état de l’art. La première amélioration est dédiée au développement d’un modèle de
consommation d’énergie pour les nœuds capteurs basé sur la technologie LoRa. Le modèle
proposé peut-être appliqué à différentes classes d’applications IoT.
La deuxième innovation de ce travail est liée à l’étude d’optimisation énergétique à base
de LoRa/LoRaWAN. Nous avons montré à travers cette étude qu’il existe un compromis
entre la portée de communication LoRaWAN, le facteur d’étalement SF et la puissance de
transmission. Cette optimisation est essentielle pour économiser la consommation énergé-
tique du nœud capteur.
D’autres contributions sont liées à l’évaluation de l’énergie récupérable (solaire ou
éolienne). Dans ce cas, des modèles de caractérisation d’énergies solaire et éolienne ont
été développés. Les modèles proposés sont basés sur des bases de données d’éclairement
et de vent dans différentes régions nationales et internationales.
Puis, une autre contribution de cette thèse est le développement d’un prédicteur temps
réel nommé SEPCS. Un prédicteur performant qui donne de meilleurs résultats de pré-
dictions par rapport aux algorithmes de l’état de l’art.
La dernière innovation de ce travail est liée à la conception et au développement
d’un algorithme de gestion d’énergie appelé PMA-SEPCS, qui est basé sur le prédicteur
SEPCS. Pour cela, deux méthodes de gestion d’énergie sont proposées (la concaténation
de données et le contrôle du rapport cyclique du capteur communicant en fonction de
l’énergie disponible). Les performances du PMA-SEPCS sont enfin évaluées en utilisant
des données annuelles d’éclairement.
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En terme de perspectives, on pourra dans un premier temps réaliser différentes me-
sures telles que des mesures de paramètres LoRa/LoRaWAN (portée de communication et
rapport de puissance RSSI, etc.) et des mesures de consommation d’énergie. Ces mesures
sont nécessaires pour valider les modèles de consommation d’énergie proposés. Il est aussi
intéressant de viser d’autres technologies de communication tels que Sigfox, WiFi, etc.
afin de modéliser la consommation du capteur communicant.
Sachant que les algorithmes proposés peuvent-être appliqués à différentes classes d’ap-
plications, il serait alors important de viser d’autres applications dans le domaine de l’IoT
(avec d’autres contraintes sur la transmission de données par exemple).
Il est aussi souhaitable de tester les modèles de management d’énergie développés dans
des conditions réelles afin de réaliser un démonstrateur de capteur autonome à base de ré-
cupération multi-sources d’énergie. Dans ce contexte, il est essentiel de développer d’autres
méthodes de gestion d’énergie pour les capteurs sans fil avec récupération d’énergie.
Dans cette étude, nous nous sommes intéressés à un nœud capteur qui transmet di-
rectement l’information à la station de base. On pourra alors travailler à l’échelle d’un
réseau de capteurs et traiter d’autres problématiques telle que la gestion de collision dans
un réseau de capteurs sans fil avec LoRa/LoRaWAN.
On note aussi que le prédicteur SEPCS et l’algorithme PMA-SEPCS peuvent-être uti-
lisés pour faire la gestion de l’énergie éolienne. Dans ce contexte, il est intéressant d’opti-
miser les coefficients des algorithmes développés afin d’avoir des modèles d’estimation et
de management d’énergie éolienne.
Hormis les problématiques évoquées ci-dessus, ils existent d’autres sujets différents
à explorer dans le domaine des objets connectés et principalement celui des capteurs
communicants avec récupération d’énergie. Nous espérons que ce travail de thèse offrira
des sources d’inspiration pour de prochains travaux.
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