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On badly approximable numbers
by Renat Akhunzhanov and Nikolay Moshchevitin
Motivated by a wonderful paper [7] where a powerful method was introduced, we prove a criterion
for a vector α ∈ Rd to be a badly approximable vector. Moreover we construct certain examples
which show that a more general version of our criterion is not valid.
1. Badly approximable real numbers and continued fractions.
Let ||x|| = mina∈Z |x−a| denote the distance from a real x to the nearest integer. A real irrational
number α is called badly approximable if
inf
q∈Z+
q ||qα|| > 0.
It is a well known fact that α is a badly approximable number if and only if the partial quotients in
continued fraction expansion
[a0; a1, a2, ..., aν , ...] = a0 +
1
a1 +
1
a2 + · · ·+ 1
aν + ...
, a0 ∈ Z, aj ∈ Z+, j = 1, 2, 3, ... (1)
are bounded, that is
sup
ν>1
aν <∞
(see, for example Theorem 5F from Chapter I from [9]). Let us consider the sequence of the best
approximations to α, that is the sequence of integers
q1 < q2 < ... < qν < qν+1 < ...
such that
||qνα|| = |qνα− pν | < ||qα||, for all positive integers q < qν .
By Lagrange’s theorem all the best approximations (qν , pν) with qν > 1 are just the convergents
pν
qν
= [a0; a1, ..., aν ]
for the continued fraction expansion (1). For the convergents’ denominators and for the remainders
ξν = ||qνα|| we have recurrent formulas
qν+1 = aν+1qν + qν−1, ξν+1 = ξν−1 − aν+1ξν .
So by taking integer parts we have
aν+1 =
[
qν+1
qν
]
=
[
ξν−1
ξν
]
,
and the following obvious statement is valid.
1
Proposition 1. Irrational number α is badly approximable if and only if
sup
ν>1
qν+1
qν
<∞
and if and only if
inf
ν>1
ξν+1
ξν
> 0.
In the present paper we deal with a generalization of Proposition 1 to simultaneous Diophantine
approximation for several real numbers and to Diophantine approximation for one linear form. In
the next section we recall all the necessary definitions and in Section 3 we formulate our main results.
2. Simultaneous approximation to d numbers and linear forms.
We consider a real vector α = (α1, ..., αd) ∈ Rd such that 1, α1, ..., αd are linearly independent
over Z. Vector α is called badly approximable if
inf
q∈Z+
q1/d max
16j6d
||qαj|| > 0 (2)
By the famous Perron-Khintchine’s transference theorem (see Theorem 5B from Chapter IV from
[9]) condition (2) is equivalent to
inf
m=(m1,...,md)∈Zd\{0}
(
max
16j6d
|mj |
)d
||m1α1 + ...+mdαd|| > 0. (3)
We consider the best approximation vectors for simultaneous approximation
zν = (qν , a1,ν , ..., ad,ν), ν = 1, 2, 3, ... ,
satisfying
q1 < q2 < ... < qν < qν+1 < ... ,
ξν = max
16j6d
||qναj|| = max
16j6d
|qναj − aj,ν| < max
16j6d
||qαj||, ∀q < qν ,
ξ1 > ξ2 > ... > ξν > ξν+1 > ... , (4)
as well as the best approximation vectors in the sense of the linear form
mν = (m0,ν , m1,ν , ..., md,ν), ν = 1, 2, 3, ... . (5)
Namely, if we define Mν = max16j6d |mj,ν |, we have
M1 < M2 < ... < Mν < Mν+1 < ... .
At the same time for the values of linear form
Lν = ||m1,να1 + ...+md,ναd|| = |m0,ν +m1,να1 + ...+md,ναd|
the inequalities
Lν < ||m1α1 + ...+mdαd||, ∀(m1, ..., md) ∈ Zd \ {0} with max
16j6d
|mj | < Mν ,
2
and
L1 > L2 > ... > Lν > Lν+1 > ...
are valid. Basic facts about best approximation vectors can be found for example in [1] and [6]. In
particular, from the Minkowski convex body theorem it follows that
ξν 6
1
q
1/d
ν+1
(6)
and
Lν 6
1
Mdν+1
(7)
3. Main results.
Our first result is the following criterium of badly approximability.
Theorem 1. Suppose that α1, ..., αd, 1 are linearly independent over Q. Then the following
three statements are equivalent:
(i) α is badly approximable;
(ii) supj
qj+1
qj
<∞;
(iii) infj
Lj+1
Lj
> 0.
We prove the implication (ii)=⇒(i) in Sections 6, 7. A proof of the implication (iii)=⇒(i) will be
given in Section 8. Here we should note that the implications (i)=⇒(ii) and (i)=⇒(iii) are obvious.
Indeed from the definition (2) and inequality (6) we immediately get
γ
q
1/d
ν
6 ξν 6
1
q
1/d
ν+1
∀ν
for some positive γ and so qν+1
qν
6 γ−d, that is (ii). Similarly from (3) we get
Lν+1 >
γ
Mdν+1
∀ν
with some positive γ and together with (7) this gives
Lν+1
Lν
> γ,
and this is (iii).
In fact for badly approximable α we can say something more, by the same argument.
Remark 1. If α ∈ Rd is badly approximable then besides the inequalities (ii) and (iii) the
inequalities
inf
j
ξj+1
ξj
> 0, and sup
j
Mj+1
Mj
<∞ (8)
are also valid.
Indeed, we can easily get the first inequality from (8) by combining inequality ξν+1 > γ/q
1/d
ν+1 and
(6); the second inequality from (8) can be obtained by combining Lν > γM
−d
ν and (7). However
the converse statements are not true. Our second result is given by the following statement. For
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the simplicity reason we formulate and prove this result for two-dimensional case only. However the
construction may be easily generalized to the case of simultaneous approximation to d numbers.
Theorem 2. There exists α = (α1, α2) ∈ R2 such that
• 1, α1, α2 are linearly independent over Z;
• infν ξν+1ξν > 0;• α is not badly approximable.
The idea of the construction from the proof of Theorem 2 is quite simple. It is related to a
construction from our earlier paper [5]. One should construct a vector α ∈ R2 such that the best
approximation vectors to it for long times lie in two-dimensional subspaces. Moreover, for the
integer approximations from these two-dimensional subspaces we should ensure some kind of "one-
dimensional badly approximability". However a complete proof for Theorem 2 is rather cumbersome.
We give our proof of Theorem 2 in Sections 9, 10 and 11.
In the present paper we would like to announce a theorem dual to Theorem 2 which deals with
the best approximations in the sense of a linear form. The formulation of this result is below.
Theorem 3. There exists α = (α1, α2) ∈ R2 such that
• 1, α1, α2 are linearly independent over Z;
• supν Mν+1Mν <∞;• α is not badly approximable.
In this paper we do not give a proof of Theorem 3 but just announce it. The proof we have is
based on the same idea as the proof of Theorem 2 but it is even more technical and cumbersome.
Moreover, it is related to some general phenomenon, and we suppose to consider it in a separate
paper which now is in preparation.
4. On Diophantine exponents.
For a real α ∈ Rd we recall the definitions of the ordinary Diophantine exponent ω(α) and the
uniform Diophantine exponent ωˆ(α) in the sense of simultaneous Diophantine approximation. The
ordinary Diophantine exponent ω(α) is defined as the supremum of those γ ∈ R for which there
exists an unbounded sequence of values of T ∈ R+ such that the system{
max
16j6d
||qαj|| 6 T−γ,
1 6 q 6 T
(9)
has an integer solution q ∈ Z. The uniform Diophantine exponent ωˆ(α) is defined as the supremum
of those γ ∈ R for which there exists T0 such that for every T > T0 the system (9) has an integer
solution q ∈ Z. Equivalently in terms of the best approximation vectors, ωˆ(α) can be defined as the
supremum of those γ ∈ R for which the inequality
ξν 6 q
−γ
ν+1 (10)
is valid for all ν large enough.
It is well known that
1
d
6 ωˆ(α) 6 1
for every α ∈ Rd \Qd and obviously
ωˆ(α) 6 ω(α) 6 +∞.
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As it was discovered by V. Jarn´ık [11], the first trivial inequality here can be improved. The
optimal lowed bound for ω(α) in terms of ωˆ(α) was obtained in [3] where the authors solve a problem
by W.M. Schmidt and L. Summerer [10]. Here we should note that the wonderful paper [7] deals
just with a simple and elegant proof of this result.
If α ∈ Rd is a badly approximable vector we have ω(α) = ωˆ(α) = 1
d
.
However, Theorem 2 shows that for d > 2 the condition
inf
ν
ξν+1
ξν
> 0 (11)
may be satisfied for α which is not badly approximable. Moreover the construction from the proof
of Theorem 2 gives α with ωˆ(α) = 1
2
and ω(α) = +∞. We would like to give a comment on this,
and formulate the following statement.
Proposition 2. Suppose that among the numbers α1, ..., αd there exist at least two numbers
linearly independent together with 1 over Q, and suppose that α satisfies condition (11). Then
ωˆ(α) 6
1
2
. (12)
Proof. Jarn´ık [11] proved that under the conditions of Proposition 1 there exist infinitely many
linearly independent triples zν−1, zν , zν+1 of consecutive best approximation vectors. Moreover for
such a triple there exist indices j1, j2 such that
D =
∣∣∣∣∣∣
qν−1 aj1,ν−1 aj2,ν−1
qν aj1,ν aj2,ν
qν+1 aj1,ν+1 aj2,ν+1
∣∣∣∣∣∣ =
∣∣∣∣∣∣
qν−1 aj1,ν−1 − qν−1αj1 aj2,ν−1 − qν−1αj2
qν aj1,ν − qναj1 aj2,ν − qναj2
qν+1 aj1,ν+1 − qν+1αj1 aj2,ν+1 − qν+1αj2
∣∣∣∣∣∣ 6= 0.
But from the definition of values ξν and (11) we see that
1 6 |D| 6 6ξν−1ξνqν+1 ≪ ξ2νqν+1
(of course here the constant in the sign ≪ may depend on α). The last inequality together with the
definition of ωˆ(α) in terms of the inequality (10) gives (12).
It is clear that the bound (12) is optimal.
5. Some notation.
We use the following notation. We consider the point
Z ν = (qν , qνα1, ..., qναd). (13)
By |ξ | we denote the Euclidean norm of the vector ξ ∈ Rk in any dimension k. By
|η|∞ = max
16j6d
|ηj |
we denote the sup-norm of the vector η ∈ Rd. In the case x = (x0, x1, ..., xd) ∈ Rd+1 we will use the
notation
|x|∞ = max
16j6d
|xj |
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to deal with the sup-norm of the shortened vector x = (x1, ..., xd) ∈ Rd. So for ξν = Z ν −zν we have
ξν = |ξν |∞.
It is clear that
|ξν | = |Z ν − zν | 6
√
d ξν (14)
Let
ρ(A,B) = inf
a∈A,b∈B
|a− b|
be the Euclidean distance between sets A ad B.
6. Main geometric lemma.
We define inductively a special collection of d + 1 best approximation vectors. Let ν1 = ν, ν2 =
ν + 1. Then, if zν1, zν2 , ..., zνj−1 are defined we find the smallest µ > νj−1 + 1 such that the vectors
zν1, zν2 , ..., zνj−1 , zµ are independent and put zνj = zµ. At the end of the procedure we have d + 1
independent vectors
zν1, zν2, ..., zνd+1. (15)
We define linear subspaces
πj = 〈zν1, zν2, ..., zνj〉R, j = 1, ..., d+ 1 (16)
and lattices
Γj = πj ∩ Zd+1. (17)
In particular Γ1 = 〈zν〉Z and Γd+1 = Zd+1. By ∆j we denote the j-dimensional fundamental volume
of lattice Γj. In particular ∆1 = |zν | and ∆d+1 = 1.
Here we should note that by Minkowski Convex Body Theorem applied for the two-dimensional
lattice Γ2 we have
ξνqν+1 6 ∆2, (18)
and also
ξνqν+1 > K∆2, where K =
1
2
√
d(1 + α21 + ... + α
2
d)
(19)
(for the details see for example [6] or Theorem 1.5 from [2]). Moreover, (19) together with (6) for
every best approximation ν > 1 gives
K∆2 6 q
d−1
d
ν+1
or
(K∆2)
d
d−1 6 qν+1. (20)
Lemma 1. For every j one has
∆j+1
∆j
6 2
√
d
qνj+1
qνj+1−1
ξνj+1−1.
Proof. Let w ∈ Γj+1 \ Γj be a primitive vector such that
Γj+1 = 〈Γj ,w〉Z
6
It is clear that the lattice Γj+1 splits into a union of affine sublattices with respect to Γj :
Γj+1 =
⋃
k∈Z
(Γj + kw) .
We consider affine j-dimensional subspaces
πj,k = πj + kw ⊃ Γj + kw.
It is clear that the Euclidean distance between each two neighboring subspaces πj,k and πj,k+1 is
equal to ∆j+1
∆j
. So in the case k 6= 0 we have
ρ(πν , πν,k) = |k| · ∆j + 1
∆j
>
∆j + 1
∆j
. (21)
Define k∗ from the condition
zνj+1 ∈ πj,k∗.
As zνj+1 6∈ πj we have k∗ 6= 0. As zνj+1−1 ∈ πj from (14) we get
ρ(Z νj+1−1, πj) 6
√
d ξνj+1−1.
As |Z νj+1|
|Z νj+1−1|
=
qνj+1
qνj+1−1
we deduce
ρ(Z νj+1−1, πj) =
qνj+1
qνj+1−1
· ρ(Z νj+1, πj) 6
qνj+1
qνj+1−1
·
√
d ξνj+1. (22)
As zνj+1 ∈ πj,k∗ we see that
ρ(Z νj+1, πj,k∗) 6
√
d ξνj+1. (23)
From (21), triangle inequality, formulas (22,23) and the inequalities ξνj+1 < ξνj+1−1 and s qνj+1 >
qνj+1−1 we get
∆j+1
∆j
6 ρ(πj , πj,k∗) 6 ρ(Z νj+1, πj)+ρ(Z νj+1 , πj,k∗) 6
√
d
qνj+1
qνj+1−1
ξνj+1−1+
√
d ξνj+1 6 2
√
d
qνj+1
qνj+1−1
ξνj+1−1.
Everything is proved.
7. Proof of Theorem 1: simultaneous approximation.
We suppose that (ii) is valid and deduce (i). For a given ν. From (19) we get the inequality
ξνqν+1 > K∆2 = K · ∆2
∆3
· ∆3
∆4
· · · ∆d
∆d+1
. (24)
Now we deduce from (ii) the condition (i). Lemma 1 gives
ξνqν+1 >
K
(2
√
d)d−1
·
d+1∏
j=3
qνj−1
qνj
· 1∏d+1
j=3 ξνj−1
. (25)
As we supposed that (ii) is valid, there exists M such that
qν+1
qν
6M ∀ν.
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Moreover from (6) we have ξνj−1 6 ξν ∀j = 3, ..., d+ 1. Now we continue with (25) and get
ξνqν+1 >
K
(2
√
dMξν)d−1
.
As qν+1 6Mqν we get
q1/dν ξν >
K1/d
(2
√
d)(d−1)/dM
∀ν
and (i) is proved.
8. Proof of Theorem 1: linear form.
We suppose that (iii) is valid and deduce (i). We follow the same argument as in Sections 5,6,
but we need to make some changes. We use a standard trick which reduces the problem for linear
forms to the problem for simultaneous approximation. This trick was used in [3], Section 5.2.
The proof is quite similar so we will give just a sketch of a proof. First of all we need a generaliza-
tion of Lemma 1. Suppose that Λ be a full-dimensional lattice in Rd+1 with coordinates (x0, x1, ..., xd).
Suppose that
(a) the intersection Λ ∩ {x ∈ Rd+1 : x0 = 0} consist just of one lattice point 0 ∈ Λ, so every affine
subspace of the form Ar = {x ∈ Rd+1 : x0 = r} consists of at least one point from Λ, that is the
cardinality fo the intersection Ar ∩ Λ is not greater than 1 for any r ∈ R.
We consider the best simultaneous approximations of the line
ℓ = {x ∈ Rd+1 : x1 = x2 = ... = xd = 0}
by the points of the lattice Λ. Here by the best approximation pointwe mean a point z = (z0, z1, ..., zd) ∈
Λ such that in the parallelepiped
Πz =
{
z ′ = (z′0, z
′
1, ..., z
′
d) ∈ Rd+1 : |z′0| 6 |z0|, |z ′|∞ 6 |z |∞
}
there is no lattice points different from the points 0,±z , that is
Πz ∩ Λ = {0, z,−z}.
As the condition (a) is satisfied, for any best approximation vector z1 = (z0,1, z1,1, ..., zd,1) ∈ Λ we can
consider the unique finite or infinite sequence of best approximation vectors zν = (z0,ν , z1,ν , ..., zd,ν) ∈
Λ, ν = 1, 2, 3, ... such that
• 0 < z0,1 < z0,2 < ... < z0,ν < z0,ν+1 < ...
• |z1|∞ > |z2|∞ > ... > |zν |∞ > |zν+1|∞ > .....
• There is no lattice points in the parallelepiped
Πν =
{
z ′ = (z′0, z
′
1, ..., z
′
d) ∈ Rd+1 : |z′0| 6 z0,ν+1, |z ′|∞ 6 |zν |∞
}
besides the points 0,±zν ,±zν+1:
Πν ∩ Λ = {0, zν ,−zν , zν+1,−zν+1}.
The sequence of the best approximation vectors zν is infinite if there is no non-zero lattice points
on the axis ℓ. If there is a non-zero point z ∈ Λ ∩ ℓ then the sequence of the best approximation
8
vectors is finite. In our proof we need to consider the case when this sequence is finite. We suppose
that our lattice Λ and the best approximation vector z1 satisfy one more condition
(b) the sequence of the best approximation vectors zν , ν > 1 does not lie in a proper linear subspace
of Rd+1.
Now for the lattice Λ satisfying conditions (a) and (b) we are able to define points zνj , ν1 = 1 <
ν2 < ... < νd+1 from (15) and subspaces πj from (16). In the definition of lattice Γj there will be a
slight difference. Instead of (17) we put
Γj = πj ∩ Λ.
Again by ∆j we define the fundamental volumes of j-dimensional lattices Γj . In particular
∆d+1 = det Λ. (26)
The inequality (19) transforms now into the following statement.
Lemma 2. Suppose that for a certain ν we have
|zν |∞ · z0,ν+1 > 1 (27)
and
|zν |∞ 6 1. (28)
Then
|zν |∞ · z0,ν+1 >
∆2
2
√
2 d
. (29)
Proof. In fact, this lemma follows from inequality (59) of Lemma 10 from [3]. For the sake of
completeness we give here a proof. Consider the 2× (d+ 1) matrix
M =
(
z0,ν z1,ν z2,ν ... zd,ν
z0,ν+1 z1,ν+1 z2,ν+1 ... zd,ν+1
)
.
Then ∆22 is just the sum of squares of all 2× 2 minors
Mi,j =
∣∣∣∣ zi,ν zj,νzi,ν+1 zj,ν+1
∣∣∣∣
of matrix M, that is
∆22 =
∑
06i<j6d
M2i,j .
As z0,ν < z0,ν+1 and |zν |∞ > |zν+1|∞ we have
|M0,j | 6 2|zν |∞ · z0,ν+1, ∀ j = 1, 2, ..., d.
From (28) we see that
|Mi,j| 6 2, ∀ i, j = 1, 2, ..., d.
So by (27) we get
∆22 6 4d(|zν |∞ · z0,ν+1)2 + 4d2 6 8d2(|zν |∞ · z0,ν+1)2,
and Lemma 2 follows.
9
Instead of Lemma 1 now we have the following statement.
Lemma 1′. Suppose that the lattice Λ and the best approximation vector z1 satisfy properties
(a) and (b) and consider the best approximation vectors (15). Then for every j one has
∆j+1
∆j
6 2
√
d
z0,νj+1
z0,νj+1−1
|zνj+1−1|∞.
The proof of Lemma 1′ just follows the steps of the proof of Lemma 1. The only difference is that
instead of the points Z ν defined in (13) which lie on the line 〈(1, α1, ..., αd)〉R one should consider the
points
Z ◦ν = (z0,ν , 0, ..., 0) ∈ ℓ.
We left the proof to the reader.
Now we are ready to deduce badly approximability of α from the condition (iii). Let us consider
best approximation vectors (5). It may happen that there exists ν0 and a proper linear subspace
L ⊂ Rd+1 of dimension 3 6 l = dimL < d + 1 such that mν ∈ L for all ν > ν0 (see [4] for the first
result in this direction and [6] and the literature therein for a survey and related results). But we
will show later that under condition (iii) this is not possible.
So first of all we consider the case when for any ν0 the best approximation vectors mν , ν > ν0 do
not lay in a proper linear subspace of Rd+1. Suppose that vectors
m1,m2, ....,mµ
do not lay in a proper linear subspace of Rd+1.
We consider the lattice
Λα =


1 α1 α2 ... αd
0 1 ... 0 0
0 0 ... 0 0
0 0 ... 1 0
0 0 ... 0 1

 Zd+1,
parameter T > 0 and the lattice
Λ[µ]α = GµΛα, Gµ =


T−d 0 ... 0 0
0 T ... 0 0
0 0 ... T 0
0 0 ... 0 T

 , det Λ[µ]α = 1.
As α1, ..., αd are linearly independent over Z, the lattice Λ
[µ]
α satisfies condition (a). For the lattice
Λ
[µ]
α the points
zν = ±Gµmµ−ν+1, ν = 1, ..., µ (30)
are the best approximation points in the sense of this section, and the condition (b) is satisfied. We
choose the signs ± in (30) to have z0,ν = +1, and 0 < z0,1 < z0,2 < .... < z0,µ. We see that
z0,ν = T
−dLµ−ν+1, |zν |∞ = Mµ−ν+1T. (31)
If we take T 6 M−1µ we see that (28) is satisfied for all ν = 1, ..., µ. We can take T small enough to
get
|zν |∞z0,ν+1 > |zν |∞z0,ν = T 1−dLµ−ν+1Mµ−ν+1 > 1 ∀ν = 1, ..., µ.
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So the conditions of Lemma 2 are satisfied. Now we apply Lemma 2 and Lemma 1′ to show that
|z1|∞z0,2 >
∆2
2
√
2 d
=
1
2
√
2 d
·
d∏
j=2
∆j
∆j+1
det Λ[µ]α =
1
2
√
2 d
·
d∏
j=2
∆j
∆j+1
≫d
d∏
j=2
(
z0,νj+1−1
z0,νj+1
)
·
d∏
j=2
1
|zνj+1−1|∞
.
We have assumed (iii), so
Lj+1
Lj
> γ > 0, ∀j
and by the first formula from (31) we get
z0,νj+1−1
z0,νj+1
=
Lµ−νj+1+2
Lµ−νj+1+1
> γ.
From the other hand, we have |zνj+1−1|∞ 6 |z1|∞. We conclude with
|z1|∞z0,2 ≫d,γ
1
|z1|d−1∞
,
or
|z1|d∞z0,1 > γ|z1|d∞z0,2 ≫d,γ 1,
as z0,1/z0,2 > γ. We apply (31) again to see that LµM
d
µ ≫d,γ 1. The last inequality holds for all µ
large enough and this means that α is badly approximable.
Now we suppose that there exists ν0 and a proper linear subspace L ⊂ Rd+1 of dimension 3 6 l =
dimL < d+ 1 such that mν ∈ L for all ν > ν0. We may suppose that L has the minimal dimension
among all such subspaces. Then L is a rational subspace and inside L we have an irrational subspace
L1 = {x = (x0, x1, ..., xd) ∈ L : x0 + x1α1 + ... + xdαd = 0} ⊂ L.
But then all the best approximations vectors mν will be all the best approximation vectors of the
lattice L ∩ Zd+1 to L1 in the induced norm, and this means that the values Lν are proportional to
the values ρ(m,L1) From the other hand the argument behind shows that the (l − 1)-dimensional
subspace L1 is badly approximable in L, that is
inf
m∈L∩Zd+1\{0}
ρ(m,L1)|m|l−1 > 0.
But then all the best approximations vectors mν will be all the best a approximation vectors of the
lattice L ∩ Zd+1 to L1 in the induced norm, and this means that the values Lν are proportional to
the values ρ(m,L1) and hence
inf
ν
Lν |mν |l−1 > 0.
This is not possible, because for l 6 d this contradicts (7).
So the proof is completed.
Remark 3. In the last part of the proof we deal with the situation when the subspace of best
approximations for a linear form has dimension smaller than d+1. In particular we proved that this
is not possible for badly approximable α. Such type of problems were discussed in a recent paper [8].
9. Construction of approximations in two-dimensional subspace.
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The following obvious lemma will be very useful.
Lemma 3.Let v = (p, b1, b2) ∈ Z3, p > 1 be a primitive integer vector and V =
(
b1
p
, b2
p
)
be the
corresponding rational vector. Then there exists a positive δ = δ(v) such that for all x under the
condition
|x − V |∞ 6 δ
vector v is a best approximation vector for x.
Proof. As v is a primitive vector, for some neighborhood U of V there is no other rational points(
b′1
p′
,
b′2
p′
)
, g.c.d.(p′, b′1, b
′
2) = 1 with p
′ < p. Then for x ∈ U we have
min
v ′=(p′,b′1,b
′
2):0<p
′<p
|p′ x − v ′|∞ > 0.
Consider the function
gv(x) =
|px − v|∞
minv ′=(p′,b′
1
,b′
2
):0<p′<p |p′ x − v ′|∞
It is continuous in U and gv(0) = 0. So there exists δ such that gv(x) < 1 for all x satisfying
|x − V |∞ 6 δ, and this means that v is a best approximation vector for x. 
Lemma 4. Suppose that two independent integer points
v0 = (p0, b1,0, b2,0), v1 = (p1, b1,1, b2,1) ∈ Z3
with
p1 > p0 > 1 (32)
and the corresponding rational points
V 0 =
(
b1,0
p0
,
b2,0
p0
)
, V 1 =
(
b1,1
p1
,
b2,1
p1
)
∈ Q2 ∩ [0, 1]2
satisfy the following conditions.
(i) the lattice Λ = 〈v0, v1〉Z is complete, that is
〈v0, v1〉Z = π ∩ Z3
where
π = 〈v0, v1〉R
is a two-dimensional plane spaned by v0 and v1; by ∆ we denote the fundamental volume of two-
dimensional lattice Λ = 〈v0, v1〉Z;
(ii) points V 0 and V 1 satishy
|V 0 − V 1|∞ 6 1
2
min
(
1
p0∆
, δ(v0)
)
, (33)
where δ(v0) is defined in Lemma 3.
Consider the vectors v i = (pi, b1,i, b2,i), 2 6 i 6 k defined by
v i = v i−1 + v i−2, (34)
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and the corresponding rational points
V i =
(
b1,i
pi
,
b2,i
pi
)
∈ Q2
such that that
pk > κ = κ(v0, v1) = max
(
∆2,
√
∆
δ(v0)
,
√
p1∆
|p0(V 2 − V 1)|∞
(
1 +
p1
p0
))
(35)
Then for any x = (x1, x2) ∈ R2 satisfying
|x − V k|∞ 6 ∆
100p2k
(36)
either
v0, v1, ..., vk−2, vk−1, vk, (37)
or
v0, v1, ..., vk−2, vk (38)
is the sequence of all consecutive best approximation vectors from v0 to vk, that is all the best ap-
proximation vectors z = (q, a1, a2) to x with p0 6 q 6 pk.
Moreover for every x under the consideration we have
|pi x − v i|∞
|pi−1 x − v i−1|∞
>
1
4
, i = 1, 2, ..., k − 1. (39)
Proof. For 0 6 i 6 k consider points
Z i = (pi, pix1, pix2) and zi =
(
pi, pi
b1,k
pk
, pi
b2,k
pk
)
and the remainder vectors
η i = Z i − v i and yi = zi − v i.
More generally, for a vector v = (p, b1, b2) ∈ π we write
y(v) =
(
0, p
b1,k
pk
− b1, pb2,k
pk
− b2
)
.
We should note here that as all the vectors y(v) are parallel, their sup-norms |y(v)|∞ are proportional
to Euclidean norms |y(v)|, that is for vectors v = (p, b1, b2), v ′ = (p′, b′1, b′2) ∈ π we have
|y(v)|∞
|y(v ′)|∞ =
|y(v)|
|y(v ′)| . (40)
It is clear that
|y(v)|∞ > |y(v)|/
√
2.
From (34) it follows that
η i+1 = η i + η i−1 and yi+1 = yi + yi−1.
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In addition we may note that vectors yi are parallel and
yi = − |yi||yi−1| · yi−1.
So
|yk| = 0, |yk−1| = |yk−2|, |yi−1| = |yi|+ |yi+1|,
and we can write the ratio |yi−1||yi| as the continued fraction and get the estimates
|yi−1|
|yi| = [ 1; 1, ..., 1︸ ︷︷ ︸
k−i
] 6 2, 1 6 i 6 k − 1
and |yi−1|
|yi| >
3
2
, 1 6 i 6 k − 2
So by (40),
|y
i
|∞
|y
i−1|∞
=
|yi|
|yi−1| >
1
2
, 1 6 i 6 k − 1, (41)
and |y
i
|∞
|y
i−1|∞
6
2
3
, 1 6 i 6 k − 2. (42)
From (33) we deduce that all the best approximations to V k with denominator greater than p0 lie in
the plane π.
Now we consider approximation to V k form subspace π. For any i = 1, ..., k the points v i−1, v i ∈ π
form a basis of Λ. Moreover the points v i−1, v i lie on the opposite sides from the line 〈vk〉R. (Here
we should note that for the case i = k the point v i lies just on the line 〈vk〉R, however our argument
remains valid.) So there is no vectors v = (p, b1, b2) ∈ π satisfying
pi−1 < p < pi, and v = λv i−1 + µv i, λ ∈ {0, 1}, µ ∈ Z.
We see that for any vector v = (p, b1, b2) ∈ π with pi−1 < p < pi we have
v = λv i−1 + µv i, λ 6= 0, 1, µ ∈ Z.
Consider the lines
ℓ = ℓ(λ) = {x = λv i−1 + µv i, µ ∈ R} λ ∈ Z.
We should note that if points v = (p, b1, b2) ∈ ℓ(λ) and v ′ = (p, b′1, b′2) ∈ ℓ(λ′) with the same first
coordinate p ∈ (pi−1, pi) belong to two parallel lines ℓ(λ) and ℓ(λ′) with integers λ 6= λ′ then
|y(v − v ′)| = |v − v ′| > min
v∈ℓ(0),v ′∈ℓ′(1)
|v − v ′| = σi|yi−1|, where σi =
(
1 +
|yi|
|yi−1| ·
pi−1
pi
)
. (43)
We would like to give a comment on the last equality in (43). To obtain this inequality one should
note that
min
v∈ℓ(0),v ′∈ℓ′(1)
|v − v ′| = |vi−1 − z′i−1| = |vi−1 − zi−1|+ |zi−1 − z′i−1|,
where
z
′
i−1 =
(
pi−1, pi−1
b1,i
pi
, pi−1
b2,i
pi
)
.
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But |v i−1 − zi−1| = |yi−1| and |zi−1 − z′i−1| = pi−1pi |yi|, and (43) follows.
So (43) shows that for all i = 1, ..., k and for all v = (p, b1, b2) ∈ π with pi−1 < p < pi we have
|y(v)| > σi|yi−1|. (44)
Now from (41) and the inequality pi−1
pi
> 1
2
, 2 6 i 6 k − 1 we see that
σ1 > 1 +
p0
2p1
> 1 : σi >
5
4
for 2 6 i 6 k − 1
and (44) transforms into
|y(v)|∞ >
(
1 +
p0
2p1
)
|y
0
|∞, for all v = (p, b1, b2) ∈ π with p0 < p < p1; (45)
|y(v)|∞ > 5
4
|y
i−1|∞ for all v = (p, b1, b2) ∈ π with pi−1 < p < pi, 2 6 i 6 k − 1. (46)
By the same argument
|y(v)|∞ > |yk−2|∞ + |yk−1|∞
pk−2
pk−1
>
3
2
|y
k−2|∞ for all v = (p, b1, b2) ∈ π with pk−1 < p < pk. (47)
Now we see that (38) is the sequence of all best approximation vectors to V k with denominators
between p0 and pk. As for the point vk−1, it is not a best approximation vector because |yk−1| = |yk−2|
and so |y
k−1|∞ = |yk−2|∞ and pk−1 > pk−2.
Now we need to estimate |y
i
|∞, i = 0, ..., k − 1 from below. We consider the lattice Λ and the
parallelogram
Π =
{
(x, y1, y2) ∈ R3 : |x| 6 pi+1, max
j=1,2
∣∣∣∣xbj,kpk − yj
∣∣∣∣ 6 |yi|∞
}
∩ π.
For its area we have
∆ 6 area(Π) 6 2
√
2|y
i
|∞ ×
√
1 +
(
b1,k
pk
)2
+
(
b2,k
pk
)2
pi+1 6 2
√
6 |y
i
|∞ pi+1.
So
|y
i
|∞ > ∆
2
√
6pi+1
, i = 0, ..., k − 1. (48)
Now we prove the statement of the lemma about points x under the condition (36). From (36)
we see that
|px − pV k|∞ = max
j=1,2
∣∣∣∣pxj − pbj,kpk
∣∣∣∣ 6 ∆100pk · ppk , (49)
and in particular for p 6 pk one has
|px − pV k|∞ 6 ∆
100pk
. (50)
First of all we show that the vectors v = (p, b1, b2) ∈ Z3 \ Λ with p > p0 cannot be best
approximation vectors for x. Indeed, V k belongs to the segment with endpoints V 0,V 1 and inequality
(33) show that
|V k − V 0| < 1
2p0∆
.
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Now (50) together with the inequality (35) written as pk > ∆
2 give the bound
|p0 x − v0|∞ 6 |p0V k − v0|∞ + |p0 x − p0V k|∞ 6
1
2∆
+
∆
100pk
6
1
∆
6 |px − v |∞.
Then we show that v0 is a best approximation for x. Indeed, from (33, 36) and (35) in the form
pk >
√
∆
δ(v0)
we have
|V 0 − x| 6 |V k − V 0|+ |V k − x| 6 δ(v0).
So v0 is the best approximation vector for x.
Now we study approximation to x by vectors v i, i = 0, 1, ..., k.
From the triangle inequality and (50) for vectors pi x and v i = (b1,i, b2,i) we deduce for |yi|∞ =|piV k − v i|∞ the inequalities
|y
i
|∞ − ∆
100pk
6 |pi x − v i|∞ 6 |yi|∞ +
∆
100pk
, i = 0, ..., k. (51)
We should note that from (48) we have
∆
100pk|yi|∞
6
√
6
50
, 0 6 i 6 k − 1. (52)
So from the last inequality and (42) for i = 1, ..., k − 2 we get
|pi x − v i|∞
|pi−1 x − v i−1|∞
6
|y
i
|∞
|y
i−1|∞
·
1 + ∆
100pk |yi−1|∞
1− ∆
100pk |yi−1|∞
6
3
4
1 6 i 6 k − 2. (53)
In addition from (36), (51) and (52) we deduce
|pk x − vk|∞
|pν x − vν |∞
6
∆
100pk|yν |∞
· 1
1− ∆
100pk |yν |∞
<
1
2
, ν = k − 2, k − 1. (54)
Let us show that there is no best approximations v = (p, b1, b2) with pi−1 < p < pi for all
i = 1, 2, ..., k.
First of all we consider the case i = 1 that is p0 < p < p1. In this case we will take into account
the inequality
|y
0
|∞ > |p0(V 2 − V 0)|∞,
as well as the inequalities∣∣∣|p0 x − v0|∞ − |y0|∣∣∣∞ 6 p0∆100p2k ,
∣∣|px − v|∞ − |y(v)|∞∣∣ 6 p1∆
100p2k
,
which follow from (49). Three last inequalities together with (35) in the form
pk > κ >
√
p1∆
100|p0(V 2 − V 1)|∞
(
1 +
p1
p0
)
and (45) lead to
|px − v|∞
|p0 x − v0|∞
>
|y(v)|∞ − p1∆100p2
k
|y
0
|∞ + p1∆100p2
k
>
|y(v)|∞
|y
0
|∞ ·
1− p1∆
100p2
k
|y
0
|∞
1 + p1∆
100p2
k
|y
0
|∞
> 1,
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and we proved everything what we need in the case p0 < p < p1.
Next, suppose that pi−1 < p < pi and 2 6 i 6 k − 1. Then (46) and (52) give
|px − v|∞
|pi−1 x − v i−1|∞
>
|y(v)|∞
|y
i−1|∞
·
1− p1∆
100p2
k
|y
i−1
|∞
1 + p1∆
100p2
k
|y
i−1
|∞
> 1,
and everything is done in the case p1 < p < pk−1, p 6= pi also.
By similar argument using (47) and (52) for pk−1 < p < pk we see that
|px − v |∞
|pi−2 x − v i−1|∞
> 1.
We see from (53,54) and the lower bounds for |px − v|∞ that v0, v1, ..., vk−2 and vk are the best
approximation vectors for x, and vk−1 may be a best approximation vector or may be not. So all the
best approximations for x form either the sequence (37) or the sequence (38).
To finish the proof of Lemma 4 we need to show (39). But this can be done analogously to (53),
as from (41) and (52) we see that
|pi x − v i|∞
|pi−1 x − v i−1|∞
>
|y
i
|∞
|y
i−1|∞
·
1− ∆
100pk|yi|∞
1 + ∆
100pk|yi|∞
>
1
4
, 1 6 i 6 k − 1.

10. Three-dimensional subspaces.
Lemma 5. Consider two independent integer points
w ′0 = (p
′
0, b
′
1,0, b
′
2,0), w
′′
0 = (p
′′
0, b
′′
1,0, b
′′
2,0)
and the two-dimensional subspace 〈w ′0,w ′′0〉R. Suppose that for the corresponding rational points we
have
W ′0 =
(
b′1,0
p′0
,
b′1,0
p′0
)
, W ′′0 =
(
b′′1,0
p′′0
,
b′′1,0
p′′0
)
∈ [0, 1]2.
Suppose that w ′0 and w
′′
0 form a basis of the lattice Λ = π ∩ Z3, that is
Λ = 〈w ′0,w ′′0〉Z,
and ∆ is the two-dimensional fundamental volume of Λ. Suppose that that parameters γ1 and γ2
satisfy the inequalities
γ2 > γ
2
1 , γ1 > 50 (55)
and
p0 > γ1∆
2. (56)
Consider the point
w0 = w
′
0 +w
′′
0 = (p0, b1,0, b2,0)
and the corresponding rational point and W 0 =
(
b1,0
p0
,
b1,0
p0
)
∈ [0, 1]2.
Let n be an orthogonal vector to π and |n| = 1. Consider the point
x0 = (x0, y1,0, y2,0) = w0 + n · ∆
γ1p0
∈ R3 (57)
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and the corresponding two-dimensional point
x0 = (x1,0, x2,0) =
(
y1,0
x0
,
y2,0
x0
)
∈ R2. (58)
Suppose that for all x = (x1, x2) ∈ R2 satisfying
|x − x0|∞ = max
j=1,2
|xj − xj,0| 6 ∆
γ1p20
(59)
the vector w0 is a best approximation vector to x.
Then there exists an integer point w1 = (p1, b1,1, b2,1) with the following properties:
(i) w1 belongs to the affine subspace π1 = π +
1
∆
·n;
(ii) both triples
w ′0, w0, w1
and
w ′′0, w0, w1
form basises in Z3;
(iii) vectors w0, w1 form a basis of the two-dimensional lattice
Λ1 = 〈w0,w1〉R ∩ Z3
with two-dimensional fundamental volume ∆1;
(iv) the inequalities (
γ1 − 2
γ1
)
·
(p0
∆
)2
6 p1 6
(
γ1 +
2
γ1
)
·
(p0
∆
)2
(60)
and
1
4
· p0
∆
6 ∆1 6 12 · p0
∆
(61)
are valid 1;
(v) define W 1 = (
b1,1
p1
,
b2,1
p1
), then for any x = (x1, x2) ∈ R2 satisfying
|x −W 1|∞ = max
j=1,2
∣∣∣∣xj − bj,1p1
∣∣∣∣ 6 ∆γ2p0p1 (62)
either the vectors
w0, w1
are two consecutive best approximation vectors to x or the vectors
w0, w1 −w0, w1
are three consecutive best approximation vectors to x
1It is important that the constants in (61) do not depend on γ1.
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Remark 4. For the point x0 one has
|x0 −W 0| 6 ∆
γ!p20
+ (k − 1)
√
1 +
(
b1,0
p0
)2
+
(
b2,0
p0
)2
+
(
∆
γ1p20
)2
6
2∆
γ1p20
,
where 1 6 k = p0
p0− ∆
γ1p
2
0
sinψ
and ψ is the angle between n and e = (1, 0, 0). (We take into account that
bj,0
p0
∈ [0, 1].)
Remark 5. From inequalities (55,60,61) it follows that
1
8
· ∆
p0
6
∆1
p1
6 24 · ∆
p0
.
Remark 6. From inequalities (60) and (20) it follows that
p1 >
γ1
2
p0
p0
∆2
>
γ1
2
p0.
Proof of Lemma 5. We should note that the parallelogram
Π = {z ∈ R3 : z = λw ′0 + µw ′′0, 0 6 λ, µ 6 1}
is a fundamental domain with respect to Λ and the two-dimensional affine subspace π1 contains a
lattice Λ1 ⊂ Z3 congruent to Λ. Then any shift of parallelogram Π which belongs to π1 contains an
integer point. Consider the point
X 0 = (X0, Y1,0, Y2,0) = 〈x0〉R ∩ π1
and the parallelogram Π+X 0. By the discussion above it contains an integer point. We denote this
point by w1 = (p1, b1,1, b2,1). This is just the integer point what we need. Indeed, properties (i) and
(ii) are clearly satisfied. As vector w0 is primitive ant there is no integer points between subspaces
π and π1, property (iii) is satisfied also. From the construction we see that
X0 = x0 · γ1p0
∆2
, |p0 − x0| 6 ∆
γ1p0
, |p1 −X0| 6 p0. (63)
So ∣∣∣∣p1 − γ1p20∆2
∣∣∣∣ 6 p0 + 1∆ < 2p0
and we get (60) by taking into account (56). To get (61) we will estimate the area∆1 of parallelogram
P = {z = aX 0 + bw1, a, b ∈ [0, 1)}.
Observe that
∆1 = areaP = areaP0 + λ∗ areaP ′ + µ∗ areaP ′′,
with some λ∗, µ∗ ∈ (−1, 1), where
P0 = {z = aw0 + bw1, a, b ∈ [0, 1)}
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and
P ′ = {z = aw ′0 + bw1, a, b ∈ [0, 1)}, P ′′ = {z = aw ′′0 + bw1, a, b ∈ [0, 1)}.
It is clear that
areaP ′, areaP ′′ 6 ∆,
and
areaP0 = |X 0|ρ(x0, 〈w0〉R) = |X 0| · ∆
γ1p0
,
where (
p0 − ∆
γp0
)
γp0
∆2
6 |X 0| = |x0| · γ!p0
∆2
6
(√
3p0 +
∆
γ1p0
)
γ1p0
∆2
.
So
|X 0| · ∆
γ1p0
− 2∆ 6 ∆1 6 |X 0| · ∆
γ1p0
+ 2∆,
and together with (60) last two formulas give (61).
To finish the proof it remains to explain (v).
If x satisfies (62) then it satisfies (59). Indeed, as w1 ∈ Π + X 0, the point W 1 =
(
b1,1
p1
,
b2,1
p1
)
belongs to a convex polygon with vertices
x0 = (x1,0, x2,0), x0,0 =
(
Y1,0 + b1,0
X0 + p0
,
Y2,0 + b2,0
X0 + p0
)
,
x0,1 =
(
Y1,0 + b
′
1,0
X0 + p
′
0
,
Y2,0 + b
′
1,0
X0 + p
′
0
)
, x0,2 =
(
Y1,0 + b
′′
1,0
X0 + p
′′
0
,
Y2,0 + b
′′
1,0
X0 + p
′′
0
)
and sup-norm diameter
2 max
i=0,1,2
|x0 − x0,j|∞ 6 2max
j=1,2
max
(∣∣∣∣Yj,0X0 − Yj,0 + b
′
j,0
X0 + p′0
∣∣∣∣ ,
∣∣∣∣Yj,0X0 − Yj,0 + b
′′
j,0
X0 + p′′0
∣∣∣∣ ,
∣∣∣∣Yj,0X0 − Yj,0 + bj,0X0 + p0
∣∣∣∣
)
6
6
8∆
X0p0
=
8∆3
γ1x0p20
6
16∆
γ21p
2
0
. (64)
The last inequalities in (64) should be explained. Indeed,∣∣∣∣Yj,0X0 − Yj,0 + b
′
j,0
X0 + p′0
∣∣∣∣ 6 1X0
∣∣∣∣p′0Yj,0X0 − b′j,0
∣∣∣∣ , j = 1, 2.
But ∣∣∣∣p′0Yj,0X0 − b′j,0
∣∣∣∣ 6 ρ(w ′0, 〈x0〉R) 6 ρ(w ′0, 〈w0〉R) + p′0 · ρ(W 0,x0), j = 1, 2. (65)
For the two summands in the right hand side here we have the bound ρ(w ′0, 〈w0〉R) 6 ∆|w0| and the
bound of Remark 4, respectively. So we continue (65) with∣∣∣∣p′0Yj,0X0 − b′j,0
∣∣∣∣ 6 ∆|w0| + p′0 · 2∆γ1p20 6 4∆p0 .
Quite similar bounds are valid for
∣∣∣p′′0Yj,0X0 − b′′j,0∣∣∣ and ∣∣∣p0Yj,0X0 − bj,0∣∣∣, j = 1, 2. This gives the first
inequality in (64). To get the last inequality in (64) we use (63) and (56). So we explained how to
prove (64).
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So as W 1 ∈ conv (x0,x0,0,x0,1,x0,2) form (64) we deduce the inequality
|W 1 − x0| 6 16∆
γ21p
2
0
. (66)
This gives
|x − x0| 6 |W 1 − x0|+ |W 1 − x| 6 16∆
γ21p
2
0
+
√
2∆
γ2p0p1
6
∆
2γ1p
2
0
, (67)
(we used the triangle inequality, conditions (62) with bound p1 > p0 and (55)) and we have (59).
So w0 is a best approximation vector for x. In (61) we have an upper bound for ∆1 which does
not depend on γ. This means that for any w ∈ Z3 \ 〈w0,w1〉R we have
ρ(w, 〈w0,w1〉R) > 1
∆1
>
∆
12p0
.
For large γ1 the point w0 is essentially closer to the line 〈x〉R than the points w = (p, b1, b2) ∈
Z3 \ 〈w0,w1〉R with p 6 p1. Indeed, put W =
(
b1
p
, b2
p
)
, then by the previous inequality and (62,60)
we see that
√
2|px − pW |∞ > |px − pW | > 1
∆1
− p|x −W 1| > ∆
12p0
− ∆
γ2p0
>
∆
13p0
.
At the same time
|p0x − p0W 0|∞ 6 2∆
γ1p0
by (67) and Remark 4. As γ1 > 50 we see that there x has no best approximations w ∈ Z3 \〈w0,w1〉R
with p0 6 p 6 p1 So for all x satisfying (62) all the best approximations between p0 and p1 lie in the
two-dimensional subspace 〈w0,w1〉R. We see form (62) that
|p1x − p1W 1|∞ 6 ∆
γ2p0
.
But from the construction (57) and (67) we have
√
2|p0x − p0W 0|∞ > |p0x − p0W 0| > ∆
γ1p0
− ∆
2γ1p0
=
∆
2γ1p0
.
So
|p0x − p0W 0|∞ > |p1x − p1W 1|∞.
This means that these best approximation vectors should be among the vectors w0, w1 −w0, w1,
and everything is proved.
Here we should note that from (66) and Remark 4 by the triangle inequality immediately follows
Remark 7. For the rational points W 0 and W 1 from Lemma 5 one has
|W 0 −W 1| 6 3∆
γ1p20
.
11. Proof of Theorem 2.
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We construct a sequence of integer vectors
zν = (qν , a1,ν , a2,ν) ∈ Z, ν ∈ Z+ (68)
which will be "almost" best approximation vectors to the limit point
α = lim
ν→∞
Z ν (69)
where
Z ν =
(
a1,ν
qν
,
a2,ν
qν
)
are the corresponding rational points. For these vectors and x = (x1, x2) we consider the values
ξν = max
j=1,2
|qνxj − aj,ν|,
which of course depend on x.
First of all we consider the lattice
Λ1 = 〈e1, e2〉Z, e1 = (1, 0, 0), e2 = (0, 1, 0).
We put i1 = 1 and take
z i1 = z1 = (q1, a1,1, a2,1), z i1+1 = z2 = (q2, a1,2, a2,2)
to be a basis of Λ1 in such a way that q2 > q1 and all the conditions (32, 33) of Lemma 4 are satisfied
for v0 = z1, v1 = z2. (In particular, the condition (33) is satisfied if the angle between the basis
vectors z1, z2 is small.) We take
γ = max(400, q2/q1),
so q2 6 γq1. Now we define vectors (68) by inductive procedure. Let vectors (68) be defined up to
z it+1 and the following conditions are valid
(A) two last vectors v0 = z it , v1 = z it+1 satisfy all the conditions (32, 33) of Lemma 4 where p0 =
qit , p1 = qit+1 and ∆ = ∆t is the fundamental volume of two-dimensional lattice Λt = 〈z it , z it+1〉Z,
moreover
|V 0 − V 1|∞ = |Z it −Z it+1|∞ 6
∆t
30γ2q2it
; (70)
(B) for all x = (x1, x2) satisfying
|x −Z it |∞ 6
∆t
24γ2q2it
(71)
all the best approximation vectors z = (q, a1, a2) with q1 6 q 6 qit are among the vectors from the
sequence
z1, z2, ..., z it ; (72)
(C) among every two consecutive vectors zν , zν+1 from (72) at least one vector is a best approximation
vector for every x satisfying (71);
(D) for all x satisfying (71) and for every ν 6 it − 1 one has ξνξν−1 > 116√6(50γ2+2) .
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When vectors (68) will be defined, the limit point (69) will satisfy
|α −Z it |∞ 6
∆t
24γ2q2it
∀t ∈ Z+, (73)
as the inequality (71) for t+ 1 leads to the inequality (71) for t, that is
|x −Z it+1|∞ 6
∆t+1
24γ2q2it+1
=⇒ |x −Z it |∞ 6
∆t
24γ2q2it
(74)
and the limit vector α will be just the vector we need for Theorem 2.
Here we should note that for t = 1 the conditions (B) is satisfied automatically as z1 is a best
approximation vector for all x satisfying (71). At the same time for t = 1 conditions (C) and (D)
are empty, because we have only one vector z1.
Now we explain how to construct next vectors
zν , νt + 2 6 ν 6 νt+1 + 1. (75)
satisfying conditions (A), (B), (C), (D) of the next step. We start with the explanation of the
construction and then we will verify the conditions (A), (B), (C), (D) .
First of all we apply Lemma 4 with
v0 = z it , v1 = z it+1
and take vectors
z it+ν = vν , 3 6 ν 6 kt
where vν are defined in (34). We take k = kt large enough to satisfy (35) as well as the inequalities
qit+kt > γ∆
2
t (76)
and
qit+kt > γqit , (77)
We define
it+1 = it + kt + 2,
so
it+1 − 2 = it + kt.
Then for
γ1 = γ, γ2 = γ
2
and vectors
w ′0 = z it+1−4, w
′′
0 = z it+1−3
we apply Lemma 5. Of course we have
w0 = w
′
0 +w
′′
0 = z it+1−2.
We need to check the condition (56) and the condition on x satisfying (59). But (56) follows from
(76). As for the condition on x we will check it right now. In our situation p0 = qit+1−2 and (59)
means that
|x − x0|∞ 6 ∆t
γq2it+1−2
.
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Remark 4 with W 0 = Z it+1−2 gives
|x0 −W 0|∞ = |x0 −Z it+1−2|∞ 6
2∆t
γq2it+1−2
.
So by the triangle inequality
|x −Z it+1−2|∞ 6
3∆t
γq2it+1−2
6
∆t
100q2it+1−2
.
So x satisfies (36) and the condition on x follows form the conclusion of Lemma 4, as in the both
sequences (37) and (38) the last vector is vk = w0 = z ik+1−2. We verified the possibility of application
of Lemma 5. Lemma 5 gives us the vector
z it+1 = w1.
Then we define
z it+1−1 = w1 −w0.
Now we should define z it+1+1. First of all we define the next two-dimensional lattice Λt+1 = 〈z it+1−1, z it+1〉Z
with fundamental volume ∆t+1. Then we define
z it+1+1 = z it+1−1 + Az it+1 , where A = [50γ
2] + 1. (78)
It is clear that Λt+1 = 〈z it+1, z it+1+1〉Z.
So all the vectors (75) are defined and we must check the conditions (A), (B), (C), (D) of the
new inductive step.
Condition (A) is satisfied because of
|aj,it+1+1qit+1 − aj,it+1qit+1+1| 6 ∆t+1,
and for (70) with t replaced by t + 1 we have
|Z it+1 −Z it+1+1|∞ = max
j=1,2
∣∣∣∣aj,it+1+1qit+1+1 − aj,it+1qit+1
∣∣∣∣ 6 ∆t+1qit+1qit+1+1 6 ∆t+1Aq2it+1 6
∆t+1
50γ2q2it+1
. (79)
Let us check the conditions of Lemma 4. Inequality (32) is clear. As for (33), we should show that
|Z it+1 −Z it+1+1|∞ 6
1
2qit+1∆t+1
(80)
and
|Z it+1 −Z it+1+1|∞ 6
δ(z it+1)
2
. (81)
To get (80) we use (20) for the best approximation vector z it+1 with ∆t+1 instead of ∆2. Then
qit+1 > (K∆t+1)
2 >
∆2t+1
γ2
,
and this deduces (80) from (79).
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From condition (v) of Lemma 5 we see that w1 = z it+1 will bw a best approximation vector for
all x satisfying the condition (62), So we have
∆t
γ2qit+1−2qit+1
6 δ(z it+1),
as w0 = z it+1 is always a best approximation vector under the assumption (62). The last inequality
together with (79) and Remark 5 (where ∆ = ∆t,∆1 = ∆t+1, p0 = qit+1−2, p1 = qit+1) gives
|Z it+1 −Z it+1+1|∞ 6
∆t+1
50γ2q2it+1
6
∆t
2γ2qit+1−2qit+1
6
δ(z it+1)
2
,
and this is just (81).
So condition (A) is satisfied.
Now we verify conditions (B) and (C). Suppose that x satisfies (71) for the next step, that is
|x −Z it+1|∞ 6
∆t+1
24γ2q2it+1
(82)
From (82) and Remark 5 we see that
|x −Z it+1|∞ 6
∆t
γ2qit+1−2qit+1
.
So by Lemma 5 either
z it+1−2, z it+1−1, z it+1
or
z it+1−2, z it+1
are successive best approximations to x.
Then from Remark 7 (with W 0 = Z it+1−2,W 1 = Z it+1,∆ = ∆t, γ1 = γ, p0 = q
2
it+1−2) we have
|Z it+1−2 −Z it+1|∞ 6
3∆t
400q2it+1−2
.
This inequality together with (82) leads to
|x −Z it+1−2|∞ 6 |x −Z it+1|∞ + |Z it+1−2 −Z it+1|∞ 6
∆t
100q2it+1−2
.
So by Lemma 4 we see that either
z it , z it+1, z it+1−4z it+1−3, z it+1−2
or
z it , z it+1, z it+1−4, z it+1−2
is the sequence of successive best approximations to x.
Again from (82) and Remark 6 (qit 6 p0 = qit+1−2, p1 = qit+1) which now states that qit+1 >
γ
2
qit+1−2 we deduce
|x −Z it+1|∞ 6
∆t
24γ2q2it+1
6
∆t
96γ4q2it
.
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Then, by Remark 7 (W 0 = Z it+1−2,W 1 = Z it+1p0 = qit+1−2 = qit+kt) and (77) we see that
|Z it+1 −Z it+1−2|∞ 6
3∆t
γ1p20
=
3∆t
γq2it+1−2
6
3∆t
γ3q2it
6
∆t
100γ2q2it
.
In the notation of Lemma 4 we have V 0 = Z it ,V 1 = Z it+1,V k = Z it+1−2. So
|Z it+1−2 −Z it |∞ = |V k − V 0|∞ 6 |V 1 − V 0|∞ = |Z it+1 −Z it |∞ 6
∆t
30γ2q2it
,
by (70) from condition (A). So last three inequalities lead to
|x −Z it |∞ 6 |x −Z it+1|∞ + |Z it+1 −Z it+1−2|∞ + |Z it+1−2 −Z it |∞ 6
∆t
24γ2q2it
,
and by inductive assumption we have the required properties for all the best approximations z =
(q, a1, a2) with q1 6 q 6 qit .
By the way, we see that condition (71) for (t+1)-th step ensures condition (71) for t-th step, and
we proved the implication (74).
We see that we have established conditions (B) and (C) for all the best appproximations z =
(q, a1, a2) in the range q1 6 q 6 qit+1.
Let us verify condition (D) for it 6 ν 6 it+1 − 1. We consider the cases
1) ν = it,
2) it < ν 6 it+1 − 3,
3) ν = it+1 − 2,
4) ν = it+1 − 1
separately.
1) First of all we need lower bound for the approximation ξit = qit |α−Z it |∞. We use the notation
of Lemma 4 with
y0 = qitx − z it , ξit = |y0|∞.
By (78) of the previous inductive step we have
qit+1 6 (50γ
2 + 2)qit .
Remark 5 with p0 = qit , p1 = qit+1,∆ = ∆t−1,∆1 = ∆t for Lemma 5 applied on the previous inductive
step gives
∆t >
qit
8qit−2
∆t−1
Now from (48) with i = 0,∆ = ∆t, we get
ξit >
∆t
2
√
6qit+1
>
∆t−1
16
√
6(50γ2 + 2)qit−2
. (83)
Form (18) with ν = it − 2,∆2 = ∆t−1 we see that
ξit−2 6
∆t−1
qit−1
6
∆t−1
qit−2
. (84)
Points 0, z it−2, z it−1, z it form a parallelogram and so
ξit−1 = ξit−2 − ξit < ξit−2.
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Now (83,84) give us
ξit
ξit−1−1
>
ξit
ξit−1−2
>
1
16
√
6(50γ2 + 2)
,
and this is what we need.
2) For ν from the interval it < ν 6 it+1 − 3 from (39) of Lemma 4 follows
ξν
ξν−1
>
1
4
.
3) Let x0 be the point form Lemma 5 applied on (t+ 1)-th step. In the notation of Lemma 5 we
have W 0 = Z it+1−2,W 1 = Z it+1, p0 = qit+1−2, p1 = qit+1 ,∆ = ∆t,∆1 = ∆t+1. Then
ξit+1−2 > qit+1−2|Z it+1−2 − x0|∞ − qit+1−2|x − x0|∞. (85)
But from the construction (57) we have
qit+1−2|Z it+1−2 − x0|∞ = p0|W 0 − x0|∞ >
∆t
2γqit+1−2
. (86)
Then,
qit+1−2|x − x0|∞ 6 qit+1−2|Z it+1 − x0|∞ + p0|x −Z it+1|∞ 6
17∆t
γ2qit+1−2
(87)
(we use inequalities (66) for the first summand and (t+ 1)-th step of (71), Remark 5 for the second
summand). Now (85,86,87) gives
ξit+1−2 >
∆t
4γqit+1−2
.
Together with (18) for ν = it+1 − 3 this gives
ξit+1−2
ξit+1−3
>
1
4γ
.
4) As in the case 1) the points 0, z it+1−2, z it+1−1, z it+1 form a parallelogram and so
ξit+1−1 = ξit+1−2 − ξit+1.
As ξit+1 is much smaller than ξit+1−2 we immediately have
ξit+1−1
ξit+1−2
= 1− ξit+1
ξit+1−2
>
1
2
.
We see that condition (D) is valid in the range it < ν 6 it+1.
Now we have constructed the vectors (68) satisfying the conditions (A), (B), (C), (D) for every
t and Theorem 2 follows..
Acknowledgements. This work is supported by the Russian Science Foundation under grant
19-11-00001.
27
References
[1] N. Chevallier, Best simultaneous Diophantine approximations and multidimensional continued
fraction expansions, Mosc. J. Comb. Number Theory 3 (2013), no. 1, 3–56.
[2] Y. Cheung, Hausdorff dimension of set of singular pairs, Annales of Mathematics, 173:1 (2011),
127-167.
[3] A. Marnat, N.G. Moshchevitin, An optimal bound for the ratio between ordinary and uniform
exponents of Diophantine approximation, preprint available at arXiv:1802.03081v3 (2018).
[4] N.G. Moshchevitin, Geometry of the best approximations, Doklady Mathematics, 57:2 (1998),
261 - 263.
[5] N.G. Moshchevitin, Proof of W. M. Schmidt’s conjecture concerning successive minima of a
lattice, J. London Math. Soc. (2) 86 (2012) 129–151.
[6] N.G. Moshchevitin, Khintchine’s singular Diophantine systems and their applications, Russian
Math. Surveys 65 (2010), no. 3, 433–511.
[7] Ngoc Ai Van Nguyen, Anthony Poe¨ls, Damien Roy, A transference principle for simultaneous
rational approximation, preprint available at arXiv:1908.11777 (2019).
[8] J. Schleischitz, Applications of Siegel’s Lemma to best approximations for a linear form, preprint
available at arXiv:1904.06121 (2019).
[9] W.M. Schmidt, Diophantine Approximations, Lecture Notes Math., 785 (1980).
[10] W. M. Schmidt, L. Summerer, Simultaneous approximation to three numbers, Mosc. J. Comb.
Number Theory 3: 1 (2013), 84–107.
[11] В. Ярник, К теории однородных линейных диофантовых приближений. // Чехословацкий
математический журнал, 4 (79), (1954), 330 - 353 (in Russian).
28
