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Resumo A rápida evolução e proliferação de uma rede mundial de computadores, a
Internet, resultou num esmagador e constante crescimento na quantidade
de dados e informação publicamente disponíveis, o que também se verificou
na biomedicina. No entanto, a inexistência de estrutura em dados textuais
inibe o seu processamento direto por parte de soluções informatizadas. Ex-
tração de informação é a tarefa de mineração de texto que pretende extrair
automaticamente informação de fontes de dados de texto não estruturados.
O objetivo do trabalho descrito nesta tese foi essencialmente focado em
construir soluções inovadoras para extração de informação biomédica a par-
tir da literatura científica, através do desenvolvimento de aplicações simples
de usar por programadores e bio-curadores, capazes de fornecer resultados
mais precisos, usáveis e de forma mais rápida. Começámos por abordar o
reconhecimento de nomes de conceitos - uma tarefa inicial e fundamental -
com o desenvolvimento de Gimli, uma solução baseada em inteligência arti-
ficial que aplica uma estratégia incremental para otimizar as características
linguísticas extraídas do texto para cada tipo de conceito. Posteriormente,
Totum foi implementado para harmonizar nomes de conceitos provenientes
de sistemas heterogéneos, oferecendo uma solução mais robusta e com mel-
hores resultados. Esta aproximação recorre a informação contida em corpora
heterogéneos para disponibilizar uma solução não restrita às característica
de um único corpus. Uma vez que as soluções anteriores não oferecem
ligação dos nomes a bases de conhecimento, Neji foi construído para fa-
cilitar o desenvolvimento de soluções complexas e personalizadas para o
reconhecimento de conceitos nomeados e respectiva normalização. Isto foi
conseguido através de uma plataforma modular e flexível focada em rapidez
e desempenho, integrando um vasto conjunto de módulos de processamento
optimizados para o domínio biomédico. De forma a disponibilizar identifi-
cação de conceitos biomédicos em tempo real, BeCAS foi desenvolvido para
oferecer um serviço, aplicação e widget Web. A extracção de relações entre
conceitos também foi abordada através do desenvolvimento de TrigNER,
uma solução baseada em inteligência artificial para o reconhecimento de
palavras que desencadeiam a ocorrência de eventos biomédicos. Esta fer-
ramenta aplica um algoritmo automático para encontrar as melhores carac-
terísticas linguísticas e parâmetros para cada tipo de evento. Finalmente,
de forma a auxiliar o trabalho de bio-curadores, Egas foi desenvolvido para
suportar a anotação rápida, interactiva e colaborativa em tempo real de
documentos biomédicos, através da anotação manual e automática de con-
ceitos e relações de forma contextualizada. Resumindo, este trabalho con-
tribuiu para a actualização mais precisa das actuais bases de conhecimento,
auxiliando a formulação de hipóteses e a descoberta de novo conhecimento.

Keywords Bioinformatics, text mining, information extraction, concept recognition,
relation mining, interactive mining.
Abstract The rapid evolution and proliferation of a world-wide computerized net-
work, the Internet, resulted in an overwhelming and constantly growing
amount of publicly available data and information, a fact that was also ver-
ified in biomedicine. However, the lack of structure of textual data inhibits
its direct processing by computational solutions. Information extraction is
the task of text mining that intends to automatically collect information
from unstructured text data sources. The goal of the work described in this
thesis was to build innovative solutions for biomedical information extrac-
tion from scientific literature, through the development of simple software
artifacts for developers and biocurators, delivering more accurate, usable
and faster results. We started by tackling named entity recognition - a cru-
cial initial task - with the development of Gimli, a machine-learning-based
solution that follows an incremental approach to optimize extracted linguis-
tic characteristics for each concept type. Afterwards, Totum was built to
harmonize concept names provided by heterogeneous systems, delivering a
robust solution with improved performance results. Such approach takes
advantage of heterogenous corpora to deliver cross-corpus harmonization
that is not constrained to specific characteristics. Since previous solutions
do not provide links to knowledge bases, Neji was built to streamline the
development of complex and custom solutions for biomedical concept name
recognition and normalization. This was achieved through a modular and
flexible framework focused on speed and performance, integrating a large
amount of processing modules optimized for the biomedical domain. To
offer on-demand heterogenous biomedical concept identification, we devel-
oped BeCAS, a web application, service and widget. We also tackled rela-
tion mining by developing TrigNER, a machine-learning-based solution for
biomedical event trigger recognition, which applies an automatic algorithm
to obtain the best linguistic features and model parameters for each event
type. Finally, in order to assist biocurators, Egas was developed to support
rapid, interactive and real-time collaborative curation of biomedical docu-
ments, through manual and automatic in-line annotation of concepts and
relations. Overall, the research work presented in this thesis contributed
to a more accurate update of current biomedical knowledge bases, towards
improved hypothesis generation and knowledge discovery.
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Chapter 1
Introduction
For thousands of years, human beings felt the need to share and store information in
some way, taking advantage of physical materials for “permanent” storage, from stones to
silicon. In the Neolithic period, petroglyphs were used to represent and share popular thoughts
through symbols. Nowadays, at the information age, there was a shift to a society based
on informatization, creating a knowledge-based world surrounded by high-technology devices
where information storage and transmission around the globe became simple routine tasks. A
recent study presented by Hilbert and López [1] shows that in 1986 the World had the capacity
to store 539MB of data per person, which grew to more than 43GB in 2007. Regarding the
World’s capacity to exchange information, it grew from 281 petabytes (1000 terabytes) in
1986 to 65 exabytes (1000 petabytes) in 2007. In summary, an overwhelming and constantly
growing amount of publicly available data and information was observed, a direct consequence
of the rapid evolution and proliferation of a world-wide computerized network, the Internet.
Most public data is available in digital format in the form of texts, videos, sounds and
images, which facilitates the access by the widespread availability of internet-capable devices,
but the lack of structure inhibits its direct usage by computerized solutions, making its
processing and interpretation much more difficult. Typically, in order to access information,
one must search for the appropriate data, extract information, and understand its meaning.
This type of data is known as unstructured, since it is not organized in a pre-defined way
or does not follow a specific data model. Blumberg and Atre [2] estimated that more than
85 percent of all business information exists as unstructured data. Overall, this information
explosion consumed huge amounts of expensive and valuable resources, both human and
technical, demanding the creation of tools to properly manage unstructured of data.
In order to understand the role of computer-based solutions, it is important to acknowledge
the content of the human mind, which can be classified into five different categories, according
to Ackoff [3]:
• Data: symbols;
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• Information: data that are processed to be useful, answering questions such as “who”,
“what”, “where” and “when”;
• Knowledge: application of data and information, answering questions such as “how”;
• Understanding: appreciation of “why”;
• Wisdom: evaluated understanding.
Following the same path, the main goal of computational solutions for information pro-
cessing is to extract information from data and then induce knowledge from the combination
of several sources. To accomplish this, it is necessary to convert unstructured data into a
structured form, targeting a specific goal and domain. Going further, by associating the in-
formation extracted from large amounts of data, computerized solutions may also contribute
to discover hidden relations that enable gaining new knowledge that would otherwise remain
undiscovered.
With an overwhelming amount of information recorded in texts, there is high research
interest in new techniques that can identify, extract, manage, integrate, and exploit it. Text
Mining (TM) is the field of Data Mining (DM) that deals with those requirements, aiming to
derive high-quality information from text. To achieve this objective, two main directions can
be followed in TM research:
• Information Extraction (IE): aims to extract specific information from unstructured
data, building a structured and unambiguous representation of concepts and relations
between them [4];
• Information Retrieval (IR): its goal is the representation, storage, organization and
access to information items, providing easy access to the information in which the final
user is interested [5].
Figure 1.1 illustrates the global TM pipeline, presenting the results provided by each
task and the relations between them. As stated before, the main input of these systems
is natural language text, which is processed to extract specific information in a structured
manner, enabling its readability by computers. In order to streamline the process of filtering
the data, information retrieval techniques are applied, to provide only the information that
the final user is searching for. In the end, the information from unstructured data is filtered
and presented in a simple and structured form, focusing on the information requested by final
users.
IE and its several methods were introduced by the Message Understanding Conferences
(MUCs) [6], which defined the requirements, evaluation strategies and the several tasks that
need to be performed in order to accomplish the IE idea and goals successfully. These tasks
include:
• Named Entity Recognition (NER): identify chunks of text as specific entity names, such
as people and organizations;
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Natural language texts
Information extraction
Structured information
Information retrieval
Filtered information
Figure 1.1: Global pipeline of text mining.
• Normalization and disambiguation: associate an unique meaning to a concept name
(e.g., “June” could refer to a person’s name, a calendar month or a gene);
• Coreference: identify when two different expressions refer to the same concept (e.g.,
“David” and “he” in the same sentence may refer to the same person);
• Relation mining: extract relations between concepts (e.g., considering the entities “Barack
Obama” and “USA”, the relation “Barack Obama → President → USA” should be ex-
tracted if it is present in the text in some manner);
• Summarization: extract and compile main ideas of a text;
• Classification: identify prime themes of a specific text (e.g., sports, politics, and arts);
In the seven editions of MUC they applied the previously described tasks on people and
organizations information mining, leading to state-of-the-art solutions and baseline results for
following IE research.
1.1 Biomedical information extraction
The Human Genome Project (HGP) [7] dramatically changed the landscape of biomedical
research, by sequencing the human genome and making it publicly available. Such detailed
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genetic data provided enormous challenges to disclose knowledge not previously explored, and
affecting almost all areas of health, since many connections between different fields are based
on related genomic mechanisms. Over the years, genome sequencing became considerably
cheaper. The 1000 Genomes Project [8] was the first to sequence genomes of a large number
of people and to provide a more comprehensive resource on human genetic variation. Such
significant progress resulted in an improved and faster biomedical research, contributing to an
increasing amount of published scientific articles, reporting new and focused findings. Con-
sidering the wide impact of genetic information, establishing connections between discoveries
from different research specialties is fundamental. However, communication between highly
specialized fields is poor [9], which hinders progress and respective finding of new knowledge.
The overwhelming amount of textual information in biomedicine was verified with the
rapid growth in the number of published documents, such as articles, books and technical
reports. In fact, Lawrence Hunter [10] demonstrated an exponential growth of the biomedical
literature. Medical Literature Analysis and Retrieval System Online (MEDLINE), which is
the United States of America National Library of Medicine (NLM) premier bibliographic
database, in 2013 contained over 21 million references to journal articles in life sciences. It
continues to be daily updated, and, since 2005, between 2000-4000 completed references are
added each day1. At this rate of publication, it is difficult for researchers to keep up with
current knowledge and relevant publications from different fields of expertise, limiting the
practical application of biomedical science in the form of diagnosis, prevention and treatments.
To properly extract relevant information and maintain existing knowledge resources up-
dated, MEDLINE and other biomedical resources started to manually curate scientific arti-
cles, collecting information about biomedical concepts, such as genes, proteins and chemicals.
However, with the increasing amounts of data, this became a hard and very expensive task.
For instance, Baumgartner et al. [11] argues that manually curating and completing some
genomic resources may take decades to be completed. This situation naturally led to the
development of computational solutions to extract specific biomedical information from sci-
entific articles, in order to “shift the burden of information overload from the researcher to
the computer” [12]. However, the biomedical domain presents various complex challenges
that hinder the application of text mining techniques. Primarily, the complex biomedical
knowledge network covers a wide range of interrelated concepts (e.g., from Deoxyribonucleic
Acid (DNA) to body parts) and processes (e.g., from DNA transcription to hormone regula-
tion). Thus, linking concepts and/or processes of the two edges of the knowledge spectrum is
considered fundamental to properly understand “how” and “why” things happen. As a con-
sequence of this complexity, the biomedical domain is composed of many fields and sub-fields
of expertise with restricted communication, which limits the overall perspective of current
knowledge. Moreover, since biomedicine is not an exact science, it is in constant evolution,
1http://www.nlm.nih.gov/bsd/medline_lang_distr.html
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with new knowledge and principles emerging constantly. On the other hand, the textual
representation of biomedical information also presents various characteristics that hinder its
precise processing and extraction. For instance, the use of specialized non-standardized ter-
minology results in highly descriptive texts with high levels of ambiguity, which is a direct
consequence of the domain complexity. As a result of those levels of complexity, biomedical
text mining is considered a proving ground for the application and development of innovative
IE solutions, since it is assumed that a technique that performs well in the biomedical do-
main will perform equally well in a different and simpler domain [13]. Moreover, biomedical
researchers are highly interested in the results of biomedical text mining research, in order to
advance their own work and sub-field of interest.
Due to the aforementioned challenges, the result of biomedical text mining solutions con-
tain mistakes that should be processed carefully. Nonetheless, even different expert annotators
have different interpretations of the same data, which results in active and complex discus-
sions with different opinions. For instance, considering the manual annotation of a set of
documents, if curators do not follow precisely defined guidelines, the resulting annotations
may be considerably different, presenting low agreement between the various curators [14].
Thus, the quality of the information provided by automatic solutions may be directly limited
by the quality of the information in the manually annotated data, since learn-by-example
solutions try to reproduce behaviors contained in the training data. Additionally, current
automatic solutions are not able to perform as well as expert annotators, since it is difficult
to convert a curator’s domain knowledge into a structured representation.
Overall, by collecting information from scientific articles, biomedical text mining con-
tributes to: 1) keep current knowledge bases updated; and 2) generate hypothesis for knowl-
edge discovery. Current genomic resources already use automatic text mining solutions to keep
databases updated, such as BioLexicon [15] for chemicals, genes and disorders and STRING
[16] for protein-protein interactions. On the other hand, biomedical text mining is also ap-
plied to infer hidden relationships between concepts, generating hypothesis and discovering
new knowledge. Such task is typically performed by applying the ABC model, which was
proposed by Swanson [17] and intends to extract concept relations from different articles (A
is related with B, and B is related with C) to infer new and indirect relationships (A is re-
lated with C). Thus, such automatic solutions help ranking target articles by automatically
extracting concept relationships, also suggesting likely related concepts regarding a specific
field. For instance, iHop [18] applies this idea to find hidden protein-protein interactions, and
FACTA+ [19, 20] supports finding indirectly associated proteins, drugs and disorders.
There are various examples of success regarding the applicability of text mining solutions
on biomedical real-life problems, namely in pharmacovigilance, drug discovery and drug re-
purposing. Swanson [21] was the first one to show the benefits of scientific literature mining
in drug discovery and repurposing, presenting two scientific hypothesis, namely the beneficial
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effects of fish oil to patients with Raynaud’s disease, and the potential of magnesium to treat
migraines. Both connections were validated in clinical trials [22, 23] and became well estab-
lished in nowadays clinical practices. On the other hand, the EU-ADR European project [24]
developed an innovative computerized system [25] for pharmacovigilance, detecting adverse
drug reactions to supplement spontaneous reporting systems and translate scientific and clin-
ical evidences into patient safety and health benefit. To achieve this, the authors applied text
mining techniques to analyze electronic health records of 30 million patients in order to detect
“signals”, i.e., combinations of drugs and suspected adverse events that warrant further inves-
tigation. In the end, the authors confirmed the association between the use of non-steroidal
anti-inflammatory drugs and upper gastrointestinal bleeding. Such examples show the suc-
cess of applying text mining techniques on real-life problems, which provide several benefits,
namely the need for less money and time for drug discovery, testing and vigilance, resulting
in improved healthcare services.
Despite many biomedical IE solutions have already been developed and applied success-
fully in real-life scenarios, there is still an enormous lack of consolidated tools and algorithms
that can be widely used by researchers of the biomedical community.
1.2 Research goals
The main goal of this doctorate was to investigate new and improved methods to stream-
line the development of high performance biomedical IE solutions, tackling the tasks of con-
cept recognition (NER and normalization), relation mining and interactive curation. To
attain this major objective, various goals were carefully defined:
• Architect software solutions to minimize and/or solve identified problems by taking
advantage of the best techniques for each issue, through a detailed analysis of the
existing limitations, required features, data models and implementation details;
• Develop new and improved solutions to support and perform some biomedical infor-
mation extraction tasks, facilitating their completion and making them simple routine
tasks for developers and/or end-users;
• Participate in domain challenges to evaluate the performance and/or behavior of devel-
oped solutions, also keeping updated with the last efforts on various mining tasks;
• Contribute to national and international research projects by applying the developed
solutions and/or developing or adapting solutions focused on specific high-end goals;
• Collaborate with international research groups to promote knowledge sharing and part-
nerships.
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1.3 Contributions
The work presented in this thesis contributed positively to the biomedical text mining
community in various aspects:
• Reviews: provided easy to understand and overall overviews and analysis of specific
tasks of the biomedical IE domain;
• Methods: applied new techniques and followed innovative approaches to solve or mini-
mize existing problems;
• Software: developed new open and closed-source tools, libraries and frameworks to make
specific IE tasks accessible, providing detailed documentation for users and developers;
• Analyses: detailed and new analyses to confirm known facts or to sustain new conclu-
sions;
• Personal: developed a personal insight of the domain, regarding its problems and pos-
sible paths to follow.
The first contribution resulted in detailed surveys and critical analysis of specific tasks of
the biomedical information extraction domain. The first review [26] presents a careful analysis
of distinct biomedical NER approaches, describing applied techniques, presenting practical
implementations, and evaluating and comparing the achieved performance results. The second
work [27] surveys Machine Learning (ML) based solutions for heterogenous biomedical concept
recognition, with an in-depth analysis of existing solutions regarding techniques and achieved
performance results and considering multiple biomedical concept types.
The second contribution is a NER system that outperforms existing open-source solu-
tions. Gimli [28] is a Command Line Interface (CLI) tool to perform ML-based recog-
nition of biomedical concept names. It is open source and publicly available at http:
//bioinformatics.ua.pt/gimli, providing detailed documentation for users and develop-
ers. Gimli uses Conditional Random Fields (CRFs) with a rich set of features, combining
annotations of heterogenous models with a simple confidence-based harmonization technique.
Moreover, two post-processing methods are applied to improve annotations quality. The
recognition of different biomedical concepts is performed using different CRF models, whose
feature set is optimized through an incremental approach. Such technique allowed an in-depth
analysis of the best features required to recognize different concept types, providing a better
understanding of their linguistic and complexity characteristics. Through Gimli, we confirm
the importance of tokenization, showing that our tokenization delivers improved results for
biomedical NER. Moreover, we provide a comprehensive analyses of local context features,
comparing windows with conjunctions, and discussing the added value of building new fea-
tures by taking advantage of conjunctions. Finally, we also demonstrate the advantages of
using dependency parsing features in different concept types. Gimli was applied in two cor-
pora, identifying gene/protein, DNA, Ribonucleic Acid (RNA), cell type and cell line concept
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names, outperforming previously available open source tools. Gimli was further applied in
the recognition of chemical compound and drug names [29], also achieving encouraging and
positive performance results.
Considering the distinct approaches followed by other NER systems, and the positive out-
comes provided by ensemble solutions, the next challenge was to investigate a better strategy
for named entity harmonization. Totum [30] is a ML-based solution that resulted from such
efforts, targeting the harmonization of gene and protein names provided by multiple het-
erogenous NER systems. It uses CRFs to harmonize heterogenous annotations provided by
four systems applying different recognition techniques and using four corpora with different
characteristics to perform training and evaluation. By doing so, Totum delivers an innovative
cross-corpus solution to perform gene and protein names harmonization, which is not con-
strained to a specific corpus as the original systems are. Moreover, the provided annotations
take advantage of a rich knowledge base, creating unique and reasoned guidelines that respect
as much as possible the heterogeneity of the various corpora. When evaluated on each corpus
and in a merged corpus simulating the MEDLINE, Totum delivered significant improvements
in comparison with state-of-the-art solutions and each individual system. By analyzing the
provided annotations, we concluded that improved results were achieved due to the deletion
of incorrect annotations, the recognition of annotations discarded by other approaches, and
the creation of new entity names. Moreover, we also emphasized the differences between
the various corpora and respective annotation guidelines. This research work was developed
during an internship in the European Bioinformatics Institute (EBI) with the supervision of
Dietrich Rebholz-Schumman, as a contribution to the European CALBC project.
After exploring the most different and advanced approaches for NER, the next research
goal was to tackle heterogeneous and large-scale biomedical concept recognition, providing
identifiers from databases to every extracted concept name. Neji [31, 32] is a modular frame-
work and tool to support the development of concept recognition solutions, being specifically
optimized for the biomedical domain through dedicated and optimized modules and supported
standards. It is open source and publicly available at http://bioinformatics.ua.pt/neji,
providing detailed documentation for users and developers. Neji delivers high modularity to-
gether with fast processing speeds and high performance results, integrating modules for Nat-
ural Language Processing (NLP), concept recognition, disambiguation and post-processing.
The extracted information is stored in an innovative concept tree, supporting structured
ambiguity and multiple identifiers per concept. Moreover, the framework also integrates
multi-threaded documents processing together with standard input and output formats. In
order to make Neji accessible, it also integrates a CLI annotation tool, which allows users
to easily perform offline annotation of large amounts of documents with custom dictionar-
ies and ML models with normalization resources. The reliability of Neji was confirmed by
annotating three different corpora with a total of nine concept types, outperforming exist-
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ing solutions for heterogenous concept recognition. Such throughout performance analysis
was the first to consider both names and identifiers with a large amount of heterogenous
biomedical concepts. In order to streamline the application of heterogeneous biomedical
concept recognition, we took advantage of Neji and developed BeCAS [33], a web applica-
tion, web-service and widget for on-demand biomedical concept identification. It is available
at http://bioinformatics.ua.pt/becas with detailed documentation for users and devel-
opers. Concept recognition features are provided through web-services, supporting selective
annotation of eleven biomedical concepts. The web application applies innovative annotations
visualization and filtering interfaces, supporting inline nested concept names and providing
link-outs to reference curated databases. The widget allows easy integration of BeCAS fea-
tures in any web page. BeCAS was developed in collaboration with Tiago Nunes.
The third contribution of this doctorate is on event mining. Taking advantage of pre-
vious results, namely the performance of Gimli and the flexibility and speed of Neji, we
tackled a challenging and more linguistic processing and knowledge intensive task: trigger
recognition for biomedical event mining. TrigNER [34] is a ML-based solution to perform au-
tomatic and optimized recognition of biomedical event triggers. It is open source and publicly
available at http://bioinformatics.ua.pt/trigner, providing detailed documentation for
users. TrigNER applies CRFs with a rich feature-set and post-processing modules, applying
an innovative automatic optimization method to obtain the best feature-set and model pa-
rameters for each event trigger. Such technique removes the hard task of manually optimizing
ML models. Besides simplifying the optimization process, such technique also allows to easily
identify the complexity and linguistic characteristics of different triggers. When evaluated
against manually annotated corpora with nine gene-centric event triggers, TrigNER outper-
formed existing solutions on various event trigger types. Moreover, we also showed that
CRFs are able to perform as well as Support Vector Machines (SVMs) in the recognition of
event triggers. This research work was conducted as a result of an internship at the Erasmus
Medical Center (EMC), in collaboration with Quoc-Chin Bui.
Finally, we worked in a comprehensive platform for interactive curation, in order to as-
sist biocurators in their daily tasks, and take advantage of the previously developed auto-
matic solutions. Egas [35] is an innovative web-based platform for biomedical collaborative
curation-as-a-service, supporting manual and automatic annotation of concepts and relations.
It is available at http://bioinformatics.ua.pt/egas with detailed usage documentation.
Egas user interface was developed targeting simplicity and intuitive interactions, through
inline document visualization, filtering, insertion and deletion of annotations and relations.
Moreover, it provides a rich set of features to support the complete workflow of knowledge cu-
ration, such as integrated project management, import and export features to/from local and
remote servers, automatic and state-of-the-art annotation services, and innovative real-time
collaboration. Egas was developed on top of standard web technologies, in order to enable
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fast processing and visualization of documents in modern web-browsers. When evaluated
by expert annotators at the BioCreative IV interactive annotation task [36], Egas obtained
remarkable results in terms of usability, reliability and performance. Egas was developed in
collaboration with Jóni Lourenço.
Overall, this research work contributed with innovative applications, frameworks and
libraries for the biomedical text mining community. By improving the application of biomed-
ical information extraction methods on scientific literature, the work on this thesis further
contributed to keep current knowledge bases updated, generating new hypothesis towards
knowledge discovery.
1.4 Results
This doctorate generated a number of outcomes in terms of publications and software
solutions, which are summarized as follows:
• Publications:
– Book chapters:
* D. Campos, S. Matos, and J. L. Oliveira, “Current methodologies for biomedi-
cal Named Entity Recognition,” in Biological Knowledge Discovery Handbook:
Preprocessing, Mining and Postprocessing of Biological Data, M. Elloumi and
A. Y. Zomaya, Eds. John Wiley & Sons, Inc., Dec. 2013, pp. 839–868;
* D. Campos, S. Matos, and J. L. Oliveira, “Biomedical Named Entity Recog-
nition: A Survey of Machine-Learning Tools,” in Theory and Applications for
Advanced Text Mining, S. Sakurai, Ed. InTech, 2012, pp. 175–195.
– International journals:
* D. Campos, J. Lourenço, S. Matos, and J. L. Oliveira, “Egas: a web-based
document curation platform,” Database (Oxford), Under Review
* D. Campos, Q.-C. Bui, S. Matos, and J. L. Oliveira, “TrigNER: automati-
cally optimized biomedical event trigger recognition on scientific documents,”
Source code for biology and medicine, vol. 9, no. 1, Jan. 2014
* D. Campos, S. Matos, and J. L. Oliveira, “A modular framework for biomedical
concept recognition.” BMC bioinformatics, vol. 14, no. 1, p. 281, Sep. 2013;
* T. Nunes, D. Campos, S. Matos, and J. L. Oliveira, “BeCAS: biomedical con-
cept recognition services and visualization.” Bioinformatics (Oxford, England),
vol. 29, no. 15, pp. 1915–1916, Jun. 2013;
* D. Campos, S. Matos, and J. L. Oliveira, “Gimli: open source and high-
performance biomedical name recognition.” BMC bioinformatics, vol. 14, p. 54,
2013;
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* D. Campos, S. Matos, I. Lewin, J. L. Oliveira, and D. Rebholz-Schuhmann,
“Harmonization of gene/protein annotations: towards a gold standard MED-
LINE.” Bioinformatics (Oxford, England), vol. 28, no. 9, pp. 1253–1261, May
2012;
* Z. Lu, H.-Y. Kao, C.-H. Wei, M. Huang, J. Liu, C.-J. Kuo, C.-N. Hsu, R. T.-H.
Tsai, H.-J. Dai, N. Okazaki, H.-C. Cho, M. Gerner, I. Solt, S. Agarwal, F. Liu,
D. Vishnyakova, P. Ruch, M. Romacker, F. Rinaldi, S. Bhattacharya, P. Srini-
vasan, H. Liu, M. Torii, S. Matos, D. Campos, K. Verspoor, K. M. Livingston,
and W. J. Wilbur, “The gene normalization task in BioCreative III.” BMC
bioinformatics, vol. 12 Suppl 8, p. S2, 2011.
– International conferences and workshops:
* D. Campos, S. Matos, and J. L. Oliveira, “Chemical name recognition with
harmonized feature-rich conditional random fields,” Fourth BioCreative Chal-
lenge Evaluation Workshop, vol. 2, pp. 82–87, 2013;
* D. Campos, J. Lourenço, T. Nunes, R. Vitorino, P. Domingues, S. Matos,
and J. L. Oliveira, “Egas-Collaborative Biomedical Annotation as a Service,”
in Fourth BioCreative Challenge Evaluation Workshop, Bethesda, Maryland,
USA, Oct. 2013, pp. 254–259;
* Q. C. Bui, E. M. Van Mulligen, D. Campos, and J. A. Kors, “A fast rule-based
approach for biomedical event extraction,” in Proceedings of BioNLP Shared
Task 2013 Workshop, Sofia, Bulgaria, Aug. 2013, pp. 104–108;
* D. Campos, S. Matos, and J. L. Oliveira, “Neji: a tool for heterogeneous
biomedical concept identification,” in BioLINK SIG, ISMB/ECCB, Berlin,
Germany, Jul. 2013, pp. 28–31;
* D. Campos, D. Rebholz-Schuhmann, S. Matos, and J. L. Oliveira, “A CRF-
based approach to harmonize heterogeneous gene/protein annotations,” in Sec-
ond CALBC Workshop, Cambridge, UK, Mar. 2011, pp. 17–18;
* D. Campos, S. Matos, and J. L. Oliveira, “Annotating the CALBC corpus with
a machine learning harmonization approach,” in Second CALBC Workshop,
Cambridge, UK, Mar. 2011, pp. 43–45;
* P. Lopes, D. Campos, and J. L. Oliveira, “A tagging system for bioinformatics
resources,” 2010 10th IEEE International Conference on Information Tech-
nology and Applications in Biomedicine (ITAB 2010), pp. 1–4, 2010;
* D. Campos, S. Matos, and J. L. Oliveira, “Recognition of Gene/Protein names
using Conditional Random Fields,” in International Conference on Knowledge
Discovery and Information Retrieval (KDIR), Valencia, Spain, Oct. 2010, pp.
275–280;
* S. Matos, D. Campos, and J. L. Oliveira, “Vector-space models and terminolo-
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gies in gene normalization and document classification,” in Proceedings of the
Third BioCreative Challenge Workshop, Bethesda, Maryland, USA, 2010, pp.
119–124.
• Software:
– Open-source:
* Gimli2 (http://bioinformatics.ua.pt/gimli);
* Neji2 (http://bioinformatics.ua.pt/neji);
* TrigNER (http://bioinformatics.ua.pt/trigner).
– Application service:
* Becas2 (http://bioinformatics.ua.pt/becas);
* Egas (http://bioinformatics.ua.pt/egas).
1.5 Thesis outline
The outline of the rest of this thesis is as follows (Figure 1.2):
• Chapter 2 presents an in-depth analysis of the current work in biomedical informa-
tion extraction, focusing on concept recognition, relation mining, event mining and
interactive curation, and describing each task’s challenges, available resources, applied
techniques, existing solutions and overall achieved performance results;
• Chapter 3 describes Gimli, an open source and ML-based solution for biomedical named
entity recognition, performing automatic identification of gene/protein, DNA, RNA, cell
type and cell line names;
• Chapter 4 introduces Totum, a ML-based solution that harmonizes gene/protein anno-
tations provided by heterogeneous NER systems, which was optimized and evaluated
against a combination of manually curated corpora;
• Chapter 5 presents Neji, an open source framework optimized for biomedical concept
recognition built around four key characteristics: modularity, scalability, speed, and
usability. It integrates modules for biomedical natural language processing and concept
recognition, which is provided through dictionary matching and ML with normaliza-
tion. We also describe BeCAS, a web application, web-service and widget that allows
identifying more than 1.2 million concepts;
• Chapter 6 describes TrigNER, an open source and ML-based solution for biomedical
event trigger recognition, automatically optimizing its characteristics for the recognition
of specific event triggers;
• Chapter 7 introduces Egas, a web-based platform for biomedical text mining and collab-
orative curation, supporting manual and automatic annotation of concepts and relations
2Registered software.
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through simplistic interfaces built with standard web technologies. It also provides inte-
grated project administration that allows managing annotation guidelines, users, target
concepts and relations;
• Chapter 8 presents some concluding remarks of this thesis and highlights directions for
future work.
3. Gimli: machine learning-based 
biomedical named entity recognition
2. Background
1. Introduction
4. Totum: biomedical named entity 
harmonization
5. Neji: heterogeneous biomedical 
concept recognition
6. TrigNER: biomedical event trigger 
recognition
7. Egas: biomedical interactive 
annotation
8. Conclusion and future work
Figure 1.2: Thesis outline with chapters and respective research work dependencies.
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Chapter 2
Biomedical information extraction
This chapter is based on:
• D. Campos, S. Matos, and J. L. Oliveira, “Biomedical Named Entity Recognition: A
Survey of Machine-Learning Tools,” in Theory and Applications for Advanced Text
Mining, S. Sakurai, Ed. InTech, 2012, pp. 175–195
• D. Campos, S. Matos, and J. L. Oliveira, “Current methodologies for biomedical
Named Entity Recognition,” in Biological Knowledge Discovery Handbook: Prepro-
cessing, Mining and Postprocessing of Biological Data, M. Elloumi and A. Y. Zomaya,
Eds. John Wiley & Sons, Inc., Dec. 2013, pp. 839–868
The research work presented in this thesis was mainly focused on two essential tasks
of biomedical information extraction, namely concept recognition and relation mining. This
chapter presents the aforementioned tasks by providing an in-depth description of their goals,
associated challenges, applied approaches and techniques, existing solutions and achieved per-
formance results. Such analyses provide a rich and detailed description of current state-of-
the-art work of biomedical IE, defining the platform for further improvements and research.
Figure 2.1 presents the resources and processing steps considered in this analysis:
• Preliminaries: resources and processing tasks fundamental to the development and eval-
uation of biomedical IE solutions;
– Resources: available resources to support the development and evaluation of IE
solutions;
– Evaluation: metrics to understand the behavior of IE solutions and compare to
different approaches;
– Pre-processing: process input documents to simplify information extraction tasks;
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• Concept recognition: identify concept names and associate unique identifiers from
knowledge-bases;
– Named entity recognition: identify concept names;
– Normalization and disambiguation: associate unique identifiers to previously rec-
ognized names;
• Relation mining: extract relations between previously collected concepts;
Named entity recognition
Normalization and disambiguation
Concept recognition
            Relation mining
Resources
Pre-processing
           Preliminaries
Evaluation
+
Figure 2.1: Dependencies of processing steps and resources currently applied on biomedical
information extraction.
2.1 Preliminaries
Since several IE tasks have many processing steps and/or resources in common, we will
describe them first in this section, in order to better understand the global workflow and the
most basic methods. Preliminary tasks include collecting resources to support the develop-
ment of IE solutions, define evaluation metrics to understand the behavior of the developed
approaches, and use text pre-processing techniques to enable the automatic and computerized
application of IE techniques.
2.1.1 Resources
Resources are used to support the development of biomedical IE solutions, providing
domain knowledge input towards the development of automatic solutions with reasoned de-
cisions, or as platforms to evaluate and compare different approaches.
16
CHAPTER 2. BIOMEDICAL INFORMATION EXTRACTION
Knowledge bases
There are various types of knowledge bases that are relevant for biomedical IE, namely
databases and ontologies. As knowledge bases, the main goal of such resources is to model
aspects of reality, presenting different characteristics that make each one more appropriate
for different problems. Overall, ontologies provide an excellent way to represent reality, but
databases are better to store and search when data is of considerable size [45]. Due to the
complexity of the biomedical domain, there are hundreds of databases1 and ontologies2 mod-
eling biomedical knowledge. Most resources are focused on collecting detailed data regarding
specific concepts, such as gene and protein, drug, chemical and species. For instance, Uniprot
[46] is a database that provides a centralized and authoritative resource for protein sequences
and functional information. On the other hand, Gene Ontology (GO) [47] provides a set of
structured vocabularies for specific biological domains, which can be used to describe gene
products in any organism, organized in three ontologies to describe molecular function, bio-
logical process, and cellular component.
Considering the complexity of the biomedical domain, there is no resource that inte-
grates all required information. Thus, researchers started working on techniques to integrate
different knowledge bases. Resource Description Framework (RDF) [48] is the World Wide
Web Consortium (W3C) specification for conceptual description and modeling of informa-
tion. By taking advantage of RDF, researchers are able to integrate heterogenous sources of
information in an unique resource, maintaining existing links between concepts from differ-
ent knowledge bases. For instance, Bio2RDF [49] was one the first projects to successfully
“rdfize” heterogenous resources in biomedicine, building a unique endpoint to access seman-
tic enabled information from KEGG, PDB, MGI, HGNC and NCBI’s databases. Moreover,
the European Bioinformatics Institute (EBI) also released an RDF platform3 to enable easy
access and integration of gene expression data.
Knowledge bases containing relevant information for each task will be presented through-
out this chapter.
Corpora
A corpus is a set of text documents that usually contain annotations focused on specific
tasks and domains. Such annotations are used to develop and evaluate implemented solu-
tions. The development of IE solutions is highly dependent on the quality of the information
provided in the corpus. A corpus is also used to obtain performance results, allowing un-
derstanding the behavior of the system on real-life problems. Such evaluation enables the
comparison of distinct solutions to the same problem.
1http://library.buffalo.edu/hsl/biomed/
2http://bioportal.bioontology.org/ontologies
3http://www.ebi.ac.uk/rdf
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There are two types of annotated corpora, varying with the source of the annotations:
• Gold Standard Corpus (GSC): annotations are performed manually by expert annota-
tors, following specific and detailed guidelines;
• Silver Standard Corpus (SSC): annotations are automatically generated by computer-
ized solutions.
Manually annotated corpora typically provide valuable and high-quality information cu-
rated by human experts. One important factor of such corpora is the Inter Annotator Agree-
ment (IAA), which evaluates the quality and agreement of the information provided by differ-
ent experts. Thus, a low IAA reflects a disagreement between the annotators, consequently
providing inconsistent information that hinders the development and evaluation. Due to the
effort and associated costs required to build such corpora, only small amounts of documents
and information instances are typically provided. On the other hand, the advantage of au-
tomatically generated corpora is the amount of provided information, offering thousands of
documents and information instances. However, there is still an active discussion regarding
the usage of such information, since a large amount of mistakes is present. Thus, some re-
searchers argue that such information may not be used as primary targets of development and
evaluation. Nonetheless, it may be considered in the development of algorithms to provide
additional data not available in GSCs.
Corpora also vary in the granularity, considering full-text documents, just their abstracts
or selected sentences. Sentence-based corpora are typically targeted at tasks that do not
require information context, such as NER. For instance, when performing disambiguation,
the context provided in a sentence may not be sufficient, requiring the complete paragraph,
section or document. Nonetheless, such corpora provide a good heterogeneous sample of the
target domains. On the other hand, full-text documents potentially hold more information
than just their abstracts, but require more time and computational resources to be processed.
Schuemie et al. [50] considered almost four thousand documents to evaluate information
content of abstracts and full-text documents, concluding that the information coverage in
full texts is much greater than in abstracts, even though abstracts have higher information
density. Moreover, evaluating different sections, the authors concluded that the results section
is the one that provides the highest information coverage.
Corpora specifically developed for each task will be presented throughout this chapter.
2.1.2 Evaluation
In order to understand the behavior of the developed system, it is important to measure
the accuracy of the generated annotations. This can be performed by annotating a corpus
and then comparing the automatic annotations with the ones provided by expert curators.
Thus, each automatic annotation must be classified as being a:
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• True Positive (TP): the system provides an annotation that exists in the curated corpus;
• True Negative (TN): the non existence of an annotation is correct according to the
curated corpus;
• False Positive (FP): the system provides an annotation that does not exist in the curated
corpus;
• False Negative (FN): the system does not provide an annotation that is present in the
curated corpus.
Exact and approximate matching can be used to obtain performance results and to better
understand the behavior of the system. With approximate matching we can understand the
performance when minor and non-informative mistakes are discarded.
Performance results are obtained using three important measures: precision, recall and
F-measure. Those measures assume values between 0 (worst) and 1 (best). Precision measures
the ability of a system to present only relevant items, and is formulated as:
Precision =
relevant items retrieved
total items retrieved
=
TP
TP + FP
. (2.1)
On the other hand, recall or sensitivity measures the ability of a system to present all
relevant items, and is formulated as:
Recall =
relevant items retrieved
relevant items in collection
=
TP
TP + FN
(2.2)
Finally, F-measure is the harmonic mean of precision and recall. The balanced F-measure
is most commonly used, and is formulated as:
F-measure = 2
Precision.Recall
Precision+Recall
(2.3)
Other measures are relevant to evaluate binary classification problems, such as accuracy,
sensitivity and specificity. Accuracy measures the ability of a system to provide correct
predictions (including positive and negative):
Accuracy =
TP + TN
TP + TN + FP + FN
(2.4)
Finally, specificity measures the ability of the system to identify negative results:
Specificity =
TN
FP + TN
(2.5)
2.1.3 Pre-processing
Various pre-processing steps are generally applied before performing any biomedical IE
task, such as natural language processing and stopword removal.
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Natural language processing
NLP solutions can be accomplished by computerized systems in an effective manner.
However, it is necessary firstly to properly delimit the documents into meaningful units. Most
NLP solutions expect their input to be segmented into sentences, which are the basic units
of information and knowledge exchange. Moreover, each sentence should be split in tokens,
which are the basic and meaningful units of data processing. Since real-world documents lack
such well-defined structure, it is necessary to implement various methods to perform such
tasks.
Due to the specificities of the biomedical domain, methods developed for common English
may not provide the best outcomes when used on scientific documents. For instance, He and
Kayaalp [51] analyzed the application of various tokenizers on biomedical documents, con-
cluding that most solutions are too simplistic for real-life biomedical applications. Similarly,
Verspoor et al. [52] compared the performance of various sentence tagging, tokenization,
Part-of-Speech (POS) tagging and dependency parsing tools on biomedical full-text docu-
ments, showing that domain optimization is fundamental in most tasks. Thus, it is important
to develop and use methods optimized to deal with the special linguistic characteristics of
biomedical terms.
Figure 2.2 presents the various linguistic processing tasks and their dependencies, illustrat-
ing the provided output for the example sentence “Down-regulation of interferon regulatory
factor 4 gene expression in leukemic cells.”. The dependencies between tasks mean that, for
instance, POS tagging should not be performed before tokenization, since the tokens are
fundamental to assign the linguistic role tags.
Sentence splitting Sentence splitting is the process of breaking a text document into its
respective sentences. In the end, each sentence should provide a specific local, logical and
meaningful context for future tasks. Various solutions were developed to perform sentence
splitting on biomedical documents, such as Lingpipe4, GENIA SS [53], JSBD [54], OpenNLP5
and SPECIALIST NLP6. The best performing solutions can achieve an F-measure of 99%.
Tokenization Tokenization is the process of breaking a sentence into its constituent mean-
ingful units, called tokens. It is one of the most important tasks of the IE workflow, since
all the following tasks will be based on the tokens resulting from this process. Consequently,
various tools were developed specifically for the biomedical domain, such as GENIA Tagger
[55], JTBD ,[54] and SPECIALIST NLP. He and Kayaalp [51] present a detailed comparison
of various biomedical tokenizers. The best performing solutions can achieve an F-measure of
96%.
4http://alias-i.com/lingpipe
5http://opennlp.apache.org
6http://lexsrv3.nlm.nih.gov/Specialist
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Down - regulation of factor 4 gene expression in leukemic cells .interferon regulatory
Down - regulation of factor 4 gene expression in leukemic cell .interferon regulatory
Down-regulation of interferon regulatory factor 4 gene expression in leukemic cells. Although the bcr-abl translocation has been 
shown to be the causative genetic aberration in chronic myeloid leukemia (CML), there is mounting evidence that the deregulation 
of other genes, such as the transcription factor interferon regulatory factor 4 (IRF-4), is also implicated in the pathogenesis of CML. 
Promoter methylation of CpG target sites or direct deletions/insertions of genes are mechanisms of a reversible or permanent 
silencing of gene expression, respectively.
Down-regulation of interferon regulatory factor 4 gene expression in leukemic cells.
Although the bcr-abl translocation has been shown to be the causative genetic aberration in chronic myeloid leukemia (CML), there 
is mounting evidence that the deregulation of other genes, such as the transcription factor interferon regulatory factor 4 (IRF-4), is 
also implicated in the pathogenesis of CML.
Promoter methylation of CpG target sites or direct deletions/insertions of genes are mechanisms of a reversible or permanent 
silencing of gene expression, respectively.
ADVP O NP PP PP NP ONP
Input text
Sentence splitting
Tokenization
POS tagging
Lemmatization
Chunking
Dependency parsing
Down - regulation of factor 4 gene expression in leukemic cells .interferon regulatory
VMOD NMOD
NMOD
NMOD
NMOD
NMOD
NMOD
NMOD
OBJ PMOD
NMOD
PMOD
P
Figure 2.2: Illustration of NLP tasks and their dependencies, presenting the obtained outputs
of sentence splitting, tokenization, POS tagging, chunking and dependency parsing consider-
ing the sentence “Down-regulation of interferon regulatory factor 4 gene expression in leukemic
cells.”.
Lemmatization Since morphological variants of words have similar semantic interpreta-
tions, they can be considered as equivalent. For this reason, lemmatization can be used to
group together inflected forms of a word, in order to process them as a single item. Thus,
lemmatization is a robust technique that finds the root form of each word. For instance,
the lemma of “was” is “be”. There are various solutions for biomedical lemmatization, such
as GENIA Tagger and BioLemmatizer [56]. The best performing solutions can achieve an
F-measure of 97%.
Part-of-speech tagging To understand the linguistic role of each token in a sentence, it
is also possible to associate each token with a particular grammatical category based on its
definition and context, a procedure called POS tagging. In the end, each token is tagged
as providing a specific linguistic contribution, such as Noun (NN), Adjective (JJ) or Ad-
verb (RB). GENIA Tagger, Lingpipe and OpenNLP are examples of solutions supporting
biomedical POS tagging. The best performing solutions achieve an F-measure of 90%.
Chunking Chunking intends to provide an understanding of the structure of a sentence,
grouping together tokens with similar syntactic roles. Thus, it splits a sentence into groups
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of tokens that constitute a grammatical unit, like noun phrase (NP), verb phrase (VP) or
preposition phrase (PP). GENIA Tagger, Lingpipe and OpenNLP are examples of solutions
that support biomedical chunking. Kang et al. [57] presents a detailed comparison of chunkers
for the biomedical domain. The best performing solutions achieve a top of 95% of F-measure.
Dependency parsing Previous NLP tasks provide a local analysis of the sentence. On the
other hand, dependency parsing allows to understand in detail how tokens and chunk phrases
are related in a sentence, providing an in-depth syntactic analysis of the sentence. The
relations are also categorized representing specific grammatical roles, such as noun modifier
(NMOD), verb modifier (VMOD) or preposition modifier (PMOD). For instance, considering
Figure 2.2, the dependency parser output indicates that “leukemic” is a noun modifier of
“cells”. GDep [58], Stanford Parser [59], Enju [60], Berkeley [61] and Charniak-Lease [62]
are examples of solutions for biomedical dependency parsing. Verspoor et al. [52] presents
a detailed comparison of dependency parsers for the biomedical domain, where the best
solutions achieve a top F-measure performance of 65%.
Stopwords
One of the most commonly used techniques, is to discard words that are already known to
be non-informative and that produce a large amount of mistakes. This filtering contributes
to improved performance results and consequently reduces the amount of data to be pro-
cessed. Pubmed provides a list of stopwords especially obtained for the biomedical domain7.
Examples of such words in English are “be”, “can”, “therefore” and “which”.
2.2 Concept recognition
A concept corresponds to a biomedical entity present on a curated resource, and it is
used to represent current knowledge. Typically, a resource is a database or ontology that
contains and relates information regarding a specific knowledge sub-field, where each concept
has an unique identifier. For instance, “Cellular tumor antigen p53” is a protein (concept
type) that is present on the Uniprot database with the unique identifier “P04637”. Thus,
concept recognition is the task that intends to automatically extract names of concepts and
relate them with unique identifiers from curated resources (Figure 2.3). Considering dozens
of concept types, applying this technique allows to automatically extract names of various
biomedical concepts from millions of documents.
Concept recognition is a crucial initial step in information extraction, since next steps rely
on its output to be performed successfully. However, biomedical documents present several
challenges that make the application of these techniques even harder. The main challenge is
7http://www.ncbi.nlm.nih.gov/books/NBK3827/table/pubmedhelp.T43
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NCBI:9606 UMLS:C2323499
UNIPROT:P28906
SpeciesGene or proteinAnatomy
Human CD34 hematopoietic progenitor cells were also purified.
Figure 2.3: Illustration of the biomedical concept recognition task, where each recognized
concept name is associated to a unique identifier from a curated resource.
related with terminology, due to the complexity of the used terms for biomedical concepts
and processes [63, 64]:
• Non-standardized naming convention: a concept name could be found in various spelling
forms (e.g., “N-acetylcysteine”, “N-acetyl-cysteine”, and “NAcetylCysteine”);
• Ambiguous names: one name could be related with more than one concept, depending
on the text context;
• Abbreviations: abbreviations are frequently used (e.g., “TCF” may refer to “T cell
factor” or to “Tissue Culture Fluid”);
• Descriptive naming convention: many concept names are descriptive, which makes their
recognition a complex task (e.g., “normal thymic epithelial cells”);
• Conjunction and disjunction: two or more concept names sharing one head noun (e.g.,
“91 and 84 kDa proteins” refers to “91 kDa protein” and “84 kDa protein”);
• Nested names: one name may occur within a longer name, as well as occur independently
(e.g., “T cell” is nested within “nuclear factor of activated T cells family protein”);
• Names of newly discovered concepts: there is an overwhelming growth rate and con-
stant discovery of novel biomedical concepts, which takes time to register in curated
nomenclatures.
Biomedical concepts from the whole spectrum of biomedical knowledge are of interest
for being automatically extracted from scientific articles, in order to build a rich and reliable
information profile. The following biomedical concepts are typically the ones of more interest,
due to their implications and inherent interactions and relations:
• Species or Organism: e.g., “mouse” and “human”;
• Gene or protein: e.g., “BRCA1” and “breast cancer type 1 susceptibility protein”;
• Enzyme: e.g., “lactase”, “catalase” and “amylase”;
• Mutation: e.g., “c.1517A>G” and “Asp506Gly”;
• Drug: e.g., “phenformin” and “methazolamide”;
• Chemical: e.g., “chow” and “water”;
• Anatomy: e.g., “cervix” and “endothelium”;
• Disorder: e.g., “alzheimer’s disease” and “parkinson’s disease”;
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• Pathway: e.g., “photosynthesis” and “histidine metabolism”;
• Biological process: e.g., “aging” and “circadian regulation”;
• Molecular function: e.g., “carbonic anhydrase” and “annealing”.
Biomedical concept recognition can be decomposed in two different steps: NER, and
normalization and disambiguation, in order to recognize the names and associate the correct
unique identifiers, respectively. Thus, different techniques may be applied to perform each
step, which we will describe and analyze in detail.
2.2.1 Resources
Knowledge bases
Various agencies created standards for concept names definition and applicability on real
life tasks, in order to provide unique and centralized resources and promote their linkage
with patient health records and research laboratory resources. For instance, the International
Classification of Diseases (ICD) is used to classify diseases and other health problems recorded
on many types of health and vital records, namely death certificates and health records. On
the other hand, Anatomical Therapeutic Chemical (ATC) is the World Health Organization
(WHO) pharmaceutical coding system that divides drugs into different groups, according
to the organ or system on which they act and their therapeutic and chemical characteris-
tics. Despite the fact that standardization processes have been successfully applied on some
concept types, most key biological concepts still lack standards for careful names definition,
centralized storage and integration on daily tasks. Moreover, there is no single resource that
includes all variant names of a specific concept. Thus, it is fundamental to combine available
knowledge bases to collect as much information as possible regarding a specific concept type.
For instance, Tsuruoka et al. [65] concluded that gene and protein databases contain on av-
erage 5-14 names for each identifier, which reflects the importance of aggregating as much
information in a single resource.
Table 2.1 presents databases and ontologies publicly available, which may contain relevant
data for biomedical concept recognition.
Table 2.1: Biomedical databases and ontologies.
Name Concept(s)
Databases Entrez Gene [66] • Gene
HUGO Gene Nomenclature Committee (HGNC)
[67]
• Gene
GenBank [66] • Sequence
dbSNP [68] • Genetic variation
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Uniprot [46] • Protein
Protein Data Bank (PDB) [69] • Protein
Expert Protein Analysis System (ExPASy) [70] • Enzyme
ChemIDplus [71] • Chemical
Human Metabolome Database (HMDB) [72] • Small molecules
DrugBank [73] • Drug
Pharmacogenomics Knowledge Base (PharmGKB)
[74]
• Gene
• Drug
• Disease
RxNorm [75] • Drug
Kyoto Encyclopedia of Genes and Genomes
(KEGG) [76]
• Pathway
BioSystems [77] • Pathway
Online Mendelian Inheritance in Man (OMIM) [78] • Disease
• Variation
• Gene
Systematized Nomenclature of Medicine
(SNOMED) [79]
• Anatomy
• Morphology
• Species
• Chemical
• Drug
• Disease
• Diagnosis
• Procedure
• Physical agents,
forces, activities
• Social context
Medical Subject Headings (MeSH) [80] • Protein
• Chemical
• Disease
Comparative Toxicogenomics Database (CTD) [81] • Gene
• Chemical
• Disease
• Pathway
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Medical Dictionary for Regulatory Activities
(MedRA) [82]
• Disease
Ontologies Chemical Entities of Biological Interest (ChEBI)
[83]
• Chemical
Cell Ontology (CL) [84] • Cell
GO [47] • Gene
Protein Ontology (PRO) [85] • Protein
Sequence Ontology (SO) [86] • Sequence
Disease Ontology (DO) • Disease
National Center for Biotechnology Information
(NCBI) taxonomy [87]
• Species
Common Anatomy Reference Ontology (CARO)
[88]
• Anatomy
Unified Medical Language System (UMLS) seman-
tic network [89]
• Species
• Anatomy
• Chemical
• Biological function
• Physical object
• Idea or concept
Corpora
Table 2.2 presents a list of relevant corpora for biomedical concept recognition, considering
the source of annotations, target concepts and availability of unique identifiers from known
knowledge bases. As we can see, most of the research efforts have been on the recognition
of gene and protein names, with various corpora containing several thousands of annotated
sentences. Such effort is a consequence of two different factors: the importance of genes and
proteins on the biomedical domain, and the high variability and lack of standardization of
names. Various challenges were organized for the recognition of gene and protein names,
such as BioCreative [90] and JNLPBA [91]. The SCAI IUPAC corpus is also a good example
of a specific sub-entity type corpus, containing only annotations of chemicals that follow
the IUPAC nomenclature. Finally, BioCreative CHEMDNER, AnEM and CellFinder are
very recent corpora, showing that the development of manually annotated corpora for the
various entity types is still an ongoing work. Overall, we can see that there is a significant
difference on the amount of available gold and silver standard corpora. Only the CALBC
corpus provides silver standard annotations, with more than 700 thousand abstracts with
more than 10 million annotations obtained through a majority voting strategy to harmonize
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annotations from systems that contributed to the project. Moreover, as expected, there is a
significant difference in the amount of provided information between silver and gold standard
corpora. The largest GSC provides only around 90 thousand sentences. This difference is also
observed when comparing corpora with and without identifiers information, where typically
corpora without identifiers provide a higher amount of annotated sentences. Moreover, there
is a clear recent trend on corpora with full-text articles and heterogenous concept types, which
reflects the progress of the field, with powerful solutions capable to process large amounts of
documents annotating multiple concept types.
Table 2.2: List or relevant corpora for biomedical concept recognition.
Corpus Year Type Concepts IDs Granularity Size*
GENETAG [92] 2005 Gold • Gene and protein 7 Sentences 20000
JNLPBA [91] 2004 Gold • Gene and protein 7 Abstracts 22402
FSUPRGE [93] 2008 Gold • Gene and protein 7 Abstracts ≈29447
PennBioIE [94] 2004 Gold • Gene and protein 7 Abstracts ≈22877
BioCreative II GN [95] 2008 Gold • Gene and protein 3 Abstracts ≈2529
BioCreative III GN [38] 2011 Gold • Gene and protein 3 Full texts ≈272439
OrganismTagger [96] 2011 Gold • Species 3 Full texts 9863
Linnaeus [97] 2010 Gold • Species 3 Full texts 19491
SCAI Disease [98] 2010 Gold • Disorders 7 Abstracts ≈3640
EBI Disease [99] 2008 Gold • Disorders 3 Sentences 600
Arizona Disease [100] 2009 Gold • Disorders 3 Sentences 2500
BioText [101] 2004 Gold • Disorders 7 Abstracts 3655
SCAI IUPAC [102] 2008 Gold • Chemical 7 Sentences 20300
SCAI General [103] 2008 Gold • Chemical 7 Sentences 914
BioCreative CHEMDNER
[104]
2013 Gold • Chemical 7 Abstracts ≈90000
AnEM [105] 2012 Gold • Anatomy 7 Sentences 4700
CellFinder [106] 2012 Gold • Gene and protein
• Species
• Anatomy
• Cell components
• Cell line
• Cell type
7 Full texts 2100
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CRAFT [107] 2012 Gold • Gene and Protein
• Species
• Chemical
• Cell
• Biological processes
• Molecular functions
• Cellular components
3 Full texts 21000
CALBC [108] 2010 Silver • Gene and Protein
• Species
• Disorders
3 Abstracts ≈6428547
*Size is provided considering the number of sentences. Approximate values assume that each MEDLINE
abstract contains on average 7.2±1.9 sentences [109]. We considered the best-case scenario with ≈9 sentences.
2.2.2 Named entity recognition
The goal of NER is to identify chunks of text that refer to names of specific concepts
of interest. Such recognition can be performed following different approaches, which can be
categorized as being based on rules, dictionary matching or ML. The development of such
divergent solutions is composed of various complex steps that are part of different processing
pipelines, but can be generalized in a common workflow. Figure 2.4 presents that general
processing pipeline, which is composed by the following resources and steps:
• Corpus: collection of related text documents;
• Pre-processing: perform NLP to simplify and enable automatic recognition process;
• NER: automatically recognize specific concept names;
• Post-processing: refinement of already recognized concept names;
• Annotated corpus: input documents containing recognized concept names.
Even though different approaches follow a similar processing pipeline, each one fulfills
different requirements, depending on the linguistic characteristics of the concepts being iden-
tified. Such heterogeneity is a consequence of the predefined naming standards and how
faithfully the biomedical community followed them. Thus, it is recommended to take advan-
tage of the approaches that better fulfill the requirements of each concept type:
• Rule-based: names with a strongly defined orthographic and morphological structure
(e.g., gene variants);
• Dictionary-based: closely defined vocabulary of names (e.g., species);
• ML-based: strong variability and highly dynamic vocabulary of names (e.g., genes,
proteins and chemicals).
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Figure 2.4: General processing pipeline of biomedical NER solutions.
Applying the best approaches is not possible in all cases, since each approach presents
different technical requirements.
Rule-based
Rule-based systems rely on a set of rules specified by experts, combining orthographic
characteristics with word syntactic and semantic properties. In addition to the required
human efforts and resources, the generated rules are too specific, being focused on recognizing
entity names on a specific corpus. Generally, when these rules are used in a different context,
the overall performance falls and fewer concepts are correctly recognized. Thus, rule-based
approaches are recommended to the recognition of strictly defined and standardized concept
names. Nevertheless, as one of the first approaches for NER, various researchers explored the
potential of this approach to recognized biomedical concept names from scientific documents.
For instance, Fukuda et al. [110] presents PROPER, a system that uses surface clues (e.g.,
capital letters, symbols, and digits) to extract candidates of protein names. On the other
hand, PASTA [111] uses a mixture of manually generated and automatically generated rules
to build twelve different orthographic templates, one per concept type.
Dictionary-based
Dictionaries are large collections of names that intend to include all names regarding a
specific concept. In this approach, a match between the dictionary entries and the unstruc-
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tured text is accomplished, in order to correctly recognize the concept names of a predefined
context. However, dictionary-based approaches have two main limitations: a) large number
of false positives caused by concepts with short names; and b) existence of spelling variations
that are not available in curated resources. The first limitation can be minimized by remov-
ing short names from the dictionary, however such concepts will never be identified from
texts. Since most times these short names are abbreviations, they can be recognized by ap-
plying abbreviation resolution techniques [112]. On the other hand, the second limitation can
be slightly overcome by applying approximate string matching techniques (e.g., Levenshtein
Distance [113], Jaro-Winkler Measure [114] and SoftTFIDF [115]), which should be applied
carefully, since a too relaxed matching may also deliver a large amount of false positives.
In the development of dictionary-based approaches, one must perform the matching be-
tween the entries of a well curated and complete dictionary with chunks of text. Afterwards,
the successful matches will be precisely related with unique identifiers from curated knowledge
bases. Figure 2.5 presents the core components used and tasks performed on dictionary-based
approaches, illustrating the relations between them:
• Terminology resources: domain knowledge;
• Dictionaries: a combination of several databases to collect the maximum number of
entity names and identifiers as possible;
• Pre-processing: perform tasks on natural language texts and the dictionary to simplify
the recognition process;
• String searching and matching: perform string matching between dictionary’s entries
and text;
• Post-processing: refinement of already matched names, resolution of abbreviations and
exploitation of multiple occurrences of the same entity within the text;
• Annotated corpus: recognized names with respective identifiers.
Terminology resources The dictionary is the core component of these approaches, since
the match with the text is performed using the concept names contained in the dictionary,
which makes its creation one of the most important steps. Table 2.3 presents an example of
a dictionary of Cell names, where each identifier has various corresponding names. Thus, both
“acanthocytes” and “spur cell” are recognized with the identifier “UMLS:C0000886:T025:CELL”,
therefore pointing to the same concept.
Combining databases and ontologies in an unique dictionary is not a straightforward task,
since each resource uses its own unique identifiers. However, various research works have
already combined a wide set of resources to build comprehensive terminological resources
(Table 2.4). For instance, BioThesaurus [116] maps a large collection of gene and protein
names to protein entries in UniProt. It allows retrieving synonymous names of a specific
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Figure 2.5: General processing pipeline of dictionary-based NER solutions.
Table 2.3: Sample of a dictionary of Cell concept names, using UMLS as the curated knowl-
edge base.
Identifier Names
UMLS:C0000886:T025:CELL • acanthocytes
• acanthocyte
• acanthrocyte
• spur cell
• cells spur
• crenated cell
• spiny prickle cell
UMLS:C0001280:T025:CELL • armed macrophage
• activated macrophage
• activating macrophage
UMLS:C0002449:T025:CELL • ameloblast
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Table 2.4: List of relevant biomedical terminology aggregators.
Name Concept(s)
BioThesaurus [116] • Gene
• Protein
BioLexicon [117] • Gene
• Protein
• Enzyme
• Chemical
• Disorder
• Species
UMLS metathesaurus [118] • Activities and behaviors
• Anatomy
• Chemicals and drugs
• Concepts and ideas
• Devices
• Disorders
• Genes
• Geographic areas
• Species
• Objects
• Occupations
• Organizations
• Phenomena
• Physiology
• Procedures
Genomic Name Server (GeNS) [119] • Gene
• Protein
• Enzyme
• Species
• Drug
• Disease
• Pathway
Jochem [120] • Chemical
protein and identify ambiguous names shared by multiple proteins. In 2013, BioThesaurus
covered more than 2 million proteins, resulting in more than 2.8 million names extracted
from multiple biological databases. On the other hand, BioLexicon [15] combines terminology
focused on several biomedical concepts, namely gene and protein, enzyme, chemical, disorder
and species. Besides combining several resources, it also augments the collected terms with
new variants automatically extracted from biomedical literature. In 2013, BioLexicon covered
2.2 million biomedical concepts with 4 million names variants.
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Despite the wide set of resources described above, there are variant names that will not
be included in the combined dictionary. Cohen et al. [121] concluded that many names are
simple orthographic variants of each other, and that most of these variants can be generated
using simple rules, such as [122]:
• replace internal spaces by hyphens or vice-versa (e.g., “IL 10” to “IL-10”);
• remove internal spaces or hyphens (e.g., “NF-kappa B” to “NFkappaB”);
• add an hyphen between a letter and digit (e.g., “NFXL1” to “NFXL-1”);
• if the term ends on hyphen and digit, replace the digit by the Roman equivalent (e.g.,
“NFXL-1” to “NFXL-I”).
Schuemie et al. [123] presents a complete and detailed survey on spelling variation rules
for gene and protein names, describing and studying the impact of almost 20 rules considering
four different species. There are also tools developed specifically to generate names variants.
For instance, Lexical Variant Generation (LVG) [124] is a complete and highly configurable
solution that generates variant names based on more than 60 different rules. Since generating
names variants based on general rules may result in a large amount of nonsensical or am-
biguous names, it is important to apply a post-processing step to remove such problematic
names. For instance, Hanisch et al. [125] removed names from the dictionary by applying
regular expressions pre-defined by experts, which represent patterns of unspecific synonyms
(e.g., only non-descriptive tokens).
String Matching The previously exposed problems related to the recognition of biomedical
concept names demand the application of sophisticated methods to compare dictionary entries
with natural language texts. Such solutions can be categorized as being: exact, approximate
(also known as fuzzy) and ML-based. All approaches can be applied considering case sensitive
or insensitive matching, in order to consider terms with the same letters in different case forms
as equal. That way, “BRCA1” and “brca1” are considered the same term if case insensitive
matching is applied.
Exact string matching finds names in text that are exactly the same as in the dictionary.
On the other hand, approximate string matching approaches allow differences between the
text and the entry in the dictionary. Three different approximate matching approaches can
be applied, based on measures, rules and ML. Measure-based approaches calculate a value
that reflects the similarity between two names (the name in the dictionary and the chunk
of text), and only matches with a similarity value higher than a pre-defined threshold will
be accepted as concept names. Levenshtein distance (also known as edit distance) [113],
Jaro-Winkler [114] and SoftTFIDF [115] are examples of measure-based approaches. Tsu-
ruoka et al. [65] shows that SoftTFIDF is the non-ML based solution that provides the best
performing results, since it considers domain knowledge to calculate similarity measures. On
the other hand, rule-based approaches define specific rules for accepting and rejecting each
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concept name. For instance, Rebholz-Schuhmann et al. [126] successfully applied this idea us-
ing a regular expression for each concept name. For instante, the regular expression “BRCA[
-][1I]” accepts “BRCA 1”, “BRCA I”, “BRCA-1” and “BRCA-I” as names. Finally, ML-based
approaches are also used to induce string similarity from actual examples of string pairs. For
instance, Tsuruoka et al. [65] used a logistic regression approach to learn string similarity mea-
sures from a dictionary of gene and protein names. In the end, the author showed that such
approach outperforms previous approximate matching techniques. Cohen et al. [115] presents
a throughout study regarding the applicability of string matching approaches, comparing ex-
act and approximate matching solutions used ah-doc and combined with other measures. The
authors also confirm SoftTFIDF as the best non-ML based solution. However, the best ap-
proach is a combination of Levenstein distance with Jaro-Winkler, with the respective scores
being adaptively combined by a machine learning technique. In the end, the authors made
their findings publicly available through the SecondString8 tool, which provides methods to
perform exact and approximate string matching. Overall, approximate string matching solu-
tions have better performance results when compared against exact matching. However, with
a robust dictionary and an effective spelling variation generation procedure, exact matching
can also achieve excellent performance results, as shown by Fundel et al. [127].
String Searching During the matching process, it is necessary to perform a complete match
between the text and the entries in the dictionary. Considering a dictionary with thousands
of entries and a text with thousands of chunks to be matched, if this process is performed
in a brute force manner, it would take a large amount of time to be excuted, becoming
completely impracticable. In order to solve this problem, the basic idea is to organize the
several strings on a structure that will streamline the searching process, establishing relations
between sub-strings that are common to specific strings. Thus, to find a specific string, it
becomes necessary to navigate through the several sub-strings to find the desired object. On
each step of this navigation, the strings that will not match with the searched string are
discarded, removing the need to perform comparisons with all entries in the dictionary. Trie
[128], Suffix Array [129] and PATRICIA Tree [130] are examples of techniques that apply this
idea. Other approaches use Hash functions to improve the searching procedure, for instance
by producing a hash of the first word of each entry, and then perform the search using the
generated hash. Those solutions were originally created for exact string matching, however
they were extended to support approximate matching too. For instance Shang et al. [131]
present a solution for approximate string matching with Tries.
Deterministic Finite Automaton (DFA) [132] is another method that can be applied to
perform string matching and searching. In a simplistic way, DFAs are finite state machines
that accept or reject finite strings of symbols. Thus, a DFA transits from one state to another,
8http://secondstring.sourceforge.net
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depending on the sequence of input symbols, and a string is accepted if its parsing finishes
in a state marked as final. Considering that each input string of symbols is a name from
the dictionary, one can build a DFA to match all names in a dictionary. Since each entry
of the DFA is a regular expression, approximate string matching can be also performed,
by considering orthographic variants on input dictionary names. For instance, “BRCA1”,
“BRCA 1” and “BRCA-1” names variants can be recognized through the regular expression
“BRCA[ -]{0,1}1”.
Post-Processing After performing the recognition step using dictionaries, there may be
some entity names that have not been recognized with success. For instance, authors of
scientific documents often introduce abbreviations of entities by using a format similar to
“antilymphocyte globulin (ALG)” or “ALG (antilymphocyte globulin)”. Due to the small
number of characters, abbreviations are normally discarded during the matching process,
otherwise a large amount of false recognitions would be generated. Thus, it is common to
perform an abbreviation resolution step, which can be accomplished using a simple algorithm
[112] with high degree of accuracy, followed by additional processing to ensure that both
mentions are recognized.
During the matching process, it is normal that a match associates a name with multiple
entity identifiers. This occurs when the dictionary contains very similar names that refer to
distinct concept identifiers, or even when an unique name is related with multiple identifiers,
varying with the context (e.g., different species). To solve this problem, a disambiguation
step is performed, to resolve ambiguous names to the correct unique identifiers. This subject
is further discussed in the normalization section.
Machine learning-based
ML-based approaches use methods to learn how to recognize specific entity names. The
learning procedure uses texts that contain concept names annotated by experts. This ap-
proach tries to solve the dictionary-based problems, recognizing new spelling variations of
a concept name. However, ML does not provide direct identifier information of recognized
concepts from curated resources. This problem can be solved using a dictionary in an extra
step, in order to link the recognized names to the corresponding entries in the dictionary.
With ML approaches, it is necessary to train a computational model to induce the char-
acteristics of specific entity names. After training the model, the system is prepared to be
applied to non-annotated texts, predicting the chunks of text that are entity names. Figure
2.6 presents the core components and tasks that are used and performed on machine learning
approaches, illustrating the relations between them (the steps that are not described here
have the same role as in other approaches):
• Pre-processing: input text processing and classes representation;
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• Feature extraction and selection: extract, select and/or induce features from the tokens,
in order to be used by the model to predict entity names;
• Model: induce a set of rules that describe and distinguish data classes or concepts;
• Post-processing: refinement of already matched names and resolution of abbreviations.
Post-processing
Feature extraction, selection 
and/or induction
Pre-processing
Corpus
Annotated corpus
- Names
Machine Learning (ML) model
Figure 2.6: General processing pipeline of ML-based NER solutions.
Pre-processing Apart from the pre-processing steps previously described, in order to iden-
tify if each token is part or not of an entity name, it is necessary to use an encoding method
that will give a tag to each token of the text. Such tags are used as classes of the ML classi-
fiers. The simplest encoding is the IO encoding, which tags each token as either being in (tag
“I”) a particular named entity or outside any entity (tag “O”). This encoding is defective be-
cause it cannot represent two entities next to each other, since there is no boundary tag. The
BIO encoding is the de facto standard, and it extends the IO encoding solving the boundary
problem. It subdivides the “in” tags as either being the beginning of the entity (tag “B”) or
the continuation of the entity (tag “I”). The BMEWO encoding extends the BIO encoding
by distinguishing the end of an entity (tag “E”) tokens from the middle entity tokens (tag
“M”), and adding a new tag (“W”) for entities with only one token. Finally, the BMEWO+
encoding extends the BMEWO encoding by adding a local contextual behavior. Thus, if a
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gene name is in the previous or following token, a string “GENE” should be concatenated to
the tag of the current token. Table 2.5 presents an example of the application of the several
encoding methods on a sample sentence.
Table 2.5: Class specification of the sentence “Gamma glutamyl transpeptidase (GGTP)
activity in the seminal fluid”.
Sentence IO BIO BMEWO BMEWO+
Gamma I B B B_GENE
glutamyl I I M M_GENE
transpeptidase I I E E_GENE
( O O O GENE_O_GENE
GGTP I B W W_GENE
) O O O GENE_O
activity O O O O
in O O O O
the O O O O
seminal O O O O
fluid O O O O
Feature extraction The features are the input of the ML model, which uses them to
predict if a specific chunk of text is an entity name or not. In text mining, we need to extract
these features from text, in order to precisely describe the input text and reflect the special
phenomena and linguistic characteristics of the naming conventions. The final goal is to
identify only the features that provide a positive contribution, contributing to an increase of
performance. Thus, feature extraction intends to extract features from texts using previously
defined rules and/or external resources. In the end of the feature extraction process, as the
input to the classifier, the features must be represented in the form of a vector. So, each
feature should assume the value “1” if it is present on the current token or “0” if it is not
(Table 2.6).
In order to properly define the feature extraction rules, it is fundamental to understand
how the chosen tokenizer works, since features are extracted considering the generated to-
kens. For instance, if the tokenizer splits words separated by hyphens (e.g., tokenization of
“nf-kappa” results in three tokens: “nf”, “-” and “kappa”), it does not make sense to define a
feature that will tag words containing hyphens. The set of extracted features can be divided
into three distinct groups, which contain categories of features:
• Internal features: use heuristics and methods to extract characteristics of the text (e.g.,
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Table 2.6: Illustration of the matrix of features as the input of the machine learning technique.
Each vector defines the features present on an instance.
Feature 1 Feature 2 … Feature m
Instance 1 1 0 … 0
Instance 2 0 1 … 0
...
...
...
. . .
...
Instance n 0 0 … 1
feature that describes if a word is capitalized or not);
– Linguistic: based on linguistic parsing, such as lemmas, chunks and POS tags;
– Orthographic: to capture word formation, such as “AllCaps” to indicate that all
characters in a token are capitalized, or “InitCap” to indicate that a token starts
with a capitalized character;
– Morphological: capture common patterns between different tokens, such as suffixes
and prefixes.
• External features: use external resources to provide domain knowledge to the recogni-
tion process.
– Dictionaries: match the text with dictionaries and provide the result as features;
• Local context: establish relations between features and/or tokens to model local context.
– Window: add all or filtered features of preceding and/or succeeding tokens as
features of the current token;
– Conjunctions: create new features by grouping together features of the surrounding
tokens.
Detailed description of specific feature types is presented on further chapters, exposing its
detailed application when appropriate.
Feature selection After the feature extraction process, a large amount of features may be
generated, which may affect the model training speed and achieved performance results:
• Overfitting: the large amount of features may contribute to a model highly optimized
to the training data. Thus, when the generated model is applied to a different data set,
its performance drops dramatically;
• Curse of dimensionality: a large amount of features may generate a sparse feature space,
which hinders obtaining a valid and optimized statistical model with high performance
results.
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In order to minimize those problems, it is important to select only the features that
provide useful information for the recognition process, applying a filtering step. This technique
is called Feature Selection, and it provides several advantages [133]: a) avoids overfitting,
curse of dimensionality and improves the model’s performance; b) provides faster and more
cost-effective models; and c) provides a deeper insight into the underlying processes that
generated the data. However, the advantages of feature selection come at a certain price, as
the search for a subset of relevant features introduces an additional layer of complexity in
the modeling task. There are works that already demonstrated the positive effect of feature
selection. For instance, Hakenberg et al. [134] showed that after removing 95% of the features,
the prediction quality of concept names was practically not affected, and the time necessary
to train the model dropped dramatically.
Different methodologies to apply feature selection have been proposed. Those techniques
can be organized into three categories, depending on how they combine the feature selection
search with the construction of the model [133]:
• Filter: obtain the features’ relevance by looking only at the intrinsic properties of the
data. Those techniques treat the problem of finding a good feature subset independently
of the model;
• Wrapper: the model is used to find the best feature subset, by training and testing the
subset of features using the specific considered model;
• Embedded: the search for the optimal subset of features is embedded in the classifier.
Figure 2.7 lists the overall advantages and limitations of the various feature selection
approaches, presenting examples of the most influential methods.
Feature induction The features described so far are based on manually defined rules,
providing significant and valuable information to perform NER. However, it is possible that
some informative features are not extracted by the defined rules. Feature induction intends to
minimize this problem, by creating new features that provide information and characteristics
not previously covered. New features are created by building conjunctions of previously
defined atomic features. For instance, if a token contains the features “CHUNK=NP” and
“LEMMA=regulation”, a new conjunction feature “CHUNK=NP_@_LEMMA=regulation”
may be created to reflect the relevant association between the two atomic features. Thus,
feature induction works by iteratively considering sets of candidate atomic and conjunction
features created from the initially defined set of atomic features. Only candidates that provide
useful information are included in the final set of features. Intuitively, features with high
gain provide strong evidence for many decisions. As a consequence of this process, feature
induction also prevents over fitting by not considering features that do not provide useful
information. This technique is deeply related to the used model, because the information
provided by each feature varies from model to model. Della Pietra et al. [135] proposed an
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Figure 2.7: Different approaches to implement feature selection, presenting examples, advan-
tages and limitations of each (based on [133]).
efficient algorithm to search for features that can effectively increase the models’ performance.
Various NER systems take advantage of feature induction [136–138]. McDonald and Pereira
[138] also demonstrate the high positive contribution of using typical feature extraction and
induction at the same time.
ML model ML methods work by building a feature-based statistical representation of tar-
get meaning from training data, in order to describe the seen information in a meaningful
way and develop an appropriate response to unseen data. The structure that supports stor-
ing such decision framework is known as model, which can be represented and obtained in
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several different manners. Overall, a ML model must be: a) Descriptive (capture information
from training data); b) Predictive (generalize to unseen data); and c) Explanatory (provide
plausible and informative description of the learned information). Research has demonstrated
that it is extremely fruitful to model the behavior of complex systems by taking advantage of
automatic and self-learning algorithms. Also, probabilistic models often show better perfor-
mance and robustness against categorical models. Accordingly, several probabilistic models
have been shown to be especially useful for extracting meaning from natural language texts,
such models can be classified as being:
• Generative: model the distribution of individual classes. Naïve Bayes (NB) and Hidden
Markov Models (HMMs) are examples of such models;
• Discriminative: learn the boundaries between classes. SVMs and CRFs are examples of
such models.
For instance, considering the problem of identifying the language that someone is speak-
ing, a generative model will learn each language and determine the language associated with
the speech. On the other hand, discriminative models determine the linguistic differences
without learning any language. Thus, assuming that we have an input sequence of obser-
vations (represented by X) and classes that need to be inferred from the given observations
(represented by Y ), generative models calculate P (x|y), i.e., the probability of the observed
data given the target classes, and discriminative models calculate P (y|x), i.e., the probability
of each class considering the observed data.
Depending on the used data, labelled and/or unlabeled, the learning process of ML models
can be classified as being:
• Supervised learning: use labelled data to generate a function that maps inputs to desired
outputs;
• Semi-supervised learning: combines both labelled and unlabeled data to generate an
appropriate function that maps inputs to desired outputs;
• Unsupervised learning: apply appropriate functions to infer patterns from unlabeled
data.
Several solutions were created to solve the challenges imposed by supervised learning. CRF
is one of the models with more research interest for sequence labeling, since it presents several
advantages over other methods. Firstly, CRFs avoid the label bias problem [139], a weakness
of Maximum Entropy Markov Models (MEMMs). Additionally, the conditional nature of
CRFs (a discriminative model) relaxes strong independence assumptions required to learn
the parameters of a generative model, such as HMMs [140]. Moreover, CRFs outperformed
both MEMMs and HMMs on a number of real-world sequence labeling tasks [139]. Finally,
SVMs follow a different approach and have been shown to deliver comparable results to CRFs
[141] using identical feature functions. However, training complex SVM models for NER may
41
2.2. CONCEPT RECOGNITION
take more time [142, 143]. Both SVMs and CRFs are widely used, achieving high performance
results on problems with heterogeneous characteristics. Thus, it is important to understand
in detail how each of those algorithms work in order to provide such reliable results.
SVMs were first introduced by Cherkassky [144], being defined for the classification of
binary problems, i.e., linearly separable classes of objects (Figure 2.8). Thus, considering
objects that belong to two classes (circle or triangle in Figure 2.8), it is considerably straight-
forward to draw a line that separates them. Such separating hyperplane can be written as
W.X + b = 0, where W is a weight vector, i.e., W = (w1, w2, ..., wn), n is the number of at-
tributes and b is a scalar that allows to increase the margin. The aim is to find the maximum
margin, obtaining the support vectors and parallel hyperplanes (to the optimal hyperplane)
that are closest to these support vectors in either class. If the training data is linearly sep-
arable, the selected hyperplanes should not have objects between them and should have its
distance maximized (Figure 2.8).
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Figure 2.8: SVM margins illustration (based on [145]).
SVMs can also be used to separate classes that cannot be separated linearly (Figure 2.9,
left). In such cases, the coordinates of the objects are mapped into a multi-dimensional
feature space using non-linear functions, where the two classes can be separated with a linear
classifier [145] (Figure 2.9, right). The non-linear mapping generated by the feature functions
is computed with special non-linear functions called kernels [145]. There are many different
types of kernels, which achieve better results depending on the problems requirements, i.e.,
how easily objects of two classes can be separated in the multi-dimensional space.
CRFs were first introduced by Lafferty et al. [139]. Assuming that we have an input
sequence of observations (represented by X), and a state variable that needs to be inferred
from the given observations (represented by Y ), a CRF can be defined as “a form of undirected
graphical model that defines a single log-linear distribution over label sequences (Y ) given a
particular observation sequence (X)” (Figure 2.10) [140]. This layout makes it possible to
have efficient algorithms to train models, in order to learn conditional distributions between
Yj and feature functions from the observable data. To accomplish this, it is necessary to
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Input Space Feature Space
Figure 2.9: SVM kernel illustration (based on [145]).
determine the probability of a given label sequence Y given X. First, the model assigns
a numerical weight to each feature, and then those weights are combined to determine the
probability of Yj . Such probability is calculated as follows:
p(y|x, λ) = 1
Z(x)
exp(
∑
j
λjFj(y, x)), (2.6)
where λj is a parameter to be estimated from training data and indicates the informativeness
of the respective feature, Z(x) is a normalization factor and Fj(y, x) =
∑n
i=1 fj(yi−1, yi, x, i),
where each fj(yi−1, yi, x, i) is either a state function s(yi−1, yi, x, i) or a transition function
t(yi−1, yi, x, i) [140].
Y1 Y2 Y3 Y4 Yn
X=X1, X2, X3, ..., Xn
Figure 2.10: Graphical structure of CRFs for sequences. The variables corresponding to dark
nodes are not generated by the model (based on [140]).
When considering higher-order models, each label depends on a specific number of o
previous labels. Thus, the probability will consider not only the previous observation and
its features, but o-previous observations and features, which better models dependencies and
may provide improved results, depending on the target data and task. However, the training
complexity of higher-order models increases exponentially with the pre-defined order o [146].
There is also a high research interest on using unlabeled data to improve the performance
of supervised learning techniques, since unlabeled data is easy to obtain. This problem is
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often referred as semi-supervised learning. There are several solutions to deal with labelled
and unlabeled data at the same time, four of the solutions with more impact will be analyzed:
self-training, co-training, expectation maximization and feature-based. Note that traditional
supervised models have been extended to use information from unlabeled data, such as semi-
supervised CRF [147, 148] and semi-supervised SVM [149]. The main idea of self-training is
to retrain a model on its own labeled data on each round [150]. Thus, a classifier is trained on
the available training data and used to label unlabeled examples. Afterwards, instances from
the unlabeled data with a prediction confidence above a pre-defined threshold are added to the
training set. This process is repeated for a number of predefined iterations. Such technique
was previously applied in a number of NER solutions [151, 152], with some positive outcomes.
On the other hand, co-training [153] takes advantage of two different views of the same data,
using different and complementary feature sets to describe the same instance. That way, a
classifier is trained on each view of the data considering the labelled data, and only the most
confident predictions of each classifier on the unlabeled data are used to generate additional
training data. Co-training has been used in a number of NER research works [154, 155]. A
related idea is to use Expectation Maximization (EM) [156], in order to iteratively compute
the Maximum Likelihood in the presence of missing or hidden data [157]. The goal of Max-
imum Likelihood is to estimate the model parameter(s) for which the observed data is the
most likely. However, this method cannot deal with large amounts of labelled data, suffering
a serious drop of performance [158]. A different and recent approach, which has been quite
successful [159, 160], pre-processes the unlabeled data to extract features and then uses these
features in a supervised model. Examples of features are POS tagging, word clustering (cat-
egorize the words of the text assuming that two words are similar if they appear in similar
contexts or that they are exchangeable to some extent) and mutual information (standard
measure of the strength of association between co-occurring items). An example of success of
this approach is the system presented by Ando [161], which obtained the best performance
in the BioCreative II Gene Mention task [90]. This system uses the Alternating Structure
Optimization (ASO) [162] technique to create new additional features from standard features
on the unlabeled data. In the end, the classifiers are trained with labelled data using the
standard features and the new features learned from unlabeled data. They concluded that
using features from unlabeled data minimizes the problem of unknown words, caused by the
lack of labelled training data.
Since different models have different characteristics and feature sets, each one encodes
the same knowledge through different techniques. Thus, in order to take advantage of the
positive contributions of different models, it is common to combine them in a unique system.
To accomplish this, it is necessary to use techniques to combine the results from the several
models, such as:
• Union: use the results of the several models. For instance, Kuo et al. [136] use this
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technique on their system;
• Intersection: use only the results that are common to the distinct models. For instance,
Kuo et al. [136] use this technique on their system;
• Majority voting: each model contributes with one vote, which could have a specific
weight depending on the needs. In the end, the class with more votes should be selected.
For instance, Zhou et al. [163] use this combination strategy on an ensemble of two
HMMs and one SVM.
• Machine learning: train a machine learning model to induce the final class from the
results of the several models. For instance, Mika and Rost [164] implement a SVM to
combine the results of three SVMs and one dictionary matching.
Post-processing On ML-based approaches, it is also necessary to perform post-processing
techniques, in order to remove recognition errors and recognize more entity names. Identi-
cally to dictionary-based approaches, it is also necessary to perform abbreviation resolution,
in order to extend recognized acronyms of entity’s names. Additionally, machine learning
recognition generates several errors that could be easily corrected using simple rules or meth-
ods:
• a single punctuation mark (parenthesis, bracket or quotation mark) on a recognized
entity name clearly demonstrates that the labeling engine has made a mistake [165];
• extend incomplete names recognized by the machine learning procedure (e.g., only “p53”
in “p53 mutant” was recognized) [166]. To accomplish this idea, a dictionary lookup
solution may be used.
• remove stop words, e.g., “by” and “or” that have been wrongly recognized as part of
recognized names [166];
• other errors identified in the specific problem, which are dependent on the used tok-
enizer, machine learning model and corpus.
2.2.3 Normalization and disambiguation
The goal of normalization is to associate each identified chunk of text with an unique con-
cept from a curated knowledge base. Such process is performed by associating unique concept
identifiers from databases and/or ontologies with each chunk of text previously recognized by
ML-based NER solutions. The techniques applied in this process are similar to the methods
applied on dictionary-based approaches for NER. However, the matches are performed be-
tween the dictionary’s entries and the chunks of text previously recognized as entity names,
which allows performing a more flexible matching through approximate matching approaches
or regular expressions. The normalization process starts by verifying if the recognized name
matches any name on biomedical resources. If there is no unique identifier related with the
name, there is no solution to assign an identifier to the name, so it may be discarded as an
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entity name. Otherwise, if the name has one unique identifier, it is immediately assigned. If
the match associates the name with multiple identifiers, it is considered ambiguous since it
has more than one sense. For instance, considering the term “culture”, it could be associated
to at least two different meanings: “laboratory culture” or “anthropological culture” [167].
Ambiguity of biomedical terms is very common, due to the complexity of the domain.
For instance, Jimeno-Yepes and Aronson [167] analysed MEDLINE and concluded that the
most ambiguous term is “study”, which is mapped to six different concepts more than three
million times. They also studied ambiguity in terms of concept types, concluding that the
most ambiguous concepts belong to the “Gene or Genome” and “Amino Acid, Peptide, or
Protein” UMLS semantic types. From a different perspective, Weeber et al. [168] analyzed
MEDLINE and concluded that 11.7% of sentences were ambiguous relative to the UMLS
Metathesaurus.
Disambiguation is the process of resolving ambiguous names to the correct concepts. When
it is performed successfully, it increases the number of biomedical concept names normalized
correctly, contributing to improved concept recognition and information extraction. Thus,
the goal of Word Sense Disambiguation (WSD) solutions is to minimize this problem by
identifying the meanings of ambiguous terms in a specific context [169, 170]. Such solutions
require the application of advanced disambiguation techniques, which are not trivial and
require a large amount of curated knowledge.
Other corpora (see Section 2.1.1) developed for concept recognition may be used to eval-
uate WSD solutions, since they also provide unique concept identifiers for each named entity.
Nonetheless, various corpora were built specifically for WSD, providing terms, associated
meanings and text passages for each meaning. For instance, considering the previous ambi-
guity example of “culture”, one such corpus may provide manually annotated text passages
associated with “laboratory culture” and passages that refer to “anthropological culture”, dis-
tinguishing between the different meanings of “culture”. The following corpora are commonly
used in the development and evaluation of WSD solutions:
• NLM WSD test collection [168]: the last version contains more than 37 thousand MED-
LINE abstracts annotated with 203 ambiguous words with almost 38 thousand occur-
rences. UMLS is used as the knowledge base, providing Concept Unique Identifiers
(CUIs) for each term;
• Medstract [171]: focused on acronym disambiguation, contains 186 abstracts annotated
with 173 acronym-meaning pairs;
• MuchMore [172]: based on the Springer corpus of medical abstracts, contains both
English and German versions of the same 7823 abstracts. However, the inter-annotators
agreement is considerably low, with 65% for German and 51% for English;
Current solutions for WSD can be categorized as being ML- or knowledge-based. ML-based
solutions apply ML techniques to automatically learn which concept is associated with a spe-
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cific term, taking advantage of both supervised, semi-supervised and unsupervised learning.
Supervised learning approaches build feature vectors describing each ambiguous word and its
context, using a ML model to classify it into one of its possible senses, i.e., concept identifiers.
Such approaches take advantage of rich set of features [173, 174], such as:
• Linguistic: tokens, lemmas, POS, chunking and dependency parsing;
• Morphological: char n-grams and word shape;
• Local context: windows of features and/or conjunctions of tokens’ features that co-occur
frequently and that contain the ambiguous term;
• Distance and position: reflect the position of the token to the ambiguous term, through
its distance and orientation (left or right of the term);
• Domain knowledge: recognize named entities, such as disorders, drugs and procedures;
• Document metadata: section heading and medical speciality.
The generated feature vectors are then provided as the input of classical classification
algorithms, in order to classify each term as being one of the considered concept identifiers.
For instance, Stevenson et al. [175] compared the application of various classification algo-
rithms in the NLM WSD corpus, showing that Vector Space Model (VSM) achieves the best
performance results, with an accuracy of 87.9%. The authors also showed the importance and
positive impact of local context and domain knowledge features, using MeSH terms matching
as input of the ML models. On the other hand, Joshi et al. [176] applied a rich feature set to
show that SVMs outperform NB and decision trees in most cases.
Regarding semi-supervised approaches, Jimeno-Yepes and Aronson [177] showed the pos-
itive impact of using unlabeled data on biomedical WSD, applying both co-training and self-
training. Thus, the authors applied NB with unlabeled documents containing the ambiguous
terms, achieving improvements of almost 2% of accuracy.
Supervised and semi-supervised ML-based solutions are limited by the amount and quality
of the annotated data. Considering the largest and one of the most used corpora, NLM WSD,
it only provides 203 terms, which is considerably restrictive considering the complexity of the
biomedical domain. Moreover, Liu et al. [178] showed that “at least a few dozen” labelled ex-
amples per ambiguous term are necessary to develop competitive ML-based solutions. Thus,
generating manually annotated corpora for WSD requires a huge effort, requiring a large
number of labelled examples per ambiguous term. Consequently, the interest for solutions
that do not require labelled data has considerably increased, with the application of ML un-
supervised algorithms and purely knowledge-based approaches. ML unsupervised algorithms
typically apply clustering techniques to build document clusters. For instance, Schütze [179]
applied this approach building a cluster of documents for each meaning of a term. Afterwards,
a query with an ambiguous term is matched with the obtained clusters, assuming that the
documents in the best matching cluster have the same meaning as the ambiguous term in the
query. However, such approaches are typically general, and do not take advantage of domain
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knowledge. Thus, when applied to biomedical WSD, the achieved performance results may
not be state-of-the-art [180].
Knowledge-based approaches have wider applicability, taking advantage of the available
knowledge resources and the provided links between concepts. At first, such approaches were
applied to gene and protein names disambiguation, since a gene may have multiple associated
species, and consequently as many concept identifiers. Thus, the idea is to use external
information to detect the correct unique identifier [175, 181, 182]. Considering that each
gene or protein has a large amount of related information on biomedical resources, such as
diseases, functions, tissues, mutations and domains, for each identifier that is candidate for
the ambiguous term, the method will find all information that is related with the gene or
protein in the surrounding text, and the identifier with the highest likelihood is selected. For
instance, specialized species disambiguation solutions may apply more complex approaches,
taking advantage of ML and/or fine tuned filtering rules. Wang and Matthews [183] present
a rule and ML-based system that improves the performance of baseline systems for concept
identification.
In the last years, knowledge-based approaches started to be widely applied to perform
general biomedical WSD. In most cases, the UMLS Metathesaurus is used as the knowledge
resource, since it provides a wide coverage of the biomedical domain knowledge. Such ap-
proaches follow the strategy applied for gene and protein names disambiguation, matching
the text context of the ambiguous term with knowledge resources, using the ambiguous term
definition, synonyms and related concepts. Afterwards, advanced scoring strategies are ap-
plied to find the concept more related with the textual context of the ambiguous term. For
instance, McInnes [184] applied the Machine Readable Dictionary (MRD) algorithm [185], in
order to find the concept with highest cosine similarity with the information extracted from
the text context. On the other hand, Agirre et al. [186] uses graph-based representation of the
UMLS Metathesaurus, which provides a network of relations between the various concepts.
In order to select the closest concept, Agirre and Soroa [187] adapted the Google Page Rank
[188] algorithm for WSD, combining the ambiguous term context with the concept topol-
ogy in the graph network. Jimeno-Yepes and Aronson [167] present a detailed analysis of
knowledge-based approaches for biomedical WSD, comparing the achieved performance re-
sults in the NLM-WSD corpus. The authors showed that the MRD approach outperforms the
Page Rank method, with an accuracy of 63.9%. However, the best results were achieved by
combining three knowledge-based approaches, achieving an accuracy of 76.3%. Such results
represent a drop of 10% of accuracy when compared with supervised ML-based approaches.
However, the wider applicability of such approaches justifies its application.
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2.3 Relation mining
Biomolecular events such as gene transcription, protein binding or cell cycle regulation,
play a key role in the interpretation of biological processes and cellular functions. For in-
stance, a given protein may regulate the expression of a gene, whose products are in turn
involved in some biological process. These events, as well as their biological significance and
impact, are usually described in the scientific literature, and building up the complex chains
of events that compose a biological network is a very demanding and time-consuming task.
Additionally, the yielded knowledge can also be used by the pharmaceutical industry for both
drug discovery and design, as the identification of proteins involved in key events might result
in the subsequent uncovering of new drug targets. Thus, automatic event extraction from sci-
entific literature constitutes an important contribution, in order to help find hidden biological
relationships and allow faster updating of existing knowledge. Moreover, by processing mil-
lions of scientific articles and through the application of the ABC model defined by Swanson
[17], the automatic extraction of relations between concepts may contribute to new findings,
generating new knowledge [21]. As a result, relation/event mining is considered an important
and established way to extract information from biomedical literature [189], being actively
researched by dozens of research groups around the Globe.
In the beginning, researchers focused their work on extracting direct and coarse-grained
associations between two concepts, which are known as binary relations. Figure 2.11 illus-
trates the textual representation of binary relations. In the sentence “Alpha-synuclein and
parkin contribute to the assembly of ubiquitin lysine 63-linked multiubiquitin chains.”, two
different relations can be inferred between the three proteins, since both “alpha-synuclein”
and “parkin” contribute to the assembly of “ubiquitin lysine 63-linked multiubiquitin chains”.
Considering the valuable information obtained by extracting such relations, it has been ap-
plied targeting different tasks and domains, such as:
• Protein-Protein interactions (PPIs): contribute to a better understanding of biological
functions and molecular processes;
• Gene-Drug: understand how specific drugs can be tailored to specific genetic contexts;
• Gene-Disorder: understand the role that genetic information plays on specific diseases
and/or phenotypic phenomena;
• Drug-Drug interactions (DDIs): improve multi-drug therapy by understanding how a
drug affects the activity of another;
• Drug-Disorder: understand adverse drug reactions to improve pharmacovigilance;
• Location: physical location associated with specific concepts, such as “contained in”
and “has location”;
• Functional: general functional relation between concepts, such as “is caused by” and “is
treatment for”.
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Alpha-synuclein  and parkin  contribute to the assembly of ubiquitin lysine 63-linked multiubiquitin chains .
Interacts
Interacts
Mutations in alpha-synuclein , Parkin , and UCH-L1  cause heritable forms of Parkinson disease.
Unlike alpha-synuclein , for which no precise biochemical function has been elucidated, Parkin  functions as a ubiquitin E3 ligase, and UCH-L1
is a deubiquitinating enzyme.
The E3 ligase activity of Parkin  in Parkinson disease is poorly understood and is further obscured by the fact that multiubiquitin chains  can be
formed through distinct types of linkages that regulate diverse cellular processes.
For instance, ubiquitin lysine 48-linked multiubiquitin chains  target substrates to the proteasome , whereas ubiquitin lysine 63-linked chains
control ribosome  function, protein sorting and trafficking, and endocytosis of membrane proteins .
It is notable in this regard that ubiquitin lysine 63-linked chains  promote the degradation of membrane proteins  by the lysosome.
Because both Parkin  and alpha-synuclein  can regulate the activity of the dopamine transporter , we investigated whether they influenced 
ubiquitin lysine 63-linked chain  assembly.
These studies revealed novel biochemical activities for both Parkin  and alpha-synuclein .
We determined that Parkin  functions with UbcH13 / Uev1a , a dimeric ubiquitin-conjugating enzyme, to assemble 
ubiquitin lysine 63-linked chains .
 Equivalent
Interacts
Interacts
Interacts
Our results and the results of others indicate that Parkin  can promote both lysine 48- and lysine 63-linked ubiquitin chains .
Interacts
alpha-Synuclein  also stimulated the assembly of lysine 63-linked ubiquitin chains .
Interacts
Because UCH-L1 , a ubiquitin hydrolase, was recently reported to form lysine 63-linked conjugates , it is evident that three proteins that are
genetically linked to Parkinson disease can contribute to lysine 63 multiubiquitin chain  formation.
  
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Figure 2.11: Relation mining illustration with the sample sentence “Alpha-synuclein and
parkin contribute to the assembly of ubiquitin lysine 63-linked multiubiquitin chains.”.
Even though binary relations already allow collecting and relating facts not achievable
before, sometimes they cannot fully represent the biological meaning of the original text [190],
since many information facts can only be ideally expressed in tertiary, quaternary, or even
higher-order relationships. For instance, considering the the tertiary relation “proteins A and
B synergistically activate gene C”, it can be broke down into three binary relations: “protein
A binds protein B”, “protein A activates gene C”, and “protein B activates gene C”. However
the combined binary statements are not equivalent to the original tertiary relationship [191].
As a consequence, there was a need for a representation strategy able to exemplify complex
relations extracted from text. Such limitation was addressed by the BioNLP shared tasks
[192–194], introducing the biomedical event extraction tasks to identify complex and nested
relations from text. The aim is to extract not only relations between concepts, but also
relations between concepts and another relations, and even relations between relations. Such
tasks were the first step towards the extraction of specific pathways with precise information
about the molecular events involved. Textual representation of complex relations typically
occurs as a relation between a word indicating the type of relation, which we call the trigger,
and one or more arguments, which may be a biomedical concept or another relation. For
instance, Figure 2.12 contains two different biological events: 1) Gene Expression between the
trigger word “expression” and the protein “interferon regulatory factor 4”; and, 2) Negative
Regulation between the trigger “Down-regulation” and “expression”, representing event 1.
Figure 2.12: Textual representation of a complex biomedical event.
Instead of targeting coarse-grained relations as in previous tasks, the BioNLP shared tasks
targeted very specific PPIs, in order to better understand the roles of specific concepts in a set
of biological events, such as gene expression, transcription, phosphorylation and regulation.
At first, researchers targeted the recognition of events particularly focused on transcription
factors in human blood cells, using the GENIA corpus [195] as baseline for data preparation.
Table 2.7 presents a brief description of target events considered in the GENIA shared task
at BioNLP 2009 [192]. As we can see, various event types have different levels of complexity.
Gene expression, transcription, protein catabolism, phosphorylation and localization are clas-
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sified as simple events, since they only require unary arguments. On the other hand, binding
and regulation events are considerably more complex, since binding requires the recognition
of an arbitrary number of arguments, and regulation requires the identification of a recursive
event structure. More recently, in the BioNLP 2011 [193] and 2013 [194] shared tasks, the
organizers introduced new event annotation tasks, targeting different domains with differ-
ent challenges, such as infectious diseases, bacteria genetics, cancer genetics and pathway
curation.
Table 2.7: Description of the event types involved in the BioNLP 2009 shared task (Pr:
Protein, Ev: Event, En: Entity, +: arguments that may be filled more than once per event).
Event type Primary arguments Secondary arguments
Gene expression Theme(Pr)
Transcription Theme(Pr)
Protein catabolism Theme(Pr)
Phosphorylation  Theme(Pr) Site(En)
Localization Theme(Pr) AtLoc(En), ToLoc(En)
Binding Theme(Pr)+ Site(En)+
Regulation Theme(Pr/Ev), Cause(Pr/Ev) Site(En), Csite(En)
Positive regulation Theme(Pr/Ev), Cause(Pr/Ev) Site(En), Csite(En)
Negative regulation Theme(Pr/Ev), Cause(Pr/Ev) Site(En), Csite(En)
Due to the BioNLP shared tasks, biomedical text mining researchers typically refer to
binary relation mining as the task of relation extraction, and complex relation mining as
event extraction. However, the implementation of relation and event mining solutions follow
a similar general processing pipeline with comparable techniques, which may be composed by
the following resources and steps (Figure 2.13):
• Corpus: annotated examples for development and/or evaluation;
• Pre-processing: processing methods to enable automatic relation mining;
• Concept recognition: automatically recognize concept names and associate identifiers
from known knowledge bases;
• Document classification: in some cases, it may be useful to automatically classify the
document as of interest for the target relation or not;
• Trigger recognition: identify the chunk of text that triggers the relation and serves as
predicate;
• Relation extraction: automatically extract relations between concepts;
• Post-processing: refine recognized relations;
• Annotated corpus: output documents containing recognized concepts and target rela-
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tions.
To concentrate the efforts on the novel aspects of biomedical relation and event mining,
it is usually assumed that concept recognition has been already performed. Thus, the task
typically begins with a gold standard set of concept annotations. Moreover, in order to
guarantee solutions flexibility to different domains, concept names are typically normalized
into a single representation. For instance, considering the sentence “BAG1 interacts with
Tau.”, the protein names “BAG1” and “Tau” are converted into representative and sequential
tokens, such as “PRO1 interacts with PRO2”.
Post-processing
Concept recognition
Pre-processing
Corpus
Annotated corpus
- Concept names
- Relations
Relation extraction
Document classification
Trigger recognition
Knowledge bases
Figure 2.13: General processing pipeline of relation mining solutions.
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2.3.1 Resources
Knowledge bases
Table 2.8 presents a list of relevant knowledge bases for binary relation mining, which are
more focused on direct and general associations between concepts. Due to the importance of
PPIs, there are many databases that may provide input information to extract such binary
relations from the literature, such as STRING and BioGRID. On the other hand, there are also
databases that explore DDIs in detail, such as DrugBank and PharmGKB. PharmGKB also
catalogs the interactions between genes and diseases with drugs, in order to better understand
the genetic origins of adverse drug events and the interaction with medicines.
Table 2.8: List of relevant knowledge bases to support binary biomedical relation mining.
Database Relation(s)
STRING [16] • PPI
BIND [196] • PPI
MINT [197] • PPI
IntAct [198] • PPI
BioGRID [199] • PPI
DrugBank [73] • DDI
PharmGKB [74] • DDI
• Gene-Drug
• Gene-Disease
Even though the previously presented databases are mainly focused on storing direct re-
lationships between concepts, they can be also used to support complex relation mining,
following the chains of relations. However, since complex relation mining tasks are mainly
targeted to understand specific biological events, the presented list of databases is focused in
such tasks. Table 2.9 presents a list of relevant knowledge bases for event mining. Metabolic
pathway databases, such as KEGG, Reactome and BioC, intend to facilitate system-level
understanding by cataloging every reaction between chemicals in a cell, providing detailed
location information. This information can be used to support the extraction of biomolecular
events chains, in order to discover new knowledge or to assist the curation of such complex
pathways from documents. There are also specialized databases that intend to catalog how
specific mechanisms occur considering a specific target or domain, storing relevant information
regarding the participating agents and the connections between them. For instance, Transfac
is focused in collecting eukaryotic transcription factors, including their experimentally-proven
binding sites, and regulated genes. Transcription factors are recognized as important compo-
nents of signaling cascades, controlling all types of cellular processes as well as the response
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to external stimulus. Thus, such specialized databases can be used to support the extraction
of biomedical events focused on specific tasks and domains.
Table 2.9: List of relevant knowledge bases to support complex biomedical relations mining.
Database Information
KEGG [76] • Metabolic pathway
BioCyc [200] • Metabolic pathway
MetaCyc [200] • Metabolic pathway
Reactome [201] • Metabolic pathway
BioSystems [77] • Metabolic pathway
WikiPathways [202] • Metabolic pathway
Transfac [203] • Transcription factors
Corpora
Various corpora were built to support the development of relation mining solutions, deliv-
ering documents with carefully annotated concept names and relations between them. Table
2.10 presents a list of relevant corpora considering various types of binary relations and gran-
ularity. Overall, there are not many corpora for binary relation mining, since such tasks are
still quite challenging and the development has been highly focused on PPI mining. However,
researchers have already started deviating from such tasks and started working on the tasks
of DDI, Target-Disease and Gene-Disease relations. The number of available corpora for PPI
mining reflects its importance in the field, since it is one of the core tasks in molecular biology.
In order to unify and standardize such corpora, Pyysalo et al. [204] performed a comparative
analysis and uncovered key similarities and differences. In the end, the authors developed a
conversion tool to create a standard format for all PPI corpora. On the other hand, DDI
mining has been widely promoted by the DDI Extraction challenges in 2011 [205] and 2013
[206], and researchers have already started working on extracting relations focused on genes,
drugs and diseases, in order to properly understand the path from genotype to phenotype.
Regarding complex relations extraction, Table 2.11 presents a list of relevant corpora for
biomedical event mining, considering target concepts and events, granularity and respective
size. In this domain, each corpus or set of corpora is directly related with research efforts
and target tasks. As we can see, most research efforts have been promoted by the BioNLP
challenges, with seven corpora resulting from the organization of such collaborative efforts.
Most tasks are focused on gene-centric events, due to the relevant information resulting from
mining different biomolecular processes and functions, such as gene expression, transcription
and regulation. The GENIA task was one of the first to be performed, defining the guidelines
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Table 2.10: List of relevant corpora for biomedical relation mining.
Corpus Year Concepts Relations Granularity Size
AIMed [207] 2005 • Protein • PPI Sentences 1955
BioInfer [208] 2007 • Protein • PPI Sentences 1100
HPRD50 [209] 2007 • Protein • PPI Sentences 145
IEPA [210] 2002 • Protein • PPI Sentences 486
LLL [211] 2005 • Protein • PPI Sentences 77
DDI Extraction 2011 [205] 2011 • Drug • DDI Abstracts 579
DDI Extraction 2013 [212] 2013 • Drug • DDI Abstracts 714
EU-ADR [213] 2012 • Gene
• Drug
• Disease
• Gene-Drug
• Gene-Disease
• Drug-Disease
Abstracts 100
ADE [214] 2012 • Gene
• Disease
• Gene-Disease Abstracts 1644
GENIA [195] 2013 • Organism
• Cell
• Tissue
• DNA
• RNA
• Protein
• Has-region
• Part-of
• Has-variant
Abstracts 1999
and standards for future efforts. It keeps being actively researched, since it still presents
various complex challenges and unsolved problems. Researchers have further investigated
the application of event mining solutions considering other tasks and goals, such as events
associated with infectious diseases and cancer genetics. Similar approaches were also applied
to assist pathway curation, through the extraction of events between genes, chemicals and
cellular components, such as transcription, translation, binding and regulation. Finally, out
of the BioNLP challenges, the MLEE corpus targets the extraction of events associating
anatomy concepts, such as cells, tissues and organs.
The various tasks vary significantly in terms of complexity, considering different concepts
and events. Besides the complexity of the task in terms of biological information, we believe
that a higher amount of concepts and events is directly related with increased complexity and
ambiguity. For instance, the amount of concepts and events considered in the GENIA task
is significantly different from that in the cancer genetics task, which includes a wider set of
concepts and respective events.
Regarding corpora size and granularity, the amount of manually curated documents is
reduced. The larger corpus only contains 1210 abstracts and 14 full-text documents. This is
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justified by the effort required to manually annotate events and respective concepts. Moreover,
researchers have already explored performing event mining in full-text documents, which
presents different challenges and lower performance results. For instance, in the 2013 edition
of the GENIA task, only full-text documents were used.
Table 2.11: List of relevant corpora for biomedical event mining.
Corpus Year # Concepts # Events Granularity Size
Multi-Level Event Extrac-
tion (MLEE) [215]
2012 11 13 • Abstracts • 262
BioNLP GENIA 2009 [192] 2009 1 9 • Abstracts • 1210
BioNLP GENIA 2011 [216] 2011 1 9 • Abstracts
• Full texts
• 1210
• 14
BioNLP GENIA 2013 [217] 2013 1 13 • Full texts • 34
BioNLP Epigenetics and
Post-translational Modifi-
cations 2011 [218]
2011 1 8 • Abstracts • 1200
BioNLP Infectious Dis-
eases 2011 [219]
2011 5 10 • Abstracts • 800
BioNLP Cancer Genetics
2013 [220]
2013 18 37 • Abstracts • 600
BioNLP Pathway Curation
2013 [221]
2013 4 19 • Abstracts • 525
2.3.2 Document classification
Document classification intends to find articles that satisfy a specific information need.
Thus, the goal is to develop automatic solutions to prioritize articles for literature curation,
improving the selection of documents mentioning a particular concept or event of interest
[222]. Since simple keyword queries are often inefficient in detecting relevant articles for
complex biological events [223], such as PPIs, the goal is to find descriptions in the document
that may indicate that it is relevant for the target relation mining task. Technically, the main
goal of document classification solutions is to assign a score to each document that reflects the
probability of containing such relations. In the end, documents above a pre-defined threshold
are accepted for processing, and the remaining are discarded. Since such solutions typically
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achieve high performance results, their integration in the relation mining pipeline provides
two main advantages: 1) reduce mistakes since a large amount of documents not containing
relations are not processed; and, 2) boost processing speed by discarding non-informative
documents.
The development of document classification solutions targeting relation mining have been
highly promoted by the BioCreative challenges, through the PPI Interaction Article Subtask
(IAS) in BioCreative II [223], and the PPI Article Classification Task (ACT) in BioCreative
III [224]. A total of 19 teams submitted 51 runs to the IAS task in BioCreative II, where
the best performing solution [225] achieved an accuracy of 75.3% and an F-measure of 77.7%.
On the other hand, a total of 52 runs were submitted by 10 teams to the BioCreative III
ACT challenge, with the best performing system [226] achieving an accuracy of 89.2% and an
F-measure of 61.3%. Overall, on both tasks of BioCreative, most teams applied some sort of
ML-based technique, the best results being obtained using SVMs, Maximum Entropy or Large
Margin classifiers. The top performing teams used various levels of lexical analysis, including
POS tagging, NER, and dependency parsing to extract textual features for classification.
One of the best and most complete solutions was presented by Kim and Wilbur [226],
which achieved the previously described best performing results in the ACT challenge at
BioCreative III. It uses both word and dependency parsing features together with protein
name identification, in order to effectively capture PPI patterns. As a classification module,
a large margin classifier with Huber loss function is applied, which presents competitive results
in comparison with SVMs. The authors showed that the used syntactic patterns contribute
to a classification performance improvement in terms of recall. On the other hand, Lan et al.
[227] compared the use of Bag-of-Words (BoW), interaction trigger words and protein name
features in a SVM classifier for identifying articles discussing PPIs. They tested the classifiers
using the BioCreative II data set, and reported a precision of 70% and a recall of 87% when
using the BoW features. Their best result, when using a single classifier, was obtained with a
feature set containing BoW features and protein names co-occurring with interaction trigger
words, with an F-measure of 77%. Abi-Haidar et al. [228] tested three different classifiers in
the BioCreative II data set, namely SVM, Singular Value Decomposition (SVD) and Variable
Trigonometric Threshold (VTT). The authors reported a top F-measure of 78% using the
VTT classifier and a feature set of 650 discriminating words. Finally, Suomela and Andrade
[229] proposed a different approach based on word frequencies, which, given any two articles,
decides which one is more related to a topic. The extracted keywords were restricted to
words that commonly convey meaning, that is, nouns, verbs, and adjectives. The authors
proposed a classification and ranking model to evaluate the entire MEDLINE database with
respect to a topic of interest. The method, which presents an F-measure of 65%, relies on the
different frequencies of discriminating words between the training set and other non-relevant
articles on a reference set. This approach is also behind the MedlineRanker web-service
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[230], which allows to retrieve a list of articles ranked by similarity to a training set defined
by the user. This training set can be obtained from a PubMed search, or from PubMed
document identifiers associated with a given indexing term from the MeSH vocabulary, for
example. Another possibility, as referred by the authors, is to use a list of document identifiers
obtained from a PPI database, therefore getting as the result articles related to that topic.
2.3.3 Trigger recognition
Trigger recognition is the first and one of the most important tasks to properly perform
relation mining, since many approaches rely on its output to properly extract relations from
text. Since events are defined around the trigger, which defines the type of event, trigger
recognition is considered a fundamental step in event mining solutions. However, binary
relation corpora typically do not provide trigger annotations, which makes the identification
of triggers a non-mandatory step, since it may be performed without previously collecting
triggers.
Approaches to perform trigger recognition can be categorized as being based on rules,
dictionary matching and machine learning. Each solution presents different advantages and
limitations, depending on the available resources and target task. Since binary relation mining
corpora do not provide manually annotated triggers, it is not possible to train and evaluate
ML-based solutions. Thus, binary relation mining systems typically take advantage of rule-
and dictionary-based approaches for trigger recognition.
Rule based approaches apply a set of manually or automatically generated linguistic rules
to extract trigger words. For instance, Casillas et al. [231] identified the most common
trigger-based patterns from training data using lemmas, such as “phosphorylat* + of +
PROTEIN”, where “phosphorylat*” represents the trigger.
Regarding dictionary-based solutions, developers need to collect trigger words for each
relation type, in order to build a focused knowledge resource, i.e., dictionary. In the end, the
words in the dictionary are matched with the text and accepted as triggers for each relation
type. However, such an approach accepts all trigger words without considering the textual
context, possibly producing large amounts of false positives. To minimize this problem,
manual linguistic rules can be applied, in order to filter provided triggers and significantly
reduce the amount of false positives. For instance, Le Minh et al. [232] accepts only words
that are present in specific contexts and with specific POS tags, such as “NN/NNS + of +
PROTEIN” and “VBN + PROTEIN”. On the other hand, Kilicoglu and Bergler [233] applied
statistical measures based on linguistic features to collect “good” trigger words from training
data.
ML based solutions intend to minimize various problems of rule and dictionary-based solu-
tions, namely regarding context definition. ML-based solutions vary with the used statistical
model and extracted feature. SVMs are the most commonly used ML model for this task. For
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instance, Björne et al. [234] applied SVMs with a complex feature set consisting of tokens, de-
pendency parsing tree and external resources to identify event triggers for each input sentence.
The problem of multiple trigger types per chunk of text is solved through the application of
composite labels. Miwa et al. [235] also took advantage of SVMs, but training two differ-
ent models: one for trigger-protein (TP-T) relations and another for trigger-trigger (TT-T)
relations, using the output of the TP-T predictor as an input feature for the TT-T model.
Their system employs a complete feature set based on tokens, local context and dependency
parsing with shortest paths features. On the other hand, Zhang et al. [236] used SVMs with
neighborhood hash features to reflect the syntactic structure of the sentences, in combination
with token and sentence-based features. Finally, Martinez and Baldwin [237] used SVMs in
the perspective of WSD, by defining a list of target words, i.e., triggers. This solution also
used features based on tokens, context, dependency parsing and external resources. Besides
SVMs, CRFs have also been widely applied, presenting state-of-the-art results on sequence
tagging problems. For instance, MacKinlay et al. [238] used CRFs with a feature set based
on token, dependency parsing and context definition features. Martinez and Baldwin [237]
also applied CRFs using a similar feature set as applied in the WSD approach.
Considering the BioNLP shared tasks [192, 194, 216], ML-based approaches were the most
commonly used, followed by dictionary-based and rule-based systems. Regarding performance
behavior, ML-based solutions present the best results, followed by dictionary matching ap-
proaches. Considering the GENIA event task of the BioNLP 2009 challenge, one of the best
SVM-based solutions [239] achieved a total of 65% of F-measure in the recognition of nine
different triggers.
2.3.4 Relation extraction
Extraction of relations from scientific documents can be performed through the application
of different techniques, based on co-occurrences, rules, linguistic processing, ML and knowl-
edge. Each approach presents different advantages and limitations, being more appropriate
for different tasks, considering the available resources.
Co-occurrences
Co-occurrences assume that if two concepts are usually referred in a specific text passage,
i.e., sentence, paragraph or section, they are related. Following this approach, the sentence on
Figure 2.11 provides three different relations, since “alpha-synuclein” and “parkin” co-occur
with “ubiquitin lysine 63-linked multiubiquitin chains” and with each other. As a straight-
forward approach, it has been widely applied to extract relations between many biomedical
concepts, providing positive outcomes and significant new discoveries [21]. Typically, the
application of co-occurrences is considered the baseline approach of any relation mining task.
However, since all possible relations are provided, this approach typically provides a large
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amount of false positives and achieves low precision results, which is a serious drawback.
Nonetheless, dozens of solutions were developed to provide general and focused biomedical
relations. For instance, Chen and Sharp [240] presented a system called Chilibot, which
constructs content-rich relationship networks between genes, proteins, drugs and diseases.
It applies co-occurrences to extract relations when two entities occur in the same abstract,
but not the same sentence. On the other hand, iHOP [18] performs protein-protein interac-
tion mining using co-occurrences in a sentence. In the end, the authors built an interaction
network containing almost three thousand organisms and 110 thousand genes. Following a
different approach, Tsuruoka et al. [19] provide a web-based system called FACTA, which
helps finding newly associated concepts considering a pre-processed input query. Genes, pro-
teins, drugs, diseases, symptoms, enzymes and chemical compounds are presented in a tabular
format and ranked based on the co-occurrence statistics.
As far as we know, there are no co-occurrence-based solutions for event mining, due to
the requirements and complexity of the task.
Rule-based
Rule-based approaches apply pattern-based rules to extract relations between concepts.
Table 2.12 presents a list of sample rules to extract PPIs from scientific articles. Thus, each
sentence is matched with the considered rules, if the match succeeds, it is considered that the
sentence contains a relation. Afterwards, the sentence is processed to extract the relation(s)
considering the previously recognized concepts and matched rule.
Table 2.12: Example of pattern-based rules to perform PPI mining.
Rule Example
PRO1 word* TRIGGER word* PRO2 PRO1 interacts with PRO2
TRIGGER word* PRO1 word* PRO2 interaction between PRO1 and PRO2
PRO1 word* PRO2 word* TRIGGER PRO1 and PRO2 interact
PRO1 word* PRO2 word* TRIGGER
word* PRO3
PRO1 and PRO2 interact with PRO3
The application of rule-based approaches has been highly focused on PPIs mining. One of
the first works was presented by Blaschke et al. [241], which defined a small set of trigger words
with a single and simple extraction rule: “PRO1 TRIGGER PRO2”. The authors validated
its applicability by reconstructing the protein interaction network in the Drosophila Pelle
system, and by analyzing the cell cycle control in Drosophila. Plake et al. [242] presents a
more detailed analyses applying 22 different rules for PPI mining, considering both POS tags
and trigger words. The authors reported an F-measure of 52% in the BioCreative PPI corpus.
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On the other hand, Ono et al. [243] applied a pre-processing step to simplify the rules matching
step, using POS tags analyses to split a sentence into various parts. For instance, a sentence
containing three proteins (PRO*) and two verbs (VB*), such as “PRO1 VB1 PRO2 VB2 CC
PRO3”, is divided into two parts: “PRO1 VB1 PRO2” and “PRO1 VB1 PRO3”. Afterwards,
the authors defined four target trigger words (interact, associate, bind and complex) and
different rules for each one, in order to detect relations in the sentence parts. In a more
updated research line, researchers apply rule-based techniques as a first candidate retrieval
step. For instance, Bui et al. [244] presents an hybrid approach applying five different rules
to extract candidate PPI pairs, which are then classified using a ML algorithm.
Regarding event mining, Bui et al. [39] present a considerably different approach, which
extracts events by matching patterns collected from training data, which are based on previ-
ously defined features. At first, in order to select the sentences to be processed, the authors
defined a set of containers (chunk, phrase and clause) with different pattern types. For
instance, the pattern type “ARG1 - TRIGGER” accepts the expression event “interferon reg-
ulatory factor 4 gene expression” presented on Figure 2.12. Afterwards, a set of previously
defined features is extracted from each of the accepted sentences, such as the POS tag of
the trigger, the distance between triggers and concepts, and the number of events sharing
the same pattern. The final patterns are based on the extracted features. Each generated
pattern is then assigned a key by combining its event trigger, POS tag, pattern type, and
container type. Such key is used to retrieve this pattern in the extraction step. In the end,
this approach achieved the best strict-matching results in the BioNLP 2013 GENIA task,
with a total F-measure of 48.9%.
Even though rule-based approaches are fundamental to understand some of the linguistic
characteristics and patterns of biomedical relations, they typically present recall problems,
since hand-made rules may be too specific and task-oriented. However, automatically generat-
ing such rules may contribute to significantly reduce such limitations. Thus, such approaches
typically struggle to adapt to new biomedical domains of interest, hindering its wider appli-
cation.
Linguistic-based
Linguistics-based approaches take advantage of the information provided by advanced
linguistic parsers to automatically extract relations between concepts. Such approaches work
by analyzing the linguistic dependencies between tokens, in order to find relations between
nouns and specific predicates (triggers), which trigger the linguistic dependency and possibly
the biomedical relation. Two different parsing techniques have been applied to perform such
analyses: chunking and dependency parsing, which were previously described in Section 2.1.3.
In the end, various rules are defined using linguistic parsing information to perform the actual
relation extraction.
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Huang et al. [245] extract PPIs by applying shallow parsing and pattern matching. This
method works by extracting structures that are typically associated with protein interactions,
such as appositive and coordinative structures. Appositive structures are composed of noun
phrases that are side by side with one element serving to define or modify the other, and
coordinative structures contain chunks that must be assembled together since they are se-
mantically close, playing the same syntactic and grammatical role. Then, long sentences are
split into sub-ones, from which relations are extracted by a pattern matching algorithm, along
with automatically generated patterns. For instance, the pattern “NN IN PRO1 CC PRO2”
(where NN is a noun, IN a preposition, CC a coordinating conjunction, and PRO* protein
names) is able to recognize the relations “interaction between PRO1 and PRO2” and “asso-
ciation of PRO1 and PRO2”. In the end, the authors report 66% of F-measure considering
only four verbs: interact, bind, associate and modify.
RelEx [209] uses dependency parsing to extract PPIs. The idea is to create candidate
relations by extracting paths connecting pairs of proteins from dependency parsing trees,
applying the following rules:
• effector-relation-effectee (e.g., “A activates B”): extracts paths in the chunk dependency
tree that lead from the effector to an effectee, i.e., from one protein to another;
• relation-of-effectee-by-effector (e.g., “Activation of A by B”): longest sequences of chunks
that are connected by the terms “of”, “by”, “to”, “on”, “for”, “in” and “through”. A
sequence is retained as candidate relation if it contains at least two of these terms and
at least one between two chunks each containing at least one protein.
• relation-between-effector-and-effectee (e.g., “Interaction between A and B”): extracts
two noun phrase chunks connected by a dependency of the type “between”.
Post-processing modules are applied to filter candidate relations, focusing the extracted rela-
tions for PPI mining. Such step is performed by considering only a small set of terms that
are typically used to describe a relation. In the end, the authors evaluated their method on
the LLL and HPRD50 corpora, achieving F-measures of 82% and 78%, respectively.
Rinaldi et al. [246] applied a dependency parsing-based approach to extract gene-disease,
gene-drug and drug-disease relations. The authors considered the PharmGKB database as
the gold standard, which provides relations per document, to build and evaluate their method.
The method works by collecting all paths between relevant concepts, which are then sorted
by considering the gold standard. Thus, if the gold standard contains a relation between two
concepts, the respective path is marked as a true positive, by incrementing the respective
counter. Otherwise, the syntactic path is marked as a false positive. By filtering the paths by
higher probability of delivering true positive relations, the authors evaluated their approach
in 75 manually annotated unseen documents, achieving 30% of F-measure.
Linguistic-based approaches have also been widely applied in event mining [233, 247–250],
taking advantage of syntactic paths to properly extracts events from literature. Such ap-
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proaches can be differentiated by generating the linguistic-based rules manually or automat-
ically. For instance, Bui and Sloot [247] manually defined specific rules to extract each event
type from noun and verb phrase chunks. For instance, a noun phrase that contains two nouns,
the protein and trigger, respectively. Post-processing methods are applied to determine the
event type of an ambiguous trigger, and to check cross-references of regulatory events. A
total F-measure of 43.9% in the BioNLP 2011 shared task was achieved. On the other hand,
Kaljurand et al. [249] mapped syntactic relations to event structures, using training data to
automatically calculate the probability of a given token to be a trigger, the probability of
an event structure given the trigger, and the probability of a concept to be part of an event
structure. Threshold values were then defined to filter triggers and syntactic paths. In the
end, this approach achieved a total F-measure of 33% in the BioNLP 2009 shared task.
Overall, linguistic-based approaches are able to provide competitive performance results
when specifically optimized for specific tasks. However, since dependency-parsing methods
usually require a considerable amount of processing resources and time, processing a large
amount of data may take some time, hindering real-time document processing. Nevertheless,
its wider applicability to extract relations and events between different concepts is a positive
outcome to consider.
Machine learning-based
ML-based approaches take advantage of statistical models to automatically extract rela-
tions from scientific literature, by classifying candidate relations as being a relation of interest
or not. Such approaches typically achieve high performance results in relation mining, using
rich feature sets to properly describe and differentiate between positive and negative relations.
Thus, research on relation mining has been focused on the application of different ML models
and feature sets. Overall, SVMs were the most applied ML model, varying with the applied
kernel. Jung et al. [251] and Kim et al. [252] present a comparison of various SVM kernels
applied to relation mining, including linear, polynomial, radial basis function, subsequence
[253], tree [254], shortest path [255] and graph [256]. On the other hand, many feature types
were investigated to properly describe the textual context. In summary, lexical, local context
and syntatic parsing features were the most applied. For instance, Fayruzov et al. [257] and
Van Landeghem et al. [258] have carefully analyzed the impact of lexical and syntactic fea-
tures on PPI mining, confirming their positive contributions. Nonetheless, Miyao et al. [259]
showed that the accuracy of syntactic parsers also contributes to the overall performance of
PPI solutions.
Classic solutions apply a single ML model with a rich set of features using one or two
syntactic parsers. For instance, Akane [260] applies SVMs with tree kernels and two syntactic
parsers, using various syntactic path and context features related to words before, between
and after the two interacting proteins. On the other hand, Kim et al. [252] applied a walk
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kernel with one parser to explore the shortest paths between two proteins, and Airola et al.
[261] presents an all-paths graph kernel with one parser to consider dependencies connecting
two proteins outside and inside the shortest path.
Other solutions investigated the combination of various models to achieve improved results
with heterogenous contributions. For instance, Miwa et al. [262] combines the input of two
syntactic parsers with three SVM kernels (linear, tree and graph), in order to collect as much
lexical and parsing features as possible. Such complete solution achieved high-performance
results on five PPI corpora (AIMed, BioInfer, HPRD50, IEPA and LLL), with F-measures
between 61% and 80%. On the other hand, Bui et al. [244] automatically categorized data
into subsets based on its semantic properties, and trained a SVM model on each sub-set using
manually tuned feature sets. By combining the inputs from the different SVM models, the
authors achieved high-performance F-measure results, ranging from 60% to 84% on the same
corpora.
Other research works targeted the extraction of different types of binary relations. For
instance, JReX [263] proposes a system for extracting Gene-Drug, Gene-Disease and Drug-
Disease relations. Since there is no gold standard corpus for such relations, the authors used
the PharmGKB database to generate a training and evaluation corpus. Thus, based on the
provided relations (without specific character positions of concept names), the authors iden-
tified the corresponding abstracts and considered a relation if the two participants appear in
a sentence. Using this semi-gold standard corpus, a MEMM model was trained to classify
candidate relations, provided by a dependency parsing-based filtering step. The classification
model takes advantage of a rich feature set, based on lexical analysis, chunking, and depen-
dency parsing paths and shortest paths between arguments. In the end, the authors reported
F-measures of 75%, 69% and 78% for Gene-Drug, Gene-Disease and Drug-Disease mining,
respectively.
Regarding event mining, most of the systems that participated in the BioNLP challenges
applied ML-based solutions. For instance, in the GENIA task of BioNLP 2009 [192], 14 of
the 22 participating teams applied ML, and in the same task of BioNLP 2011 [216], 7 of
the 11 teams took advantage of ML. Such approaches can be divided in two groups based
on how triggers and arguments are learned from annotated documents. The first group
applies a typical processing pipeline with trigger recognition and argument detection being
performed independently with a ML model for each. EventMine [264] and Turku [265] are two
state-of-the-art solutions following this approach, which achieve high performance results in
various event mining tasks. For instance, EventMine applies SVMs with input from GDep and
Enju syntactic parsers. Argument detection is performed taking advantage of two different
SVM classifiers, one for argument detection and another for multi-argument identification, in
order to predict simple and recursive events. Thus, the argument detector identifies possible
trigger-argument pairs. Each argument can be either an entity or the trigger of another event,
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and is assigned a semantic role (theme or clause). A rich feature set is applied, using shortest
paths between the candidate pair, between the argument and other entities, and between
the trigger and other entities, as well as pair n-grams and local context features. Finally,
the multi-argument event detector combines multiple trigger-argument pairs found by the
argument detector to create complete event structures, and assigns an event type to them. In
the end, the authors evaluated EventMine on three different tasks of BioNLP 2011, namely
GENIA, Epigenetics and post-translational modifications, and Infectious diseases, achieving
F-measures of 58%, 52% and 58%, respectively. In the second group, the idea is to reduce the
propagation of mistakes made on trigger recognition. Thus, joint learning is applied to learn
trigger and argument detection together, minimizing mistakes as much as possible. Riedel
and McCallum [266] and Vlachos and Craven [267] have successfully applied this approach
in the BioNLP challenges, applying different joint learning algorithms. For instance, Riedel
and McCallum [266] divided the problem of event mining in three different sub-problems: 1)
find trigger labels and outgoing edges; 2) find trigger labels and incoming edges; and, 3) find
pairs of proteins that appear in the same binding event. Considering a sentence and a set of
candidate triggers, the goal of the inference algorithm is to maximize the contribution of the
three components. For each component, a passive-aggressive online learning algorithm [268]
is applied with different feature sets, containing syntactic and shortest paths, as well as local
context and word n-gram features. In the end, the authors achieved F-measures of 53.10%
and 53.40% in the GENIA and Infectious diseases tasks of the BioNLP 2011, respectively.
Overall, ML-based solutions present the best performance results on both relation and
event mining, defining the state-of-the-art results on a number of benchmark datasets. More-
over, such solutions have the ability to adapt to different corpora, extracting PPIs from
different domains with similar accuracy results. For instance, many ML-based solutions are
typically applied to PPI mining considering cross-corpus evaluation, and only minor drops
of performance are observed. However, it is important to keep in mind that using complex
algorithms with resource-intensive linguistic processing techniques may result in solutions
with positive accuracy but with considerably slow processing speeds, which hinders the wider
applicability of relation mining.
Knowledge-based
Knowledge-based approaches take advantage of knowledge bases to infer biomedical con-
cept relations based on their profiles, which are built using relations from literature or from
curated databases and/or ontologies. By analyzing such profiles, researchers are able to obtain
a score that reflects the probability of such concepts being related with each other, defining
a threshold to accept possible relations. For instance, van Haagen et al. [269] performed
PPI mining by building concept profiles from literature using co-occurrences of proteins with
other proteins, drugs, diseases, disorders and chemicals. The contribution of each concept is
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obtained through the uncertainty coefficient [270], which is an information-theoretical mea-
sure that considers the probability of direct relations, giving extra weight to concepts that
are specific for the set of documents belonging to the protein for which the concept profile is
built. Protein profiles are then compared using the inner product of uncertainty coefficients.
Thus, if two proteins co-occur, the inner product of their concept profiles is high. The authors
evaluated their approach by predicting PPIs already stored in six different PPI databases,
showing significant improvements in coverage (76% versus 32%) and sensitivity (66% versus
41%). Finally, the applicability of their approach was illustrated by inferring the physical
interaction between CAPN3 and PARVB.
Considering DDI mining, Tari et al. [271] extracted various facts of drug metabolism to
collect not only DDIs that are explicitly mentioned in text, but also implicit interactions
that can be inferred by reasoning. Explicit relations were collected through the application
of dependency parsing, and implicit relations were obtained through logical inferences based
on various properties of drug metabolism. Considering DrugBank as reference database with
494 DDIs, the authors achieved 77.7% precision on explicit relations and 81.3% precision on
implicit relation extraction.
In a last trend of knowledge-based relation mining, researchers take advantage of graph-
based databases to understand in detail how two concepts are related with each other. Such
graph database can be built from literature or using available databases. For instance, Wren
and Garner [272] identified related genes by analyzing the graph structure created by gene-
gene co-occurrences collected from MEDLINE. In the end, the authors report about 97% of
specificity at 85% of sensitivity. On the other hand, Kang [273] take advantage of a graph-
based representation of UMLS to infer relations between drugs and adverse effects. Thus,
considering the concepts in a sentence, the method searches the graph database for possible
interactions considering a maximum number of hops. When evaluated in the ADE corpus,
and considering a maximum distance of 4 hops, it achieved 50.5% of F-measure, outperform-
ing a co-occurrence based approach by 34.4%. On the other hand, SemRep [274] is a general
relation mining approach that combines dependency parsing analysis with domain knowl-
edge (UMLS) to infer semantic prepositions, being more focused on extracting taxonomic
relationships.
2.4 Summary
This chapter presented a careful analysis of the several tasks related to biomedical in-
formation mining from scientific literature, namely concept recognition and relation mining.
Regarding concept recognition, relevant knowledge bases and corpora were presented, also
describing in detail the advantages and limitations of each technique, and exposing the de-
velopment details of rule, dictionary and ML-based approaches. A careful analysis of the
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various approaches to perform normalization and disambiguation of concept names was also
performed, namely ML and knowledge-based. Afterwards, we carefully analyzed the rele-
vant knowledge bases and corpora for relation mining targeting different tasks, and presented
various solutions that implement the most different techniques, namely co-occurrences, rule,
linguistic, ML and knowledge-based.
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Chapter 3
Gimli: machine learning-based
biomedical named entity
recognition
This chapter is based on:
• D. Campos, S. Matos, and J. L. Oliveira, “Gimli: open source and high-performance
biomedical name recognition.” BMC bioinformatics, vol. 14, p. 54, 2013
• D. Campos, S. Matos, and J. L. Oliveira, “Chemical name recognition with harmo-
nized feature-rich conditional random fields,” Fourth BioCreative Challenge Evalu-
ation Workshop, vol. 2, pp. 82–87, 2013
One major focus of TM research has been on Named Entity Recognition (NER), a crucial
initial step in information extraction, aimed at identifying chunks of text that refer to specific
entities of interest. Several NER systems have been developed for the biomedical domain,
using different approaches and techniques that can generally be categorized as being based
on rules, dictionary matching or Machine Learning (ML). In this study we follow an ML
approach, the goal being to train statistical models focused on recognizing specific entity
names, using a feature-based representation of the observed data. This presents various
advantages over other approaches, such as the recognition of new and short entity names.
Moreover, ML solutions have been shown to achieve the best results for this specific domain.
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3.1 Background
Various techniques for adapting and optimizing ML-based solutions for biomedical NER
have been proposed in recent years. Overall, these efforts contain the following sub-tasks:
pre-processing, feature extraction, modeling, and post-processing. In the initial step, the
input data is pre-processed to make it readable by computers and to simplify the recognition
process. This sub-task is one of the most important, since every single decision will affect
the entire system behavior. Tokenization is a mandatory step, in order to divide natural
language texts into discrete and meaningful units. There are several approaches to implement
it, depending on the input data and desired output. For instance, Tsuruoka et al. [55] keep
words that contain a dash as a single token, while Leaman and Gonzalez [165] create multiple
tokens for the same word.
In the feature extraction step, it is important to obtain features that reflect the different
characteristics of the sentences and tokens. At the token level, orthographic [165, 275–277] and
morphological [55, 161, 276] features are commonly used in order to extract token formation
patterns. It is also common to encode domain knowledge as features [63, 165] using external
resources, such as lexicons of gene and protein names. At the sentence level, linguistic [137,
165] and local context features [55, 275, 277, 278], such as windows and conjunctions of
features, are used to model the links between tokens.
The ultimate goal is to model the observed data using the features extracted in the previous
step, thus creating a probabilistic description of the data classes. This task is accomplished
using ML models, whose training can be classified as being supervised or semi-supervised,
depending on unannotated data being used or not. Supervised learning, which only uses
annotated data, has received most research interest in recent years. Consequently, different
supervised models have been used on biomedical NER systems, such as CRFs [137, 165, 275,
278], SVMs [63] and MEMMs [55, 277].
Finally, the post-processing stage aims to improve the recognition results, cleaning an-
notation errors or refining incomplete annotations. The most common methods consist of
removing annotations with unmatched parentheses [161, 278], adding the results of abbrevi-
ation resolution tools [63, 165], and extending names using a domain dictionary [278].
Although several open source solutions aimed at recognizing biomedical names have been
proposed in recent years, most present one or more of the following limitations:
• are focused on a specific corpus and/or biomedical domain;
• do not take advantage of state-of-the-art techniques;
• present performance results that are deprecated and/or not in accordance with similar
closed source solutions;
• are not configurable and/or easy to use;
• are not easily extensible to new features;
• are not easily scalable.
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In this chapter we present Gimli, a new open source solution for automatic recognition of
biomedical names. It extends and optimizes the most advanced state-of-the-art techniques in
a simple and easy-to-use tool. By default, Gimli already provides high-performance trained
models, supporting several known corpora formats. Moreover, it also allows easy and flexible
development of new solutions focused on different semantic types, as well as training new ML
models with different feature sets and characteristics.
3.2 Methods
This section presents a detailed description of the resources used and methods imple-
mented, following the workflow of ML-based NER solutions. Figure 3.1 illustrates Gimli’s
architecture, presenting the connections between the various steps.
Corpus
Mallet
GDep
Tokenisation
Lemmatisation
POS tagging
Chunking
Dependency parsing
Dictionary
Orthographic variants
Exact matching
BioThesaurus
Feature Extraction
Orthographic
Morphological
Local context
CRFs Model(s)
Post-processing
Parentheses
Abbreviations
!"#$%
!&'(
1
2
3
Annotate
Combine models
Add tags
BioLexicon
Annotated
Test
Figure 3.1: Overview of Gimli’s architecture, presenting the workflow of required steps, tools
and external resources.
3.2.1 Pre-processing
In recent years, various tokenization solutions have been developed for several domains
and languages. Gimli uses the tokenizer from GENIA Tagger [55] (included in GDep) which
was developed for biomedical documents and presents state-of-the-art results in this domain.
However, words containing the symbols “/”, “-” or “.” are not always split into multiple
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tokens. When working at the token level, this may create inconsistencies with the human
provided annotations, constraining the model learning process and the recognition of some
entity names. For instance, consider that “BRCA-1/2” is taken as one token and that in
the gold standard only “BRCA-1” is tagged as an entity name. In the model training phase,
the token “BRCA-1/2” as well as its local and contextual features will be considered as a
negative instance, which will directly affect the final model. Thus, we decided to make the
tokenizer behavior more consistent, by breaking words containing the symbols “/”, “-” or “.”
into multiple tokens.
To train ML models, each token in the training data must be identified as being part, or
not, of an entity name. We use the BIO encoding scheme, which is the de facto standard. In
this scheme, tokens are tagged as being at the beginning (tag “B”), inside (tag “I”) or outside
(tag “O”) of an entity name.
3.2.2 Features
Feature extraction is a crucial NER task, since the predictions will be performed based
on the information that they encode. Nadeau and Sekine [279] present a complete survey on
features used in general NER solutions. Gimli implements a rich set of features, including
orthographic, morphological, linguistic parsing, external resources and local context features.
We also propose improvements on various features, in order to optimize their behavior and
performance results.
The purpose of orthographic features is to capture knowledge about word formation. For
example, a word that starts with a capital letter could indicate the occurrence of an entity
name (e.g., in the protein name “MyoD”). Table 3.1 lists the formation patterns used by
Gimli to extract orthographic features from tokens.
Table 3.1: List of orthographic features organized by category.
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Morphological features, on the other hand, reflect common structures and/or sub-sequences
of characters among several entity names, thus identifying similarities between distinct to-
kens. To accomplish this goal, three distinct types of morphological features are considered:
suffixes and prefixes, char n-grams and word shape patterns. Particular prefixes and suffixes
could be used to distinguish entity names. For instance, suffixes such as “ase”, “ome” and
“gen” frequently occur in gene/protein names [163]. A char n-gram is a subsequence of n
characters from a given token. This feature type has an identical role to prefixes and suffixes,
however it also finds common sub-sequences of characters in the middle of tokens. Finally,
it is also important to extract the token’s structure. Collins [280] proposed a method to
generate a sequence of characters to reflect how letters and digits are organized in the token.
We extended this idea to support symbols too. Thus, three distinct types of word shapes are
used by Gimli:
• Word Shape Type I: replace sequence of digits by “*” (e.g., the structure of “Abc1234”
is expressed as “Abc*”);
• Word Shape Type II: replace each letter, digit and symbol by a morphological symbol
(e.g., the structure of “Abc:1234” is expressed as “Aaa#1111”).
• Word Shape Type III: replace each sequence of letters, digits and symbols by a mor-
phological symbol (e.g., the structure of “Abc:1234” is expressed as “a#1”).
The most basic internal feature is the token itself. However, in most cases, morphological
variants of words have similar semantic interpretations, which can be considered as equivalent.
For this reason, lemmatization is commonly used to group together all inflected forms of a
word, so that they can be taken as one unique feature. On the other hand, it is also possible
to associate each token with a particular grammatical category based on its definition and
context, a procedure called POS tagging. Moreover, we also use chunking, dividing the text
into syntactically correlated chunks of words (e.g., noun or verb phrases). The BIO encoding
format is used to properly indicate the beginning and end of each chunk. For instance,
considering two consecutive tokens that make part of a noun phrase chunk, the tag “B-NP”
is associated with the first token and the tag “I-NP” with the second one. In the end, each
tag is used as a feature of the respective token.
The previous features provide a local analysis of the sentence. To complement these with
information about relations between the tokens of a sentence, we use features derived from
dependency parsing. Namely, we follow a strategy similar to the one presented by Vlachos
[281], considering only those dependencies that could indicate the presence of an entity name.
Thus, we add as features of each token, the lemmas corresponding to each of the following:
verbs for which the token acts as subject; verbs for which the token acts as object; nouns for
which the token acts as modifier; and the modifiers of that token.
Gimli is further optimized by adding biomedical knowledge to its features. To provide this
knowledge, dictionaries of specific domain terms and entity names are matched in the text and
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the resulting tags are used as features. Thus, the tokens that make part of a matched term
contain a feature that reflect such information. For instance, if the term “BRCA” is matched,
the feature “LEXICON=PRGE” is added to the token. Two different types of dictionaries
are used in Gimli:
• Gene and protein names: BioThesaurus is the most complete and up-to-date lexical
resource for gene and protein names, containing almost 17 million unique names. Due
to its size, we decided to filter this lexicon considering only human genes and proteins,
obtaining almost 400 thousand unique names. In the end, this lexicon is used to indicate
the presence of curated gene and protein names. Since these names could be present
in text with small orthographic variations, the matching is performed according the
following variation rules, adapted from [123]:
– Replace white spaces per hyphens, and vice-versa;
– Remove white spaces and hyphens;
– Insert an hyphen on letter-digit sequences;
– Replace Roman by Arabic numbers, and Arabic numbers by Greek letters;
– Add the prefix “h” and the suffix “p” to acronyms
• Trigger words: specific domain terms may indicate the presence of biomedical names in
the surrounding tokens. Instead of using words from training data as proposed in [163],
we apply a more general solution, by matching the terms in BioLexicon. This lexical
resource contains more than two million relevant biomedical terms, including nouns,
verbs, adjectives and adverbs (e.g., “stimulate”, and “activation”).
Higher level relations between tokens and extracted features can be established through
windows or conjunctions of features, reflecting the local context of each token. The application
of windows consists of adding selected features from preceding and succeeding tokens as
features of each token. On the other hand, conjunction of features consists of creating new
features by grouping together features of the surrounding tokens. For instance, considering
the sentence “Pharmacologic aspects of neonatal hyperbilirubinemia.” and a {-1,1} range of
tokens, the following features are added to the token “neonatal”:
• Windows: the tokens “of” and “hyperbilirubinemia”;
• Conjunctions: the new conjunction feature “of@-1_&_hyperbilirubinemia@1”.
Our tests showed that the best results were obtained using conjunctions. However, Gimli
does not use all of the features to generate conjunctions, since this would become impractica-
ble, generating millions of new features. Tsai et al. [137] proposed the use of tokens from the
following windows to generate the conjunctions: {-3,-1}, {-2,-1}, {-1,0}, {-1,1} and {0,1}. To
improve the context knowledge, we propose a different approach, using lemmas and POS tags
instead of tokens, since lemma conjunctions better reflect the pairwise patterns of words, and
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the POS tags conjunctions provide grammar-based relations and patterns. Following the pre-
vious example, instead of the simple token-based conjunction feature, the token “neonatal”
now has two conjunction features: POS=IN@-1_&_POS=NN@1 and LEMMA=of@-1_-
&_LEMMA=hyperbilirubinemia@1. The benefits of these choices were confirmed through
various experiments.
3.2.3 Model
When ML techniques are applied to NER, an algorithm must build a feature-based statisti-
cal representation of target entity names from training data, in order to develop an appropriate
response to unseen data. Such methodologies are commonly categorized as being supervised
or semi-supervised. Semi-supervised solutions use both annotated and unannotated data,
in order to derive features of the entity names that are not present in the annotated data.
Specifically for this task, the usage of unannotated data could contribute to a better abstract
learning of the named entities. However, the application of such techniques is computation-
ally heavy and could be implemented as an extension to an equivalent supervised solution.
Thus, we decided to follow a supervised training approach, through the application of CRFs
[139], which were previously described in detail in Section 2.2.2.
The most recent results on biomedical NER clearly indicate that better performance
results can be achieved by combining several systems with different characteristics. As an
example, the top five systems of the BioCreative II gene mention challenge [90], used ensembles
of NER systems, combining distinct models or combining models with dictionary and/or
rule-based systems. Additionally, the application of machine learning-based harmonization
solutions have been shown to deliver high improvements in terms of performance results [30].
We propose a new and simple combination strategy based on confidence scores. To achieve
this, each model provides a confidence value for the annotations predicted for a given sentence.
If the models that produced the overlapping annotations predict the same entity class, we
follow a straightforward strategy, selecting the annotations from the model that has the
highest confidence score and rejecting the predictions of other model(s). On the other hand,
if we need to combine annotations of models that predict different entity classes (e.g., as in the
JNLPBA corpus), this strategy is extended in order to allow distinct entity types in the same
sentence. Thus, instead of selecting a single model to provide the predictions for the entire
sentence, this choice is made for each annotation in the sentence. When two or more models
provide different annotations for the same chunk of text, we select the annotation given by
the model with the highest confidence score. If only one model provides an annotation for a
chunk of text, that annotation is accepted.
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3.2.4 Post-processing
In order to solve some errors generated by the CRF model, Gimli integrates a post-
processing module that implements parentheses correction and abbreviation resolution. To
perform parentheses correction, the number of parentheses (round, square and curly) on each
annotation is verified and the annotation is removed if this is an odd number, since it clearly
indicates a mistake by the ML model. We also tried to correct the annotations by removing
or adding tokens up to the next or previous parenthesis. However, this solution provided
worse results than simply removing the annotations.
Regarding abbreviation resolution, we adapt a simple but effective abbreviation definition
recognizer [112], which is based on a set of pattern-matching rules to identify abbreviations
and their full forms. Such patterns consider some constraints, namely: a) the first character
of the acronym has to be the first character of the first word in the corresponding long form;
b) the long form should be longer than the corresponding acronym; and c) the long form
should not contain the candidate acronym. In the end, we are able to extract both short and
long forms of each abbreviation in text. Thus, if one of the forms is annotated as an entity
name, the other one is added as a new annotation. Additionally, if one of the forms is not
completely annotated, Gimli expands the annotation boundaries using the result from the
abbreviation extraction tool.
3.3 Results
To analyze the impact of various techniques and compare the final results with other
existing solutions, we use common evaluation metrics: Precision (i.e., positive predictive
value) the ability of a system to present only relevant items; Recall (i.e., sensitivity) the ability
of a system to present all relevant items; and F-measure, the harmonic mean of precision and
recall.
3.3.1 Corpora
There are several publicly available corpora that can be used for training and evaluation
of NER systems. To allow direct comparison with other tools, we selected two of the most
commonly used corpora: GENETAG and JNLPBA. GENETAG [92] is composed of 20000
sentences extracted from MEDLINE abstracts, not being focused on any specific domain.
It contains mentions of proteins, DNAs and RNAs (grouped in only one semantic type),
annotated by experts in biochemistry, genetics and molecular biology. This corpus was used
in the BioCreative II challenge [90], providing 15000 sentences for training and 5000 sentences
for testing. On the other hand, the JNLPBA corpus [91] contains 2404 abstracts extracted
from MEDLINE using the MeSH terms “human”, “bloodcell” and “transcription factor”. The
manual annotation of these abstracts was based on five classes of the GENIA ontology [195],
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namely protein, DNA, RNA, cell line, and cell type. This corpus was used in the Bio-Entity
Recognition Task in BioNLP/NLPBA 2004 [91], providing 2000 abstracts for training and
the remaining 404 abstracts for testing.
Since GENETAG is not focused on any specific biomedical domain, its annotations are
more heterogeneous than those of JNLPBA. A brief analysis, considering protein, DNA and
RNA classes, shows that GENETAG contains almost 65% of unique entity names, as opposed
to the 36% found in JNLPBA.
3.3.2 Preliminary experiments
During the development of Gimli, various optimizations and decisions had to be performed
to achieve the best possible results. In order to run such experiments, we randomly split
the training part of each corpus into training and development sets, using 80% of the data
for training and the remaining 20% for development testing. Accordingly, from the 15000
sentences of the training part of GENETAG, 12000 sentences were used for training and
3000 sentences for development testing. Regarding JNLPBA, considering the 2000 training
abstracts, we used 1600 abstracts for training and the remaining 400 abstracts for development
testing. Most experiments on the development stage, namely tokenization and feature set
optimization, were performed using first-order CRF models with forward (left to right) text
parsing.
Tokenization
To evaluate the impact of the tokenization changes introduced in Gimli, we compared the
results achieved against the use of the original tokenization. This analysis only applies to
the GENETAG corpus, since JNLPBA is provided as tokenized text. Using the development
set, an improvement of 8.28% in F-measure was achieved when applying a model trained on
tokens provided by our proposed tokenization as compared to using the original version of
GENIA Tagger. When applied to the final test set, and considering the alternative annotations
provided, the improvement in F-measure was 2.53%. Such results clearly show the positive
contribution of our tokenization approach on Gimli.
Feature set
Each feature encodes specific characteristics of target annotations, providing a different
contribution in the learning process. In order to evaluate their impact in the recognition
performance, we initially grouped features that encode similar information into logical sub-
classes for each feature type, as shown in Table 3.2. We then followed a backward elimination
approach to find the best feature set for each entity type, by removing each sub-class from the
complete feature set and analyzing its impact in the results. Although small improvements or
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drops may not be significant regarding performance improvements, they indicate that adding
or removing a specific feature may have an impact on the final performance results, which is
relevant when considering the inclusion (or not) of that feature. When such cases occurred,
we decided to keep the feature when a small improvement occurred and remove it when a
small drop was present. In the end, the features that presented a negative impact when
removed from the initial set were included in the final feature set, as indicated in Table 3.2.
For instance, our trigger words approach provided a slight positive impact in the recognition
of gene and protein names in GENETAG, resulting in an F-measure improvement of 0.11%.
However, a negative impact was observed on JNLPBA, with a 0.39% decrease of F-measure.
We believe that the obtained results are a consequence of the corpus specificity, since BioLex-
icon terms may point to the presence of entity names that were not considered in the specific
corpus and/or entity type.
Table 3.2: Feature set applied to each corpus and entity type. Features marked with an “X”
are used in the final feature set for that entity type.
GENETAG
Protein Protein DNA RNA Cell.Type Cell.Line
Base Token X X X
Capitalization X X X X X
Counting X X X X X
Symbols X X X X X
Lemma X X X X X X
POS X X X X X
Chunk X X X X X
Dependency.Parsing X X X X X X
Char.nAgrams X X X
Suffix X X X X X X
Prefix X X X X X X
Word.Shape X X X X X X
Gene/Protein X X
Trigger.Words X
Local.Context Conjunctions X X X X X X
Orthographic
Linguistic
Morphological
Lexicons
JNLPBA
The final feature sets seem to reflect the complexity and heterogeneity associated with
each entity type and corpus, and may help experts to better understand the linguistic char-
acteristics of each entity type on each corpus. For instance, the absence of the original tokens
for protein, cell line and cell type on JNLPBA may indicate less heterogeneity, as the use of
lemmatization appears to better reflect and generalize the target names. Overall, the feature
set required by GENETAG is more complex than the ones used on JNLPBA, discarding the
original tokens and some orthographic and morphological features. This is consistent with
the idea that the entity names present on GENETAG are more heterogeneous than those
present on JNLPBA, as suggested before.
Local context
Local context, as encoded in windows or conjunctions of features, has a great impact
in recognition performance. We therefore analyzed in detail the impact of using these two
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alternatives, considering basic and improved solutions. Thus, four different configurations
were considered in our analysis:
• Token conjunctions: form conjunctions as the concatenation of tokens taken from the
following windows {-3,-1}, {-2,-1}, {-1,0}, {-1,1} and {0,1};
• Optimized conjunctions: the same windows as the previous configuration but using
lemmas and POS tags for the conjunctions, instead of tokens;
• Windows tokens: use each token from the window {-2,2};
• Windows optimized: use lemmas, lexicon matching, biomedical concepts matching and
tokens in the window {-3,3}, and all the features in the window {-1,1}.
Table 3.3 presents the performance (F-measure) achieved with the four approaches. Re-
sults are shown for CRF models of order 1 and 2 with forward and backward parsing direc-
tions, as explained in the next section. Optimized conjunctions present the best results on
both corpora, considerably outperforming conjunctions with tokens. Conjunctions of features
seem to perform better than windows for this task, as indicated by the fact that using sim-
ple token conjunctions provided better results than even the optimized windows of features.
Interestingly, while the optimized windows present better results than windows with tokens
on GENETAG, in the case of JNLPBA using just the tokens provides better results for the
models trained with backward parsing direction. Overall, optimized conjunctions present the
most constant behavior, presenting the best results and less deviation. On the other hand,
using tokens resulted in higher deviation on both approaches.
This analysis indicates that choosing the right method to encode local context is fun-
damental, since a wrong decision may deliver considerably worse results. As we can see,
the average F-measure differences between the best and worst solutions on GENETAG and
JNLPBA are of 2.13% and 1.73%, respectively.
Table 3.3: Comparison of F-measure results achieved by token-based and optimized windows
and conjunctions in the development sets of both corpora, considering exact matching eval-
uation, different model orders and text parsing directions. Results for the JNLPBA corpus
indicate the overall performance, i.e. across entity types. FW: Forward, and BW:Backward.
FW BW FW BW FW BW FW BW
Optimized 77.46% 76.79% 77.83% 78.53% 76.09% 76.42% 76.45% 76.72%
Tokens 12.64% 11.36% 10.82% 10.53% 10.89% 10.05% 11.16% 10.34%
Optimized 12.11% 11.63% 11.04% 11.85% 10.58% 12.15% 11.93% 12.27%
Tokens 13.20% 12.46% 11.47% 11.42% 11.30% 10.92% 12.38% 11.47%
FW BW FW BW FW BW FW BW
Optimized 77.46% 76.80% 77.83% 78.53% 77.65%  0.73% 75.75% 76.29% 75.38% 76.06% 75.87%  0.39% 75.75% 76.29% 75.38% 76.06% 75.87% 0.39%
Tokens 12.64% 11.37% 10.82% 10.53% 76.32%  1.45% 10.89% 10.05% 11.16% 10.34% 75.26%  0.90% 74.86% 76.24% 74.22% 75.72% 75.26% 0.90%
Optimized 12.11% 11.64% 11.04% 11.85% 75.99%  0.86% 10.58% 12.15% 11.93% 12.27% 74.14%  0.74% 75.17% 74.14% 73.45% 73.79% 74.14% 0.74%
Tokens 13.20% 12.47% 11.47% 11.42% 75.52%  1.44% 11.30% 10.92% 12.38% 11.47% 74.35%  0.99% 74.45% 75.37% 73.00% 74.59% 74.35% 0.99%
Windows
Conjunctions
Windows
JNLPBA
OrderD1 OrderD2OrderD1 OrderD2
GENETAG JNLPBA
GENETAG
OrderD1 OrderD2 OrderD1 OrderD2
Conjunctions
3.3.3 Model combination analysis
The usual direction to parse a text is from left to right (forward). However, previous
studies [136, 278] have shown that parsing the text from right to left (backward) may provide
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better results, which has been shown to be a consequence of the asymmetric implementation
of CRF models in MALLET [136]. Additionally, we believe that using CRFs with different
orders will extract different context based characteristics from text. Thus, we decided to train
first and second order CRF models, considering both forward and backward text parsing.
Initial evaluation results on GENETAG and JNLPBA are presented in Table 3.4, using
the previously selected feature set (Table 3.2). As we can see, the application of different
CRF orders and parsing directions provides significant performance differences. For instance,
considering RNA on JNLPBA, the difference between different parsing directions is above
3% of F-measure, and the difference between different CRF orders is approximately 2% of
F-measure. Overall, backward models presented the best results, which confirms the benefit
of using backward text parsing. Moreover, due to the names’ heterogeneity existent in both
corpora, different model orders are required. On GENETAG, the best results are achieved
using second order models. On the other hand, the best results for protein and cell type on
JNLPBA were achieved using first order models.
Table 3.4: Preliminary F-measure results on development sets.
Order%1 Order%2
FW 77.46% 77.83%
BW 76.80% 78.53%
Order%1 Order%2
FW 80.10% 79.44%
BW 80.33% 79.82%
FW 68.19% 68.19%
BW 69.18% 70.25%
FW 75.35% 77.27%
BW 75.92% 73.71%
FW 71.45% 71.28%
BW 73.02% 72.47%
FW 67.81% 68.10%
BW 67.77% 67.62%
Cell%Type
Cell%Line
JNLPBA
GENETAG
Protein
Protein
DNA
RNA
To combine the various models for each class on each corpus, we performed a sequential
analysis of the combination results. Thus, we first combined the two best models for each
class and, if the performance was better than the best model alone, we kept adding models to
the two best, in order to find the best set. If the combination result of the two best models
was not better than the best model, we tried combining the best model with others, until a
better combination was obtained. If the combination did not improve the results, only the
model with the best result was used. Table 3.5 presents the results of our analysis. Even
with the simple combination approach used by Gimli, the harmonization strategy improved
the best model results, with an average improvement of 0.5% of F-measure. Overall, the best
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combination results were achieved by combining the two best performing models. Moreover,
models with low performance results also contributed to a better model combination, by
providing heterogeneity that is not present in other models. For instance, on cell line the best
model combination was achieved by including the worst performing model.
Table 3.5: Combination results on development sets.
FW BW FW BW F1
X 78.53%
X X 79.00%
X X X 78.81%
X X X 78.82%
X X X X 78.87%
FW BW FW BW F1
X 80.33%
X X 80.80%
X X X 80.81%
X X X 80.61%
X X 80.34%
X 70.25%
X X 70.38%
X X X 69.86%
X X X 70.32%
X 77.27%
X X 76.49%
X X 77.62%
X X X 77.18%
X X X 76.84%
X 73.02%
X X 73.19%
X X X 72.85%
X X X 72.49%
X 68.10%
X X 68.73%
X X X 68.39%
X X X 69.48%
X X X X 68.96%
Cell4type
Cell4line
GENETAG
JNLPBA
Protein
DNA
RNA
Order:1 Order:2
Order:1 Order:2
Protein
Table 3.6 presents the final results achieved on both corpora, considering the final and
unseen test data of both corpora. Note that the evaluation strategies of the two challenges
are slightly different. On JNLPBA only full matches are considered correct, requiring both
left and right boundaries to match exactly. On the other hand, GENETAG evaluation al-
lows minor mistakes, based on alternative names that were previously accepted by human
annotators during the preparation of the corpus.
3.3.4 Feature contributions
In order to evaluate the overall contribution of some high-end features implemented by
Gimli, we performed an analysis on both corpora, considering the removal of such features
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Table 3.6: Final Precision (P), Recall (R) and F-measure (F1) results achieved by Gimli on
test data of both corpora.
P
R
F1
Protein DNA RNA Cell0Type Cell0Line Overall
P 71.53% 74.56% 68.42% 80.44% 61.54% 72.85%
R 78.11% 64.68% 66.10% 62.73% 56.00% 71.62%
F1 74.68% 69.27% 67.24% 70.49% 58.64% 72.23%
87.17%
JNLPBA
GENETAG
Protein
90.22%
84.32%
from the best feature set for each entity type. Table 3.7 presents the observed differences, re-
flecting the features’ contribution. Overall, removing conjunctions caused the highest negative
impact, considerably reducing the performance results. Dependency parsing also contributed
positively to the final results, namely on DNA and cell line. On the other hand, removing
dependency parsing features improved the results for the RNA entity type. However, this is a
consequence of the algorithm to combine the models of different entity types. When evaluated
alone, RNA recognition presents an F-measure of 68.97%. Removing dependency parsing fea-
tures, this value drops slightly to 68.91%, reflecting the positive contribution of such features.
As expected, lexicons also provide a positive contribution, increasing the models’ precision.
Post-processing, on the other hand, introduces just a small positive contribution. For in-
stance, on RNA, the absence of post-processing methods does not affect the performance in
any way.
Table 3.7: F-measure contribution of key features on GENETAG and JNLPBA considering
all semantic types.
GENETAG
Protein Protein DNA RNA Cell1type Cell1line
Best1performance 87.17% 74.68% 69.27% 67.24% 70.49% 58.64%
+++++,External+resources ,0.28% ,0.42% , , , ,
+++++,Dependency+parsing ,0.07% ,0.27% ,1.18% 0.28% ,0.23% ,0.63%
+++++,Conjunctions ,1.16% ,2.05% ,3.34% ,0.57% ,1.11% ,0.94%
+++++,Post,processing ,0.12% ,0.06% ,0.07% 0.00% ,0.04% ,0.12%
JNLPBA
With1entity1combination
3.3.5 Performance analysis
To evaluate Gimli and understand its behavior in comparison with existing solutions, we
collected the best open and closed source systems for biomedical named entity recognition.
Table 3.8 presents a summary description of the systems’ characteristics, comparing them
against Gimli. Overall, we collected a total of 12 systems, where seven are open source and
five closed source. Our study of these systems allowed to identify some current trends of
biomedical NER systems:
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• The most used ML model is CRF (6 systems);
• Almost all the discriminative ML models use orthographic, morphological and basic-
linguistic (POS tags and lemmas) features;
• Only 3 systems use model combination, all of which are closed source;
• Only 5 systems use post-processing techniques, where 4 are closed source.
• 8 systems provide results on GENETAG and 6 on JNLPBA;
• Only 3 systems provide results on both corpora, where 2 are open source;
Based on these facts, we can argue that closed source solutions are commonly developed
for a specific corpus, being focused on only one specific goal. However, those solutions present
the most advanced techniques. On the contrary, open source solutions do not always take
advantage of high-end techniques.
Figures 3.2 and 3.3 present the results obtained on GENETAG and JNLPBA corpus
respectively, comparing Gimli against open and closed source systems. On the GENETAG
corpus, Gimli outperforms all the open source solutions, achieving an F-measure of 87.17%.
It presents an improvement of 0.74% over the second best system, BANNER. In comparison
with NERSuite1, Gimli presents an improvement of 1.72%. Overall, it presents the best results
both on precision and recall. Considering closed source solutions, Gimli presents the third
best result, with a similar performance as the winner of the BioCreative II Gene Mention
challenge [90] (IBM Watson), which uses semi-supervised ML and forward and backward
model combination. Overall, AIIAGMT [278] presents the best result on this corpus (with
88.30% of F-measure). However, the presented solution was prepared specifically for this
corpus, applying a complex combination strategy that requires eight different CRF models
using two different CRF frameworks.
System P R F1
AIIAGMT0[10] 88.95% 87.65% 88.30%
IBM0Watson0[7] 88.48% 85.97% 87.21%
Gimli 90.22% 84.82% 87.17%
BANNER0[2] 88.66% 84.32% 86.43%
NERSuite0[6] 88.81% 82.34% 85.45%
Lingpipe0[26] 72.95% 88.49% 79.97%
NERBio0[9] 92.67% 68.91% 79.05%
CBRKTagger0[25] 76.01% 64.11% 69.56%
ABNER0[3] 86.93% 51.49% 64.68%
Gimli!
P! 90.22%!
R! 84.82%!
F1!
AIIAGMT [278]!
88.95%!
87.65%!
88.30%!
IBM Watson [161]!
88.48%
85.97%
87.21%! 87.17%!
BANNER [165]!
88.66%!
84.32%!
86.43%!
NERSuite!
88.81%!
82.34%!
85.45%!
Lingpipe [283]!
72.95%!
88.49%!
79.97%!
NERBio [137]!
92.67%!
68.91%!
79.05%!
CBR-Tagger [282]!
76.01%
64.11%
69.56%!
ABNER [275]!
86.93%!
51.49%!
64.68%!
50%!
55%!
60%!
65%!
70%!
75%!
80%!
85%!
90%!
95%!
Figure 3.2: Comparison of the Precision (P), Recall (R) and F-measure (F1) results achieved
by Gimli on GENETAG corpus, comparing with both open and closed source solutions.
Results of closed source solutions are shown with a shaded background.
1http://nersuite.nlplab.org
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Table 3.8: Summary of the open and closed source systems’ characteristics, presenting the
used programming languages, features, models and post-processing techniques. CBR-Tagger
[282] and Lingpipe [283] were also included in this analysis.
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Protein DNA RNA Cell.Type Cell.Line Overall
NERBio.[9] 75.12% 70.00% 72.65% 72.77% 57.39% 72.98%
Zho04.[19] 73.77% 69.83% 64.10% 75.13% 59.23% 72.55%
Gimli 74.68% 69.27% 67.24% 70.49% 58.64% 72.23%
GENIA.Tagger.[1] 72.79% 66.20% 64.29% 74.31% 57.81% 71.37%
NERSuite.[6] 72.74% 68.58% 67.23% 72.11% 56.11% 71.07%
ABNER.[3] 72.60% 65.10% 61.60% 72.00% 56.00% 70.50%
Fin04.[5] 72.67% 67.86% 68.83% 69.06% 52.40% 70.06%
POSBioTM.[4] 69.07% 60.08% 64.07% 64.48% 57.33% 66.28%
.
1!
Gimli!
Protein! 74.68%!
DNA! 69.27%!
RNA! 67.24%!
Cell Type! 70.49%!
Cell Line! 58.64%!
Overall!
NERBio [137]!
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70.00%!
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57.39%!
72.98%!
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73.77%!
69.83%!
64.10%!
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59.23%!
72.55%! 72.23%!
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Figure 3.3: Comparison of the F-measure results achieved by Gimli on JNLPBA corpus,
comparing with both open and closed source solutions. The overall result reflects the achieved
performance considering the five entity types. Results of closed source solutions are shown
with a shaded background.
Considering the JNLPBA corpus, Gimli outperforms all the open source solutions, achiev-
ing an overall F-measure of 72.23%. It presents an F-measure improvement of 0.86% in
comparison with the second best system, GENIA Tagger. Compared to the best java-based
solution (ABNER), Gimli presents an improvement of 1.73% of F-measure. It considerably
outperforms open source systems in recognition of protein, DNA, RNA and cell line names.
However, it is outperformed in the recognition of cell types.
Considering closed source solutions, Gimli presents the third best result, with similar
results as the winner of the NLPBA Shared Task [91] (Zho04). When compared with the
second best participant of this challenge (Fin04), Gimli presents an overall improvement of
2.17% of F-measure. NERBio, the best system on this corpus, implements a rule-based
post-processing method that was prepared specifically for this corpus. Moreover, NERBio
presents a very low performance result (79.05% of F-measure) on GENETAG, which could
indicate some limitations in adapting this solution to different corpora.
Considering a non-blind model combination strategy, as taken by Hsu et al. [278], Gimli
presents slightly better results, achieving an F-measure of 87.36% on GENETAG and 72.69%
on JNLPBA. Such results outperform all the systems that participated on both challenges.
Overall, Gimli significantly outperforms all the existent open source solutions on both
GENETAG and JNLPBA, by simply adapting the feature set used for each corpora and
entity type. Moreover, it also presents competitive results when compared with similar closed
source solutions for both corpora.
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3.3.6 Chemical name recognition
Beyond the versatility already showed by Gimli by presenting high-performance results in
the recognition of different concept types from different corpora, we decided to further test
Gimli by participating in the BioCreative IV CHEMDNER task.
There is an increasing research interest in facilitating the access to information regarding
chemical compounds and drugs described in text repositories [284]. Chemical and drug con-
cepts are among the most frequently searched concepts in MEDLINE, a direct consequence
of their important impact on chemistry, biology and medicine. However, there are various
challenges that hinder the wider development of such solutions, such as the lack of suitable
training and evaluation data, the difficulty in defining annotation guidelines of what actually
constitutes a chemical compound or drug, and the heterogeneity in terms of scope and used
textual data sources [104]. The BioCreative IV CHEMDNER task [104] was organized to ad-
dress these issues, promoting the development of solutions to perform automatic recognition
of mentions of chemical compounds and drugs on scientific documents, which is a challenging
and complex task. Two different sub-tasks were defined:
• Chemical Entity Mention recognition (CEM): to provide, for a given document, the
start and end indices corresponding to all mentioned chemical entities;
• Chemical Document Indexing (CDI): to provide, for a given document, a ranked list of
mentioned chemical entities.
In order to participate in both sub-tasks, we took advantage of Gimli to deliver a machine
learning-based solution using the provided manually annotated corpus2, which is divided in
three sets: train, development and test. The train set contains 3500 abstracts annotated with
29478 chemical annotations, and the development set contains 3500 abstracts with 29526
chemical annotations. Annotations are provided in seven classes: systematic, identifiers,
formula, trivial abbreviation, family and multiple. However, we grouped all classes into a
single “master” class. Finally, the test set contains 3000 abstracts.
Corpus pre-processing was performed applying the tools already integrated in Gimli.
Thus, tokenization, lemmatization, POS tagging and chunking were performed using the
custom version of GDep [28, 58]. Since documents were provided as abstracts, a tool to per-
form sentence splitting was required. Thus, we used Lingpipe3 through a model trained on
biomedical corpora.
Following the incremental strategy previously applied for feature selection, we collected
the features with positive impact using the development set of the provided corpus. Table
3.9 presents the feature set used for the recognition of chemical names. In order to provide
knowledge focused on chemical names recognition, we changed the used domain lexicons.
2http://www.biocreative.org/tasks/biocreative-iv/chemdner
3http://alias-i.com/lingpipe
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Thus, dictionary matching was performed against a combined dictionary with terms from
Jochem [120], ChEBI [83] and CTD [285]. As we can see, only capitalisation and dependency
parsing features provided a negative impact, which reflects the heterogeneity and linguistic
complexity of chemical names.
Table 3.9: Feature set applied in the recognition of chemical names. Features marked with
an “X” were used in the final feature set.
Chemicals
Base Token X
Capitalization
Counting X
Symbols X
Lemma X
POS X
Chunk X
Dependency;parsing
Char;n=grams X
Suffix X
Prefix X
Word;shape X
Lexicons Chemicals X
Local0Context Conjunctions X
Orthographic
Linguistic
Morphological
In order to obtain models with heterogeneous characteristics and achieve improved results
through combination, we considered CRF models with orders from 1 to 4. Since no significant
performance variations were observed in the development set on models with orders 2, 3 and
4, and since training times are considerably lengthy in higher order models, we decided to use
only models with orders 1 and 2. Annotations provided by such heterogeneous CRF models
were improved by applying parentheses correction and abbreviation resolution post-processing
modules, which also delivered improved performance results in chemical names recognition.
Combining annotations from heterogenous models follows the same algorithm previously
applied to combine annotations from different concept types. Thus, the harmonization algo-
rithm considers the confidence scores provided by each CRF model and selects the overlapping
annotations with the highest scores. If an annotation does not intersect with others, it is added
to the final list of annotations.
Since the CHEMDNER task required a confidence score for each predicted annotation, we
developed a simple ranking algorithm. It is based on confidence scores provided by the CRF
models, which is a value between 0 and 1 that reflects the certainty of the model generating
each annotation. In that way, raking simply orders the annotations in descending order of
scores. In the case of the CDI task, an additional filtering step was applied to remove repeated
annotations with the same case-insensitive text. In the end, a list of unique text annotations
is obtained.
Table 3.10 presents the final performance results achieved in the test set of the CEM
and CDI sub-tasks. Our solution achieved high performance results on both entity mention
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recognition and indexing, with 86.08% and 84.31% of F-measure, respectively. Comparing
with the other 26 teams that participated in this challenge [104], our solution ranked in the
6th and 7th places in CEM and CDI, respectively. Considering ranking with statistically
significant differences, we ranked at 4th and 5th in CEM and CDI, respectively. Moreover,
the F-measure difference between our solution and the best performing solution in CEM is of
just 1.31%.
Table 3.10: Precision, Recall and F-measure results achieved in the test set of CEM and CDI
sub-tasks of the BioCreative IV CHEMDNER task.
Precision Recall F-measure
CEM 86.50% 85.66% 86.08%
CDI 86.35% 82.37% 84.31%
The achieved performance results show that Gimli can be easily adapted for the recognition
of heterogenous biomedical concepts, delivering state-of-the-art results. Nonetheless, further
improvements may be developed to deliver even better results, using more and better domain
knowledge, applying techniques for better context definition, and by taking advantage of an
improved raking strategy.
3.3.7 Speed analysis
The various experiments to check training and tagging speed were performed in a ma-
chine with 8 processing cores @ 2.67 GHz and 16GB of Random Access Memory (RAM).
The training speed varies with the corpus size, feature set complexity and model order. Con-
sidering the training parts of both corpora and the final feature set, a second-order CRF
model takes on average one hour to be trained. On the other hand, a first-order CRF model
requires on average 30 minutes. In order to check the tagging speed of Gimli, we developed a
simple algorithm to annotate MEDLINE abstracts using multi-threading processing. This so-
lution includes input Extensible Markup Language (XML) parsing, sentence splitting, Gimli
integration and output generation in XML. It uses a single second-order CRF model, but
model combination can be easily integrated with reduced speed impact, taking advantage
of multi-threaded processing. During this analysis, we considered various configurations of
Gimli, enabling and disabling the most resource expensive techniques. Thus, if users prioritize
annotation speed over high performance results, windows can be used instead of conjunctions
and dependency parsing can be removed from the workflow. Moreover, in order to use the
available resources as much as possible, the number of running threads must be inversely
proportional to the complexity of the used techniques, since complex techniques require more
processing resources. The following results were obtained:
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• Conjunctions with dependency parsing: 4 threads, 20 sentences/second;
• Conjunctions without dependency parsing: 6 threads, 86 sentences/second;
• Windows without dependency parsing: 8 threads, 232 sentences/second.
3.4 Discussion
Gimli is an off-the-shelf solution that can be used through two different endpoints, thinking
on users with different goals and expertise:
• CLI: automatic scripts with easy access to main functionalities, allowing the annotation
of documents using provided models, and training new models focused on different entity
types, using a configuration file to customize the feature set and model parameters;
• Application Programming Interface (API): provides complete access to implemented
features and associated infrastructure, allowing the easy integration of Gimli in complex
text mining workflows, by using, extending and/or adapting the provided functionalities.
Overall, we believe that Gimli provides various characteristics that make it a state-of-the-
art solution for biomedical NER:
• High-end techniques: Gimli applies various state-of-the-art techniques and proposes
optimizations on various methods, presenting innovative and high-performance alterna-
tives. Moreover, it integrates various solutions that are only present on closed source
solutions, such as dependency parsing, chunking and model combination;
• Flexible: Gimli was built thinking on flexibility, founded on a strong infrastructure that
allows adding new features and extending or changing existing ones. Moreover, Gimli
offers the only CLI that allows feature set and model parameters definition;
• Scalable: the internal infrastructure is ready to scale, supporting the development of
more complex solutions. Moreover, Gimli is ready to be used on multi-threaded appli-
cations, in order to process millions of documents;
• Documentation: we provide complete and detailed documentation of Gimli, in order
to use both CLI and API. Together with the associated simplicity and self-explanatory
code, we believe that Gimli is easy to use, change and extend.
Developers and researchers of the biomedical domain, especially text mining experts, can
take advantage of the presented characteristics to develop their own NER and/or post-NER
applications. Gimli reduces the required effort to develop innovative NER solutions, increasing
the users’ time to focus on their main goals. Thus, it can be used to support the development
of various multi-disciplinary solutions: a) NER using different corpora and target entity
names, such as disorders and chemicals; b) normalization; c) relation extraction, such as
protein-protein interactions; and d) information retrieval.
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3.5 Summary
This chapter presented Gimli (http://bioinformatics.ua.pt/gimli), a new open source
and high-performance solution for biomedical named entity recognition on scientific docu-
ments, supporting the automatic recognition of gene/protein, DNA, RNA, cell line and cell
type names. Gimli implements a machine learning-based solution, taking advantage of CRFs.
Moreover, it supports a rich set of features, including orthographic, morphological, linguistic-
based and also domain knowledge features, through the implementation of a lexicon matching
technique. Additionally, Gimli implements advanced conjunctions of features, creating new
features based on windows of lemmas and part-of-speech tags. Feature selection per concept
type was performed by taking advantage of an incremental approach, analyzing the contribu-
tion of each feature type. In order to correct mistakes generated by the CRF models, Gimli
also integrates a post-processing module, implementing parentheses correction and abbrevia-
tion resolution, aimed at extending incompletely tagged names. Finally, Gimli also supports
the combination of several forward and backward models to achieve the best results.
In order to evaluate Gimli and compare it against existing systems, we used two well-known
corpora: GENETAG and JNLPBA. In the end, it achieved F-measure results of 87.17% and
72.23% on each corpora, respectively. These results were compared to the systems that
participated in the challenges where the corpora were used, BioCreative II Gene Mention and
NLPBA Shared Task. Gimli outperforms all existing open source solutions on both corpora,
presenting significant improvements both in results and techniques used.
Finally, Gimli was also applied in the recognition of chemical compound and drug names,
as a participation in the BioCreative IV CHEMDNER task. With slight changes to adapt
it to the chemical domain, Gimli delivered high performance results achieving 86.08% and
84.31% of F-measure in mention recognition and indexing, respectively. Such results show
that Gimli is easily adapted to different concept recognition tasks delivering state-of-the-art
results.
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Chapter 4
Totum: biomedical named entity
harmonization
This chapter is based on:
• D. Campos, S. Matos, I. Lewin, J. L. Oliveira, and D. Rebholz-Schuhmann, “Harmo-
nization of gene/protein annotations: towards a gold standard MEDLINE.” Bioin-
formatics (Oxford, England), vol. 28, no. 9, pp. 1253–1261, May 2012
In Chapter 2, different approaches for NER were introduced, which can be categorized
as being based on rules, dictionaries or machine learning. However, the most recent results
clearly indicate that better performance can be achieved by using an ensemble of NER sys-
tems. As an example, the top five systems of the BioCreative II gene mention challenge used
ensembles of NER solutions [90]. In these systems, each approach identifies entity mentions
with different characteristics and based on different knowledge. Moreover, most of the NER
solutions are trained and evaluated in only one corpus, which is usually focused in a specific
biomedical domain and provides specific gene/protein names and contexts. As a consequence,
when the system is applied to a corpus from a different domain, the global performance drops
significantly. Although this occurs with machine learning approaches, it may also affect
dictionary-based solutions, depending on the specificity of the used lexical resource. This is
not only a consequence of the different domains, but also a result of the different annotation
guidelines and their interpretation by human annotators. For instance, Colosimo et al. [286]
presented a study with five thousand abstracts, obtaining an inter-annotators agreement of
87% for Fly, 91% for Yeast and 69% for Mouse in gene and protein names annotation.
In summary, various sources of variability can be identified in human annotated corpora:
specific biomedical domain or sub-domain of the documents; annotation guidelines; and hu-
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man annotators. Moreover, the different characteristics of NER systems introduce another
source of variability for the harmonization task. As a result, considering the different un-
derlying biological domains and the diversity of annotation types, combining gene/protein
annotations from various systems is not a straightforward task. The harmonization method
could take advantage of this variability, benefiting from the distinct background knowledge
encoded by each system on each corpus, in order to obtain a more general solution, able to
cope with the diversity of data found on a large-scale text repository such as MEDLINE.
This chapter presents Totum, an harmonization solution that addresses the problems of
heterogeneous annotations. Section 4.1 presents the background of this work, and existent
solutions for the combination problem. In Section 4.2 we present the proposed approach, and
in Section 4.3 a comparison with state-of-the-art solutions, discussing the advantages and
limitations.
4.1 Background
Nowadays, the annotation of biomedical documents is mainly performed manually by
domain experts. Consequently, only small sets of documents have been manually annotated
and made publicly available. The CALBC (Collaborative Annotation of a Large Biomedical
Corpus) project intended to minimize this problem, providing a large-scale biomedical text
corpus automatically annotated through the harmonization of several NER systems. This
large corpus contains annotations of several biological semantic groups, such as diseases,
species, chemicals and genes/proteins [108].
The CALBC corpus is focused in the immunology biomedical sub-domain, and is composed
of abstracts collected from MEDLINE using the query “immunol*”. To generate the first
version of this corpus, four different NER and normalization systems were used:
• System 1: implements a dictionary-based approach that takes morphological variability
into consideration. It uses several publicly available resources, such as Swiss-Prot [46]
and ChEBI [83];
• System 2: applies a dictionary-based approach using Entrez Gene [66], Swiss-Prot,
Genew [287], GDB [288] and OMIM [78] as terminological resources;
• System 3: implements a machine learning-based approach using CRFs, receiving ortho-
graphic and morphological features as input. It also integrates a dictionary-based step
to identify gene mentions that were missed by the CRF. This system was trained using
data from several corpora, including GENIA [195], PennBioIE [94], GENETAG [92],
PIR [289] and AlMed [207]. In the end, the system performs normalization to provide
identifiers for each gene/protein name;
• System 4: implements a dictionary-based solution, performing fuzzy matching and dis-
ambiguation to remove false positives.
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These systems use different approaches to process the text, implementing different tok-
enization methods and/or strategies to deal with stopwords. Thus, we can argue that each
system provides annotations with different characteristics, varying with the used techniques
and resources. In order to take advantage of this variability, it is necessary to implement a
method that will combine the several annotations, providing only one gene/protein name per
chunk of text. To make this combination process possible, the several systems need to “speak
and understand the same language”. IeXML [290] facilitates such task, by defining an XML
standard for representing abstracts, sentences and annotations. Using this cross corpus stan-
dard, we can combine the heterogeneous annotations, either by unifying and/or intersecting
the annotations, or through the implementation of machine learning-based solutions.
Intersection requires the agreement of at least two systems for accepting an annotation,
which improves precision but degrades recall. For instance, Torii et al. [291] presents a
typical intersection solution to combine the annotations from four machine learning-based
NER systems. Kuo et al. [136] presents another interesting solution to combine two CRF
models, by intersecting the top ten adjacent annotations of each model and selecting the
intersection with the best score. Union approaches, on the other hand, provide annotations
performed by either one of the systems, improving recall but degrading precision. For instance,
Ando [161] performs the union of two CRF models, removing annotations that overlap with
longer ones.
Intersection and union solutions are widely used, due to the simplicity and positive out-
comes of such methods. For instance, in the BioCreative II gene mention task [90], most of
the participating systems that used an ensemble of systems applied intersection or union to
combine the heterogeneous annotations. There are also solutions that use both techniques.
For instance, Li et al. [292] and Hsu et al. [278] obtain the best results by intersecting the
annotations of similar models, which are then unified to obtain a final set of annotations.
Machine learning-based solutions intend to learn the tokens’ boundaries by experience,
using manually annotated data for this purpose. The annotated data provides curated knowl-
edge, which makes the decisions more accurate and supported. However, what makes this
solution unique is also its biggest limitation, because manually annotated data is sparse in
comparison with unannotated data, which could limit the learning window. Wilbur et al.
[293] presents a machine learning solution to combine the annotations from the 19 NER sys-
tems that participated in the BioCreative II gene mention task, using a first order CRF with
a simple set of features (tokens and systems’ matches). Mika and Rost [164] present a differ-
ent approach based on a weighted SVM, to perform the harmonization of three SVMs and
one dictionary-based system. Both solutions presented positive results, by obtaining better
performance in comparison with each system used in isolation. Even the systems with low
performance contributed to an improved harmonization result, adding variability that was
not provided by other NER systems. However, both approaches trained the models on the
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same corpus being annotated, which demanded the use of a cross-validation strategy. During
this process, both systems used almost the complete corpus for training purposes, which may
create a model that is highly fitted to specific features of the training data. Consequently, the
model could deviate from its target function, making it less effective when used in corpora
with different characteristics.
The goal of the harmonization solution presented in this chapter is to provide automatic
annotations for a large set of abstracts (almost one million) from MEDLINE, covering several
sub-domains and organisms related to the immunology field. Since machine learning-based
solutions improve both precision and recall through the usage of curated knowledge, our goal
is to develop a solution less dependent on a specific corpus and able to annotate most of
MEDLINE abstracts with high accuracy.
4.2 Methods
In order to develop a harmonization solution based on supervised machine learning, it is
crucial to collect manually annotated data for the training procedures. To avoid the single
corpus dependency, we used four of the biggest gold standard corpora, which cover different
biomedical domains and organisms:
• FSUPRGE [93]: is a set of 3236 abstracts extracted from MEDLINE focused on gene
regulation and expression, namely on regulatory events and all the components that
are involved. The annotation process was semi-automatic, using a NER system that
supports Active Learning (AL) to speed up the annotation process with no loss of
annotation quality. During the AL process, the system selects the sentences that are
expected to be more informative to the classifier, in order to be annotated by human
experts;
• JNLPBA [91]: this corpus is a sub-set of the GENIA corpus, containing 2399 abstracts
extracted from MEDLINE using the MeSH terms “human”, “bloodcell” and “transcrip-
tion factor”. These abstracts were manually annotated based on the GENIA ontology.
The JNLPBA corpus includes only five classes (protein, DNA, RNA, cell line, and cell
type) from the 36 available in the GENIA ontology. Only the protein, DNA and RNA
classes were used in this work;
• PennBioIE: is composed of several MEDLINE abstracts of two highly specialized
biomedical sub-domains: the molecular genetics of cancer, and the inhibition of cy-
tochrome P-450 enzymes. We use the oncology sub-set, which contains 1414 abstracts
with annotations of proteins and RNAs;
• GENETAG: is composed of 20000 sentences extracted from MEDLINE abstracts, not
being focused in any specific domain. It contains annotations of proteins, DNAs and
RNAs, which were performed by experts from biochemistry, genetics and molecular
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biology. This corpus was used in the BioCreative II challenge [90], providing 15000
sentences for training and 5000 sentences for testing. For this work, since the used
systems implement normalization, it was necessary to find the original abstracts for
each sentence. At the end, only 17590 sentences were used from the abstracts that were
possible to collect without ambiguity.
Since each corpus is focused on a different goal and biomedical domain, the annotated
entity names differ from corpus to corpus. The ten most frequent annotations (Figure 4.1)
reflect this variability, presenting annotations that only appear in one corpus (e.g., overall,
“KIR” only appears on FSUPRGE), and annotations shared by the corpora with significantly
different proportions of occurrences (e.g., “NF-KappaB” is the most frequent annotation
on JNLPBA, but only the eigth most frequent annotation on GENETAG and FSUPRGE).
Moreover, the percentage of unique entity names is also different, which shows the entities
sparseness and specificity of each corpus. For instance, since PennBioIE is focused on a very
specialized sub-domain, the number of unique annotations in this corpus corresponds to just
18% of the complete set of annotations. On the other hand, since GENETAG is not focused
on any sub-domain, 65% of its annotations are unique. Even when the proportion of unique
entity names is not high, each corpus provides a unique set of names that is not available in
any other corpora, delivering an extensive set of contexts where the gene/protein name could
be found.
KIR NF&kappa*B K&ras insulin
cytokine IL&2 beta&catenin Ras
IFN&gamma NF&kappaB p53 Sp1
cytokines IL&4 ras p53
IL&6 AP&1 N&myc AP&1
insulin transcription*factors N&ras CAT
kinase TNF&alpha polymerase JNK
NF&kappaB IFN&gamma MYCN NF&kappaB
RNA*polymerase cytokines APC MAPK
TNF&alpha IL&10 H&ras CREB
57261 45635 17524 21677 Corpus.annotations.(#)
3.76% 8.79% 27.39% 2.65% Top.10.(%)
26.57% 36.38% 17.75% 64.59% Unique.annotations.(%)
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Figure 4.1: Ten most frequent annotations on each curated corpus, reflecting the variability
between the corpora. The percentage of unique annotations indicates the variability within
each corpus. The highlighted annotation appear only on that specific corpus.
In order to obtain performance results, the corpora were divided into train and test sets.
JNLPBA and GENETAG were already divided by the providers, using approximately 17%
and 25% of the data for testing, respectively. On the other hand, PennBioIE and FSUPRGE
were not divided, so we left 30% of the data for testing purposes. Since each corpus is
provided in a specific format, all the data were converted to the IeXML format, creating one
large corpus with 6566 abstracts for training and 2242 for testing.
After annotating the corpus using the four systems described in the Background sec-
tion (S1-S4), there were several points of disagreement. Figure 4.2 shows some examples
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that reflect this variability. For instance, some systems include the organism name in the
gene/protein names and others do not (Figure 4.2: Example 1), which remains a point of
active discussion among expert annotators. Other point of disagreement is the inclusion of
the tokens “protein” or “gene” as suffix or prefix, causing the systems to have a different
behavior (Figure 4.2: Example 3). Finally, there is also variability regarding the inclusion of
greek letters in the entity names (Figure 4.2: Example 2).
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Figure 4.2: Examples of the annotations’ variability provided by the four systems. Sn indi-
cates the annotation performed by system n.
The observed annotations variability also leads to different performance results. Thus, it
is important to understand that the performance results achieved by the used systems follow
the behavior of publicly available solutions with similar characteristics. Consequently, we an-
notated the four corpora using six solutions, three based on machine-learning and three based
on dictionaries. Kuo et al. [136] presents a CRF-based solution trained on GENETAG cor-
pus, using orthographic and morphological features. It implements a bidirectional strategy,
by combining two CRF models: one parsing the sentences from left to right (forward), and
other parsing the sentences from right to left (backward). Another system is ABNER [275],
which also applies CRFs trained on GENETAG corpus, using orthographic and morpholog-
ical features. For the last ML-based solution, we trained ABNER on JNLPBA. Regarding
dictionary-based solutions, the first one uses exact matching and BioThesaurus 7.0 [116] as
the gene/protein names dictionary, removing uninformative terms that are not used in the sci-
entific literature. The identification of the terms uses orthographic variability (e.g., “HZF[-]1”
and “[Hh]zf[-]1”) as described in [294]. The second solution is similar to the previous one,
however it uses the Swiss-Prot subset of UniProt as the dictionary. After the matching pro-
cess, basic disambiguation is performed through a specific term frequency associated with the
term. The last solution also uses a disambiguation layer, but using BioThesaurus 7.0 instead.
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Figure 4.3 compares these six public solutions with the four systems used in this work
(S1-S4)1, considering the four human annotated corpora and exact matching evaluation. In
FSUPRGE two systems are above the average of public solutions, and the remaining are out-
side of the standard deviation range. Considering JNLPBA, one system is above the average,
two are within the standard deviation, and one is outside that range. For GENETAG, one
system is above the average of the public solutions, one is within the standard deviation range,
and the remaining two are outside that range. Finally, all the used systems are above the
average of the public solutions on PennBioIE. Remember that the ML-based solution that we
use performs normalization, which does not happen on ML-based public systems. Thus, it is
expectable that the ML-based public solutions provide better results, since the normalization
step discards some names that were not possible to relate with unique identifiers.
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Figure 4.3: Comparison of systems S1-S4 against publicly available solutions, considering the
four gold standard corpora, namely the whole set of FSUPRGE and PennBioIE and only the
test parts of JNLPBA and GENETAG. The bars illustrate the mean and standard deviation
of each set.
A brief analysis indicates that our set of systems follow the average behavior of the other
solutions. In fact, a two-tailed non-parametric Mann-Whitney analysis showed no significant
difference between the two sets of systems, resulting in p-values in the interval [0.2571; 0.9143].
After annotating the corpora with the four systems, since each system uses its own tok-
enization technique, we created a tokenization method compatible with all strategies, allowing
the creation of a single data source that contains the systems’ contributions and gold standard
annotations. Such data source is in a CoNLL-like format [295], where each line contains six
columns: token, BIO tags for each of the four systems, and gold standard BIO tag (Figure
1The used systems had to be anonymized due to project requirements.
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Figure 4.4: Illustration of the required steps to train the CRF model using the several corpora.
Using the data in the CoNLL-like format, we were able to train the machine learning model
to harmonize gene/protein annotations. The training of such model may be supervised or
semi-supervised, which use both annotated and unannotated data to obtain features of the
entity names that are not present in the annotated data. Specifically for this task, the
usage of unannotated data may contribute to a better abstract learning of the named entities
boundaries. However, the application of such techniques is computationally heavy and may
be performed as an extension to an equivalent supervised solution. Thus, we decided to use a
supervised method, through the application of CRFs [139]. Initially, we applied a simple set
of features: tokens, systems annotations tags, and a {-1,1} window of tokens to model local
context. In order to optimize the set of features, we performed several experiments using
POS, stemming, different window sizes, and different CRF orders. However, the performance
always dropped and the initial set of features was kept. Figure 4.4 illustrates the workflow to
convert the data and train the model.
This model can change the annotations’ boundaries, remove incorrect annotations, and
generate new annotations in comparison with the ones provided by the systems. However, if
the systems being combined perform normalization, i.e., provide identifiers for the entities,
creating new annotations may not be desirable, since assigning identifiers to such annotations
will not always be possible. In order to create a Totum solution that does not create new
annotations, we changed the training portion of the gold standard corpus, removing manual
annotations, i.e. replacing the corresponding entity labels by “O”, in those cases that were
not identified as an entity by any of the four systems. Accordingly, we end up with a different
gold standard corpus, adjusted to a different goal, which only contains gold standard entity
labels where at least one system produced an entity output. This filtered version of the
corpus contains 78% of the original gold standard annotations. Performing the CRF training
in this new corpus, we get a new solution focused on changing the annotations boundaries
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or removing incorrect ones. Furthermore, we also built a post-processing filter to remove
new annotations, which may happen (not in significant proportions) since the model uses
tokens as features to learn the boundaries. In the end, we provide two different solutions:
one, identified as Totum, optimized for harmonizing annotations from NER systems, and the
other, identified as TotumID, guided towards harmonizing the annotations and respective
identifiers provided by normalization systems.
4.3 Results and discussion
4.3.1 Experimental setting
In order to obtain F-measure, precision and recall results that reflect the behavior of the
several solutions, we have applied four matching techniques: exact, nested, and approximate
matching using two different similarity thresholds. This detailed analysis is important since
some post-NER tasks can be performed even if imprecise names are provided (e.g., relation
extraction). Thus, we first performed exact alignment, which requires the boundaries of the
entities to match exactly. Then, to perform approximate alignment, Inverse Document Fre-
quency (IDF) scores of the tokens were calculated using the corpus of one million MEDLINE
abstracts about immunology. With these scores, we can calculate a similarity value using
the cosine between the two vectors of the tokens. For example, if annotator A1 annotates
the phrase Pa = “T1 T2” and the annotator A2 the phrase Pb = “T1 T2 T3”, there is no
exact match. Thus, we consider the IDF scores of each token fx = idf(Tx), calculating the
cosine similarity between the vectors v1 =< f1, f2, 0 > and v2 =< f1, f2, f3 >. A match is
accepted if cos(v1, v2) is equal or higher than a predefined value. In this work we used two
different thresholds, 0.98 and 0.90. Finally, we also use nested alignment, in order to check
when an annotation contains the boundaries of another.
To evaluate the performance of the two Totum solutions, we trained the harmonization
model using the train part of the merged corpus, either with the original complete annotation
set or with filtered annotations as explained in the previous section. This then allowed us
to check the results on the unaltered test part of each corpus and on the merged test set,
providing accurate information regarding the behavior of both solutions. Such solutions
were compared against the two most common and state-of-the-art harmonization approaches:
intersection (two vote agreement) and union (one vote agreement).
4.3.2 Performance analysis
Figure 4.5 presents an overview of the results obtained in the experiments, focusing on
the comparison of Totum against Union and Intersection. Appendix A presents detailed and
precise results. Overall, the harmonization solutions present better results than the average
of the four systems. On the other hand, when comparing with the best performing system,
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intersection and union have a better performance only on FSUPRGE, PennBioIE and Merged.
Both Totum solutions present better results, with the exception of TotumID on GENETAG,
which is outperformed if exact matching is considered.
Comparing the harmonization solutions, Totum significantly outperforms the other ap-
proaches. TotumID also presents better results than the two state-of-the-art solutions. Fi-
nally, union also presents better results than intersection. To analyze the improvements of
both Totum approaches, we studied in detail the results achieved on the merged corpus,
since it reflects better the global systems’ behavior. Moreover, since there is no significant
difference between the results of the two approximate matching technique, we only considered
the cosine 0.98 alignment, which better expresses the process of discarding less informative
tokens during the alignment. Therefore, comparing Totum with union, F-measure improve-
ments of 7.61%, 7.06%, and 16.17% were obtained for exact (69.30%), approximate (77.34%)
and nested (81.77%) matching, respectively. Against intersection, Totum achieved better
performance by 10.34% for exact, 10.91% for approximate, and 22.25% for nested alignment.
Comparing TotumID with union, it presents an improvement of 3.89% (65.58%) on exact,
2.83% (73.11%) on approximate and 5.22% (70.83%) on nested matching. Against inter-
section, TotumID presented better results, with improvements of 6.62%, 6.68%, 11.30% for
exact, approximate and nested alignment, respectively. Considering the other corpora, Totum
presented the best improvements on JNLPBA and less on PennBioIE. On the other hand,
TotumID performed better on JNLPBA and worst on GENETAG, where it is slightly outper-
formed by union. Surprisingly, the best final results were achieved in the corpora for which we
used smaller amounts of data for the training procedures (FSUPRGE and PennBioIE), which
is a direct consequence of the better results achieved by the systems. In summary, both Totum
approaches presented significant improvements in comparison with the two state-of-the-art
solutions. However, the best results were achieved on nested alignment, which indicates that
both Totum solutions provide longer names than the other approaches.
Regarding precision and recall, intersection presented better precision than union, since
it uses two system votes to reach an agreement. On the other hand, union has better recall
than intersection, because it only uses one vote. However, Totum presented better recall in
all experiments. Thus, we can conclude that our solution is more sensitive than the other
approaches, recognizing more entity names correctly. Regarding precision, Totum always
performed better on nested matching. However, in the other matching techniques, intersec-
tion presented better precision. This means that our approach has increased specificity in
comparison with the used systems and union. Overall, Totum significantly improved recall
(sensitivity) in comparison with other approaches, with a small drop of precision (specificity)
in comparison with intersection. Thus, we can argue that our solution deals better with
heterogeneous annotations and features, considerably improving recall and with no precision
loss.
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FSUPRGE JNLPBA PENNBIOIE GENETAG MERGED
Precision S1 71% 43% 59% 51% 61%
S2 84% 51% 84% 60% 74%
S3 77% 60% 85% 82% 75%
S4 83% 51% 83% 55% 72%
U 69% 46% 70% 53% 62%
I 84% 49% 87% 63% 74%
TID 79% 59% 83% 58% 73%
T 74% 66% 81% 65% 72%
Recall S1 53% 33% 52% 36% 46%
S2 37% 24% 33% 23% 32%
S3 46% 45% 54% 39% 46%
S4 44% 35% 57% 26% 41%
U 66% 48% 72% 48% 61%
I 54% 38% 62% 35% 49%
TID 67% 52% 71% 43% 59%
T 68% 69% 74% 54% 67%
FFmeasure S1 61% 37% 55% 42% 53%
S2 51% 32% 48% 33% 44%
S3 57% 51% 66% 53% 57%
S4 58% 41% 68% 35% 53%
U 68% 47% 71% 50% 62%
I 65% 43% 72% 45% 59%
TID 72% 55% 77% 49% 66%
T 71% 68% 77% 59% 69% 20%I
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(a) Exact matching
FSUPRGE JNLPBA PENNBIOIE GENETAG MERGED
Precision S1 76% 57% 64% 67% 69%
S2 88% 64% 88% 79% 82%
S3 86% 68% 92% 91% 84%
S4 87% 65% 88% 75% 81%
U 74% 60% 75% 69% 71%
I 89% 65% 92% 82% 83%
TID 84% 70% 87% 75% 82%
T 82% 72% 87% 77% 80%
Recall S1 56% 43% 56% 47% 52%
S2 39% 30% 35% 30% 35%
S3 52% 51% 58% 43% 51%
S4 46% 45% 61% 35% 46%
U 72% 63% 78% 64% 70%
I 57% 50% 66% 45% 55%
TID 71% 62% 74% 56% 66%
T 76% 76% 79% 64% 75%
FFmeasure S1 65% 49% 60% 55% 60%
S2 54% 41% 50% 44% 49%
S3 65% 58% 71% 58% 64%
S4 60% 53% 72% 48% 59%
U 73% 61% 76% 66% 70%
I 69% 57% 77% 58% 66%
TID 77% 66% 80% 64% 73%
T 79% 74% 83% 70% 77% 20%I
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(b) Cosine 0.98 matching
FSUPRGE JNLPBA PENNBIOIE GENETAG MERGED
Precision S1 72% 43% 60% 52% 62%
S2 86% 51% 88% 64% 76%
S3 91% 61% 95% 87% 84%
S4 84% 51% 88% 62% 74%
U 74% 46% 75% 57% 66%
I 84% 50% 88% 64% 75%
TID 84% 59% 90% 68% 79%
T 90% 69% 94% 81% 85%
Recall S1 53% 33% 53% 36% 47%
S2 38% 24% 35% 24% 33%
S3 54% 46% 60% 42% 52%
S4 44% 35% 61% 29% 43%
U 71% 49% 78% 52% 65%
I 54% 38% 63% 35% 49%
TID 71% 52% 77% 51% 64%
T 83% 73% 86% 67% 79%
FFmeasure S1 61% 37% 56% 43% 53%
S2 52% 33% 50% 35% 46%
S3 68% 52% 73% 56% 64%
S4 58% 42% 72% 40% 54%
U 73% 48% 76% 55% 66%
I 66% 43% 73% 45% 60%
TID 77% 56% 83% 58% 71%
T 86% 71% 90% 73% 82% 20%I
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(c) Nested matching
Figure 4.5: Overview of the results achieved by systems S1-S4 and harmonization solutions
on the test parts of each corpus and on the merged test set, considering exact, cosine 0.98
and nested matching. The filled boxes indicate the range of performance results for Union,
Intersection and Totum, across the five test sets. (Sn-System n; U-Union; I-Intersection;
T-Totum; and TID-TotumID).
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4.3.3 Annotations analysis
To understand the improved results provided by both Totum solutions, we have to study
the generated annotations. Table 4.1 presents the number of annotations provided by the
systems and harmonization solutions, when annotating the test parts of the gold standard
corpora. System 1 provides more annotations than the other systems, which does not mean
that it delivers the best results. Analyzing Figure 4.5, we can see that system 1 is out-
performed by systems 3 and 4 in most of the corpora. The same pattern is verified in the
harmonization solutions, where union presents the largest amount of annotations in almost
all corpora. However, Totum provides the best trade-off between precision and recall, gen-
erating approximately the same number of annotations as in the gold standard corpus, and
with fewer mistakes.
Table 4.1: Number of annotations generated by each system and harmonization solution
in comparison with manually curated data, considering the test parts of the corpora. The
highlighted boxes indicate the solution (and the harmonization method) that provided the
higher number of annotations for each corpus.
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To analyze the generated annotations, we developed a tool to compare the exact anno-
tations provided by two solutions, in order to study the changes promoted by solution b
against solution a. We considered seven different categories of agreement and disagreement:
Matched (the annotation is the same in the two solutions); New (the second solution adds
an annotation that does not exists in the first one); Removed (the second solution removes
an annotation provided by the first one); Add left (one or more tokens were added to the
left side of the annotation); Add right (one or more tokens were added to the right side of
the annotation); Remove left (one or more tokens were removed from the left side of the
annotation); and Remove right (one or more tokens were removed from the right side of the
annotation).
Additionally, for each annotation, we performed exact matching with the gold standard
corpus to find if the change was correct or not. Figure 4.6 presents the results of comparing
Totum with the other harmonization solutions, considering the merged test corpus. Overall,
there is a high level of agreement between the several solutions, with an average of 85%
102
CHAPTER 4. TOTUM: BIOMEDICAL NAMED ENTITY HARMONIZATION
!"###" #" !"###" $#"###" $!"###" %#"###"
&'()*+,"
-+./0+"
1+2"
3,,"4+5"
3,,"-67*("
-+./0+"4+5"
-+./0+"-67*("
8/99+)(" :;)/99+)("
(a) Intersection VS Totum
!"###" #" !"###" $#"###" $!"###" %#"###"
&'()*+,"
-+./0+"
1+2"
3,,"4+5"
3,,"-67*("
-+./0+"4+5"
-+./0+"-67*("
8/99+)(" :;)/99+)("
(b) Union VS Totum
!"###" #" !"###" $#"###" $!"###" %#"###"
&'()*+,"
-+./0+"
1+2"
3,,"4+5"
3,,"-67*("
-+./0+"4+5"
-+./0+"-67*("
8/99+)(" :;)/99+)("
(c) TotumID VS Totum
Figure 4.6: Comparison of the annotations provided by Totum against the other harmoniza-
tion solutions.
correct annotations. The biggest sources of disagreement are new, remove, add right and
add left categories. The addition of new annotations is one of the most important, since it
adds annotations that were not considered by other approaches. On average, 61% of these
annotations are correct according to the gold standard. Considering nested alignment, more
than 72% of those new annotations are correct. The impact of this task is reflected in the
comparison with the intersection approach (Figure 4.6a). Ultimately, this task adds more
true positives than false positives which contributes to a better precision, and reduces the
number of false negatives contributing to a better recall. Another important category is
remove, which discards false positives provided by other solutions. We can see the impact of
this task in the comparison with union (Figure 4.6b), where more than 76% of the deletions
are correct. Adding tokens to the right side is the category where Totum performs worst. In
average, it changes 40% of the annotations to correct, 40% to incorrect, and 20% were wrong
and remain wrong after the change. Finally, adding tokens to the left side presents a small
positive contribution, by changing in average almost 50% to correct, 33% to incorrect, and
17% that are still wrong after the change.
The only difference between our two solutions is the compatibility with normalization
systems. Thus, there is a high level of agreement between the two approaches, differing only
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on the generation of new annotations (Figure 4.6c). Remove left and right did not present
any significant results, which reinforces the idea that our solutions provide longer names in
comparison with other approaches.
Due to the generation of longer names, Totum considers that the suffixes and prefixes
“gene”, “protein”, and the ones relative to species and greek letters, always make part of
the annotations. However, this is not consistent with the annotations on all corpora. For
instance, in comparison with intersection, Totum corrects “IL-2” to “IL-2 gene”, but chang-
ing “RFX-B” to “RFX-B protein” makes the annotation to be wrong according to the gold
standard. Regarding the addition of greek letters, it corrects “SDF1” to “SDF1 alpha”. Our
solution also adds organism names on annotations, converting “CD81” to “mouse CD81”
and “AML1” to “human AML1”, which are not correct according to the manually annotated
data. Furthermore, Totum may consider the same chunk of text as being an annotation or
not, which could be correct or not depending on the corpus. For instance, in comparison with
intersection, Totum removes the annotation “CD4”, which is correct 51 times and wrong 22
times. The same occurs with the addition of the annotation “cytokine”, which is correct 88
times and wrong 67 times. This behavior does not mean that Totum is completely wrong,
since some corpora were annotated focusing in very specialized biomedical sub-domains, and
consequently, some gene/protein names were discarded since they were not related with that
sub-domain.
In summary, we can argue that Totum maintains a constant global behavior, allowing
the annotation of large amounts of data following the same guidelines induced by training a
machine learning model on several gold standard corpora.
4.4 Summary
In this chapter we presented Totum (http://bioinformatics.ua.pt/totum), a new
cross-corpus solution to harmonize heterogeneous gene/protein names from several NER or
normalization systems. This approach uses CRFs to take advantage of the variability existent
in several corpora from different domains, learning the correct tags for the tokens and making
the final result more precise and reasoned. In comparison with traditional harmonization so-
lutions, which only allow fixing the annotations boundaries (by adding or removing tokens),
our solution also allows creating new annotations or removing incorrect ones, which extends
the traditional harmonization behavior. Totum is also compatible with normalization systems
(TotumID), preserving the provided identifiers and avoiding the creation of new annotations
which would not have an identifier assigned.
Analyzing the annotations provided by Totum, we concluded that improved results are
achieved due to the deletion of incorrect annotations, the recognition of annotations discarded
by other approaches, and the usage of the knowledge provided by the systems’ annotations to
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create new entity names. In the end, we may conclude that Totum provides longer annotations
than the other approaches, presenting a similar behavior regarding the boundaries definition
of the different gene/protein names.
The experiments demonstrate that both solutions outperform the most common and state-
of-the-art approaches. Considering the merged corpus, and in comparison with an intersection
approach, Totum presents F-measure improvements of up to 10.34%, 10.91% and 22.25% on
exact, approximate and nested alignment, respectively. Comparing against union, improve-
ments of 7.61%, 7.06% and 16.17% are achieved, regarding the same matching strategies.
Overall, Totum takes advantage of the annotations provided by several systems for differ-
ent corpora, providing a solution that is not constrained to a specific corpus as the original
systems are. In the end, the harmonized annotations provided by Totum present F-measures
of 69.30%, 77.34% and 81.77% for exact, approximate and nested alignment. With these re-
sults, we believe that this approach is a step towards a homogeneous annotation of MEDLINE
abstracts, supporting several biomedical domains and organisms.
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Chapter 5
Neji: heterogeneous biomedical
concept recognition
This chapter is based on:
• D. Campos, S. Matos, and J. L. Oliveira, “A modular framework for biomedical
concept recognition.” BMC bioinformatics, vol. 14, no. 1, p. 281, Sep. 2013
• T. Nunes, D. Campos, S. Matos, and J. L. Oliveira, “BeCAS: biomedical concept
recognition services and visualization.” Bioinformatics (Oxford, England), vol. 29,
no. 15, pp. 1915–1916, Jun. 2013
In an effort to deal with the complex challenges of NER and normalization, several systems
have been developed for the biomedical domain, using different approaches and techniques
that can generally be categorized as being based on rules, dictionaries or machine learning
(Section 2.2). Each approach has different resource requirements and deals differently with
the linguistic variability that resulted from the lack of naming standards and the introduction
of idiosyncratic names by the scientific community [26]. In general, ML-based solutions are
better adapted to deal with strong variability and highly dynamic vocabularies, such as in
gene and protein names. However, this approach does not directly provide identifiers for
the recognized names. Thus, normalization must be performed in an extra step in order to
relate each name with concept identifiers from curated databases or ontologies. In this case,
a concept corresponds to a biological entity present on curated and specialized resources used
to represent and map current knowledge. On the other hand, dictionary-based approaches are
appropriate to deal with precisely defined vocabularies of names (e.g., diseases and species).
This approach requires the construction of a unique resource containing most of the identifiers
and names of a specific semantic type. However, this presents various challenges, since the
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necessary information is usually spread over dozens of data sources and unique identifiers are
specified on a per-resource basis, which hinders mapping identifiers between heterogeneous
databases. Moreover, the same name may refer to different concepts, depending on the context
in which it occurs. For instance, “NF1” can refer to a disease (“Neurofibromatosis Type 1”)
or to a protein (“Neurofibromin 1”). Accordingly, the development of NER and normalization
solutions requires the application of multiple techniques, which can be conceptualized as a
simple processing pipeline [26]:
• Input: interpret and filter input data to be processed;
• Pre-processing: process the input data in order to simplify the recognition process;
• Recognition: identify entity mentions from pre-processed data;
• Post-processing: refine generated annotations, solving problems of the recognition pro-
cess or extending recognized names;
• Output: generate a structured output with the final annotations.
Each step of the processing pipeline may involve the implementation of various methods to
fulfill the associated requirements. Due to the specificities of the biomedical domain, methods
developed for common English may not provide the best outcomes when used on scientific
documents. For instance, He and Kayaalp [51] analyzed the application of various tokenizers,
concluding that most solutions are too simplistic for real-life biomedical applications. Thus,
it is important to develop and use methods optimized to deal with the special linguistic
characteristics of biomedical terms.
5.1 Background
Based on the general processing pipeline and considering the requirements of the biomedi-
cal domain, various solutions were implemented and used to support and streamline the devel-
opment of complex biomedical IE solutions. Figure 5.1 presents the spectrum of frameworks
and tools considering their relative specificity for this domain. The edges of the spectrum
represent two contrasting types of solutions:
• General frameworks (left edge), which support the development of IE solutions with a
pre-defined and general processing pipeline;
• Specialized tools (right edge), centered on the recognition of specific biomedical entity
types and providing end-user features.
UIMA [296] and GATE [297] are examples of frameworks that provide a general solution
to support the development of complex IE systems, being independent of the target domain.
Such goal is achieved by providing a flexible processing pipeline based on a modular infras-
tructure, enabling problem decomposition and consequent re-utilization of modules. Besides
the flexibility and re-usage advantages, such solutions also provide a strong infrastructure,
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Figure 5.1: Spectrum of existing solutions for biomedical concept recognition according to
their specificity.
such as cluster processing support for large amounts of data. However, due to the high level
of abstraction, the development of new solutions may not be as straightforward as expected,
requiring some time to correctly understand and have full control over the frameworks’ fea-
tures. Moreover, neither framework provides default modules optimized for the biomedical
domain, which are provided by third parties, such as U-Compare [298] and JCoRe [299] for
UIMA. Nevertheless, most of those modules are only available through web-services, which is
an optimal solution for small experiments but not compatible with large scale and batch pro-
cessing applications. Additionally, users must be careful when using modules from different
providers in a single pipeline, since the application of different techniques (e.g., tokeniza-
tion and sentence splitting) among different modules may considerably degrade performance
results.
Toolkits such as NLTK [300] and OpenNLP, on the other hand, are not focused on pro-
viding a text processing pipeline, offering instead a multitude of implemented methods that
developers can use and combine to build their own pipelines. Various features of OpenNLP are
also available as modules for UIMA, which may simplify the creation of such pipelines. How-
ever, these solutions do not provide modules optimized for the biomedical domain. Instead,
they allow training new modules focused on different goals and domains.
On the opposite edge of the spectrum are specialized NER and normalization tools, whose
development was greatly promoted through the organization of challenges such as BioCreative
[38, 90, 95] and JNLPBA [91]. Dozens of new solutions emerged using the resources provided
by these challenges, which allowed a fair and fast comparison of divergent techniques. Gimli
[28] and BANNER [165] are examples of NER solutions, and GeNo [301] and GNAT [181]
are examples of NER and normalization tools. However, the resources provided by those
challenges are too specific and focused on the recognition of particular entity types (e.g., gene
and protein), generating highly optimized solutions that provide high performance results on
tested corpora. NER solutions are typically open-source and publicly available as runnable
applications, enabling re-usage of already implemented modules and fast development of new
recognition systems. However, there is no explicit processing pipeline and such solutions are
not flexible, limiting the addition or removal of processing modules. On the other hand,
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normalization solutions are mostly not open-source, providing only web-services for remote
usage, which is limited for batch processing.
There are also solutions focused on providing annotation of heterogeneous biomedical con-
cepts. For instance, Whatizit [126], Cocoa1 and NCBO Annotator [302] provide annotations
of species, genes and proteins, and disorders, among others concepts. However, since they
are provided as web-services, batch processing is limited and desirable functionalities, such
as the possibility to configure annotation characteristics or to extend the provided features,
are not available. MetaMap [303] is another tool that provides annotation of heterogeneous
concepts, using the UMLS Methathesaurus and a set of rules for extracting text chunks and
scoring them as candidates for concept names. However, MetaMap does not use dictionary
matching or machine learning solutions, which have already proven to provide significantly
better results than just rule-based approaches. Moreover, since it is provided as an end-user
tool, it is also limited in terms of configurability and extensibility.
Considering the current frameworks and tools for the biomedical domain, we believe there
is a lack of solutions that combine the advantages of the two edges of the spectrum: modu-
larity, speed, usability and domain optimization. This chapter presents Neji, an open source
framework for biomedical concept recognition that provides an automated and flexible pro-
cessing pipeline that includes built-in methods optimized for the target domain. It supports
the application of both machine learning and dictionary-based approaches, automatically com-
bining generated annotations and supporting concept ambiguity. Neji also supports known
input and output formats, and easy development of new pipelines and modules.
In the next section, we give a detailed description of Neji’s modular architecture, pre-
senting the core infrastructure, the included modules and its usability. Afterwards, Neji is
evaluated in terms of concept annotation accuracy and speed. In the end, we discuss the
main advantages and applications of Neji.
5.2 Methods
The design and implementation of Neji was focused on four crucial characteristics: mod-
ularity, scalability, speed and usability. In order to achieve modularity, every processing
task is performed by an independent module, which can be executed ad-hoc or integrated
in a processing pipeline. Nonetheless, each module has its own input and output specifica-
tions. Regarding scalability, the solution should be able to support simultaneous application
of dozens of dictionaries and machine-learning models for concept recognition, while at the
same time processing large data sets (i.e., millions of abstracts). One of the key features to
deal with large data sets and considerably improve processing times is concurrent processing,
allowing different CPU cores to process several documents at the same time. Additionally, it
1http://npjoint.com
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is also fundamental to take processing speed into consideration when choosing libraries and
techniques to perform the different steps. Finally, developers and researchers should be able
to easily use pre-defined pipelines, implement custom pipelines with provided modules and/or
implement new modules respecting previously specified interfaces. Moreover, typical process-
ing modules, such as sentence splitting and tokenization, should be part of the framework
and available for direct use and/or extension.
A framework with such characteristics should be an added value for the biomedical com-
munity, allowing any user to easily develop custom and complex solutions and use them ac-
cording to their specific goals. Additionally, advanced users do not need to deal with various
independent tools and libraries, allowing them more time to dedicate to their real goals.
5.2.1 Infrastructure
The core component of Neji is the pipeline, which allows users to submit various modules
for execution following a FIFO (First In, First Out) strategy. Thus, a pipeline is a list
of modules that are executed sequentially, considering specific goals and target chunks of
text. Figure 5.2 illustrates the idea of this modular and flexible architecture. Each module
is implemented as a custom Deterministic Finite Automaton (DFA), with specific matching
rules and actions. We used the hierarchical text processing features of Monq.jfa2 to support
the pipeline infrastructure and module execution (Figure 5.3). When a pipeline is executed,
the input documents are the input of the first module, and the output of the first module
is the input of the second module and so on, until the last module provides the output to
a storage resource specified by the user. Since different tasks have different requirements,
different types of modules are defined:
• Tagger: processes the input data and reflects the changes in the same data. For instance,
when performing sentence splitting, inline annotations can be provided to reveal the
obtained sentences;
• Loader: loads information present on the input data into memory. For instance, if inline
biomedical name annotations are present in the input text, a loader can be used to load
such annotations into memory;
• Hybrid: processes input data and stores the results in internal memory. Inline annota-
tions can also be provided as output. For instance, when performing sentence splitting,
it should be useful to provide inline annotations of the sentences and load them into
memory. Obviously, a tagger and a loader can be used instead, but some processing
time would be wasted in reading the annotations from the tagger to the loader;
• Reader: a Tagger that is used to collect data of interest from the input resource;
• Writer: a Tagger that is used to generate output data to a specific resource.
2http://monqjfa.berlios.de
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Figure 5.2: Illustration of the processing pipeline and modular architecture of Neji.
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Figure 5.3: Interface diagram to model implementation of pipelines and respective modules.
In order to support default and basic behaviors, Neji already provides implementations
of the various components, namely tagger, loader, reader, writer, hybrid and pipeline. Such
architecture allows developers to easily build custom module types or pipelines.
Since Neji is a framework focused on biomedical concept recognition, it also defines and
provides a flexible and complete data structure to represent a corpus. Thus, developers do not
need to specify their own internal data structures, and they can easily extend the provided
data representation. Figure 5.4 illustrates the final internal data representation of a corpus
with sentences and respective annotations. Moreover, since Neji supports automatic annota-
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tion of heterogeneous biomedical concepts, in which the existence of nested and/or intersected
annotations is common, it is important to integrate a data structure that suits such charac-
teristics in the best and most automated way as possible. A tree of annotations is the data
structure that better fulfills such requirements, presenting various advantages over typical ap-
proaches (e.g., list of annotations): a) structured annotations provide enhanced information,
since nested and intersected annotations and their respective identifiers are provided; b) the
levels of the tree are directly associated with the detail of annotations, the deeper the level
the more deeply an annotation is nested and/or intersected in others; c) the consistency of
the tree and of the respective annotations can be maintained through automatic algorithms;
d) ambiguity problems are clear; and e) filtering annotations can be as simple as pruning the
tree. As illustrated in Figure 5.5, each sentence includes a tree of annotations. In order to
facilitate the use and management of these trees, as well as for maintaining the consistency
of the annotations, the following methods are provided:
• Sorted insert: when an annotation is added to the tree, it is automatically put in place,
maintaining the tree consistency;
• Sorted delete: when an annotation is removed from the tree, all other annotations are
put in place in order to keep tree consistency;
• Traversal: obtain a list of ordered annotations following typical tree traversal techniques:
by level, pre and post-order;
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+ size(): int
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- end: int
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Figure 5.4: Overview of the internal data structure to support processed data.
Since an annotation without concept identifiers is less informative, it is important to
provide an infrastructure that allows each annotation to contain various identifiers. Moreover,
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Figure 5.5: Illustration of implemented concept tree. Such structure automatically supports
nested and intersected concepts, clearly exposing ambiguity problems (PRGE: Proteins and
genes; DISO: Disorders; and ANAT: Anatomy).
each identifier should provide complete information regarding its original source and concept
type. Thus, the following quadruple composes each identifier: source (original resource that
contains the name and respective identifier); identifier (unique identifier of the concept in
the previously specified resource); group (semantic group of the concept); and sub-group
(semantic type of the concept).
5.2.2 Modules
With the proposed infrastructure, the conditions to build the required modules for text
processing and concept recognition are now met. The modules presentation follows the pro-
cessing pipeline previously presented and illustrated in Figure 5.2.
Readers
A reader module is used to interpret input data, in order to collect the relevant data and
convert it into a format that is readable by the following modules. Instead of obtaining the
relevant data and storing it into memory, we decided to use a tagger to mark the original
input text with Regions of Interest (ROIs) tags (“<roi>text</roi>”). Thus, the following
modules only have to match the ROI tags and process the contained text. Two different
reader modules are already provided, allowing to process XML and raw text. The XML
module allows developers to specify the tags of interest. For instance, considering the Pubmed
XML format, if only titles and abstracts have to be processed, only the content of the tags
“ArticleTitle” and “AbstractText” are of interest. On the other hand, the raw reader considers
that all the input text is of interest to be processed.
Natural Language Processing
After obtaining the texts of interest, the next fundamental step is to perform sentence
splitting, since a sentence is the basic unit of logical thought. This phase presents various
complex challenges due to the specific characteristics of scientific biomedical texts [304, 305].
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Thus, we integrated a module to perform sentence splitting taking advantage of the Ling-
pipe library, through a sentence splitting model trained on biomedical corpora that presents
high-performance results [52]. NLP tasks are performed using GDep [58], a dependency
parser for the biomedical domain built on top of the GENIA tagger, which performs tok-
enization, lemmatization, POS tagging, chunking and NER. Since we are not interested in
the named entities provided by the GENIA tagger, we removed such module and its depen-
dencies. Moreover, we decided to make the tokenizer behavior more consistent, by breaking
words containing the symbols “/”, “-” or “.” into multiple tokens, which showed to provided
improved results [28]. Because GDep combines all the tasks in order to perform dependency
parsing, we decoupled the various processing tasks, obviously respecting all task dependen-
cies and resources (tokenization < POS < lemmatization < chunking < dependency parsing).
Thus, for each task, only the required resources (e.g., models) are loaded. For instance, if one
needs the pipeline just for dictionary matching, only the tokenization plugin will be loaded
and executed. On the other hand, when dependency parsing is required, all the processing
tasks are performed and respective information provided. For instance, if a machine-learning
model uses tokens, POS and lemmas as features, but not chunks or parsing features, these
two tasks are not performed, making the process considerably faster.
Concept recognition
As stated before, distinct biomedical concepts require distinct approaches in order to
achieve more accurate recognition. Thus, Neji provides concept recognition using both dic-
tionary and machine learning-based approaches. Dictionary matching is offered using a modi-
fied version [97] of the dk.brics.automaton3 library, which provides efficient regular expression
matching with DFAs. Considering that each input string of symbols is a name from the dic-
tionary, one can build a DFA to match all names in a dictionary. Additionally, each regular
expression representing a name from the dictionary is associated with a specific identifier,
enabling concept recognition. Such approach supports both exact and approximate match-
ing, and performs the recognition of named entities in O(n) time, where n is the size of
the document. Since a large amount of false positives may be generated using approximate
matching, and considering that we are dealing with a general biomedical solution, we decided
to use case insensitive exact matching. Orthographic variants of names can be generated and
provided in the dictionary. Even so, it is necessary to pay special attention to terms that are
common English words. Thus, a list of non-informative words for the biomedical domain [57]
is ignored during the matching process. Similarly, biomedical names with two characters or
fewer are also discarded. However, such a strategy may mean that acronyms of known entity
mentions would be missed, which can be overcome by a post-processing module for acronym
resolution.
3http://www.brics.dk/automaton
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Dictionaries are provided in Tab-separated Values (TSV) format with two fields: identifier
and list of names. Identifiers should follow the format “source:identifier:type:group” and their
respective names must be concatenated with a pipe (“|”). To allow easy configuration and
support dozens of dictionaries, files must be provided in a folder with an additional priority
file, which contains the file names of the dictionaries (one per line) and defines the priority
to be used if a disambiguation method is applied. This simple strategy enables fast, easy and
flexible configuration of dictionaries.
In order to optimize the concept recognition results, some directives are followed when
applying dictionary matching, assuming that a different dictionary file is used for defining
concepts in each semantic group or type:
• Considering one dictionary (i.e. same semantic group/type), only the entry with the
largest span is matched;
• If two entries with the same text exist, in the same or in different dictionaries, both
entries are matched and both identifiers are provided;
The support of machine learning-based solutions is provided through Gimli, which uses
the CRFs implementation from MALLET to recognize various biomedical entity types, and
provides high-performance results in two well-known corpora: GENETAG [92] and JNLPBA
[91]. It also provides a complete set of basic and complex features, serving as a good starting
point to develop NER solutions for the biomedical domain. Thus, various CRF models trained
on Gimli can also be used in Neji, each one focused on a different biomedical concept type.
Gimli already provides models for the recognition of gene and protein names, trained on
GENETAG, and for the recognition of gene and protein, DNA, RNA, cell type and cell
line names, trained on JNLPBA. Nonetheless, developers can also use Gimli to easily train
new models on different corpora and/or focused on different entity types. However, Gimli
only performs NER, not establishing a relation between chunks of text and unique identifiers
from curated databases. Thus, we developed a simple and general normalization algorithm
based on prioritized dictionaries. Following this algorithm, if an identifier is found in the
first dictionary, the match is complete and the algorithm finishes. If no match is found
in the first dictionary, the second one is used to find a match, and so on. In the end, if
no matches are found in the provided dictionaries, the developers can choose to keep or
discard the annotation. This configuration works well if the first dictionary contains a list
of preferred names, and the remaining contain synonyms for each identifier. Using this
setting, a mention to “TRAF2” would be matched in the first dictionary, since this is the
preferred symbol for the gene associated with the protein with Uniprot accession Q12933,
and the matching process would stop. Additionally, “TRAF2” is also a synonym for the
gene “TANK” (Uniprot accession Q92844), but since this is defined in a dictionary with
lower priority the match would not occur. Moreover, this strategy also provides flexibility to
users, which only have to generate the various orthographic variants and prioritize them in the
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dictionaries. Regarding the matching approach, if a partial match of the annotation is found in
the dictionary, it is accepted as a valid identifier for the complete chunk of text. For instance,
if only “BRCA1” is present in the dictionary, and the annotation “BRCA1 gene” is provided,
the identifier of “BRCA1” is associated with the annotation. Conversely, if “BRCA1 gene”
is in the dictionary and “BRCA1” is found in the text, a match is not obtained since “extra”
tokens are only considered in the textual mention and not in the dictionary entries. ML
models are provided to Neji following a similar approach of dictionaries, where a properties
file defines the characteristics of each model.
Post-processing
Neji is also able to integrate post-processing modules, in order to optimize previously
generated information. By default, an abbreviation resolution module is provided, in order
to extend existing concepts. Thus, we adapted a simple but effective abbreviation definition
recognizer [112], which is based on a set of pattern-matching rules to identify abbreviations
and their full forms. In this way, we are able to extract both short and long forms of each
abbreviation in text. If one of the forms is already provided as a concept, the other one
is added as a new concept with the identifiers of the existing one. Additionally, any further
occurrences of that entity are also automatically annotated. Depending on user requirements,
it may be useful to filter concept annotations following pre-defined rules. Thus, Neji provides
the ability to remove annotations from the concept tree based on three simple disambiguation
strategies:
• By depth: remove annotations from the concept tree that are deeper than a specified
depth;
• Nested same group: remove concept annotations that are nested on annotations of the
same semantic group and with a larger span;
• By priority: remove nested and intersected concept annotations following a prioritized
list.
Writers
Writers are used to store the recognized concepts in external resources, such as files and
databases. If the user does not want to provide the result into an external resource, the
corpus is programmatically available. Neji supports various well-known inline and stand-
off formats used in the biomedical domain, such as IeXML [290], A14, CoNLL [295] and
JavaScript Object Notation (JSON) [306]. Overall, identifiers are provided following the for-
mat ”source:identifier:type:group”, and using a pipe (“|”) to concatenate various identifiers
for a single annotation. IeXML is an inline annotation format based on XML tags, supporting
4http://brat.nlplab.org/standoff.html
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two levels of detail, i.e. only one annotation nested or intersected in another. Moreover, var-
ious identifiers can be provided using IeXML. Both CoNLL and A1 support ambiguous and
intersected concept annotations. However, complex identifiers are not supported in CoNLL,
thus only the semantic group is provided. The output of the A1 format can be used with brat
,[307], in order to visualize and edit the generated annotations. Finally, the JSON format
provides all the information contained in the tree, together with the sentence and respective
character positions. We also provide our own format, in order to overcome some limitations
of other formats regarding nested/intersected annotations and multiple identifiers. It can be
seen as an alternative to JSON, being more readable and understandable by humans.
Figure 5.6 presents an example of the Neji output generated for a sentence. As we can
see, each sentence has its own identifier, start and end character positions, and respective
text. Regarding annotations, an indentation-based approach is used to reflect the tree hierar-
chy, accompanied with the respective term identifier, start and end character positions, and
associated text and identifiers.
S77# 9820#9986# In#Fanconi#anemia,#death,#bone#marrow#transplant#…!
# T1# 9823#9836# Fanconi#anemia# UMLS:C0015625:T047:DISO#
# T2# 9846#9856# bone#marrow# UMLS:C0005953:T024:ANAT#
# # T2K1# 9846#9849# bone# UMLS:C0262950:T023:ANAT#
# # T2K2# 9851#9856# marrow# UMLS:C0376152:T023:ANAT#
 
Figure 5.6: Example of the Neji output format.
5.2.3 Parallel processing
In order to simplify the use of the various modules and required resources, we developed
a method to manage these resources, which we call Context. It automatically loads the re-
sources that are required to run a specific pipeline. Thus, researchers do not need to deal
with repetitive and time consuming tasks such as loading dictionaries, ML models, parsers
and sentence splitters. Additionally, we also provide parallel processing of documents through
multi-threading support. To accomplish this, the libraries and respective dependencies used
were adapted to allow multi-threaded execution, solving some limitations with MALLET and
GDep. The Context also supports multi-threading, by automatically generating the required
duplicate resources when necessary. For instance, concurrent annotation of documents using
one ML model is not possible, requiring one instance of the ML model for each thread. In
order to apply parallel processing, each pipeline must be implemented in a Processor, which
is a runnable pipeline with context and input and output resources specification. Base imple-
mentation of a Processor is already provided, which simplifies the development of alternative
runnable pipelines. A Batch is also provided, which performs concurrent processing of input
resources using a specific Processor and Context. Considering the typical use case scenario of
parallel processing in the biomedical domain, i.e., process files in an input folder and provide
118
CHAPTER 5. NEJI: HETEROGENEOUS BIOMEDICAL CONCEPT RECOGNITION
the results to an output folder, we developed a Batch executor to make the applicability of
parallel processing easier. The Batch automatically generates the required Processor threads
to process specific files in a folder. Custom arguments for the processors can be also provided,
which takes advantage of Java reflection.
5.2.4 Usage
In order to make the annotation process as simple as possible in typical use cases, Neji
integrates a simple but powerful CLI tool, which is flexible and provides a complete set of
features:
• Annotate using dictionaries and/or ML models with respective normalization dictionar-
ies;
• Various input and output formats. When the XML input format is used, the XML tags
should be indicated;
• Parsing level customization. By default, Neji automatically finds the appropriate pars-
ing level considering the ML model characteristics;
• Number of threads customization;
• Wildcard input filter to properly indicate the files to process;
• Support for compressed and uncompressed files.
The features provided by the CLI tool allow annotating a corpus using a simple bash
command, such as:
. / n e j i . sh − i input / − i f XML −o output/ −o f XML
−x AbstractText , A r t i c l eT i t l e −d r e s ou r c e s / d i c t i o n a r i e s /
−m re sou r c e s /models / −c −t 6
In this example, Neji uses six threads to annotate the compressed XML documents in
the input folder with the specified dictionaries and machine-learning models, providing the
resulting XML documents to the output folder. Note that only the text inside the specified
tags is annotated. If users do not want to use the provided CLI, it is also straightforward
to develop a processor and process the documents using the batch helper. First, a processor
taking advantage of the pipeline features must be implemented.
Figure 5.7:a presents the construction of a complete pipeline processor that produces
the same results as the previous bash command, considering a specific context, input and
output documents provided in the constructor. Afterwards, this pipeline processor must be
used to perform batch processing of documents. Figure 5.7:b shows how a context is created
considering input models and dictionaries folders, and how a batch is created for specific input
and output folders. Finally, the batch is executed considering the provided context and all
documents are annotated. Complete and detailed documentation on how to use the CLI tool,
build custom processors, and build processing modules is provided in the Neji’s web page.
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public'class'XMLProcessor'extends'BaseProcessor'{'
' …'
' @Override'
public'void'run()'{'
ContextProcessors'cp'='context.take();'//Take'parser,'sentence'splitter'and'CRF'
Corpus'corpus'='getInputCorpus().getCorpus();'//Get'corpus'to'store'processed'data'
Pipeline'p'='new'DefaultPipeline();'//Create'pipeline'
p.add(new'XMLReader(new'String[]{"ArticleTitle",'"AbstractText"}));'//Reader'
p.add(new'SentenceTagger(cp.getSentenceSplitter()));'//Sentence'tagger'
p.add(new'NLP(corpus,'cp.getParser()));'//NLP'
for'(Dictionary'd':'context.getDictionaries())'{'//Dictionary'matching'
' p.add(new'DictionaryHybrid(d,'corpus));'
}'
for'(int'i'='0;'i'<'context.getModels().size();'i++)'{'//Machine'learning'
' p.add(new'MLHybrid(corpus,'context.getModels().get(i),'cp.getCRF(i)));'
}'
p.add(new'IeXMLWriter(corpus));'//Writer'
p.run(getInputCorpus().getInStream(),'getOutputCorpus().getOutStream());'//Run'pipeline'
context.put(cp);'//Put'parser,'sentence'splitter'and'CRF'back'
' }'
} 
 
Context!context!=!new!Context(modelsFolder,!dictionariesFolder);!//Create!context!
boolean!areFilesCompressed!=!true;!
int!numThreads!=!6;!
Batch!batch!=!new!FileBatchExecutor(inputFolder,!InputFormat.XML,!outputFolder,!OutputFormat.XML,!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!areFilesCompressed,!numThreads);!//Create!batch!
Class!c!=!XMLProcessor.class;!//Get!Processor!class!
batch.run(c,!context);!//Run!batch!processing!
 
a) Pipeline processor.
b) Batch executor with context and pipeline processor.
Figure 5.7: Java code snippets to create a runnable processing pipeline and use it in a batch
executor with context.
5.3 Results
To provide general feedback regarding Neji’s reliability as a framework, it is fundamental
to evaluate its behaviour on real life problems. Thus, we believe that such framework should
be evaluated considering two key characteristics:
• Concept annotation: what is the quality of the produced concept annotations?
• Speed: how long it takes to process a specific amount of documents?
Accordingly, we collected manually annotated corpora, dictionaries and ML models to take
advantage of Neji, and compared the achieved performance results with existing solutions.
5.3.1 Corpora
Our primary analysis was centered on the CRAFT corpus [107], one of the largest publicly
available gold standard corpora for the biomedical domain, focused on multiple biomedical
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concept types with heterogeneous characteristics. The initial release contains a set of 67
full-text articles (more than 21 thousand sentences) manually annotated by domain experts,
focused on nine biomedical ontologies and terminological resources: Chemical Entities of Bi-
ological Interest (ChEBI); Cell Ontology; Entrez Gene; Gene Ontology (biological process,
cellular component, and molecular function); NCBI Taxonomy; Protein Ontology and Se-
quence Ontology. Overall, it contains almost 100 thousand annotations. However, CRAFT
does not include anatomical and disorder concepts, which we believe are fundamental to
cover the general biomedical concept spectrum. Thus, we decided to use two other corpora
for concept annotation evaluation. The AnEM [105] corpus is focused on anatomical entities,
using a fine-grained classification system based on the Common Anatomy Reference Ontology
(CARO). The annotated concepts are precisely divided into eleven anatomical class labels,
such as “Organ”, “Tissue”, “Cell” and “Organism substance”. This corpus is based on 250
abstracts and 250 full-text extracts (article sections) randomly selected from PubMed and
from PubMed Central (PMC), containing 3135 manually annotated concepts. For testing
purposes, 100 abstracts and 100 full-text extracts are provided, summing together 1879 an-
notated concepts. Finally, the third was the NCBI disease corpus [308], produced by expert
annotators using the Unified Medical Language System (UMLS) as reference resource and
containing disease concepts classified into four class labels: Specific Disease, Disease Class,
Composite Mention and Modifier. It contains 793 abstracts (6651 sentences) from PubMed
with 6900 disease mentions. For testing purposes, 100 abstracts with 961 mentions are pro-
vided. In the end, we used the 67 full-text articles of the CRAFT corpus, and the test parts
of both AnEM and NCBI corpora, in order to allow direct and fair comparison.
5.3.2 Resources
Considering the three corpora, we collected the ML models and/or dictionaries described
below to recognize biomedical concepts of each type. Resources for the “Disorders” and
“Anatomy” types were used for annotating the NCBI disease and AnEM corpus, respectively,
and the remaining were considered for the CRAFT corpus:
• Genes and proteins: due to the variability of gene and protein names, their recognition
was performed using a ML model trained on GENETAG. It applies a complete and
complex set of features, namely lemmas, POS, chunking, orthographic, local context
(windows) and morphological features. LexEBI [117], which contains a filtered version
of BioThesaurus [116], the most complete resource of gene and protein names, is used
to perform normalization. The dictionary was further filtered to only include gene and
protein names for 21 of the most commonly studied species5. Two different dictionaries
5A. thaliana, B. taurus, C. elegans, C. reinhardtii, D. rerio, D. discoideum, A. mellifera, C. albicans, D.
melanogaster, H. sapiens, M. musculus, R. norvegicus, S. cerevisiae, Hepatitis C virus, M. pneumoniae, P.
falciparum, P. carinii, S. pombe, Z. mays, E. coli and X. laevis.
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were generated: the first with preferred names and the second with synonyms for each
identifier. Additionally, for each dictionary a set of orthographic and semantic vari-
ants was generated using the Lexical Variants Generation (LVG) tool [118], namely: a)
add derivational, uninflected and inflectional name variants; b) strip ambiguous words,
punctuation symbols and plural suffixes; c) add known synonyms and variants from
biomedical databases; and d) invert names around commas. In the end, four dictionar-
ies were used with the following matching priority: 1) preferred terms; 2) synonyms; 3)
preferred terms with variants; and 4) synonyms with variants. A simple filtering of gene
and protein identifiers was also applied as a post-processing step, by discarding identi-
fiers associated with species that were not found in the document. Thus, if identifiers
for human and mouse proteins were provided for a recognized protein name and mice
were not referred in the document, the identifier for the mouse protein was removed
from the protein annotation;
• Chemicals: a dictionary of chemical names was built using the ChEBI database of
molecular entities [83];
• Species: the dictionary provided by LINNAEUS [97] was extended by adding the en-
tries from the NCBI Taxonomy assigned to taxonomical ranks above “species”, that is,
from “genus” to “domain”. For each entry, we included the names from NCBI as well
as the synonyms obtained from the corresponding concept in the Unified Medical Lan-
guage System (UMLS) Metathesaurus [118]. Furthermore, less specific names for species
that also appeared as names in higher taxonomical levels, such as the genera “rat” or
“mouse”, were filtered and kept only at the highest level, in order to approximate the
annotation guidelines used in the CRAFT corpus;
• Cells: cell names were compiled from the “Cell” and “Cell Component” semantic types
in the UMLS Metathesaurus;
• Cellular Component, Biological Process and Molecular Function: terms for these con-
cept types were obtained from the corresponding sub-ontologies of the Gene Ontol-
ogy (GO) [47], and expanded with synonyms from the corresponding concepts in the
UMLS Metathesaurus. Additionally, UMLS concepts assigned to the UMLS semantic
types “Physiologic Function”, “Organism Function”, “Organ or Tissue Function”, “Cell
Function”, “Molecular Function” and “Genetic Function” were also included since they
identify concepts closely related to biological processes and molecular functions, even if
they are not directly mapped to GO terms;
• Disorders: names and synonyms for abnormalities, dysfunctions, symptoms and dis-
eases were extracted from the Metathesaurus. We considered the following UMLS se-
mantic types assigned to the “Disorders” semantic group: “Acquired Abnormality”,
“Anatomical Abnormality”, “Congenital Abnormality”, “Disease or Syndrome”, “Men-
tal or Behavioral Dysfunction”, “Neoplastic Process”, “Pathologic Function” and “Sign
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or Symptom”;
• Anatomy: anatomical entities were extracted from the Metathesaurus, considering the
following semantic types grouped under the “Anatomy” semantic group: “Anatomical
Structure”, “Body Location or Region”, “Body Part”, “Organ, or Organ Component”,
“Body Space or Junction”, “Body Substance”, “Body System”, “Cell”, “Cell Compo-
nent”, “Embryonic Structure” and “Tissue”. The semantic type “Fully Formed Anatom-
ical Structure” was not included, as it contains only a few very general terms, such as
“total body” or “whole body structures”. The terms from the “Cellular Component”
sub-ontology in GO were also included. Additionally, we included the terms from the
“Neoplastic Process” semantic type since this most closely matches the “Pathological
Formation” annotation type included in the AnEM corpus.
As a filtering step to eliminate inconsistent names and names that would generate a large
number of false positives, we rejected names with one or two characters, names starting with
a word from a strict list of stopwords (e.g. “very long chain fatty acid metabolic process”,
“the cell”), and also any single word name if that word was included in a broader list of
stopwords generated from the list of most frequent words in MEDLINE. Some relevant terms
that occur very frequently in MEDLINE, such as general names of diseases (e.g. “cancer”,
“diabetes”), Gene Ontology terms (e.g. “expression”, “transcription”) and species (e.g. “hu-
man”, “Saccharomyces”), were not included in this stopword list, to allow identifying them
in texts. As can be seen, different resources are used for each of the considered concepts in
order to provide the best and most complete results as possible, an approach greatly simpli-
fied by Neji’s modular pipeline. In the end, our dictionaries contain almost 1 million concept
identifiers with 7 million name variants.
5.3.3 Concept annotation evaluation
Two different evaluation approaches were performed, in order to fully assess the quality
of the provided concept names and identifiers:
• Named entities: evaluate the quality of the provided text mentions discarding the as-
signed identifiers;
• Normalization: evaluate the quality of the text mentions together with the assigned
identifiers.
Regarding the evaluation of named entities, five matching techniques were considered:
• Exact: annotation is accepted if both left and right sides match with the gold standard
annotation;
• Left: annotation is accepted if the left side matches;
• Right: annotation is accepted if the right side matches;
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• Shared: annotation is accepted if the left or the right sides match;
• Overlap: annotation is accepted if there is any kind of match: exact, nested or inter-
sected.
Such matching strategies allow a better understanding of annotation quality, since a non-
exact matching does not mean that the correct concept was not recognized. For instance,
considering gene and protein names, some systems and/or corpora include the organism name
in the concept name and others do not, which remains a point of active discussion among
expert annotators. Other point of disagreement is the inclusion of the tokens “protein” or
“gene” as suffix or prefix, or including Greek letters in entity mentions [30]. Such analysis is
also important since various post-NER tasks can be performed even if imprecise names are
provided (e.g., relation and event mining).
The performance results on the various corpora were analyzed against previously published
works to provide fair comparison. However, a complete comparison considering the five
matching strategies is not always possible, since these different results are not stated in some
works.
Regarding normalization and identifiers matching, we also considered two different match-
ing strategies:
• Exact: annotation is accepted if one identifier is provided and it matches exactly with
the gold standard;
• Contains: annotation is accepted if the provided list of identifiers contains the gold
standard identifier.
Considering both matching strategies allows a more thorough analysis of the validity of the
identifiers assigned to each entity mention. This evaluation was performed on the CRAFT
corpus, since among the corpora considered in this work, only this one provides concept
identifiers.
Common evaluation metrics were used to analyze and compare the achieved results: Pre-
cision (the ability of a system to present only relevant items); Recall (the ability of a system
to present all relevant items); and F-measure (the harmonic mean of precision and recall).
Note that the presented results are micro-averaged, meaning that a general matrix of TP,
FP and FN values is built from all documents to obtain final precision, recall and f-measure
scores.
CRAFT
Considering the databases and ontologies used in the annotation of CRAFT, we defined
six concept classes: species, cell, cellular component, chemical, gene and protein, and bio-
logical processes and molecular functions. Biological processes and molecular functions are
grouped into a single class, since annotations are provided in a single file using a single concept
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type. Moreover, since gene and protein are provided through Entrez Gene (EZ) and Protein
Ontology (PO), we decided to perform two different evaluations regarding the recognition of
named entities: 1) against concepts provided by EZ; and 2) against concepts provided by EZ
and/or PO. The performance on this NER task was compared against the results published
by Verspoor et al. [52], who presented state-of-the-art results on CRAFT for sentence split-
ting, tokenization, POS tagging, syntactic parsing and named entity recognition. However, it
only presents results for gene and protein recognition, where BANNER claims the best per-
forming results. Thus, we decided to also use Cocoa and Whatizit to compare the achieved
performance results for all the concept classes. Since Cocoa concept classes do not match
directly to the ones provided in CRAFT, we had to group them together to better fulfill the
requirements and to achieve better results:
• Species: “Organism” and “Organism1”;
• Cell: “Cell”;
• Cellular Component: “Cellular component”, “Location” and “Complex”;
• Chemical: “Chemical”;
• Gene and Protein: “Protein”, “Molecule” and “Category”;
• Biological Process and Molecular Function: “Bio Process” and “Process”.
Whatizit was used through the “whatizitUkPmcAll” pipeline, which is used in Europe
PubMed Central [48] to provide species, chemical, gene and protein, cellular component,
biological process, molecular function and disorder concept annotations. To match the output
with CRAFT, biological process and molecular function annotations were grouped into a single
concept class, and disorders annotations were discarded.
Figure 5.8 presents the named entity recognition results achieved by Neji, Whatizit, Cocoa
and BANNER on the CRAFT corpus, considering the various matching strategies. As we can
see, there are considerable variations between the various matching strategies. For instance,
on gene and protein names recognition, Neji, Whatizit and Cocoa perform much better on
left matching in comparison to right matching, which confirms the variability of annotation
guidelines. Moreover, Neji and Cocoa also present better results on right matching on cell
recognition, which indicates the presence of word prefixes on the gold standard that are being
discarded by the automatic solutions. Those facts reflect the high variability of biomedical
concept names, with different guidelines being followed by manual annotators leading to the
generation of heterogeneous resources. Thus, as stated before, such discrepancies should
be taken into account when evaluating solutions on corpora that follow different annotation
guidelines.
Overall, Neji presents the best results, with significant improvements on various concept
types, namely on concepts associated with GO (cellular component, biological process and
molecular function), chemical and gene/protein. In more detail, we can see that Neji is the
solution that presents overall best recall results without losing precision. Additionally, Neji
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Figure 5.8: Evaluation results for named entity recognition, considering precision, recall, and
F-measure achieved on CRAFT corpus, using exact (E), left (L), right (R), shared (S) and
overlap (O) names matching. Evaluation considers species, cell, cellular component, gene and
protein, chemical, biological processes and molecular functions concept names.
also presents a positive constant behavior, with an average variation of 9% of F-measure
between exact and overlap matching. However, Whatizit is the most constant solution, with
an average variation of 4% of F-measure. On the other hand, Cocoa has the highest variation,
with 18% of F-measure.
Neji obtained state-of-the-art results on the recognition of species and cell concepts, with
overlap F-measure results of 94.7% and 91.5%, respectively. Extending LINNAEUS dictionar-
ies allowed an improvement of more than 8% of F-measure on overlap matching, from 86.1%
to 94.7%. Nonetheless, both Cocoa and Whatizit present competitive results on species, and
Cocoa also achieved state-of-the-art results on cell identification. Neji achieved an F-measure
of 83.2% on overlap matching in the recognition of cellular component names, which is signifi-
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cantly better than Cocoa and Whatizt. For instance, a detailed analysis showed that Cocoa’s
performance is considerably degraded by the presence of terms such as “cell” and “cellular”.
Regarding gene and protein recognition, Neji ML model presents better results than Cocoa,
BANNER and Whatizit on left, shared and overlap matching. Its performance drop on ex-
act and right matching appears to be a consequence of the different annotation guidelines
in CRAFT and GENETAG, which was used to train Neji’s ML model. Specifically, species
names, and suffixes such as “gene” and “protein” are considered as part of the concept name
in GENETAG but not in CRAFT, causing an erroneous evaluation when exact matching is
taken into account. Considering only the concepts from Entrez Gene, Neji showed an improve-
ment of more than 3% of F-measure on overlap matching against the second best, Whatizit.
When compared against BANNER, an improvement of 8% was achieved. Regarding Entrez
Gene and/or Protein Ontology concepts, Neji presents an improvement of more than 5% of
F-measure against Whatizit and 23% against Cocoa, on overlap matching. Finally, the results
achieved on chemical and biological processes and molecular functions are considerably better
than Cocoa and Whatizit. However, we believe there is margin for progress, by: 1) collecting
more name variants to improve the recall for biological processes and molecular functions;
and 2) refining existing chemical dictionaries to improve precision.
Regarding normalization, previous works have presented performance evaluation results
for specific entity types on specifically developed corpora, such as AIMed [207] and/or BioIn-
fer [208] corpora for gene and proteins. Therefore, we evaluated the entity normalization
performance achieved with Neji on the CRAFT corpus and compared it to the results ob-
tained using the available pipelines in Whatizit, as this was the only freely available system
that allowed recognition of various concept types with identifiers for each recognized concept
name.
In order to collect the performance results, we first converted the identifiers provided by
Neji and Whatizit to the ones used in the CRAFT corpus, since the resources used for each
concept type were generally different. However, this mapping may deliver various problems,
such as absent and ambiguous mapping, i.e., one identifier that is mapped to multiple iden-
tifiers, that will directly affect the obtained results. Table 5.1 presents a detailed analysis
of the identifier mapping for Cell, Gene and Protein, and Biological Process and Molecular
Function concept names, considering the annotations provided by Neji and Whatizit. Uniprot
identifiers for genes and proteins were mapped to Entrez Gene (EZ) and Protein Ontology
(PO) identifiers using the mapping provided by Uniprot to EZ and the mapping provided by
PO to Uniprot. The UMLS concept identifiers assigned by Neji to Cell concept names were
mapped to Cell Ontology (CO) identifiers through the mapping to the Foundational Model
of Anatomy (FMA) ontology available in CO. However, this mapping is highly limited, since
it only covers approximately 30% of CO. Finally, the dictionaries used in Neji for the recogni-
tion of Biological Process and Molecular Function concept names include some concepts from
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various UMLS semantic types that are not mapped to GO entries, as used in the CRAFT
corpus.
The analysis of Table 5.1 shows that only 53% of the identifiers provided by Whatizit could
be mapped to Entrez Gene. Nonetheless, most of the recognized concept names (95%) were
associated to at least one identifier that could be mapped to an Entrez Gene identifier. On
the other hand, all Uniprot identifiers provided by Neji were mapped to corresponding Entrez
Gene entries. Considering the Uniprot to PO mapping, only 22% of the identifiers provided
by Whatizit were successfully mapped, while a PO identifier could be assigned to 78% of the
recognized concepts. Regarding Neji, 95% of the Uniprot IDs were mapped to PO, and a
PO identifier was assigned to 99% of the recognized concepts. Various facts contribute to
identifier mapping discrepancies between the two systems: 1) Neji uses Uniprot entries for 21
species while Whatizit uses the entire Uniprot database, resulting in more concept names and
much more Uniprot identifiers; 2) the version of Uniprot used by Whatizit may not correspond
to the version used for mapping; 3) not all Uniprot entries have a corresponding Entrez Gene
entry; and 4) protein ontology does not map to all entries of Uniprot. Regarding cell identifiers
mapping, 64% of the UMLS identifiers were successfully mapped into CO identifiers, resulting
in 91% of the recognized concept names having CO identifiers. Finally, since Neji uses both
GO and UMLS for representing Biological Process and Molecular Function concepts, we
analyzed the mapping between the provided UMLS identifiers and corresponding GO entries.
Considering only the annotations that contain UMLS identifiers, only 32% of the recognized
concept names were mapped with GO identifiers. Overall, considering both UMLS and GO,
81% of the recognized concept names were provided with GO identifiers.
Table 5.1: Statistics of mapping identifiers between different resources for cell, gene and
protein, and biological process and molecular function concept names. The analysis considers
the number of identifiers and concept names provided by each solution and the percentage
that were successfully mapped.
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Table 1: Statistics of mapping identifiers between different resources for cell, gene and protein, 
and biological process and molecular function concept names. The analysis considers the number 
of identifiers and concept names provided by each solution and the percentage that were successfully 
mapped. 
 From To Solution # Identifiers 
Mapped 
identifiers 
# Concept 
names 
Mapped 
concept names 
Gene and Protein 
Uniprot Entrez Gene 
Neji 51118 100% 13239 100% 
Whatizit 123136 53% 18079 95% 
Uniprot Protein Ontology 
Neji 51118 95% 13239 99% 
Whatizit 123136 22% 18079 78% 
Cell UMLS Cell Ontology Neji 8390 64% 5926 91% 
Biological Process 
and Molecular 
Function* 
UMLS Gene Ontology Neji 6079 28% 5377 32% 
*Only concept names with UMLS identifiers are considered. 
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Figure 5.9 presents the results achieved by Neji and Whatizit in the CRAFT corpus, con-
sidering the various strategies for matching the text chunks to the entries in the dictionary and
the two identifier matching techniques (“exact” and “contains”). Overall, Neji considerably
outperformed Whatizit on identifier matching for Species, Cellular Component, Chemical
and Biological Process and Molecular Function concept names, with the exception of Gene
and Protein concepts, where both solutions presented similar results. Moreover, there was
no high variability in identifiers matching when the various dictionary matching strategies
were compared, again with the exception of gene and protein concept names. In this case,
it is clear from the results that different annotation characteristics between the train and
test corpora also have a substantial impact on the normalization performance. On the other
hand, there is a significant difference in the results if we require that the correct identifier is
returned (“exact”) or that the correct identifier is included in the returned list of identifiers
(“contains”), highlighting the ambiguity in the concept names recognized in the texts.
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Figure 5.9: Evaluation results for normalization considering precision, recall, and F-measure
achieved on CRAFT corpus, using exact (E), left (L), right (R), shared (S) and overlap (O)
names matching and “exact” and “contains” matching of identifiers. Evaluation considers
species, cell, cellular component, gene and protein, chemical, biological processes and molec-
ular functions concept names.
Neji obtained state-of-the-art results in the recognition of species, with an F-measure of
87.8% and no significant variance between “exact” and “contains” matching of identifiers.
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During the annotation of species in CRAFT, experts were required to assume the closest
semantic match, which means that the mention “rat” was annotated as the genus “Rattus”
(NCBI identifier 10114), even if from context it was known to be the common laboratory
rat species “Rattus norvegicus” (NCBI identifier 10116). Such fact considerably affected the
performance of Whatizit, since it only provides more specific species identifiers. For example,
by considering just two of those cases and converting from “Rattus” (NCBI:10114) to “Rat-
tus norvegicus” (NCBI:10116) and “Mus” (NCBI:10088) to “Mus musculus” (NCBI:10090),
Whatizit results would achieve an F-measure of 87.5%, similar to that achieved with Neji.
Neji presented competitive results on Cell concepts normalization, with a small vari-
ance between “exact” (64.9% of F-measure) and “contains” identifier matching (70.5% of
F-measure). Such results represent a small drop when compared with the performance ob-
tained on exact named entities matching (F-measure of 75.4%). Regarding GO concept types,
namely Cellular Component, Biological Process and Molecular Function, Neji considerably
outperformed Whatizit, again with a small difference between “exact” and “contains” match-
ing of identifiers. Considering “contains” matching, Neji presents an F-measure of 71.8% on
Cellular Component, and 40.1% of F-measure on Biological Process and Molecular Function.
Comparing those results with exact named entity matching, they represent an average drop of
8% of F-measure. The performance on Biological Process and Molecular Function is affected
by the absent mappings between some UMLS concepts and GO identifiers.
Neji also outperformed Whatizit on Chemical concepts normalization, with an F-measure
of 33.1% on “exact” and 53.1% on “contains” identifier matching. The high difference between
“exact” and “contains” matching reflects the high ambiguity present on ChEBI. For instance,
the annotation “protein” on CRAFT contains the ChEBI identifier 36080 (“protein”), but the
dictionary matching provides both 36080 and 16541 identifiers, which corresponds to “protein
polypeptide chain” and also contains “protein” as a synonym. The best normalization results
were achieved when exact named entity matching was considered, which shows that accepting
approximate matching of named entities may degrade normalization performance by leading
to more false positives identifiers.
Finally, in order to present results for Gene and Protein concepts, two different evalua-
tions were performed: 1) against Entrez Gene identifiers; and 2) against Protein Ontology
identifiers. On both evaluations and systems, there was a considerable variation between
the various names matching strategies and between “exact” and “contains” identifier match-
ing, a consequence of the cross species ambiguity of gene and protein names. Regarding
Entrez Gene, Neji and Whatizit present low performance results on “exact” identifier match-
ing, achieving F-measures of 21.4% and 13.0%, respectively, when using overlap dictionary
matching. When “contains” identifier matching was considered, the performance of Neji and
Whatizit improved considerably, achieving F-measures of 52% and 42% for overlap dictio-
nary matching, respectively. Concerning normalization to Protein Ontology, the achieved
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performance results are considerably better, with Neji and Whatizit achieving F-measures of
55.0% and 55.6%, respectively, for “exact” identifier matching and using overlap dictionary
matching. When “contains” matching was considered, both solutions presented considerable
improvements, with Neji achieving 64.0% of F-measure and Whatizit 60.7%. Evaluating the
normalization to both EZ and PO, Whatizit presented the most constant behavior, a conse-
quence of the different annotation guidelines followed in CRAFT and in the training corpus
used to generate the ML model used by Neji. However, when all evaluation strategies are
considered, Neji provides better results.
Overall, the presented analysis shows that Neji achieves competitive performance results
on normalization, presenting small and anticipated performance drops when compared to
named entities evaluation. Nonetheless, we consider that there is still margin for improvement,
namely for chemicals and gene and protein normalization.
AnEM
To evaluate the recognition of anatomical concepts, we combined all sub-classes of the
AnEM corpus into a single class. As a consequence, the systems were evaluated targeting
the general ability to recognize anatomical entities, discarding the capability to classify and
distinguish specific sub-anatomical classes. Thus, Neji was compared with the systems used
in Ohta et al. [105], i.e. MetaMap and NERSuite, which provide state-of-the-art results on
this corpus. NERSuite was trained using the training part of the corpus, being optimized
for these specific annotation guidelines. Cocoa provides anatomical classes following the
AnEM classification approach. Thus, we annotated the corpus using Cocoa and mapped the
respective classes to the single anatomical class. Body part concepts provided by Cocoa were
also mapped to the single class.
Figure 5.10 compares the results achieved by Neji, Cocoa, MetaMap and NERSuite on
AnEM corpus, considering exact, left, right, shared and overlap names matching. Overall,
there is a significant variation between the various matching techniques, which is observed in
all systems. Even NERSuite has problems to identify the exact names’ boundaries, namely
the right boundary. Such variation reflects the complexity of inferring the variable bound-
aries of anatomical names. Nonetheless, Cocoa was the system that presented better results,
with 83.5% of F-measure on overlap matching. Neji also presented competitive results, with
83.1% of F-measure on overlap matching. On the other hand, MetaMap was the system
that performed worst. Surprisingly, NERSuite did not perform better than Neji and Cocoa,
which may indicate that ML-based solutions are not required for the general recognition of
anatomical entities.
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Exact Left Right Shared Overlap
P 56.02% 63.35% 72.50% 79.75% 82.15%
R 61.46% 68.90% 74.94% 79.64% 80.91%
F1 58.62% 66.01% 73.70% 79.70% 81.53%
P 61.89% 72.48% 69.31% 79.54% 81.48%
R 68.39% 77.33% 76.59% 84.02% 85.62%
F1 64.98% 74.82% 72.77% 81.72% 83.50%
P 50.78% 54.67% 58.18% B B
R 64.49% 69.43% 73.89% B B
F1 56.82% 61.17% 65.10% - -
P 77.98% 81.43% 90.00% B B
R 52.15% 54.46% 60.19% B B
F1 62.50% 65.27% 72.14% B B
Exact Left Right Shared Overlap
P 68.70% 71.49% 81.61% 84.40% 85.02%
R 69.20% 72.01% 82.21% 84.14% 84.32%
F1 68.95% 71.75% 81.91% 84.27% 84.67%
P 83.80% B B B B
R 80.00% B B B B
F1 81.80% - - - -
P 66.01% 71.76% 85.43% 91.19% 92.45%
R 38.19% 41.52% 49.43% 52.16% 53.04%
F1 48.38% 52.60% 62.62% 66.36% 67.41%
Precision Recall FBmeasure
E 55.50% 65.92% 60.26%
L 62.60% 72.97% 67.39%
R 71.92% 80.43% 75.94%
S 78.89% 83.89% 81.31%
O 81.37% 84.95% 83.12%
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Figure 5.10: Comparison of precision, recall, and F-measure results achieved on AnEM and
NCBI corpora, considering exact (E), left (L), right (R), shared (S) and overlap (O) matching.
The various sub-classes from each corpus were merged into a single class, in order to evaluate
the general ability to recognize disorder and anatomical concept names.
NCBI
Similarly to the AnEM corpus, we also combined NCBI sub-classes into a single class,
in order to evaluate the general ability to identify names of disorders. The comparison was
performed against BANNER and Whatizit. BANNER was used in Doğan and Lu [308] to
present state-of-the-art results for ML-based solutions in this corpus. Although our approach
is not ML-based and therefore not trained using the corpus, we believe this comparison is also
relevant to provide feedback regarding the overall performance. Whatizit was used through
the “whatizitDiseaseUMLSDict” pipeline.
Figure 5.10 compares the named entity recognition results achieved by Neji, Whatizit
and BANNER on the NCBI corpus. There is also a significant variation between the various
matching techniques, namely on right matching. This means that various concepts are not
precisely identified due to the presence or absence of word prefixes. For instance, in our case,
the gold standard annotation “atrophic benign epidermolysis bullosa” was typically provided
just as “epidermolysis bullosa”. Even though the text chunk is not correct, it points to the
same concept. Comparing the two dictionary-based approaches, Neji presented significantly
better results than Whatizit, with an improvement of more than 17% of F-measure on over-
lap matching. On the other hand, BANNER, a ML-based solution trained on this corpus,
achieved significantly better results than Neji when exact matching is considered. However,
the high-performance results obtained with Neji when fuzzy matching is used, seem to indi-
cate a mismatch between the terms in the dictionary used and the annotation guidelines for
this corpus.
Summarizing, we can argue that Neji presents highly competitive results, with significant
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improvements for some semantic groups, namely species, cell, cellular component, gene and
protein, and anatomy.
5.3.4 Speed evaluation
One important characteristic of concept recognition solutions is annotation speed, since
large data sets may be annotated to collect as much information as possible. To evaluate
the annotation speed achievable with Neji, various experiments were performed using the
CRAFT corpus, which contains 67 full-text articles with 21749 sentences. The documents
were processed on a machine with 8 processing cores @ 2.67 GHz and 16GB of RAM.
The annotation process using the dictionaries and ML model previously described and
using 5 threads took 124 seconds, which corresponds to processing 175 sentences per second,
and around 1.8 seconds to process a full text article. Considering that MEDLINE contains
11 millions abstracts6, and that each abstract contains on average 7.2 sentences [109], this
configuration could annotate the entire MEDLINE in five days. Since generating the complex
features for the ML model and collecting POS and chunking features is resource intensive,
we also measured the processing speed without using ML, applying only dictionary matching
and tokenization from the NLP module. With this configuration, the CRAFT corpus was
processed in 18 seconds, which corresponds to 1208 sentences/second. Thus, a full text article
was processed in 0.28 seconds, and the entire MEDLINE could predictably be annotated in 18
hours. To contextualize the achieved results, we compared Neji with other existing tools. Even
though BANNER applies ML for gene and protein names recognition only, it took more than
9 minutes to annotate CRAFT. On the other hand, the rule-based solution MetaMap took
more than 2 minutes to process a single full-text file. We believe that the presented processing
speeds provide a positive contribution to the biomedical community, making annotation of
large data sets with dozens of biomedical concepts easily accessible.
5.3.5 Real-time annotation
Since the availability of no-installation, no-maintenance and modular solutions for het-
erogenous biomedical concept recognition is still scarce, we decided to take advantage of
Neji to offer a complete web-service to be easily integrated in any text-processing pipeline.
Whatizit [126], for instance, offers dictionary-based annotation of documents with a large
set of vocabularies and is available both through a web-service and a web page. Yet, anno-
tation of concepts from different types is only possible by repeating the annotation process
several times and combining the results generated by different pipelines. iHOP [18] is a web-
application offering programmatic access to pre-annotated abstracts from MEDLINE. It is a
protein-centric system and does not allow the annotation of external documents submitted
by the user. Another solution focused on genes, proteins and small-molecules is Reflect [309],
6http://www.nlm.nih.gov/bsd/medline_lang_distr.html
133
5.3. RESULTS
a web-service that annotates these concepts on web pages and provides, through popups,
additional information such as synonyms, database identifiers and related literature. Cocoa7
is a multiple concept annotator with an online interface and an Hypertext Transfer Protocol
(HTTP) API. It annotates entities in user submitted text, but it is limited to named entities
and does not provide concept identifiers or external references. Overall, only few text-mining
solutions for concept identification are available as web-services and most of them focus on a
small number of concept types. Of those, most omit concepts that intersect other recognized
concepts or that are nested within broader concepts. Moreover, to the best of our knowledge,
there is no solution available that allows users to select the entity types they want to anno-
tate on a single service invocation. BeCAS, the Biomedical Concept Annotation System, is a
web-based tool for on-demand document processing and annotation that can be integrated on
larger text-processing pipelines, used directly through a user-friendly and highly interactive
web interface or incorporated on external web pages through a simple yet flexible widget.
BeCAS concept recognition features take advantage of Neji, by applying the previously
described processing modules, dictionaries and ML models. Representational State Transfer
(REST) web services were built in Java on top of Neji, pre-loading and keeping in memory
all dictionaries, models and parsers for on-demand usage. The article fetching modules were
built in Python and the web interface was developed using HyperText Markup Language
(HTML), Cascading Style Sheets (CSS) and Javascript. In summary, BeCAS exposes its
functionalities through three interfaces: an HTTP REST API, a widget embeddable in web
pages and an interactive web-application. It provides annotations both for user-supplied texts
and for MEDLINE abstracts, which are automatically fetched from PubMed.
BeCAS web interface was built with a strong focus on usability. Specific entity types can be
highlighted or muted in real-time by using simple toggle controls, and nested and intersected
annotations are also easily identified by the colour coding scheme used. An infobox with
links to external databases is displayed by placing the mouse over highlighted entities and
users can explore this same information, grouped by concept type, through the concept tree
(Fig. 5.11). Annotated text can be exported in several formats such as JSON and A1. Users
and other websites can link to annotated PubMed publications by using direct links (e.g.,
http://bioinformatics.ua.pt/becas/pmid/22957306).
Concept highlighting with external references can easily be integrated in any website
through the use of the BeCAS Javascript widget. Host pages only need to include a <script>
tag linking to the plugin and a few configuration parameters. Every feature implemented in
the main web interface is exposed by the widget, apart from the concept tree.
Text can be annotated programmatically using one of BeCAS HTTP REST endpoints.
Clients should make HTTP POST requests to one of the endpoints with a JSON encoded
payload, specifying the text to annotate, the desired output format and types of entities that
7http://npjoint.com
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Figure 5.11: BeCAS Web interface showing an annotated PubMed abstract. Each anno-
tated entity type can be highlighted separately (left). The concept tree (bottom) displays all
annotations along with the associated concepts and external references.
should be annotated. Due to inherent representation constraints, the available output formats
support different levels of granularity in the results. CoNLL format is the most comprehen-
sive, providing sentence splitting, tokenization, lemmatization, POS tagging, chunking and
identification of isolated, nested and intersected concepts. JSON format includes sentence
splitting and concept identification. IeXML formatted results contain the same information as
JSON, but nested and intersected annotations are limited to a depth of one level, with deeper
annotations resolved to the largest span. Results in A1 format provide concept identifiers,
including nested and intersected annotations.
Apart from supplying text directly to the API, BeCAS is capable of fetching and anno-
tating PubMed articles. A client can issue an HTTP POST request to one of the abstract
annotation endpoints, optionally providing a JSON encoded payload of entity types for an-
notation. Since publications have multiple fields, such as the title, abstract, authors, MeSH
terms and others, results are provided exclusively as PubMed annotated IeXML or JSON.
The service returns XML documents delivered by the Entrez eFetch Utility, with the “Arti-
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cleTitle” and “AbstractText” fields enriched with IeXML annotations.
Overall, BeCAS provides three distinct user interfaces for biomedical concept identifica-
tion, presenting state-of-the-art performance, as evaluated on various corpora. It currently
recognizes and annotates 1.2 million concepts and enriches them with 1.6 million external
references to 30 online resources. The REST API is suitable for integration in custom text-
processing pipelines, while the widget can be easily integrated in any web page. Finally, users
can also use BeCAS annotation services as a standalone web-application. In the future, we
plan to add support for more entity types and continue to improve annotation performance,
with focus on concept disambiguation.
5.4 Discussion
The inherent characteristics, features and performance provided by the Neji framework
represent various technical and theoretical advantages to end-users, contributing to an im-
proved and faster research in biomedical text mining and information extraction. First of all,
the large dictionaries used in our experiments, in combination with the achieved processing
speeds, are good indicators of the scalability of the presented solution. Additionally, the
achieved high-performance results against gold standard corpora show the solution’s reliabil-
ity. Overall, the flexibility, scalability, speed and performance results offered by the proposed
framework expedite the processing of the increasing scientific biomedical literature. The fea-
tures provided greatly simplify NER and normalization tasks, offering annotations for a large
number of entity types using both dictionary and machine learning-based approaches. Using
the state-of-the-art modules incorporated in Neji, developers and researchers can bypass nor-
mally complex and time-consuming tasks, allowing them to focus on further analysis of these
annotations. Users can also take advantage of the integrated natural language processing
tools, eliminating the need for developing wrappers or integration solutions. The adoption of
the same techniques for linguistic processing means that all modules are based on the same
consistent information, such as tokens, lemmas, POS tags, chunks and parsing trees. This
approach builds an integrated development ecosystem that minimizes cascading errors. For
instance, if concept recognition is performed using linguistic information from one parser, and
relation extraction is performed afterwards using information provided by another parser, it is
hard to keep consistency between the two solutions, since the application of distinct sentence
splitting and tokenization techniques provide different and hard to combine interpretations
of data. Thus, performing all tasks using the same linguistic information will deliver better
and more consistent results.
Besides using the provided modules directly, researchers may also adapt them or integrate
new ones, allowing the construction of specialized processing pipelines for text mining pur-
poses. As presented, Neji is ready to be used by users with different levels of expertise. It
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allows obtaining heterogeneous concepts of several types in a straightforward way, by using
the CLI tool or by building a pipeline with existing modules. Users also have the power to
optimize concept recognition for their specific goals, which is achieved by having access to
the innovative concept tree. Such structure supports both nested and intersected annotations
and, combined with the support for multiple identifiers from different semantic groups per
concept, enables easy detection of ambiguity problems. Additionally, Neji also integrates
helpers for simple concept disambiguation, merging nested annotations and selecting inter-
sections. If required, users can also develop their own modules, such as readers, writers or
WSD. Overall, Neji was built considering different development configurations and environ-
ments: a) as the core framework to support all developed tasks; b) as an API to integrate in
your favorite development framework; and c) as a concept recognizer, storing the results in
an external resource, and then using your favorite framework for subsequent tasks.
Besides the flexible CLI tool, we also developed BeCAS, a web-page, set of web-services
and widget for on-demand biomedical concept recognition, taking advantage of Neji’s pro-
cessing speeds and flexibility. The web-services are suitable for integration in custom text-
processing pipelines, while the widget can be easily integrated in any web page. Finally, users
can also use BeCAS annotation as a standalone web-application.
A large and diverse set of annotations can be obtained by processing a large set of docu-
ments. Such annotations can be exploited in various ways. Perhaps, the most straightforward
one is to use these annotations together with the provided identifiers and connections to on-
tologies and other domain resources, to support a semantically enabled literature retrieval
system [310–312]. Using these annotations, it also becomes simpler to implement a query
expansion scheme [313], taking advantage of the ontological relationships between the identi-
fied concepts. Another use of such annotations is to extract co-occurrence based association
metrics between concepts [20, 314]. This can also be extended to extracting semantic concept
profiles that represent the semantic context in which a given concept occurs, as described in
[270]. Creating these profiles is highly dependent on the annotation of a large set of documents
with diverse and rich concepts from various semantic types. Co-occurrence and context-based
association metrics can in turn be exploited for discovering implicit (A-B-C) concept relations
from the literature, therefore supporting hypothesis generation and knowledge discovery.
With this analysis, we show that Neji is a good starting point to develop complex biomedi-
cal text mining projects, supporting advanced and reliable features and giving users the power
to choose the best behaviors considering the complete tree of recognized concepts and their
specific goals.
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5.5 Summary
This chapter presented Neji (http://bioinformatics.ua.pt/neji), an open source and
modular framework optimized for general biomedical concept recognition. It was developed
considering scalability, flexibility, speed and usability. Neji integrates state-of-the-art and
optimized solutions for biomedical natural language processing, such as sentence splitting, to-
kenization, lemmatization, POS tagging, chunking and dependency parsing. Concept recog-
nition is supported through dictionary matching and machine learning, integrating features
to perform normalization of recognized chunks of text. Various known biomedical input and
output formats are also supported, namely Raw, XML, A1 and CoNLL. Recognized concepts
are stored in an innovative concept tree, supporting nested and intersected concepts with
multiple identifiers. Such structure provides enriched concept information and gives users
the power to decide the best behavior for their specific goals, using the included methods for
handling and processing the tree.
The application of Neji on real life problems was also presented, achieving high-perfor-
mance results when evaluated against manually annotated corpora. To the best of our knowl-
edge, the analysis presented constitutes the most comprehensive evaluation of named entity
recognition and normalization for such a heterogeneous set of biomedical concept types. Ad-
ditionally, the presented processing speeds make the annotation of large document sets a
reality. We also described the simple usage of Neji through the integrated CLI tool, which
allows annotating thousands or millions of documents with a simple bash command. Further-
more, we illustrated the simplicity of developing a custom pipeline using existing modules.
In the end we describe BeCAS (http://bioinformatics.ua.pt/becas), a web-page, set of
web-services and widget for on-demand biomedical concept recognition built on top of Neji.
We believe that the characteristics and complex features provided by Neji fill the gap
between general frameworks (e.g., UIMA and GATE) and more specialized tools (e.g., NER
and normalization). It streamlines and facilitates biomedical concept recognition, using both
dictionary and machine learning-based approaches to extract multiple concept types in an
integrated ecosystem. Neji simplifies concept recognition tasks in biomedical information
extraction, and it can be easily integrated in complex workflows contributing towards more
accurate knowledge discovery.
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Chapter 6
TrigNER: biomedical event trigger
recognition
This chapter is based on:
• D. Campos, Q.-C. Bui, S. Matos, and J. L. Oliveira, “TrigNER: automatically opti-
mized biomedical event trigger recognition on scientific documents,” Source code for
biology and medicine, vol. 9, no. 1, Jan. 2014
Automatic extraction of biological events from text constitutes an important contribution
for the biomedical community, in order to help find hidden relationships and allow faster
updating of existing knowledge. As previously described in Section 2.3, the development of
automatic solutions to extract biomedical events from scientific documents has been greatly
promoted by the BioNLP shared tasks [192, 193], aimed at the recognition of events par-
ticularly focused on genes and proteins. More recently, the extraction of events focused on
infectious diseases, bacteria and cancer genetics were also targeted. In general, the proposed
approaches to event extraction consist of two subsequent sub-tasks:
• Trigger recognition: aimed at identifying the chunk of text that indicates the event and
serves as a predicate;
• Argument recognition: aimed at identifying the entities and/or event that take part in
the event.
6.1 Background
Trigger recognition is the first and crucial task of event recognition, since the following
task(s) completely rely on its output. This was clearly shown by Björne et al. [239], who stated
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a drop of more than 20 points in performance between using predicted and gold standard
triggers. However, trigger recognition presents various complex and unsolved challenges,
namely:
• The same chunk of text may be a trigger word or not depending on the textual context;
• The same chunk of text may be a trigger of two or more event types;
• Triggers of different event types have different linguistic characteristics;
• Large amount and variety of event types.
As described in Section 2.3.3, approaches to perform event trigger recognition can be
categorized as being based on rules, dictionary matching and machine learning. ML-based
approaches were the most commonly used in previous BioNLP event extraction challenges,
followed by dictionary-based systems and rule-based solutions. Regarding performance behav-
ior, ML-based solutions present the best results, followed by dictionary matching approaches.
However, current ML-based approaches still present various limitations, namely:
• The problem of a single chunk of text with multiple trigger types is not properly and
generally solved;
• Current solutions do not consider the heterogeneous linguistic characteristics of different
event types;
• Feature set selection is typically performed manually;
• Availability of open source solutions is limited;
• Existing solutions are not usually configurable and/or extendable, limiting their appli-
cation in different domains and with different event types.
This chapter proposes an innovative, open source and high performance machine learning-
based approach for event trigger recognition, aimed at minimizing the aforementioned limita-
tions. It takes advantage of a high-end feature set and is focused on automatic optimization
per event type. Such a method makes the application of complex trigger recognition tech-
niques a simple routine task, contributing to improved and faster biomedical event recognition.
6.2 Methods
This section presents the applied processing pipeline and supporting data structure, which
will serve as support to extract linguistic features and train machine-learning models to au-
tomatically recognize triggers.
6.2.1 Pipeline
Since a trigger recognition solution must be combined with other methods to perform
event extraction, such a system must be implemented on top of a modular and flexible archi-
tecture, in order to allow easy integration of new modules and respective features. Thus, our
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solution was developed on top of Neji [31], an open source framework that provides a mod-
ular processing pipeline for biomedical concept recognition. Neji integrates various modules
optimized for the biomedical domain, such as natural language processing (sentence splitting,
tokenization, lemmatization, part-of-speech tagging, chunking and dependency parsing) and
concept recognition (dictionaries and machine learning). Popular biomedical input and out-
put formats are also supported. The processing pipeline applied in our system is illustrated
on Figure 6.1, which contains the following general modules and steps:
• Reader: read input data and mark the text regions of interest;
• NLP: perform sentence splitting using LingPipe, and tokenization, lemmatization, POS
tagging, chunking and dependency parsing using a custom version of GDep [58], with
an optimized tokenization;
• Concept loader: load relevant concepts;
• Dictionary tagger: perform trigger recognition using one or multiple previously built
dictionaries;
• Machine learning: perform trigger recognition using one or multiple previously trained
models;
• Post-processing: remove false positive trigger names through rule-based approaches;
• Writer: write the output to an external resource.
6.2.2 Data structure
After reading input data in RAW format and performing NLP processing, it is fundamen-
tal to store relevant linguistic information in a structured manner, in order to facilitate further
processing. Figure 6.2 illustrates the internal data representation to support all the informa-
tion associated with a corpus. The core components are sentences and tokens, which provide
their relative positions regarding the input text. Chunking output is stored using the target
token positions and a label for the corresponding chunk type. Moreover, dependency-parsing
output is stored as an undirected graph, where nodes are tokens and edges contain labels to
describe each linguistic dependency. Such graph representation allows easy traversing of the
various dependencies and extracting paths for any given token. The graph implementation is
based on the JGraphT library1, which contains methods to simplify path and shortest path
construction.
The support for other features and/or information associated with each token is provided
through a map of keys and values, where a key identifies a type of feature and the value is the
feature itself. However, since each feature type may contain multiple values, the mapping is
performed between a key and a list of values. This implementation is based on a Multimap
from the Guava library2. Thus, since lemmas and part-of-speech tags are specific to each
1http://jgrapht.org
2https://code.google.com/p/guava-libraries
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factor 4interferon regulatory
RB HYPH NN IN NN CD NN NN IN JJ NNS .NN JJ
Down - regulation of factor 4 gene expression in leukemic cells .interferon regulatory
Down - regulation of factor 4 gene expression in leukemic cell .interferon regulatory
Down-regulation of interferon regulatory factor 4 gene expression in leukemic cells. Although the bcr-abl translocation has been 
shown to be the causative genetic aberration in chronic myeloid leukemia (CML), there is mounting evidence that the deregulation 
of other genes, such as the transcription factor interferon regulatory factor 4 (IRF-4), is also implicated in the pathogenesis of CML. 
Promoter methylation of CpG target sites or direct deletions/insertions of genes are mechanisms of a reversible or permanent 
silencing of gene expression, respectively.
Down-regulation of interferon regulatory factor 4 gene expression in leukemic cells.
Although the bcr-abl translocation has been shown to be the causative genetic aberration in chronic myeloid leukemia (CML), there 
is mounting evidence that the deregulation of other genes, such as the transcription factor interferon regulatory factor 4 (IRF-4), is 
also implicated in the pathogenesis of CML.
Promoter methylation of CpG target sites or direct deletions/insertions of genes are mechanisms of a reversible or permanent 
silencing of gene expression, respectively.
ADVP O NP PP PP NP ONP
Read input
Sentence splitting
Tokenization
POS tagging
Lemmatization
Chunking
Dependency parsing
Load concepts
Extract features
Trigger recognition
Down - regulation of factor 4 gene expression in leukemic cells .interferon regulatory
VMOD NMOD
NMOD
NMOD
NMOD
NMOD
NMOD
NMOD
OBJ PMOD
NMOD
PMOD
P
Down - regulation of factor 4 gene expression in leukemic cells .interferon regulatory
Down - regulation of gene expression in leukemic cells .
VMOD NMOD
NMOD
NMOD
NMOD
NMOD
NMOD
NMOD
OBJ PMOD
NMOD
PMOD
P
Down - regulation of factor 4 gene expression in leukemic cells .interferon regulatory
TOKEN=regulation
LEMMA= regulation
POS=NN
CHUNK=B-NP
Lowercase
...
Write output T1 Negative_regulation 0 15  Down-regulationT2 Gene_expression 55 65 expression
Post-processing Down - regulation of factor 4 gene expression in leukemic cells .interferon regulatory
Figure 6.1: Illustration of the processing pipeline for the sentence “Down-regulation of in-
terferon regulatory factor 4 gene expression in leukemic cells.”, highlighting the output of
linguistic parsing, shortest paths, provided concepts and extracted triggers.
token, they are provided as features in the multimap. Moreover, to cope with nested and
intersected concept and trigger annotations, it is important to integrate a data structure that
suits such characteristics in the best and most automated way. This is achieved through
a tree of annotations, which offers various advantages over typical approaches (e.g., list of
annotations), such as automatic maintenance of structured annotations and easy identification
of ambiguity problems. The extracted and stored information is also illustrated on Figure 6.1.
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Figure 6.2: Internal data structure to support a corpus with multiple sentences and associated
information, namely tokens, chunks, dependency parsing graph, concept tree and features.
6.2.3 Modules
Loading concepts
Since the extraction of biomedical events requires previous annotation of biomedical con-
cepts, we support both loading and automatically identifying those concepts in the texts.
If manual annotations are available, they should be provided in A1 format. On the other
hand, dictionary or machine learning-based approaches can be applied to perform automatic
recognition of such biomedical concepts.
Dictionary matching
When data containing manual annotations of event triggers are unavailable or scarce,
training machine learning models may not be possible. Thus, we also provide the ability
to perform trigger recognition using dictionaries. Such functionality is achieved by case-
insensitive exact dictionary matching, using DFA through a custom version of the dk.brics.au-
tomaton library. Dictionaries are provided in TSV files with two fields: identifier and respec-
tive list of names. The responsibility for building such dictionaries is left to the user.
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Machine learning
When ML techniques are applied to trigger recognition, an algorithm must build a feature
and statistic-based representation of target trigger words from training data, in order to de-
velop an appropriate response to unseen data. Such methodologies are commonly categorized
as being supervised or semi-supervised. Semi-supervised solutions use both annotated and
unannotated data, in order to obtain features of the trigger words that are not present in the
annotated data. Specifically for this task, the use of unannotated data could contribute to
a better abstract learning of triggers. However, the application of such techniques is com-
putationally heavy and could be implemented as an extension to an equivalent supervised
solution. Thus, we decided to follow a supervised training approach, through the application
of CRFs [139]. The support for CRF models is provided through Gimli [28], an open-source
biomedical concept recognition tool based on the MALLET framework that provides high-
performance results in two well-known corpora: GENETAG [92] and JNLPBA [91]. Gimli
implements a comprehensive set of features optimized for the biomedical domain, therefore
serving as a good starting point for trigger recognition.
The proposed solution supports a complex and high-end feature set, extracting features
based on tokens, sentences, concepts, dependency parsing trees and external resources. On
top of those, different strategies to model local context are also provided.
Token Token-based features intend to capture specific knowledge regarding each token,
namely linguistic, orthographic and morphological characteristics. The most basic feature is
the token text. However, in most cases, morphological variants of words have similar semantic
interpretations, which can be considered as equivalent. For this reason, lemmatization is used
to group together inflected forms of a word, so that they can be analyzed as a single item.
On the other hand, it is also possible to associate each token with a particular grammatical
category based on its definition and context, a procedure called POS tagging. Moreover, we
also use chunking, dividing the text into syntactically correlated chunks of words (e.g., noun
or verb phrases). The BIO encoding format is used to properly indicate the beginning and
end of each chunk. For instance, considering two consecutive tokens that constitute a noun
phrase chunk, the tag “B-NP” is associated with the first token and the tag “I-NP” with the
second one. In the end, each tag is used as a feature of the respective token. Regarding
orthographic features, their purpose is to capture token formation characteristics, through
three different types of features:
• Capitalization: reflect uppercase and lowercase characteristics, such as “InitUpp” (to-
ken starts with uppercase character) and “MixCase” (token has both lowercase and
uppercase characters);
• Counting: count the number of uppercase characters and numbers, and provide token
length;
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• Symbol: reflect the occurrence of symbol characters, such as dots, commas and semi-
colons.
On the other hand, morphological features reflect common structures and/or sub-sequences
of characters among several tokens, identifying similarities between distinct triggers. Three
different types of morphological features are considered: suffixes and prefixes, char n-grams
and word shape patterns. Particular prefixes and suffixes could be used to distinguish trigger
names, such as the 2-character prefix “co” for the “coexpression” trigger. A char n-gram
is a subsequence of n characters from a given token, which finds common sub-sequences of
characters in the middle of tokens. Finally, it is also important to extract the token’s struc-
ture, reflecting how letters, digits and symbols are organized in the token. For instance, the
structure of “Abc:1234” is expressed as “Aaa#1111”.
Sentence Sentence based features intend to reflect general characteristics of the sentence
where the target token is present. Features are provided to reflect the number of tokens
present on each sentence. Considering an average number of 25 tokens per sentence, we
decided to generate the following seven clusters: 1) less than 15 tokens; 2) between 15 and
20 tokens; 3) between 20 and 25 tokens; 4) between 25 and 30 tokens; 5) between 30 and 35
tokens; 6) between 35 and 40 tokens; and 7) more than 40 tokens.
Concepts These features reflect information regarding the concept annotations previously
provided, such as gene and protein names. Four different types of concept-based features are
generated:
• Tags: a tag is provided when the token is part of a concept name, such as “Con-
cept=Protein”;
• Names: the names of the concepts in the sentence are also added as features. When the
concept name contains more than one token, it is concatenated with “_”. For instance,
considering the protein in Figure 6.1, the feature “CONCEPT_NAME=interferon_-
regulatory_factor_4” is added to all the tokens in the sentence;
• Heads: a feature is added to reflect the head token of the concept name. For instance,
considering the protein name “interferon regulatory factor 4” (Figure 6.1), the feature
“CONCEPT_PROTEIN_HEAD=interferon” is added to all the tokens in the sentence;
• Counting: a feature is added with the number of annotations per concept type in the
sentence. For instance, if the sentence containing the token has two genes and one
chemical annotation, the features “NUM_PROTEIN=2” and “NUM_CHEMICAL=1”
are added to each token in the sentence.
External resources Further optimization can be achieved by adding biomedical knowledge
to the feature set. To provide this knowledge, dictionaries of specific domain terms and trigger
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words are matched in the text and the resulting tags are used as features. Thus, the tokens
that are part of a matched term contain a feature that reflects such information. For instance,
if a dictionary of gene expression triggers is provided, and the token “coexpressed” is matched,
the feature “Trigger=Gene_expression” is added to the token.
Dependency parsing The previous features provide a local analysis of the sentence. To
complement these with information about relations between the tokens of a sentence, we use
features derived from dependency parsing. First, we consider modifier features that could
indicate the presence of a trigger word. This is done by adding as features of each token,
the lemmas corresponding to each of the following: verbs for which the token acts as subject;
verbs for which the token acts as object; nouns for which the token acts as modifier; and the
modifiers of that token.
Features to reflect input and output dependencies are also added, considering inherent
dependency, lemma, POS and chunk tags. For instance, regarding the sentence of Figure 6.1
and the token “regulation”, the following features are added:
• Input dependencies:
– “IN_DEP_LABEL=NMOD”;
– “IN_DEP_LEMMA=in”;
– “IN_DEP_POS=PP”;
– “IN_DEP_CHUNK=PP”;
• Output dependencies:
– “OUT_DEP_LABEL=OBJ”;
– “OUT_DEP_LEMMA=-”;
– “OUT_DEP_POS=HYPH”;
– “OUT_DEP_CHUNK=O”.
By analyzing the dependency parse graph, we can find the shortest paths between two
different tokens, by applying the Dijkstra’s algorithm [315]. Since biomedical events and
their triggers rely on entity names, it should be informative to extract features to reflect
the relation between each token and the closest entity name. For instance, as illustrated in
Figure 6.1, the shortest path between the token “regulation” and the closest entity “interferon
regulatory factor 4”, is “regulation-of-expression-4”. Specific to shortest paths, we provide
a feature to reflect the shortest distance between the current token and the closest entity
name. Again, considering the token “regulation” on Figure 6.1, it should contain the feature
“SPDistance=3”, which is the number of hops between the token and the closest entity.
For both dependency and shortest paths, the following features are added (examples are
based on the tokens “regulation” and “4” of Figure 6.1):
• Edge path: path of edge labels between two tokens (e.g., “NMOD-PMOD-NMOD”);
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• Edge type: reflect the type of path based on its size and first edge label (e.g., “NMOD_-
3”);
• Vertex path: path of features of tokens (vertexes) between two tokens (e.g., “regulation-
of-expression-4”, considering lemmas as features);
• Edge n-grams: n-grams of edge labels between two tokens (e.g., “NMOD_PMOD” and
“PMOD_NMOD”, considering 2-grams);
• Vertex n-grams: n-grams of features of tokens (vertexes) between two tokens (e.g.,
“regulation_of”, “of_expression” and “expression_4”, considering 2-grams and lemmas
as features).
Context Higher-level relations between tokens and extracted features can be established
through windows or conjunctions of features, reflecting the local context of each token. Con-
junctions consist of creating new features by grouping together features of the surrounding
tokens. For instance, considering the token “regulatory” in the sentence of Figure 6.1 and a
{-1,1} window, the new conjunction feature “interferon-1_&_factor1” is created. The win-
dows {-3,-1}, {-2,-1}, {-1,0}, {-1,1} and {0,1} are used with lemmas and POS tags, which
have been shown to provide positive outcomes on biomedical concept recognition [28]. On the
other hand, the application of windows consists of adding selected features from surrounding
tokens, following two different interpretations of neighborhood: local and dependency. Local
windows add features of preceding and succeeding tokens as features of the current token.
The offset positions considered are the same as those applied for conjunctions, but using
token, lemma, POS and chunk features. Regarding dependency windows, the tokens are se-
lected following the linguistic dependencies provided by dependency parsing. For instance,
considering the token “regulation” in the sentence of Figure 6.1 and a maximum of 1 hop,
features of the tokens “of”, “-” and “in” would be used. In the end, we consider a maximum
of 3 hops and take the lemma, POS and chunk features of each token in that neighborhood.
Annotation
In order to annotate hundreds of documents using multiple ML models with different
feature sets, we have to avoid generating the complete feature set for each ML model. Thus, a
strategy must be applied to extract all the required features at once and filter them per model.
To achieve this, a model configuration that results from the union of all model configurations
is built and used to extract all the required features. Afterwards, the features are filtered
per model, respecting the optimized requirements of each model, and the corpus is annotated
using these models. By applying this strategy we considerably reduce the complexity of
annotating a corpus with multiple ML models, since extracting some complex features may
take considerable amounts of time and computational resources.
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Post-processing
Post-processing tasks can be performed to further optimize and/or filter the identified
event triggers. Three different approaches are implemented, based on:
• Parentheses: if the number of parentheses (round, square and curly) on each annotation
is an odd number, the annotation is removed since it clearly indicates a mistake by the
ML model;
• Concepts: the trigger annotation is removed if the sentence does not contain any concept
annotation;
Output
The output can be generated in various formats, namely JSON, XML and A1, the default,
which is the official format for the BioNLP challenges. A sample output is shown in the
bottom of Figure 6.1, composed of a unique identifier, the event type, start and end character
positions, and the chunk of text.
6.2.4 Optimization algorithm
Since triggers for different event types have different characteristics in terms of textual
context and linguistic construction, we believe that training a CRF model focused on each
event type will deliver improved results in terms of accuracy and speed. Thus, the opti-
mization algorithm aims to find the feature set and model parameters that better reflect the
characteristics of each event type. The proposed method considers the following optimization
targets:
• Feature set: choose the features that better reflect the linguistic characteristics of the
triggers for a particular event type;
• Context: choose the technique that provides a better representation of local context;
• Model orders: choose the model order that better fits the linguistic characteristics of
the triggers;
• N-grams sizes: find the n-grams size that better reflects the common sub-structures of
the triggers;
• Maximum hops on dependency parsing: choose the maximum number of hops used to
extract dependency parsing-based features;
• Feature extracted from vertex on dependency parsing associated features: during the
construction of dependency parsing-based features, optimize the information used from
each vertex;
Table 6.1 presents the pseudo-code and processing pipeline of the optimization algorithm,
assuming the following notation:
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• D: data set;
– DT : train data set;
– DD: development data set.
• M : model;
• MC: model configurations;
• T : trigger types;
• F : feature set;
• O: model orders;
• N : n-grams;
• FN : features that use n-grams;
• C: contexts ;
• H: dependency hops;
• FH: features that use dependency hops;
• V : vertex feature type;
• FV : features that use vertex type.
Optimization algorithm arguments (T ,F ,O,N ,C,H) are entirely configurable, allowing
users to easily customize optimization goals, workflow and complexity. Additionally, default
values are assumed unless others are provided. For instance, considering the array of contexts
[None, Window, Conjunctions], None is considered the default value until further optimization
is performed. The same approach is applied for n-gram sizes, maximum hops and vertex
features. By analyzing the “TrainModels” method, which is used on every training task, we
can see that a model is trained for each order, considering the various model orders O during
the entire optimization process. Regarding the “Optimization” method, which considers each
trigger type from T , it starts by iteratively choosing the best feature set from F , followed by
the best local context technique selection from C. Afterwards, alternative optimizations are
performed, choosing the best n-grams size for each feature in FN , selecting the best maximum
number of hops for each dependency parsing feature in FH, and choosing the best vertex
information for each vertex-based dependency parsing feature in FV . During this process,
if a feature is not used in the feature set, it is skipped from further optimization. When
the optimization process finishes, the final model configurations are obtained, with optimized
feature set and parameters for each event type. In the end, the final model for each event
type is trained using the obtained model configuration and the complete train data set, and
stored.
6.3 Results
This section presents the performance results achieved on a manually annotated corpus.
A detailed comparison with other existing approaches is performed, and the annotation and
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Table 6.1: Pseudo-code of the optimization algorithm.
 - 31 - 
 
Table 1  - Pseudo-code of the optimization algorithm. 
Optimization(!,!,!,!,!,!,!,!) 
1) randomly split dataset ! into train !! and development !! datasets 
2) for each trigger type !! ∈ !! 
a) for each feature type !! ∈ ! 
i) activate feature !! on model configuration !"! 
ii) call TrainModels with !! ,!!,!"! and ! 
iii) if no improvement, deactivate feature !! on model configuration !"! 
 
b) for each context type !! ∈ ! 
i) activate context !! on model configuration !"! 
ii) call TrainModels with !! ,!!,!"! and ! 
c) store best performing context on model configuration !"! 
 
d) for each feature with n-grams !"! ∈ !" 
i) for each n-grams !! ∈ ! 
(1) activate n-gram !! for feature !"! on model configuration !"! 
(2) call TrainModels with !! ,!!,!"! and ! 
ii) store best performing n-gram of feature !"! on model configuration !"! 
 
e) for each feature with dependency hops !"! ∈ !" 
i) for each dependency hop !! ∈ ! 
(1) activate hop !! for feature !"! on model configuration !"! 
(2) call TrainModels with !! ,!!,!"! and ! 
ii) store best performing hop of feature !"! on model configuration !"! 
 
f) for each feature with vertex feature type !"! ∈ !" 
i) for each vertex feature type !! ∈ ! 
(1) activate vertex type !! for feature !"! on model configuration !"! 
(2) call TrainModels with !! ,!!,!"! and ! 
ii) store best performing vertex type of feature !"! on model configuration !"! 
3) Return MC 
 
TrainModels (!! ,!!,!"! ,!) 
1) for each !! ∈ ! 
a) train model ! on dataset !! using !"! 
b) get performance of model !!on dataset !! 
c) store performance and model order if better  
2) return better performance and order 
Table 2  - Statistics of the training and development data sets of the BioNLP 
2009 GENIA shared task: number of abstracts, sentences, annotated proteins, 
events and triggers. 
 Train Development 
Abstracts 800 150 
Sentences ≈7449 ≈1450 
Proteins 9300 2080 
Events 8615 1795 
Triggers 7041 1476 
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optimization speeds are analyzed.
6.3.1 Corpus
To provide a fair comparison of the achieved performance results in terms of event trigger
recognition, we used an annotated corpus with manually annotated triggers and events. As
stated before, the BioNLP challenges have highly promoted the extraction of biomedical
events, especially in the recognition of gene and protein-based events. Moreover, since the
training and development data sets provided in the first two BioNLP GENIA challenges
(2009 and 2011) are similar, we decided to use the corpus of the BioNLP 2009 GENIA shared
task since more results were available for comparison. This corpus contains manual event
annotations for nine biomedical events, categorized into three different groups:
• Simple events: gene expression, transcription, protein catabolism, phosphorylation and
localization;
• Binding events: binding;
• Regulation events: regulation, positive regulation and negative regulation.
The corpus contains training and development parts, which we used to train the ML
models and compare final performance results, respectively. Table 6.2 presents a detailed
analysis of the corpus parts and the provided manual annotations, namely proteins, events
and triggers.
Table 6.2: Statistics of the training and development data sets of the BioNLP 2009 GENIA
shared task: number of abstracts, sentences, annotated proteins, events and triggers.
Train Development
Sentences ≈7449 ≈1450
Proteins 9300 2080
Events 8615 1795
Triggers 7041 1476
6.3.2 Experiment
Figure 6.3 illustrates the workflow applied to perform optimization (1), train the final
models (2), and annotate the development set (3) for evaluation and comparison. Here we
split the training dataset into two parts in order to train and optimize the system. Moreover,
the original development dataset is used as the test dataset. The optimization algorithm was
executed with the following input arguments:
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• Triggers (T ): [Gene_expression, Transcription, Protein_catabolism, Phosphorylation,
Localization, Binding, Regulation, Positive_regulation, Negative_regulation];
• Feature set (F ): all features;
• Orders (O): [1,2,3];
• Contexts (C): [None, Window, Dependency Window, Conjunctions];
• N-grams (N): [2,3,4], [2,3], [3,4];
• Hops (H): [2,3];
• Vertex types (V ): [Lemma, Token, POS, Chunk].
Train
Development
Optimization
Train
Development
Model configurations
Perform optimization
1
Models
Train
Train
2
Annotate
Annotate
3
Annotated
Development
Figure 6.3: Illustration of the processing pipeline applied to perform optimization, train the
final models and annotate the development corpus.
Appendix B presents the model configurations obtained after running the optimization
algorithm. As can be observed, each event type requires a different feature set, reflecting
the heterogeneous linguistic and context characteristics. As expected, simple events require
simpler feature sets in comparison to regulatory events, whose feature sets include more
token-based, concept-based and syntactic information, in order to properly model the higher
complexity associated with their phrasal structure and linguistic contexts. An in-depth analy-
sis shows that protein catabolism, phosphorylation and localization events require very simple
feature sets. By contrast, the features sets to recognize gene expression, transcription and
binding events require a considerable amount of context and dependency parsing information.
Overall, higher order CRF models are preferred, with seven out of nine event trigger
types requiring CRFs of order three. This reflects a strong dependency on accurate sequence
prediction, which we believe is directly associated with the inherent linguistic complexity
of event descriptions. The low impact of local context features was unexpected, since they
provide an important contribution in the case of biomedical concept recognition. However,
we believe that this reduced contribution is a consequence of the deeper context description
provided by dependency parsing features. Finally, we can observe that shortest path features
have a much more relevant contribution than dependency path features, showing that, as
expected, establishing a relation with concept names in the sentence is fundamental in the
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recognition of event trigger words.
6.3.3 Results
Since more than 90% of trigger expressions are a single token, we believe that there is
no need to apply fuzzy matching techniques for evaluation. Thus, only exact matching is
applied, accepting an annotation as correct only if both left and right sides match. Standard
evaluation metrics are used to analyze and compare the achieved results: Precision (the
ability of a system to present only relevant items); Recall (the ability of a system to present
all relevant items); and F-measure (the harmonic mean of precision and recall). Note that
the presented results are micro-averaged, meaning that a general matrix of TP, FP and FN
values is built from all documents to obtain final precision, recall and F-measure scores.
Figure 6.4 details the results of the proposed event trigger recognition method in the
development set of the BioNLP 2009 GENIA shared task, and compares this with other
existing systems. The data show that our approach achieves state-of-the-art results, with
an F-measure of 74.5 on simple events and 52.5 on regulatory events. Overall, it achieves
an F-measure of 62.7. Comparing with other existing systems, it achieves the best results
on simple events, outperforming other solutions on gene expression, transcription, protein
catabolism, phosphorylation and binding event triggers. Overall, our approach presents the
second best results, due to the significant performance differences for regulation and negative
regulation events, on which it is considerably outperformed by the best performing system.
Nonetheless, the presented results are comparable to the best ones previously reported for
this task and show the positive contribution of a simple automatic optimization approach.
P R F1 P R F1 P R F1 P R F1 P R F1
Gene expression 83.4 76.6 79.9 75.9 77.4 76.7 77.1 77.7 77.4
Transcription 77.4 60.3 67.8 64.0 61.5 62.7 66.2 66.2 66.2
Protein catabolism 95.0 100.0 97.4 100.0 84.6 91.7 94.4 89.5 91.9
Phosphorylation 86.1 77.5 81.6 82.8 70.6 76.2 77.3 85.0 81.0
Localization 76.5 65.0 70.3 72.7 61.5 66.7 85.3 75.5 78.4
Binding 71.6 58.9 64.6 78.7 52.9 63.3 68.6 53.3 60.0
EVT-TOTAL 79.8 69.8 74.5 74.8 70.0 72.3
Regulation 54.4 35.5 43.0 51.2 25.6 34.1 64.4 48.6 55.4
Positive regulation 62.7 50.9 56.2 64.9 42.2 51.2 66.5 54.1 59.7
Negative regulation 53.9 45.1 49.1 50.0 23.3 31.8 67.2 52.3 58.8
REG-TOTAL 59.5 46.9 52.5 66.3 52.7 58.7
TOTAL 69.3 57.3 62.7 65.0 30.2 41.2 72.4 46.3 56.5 70.2 52.6 60.1 70.5 60.6 65.2
Our [238] WSD [237] Turku [234]
CRF CRF CRF CRF-VSM SVM
Figure 6.4: Detailed performance results achieved by the proposed automatic approach com-
pared with existing state-of-the-art systems.
Regarding the application of CRFs, our solution considerably outperforms previous sys-
tems, with an overall difference of more than 6 points of F-measure. This shows that CRFs
are able to provide positive results in the recognition of event trigger words.
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6.3.4 Speed
In order to analyze the applicability of our approach in large-scale problems, it is important
to analyze the annotation processing speeds. There are various factors that add complexity
to our system, namely dependency parsing, feature extraction and annotation with multiple
ML models. However, the applied annotation algorithm together with multithreaded process-
ing reduces the processing times significantly. Considering the complete processing pipeline
presented on Figure 6.1 and the complexity associated with the previously obtained model
configurations, the 1450 sentences of the development set of the BioNLP 2009 shared task
were annotated in 40 seconds (excluding the time required to load processing models), using
four processing threads running in a machine with 8 processing cores @ 2.67 GHz and 16GB
of RAM. Thus, our system is able to process more than 36 sentences/second, corresponding
to almost 4 abstracts/second. We believe that these results present a positive contribution,
considering the inherent complexity and obtained performance results.
Regarding the optimization algorithm, this requires significant computational resources
and may take a considerable amount of time, depending on the optimization algorithm config-
uration. In our case, which considered a high variety of complex features and parameters, the
optimization process took almost 24 hours to find the best model configurations for nine event
types. Thus, on average, about 2.6 hours were necessary to find the best model configuration
for each event type.
6.4 Discussion
The solution presented in this chapter was built thinking on flexibility and configurability.
Its architecture allows easy inclusion of new functionalities and modules, enabling easy devel-
opment of new feature extraction algorithms and its integration in complex event extraction
solutions. Additionally, considering the extracted linguistic information and its structured
storage and access, and the amount of already implemented ML features, we believe that
our solution is also a good starting point for the development of event extraction systems.
Moreover, the approach and research presented in this article provides a new perspective of
the linguistic and context complexity associated with each event trigger, providing a better
perception of the associated requirements. This information is useful for the implementation
of new event and trigger extraction solutions.
Regarding the optimization algorithm, it was developed to be completely configurable, al-
lowing developers to easily specify the feature set, n-grams sizes, model orders and maximum
dependency parsing hops. Such flexibility facilitates adapting the tool to new corpora, differ-
ent domains and event triggers. Typically, the development of NER or trigger recognition
solutions is performed by manually selecting the feature set and parameters that provide the
best results, which is a very demanding and time-consuming task. The presented approach is
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able to automatically find high-performance models in just a few hours, which we believe will
save researchers’ time. Since the optimization process only has to be executed once for any
particular corpus, we consider the presented optimization times acceptable, in comparison
with the time required to manually perform a similar process. Moreover, considering the va-
riety of possible biomedical events, as can be seen from the new tasks emerging in the BioNLP
challenges [192, 193], we can argue that the presented automatic optimization approach is an
added value.
As previously shown, the automatic approach proposed here presents state-of-the-art re-
sults in the recognition of nine heterogeneous event triggers, outperforming existing solutions
on simple event triggers. However, we believe there is still a margin to improve results on
regulation events, which can be accomplished through the integration of new features for im-
proved context description. By comparing the achieved performance results, we also showed
that CRFs are able to perform as well as SVMs in the recognition of event triggers, consider-
ably outperforming previous CRF-based approaches through appropriate context definition
features. Additionally, our approach also presents positive annotation processing speeds,
enabling its application in large-scale problems, such as annotating the entire MEDLINE.
6.5 Summary
This chapter presented TrigNER (http://bioinformatics.ua.pt/trigner), a new tool
for biomedical event trigger recognition that takes advantage of a flexible and configurable
optimization algorithm that allows the tool to adapt itself to corpora with different events and
domains while maintaining high-performance results. It takes advantage of CRFs and feature
sets optimized for the linguistic and context characteristics of each event type. The applica-
tion of this automatic optimization algorithm delivered state-of-the-art performance results
on the BioNLP 2009 shared task corpus with a total F-measure of 62.7 and outperformed ex-
isting solutions on various event trigger types, namely gene expression, transcription, protein
catabolism, phosphorylation and binding.
We believe that the proposed tool represents a valuable contribution to the biomedical text
mining community, by providing simplified event trigger recognition. Researchers can use it
to replace or complement non-state-of-the-art dictionary-based approaches, taking advantage
of a complex and high-performance solution and applying it as a simple and routine task,
therefore leveraging their time to optimize and improve event argument extraction algorithms.
155
6.5. SUMMARY
156
Chapter 7
Egas: biomedical interactive
annotation
This chapter is based on:
• D. Campos, J. Lourenço, T. Nunes, R. Vitorino, P. Domingues, S. Matos, and
J. L. Oliveira, “Egas-Collaborative Biomedical Annotation as a Service,” in Fourth
BioCreative Challenge Evaluation Workshop, Bethesda, Maryland, USA, Oct. 2013,
pp. 254–259
• D. Campos, J. Lourenço, S. Matos, and J. L. Oliveira, “Egas: a web-based document
curation platform,” Database (Oxford), Under Review
Due to the complexity of the biomedical domain and the ambiguity of the associated
scientific documents, the automatic extraction of information remains challenging, even if
high-performance results have been reached in some particular tasks. For instance, in the
CRAFT [52] corpus, Neji [31] achieved 95% of F-measure in the recognition of species names,
and 76% of F-measure identifying gene and protein names. On the other hand, relation
mining solutions present considerably inferior results, a direct consequence of the inherent
task complexity. For instance, in the recognition of PPIs, the solution presented by Bui et al.
[244] achieved F-measures results from 51% up to 84% in distinct corpora. When considering
DDIs mining, the best solution [316] achieved 66% of F-mesure in the DDIExtraction corpus
[205]. Overall, the most advanced solutions still produce many mistakes that must be taken
into account when updating existing knowledge bases. Thus, one must carefully analyze the
provided automatic information and correct the existing mistakes. In this perspective, various
studies have shown that using automatic solutions to assist biocurators delivers improved
curation times [317, 318]. Nevertheless, such solutions are still not being widely used by
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biomedical research communities [319], which are the main target audience. This gap is
related not only with the complexity and ambiguity of biocuration tasks, but also with the
lack of standards and interaction between biocurators and developers. Moreover, Bolchini
et al. [320] showed that usability of bioinformatics resources is fundamental to effectively
support users in their daily research activities. Thus, it is important to develop interactive
solutions that take advantage of automatic computational solutions and existing knowledge
resources to assist expert curators in their daily tasks. To do so, the interface with the
curator is an important aspect that needs to be considered for tool adoption. In the end,
by taking advantage of such interactive solutions, biocurators can easily and more effectively
keep current knowledge bases updated, and generate annotated data to develop and evaluate
automatic solutions.
7.1 Background
Various research groups have developed solutions to assist biocurators, following different
approaches, providing different features and targeting different tasks. Overall, two general
tasks have been tackled: document triage and information annotation. Triage intends to
retrieve and rank documents considering a specific goal. For instance, the BioCreative chal-
lenges organized a task [223, 224] to automatically classify documents as relevant for PPI cu-
ration. On the other hand, information annotation targets identifying information contained
in documents. Many challenges were organized targeting the automatic extraction of concepts
[90, 91, 95], relations [205, 223, 224] and events [192–194]. Brat [307] is one of the most used
and complete web-based solutions for information curation, supporting inline annotation of
documents. It provides concept normalization features, automatic services integration, search
capabilities and documents comparison. However, annotation task configuration (e.g., target
concepts and relations, normalization resources, and automatic services) is considerably diffi-
cult and non-accessible for non-advanced users, and document representation is considerably
slow when full-text documents are used. MyMiner [321] is another complete web-based solu-
tion for biocuration, which supports concept tagging and normalization of a pre-defined set
of concepts using a restrict set of previously processed resources. It also supports document
triage, relation mining, automatic concept recognition, and document comparison. However,
because it does not apply inline representation of annotations, understanding the inherent
information may not be as clear as expected. Following a different approach, Argo [322] offers
workflow design options with previously built and integrated components. Thus, users are
able to create custom processing pipelines for concept and relation annotation with manual
correction, supporting multiple import and export formats. Even though such approach is
powerful, creating such workflows may require advanced expertise and provides a high-level
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of flexibility that may not be required for biocurators. Other solutions, such as BioQRator1,
CellFinder2, PubTator [323], RLIMS-P3, tagtog4 and Ontogene [324] follow typical web-based
solutions with less usable interactions and annotation representation, using tabular listings
of concept and/or relation annotations with simple highlighting and sorting/scoring capa-
bilities. Nonetheless, some of those solutions incorporate interesting features. For instance,
BioQRator integrates document triage for PPIs, tagtog integrates active-learning of concept
names using annotated information, and PubTator features a PubMed-like interface with
many state-of-the-art automatic solutions already integrated for concept recognition and nor-
malization. There are other solutions that do not apply classic web-based approaches. For
instance, SciKnowMine5 is a desktop application for document triage that integrates active
learning capabilities to obtain new models based on interactively annotated documents. On
the other hand, MarkerRIF6 is a web-browser extension that allows annotating concepts di-
rectly on documents from the Pubmed web-site, providing relevant sentences retrieval and
supporting normalization of a restrict set of concepts.
Overall, in addition to the features of these tools, several desirable characteristics can be
identified, that should facilitate the wider applicability and usability of this kind of tools by
expert curators in their daily tasks:
• Architecture: flexible and ready to scale architecture to support new features and inte-
grate of new services;
• Features: support for standard formats, integration with existing major services for
document retrieval, integration with automatic annotation services, integration with
existing state-of-the-art resources, flexible configuration of the annotation task, and
real-time collaboration functionalities;
• Usability: easy to understand interfaces with inline annotations and interactions, and
simple installation and configuration steps;
• Performance: fast document processing and representation.
In this chapter we present Egas, a web-based platform for interactive biomedical infor-
mation curation that intends to address the aforementioned demands, delivering a highly
flexible and easy to use solution. It supports manual and automatic annotation of concepts
and relations, together with inline document representation and interaction. De facto stan-
dard knowledge bases are indexed and integrated to facilitate normalization of concept names.
Real-time collaboration features are also provided to enhance curators communication and
contribute to more consistent results. Moreover, Egas integrates on-demand configuration
1http://www.bioqrator.org
2http://141.20.31.85/cellfinder
3http://research.bioinformatics.udel.edu/rlimsp
4https://www.tagtog.net
5http://www.isi.edu/projects/sciknowmine/overview
6http://bws.iis.sinica.edu.tw/MarkerRIF
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of the annotation task, namely annotators, concepts, relations and general annotation guide-
lines. Overall, based on the provided features and inherent characteristics, we strongly believe
that Egas is a state-of-the-art solution to perform a large variety of biocuration tasks, ready
to support information generation and keep current databases properly updated.
7.2 Methods
Egas is a web-based platform for biomedical text mining and collaborative curation. It
allows users to annotate texts with occurrences of concepts and relations between these con-
cepts. The annotation tool follows what we termed an “annotation-as-a-service” paradigm.
Thus, document collections, users, configurations, annotations, back-end data storage, as well
as the tools for document processing and text mining, are all managed centrally. This way, a
curation team can use the service, configured according to their requisites, taking advantage
of a centrally managed pipeline. Moreover, Egas was created and developed with a strong
focus on usability and simplicity, applying clean and self-explanatory user interfaces and in-
teractions. Overall, the main goal is to facilitate interactive information mining, making the
tasks of data understanding and respective information extraction as simple as possible.
The tool is based on the idea of projects (Figure 7.1). A project consists of a curation task,
performed by a team of curators on a collection of documents, and considering a pre-defined
set of concept and relation types, as defined by the curation guidelines. The project manager
is responsible for assigning users (curators) to the project for defining annotation guidelines,
target concepts, relations, and project accessibility (private or public). Thus, users can only
annotate a document if they are associated to the respective project. Egas keeps track of all
users operations regarding annotations, namely adding, changing and removing concepts and
relations. It also automatically registers curation times of each user per document, providing
such statistics for further analysis.
Project
Users
Manager Curator
Annotations
Concept Relation

Documents
Figure 7.1: Egas organization based on projects, users, documents and annotations.
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Figure 7.2 summarizes the features provided by Egas and illustrates the typical usage
pipeline. At first, in order to associate a collection of documents to a project, users can import
documents from their devices in standard formats, containing raw or previously annotated
texts, or use remote resources to import documents, either by providing a list of identifiers,
or by running remote searches on these resources. After importing documents to the project,
they can be automatically annotated by using the available concept and relation annotation
services. Afterwards, project administrators can freely define concept and relation types
according to the requisites of the task. Additionally, each concept type can be associated to a
knowledge base for normalization, and relations can be defined by specifying the types of the
intervening concepts. Administrators can also upload documents describing the annotation
guidelines, and specify the users that are associated with the project. After this step, curators
are able to annotate the available documents by adding, editing and removing concept and
relation annotations, taking advantage of real-time collaboration features for faster and easier
communication. In the end of the annotation process, users are able to export annotated
documents and respective concept and relation annotations to standard formats.
Import documents
Annotation services
Project administration
Annotation guidelines
Interactive annotation
Export documents
Local
Remote identifiers
Remote search
Concept recognition
Relation mining
Target concepts
Target relations
Users
Add, edit and/or remove concepts
Add, edit and/or remove relations
!
"
#
$
Figure 7.2: Typical usage pipeline of Egas.
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7.2.1 User interface
Egas was designed to be simple and easy to use, taking advantage of user-friendly in-
teractions highly focused on the document annotation task. Figure 7.3 presents the Egas
workspace, which contains seven main action components for accessing the provided features:
1. Project management: manage and access project configurations, namely users, concepts,
relations, annotation guidelines and statistics;
2. Project and document navigators: navigate through different projects and documents;
3. Processing tools: access the integrated automatic annotation services, as well as the
importing and exporting functionalities;
4. Account management: manage user account settings;
5. Concept and relation type visualization filters: select concept and/or relation types to
be highlighted in the document viewer.
Concepts and relations are represented inline, contributing to an improved annotation
process by providing contextualized actions and rapid perception of the information added
to the document. Concept annotations are highlighted with coloured boxes specific for each
concept type, and to account for the complexity of the biomedical terminology, nested concept
names are supported and carefully represented through overlayed boxes. On the other and,
relations are displayed using directional lines below each sentence, tagged with the relation
type and with boxes placed under the concepts that participate in the relation. The boxes
have the same color as the respective concept, making it easy to identify the entire relation.
In order to simplify the analysis of the annotated concepts and relations, users can use the
corresponding visualization filters to select the concepts and relations that are shown in the
document viewer. By unchecking the checkbox associated with a specific concept or relation
type, the corresponding coloured boxes are removed from the document viewer, cleaning the
document representation and making its analysis more focused.
Finally, as part of the workspace, it is also possible to enable real-time collaboration
features. That way, Egas provides instant feedback of users’ interactions within a document,
such as adding, removing and/or changing concept and relation annotations. Thus, multiple
users can change a document at the same time, showing exactly who changed what. A project
chat is also available, which allows users to discuss details of the annotation task. Moreover,
mouse pointer click position feedback is also provided, indicating where remote users clicked.
Concept and relation annotation
Information annotation is a key feature of Egas, which provides easy and interactive
annotation of concepts and relations. Thus, to add a concept annotation, the user simply
selects the chunk of text mentioning that concept, after which a menu is instantly shown
allowing to select the concept type and the concept identifier from a knowledge base, if
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21 3 4
5
7
6
Figure 7.3: Egas main interface presenting a PubMed abstract (PMID 2121369) with anno-
tated concepts and relations, and emphasizing relevant interaction components/features: 1)
project management; 2) project and document navigators; 3) processing tools; 4) account
management; 5) concept and relation type visualization filters; 6) real-time collaboration;
and, 7) concept annotation with normalization.
required. Adding relations is just as straightforward, simply by clicking the two concepts
while pressing the “Alt” key and selecting the relation type in the pop-up menu. Right-clicking
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an existing concept or relation allows removing that annotation or, in the case of relations,
changing its type or direction.
Import and export documents
Import allows users to add documents to the currently selected project in three different
ways. Local import allows users to select documents stored in their computer in three possible
formats: raw text, A17 and BioC [325]. The two other options use remote servers to retrieve
documents, either using lists of unique identifiers to select the documents, or by searching
remote literature indexing services. Currently, both PubMed and PubMed Central are sup-
ported, allowing to import abstracts and full-text documents, respectively. User queries are
executed directly in the remote services, allowing logic operators such as “AND” and “OR”,
as well as MeSH type queries. After submitting the query, Egas presents a list of documents,
and allows the users to select the documents they want. On the other hand, export features
are provided through a single interface, which allows users to select the documents to be
exported and the output format. Egas currently supports two different formats: A1 and
BioC.
Annotation services
The interface for calling automatic annotation services for specific documents was de-
signed to be as flexible and adaptable as possible, in order to support services with different
characteristics. Thus, Egas only requires the user to indicate the documents that should be
annotated by the service. Afterwards, resulting annotations are loaded to Egas and presented
in the document viewer.
Project management
Project management allows administrators to configure essential project characteristics,
such as annotation guidelines, users, target concept and relation types, and access various
statistics regarding the annotation process. The initial panel allows administrators to provide
annotation guidelines for curators through inline text and/or attached documents in standard
formats, such as Adobe PDF and Microsoft Word documents. Moreover, users management
allows inviting and removing users from each project by taking advantage of an e-mail based
invitation system. This panel also allows managing project administrators and pending issued
invites. Besides the concept and relation types definition panels, Egas also provides a statistics
panel, which allows administrators to collect detailed information regarding the annotation
process per article and user, namely curation time and annotated concepts and relations.
Exporting collected statistics for further analysis is also possible.
7http://brat.nlplab.org/standoff.html
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7.2.2 Implementation
As a web-based platform, Egas intends to facilitate the access to an innovative and flexible
solution for biomedical data curation, making it easily available for almost all internet-capable
devices. Figure 7.4 illustrates the architecture of Egas, which is divided in two parts: client
and server. The client-side is responsible for the direct interaction with users through their
web-browsers, and the server-side is responsible for storing and processing all generated data.
Both sides exchange data through a secured and encrypted channel using authenticated and
authorized services.
Cross-browser support
Cross-device support
HTML5 + CSS3 + JavaScript
Client
Web server Database
Server
Java servlet
HTTPS
Authenticated and authorised 
RESTful web-services
Figure 7.4: Egas architecture.
The client-side was developed targeting compatibility and performance, through the ap-
plication of standard web technologies, i.e., HTML, CSS and JavaScript, which are supported
by most commonly used web-browsers on both desktop and mobile devices. The application
of such web standard technologies also deliver fast representation of information. Thus, to-
gether with simple and fast client-side algorithms, we enable loading and presenting full text
documents with thousands of annotations in just a few seconds. For instance, considering one
of the largest documents of the CRAFT corpus, which contains 3461 concept annotations,
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Egas only spent 3 seconds to present the document with respective annotations. On the other
hand, a similar Scalable Vector Graphics (SVG) solution with inline annotations required 14
seconds to load the same exact document. Thus, our approach presents an improvement of
more than 4.5 times in terms of document representation speed, which provides a smooth
and sophisticated navigation and interaction with the system.
The server-side is responsible for storing all information in an unique resource, as well as
providing the services to interact with that same data. All projects and respective users, doc-
uments, annotations and configurations are stored in a MySQL8 relational database. Every
processing task is available as a REST web-service, enabling easy and fast integration in any
development platform, such as web, desktop and mobile. Moreover, those web-services are
secured by requiring specific authentication and authorization per user. Additionally, in order
to guarantee complete protection of exchanged data, the communication between client and
server sides is performed through a secured and encrypted channel using Hypertext Transfer
Protocol Secure (HTTPS).
Data structure
By storing all information in a centralized and single resource, Egas enables easy setup
of an annotation platform for any biocuration task. Thus, in order to store all information
related with projects and users, Egas applies a data structure (Figure 7.5) designed targeting
flexibility and scalability. It supports each project to contain multiple users (administrators or
curators), documents with respective text, and description of annotation guidelines, provided
as multiple files in attachment (Figure 7.5:a). Moreover, each project may contain multiple
target concepts and relations for annotation, represented as meta concepts and relations that
extend the idea of meta-annotation, which defines a specific name and representation color
(Figure 7.5:b). Meta-relations have a direction type associated, which can be unidirectional,
bidirectional or without any specific direction, in order to cover all possible cases. Moreover,
each meta-concept may have an associated normalization knowledge base. Objectively, an
annotation is an instance of a meta-annotation with specific information (Figure 7.5:c). For
instance, a concept is annotated by a user in a specific document with start and end character
positions, and if provided, an identifier from the normalization knowledge base. On the other
hand, a relation is also annotated by a user in a document considering two target concepts. A
relation can be further extended to support relations with more than two concepts. Finally,
we also record the curation time of each user per document (Figure 7.5:d). This is applied
by considering the time that each user spends in the Egas’s tab of the web-browser. Thus, if
the tab is open but the user is not working in the document annotation, that curation time
is not considered.
8http://www.mysql.com
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Figure 7.5: Overview of the internal data structure to support projects and respective docu-
ments, users and annotations.
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Import and export documents
As previously described, Egas supports importing documents and respective annotations
(when available) from local and remote servers, as well as export features to locally store
curated documents. Three formats are supported for import and export: A1, BioC and
raw text. A1 converter was developed in-house, and BioC support takes advantage of the
publicly available BioC Java library9. The integration with remote servers is performed using
web-services, which already support retrieving specific documents by unique identifiers, or
by submitting a search query. PubMed was integrated through the E-utility Simple Object
Access Protocol (SOAP) web service [326], and PubMed Central using the Open Access (OA)
REST web services10.
Annotation services
Automatic annotation services allow performing identification of specific concepts and/or
relations in a custom set of documents using state-of-the-art algorithms. That way, users
can call an automatic annotation service and posteriorly manually correct the provided an-
notations and/or add missing ones. Such approach intends to considerably decrease the
amount of time spent in the manual curation process. Egas supports automatic annotation
services through an unique and simple REST web-services interface. To comply with this,
web-services have to accept text as input and provide annotations following the A1 or BioC
format as output. That way, it is straightforward to add new services to identify different
concepts and/or relations. Moreover, Egas automatically adds concept and relation types
provided by the service if they were not previously specified in the project configuration. Two
different automatic annotation services for biomedical concept recognition and PPI mining
and currently provided.
The concept identification service takes advantage of the BeCAS REST API [33] to provide
annotations of genes and proteins, species, anatomical concepts, miRNAs, enzymes, chemicals,
drugs, diseases, metabolic pathways, cellular components, biological processes and molecular
functions. It was tested [31] on the CRAFT [107], AnEM [105] and NCBI Disease [308]
corpora, achieving F-measure results for overlap matching of 76% for genes and proteins, 95%
for species, 65% for chemicals, 83% for cellular components, 92% for cells, 63% for molecular
functions and biological processes, 83% for anatomical entities, and 85% for diseases.
Regarding PPI extraction, since a state-of-the-art tool with fast processing times for real-
time usage was not available as a service, we created a simple solution to provide relations
between proteins and also indicate the possible presence of such relations, to support the
manual annotation process. Thus, our PPIs service does not only provide relations between
proteins, but also indicates the possible presence of such relations, supporting the manual
9http://www.ncbi.nlm.nih.gov/CBBresearch/Dogan/BioC
10http://www.ncbi.nlm.nih.gov/pmc/tools/oa-service
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annotation process. Thus, the following annotations are provided by this service: 1) protein
concepts; 2) relations between proteins; 3) relations marking equivalent protein mentions
(e.g., acronyms and long forms); and, 4) trigger words that may indicate the presence of
PPIs. The service was implemented on top of Neji [31], using Gimli [28] to perform ML-based
protein name recognition. BioThesaurus is used to normalize recognized names, through the
application of prioritized dictionary matching, as described in [31]. Equivalent protein rela-
tions are added using a simple abbreviation resolution technique, and PPIs are recognized
through a rule-based approach using dependency-parsing trees. To do this, we first filter sen-
tences by accepting only the ones that follow specific patterns, which have high probability
of indicating PPIs:
• TRIGGER.*(of|between).*PRGE.*(by|to|through|with|on|and).*PRGE
• TRIGGER.*containing.*PRGE.*and.*PRGE
• PRGE.*TRIGGER.*PRGE
• PRGE.*PRGE.*TRIGGER
• TRIGGER.*TRIGGER.*between.*PRGE.*and.*PRGE
• PRGE.*TRIGGER.*TRIGGER.*with.*PRGE
• PRGE.*PRGE.*TRIGGER.*PRGE
Afterwards, considering the previously collected trigger words as reference, a relation is con-
sidered if there is a directional path between the trigger word and two proteins, allowing a
maximum of four hops.
Normalization
In order to offer normalization features in the easiest and fastest way as possible for biocu-
rators, we indexed and integrated a rich set of biomedical knowledge bases. Apache Solr11
was used to index the identifier, preferred name, synonyms and definition (if available) of
each concept in these resources. For added flexibility and robustness, a separate index is used
for each knowledge base. Additionally, since knowledge bases are available in heterogeneous
formats, we developed scripts to automatically index ontologies in OBO and OWL formats,
and databases in SQL. Resources available in custom formats require the development of
custom parsing algorithms. In order to cover the wide spectrum of biomedical knowledge, we
decided to collect ontologies provided by OBO Foundry [327]. Thus, a total of 110 ontologies
were indexed, including NCI thesaurus [328], NCBI taxonomy [87], Protein Ontology [85],
Gene Ontology [47], ChEBI [83] and Disease Ontology [329]. Overall, more than 2 million
entries are indexed and available for biocurators.
11http://lucene.apache.org/solr
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Real-time collaboration
Real-time collaboration features were implemented by taking advantage of TogetherJS12
from Mozilla, a JavaScript library built on top of Node.js13 that simplifies the development
of collaboration features. That way, all active users working in a document can observe the
actions of adding, changing and removing concept and relations performed by other users.
Additionally, every project has a dedicated chat, allowing users that are annotating different
documents to discuss annotation guidelines, in order to minimize mistakes as much as possible.
7.3 Results
7.3.1 Experiment
Egas was tested in terms of applicability and user satisfaction in the BioCreative IV inter-
active annotation task [36], which intended to promote the development of useful text mining
solutions to fill the gap between the biomedical text mining and biocuration communities,
exploring the user-system interactions and hidden requirements. In that way, the task tar-
geted the development of solutions to support interactive mining and/or triage of scientific
documents.
The task organizers, together with a group of expert curators, defined a prioritized list of
requirements that they considered more important to be available in such systems. The five
more important system requirements were: 1) highlighting of entities and relationships; 2)
processing of full texts; 3) allowing manual mode for annotation; 4) ability to edit results; and,
5) ability to export curated results in standard formats. Each participating team developed
and submitted their own approach to deal with the provided specifications. Moreover, each
team had to propose a biocuration task to apply and test-drive the presented system. Our
proposal consisted in the identification and extraction of biomolecular events described over
PubMed abstracts related to neuropathological disorders, including PPI, protein expression
and post-translational modifications. To create the corpus for this task, a collection consisting
of more than 135 thousand PubMed abstracts was first obtained with the following query:
"Neurodegenerative Diseases"[MeSH Terms] OR "Heredodegenerative Disorders,
Nervous System"[MeSH Terms] AND hasabstract[text] AND English[lang].
The documents were then ranked according to their relevance for extracting protein-
protein interactions, using a SVM classifier [330] trained on the BioCreative III PPI Article
Classification Task data [224]. Such approach achieved an F-measure of 62% and an Accuracy
of 88%, when tested on the test part of the data. Finally, the top-ranked 100 documents were
selected for the task.
12https://togetherjs.com
13http://nodejs.org
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Four curators were selected, and each was assigned 50 documents from the corpus to cu-
rate. Curators were asked to annotate 25 of their assigned documents using the available
PPI annotation service described above, and the remaining 25 documents without using this
service, in order to assess its impact on curation effort. In the first case, curators had to revise
the automatically generated annotations, correcting any erroneous concept or relation anno-
tations and adding missing ones. In the second case, curators had to annotate all mentions
of protein names and all protein interactions described in each document. The tool recorded
the time taken by each curator to curate each document, as well as the number of annotated
concepts and relations.
7.3.2 Results
Nine systems participated in the BioCreative IV IAT, targeting heterogeneous domains
of application, and differing significantly in the followed approaches, in terms of design, im-
plementation and usability. Overall, four systems provided integrated triage features, eight
systems supported concept recognition (five of those with normalization), and six enabled
relation/event mining.
To properly evaluate the behavior of the various systems, the BioCreative IV IAT organi-
zation committee built a detailed survey to subjectively rank and compare the different tools.
Such survey covers various aspects of curators’ satisfaction, such as: 1) overall reaction; 2)
comparison with similar systems; 3) ability to complete tasks; 4) design; 5) learning to use
the application; and, 6) usability. The answers to each of the 23 questions were scaled from
1 (very bad) to 5 (very good). The obtained evaluation results were averaged and grouped
in three categories: recommendation, rating and experience. Egas presented very satisfying
results in the three categories from the four curators, obtaining an average of 4.5 points in
recommendation and 4.75 points in rating and experience.
Regarding the impact of automatic text mining services, the application of these annota-
tion algorithms significantly contributed to reduced curation times: for 3 of the 4 curators,
the curation times were reduced by 1.5 to 4 times. However, we also observed that automatic
services may contribute to biased annotations, since curators tend to be influenced by auto-
matic annotations, accepting or performing slight changes without throughout analysis and
reflection. Thus, automatic tools should follow the same standards and assumptions as de-
fined by the annotation guidelines, a fact that must be carefully considered in any annotation
task. For instance, if the automatic tool provides species names as part of protein names,
and the annotation guidelines indicate otherwise, the final corpus can be easily inconsistent
and with serious annotation mistakes, seriously degrading the final IAA.
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7.4 Discussion
We believe that Egas presents various advantages for biocurators, in terms of usability
and simplicity. These advantages are an added value for the biomedical community, con-
tributing to a faster and more accurate annotation of biomedical information from scientific
literature. Thus, we discuss the contributions of delivering a platform-as-a-service solution
and of integrating real-time collaboration features.
7.4.1 Biocuration-as-a-service
Following an application service solution, Egas enables on-demand creation and config-
uration of annotation projects, allowing supervisors to independently define target concepts
and relations, invite curators and define annotation guidelines. Moreover, during the anno-
tation process, supervisors can change any of the settings on-demand, obviously respecting
consistency requirements. For instance, a user cannot delete a concept type if a relation type
is using it. Additionally, the statistics dashboard allows administrators to actively supervise
the performed work, providing valuable information regarding curation time and the amount
of concepts and relations per article and user. Such active management and supervision is
only possible by taking advantage of the integrated annotation task management features,
which we believe is an added value for biocurators.
Egas also facilitates concept normalization by integrating and indexing a complete set of
knowledge bases, offering heterogenous information targeting different domains of interest.
That way, the presented platform positively responds to the needs of the most different
curation tasks. The integration of such resources considerably facilitates biocurators tasks,
since they do not have to acquire a deep understanding of knowledge bases, and/or develop
any kind of scripts to process and integrate them. Thus, users can take advantage of such
ontologies by simply associating a concept type with a specific normalization resource.
Finally, Egas also integrates annotation services to provide automatic identification of
concepts and relations. As previously discussed, such integration may contribute to improved
curation speeds, resulting in more time available to annotate more documents. Since the
interaction with different automatic annotation services is performed through a single and
self-explanatory interface, biocurators do not need any kind of expertise to take advantage
of such advanced technologies. Overall, this simple integration of annotation services allows
biocurators to easily take advantage of high-end and advanced biomedical text mining solu-
tions, an approach that may streamline the communication and collaboration between text
mining and biocuration communities.
By delivering a platform-as-a-service, Egas significantly facilitates the setup and on-
demand configuration of annotation tasks. Additionally, since many curation tasks may work
with sensitive data, we considered security as one of the most important characteristics of our
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system. That way, all communications between clients and the server is performed through
secured channels, using HTTPS. Moreover, all actions that interact with the centralized
database, are carefully authorized and authenticated, considering the user permissions.
7.4.2 Real-time collaboration
In a classic annotation process, those responsible for the task start by specifying a tar-
get domain and by defining the annotation guidelines, where they describe target concepts,
relations, and present examples of what to annotate. Afterwards, each curator has access to
the annotation guidelines, interprets them, and starts annotating the set of documents that
he/she was assigned to. During this process, frequent discussions among annotators to resolve
and document ambiguous cases, and repeated verification of the annotated data against the
guidelines are performed, in order to ensure annotation quality. In the end, IAA may be
calculated to obtain a feedback regarding generated information consistency among curators.
However, some research works [208] focused their efforts on annotating more documents with
high quality, guaranteed by active supervision and correction of mistakes, rather than an-
notating repeated documents to obtain IAA scores. Based on this, we strongly believe that
the definition of annotation guidelines, and the active discussion and iterative correction of
annotations and respective guidelines is one of the most important aspects of the annotation
process. Thus, through Egas, annotation task supervisors around the globe can work together
to define the first version of annotation guidelines, taking advantage of the real-time feedback
of concept and relation annotations, and of the chat to discuss mistakes and ideas. Addition-
ally, since annotation guidelines are integrated in the platform, all supervisors can contribute
to their improvement, and all participants have access to the most updated version. After
starting the annotation process, curators can use real-time collaboration features to discuss
with each other the interpretation of annotation guidelines using the chat, and supervisors
can observe curators’ work, correcting and discussing mistakes, and possibly improving the
guidelines. In conclusion, through real-time features, we intend to promote the active involve-
ment of both supervisors and curators in the annotation process, in order to deliver improved
information consistency and quality.
7.5 Summary
This chapter presented Egas (http://bioinformatics.ua.pt/egas), a complete plat-
form for scientific literature curation, focused on usability, simplicity, security and integra-
tion. It offers highly usable interfaces for manual and automatic in-line annotation of concepts
and relations. A comprehensive set of knowledge bases are integrated and indexed to pro-
vide straightforward concept normalization features. Moreover, real-time collaboration and
conversation functionalities allow discussing details of the annotation task as well as provid-
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ing instant feedback of curators interactions. Egas also provides interfaces for on-demand
management of the annotation task settings and guidelines, and supports standard formats
and literature services to import and export documents. With Egas, we participated in the
BioCreative IV interactive annotation task, targeting the assisted identification of protein-
protein interactions described in PubMed abstracts related to neuropathological disorders.
When evaluated by expert curators, it presented very good results regarding usability, re-
liability and performance. The application of automatic annotation services presented con-
siderably reduced curation times. Moreover, Egas showed superior document processing and
representation speeds, which is a significant added value and contribution to a smoother an-
notation process. Overall, Egas presents various advantages for the biomedical community,
streamlining the collaboration between supervisors and curators, and simplifying the setup
and on-demand configuration of the annotation task, using integrated knowledge bases and
automatic annotation services. These contributions, together with the presented results, show
that Egas is a state-of-the-art solution to perform a large variety of biocuration tasks, ready
to grow and to be integrated with any major platform to support information generation and
keep current databases properly updated in a consistent way.
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Chapter 8
Conclusion and future work
This chapter presents some concluding remarks and research directions stemming from
the research described in this thesis.
8.1 Conclusion
The goal of the research work presented in this thesis was to study, design and develop
innovative solutions to support automatic mining of biomedical information from scientific
literature, being mostly focused on the tasks of concept recognition (NER and normalization)
and interactive curation, with contributions on event and relation mining. This work started
with a careful study and analysis of the target research field, presented on Chapter 2, describ-
ing the motivation for the biomedical information extraction field, and detailing the tasks,
respective approaches and existing solutions. Through this analysis we were able to carefully
define and build a personal understanding and insight regarding previous work and possible
research points of interest and future steps.
In Chapter 3 we present Gimli, our first and one of the most important contributions.
Gimli is a machine learning-based solution for biomedical named entity recognition, which
uses CRFs with a rich set of features, combining annotations of heterogenous models with
a simple confidence-based harmonization technique. Moreover, two post-processing methods
are applied to improve annotations quality. The recognition of different biomedical concepts
is performed using different CRF models, whose feature set is optimized through an incre-
mental approach. Such technique allowed an in-depth analysis of the best features required
to recognize different concept types, providing a better understanding of their linguistic and
complexity characteristics. Gimli was applied in two corpora to identify gene/protein, DNA,
RNA, cell type and cell line concept names. It outperformed previously available open source
tools. Gimli was further applied in the recognition of chemical compound and drug names
[29], also achieving encouraging and positive performance results. Gimli is open source and
publicly available at http://bioinformatics.ua.pt/gimli with detailed documentation for
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users and developers.
In order to develop a more complex, complete, knowledge-based and accurate NER so-
lution, we tackled the task of named entity harmonization. Chapter 4 presents Totum, a
ML-based solution to harmonize gene and protein names provided by multiple heterogenous
NER systems. It uses CRFs to combine annotations with different characteristics provided by
four systems applying different recognition techniques, and using four corpora with different
characteristics to perform training and evaluation. By doing so, Totum delivers an innovative
cross-corpus solution to perform gene and protein names harmonization, which is not con-
strained to a specific corpus as previous systems. Moreover, the provided annotations take
advantage of a rich knowledge base, creating unique and reasoned guidelines that respect as
much as possible the heterogeneity of the various corpora. When evaluated on each corpus
and on a merged corpus, Totum delivered significant improvements in comparison with state-
of-the-art solutions. Moreover, we emphasized the differences between the various corpora
and respective annotation guidelines.
Chapter 5 presents Neji, a modular framework to support the development of concept
recognition solutions. Neji is specifically optimized for the biomedical domain, integrating
dedicated and optimized modules and supported standards, and delivering high modularity
together with fast processing speeds and high performance results. The extracted informa-
tion is stored in an innovative concept tree, supporting structured ambiguity and multiple
identifiers per concept. It also integrates a CLI annotation tool, which allows users to eas-
ily perform offline annotation of large amounts of documents with custom dictionaries and
ML models with normalization dictionaries. The reliability of Neji was confirmed by an-
notating three different corpora with a total of nine concept types, outperforming existing
solutions on heterogenous concept recognition. Neji is open source and publicly available at
http://bioinformatics.ua.pt/neji with detailed documentation for users and developers.
Chapter 5 also presents BeCAS, a web application, set of web-services and widget that takes
advantage of Neji to deliver on-demand biomedical concept identification. Concept recog-
nition features are provided through web-services, supporting selective annotation of eleven
biomedical concepts. The web application applies intuitive annotations visualization and fil-
tering interfaces, supporting inline nested concept names and providing link-outs to reference
curated databases. Finally, its widget version allows easy integration of BeCAS features in
any web page. BeCAS is available at http://bioinformatics.ua.pt/becas with detailed
documentation for users and developers.
Taking advantage of the knowledge assimilated during the development of Gimli, and
using the flexibility and speed delivered by Neji, we decided to tackle a challenging and
more linguistic processing and knowledge intensive task: trigger recognition for biomedical
event mining. Chapter 6 presents TrigNER, a ML-based solution to perform automatic and
optimized recognition of biomedical event triggers. It applies CRFs with a rich feature-set
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and post-processing modules, applying an innovative and automatic optimization method
to obtain the best feature-set and model parameters for each event trigger, removing the
hard task of manually optimizing the models characteristics. Such technique also allows
to easily identify the complexity and linguistic characteristics of different triggers. When
evaluated against manually annotated corpora, our solution outperformed existing solutions
in the extraction of various gene-centric event triggers. TrigNER is open source and publicly
available at http://bioinformatics.ua.pt/trigner with detailed documentation for users.
Finally, we tackled the task of interactive mining to take advantage of the previously
developed state-of-the-art solutions and reduce the gap between the biomedical text mining
and biocuration communities. Egas, presented in Chapter 7, is an innovative web-based plat-
form for biomedical collaborative curation as a service, supporting manual and automatic
annotation of concepts and relations. The user interface was developed targeting simplic-
ity and intuitive interactions, through inline document visualization, filtering, insertion and
deletion of annotations and relations. Moreover, it provides a rich set of features to sup-
port the complete workflow of knowledge curation, such as integrated project management,
possibility to import and export documents to/from local and remote servers, automatic
and state-of-the-art annotation services, and innovative real-time collaboration. Egas was
developed on top of standard web technologies, in order to enable fast processing and visual-
ization of documents in modern web-browsers. When evaluated by expert annotators, Egas
obtained the best results in terms of usability, reliability and performance. Egas is available
at http://bioinformatics.ua.pt/egas with detailed usage documentation.
Overall, this research work contributed with novel methods, applications, frameworks and
libraries for the biomedical text mining community, helping simplifying complex processing
steps through optimized solutions. Moreover, by promoting the application of biomedical
information extraction methods on scientific literature, the work described on this thesis
further contributes to: a) keeping current knowledge bases updated; and b) generating new
hypothesis towards knowledge discovery.
8.2 Future work
Besides the fact that the performed research already incorporates multiple improvements
on existing methods and solutions for biomedical information extraction, some aspects can
be further explored. Overall, the research work conducted may be continued in terms of:
a) applied techniques; b) performed tasks; and c) conceptual application.
Regarding the applied techniques, various methods can be explored and investigated to
further improve systems’ performance and behavior:
• Feature induction [331]: automatically extract informative features from texts in order
to improve the feature set and obtain “hidden” characteristics of tokens and textual
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context. For instance, McDonald and Pereira [138] applied a simple feature induction
approach in the recognition of gene and protein names, achieving significant improve-
ments of 1.3% of F-measure;
• Semi-supervised learning: use both annotated and unannotated data in order to extract
characteristics of the unlabeled data that could contribute to a better identification of
concepts names and/or relations. For instance, Ando [161] applied semi-supervised
learning and achieved improvements of more than 2% of F-measure in the recognition
of gene and protein names;
• Joint learning: take into account the interdependencies between candidate extractions
during the learning process. Various IE tasks are trained together in the same corpus
and focused on the same task, optimizing the various solutions and their dependencies
considering an unique goal. For instance, Finkel and Manning [332] performed joint
dependency parsing and NER, achieving improvements up to 1.4% and 9.0%, respec-
tively;
• Improved knowledge input: provide more and improved domain knowledge as input of
ML models and systems will further improve their performance, making the decisions
even more reasoned and consistent. For instance, by building a graph representation of
concepts and their interactions based on integrated heterogenous knowledge bases will
provide an important input to any biomedical IE task, such as relation mining [273]
and disambiguation [187];
• Improved linguistic parsing: improved linguistic information may further contribute
to better biomedical IE, since dependency parsing solutions still need to be improved
in terms of both accuracy and speed. The application of some relation and event
mining solutions that strongly rely on linguistic parsing information is still far from
real-time processing. Moreover, applying just chunking information to filter and/or
extract relations between concepts [244] can also be a path to follow.
Besides the further investigation of previously described techniques, there are also various
directions that can improve the developed tools in terms of usability and accessibility:
• Web services: make developed solutions available as simple and well documented web-
services to disseminate their usage and integration in complex text mining workflows;
• Libraries and frameworks: provide developed solutions as development libraries and/or
frameworks to simplify the integration in complex solutions, and to support the devel-
opment of custom solutions;
• Web and desktop applications: the development of easy to use graphical interfaces will
make such tools easily accessible for final users;
• Mobile applications: with the proliferation of mobile devices, such as tablets and smart-
phones, it is essential to follow that trend and deliver solutions compatible with such
usage patterns, satisfying the users’ needs and requirements.
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Even though we already follow such directions in most of the developed tools, we strongly
believe that this is an important requirement to enable the application of such solutions by
biocuration experts, giving an important contribution to minimize the gap between curators
and complex computerized solutions.
8.2.1 Research directions
By taking advantage of the developed solutions and acquired know-how, the work pre-
sented in this thesis serves as a baseline to further explore other biomedical information
extraction tasks, studying innovative techniques that we believe will deliver improved results:
• Knowledge-based disambiguation: we consider disambiguation to be an important next
step in this work, due to the complexity of the biomedical domain and to the levels
of ambiguity that we already observed in our experiments. Thus, in order to build a
general approach, not strictly optimized to specific terms, we intend to contribute to
the development of improved knowledge-based disambiguation approaches, which still
have to reach the levels of accuracy achieved by ML-based solutions;
• Machine learning and knowledge-based relation and event mining: we intend to explore
the tasks of relation and event mining by applying hybrid solutions taking advantage of
both ML and knowledge bases. The main idea is to train ML models using features from
a knowledge base and/or applying post-processing techniques using the same knowledge
base;
• Improved interactive mining: we plan to further explore and improve our solution for
interactive mining, minimizing the gap between scientific articles and knowledge bases;
• Semantic web, indexing and searching: we intend to work on semantic indexing and
search, in order to deliver the extracted information to final users in the best way
as possible and considering the meaning, relations and events of “things”. Moreover,
we also have to work on semantic integration technologies to associate the extracted
information with other heterogeneous resources;
• Question answering: as the Holy Grail of the field, we plan to explore solutions to
retrieve and synthesize relevant information from both textual and structured data, in
order to provide real-time and reasoned answers to natural language questions.
Finally, the developed solutions may be applied and/or adapted to different domains,
taking advantage of the acquired know-how and exploring new areas of application, such as:
• Domains: apply the developed solutions in different domains in order to integrate new
research projects with closed defined and focused goals. There are many areas that may
take advantage of TM solutions to improve their research, achieving better and faster
results. We are currently applying our solutions in a project related with neurodegen-
erative diseases;
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• Documents: explore different types of documents, such as clinical records and patents,
which present different challenges and goals. For instance, clinical records contain a
large amount of acronyms and specific terminology that is difficult to map with existing
knowledge bases;
• Concepts: consider the recognition and normalization of different types of biomedical
concepts, such as chemicals, drug dosage administration, and gene variations;
• Relations: investigate the extraction of different types of biomedical relations to collect
new information that may deliver new hypothesis and conclusions. For instance, gene-
drug and chemical-protein relations still have to be properly explored, which deliver
important information regarding pharmacogenetics;
• Events: explore the identification of biomedical events to help understanding general
and specific biological processes and molecular functions. There is a current interest in
extracting events associated with cancer genetics and general pathway curation;
• Challenges: keep participating in domain challenges which typically define new tasks
and provide innovative and useful information to go beyond existing solutions, allowing
a fair comparison of the achieved performed results with different approaches.
Overall, we strongly believe that there is much work to do in biomedical information
extraction, which is a continuation of the research presented in this thesis. The world just
started its journey exploring biomedical information from unstructured data sources, in order
to create an unique resource that reflects human knowledge and support new discoveries.
The future is promising and interesting for any biomedical researcher and text miner, there
is much to explore, learn and discover.
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Appendix A
Detailed results of biomedical
named entity harmonization
This appendix presents detailed results of biomedical named entity harmonization, con-
sidering Precision (P), Recall (R) and F-measure (F1) results of exact, cosine 0.98, cosine
0.90 and nested matching alignments of the annotations provided by the four systems and
the four hamonization approaches. The shaded boxes (
74.44% 75.34% 73.98%
72.99% 73.87% 72.54%
56.90% 57.20% 53.93%
Union
AG
) highlight the F-measure of each
system, where the bold font (
83.15% 89.63%
80.00% 86.24%
Totum
) indicates the best system of the partners and harmoni-
sation solutions. The arrow (
R 53,52%
P 83,70%
F1 65,29%
Intersecti n ) indicates the harmonisation solution with highest precision,
and the circle ( ) the one with better recall.
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 Exact Cos98 Cos90 Nested Exact Cos98 Cos90 Nested Exact Cos98 Cos90 Nested
R 52.74% 56.34% 57.02% 53.19% 32.53% 43.15% 44.04% 32.64% 52.08% 55.89% 56.78% 52.93%
P 71.40% 76.27% 77.19% 72.00% 42.78% 56.75% 57.92% 42.93% 59.36% 63.70% 64.71% 60.33%
F1 60.67% 64.80% 65.59% 61.18% 36.96% 49.02% 50.04% 37.09% 55.48% 59.54% 60.48% 56.39%
R 36.85% 38.62% 38.79% 37.68% 23.85% 30.35% 30.63% 24.06% 33.48% 35.11% 35.35% 35.20%
P 83.72% 87.75% 88.14% 85.60% 50.53% 64.30% 64.88% 50.98% 83.88% 87.96% 88.57% 88.19%
F1 51.17% 53.64% 53.87% 52.32% 32.41% 41.23% 41.61% 32.70% 47.86% 50.18% 50.53% 50.32%
R 45.82% 51.75% 52.41% 54.40% 44.64% 50.88% 51.07% 45.52% 53.67% 58.27% 59.03% 59.90%
P 76.51% 86.41% 87.50% 90.84% 59.62% 67.95% 68.21% 60.80% 84.76% 92.02% 93.22% 94.59%
F1 57.32% 64.74% 65.55% 68.05% 51.06% 58.19% 58.41% 52.06% 65.72% 71.36% 72.28% 73.35%
R 43.90% 45.71% 45.97% 44.16% 35.17% 44.97% 45.64% 35.23% 57.38% 60.88% 61.32% 60.98%
P 83.41% 86.85% 87.34% 83.90% 50.60% 64.70% 65.66% 50.69% 82.77% 87.82% 88.45% 87.96%
F1 57.53% 59.90% 60.23% 57.86% 41.49% 53.06% 53.85% 41.57% 67.78% 71.91% 72.43% 72.02%
R 66.49% 71.59% 72.46% 71.15% 48.26% 62.89% 63.55% 48.70% 72.37% 77.52% 78.65% 77.52%
P 69.14% 74.44% 75.34% 73.98% 45.97% 59.92% 60.54% 46.39% 70.04% 75.02% 76.12% 75.02%
F1 67.79% 72.99% 73.87% 72.54% 47.09% 61.37% 62.01% 47.52% 71.18% 76.25% 77.36% 76.25%
R 53.52% 56.90% 57.20% 53.93% 38.02% 50.05% 50.52% 38.11% 62.32% 66.16% 66.43% 63.19%
P 83.70% 88.99% 89.45% 84.33% 49.45% 65.10% 65.71% 49.58% 86.54% 91.88% 92.25% 87.75%
F1 65.29% 69.41% 69.78% 65.79% 42.99% 56.59% 57.12% 43.10% 72.46% 76.93% 77.24% 73.47%
R 66.50% 70.95% 71.50% 70.93% 51.81% 62.08% 62.80% 52.33% 71.01% 74.34% 74.92% 77.01%
P 78.87% 84.14% 84.79% 84.12% 58.75% 70.40% 71.21% 59.34% 83.32% 87.23% 87.92% 90.36%
F1 72.16% 76.98% 77.58% 76.96% 55.06% 65.98% 66.74% 55.62% 76.67% 80.27% 80.90% 83.15%
R 68.15% 76.26% 77.09% 83.09% 69.29% 76.16% 76.93% 72.61% 74.03% 79.41% 80.20% 85.71%
P 73.51% 82.26% 83.15% 89.63% 65.81% 72.34% 73.06% 68.97% 81.21% 87.11% 87.98% 94.02%
F1 70.73% 79.15% 80.00% 86.24% 67.51% 74.20% 74.95% 70.74% 77.46% 83.08% 83.91% 89.67%
Exact Cos98 Cos90 Nested Exact Cos98 Cos90 Nested
R 35.88% 47.22% 49.00% 36.47% 46.21% 52.39% 53.32% 46.69%
P 50.82% 66.88% 69.41% 51.66% 60.93% 69.07% 70.30% 61.56%
F1 42.06% 55.35% 57.45% 42.76% 52.56% 59.58% 60.65% 53.10%
R 22.94% 30.03% 30.91% 24.20% 31.69% 35.17% 35.49% 32.62%
P 60.36% 79.01% 81.31% 63.67% 73.78% 81.88% 82.62% 75.93%
F1 33.25% 43.52% 44.79% 35.07% 44.33% 49.21% 49.65% 45.63%
R 38.92% 43.19% 43.70% 41.70% 45.67% 51.18% 51.74% 51.55%
P 81.61% 90.57% 91.63% 87.45% 74.79% 83.80% 84.72% 84.40%
F1 52.71% 58.49% 59.18% 56.48% 56.71% 63.54% 64.24% 64.00%
R 26.04% 35.07% 36.28% 29.05% 41.44% 46.14% 46.66% 42.64%
P 55.38% 74.58% 77.15% 61.78% 72.34% 80.55% 81.45% 74.42%
F1 35.42% 47.71% 49.35% 39.52% 52.69% 58.67% 59.33% 54.21%
R 48.27% 63.53% 64.81% 52.29% 61.10% 69.60% 70.54% 64.97%
P 52.70% 69.37% 70.76% 57.10% 62.29% 70.96% 71.92% 66.24%
F1 50.39% 66.32% 67.65% 54.59% 61.69% 70.28% 71.22% 65.60%
R 34.65% 45.24% 46.39% 35.32% 48.96% 55.16% 55.62% 49.42%
P 62.56% 81.67% 83.76% 63.76% 74.09% 83.48% 84.18% 74.80%
F1 44.60% 58.23% 59.71% 45.46% 58.96% 66.43% 66.99% 59.52%
R 43.17% 55.99% 57.60% 50.75% 59.42% 66.23% 67.04% 64.16%
P 57.76% 74.90% 77.05% 67.90% 73.18% 81.58% 82.57% 79.03%
F1 49.41% 64.08% 65.92% 58.09% 65.58% 73.11% 74.00% 70.83%
R 53.76% 63.58% 64.93% 66.71% 66.86% 74.62% 75.51% 78.89%
P 65.45% 77.40% 79.04% 81.21% 71.93% 80.27% 81.23% 84.87%
F1 59.03% 69.81% 71.29% 73.25% 69.30% 77.34% 78.27% 81.77%
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Appendix B
Biomedical event trigger
recognition feature sets
This appendix presents a detailed description of the feature sets obtained after running
the automatic optimization algorithm in the training data of event trigger recognition. Con-
figurations presented as “Lemma, [2,3,4], 3”, indicate the applicability of [2,3,4] n-grams to
combine lemmas of each vertex until a maximum number of 3 dependency hops.
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Appendix C
Annotation guidelines of
protein-protein interactions in
neurodegenerative diseases
This task requires the annotation of protein-protein interactions (PPI) in a corpus of
abstracts related to neurodegenerative diseases. A PPI is defined as any mention of a direct
(physical) interaction between two proteins, as well as when a protein changes or regulates
another protein’s physical/chemical/dynamical properties or function. In terms of annotation
guidelines, no distinction is made between these types of interactions. Three annotation
tags are used: a) “Interacts”, meaning that a protein is referred to definitely interact with
another protein; b) “May_interact”, meaning that the text points to an interaction but is
not conclusive; c) “No_interaction”, meaning that the text mentions that an interaction was
not present. Note that the second case only applies to speculative mentions in the text (e.g.
as suggested by words such as “may”, “indicating”, “apparent”) and not to cases where the
curator is unsure about an interaction being mentioned or not in a given sentence. In the
latter case, do not provide an annotation. A fourth annotation tag (“Equivalent”) is used to
annotate mentions of synonyms of the same protein within a sentence. An example is when
a protein’s long name is mentioned, followed by its symbol.
C.1 What to annotate?
1. Mentions of PPIs described within a single sentence;
2. Conclusive mentions of PPIs. These should be marked with the “Interacts” relation;
3. Mentions of “speculative” PPIs (e.g., “may” and “appears to”). These should be marked
with the “Possible_interaction” relation;
4. Mentions of negated PPIs (e.g., “did not affect”). These should be marked with the
185
C.2. WHAT TO NOT ANNOTATE?
“Negated_interaction” relation;
5. If a protein is mentioned by its long name and the respective symbol (e.g., “Activator
protein 2 (AP2)”), annotate both forms as “Equivalent”, and use only the long name
to annotate any interaction to another protein in that sentence;
6. Annotate all mentions of an interaction within a document, i.e., if two proteins are
repeatedly mentioned as interacting in two or more separate sentences, all mentions
should be annotated;
7. Whenever possible, assign relation directionality according to the text (e.g., “A regulates
B” vs. “A is regulated by B”);
8. Consider all proteins, irrespective of organism;
9. Mentions of protein names as part of a pathway should be annotated (e.g. “mTOR
signaling”);
10. Mentions of protein complexes and protein families should be annotated, and mentions
of interactions involving a protein complex or protein family should be annotated as
PPI.
C.1.1 Example sentences
For reference, proteins are shown in bold, action words are shown underlined, and specu-
lative/negation words are shown in italics.
• “…we show that extracellular -synuclein released from neuronal cells is an endogenous
agonist for Toll-like receptor 2 (TLR2), which activates inflammatory responses in
microglia.” [PMID:23463005]
• “We identified transcription factors that are likely to bind the PRE, using competition
gel shift and gel supershift: Activator protein 2 (AP2), nm23 nucleoside diphos-
phate kinase/metastatic inhibitory protein (PuF), and specificity protein 1
(SP1).” [PMID:23368879]
• “Pin1 deficiency is suggested to cause Tau hyperphosphorylation in Alzheimer disease.”
[PMID:23362255]
C.2 What to not annotate?
1. PPIs described over two sentences, that is, if one or both proteins are mentioned im-
plicitly or through an anaphoric expression (e.g., “It interacts with…”);
2. References to PPIs described in previous works (e.g., “…has been shown to interact
with…”);
3. Self-interactions, i.e., mentions of a protein interacting with itself.
4. Other bio-molecular events involving a single protein.
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APPENDIX C. ANNOTATION GUIDELINES OF PROTEIN-PROTEIN
INTERACTIONS IN NEURODEGENERATIVE DISEASES
C.2.1 Example sentences
• “We have previously shown a strong interaction of NIPA1 and atlastin-1 proteins.”
[PMID:23079343]
• “DJ-1 has multiple functions that include transcriptional regulation, anti-oxidative
reaction and chaperone and mitochondrial regulation.” [PMID:23326576]
C.3 Example documents
187
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