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A systemati onstrution of the Green's matrix for a seond order, self-adjoint matrix
dierential operator from the linearly independent solutions of the orresponding homoge-
neous dierential equation set is arried out. We follow the general approah of extrating
the Green's matrix from the Green's matrix of the orresponding rst order system. This
onstrution is required in the ases where the dierential equation set annot be turned to
an algebrai equation set via transform tehniques.
I. INTRODUCTION
In physis, matrix dierential operators ating on vetor funtions appear in many dierent on-
texts from lassial eletromagnetism to quantum eld theory. Green's matries of these operators
are needed beause of their own physial interpretation as propagators in quantum eld theory, or
in order to nd the solutions of the orresponding non-homogeneous dierential equation set.
In most of the ases, Green's matries are obtained by using the Fourier transform tehnique
or by using eigenfuntion expansions whih turn the dierential equation set to an algebrai one.
However, these tehniques are not appliable in some irumstanes suh as for the matrix dif-
ferential operator appearing in the 1+1 dimensional Abelian-Higgs model [1, 2℄. In this model,
when small eld utuations around lassial eld ongurations are investigated, Lagrangian of
the theory, whih is seond order in utuations, involve a 4 × 4 matrix dierential operator. Di-
agonal entries of this operator are dierential operators of the modied Bessel type. O-diagonal
potential terms are funtions of lassial eld ongurations whih are only available as disrete
numeri data for generi values of parameters in the theory. Green's matrix of this operator is
required in alulating the funtional determinant of the operator whih gives one-loop orretions
about a lassial solution suh as an instanton (For a nie aount of funtional determinants using
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2Gel'fand-Yaglom tehnique see [3℄). Green's funtion tehnique is one of the methods used in suh
a determinant alulation. Due to the existene of the modied Bessel type operators and the
disrete numerial data, it is not possible to apply Fourier transform and eigenfuntion expansion
in this ase. However, in a numerial study, it is relatively easy to obtain linearly independent
solutions of the orresponding homogeneous dierential equation. Therefore, onstrution of the
Green's matrix from these solutions as in the ase of the single dierential operator is required.
It is worth onsidering the underlying physial problem in some detail in order to see why one
enounters a matrix dierential operator whih is hard to handle. In [4℄, 't Hooft studied the one-
loop tunneling amplitude in the bakground of a Yang-Mills instanton for a theory whih ontains
massless salar and fermion elds . In this alulation, eld utuations do not ouple, and the
funtional determinants of single dierential operators are alulated. Dunne et al. [5, 6℄ extended
the instanton determinant alulation to the arbitrary quark mass ase. 't Hooft [4℄ pointed out
that in order to remove the infrared divergene of the theory, one needs to introdue the Higgs
eld. However, due to simple saling arguments, there is no instanton solution in this ase. It is
still viable to do the alulations in the same instanton bakground, but with ertain instanton size,
sine it was shown in [4℄ and in [7℄, with a more elaborate disussion, that the Higgs partile an
be taken as approximately massless. However, if one studies the eet of the quantum utuations
around an instanton bakground with non-trivial Higgs eld onguration, as in the ase of the
1+1 Abelian-Higgs model, eld utuations do ouple to eah other and one needs to struggle with
the funtional determinant alulation of a matrix dierential operator.
In the physis literature, a general onstrution of the Green's matrix from the set of solutions of
the orresponding homogeneous dierential equations does not seem to exist. Among the standard
referenes of mathematial physis, only Courant and Hilbert [8℄ involves a short disussion on the
properties of the Green's matrix (tensor as alled in [8℄) without a onstrution. Baake [9℄ gave
a onstrution for a spei matrix dierential operator in a heuristi way. He studied one-loop
eets in various eld theories using Green's matries found by this onstrution [1, 2, 9, 10℄. In
[11℄, again there is a onstrution for a spei operator with the main emphasis on the boundary
onditions of the underlying physial system whih is a magneti multilayer struture.
In the mathematis literature, onstrution of Green's matrix for a seond order, self-adjoint
dierential operator from the solutions of the orresponding homogeneous dierential equation
set does exist. Naimark [12℄ studied Green's matries of the nth order, linear matrix dierential
operators for general homogeneous boundary onditions relating vetor funtion and its derivatives
up to the (n− 1)th order at the boundaries. He gave the Green's matrix form for this general
3system and outlines a way to prove his result. These results and analysis are too general, so a
speial study of the physially relevant ase, whih is the seond order and self-adjoint operator,
is still valuable. Let us mention several other related works. Bhagat [13, 14℄ worked on the ase
of seond order, self-adjoint, 2 × 2 matrix dierential operator. Heimes [15℄ gave an analog of our
result for seond order, linear systems without any expliit onstrution, and only mentioned that
the proper method is to transform the seond order system to rst order system. Jodar [16℄ worked
on an algebrai onstrution whih may not work on every ase.
In this paper, we onsider a generi seond order, self-adjoint [20℄ n × n matrix dierential
operator of the form
Mx =


M11,x V12 (x) . . . V1n (x)
V12 (x) M22,x . . . V2n (x)
.
.
.
.
.
.
.
.
.
.
.
.
V1n (x) V2n (x) . . . Mnn,x


, (1)
where the diagonal entries are of the form
Mii,x ≡
[
d
dx
(
pi (x)
d
dx
)
+ qi (x)
]
,
and the o-diagonal entries Vij = Vji are just ontinuous funtions. First of all, we develop the
properties of the Green's matrix in Setion II. Setion III is devoted to the onstrution of the
Green's matrix. Constrution is arried out in two ways. In the rst way, Green's matrix of seond
order system is extrated from the Green's matrix of the orresponding rst order system. In this
onstrution, general approah developed in Cole [17℄ is followed [21℄. This onstrution relies on
the same basi idea as the onstrutions of [11℄ and [15℄. In the seond way of onstrution, we
start with a guess on the form of the Green's matrix, whih is along the line of [9℄.
To x the notation, let us note that small bold letters, e.g. y, represent vetors; apital bold
letters, e.g. G represent matries. x appearing as an index refers to a dierential operator suh
as Mx. Repeated indies on dierent matries are to be summed over, unless otherwise stated.
Repeated indies on a single matrix refer to a diagonal element. And a word about the nomenlature:
to distinguish the Green's funtion of a single dierential operator, we hoose the name Green's
matrix for oupled equations.
4II. PROPERTIES OF THE GREEN'S MATRIX
Let's onsider a linear, seond order, oupled dierential equation set;
Mxy (x) = h (x) , x ∈ [a, b] , (2)
where y , h are n dimensional vetor funtions, and Mx is n × n dimensional, self-adjoint matrix
dierential operator of the form (1). Green's matrix, G (x, t) of the dierential operator, Mx an
be dened with the formal solution
y (x) =
 b
a
dtG (x, t)h (t) , (3)
where G (x, t) is n× n matrix.
In this paper, homogeneous boundary onditions are onsidered:
y (a) = o, y (b) = o,
where o is the n dimensional zero vetor. These boundary onditions impose the following onditions
on the Green's matrix;
G (a, t) = O, G (b, t) = O,
where O is n× n zero matrix.
The formal solution of the dierential equation set implies
Mx,ijGjk (x, t) = δikδ (x− t) , (4)
where i, j, k indies run from 1 to n. This relation is an equality of distributions. Integrals of these
distributions with a test funtion yield further properties of the Green's matrix. In obtaining these
properties, i = k and i 6= k ases will be investigated separately.
For i 6= k:
kth olumn of the Green's matrix is a solution of the homogeneous dierential equations exept
the kth equation, as implied by
Mx,ijGjk (x, t) = 0.
Eah dierential equation involves a term of the form
Mx,iiGik (x, t) =
[
d
dx
(
pi (x)
d
dx
)
+ qi (x)
]
Gik (x, t)
5where there is no summation on i. In order to satisfy these (n− 1) homogeneous dierential
equations, rst and seond order derivatives in the above term should not yield any singularities,
sine the other terms of the dierential equation ontain ontinuous potentials. Thus, elements of
the kth olumn should be ontinuous and should have ontinuous rst derivatives for any x ∈ [a, b],
exept Gkk (x, t) whih is investigated in i = k ase below.
For i = k:
kth olumn of the Green's matrix is a solution of the kth homogeneous dierential equation for
x ∈ [a, t) ∪ (t, b], as implied by
Mx,kjGjk (x, t) = δ (x− t) ,
where there is no summation on k. This equation ontains the term
Mx,kkGkk (x, t) =
[
d
dx
(
pk (x)
d
dx
)
+ qk (x)
]
Gkk (x, t) .
Sine
Mx,kjGjk (x, t) = 0,
for x 6= t, Gkk (x, t) should be ontinuous and has ontinuous rst derivatives for points other than
x = t.
Let's onsider the behavior at x = t. Sine all elements of the kth olumn other than Gkk (x, t)
are ontinuous at x = t, Dira delta behavior omes from Gkk (x, t). A disontinuity in Gkk (x, t)
yields a more severe singularity than Dira delta upon taking the seond derivative. Thus, Gkk (x, t)
is ontinuous at x = t and the rst derivative of Gkk (x, t) has the usual disontinuity
lim
ǫ→0
d
dx
Gii (x, t)
∣∣∣∣
t+ǫ
t−ǫ
=
1
pi (t)
.
As in the ase of the Green's funtion for a single dierential operator, self-adjointness of Mx
and the homogeneous boundary onditions yield a symmetry property for the Green's matrix:
(
GT
)
li
(x, x2)Mx,ijGjk (x, x1) =
(
GT
)
li
(x, x2) δikδ (x− x1) ,
⇒ Gil (x, x2)Mx,ijGjk (x, x1) = Gkl (x, x2) δ (x− x1) ,
and
(
GT
)
ki
(x, x1)Mx,ijGjl (x, x2) =
(
GT
)
ki
(x, x1) δilδ (x− x2) ,
⇒ Gik (x, x1)Mx,ijGjl (x, x2) = Glk (x, x1) δ (x− x2) .
6After integrating the above two equations over the interval [a, b] and subtrating them side by side,
one obtains
 b
a
[Gil (x, x2)Mx,ijGjk (x, x1)−Gik (x, x1)Mx,ijGjl (x, x2)] dx = Gkl (x1, x2)−Glk (x2, x1) .
Calulating the left-hand side:
For i = j:
∑
i
 b
a
[
Gil (x, x2)
d
dx
(
pi (x)
d
dx
Gik (x, x1)
)
−Gik (x, x1)
d
dx
(
pi (x)
d
dx
Gil (x, x2)
)]
dx.
Adding and subtrating pi (x)
d
dx
Gil (x, x2)
d
dx
Gik (x, x1) yield
∑
i
 b
a
[
d
dx
(
Gil (x, x2) pi (x)
d
dx
Gik (x, x1)
)
−
d
dx
(
Gik (x, x1) pi (x)
d
dx
Gil (x, x2)
)]
dx.
After the integration, one obtains
∑
i
[(
Gil (x, x2) pi (x)
d
dx
Gik (x, x1)
)
−
(
Gik (x, x1) pi (x)
d
dx
Gil (x, x2)
)]x=b
x=a
= 0,
from Gjk (a, x
′) = 0, Gjk (b, x
′) = 0 for any j and k.
For i 6= j:
∑
i,j;i 6=j
 b
a
[Gil (x, x2)Mx,ijGjk (x, x1)−Gik (x, x1)Mx,ijGjl (x, x2)] dx,
ontains terms like
{
 b
a
[G1l (x, x2)Mx,12G2k (x, x1)−G1k (x, x1)Mx,12G2l (x, x2)] dx
}
+
{
 b
a
[G2l (x, x2)Mx,21G1k (x, x1)−G2k (x, x1)Mx,21G1l (x, x2)] dx
}
,
whih vanish, sine the matrix dierential operator, Mx is symmetri.
Thus, one obtains the symmetry property of the Green's matrix:
Gkl (x1, x2) = Glk (x2, x1) .
As a result, Green's matrix of a seond order self-adjoint matrix dierential operator satises
(4) and the homogeneous boundary onditions. Rewriting them together, we have:
Mx,ijGjk
(
x, x′
)
= δikδ
(
x− x′
)
; Gjk
(
a, x′
)
= 0, Gjk
(
b, x′
)
= 0.
Properties of the Green's matrix developed in this setion an be summarized as:
7• kth olumn of the Green's matrix satises the homogeneous dierential equations exept at
one point x = t for equation i = k.
Mx,ijGjk (x, t) = 0, x ∈


[a, t) ∪ (t, b] , i = k,
[a, b] , i 6= k.
• Green's matrix is ontinuous at x = t.
• Derivative of the Green's matrix at point x = t is ontinuous for the o-diagonal elements
and has a jump of 1/pi (t) for diagonal elements.
lim
ǫ→0
d
dx
Gij (x, t)
∣∣∣∣
t+ǫ
t−ǫ
=


1
pi(t)
, i = j,
0 i 6= j
• Green's matrix has the the following symmetry:
G (x, t) = GT (t, x) .
These properties are also given in [8℄.
III. CONSTRUCTION OF GREEN'S MATRIX
A standard way of onstruting the Green's funtion for a seond order, linear, self-adjoint
dierential operator
Lx ≡
d
dx
(
p (x)
d
dx
)
+ q (x) ,
dened in [a, b] is to use the two linearly independent solutions of homogeneous dierential equation
satisfying,
Lxu (x) = 0, u (a) = 0,
Lxv (x) = 0, v (b) = 0.
The motivation for suh a onstrution follows the observation of two points. First, Green's funtion
satises the homogeneous dierential equation, exept at x = t. Seond point is the orrespondene
between the derivative property of Green's funtion;
lim
ǫ→0
d
dx
G (x, t)
∣∣∣∣
t+ǫ
t−ǫ
=
1
p (t)
,
8and the Wronskian of the solutions u and v;
W (u, v) = uv′ − vu′ =
onstant
p
. (5)
Sine the olumns of our Green's matrix satisfy the homogeneous dierential equation set exept
at one point x = t, it is suggestive that the Green's matrix an be onstruted from the solutions
of the homogeneous dierential equation. In this setion, this onstrution will be given. In
Setion IIIA, analogs of the Wronskian, (5), are obtained. A diret approah for onstruting the
Green's matrix involves rst transforming the seond order dierential equation set to a rst order
dierential equation set. Then, Green's matrix of the seond order set is extrated from the Green's
matrix of the rst order set. This approah is handled in Setion III B.
A. Analogs of the Wronskian
In general, 2n linearly independent solutions of
Mxy (x) = o,
an be (re)dened in suh a way that n of them satisfy the left boundary ondition, and the others
satisfy the right boundary ondition. Let's all them as uα and vβ , respetively, satisfying
uα (a) = o, vβ (b) = o,
where Greek supersripts label the solutions.
Following the similar steps leading to (5), it is possible to obtain analog relations for the matrix
dierential operator ase. One an write
uαi (x)Mx,ijv
β
j (x) = 0,
vβi (x)Mx,iju
α
j (x) = 0.
Subtrating side by side yields (α and β supersripts are suppressed sine the equation holds for
every α and β. Also, x dependene of the solutions are not expliitly shown up until the nal
result.)
uiMx,ijvj − viMx,ijuj = 0.
Sine the matrix dierential operator is symmetri, terms like u1M12v2 and v2M21u1 anel eah
9other. After these anellations, one obtains
∑
i
(uiMx,iivi − viMx,iiui) = 0⇒
∑
i
[
ui
(
piv
′
i
)′
− vi
(
piu
′
i
)′]
= 0,
⇒
∑
i
[(
uipiv
′
i
)′
−
(
vipiu
′
i
)′]
= 0,
⇒
∑
i
(
uipiv
′
i − vipiu
′
i
)
= onstant.
After putting the supersripts whih label the solutions, and showing the expliit x dependene
of solutions, one ends up with
∑
i
pi (x)
(
uαi (x)
d
dx
vβi (x)− v
β
i (x)
d
dx
uαi (x)
)
= Cαβ, (6)
where Cαβ are onstants. Matrix form of this equation is
UT (x)P (x)V′ (x)−
(
U′
)T
(x)P (x)V (x) = C, (7)
where U and V are n × n matries whose olumns are uα and vβ vetors, respetively; and P
matrix is dened as
P (x) ≡ diag [p1 (x) , p2 (x) , . . . , pn (x)] .
Other two relations that an be derived similarly are,
UT (x)P (x)U′ (x)−
(
U′
)T
(x)P (x)U (x) = O, (8)
VT (x)P (x)V′ (x)−
(
V′
)T
(x)P (x)V (x) = O. (9)
Here, using the boundary onditions uα (a) = o and vβ (b) = o in (8) and (9), respetively, one
nds that the onstant matries on the right-hand sides equal to zero. Rearranging these equations
yields symmetri matries
PU′U−1 =
(
U′U−1P
)T
, (10)
PV′V−1 =
(
V′V−1P
)T
, (11)
in (a, b), sine the P matrix is diagonal. Using these symmetri forms in (7) yields
PV′V−1 −PU′U−1 =
(
UT
)−1
CV−1, (12)
in (a, b). Note that right-hand side is neessarily a symmetri matrix due to symmetry of the
left-hand side.
10
B. Green's matrix of the seond order operator from the Green's matrix of the
orresponding rst order dierential equation set
Let's rewrite the seond order system given in (2) more expliitly
M11,xy1 (x) + V12 (x) y2 (x) + . . . + V1n (x) yn (x) = h1 (x) ,
V12 (x) y1 (x) + M22,xy2 (x) + . . . + V2n (x) yn (x) = h2 (x) ,
.
.
. +
.
.
. +
.
.
. +
.
.
. =
.
.
.
V1n (x) y1 (x) + V2n (x) y2 (x) + . . . + Mnn,xyn (x) = hn (x) .
with the boundary onditions
yi (a) = 0, yi (b) = 0.
Let's rewrite the system of seond order dierential equations as a system of rst order equations
with the denitions
zi (x) ≡ yi (x) , zn+i (x) ≡
d
dx
yi (x) .
Then, the rst order system an be put in the following form;
z′ (x) = A (x) z (x) + f (x) (13)
where
A ≡


0 0 . . . 0 1 0 . . . 0
0 0 . . . 0 0 1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 0 0 . . . 1
− q1
p1
−V12
p1
. . . −V1n
p1
−
p′
1
p1
0 . . . 0
−V21
p2
− q2
p2
. . . −V2n
p2
0 −
p′
2
p2
. . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
−Vn1
pn
−Vn2
pn
. . . − qn
pn
0 0 . . . −p
′
n
pn


, z ≡


z1
z2
.
.
.
zn
zn+1
zn+2
.
.
.
z2n


, f ≡


0
0
.
.
.
0
h1
p1
h2
p2
.
.
.
hn
pn


.
The boundary onditions an be restated in this notation
Baz (a) +Bbz (b) = o, (14)
where Ba and Bb are 2n× 2n matries in the following form
Ba =

 I O
O O

 , Bb =

 O O
I O

 , (15)
11
where I is the n× n identity matrix.
Green's matrix of the rst order system an be dened with the formal solution
z (x) =
 b
a
dtG1 (x, t) f (t) .
Then, the formal solution of the seond order system is
y (x) = Un×2nz (x) =
 b
a
dtUn×2nG1 (x, t) f (t)
where
Un×2n ≡
[
I O
]
.
f (t) an be rewritten as
f (t) = L2n×nP
−1 (t)h (t) , L2n×n ≡

 O
I

 .
Then,
y (x) =
 b
a
dtUn×2nG1 (x, t)L2n×nP
−1 (t)h (t) .
Comparing this result with (3) yields
G (x, t) = Un×2nG1 (x, t)L2n×nP
−1 (t) . (16)
Multipliations with Un×2n and L2n×n hoose up-left n×n blok of the Green's matrix of the rst
order system.
The relation between the Green's matrix of the rst order system and the Green's matrix of the
seond order system is established. Let's ontinue with reproduing the result of Cole [17℄ for the
Green's matrix of a rst order system.
1. Green's matrix of a rst order dierential equation set
Let's have a generi rst order dierential equation set in the form of;
z′ (x) = A (x) z (x) + f (x) , (17)
where z, f are l dimensional vetors and A is an l × l dimensional matrix.
First, assume a partiular solution of the form
zp (x) = W (x) g (x)
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where g is an unknown olumn vetor, and the so alled fundamental matrix, W is the matrix
whose olumns are the l linearly independent solutions of the homogeneous dierential equation
set, z′ (x) = A (x) z (x); i.e.
W′ (x) = A (x)W (x) .
Then, putting the guess for the partiular solution in the non-homogeneous equation yields the
formal solution for g (x) as
g (x) =
 x
a
dtW−1 (t) f (t) .
Therefore, the general solution for the generi rst order dierential equation set is
z (x) = W (x)
 x
a
dtW−1 (t) f (t) +W (x) c, (18)
where c is a onstant vetor.
Any well-posed boundary ondition whih yields unique solution to the boundary value problem
an be put in a matrix form. Consider the boundary onditions
Baz (a) +Bbz (b) = o. (19)
Applying these boundary onditions to the general solution xes c as
c = −D−1BbW (b)
 b
a
dtW−1 (t) f (t)
where D is dened by
D ≡ BaW (a) +BbW (b) .
Using this result in the general solution, one obtained
z (x) = W (x)
 x
a
dtW−1 (t) f (t)−W (x)D−1BbW (b)
 b
a
dtW−1 (t) f (t) . (20)
This result an be put in a nal form by rearranging the rst term on the right as;
W (x)
 x
a
dtW−1 (t) f (t) = W (x)D−1D
 x
a
dtW−1 (t) f (t) ,
= W (x)D−1 {BaW (a) +BbW (b)}
 x
a
dtW−1 (t) f (t) ,
= W (x)D−1BaW (a)
 x
a
dtW−1 (t) f (t)
+W (x)D−1BbW (b)
 x
a
dtW−1 (t) f (t) .
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Using this in (20) yields
z (x) = W (x)D−1BaW (a)
 x
a
dtW−1 (t) f (t)−W (x)D−1BbW (b)
 b
x
dtW−1 (t) f (t) ,
or,
z (x) =
 b
a
dtG1 (x, t) f (t)
where Green's matrix is given as
G1 (x, t) ≡


−W (x)D−1BbW (b)W
−1 (t) , x < t,
W (x)D−1BaW (a)W
−1 (t) , x > t.
(21)
2. Green's matrix of the seond order system
Using (16), Green's matrix for the seond order system is
G (x, t) =


−Un×2nW (x)D
−1BbW (b)W
−1 (t)L2n×nP
−1 (t) , x ≤ t,
Un×2nW (x)D
−1BaW (a)W
−1 (t)L2n×nP
−1 (t) , x ≥ t.
(22)
Note that W whih is the fundamental matrix of the rst order set is the Wronskian matrix of the
seond order set. With this result, we atually ahieve our goal whih is to onstrut the Green's
matrix of the seond order, self-adjoint matrix dierential operator from the linearly independent
solutions of the orresponding dierential equation set. However, we ontinue to work on this result
in order to nd a more ompat form and to nd forms in whih properties of the Green's matrix
are more transparent.
First of all, let's transform Green's matrix to a form in whih boundary onditions is expliit. In
order to ahieve this goal, let's assume that the 2n linearly independent solutions forming Wronskian
matrix, W is hosen in suh a way that n of them satisfy one boundary ondition, and the other n
satisfy the other boundary ondition; i.e.
Mxu
α (x) = o, uα (a) = o,
Mxv
β (x) = o, vβ (b) = o,
where α, β = 1, . . . , n. Then, let's hoose W in the form
W =

 U V
U′ V′

 ,
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where U and V are n× n matries whose olumns are uα and vβ , respetively. Using this form of
W greatly simplies the matrix multipliations given in (22) and yields the results
D−1BbW (b) =

 I O
O O

 , D−1BaW (a) =

 O O
O I

 .
Blok inverse of Wronskian matrix an be given as (See Set.V);
W−1 =

 U−1 +U−1V
(
V′ −U′U−1V
)−1
U′U−1 −U−1V
(
V′ −U′U−1V
)−1
−
(
V′ −U′U−1V
)−1
U′U−1
(
V′ −U′U−1V
)−1

 ,
where eah matrix is a funtion of t. Note that U (t) is singular at x = t = a. Thus, x ≤ t part of
the Green's matrix should be written in suh a way that x = a boundary value is given separately.
Putting these results in (22) yields a form where boundary onditions are expliitly satised:
G (x, t) =


O, a = x ≤ t,
U (x)U−1 (t)V (t)
(
V′ (t)−U′ (t)U−1 (t)V (t)
)−1
P−1 (t) , a < x ≤ t,
V (x)
(
V′ (t)−U′ (t)U−1 (t)V (t)
)−1
P−1 (t) , x ≥ t.
(23)
Or, after rearranging, one has a more symmetri form;
G (x, t) =


O a = x ≤ t,
U (x)U−1 (t)
[
P (t)
(
V′ (t)V−1 (t)−U′ (t)U−1 (t)
)]−1
, a < x ≤ t,
V (x)V−1 (t)
[
P (t)
(
V′ (t)V−1 (t)−U′ (t)U−1 (t)
)]−1
, b > x ≥ t,
O b = x ≥ t.
(24)
With the help of (12), a nal ompat form of the Green's matrix is obtained as
G (x, t) =


U (x)
(
CT
)−1
VT (t) , x ≤ t,
V (x)C−1UT (t) , x ≥ t.
(25)
Or, writing in terms of the elements;
Gij (x, t) =
(
C−1
)
βα


uαi (x) v
β
j (t) , x ≤ t,
vβi (x)u
α
j (t) , x ≥ t.
(26)
where there is summation on the Greek indies.
In all of the above forms of the Green's matrix, some properties are expliit, while the others
not. Now, let's investigate these properties.
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3. Verifying the properties of the Green's matrix
Let's show that the Green's matrix that we have onstruted satises the properties listed in
Setion II:
• It obviously satises the homogeneous boundary onditions in the forms starting with (23).
• It's olumns are formed by the solutions of the homogeneous dierential equation.
• It is ontinuous at x = t, whih is expliit in (23) and (24).
• In forms (25) and (26), symmetry property is expliit. Let's write GT (t, x);
GT (t, x) =


V (x)C−1UT (t) , t ≤ x,
U (x)
(
C−1
)T
VT (t) , t ≥ x,
whih is simply equal to G (x, t).
• Derivative property of the Green's matrix an be given in the matrix form as;
lim
ǫ→0
d
dx
G (x, t)
∣∣∣∣
t+ǫ
t−ǫ
= P−1 (t) . (27)
Using the Green's matrix form given in (24);
V′ (t)V−1 (t)
[
P (t)
(
V′ (t)V−1 (t)−U′ (t)U−1 (t)
)]−1
−U (x)U−1 (t)
[
P (t)
(
V′ (t)V−1 (t)−U′ (t)U−1 (t)
)]−1
= P−1 (t) .
C. Constrution with a Guess
Now, let's try to onstrut the Green's matrix in the similar way as in the ase of a single
dierential operator. A somewhat similar derivation was given in [9℄ for a spei ase. Sine
the olumns of the Green's matrix are solutions of the homogeneous dierential equation, Green's
matrix should have the following form in order to satisfy the boundary onditions;
G (x, t) =


U (x)S (t) , x < t,
V (x)T (t) , x > t,
where S (t) and T (t) are unknown matries. In this form, eah olumn is a linear ombination
of the linearly independent solutions. Surely, this form is the most general guess satisfying the
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boundary onditions and the homogeneous dierential equation set. After putting the proposal in
the derivative property in (27), one obtains
V′ (t)T (t)−U′ (t)S (t) = P−1 (t) .
Using (12), one has
P−1 =
(
V′V−1 −U′U−1
)
VC−1UT .
Putting it in the derivative property (27) and using the symmetry of VC−1UT yield,
V′T−U′S = V′C−1UT −U′
(
C−1
)T
VT .
Then, the unknown S and T matries are
S =
(
C−1
)T
VT ,
T = C−1UT .
This result yields the same form given in (25).
IV. DISCUSSION AND CONCLUSION
In this paper, we onstruted the Green's matrix of a seond order, self-adjoint matrix dier-
ential operator. This onstrution is useful espeially in the numerial studies, sine obtaining the
linearly independent solutions of the orresponding homogeneous dierential equation set is easy
with linearly independent initial onditions. Just after obtaining the set of linearly independent so-
lutions, one may diretly use (22) and obtain the Green's matrix without onsidering the boundary
behavior of the solutions. However, one the linearly independent solutions are redened suh that
half of them satisfy one homogeneous boundary ondition and the other half the other boundary,
or are obtained diretly in this way with proper boundary onditions, then the ompat form of
the Green's matrix in (25) an be used by alulating the onstant matrix in (7). By taking this
route, one may avoid numerial errors oming from orrespondingly greater amount of matrix mul-
tipliations and inversions. Also, in ases where solving the orresponding homogeneous dierential
equation set analytially is easy, onstrution of the Green's matrix by use of (25) may beome as
easy as other tehniques.
Extrating Green's matrix of a higher order dierential equation set from the orresponding rst
order dierential equation set is a useful tehnique whih is not well known in physis literature.
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Although we onstrut the Green's matrix of a seond order, self-adjoint matrix dierential operator
by using the Green's matrix of the orresponding rst order dierential equation set due to its
physial relevane, Green's matrix for any higher order linear (matrix) operator, either having self-
adjointness property or not, an be extrated from the Green's matrix of the orresponding rst
order dierential equation set.
A nal omment on the boundary onditions is that a dierential equation set satisfying bound-
ary onditions other than the homogeneous ones an be handled as in the ase of the single dif-
ferential operator. Constrution of a Green's matrix satisfying boundary onditions other than
homogeneous ones an be handled by the rst method given in this paper.
V. APPENDIX A: INVERSE OF A BLOCK MATRIX
We reprodue the derivation given by Thornburg [19℄. Let's have a 2n× 2n matrix in the form
 A B
C D


where A, B, C, D are n× n matries. Inverse of this matrix an be determined by obtaining the
blok deomposition of this matrix.
Inverse of the following matrix forms an be found easily:

 A O
O D


−1
=

 A−1 O
O D−1

 ,

 O B
C O


−1
=

 O C−1
B−1 O

 ,

 I B
O I


−1
=

 I −B
O I

 ,

 I O
C I


−1
=

 I O
−C I

 .
If we blok deompose a general matrix in suh a way that the above forms appear, then taking
inverse an be handled by using the above relations. In order to obtain the blok deomposition,
one an use the following equation
 A B
C D



 E
F

 =

G
H

⇒ AE+BF = G,
CE+DF = H.
This equation set an be solved for F by multiplying the rst equation with −CA−1 and summing
with the seond one. These operations are equal to multiplying oeient matrix with
 I O
−CA−1 I


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from left. Then, oeient matrix beomes

 A B
O D−CA−1B


where SA ≡ D −CA
−1B is alled Shur omplement of A. In order to solve equations in E, the
seond equation should be multiplied with −BS−1A and summed with the rst equation. These
operations are equal to multiplying the modied oeient matrix with

 I −BS−1A
O I


from left. Afterwards, the oeient matrix beomes

 A O
O SA

 .
Thus,

 I −BS−1A
O I



 I O
−CA−1 I



 A B
C D

 =

 A O
O SA


whih yields the blok deomposed form

 A B
C D

 =

 I O
CA−1 I



 I BS−1A
O I



 A O
O SA

 .
Then, the inverse of the 2n× 2n matrix an be found as

 A B
C D


−1
=

 A−1 +A−1BS−1A CA−1 −A−1BS−1A
−S−1A CA
−1 S−1A

 .
Using the above result, the inverse of the Wronskian matrix is;

 U V
U′ V′


−1
=

 U−1 +U−1V
(
V′ −U′U−1V
)−1
U′U−1 −U−1V
(
V′ −U′U−1V
)−1
−
(
V′ −U′U−1V
)−1
U′U−1
(
V′ −U′U−1V
)−1


Note that linear independene of the solutions of the orresponding homogeneous dierential
equation set implies invertibility of the Wronskian matrix and its four elements.
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