A spanning tree of a graph such that each vertex in the tree has degree at most d is called a degree-constrained spanning tree. The problem of finding the degree-constrained spanning tree of minimum cost in an edge weighted graph is well known to be NP-hard. In this paper we give an Ant-Based algorithm for finding low cost degree-constrained spanning trees. Ants are used to identify a set of candidate edges from which a degree-constrained spanning tree can be constructed. Extensive experimental results show that the algorithm performs very well against other algorithms on a set of 572 problem instances.
INTRODUCTION
This paper describes an Ant-Based algorithm for the degreeconstrained minimum spanning tree (DCMST) problem. This is an interesting, real-world problem that seems well suited to an ant algorithm approach. Numerous genetic algorithms have been used to solve the DCMST problem, but to our knowledge this is the first ant algorithm for this problem.
The DCMST problem entails finding a spanning tree of minimum cost such that no vertex in the tree exceeds a given degree constraint. This concept is useful in designing networks for everything from computer and telephone communications to transportation and sewage system [12] [18] . For instance, switches in an actual communication network will each have a limited number of connections available. Transportation systems must place a limit on the number of roads meeting in one place. Also, limiting the degree of each node limits the potential impact if a node fails [10] .
While the unconstrained minimum spanning tree (MST) problem can be solved easily in polynomial time, the DCMST problem is NP-hard [9] . In fact, even approximating optimal DCMST solutions within a constant factor is NP-hard [1] [10] . Therefore, heuristics are often used to find good solutions in a reasonable amount of time. Recent work on this problem has focused on genetic algorithms (GAs) and finding more efficient representations to use with those algorithms.
One type of heuristic that has not been previously used to solve the DCMST problem is the ant algorithm. Ant algorithms have been used to solve many optimization problems including other types of constrained MST problems such as the capacitated MST [17] , generalized MST [19] , and kcardinality tree [4] problems.
There are several different types of ant algorithms. The most common is Ant Colony Optimization (ACO), while our approach is an Ant-Based (AB) algorithm. In both cases, artificial ants maneuver based on local information and deposit pheromones as they travel. Our algorithm then uses cumulative pheromone levels to determine candidate sets of edges from which degree-constrained spanning trees are built. Extensive experimental results show that our AntBased algorithm finds results that are generally better than results produced by existing GAs. The addition of a local optimization step, which is not implemented in our current algorithm, could further enhance performance, particularly for graphs designed to mislead greedy algorithms.
The rest of the paper is organized as follows. In Section 2 we give a formal definition of the problem and describe previous works. Our Ant-Based algorithm is described in Section 3. Section 4 compares the performance of our algorithm against existing algorithm on a set of benchmark problems. The conclusion is given in Section 5.
PRELIMINARIES
A spanning tree of a graph G is a subgraph of G that is a tree and has the same number of vertices as G. An undirected graph G is said to be complete if there is an edge between any pair of distinct vertices, i.e., no self-loop is allowed. The degree constrained minimum spanning tree (DCMST) problem can be formally defined as follows.
Input: An undirected complete graph G = (V, E) with nonnegative weights on the edges and an integer degree constraint d ≥ 2.
Output: A spanning tree of G with minimum total weight such that the degree of each vertex in the tree is ≤ d.
As mentioned above, DCMST is NP-hard. In fact, for any fixed constant d ≥ 2, the problem of finding a minimum cost degree-constrained spanning tree of degree at most d is still NP-hard [9] . It is also known that for any fixed rational α > 1 and any fixed d, finding a spanning tree with degree constraint d and cost within a factor α of the optimal is NPhard. However, there exists a polynomial time algorithm for the case where d = O(b log(n/b)), α = O(log(n/b)), and b is the maximum degree of any vertex in the input graph [16] .
Early heuristics for the DCMST problem used a branch and bound approach [12] [18]. Other heuristics developed since then have included hill-climbing, simulated annealing, neural networks, and additional branch and bound algorithms [1] [11] . Genetic algorithms (GA) were first applied to the DCMST problem in the mid-1990's [24] , and that has been the focus of work on the DCMST problem to date.
Zhou and Gen [24] used Prüfer codes to encode spanning trees for their GA. In 2000, Knowles and Corne [10] used a different representation -storing a spanning tree in an n × (d − 1) array, where n is the number of vertices and d is the degree constraint. They used this representation in a GA as well as hill-climbing and simulated annealing algorithms. Of their three algorithms, the GA found the best solutions and compared favorably to earlier algorithms. Also in 2000, GAs using weighted [14] and edge-set [13] encodings were introduced. These representations stored the edges and edge weights instead of a permutation of vertices. Testing showed that the weighted encoding performed better than previous algorithms, and the edge-set encoding in turn produced even better results [13] [14] .
In 2001, Krishnamoorthy, Earnst, and Sharaiha [11] developed a new set of heuristic algorithms for the DCMST problem. These algorithms included a GA using a Prüfer encoding, Problem Space Search (PSS -another GA using a constructive heuristic to create the initial population and a vertex-permutation encoding), and a simulated annealing algorithm. They also introduced an exact algorithm, which worked well for small graphs and was used to generate heuristic solutions for larger graphs. These algorithms were compared against each other and the optimal solutions, if known. Of the four, the PSS algorithm performed best overall [11] .
A few years later, Raidl and Julstrom [15] introduced an updated version of the edge-set encoding. A GA using this representation was compared against several previous GAs, including the one from Knowles and Corne [10] and the PSS algorithm [11] . The GA using the edge-set encoding, which utilized edge-weight knowledge when constructing potential solutions, consistently performed the best and scaled up to larger problems (up to 500 vertices were tested) [15] .
In 2004, another GA based on a Prüfer encoding was introduced [6] . It showed great improvement over the original DCMST GA, but it was not compared to any contemporary GAs. That algorithm was tested on graphs up to 1000 vertices. Also in 2004, Soak, Corne, and Ahn [20] introduced a new encoding for trees and compared it to the edge-set encoding from [15] . The two algorithms produced the same results for graphs of 30 and 40 vertices, while the new encoding performed better on 50 vertex graphs [20] .
Our Ant-Based algorithm was tested using the same data sets as many of these algorithms. Our solutions were compared to previously published results from each of the algorithms listed above, except those from before the year 2000, the first version of the edge-set encoded GA [13] , and the 2004 encoding by Soak, Corne, and Ahn [20] . This final algorithm was not used because the specific graphs tested in that paper were not available for comparison. The other algorithms were excluded because more recent algorithms have produced better results. Those comparisons are detailed in Section 4.
ALGORITHM
Ant algorithms are usually based on the observed behavior of a colony of ants to collectively solve problems such as nest building or food foraging. In traditional ant systems such as Ant Colony Optimization, each ant solves the entire problem and then leaves pheromone on the solution configuration that it found as a guide for the next ant [8] . In contrast, each ant in our Ant-Based algorithm finds only part of the solution. A complete solution to the problem is then obtained from all the parts discovered by the ants. This difference allows ants in AB algorithms to consider smaller, more localized sections of the problem, making AB algorithms well-suited to distributed or parallel programming.
Our Ant-Based algorithm for the DCMST problem, called AB-DCST, consists of a number of cycles. Each cycle has two stages: exploration and construction. In the exploration stage of each cycle ants are used to discover a set of candidate edges from which a degree-constrained spanning tree is constructed. In the construction stage we build such a tree. Thus, each cycle produces a degree constrained spanning tree. The smallest cost tree returned by all cycles is returned by the algorithm.
In each cycle, each ant explores a local section of the graph. The edges an ant travels across are chosen such that edges with a higher level of pheromone have a higher chance of being selected. The pheromone on an edge is increased when an ant travels across that edge, leaving an increasingly appealing trail for other ants to follow. It should be noted that for an edge (i, j), the initial amount of pheromone distributed at (i, j) is the same as the amount of pheromone an ant leaves on (i, j) when the ant traverses it. Furthermore, the lower the edge cost is the higher this pheromone amount is. Effectively, ants will have a tendency to travel along lower cost edges as well as edges that have been traveled more often by other ants.
After all ants have explored their local section of the graph, meaning each ant has traveled across a set number of edges, the entire graph is examined. The edges with the highest pheromone levels, which are the edges ants traveled across most often, are selected as a candidate set of edges. A degree-constrained spanning tree is then built from these candidate edges in a greedy manner. Figure 1 shows the full algorithm. In the following subsections we will describe the algorithm in more detail.
Initialization
Initially one ant is assigned to each vertex of the graph. As the algorithm progresses, ants move about and each vertex may have zero or more ants. The next step in the initialization process is to calculate the initial pheromone level of each edge. Let (i, j) be an edge in the graph. The initial pheromone level assigned to (i, j), denoted by 
identify a set C of candidate edges using pheromone levels construct degree-constrained spanning tree T from C
end-while if cost(T ) < cost(B)
B ←− T end-if enhance pheromone levels for edges in the best tree B if no improvement in 100 cycles evaporate pheromone from edges of the best tree B end-if end-while return the best tree found B 
where c(i, j) is the cost of the edge (i, j), and M and m are the maximum and minimum edge costs in the graph, respectively. Note that edges that have smaller cost will have a higher initial pheromone level. As defined, the highest initial pheromone level is no larger than 4 times the lowest initial pheromone level. This scaling method is similar to that of [2] . Scaling methods such as this prevent extremely large gaps in the initial pheromone levels even when such large gaps exist in the edge costs. Generally, it is useful to have a large enough difference between the pheromone levels so that good and bad features identified by pheromone can be differentiated. However, extremely large differences in pheromone levels can cause unwanted bias easily.
We also use IP(i, j) as the amount of pheromone that an ant adds to the edge (i, j) whenever it traverses (i, j). Thus, the lower the cost of an edge is, the more the pheromone level is increased every time that edge is traversed.
Exploration
In this section we describe how ants move. The objective of the ants is to help identify a set of edges from which we can construct a good degree-constrained spanning tree. The main ideas here are: (i) ants should move along edges that have low cost and (ii) ants should utilize information from other ants in deciding on where to go to next, i.e., which edge to traverse. These ideas can be accomplished by letting each ant lay a certain amount of pheromone whenever it moves across an edge. The amount of pheromone laid on an edge should depend on the cost of that edge so that the lower the edge cost is the higher the amount pheromone will be. An ant can then select an edge to traverse by examining the edges that are incident to the vertex that it is currently on and selecting one of those edges based on pheromone levels. Specifically, the ant selects one of these edges at random such that edges with higher level of pheromone have a higher probability of being selected.
This method of proportional selection ensures that ants favor high-pheromone (i.e., low cost) edges while still allowing low-pheromone edges to be selected occasionally. This is important because a good solution for the overall graph may need to include an edge that appears to be a bad choice from a local perspective. If the selected edge leads to a vertex the ant has already visited during the current cycle, the ant selects a different edge. If the ant tries 5 times and all 5 vertices have been visited, the ant does not move for that step and the algorithm continues. This limit is used as a balance between allowing an ant to find a new vertex and preventing the ant from spending too much time on that search, and is less expensive than maintaining lists of feasible edges for each ant. This process of selecting one edge to traverse is called a step, and is summarized in Figure 2 
Move(a, i)
//anta is at vertex i nAttemps ←− 0 while nAttempts < 5 select an edge (i, j) at random and proportional to its pheromone level if vertex j is unvisited mark edge (i, j) for pheromone update move a to vertex j mark j visited break else nAttempts + + end-if end-while After an ant traverses an edge, that edge is marked for pheromone update. The actual update is done at certain points in the algorithm as shown in Figure 1 . This update is done periodically, instead of after every move, in order to provide ants with sufficiently accurate information without sacrificing running time efficiency. The pheromone level of an edge is modified by two factors. First, the current pheromone level of the edge is decreased through evaporation. This prevents ants from relying on old information for too long a time, as the pheromone levels on edges that have not been selected recently will evaporate to insignificant levels. Second, the pheromone level of the edge is increased by an amount equal to the initial level of pheromone assigned to that edge multiplied by the number of ants that traversed the edge since the last pheromone update. Some other types of ant algorithms, such as Ant Colony System [8] , also use a local pheromone update.
Before specifying how pheromone levels are updated, we define the maximum and minimum allowable levels of pheromone. These are denoted by maxP and minP, respectively.
where M and m denote the maximum and minimum edge costs in the graph. A similar strategy is used in the MaxMin Ant System [21] . As shown below, we do not reset pheromone levels exactly to these boundaries. Rather, we offset the adjusted pheromone level of an edge by the initial pheromone for that edge. This helps ants distinguish good edges from bad, even if the pheromone levels for a number of edges are approaching maxP or minP.
Let P (i, j) denote the pheromone level of the edge (i, j) and u(i, j) be the number of delayed pheromone updates to be applied to edge (i, j). Then P (i, j) is updated as follows.
where η is the evaporation factor and IP(i, j) is given in Section 3.1. The evaporation factor η is assigned an initial value of 0.5. It is then gradually decreased as the algorithm progresses. This is so that the algorithm has more chance to explore in the beginning and will be able to converge later on. It is clear from the definition of IP(i, j) and P (i, j) that they both depend on the cost of the edge (i, j).
Tree Construction
After the ants have completed their movements and the pheromone levels of all the edges have been updated, we are ready to identify the edges from which to construct a degreeconstrained spanning tree. To identify a set of candidate edges, we first sort the edges in the graph in the order of decreasing pheromone level. The top nCandidates edges from this sorted list are selected to form a candidate set C. We next sort the edges in C in increasing order of edge cost. A degree-constrained spanning tree is then constructed using a version of the Kruskal's algorithm [5] , modified to enforce the degree constraint. The algorithm is given in Figure 3 .
Occasionally, the spanning tree cannot be completed using only the candidate edges. In that case, additional edges are selected until the full tree has been built. This is done by selecting the next nCandidates edges from the pheromonesorted list and repeating the process. This continues until the spanning tree is complete.
Pheromone Enhancement
The total cost of the spanning tree returned by the ConstructTree algorithm is compared to the best solution found up to that point. If the new cost is lower, that tree is saved as the new best solution. Then the pheromone levels for the best edges, i.e., those in the lowest-cost tree found so far, are enhanced to promote exploitation of those good edges. This is related to the global pheromone update found in other types of ant algorithms [7] [8] [21] . Specifically, the pheromone levels of edges in the current best tree are updated as follows. Let (i, j) be an edge in the best tree found so far. = (V, E), w, d ) sort all edges by pheromone level in descending order C ←− top nCandidates edges (highest pheromone levels) sort C by cost into ascending order 
ConstructTree(G
where IP(i, j) is given in Section 3.1, and γ is the enhancement factor. Initially, γ is assigned a value of 1.5 and it is gradually increased as the algorithm progresses. The intuition for this gradual growth of the enhancement factor is that spanning trees found in the beginning are not expected to be good ones, thus we should not enhance too much the pheromone levels of edges in such trees. On the other hand, as the algorithm progresses it is expected to find better trees, and hence their edges should be enhanced more.
To prevent convergence on a local optimum, this enhancement is reversed if there is no improvement after a set number of iterations. This escape is done by evaporating the pheromone from the best edges to bring them back into balance so other edges have a better chance of being selected. The pheromone level of edges in the current best tree is updated as above, with γ replaced by an evaporation factor ζ, which is chosen at random from the interval [0.1, 0.3].
Stopping Criteria
The algorithm stops if one of the following two conditions is satisfied: (i) there is no improvement found in 2,500 consecutive cycles, or (ii) it has run for 10,000 cycles. When the algorithm stops, the current best tree is returned. Table 1 shows the parameters used when running this algorithm. Two of the values, the factors for evaporation and enhancement of pheromone levels, change over time. Initially, evaporation is high and enhancement is low. As explained above, this allows for exploration of the graph in early cycles. As the algorithm progresses, the evaporation factor is decreased while the enhancement factor is increased. This encourages exploitation as the solutions begin to converge on good trees. The remaining parameters remain fixed for the duration of the algorithm. These parameters were not tuned to any specific graph or class of graphs. They were determined based on comparative testing using a set of three graphs that were chosen randomly to cover a range of graph types and sizes. This test set of graphs was not included in the reported results. 
Parameters

EXPERIMENTAL RESULTS
Data Set
Our algorithm was run on a set of 143 complete graphs ranging from 15 to 1000 vertices, with degree constraints of 2 through 5, giving a total of 572 problem instances. Seven different types of graphs were used and are summarized in Table 2 . We compared our results with previously published results for these graphs. For each problem instance in our test set, we used the best result found by any previous algorithm for our comparison. It should be noted that no single paper had data for all of the graphs used here.
These graphs fall into two categories, Euclidean and nonEuclidean graphs. Euclidean graphs represent coordinate points with edge costs being the Euclidean distances between two points. Three types of Euclidean graphs were tested: CRD, SYM, and STR graphs. The CRD graphs contain points in a basic 2-dimensional plane. The points in the SYM graphs come from higher dimensional space, increasing the chance that nodes in the unconstrained MST will violate the degree constraint. The points in the structured (STR) graphs, which are also from higher dimensional space, are grouped in clusters. The CRD and SYM graphs were used in several papers including [23] and [11] , where the STR graphs were introduced.
The remaining graphs do not correspond to Euclidean points and distances. The first type in this category is the purely random graph. Vertices simply have ID numbers (vertex 1, 2, etc.) and the edge weights are chosen randomly from the interval [1, n] [6] . However, like Euclidean graphs, these random graphs rarely have unconstrained MSTs with high-degree vertices [1] .
The last three sets of test graphs were structured to pose a greater challenge to DCMST algorithms. The structuredhard (SHRD) graphs were created by assigning non-Euclidean costs in such a way that the number of optimal solutions is limited [11] . The random-hard (R) and misleading-hard (M) graphs were created by building the unconstrained MST to contain star patterns with high degrees. Additionally, the M graphs contain edges specifically intended to mislead greedy algorithms. The procedure for creating R graphs was introduced in [1] and used by Knowles and Corne in [10] , who developed the method for creating the M graphs. 
Results
Our Ant-Based algorithm shows a definite improvement over previous algorithms. Over the entire data set, the average gain in solution quality is 16%. Only small gains are possible for the smallest graphs, for which earlier algorithms already find very good solutions. For the middle range where the data set contains the most graphs of each size (n = 30 to n = 100), the average gain is 5%.
Our algorithm was implemented in C++ and run on a 3GHz Pentium 4 PC with 2GB of RAM running the Linux operating system. To obtain our results, the algorithm was run 50 times on each instance, with the best (lowest) cost for each instance being recorded. Tables 3 through 9 show our results for each type of graph. Results are not given for each individual graph due to space constraints. Instead, the average results for each graph size are given for each type of graph. For all of the tables below, n is the number of vertices and d is the degree constraint. (Prev. Best) is the average of the best costs available from previous heuristic algorithms for each graph type and size. AB-DCST shows the average of our best costs for each category (type/size/constraint). Gain(%) shows the difference between the previous results and our results as a percentage of (Prev. Best). Avg. Cost is the average result obtained from all runs of our AB-DCST algorithm and Std. Dev. is the standard deviation. Finally, Time is the average running time in seconds. For times that are more than 10 seconds, the values are rounded to the nearest integer.
Our results for the CRD, SYM, and STR graphs were compared against those found by the heuristic algorithms in [11] . For some categories, heuristic results were not given. In those cases our results were compared against the best known costs provided by the authors of [11] . Some of those costs have been proven to be optimal and may have been obtained using exact algorithms. Those categories are indicated with an * after the best known cost.
One issue with the CRD graphs was rounding. The graphs provided contained coordinate points and the distances had to be calculated. These distances were rounded to integer values to meet the standard indicated in [11] , but small differences could have been introduced. For the SYM and STR graphs, the integer costs were provided.
The average gains for the CRD, SYM, and STR graphs were 0.07%, 1.48%, and 0.32%, respectively. These averages include categories that had to be compared against exact optimal solutions (with a potentially lower gain than would be seen when compared to heuristic results), and also include many cases where no gain was possible because both our algorithm and previous heuristics obtained the optimal solutions. The overall average gain for these three graph types was 0.55%. See Tables 3, 4 , and 5. Our results for the random graphs were compared against those found by the GA in [6] , whose authors supplied this data set. Only small gains were possible for the smaller graphs in this set (up to 30 vertices) because the DCMSTs are very close in cost to the unconstrained MSTs, and so the previous algorithm performed well. Our average gain for random graphs with 50 to 1000 vertices was 80% (51% for all graphs in this set). See Table 6 .
Previous results for the SHRD graphs were available from two recent genetic algorithms for d = 3 through d = 5 [11] [15]. Only the best results from either source were used to find the Best Known average. Our results for d = 2 were compared against the best known results provided by the authors of [11] . Our algorithm found lower-cost trees in all categories for which heuristic results were available, and in all but one of the categories that were compared against overall best-known results. For all SHRD graphs, our average gain was 2%. See Table 7 .
Our results for the random-hard graphs (the R graphs) were better in all cases when compared to the best solutions from [10] and [14] . The average gain for this type of graph was 7%. The greatest improvement was made for d = 5, with an average of 10% compared to an average gain of 4% for d = 4. No previous results were available for d = 2 or d = 3. See Table 8 .
Our algorithm did not perform as well on the M graphs, which were designed specifically to mislead greedy algorithms. On average, the trees returned by our algorithm had 22% higher costs than those previously reported in [10] and [15] . This is not completely surprising considering that the tree construction algorithm in AB-DCST is essentially greedy, with some randomization. We expect that the addition of a local optimization step to our algorithm will improve the results in this area. No previous results were available for d = 2, 3, or 4. See Table 9 .
The time needed for our algorithm to complete was highly 
CONCLUSION
Our experiments show that an ant algorithm can be successfully applied to the DCMST problem. These encouraging results lead to other questions that can be investigated in the future. For instance, the DCMST problem with a degree constraint of 2 is equivalent to the weighted Hamiltonian Path problem [1] and similar to the Traveling Salesman Problem (TSP) [18] . Therefore, results for d = 2 have not generally been published for previous algorithms. Our algorithm performed well compared to the best-known solutions available for d = 2, so it would be interesting to see if there was indeed an improvement over previous algorithms and also how it compares to algorithms specifically designed to solve Hamiltonian Path.
Further investigation into the difficulty of finding good solutions for different degree constraints could also be useful. Research on the DCMST problem has generally stopped at d = 5. This boundary is apparently based on the fact that the unconstrained MST for a single-dimension Euclidean graph has d ≤ 5, but that does not apply to random or higher-dimensional Euclidean graphs. While the problem is known to be NP-Hard for any fixed constraint [9] , there is at least one crossover point where the problem becomes easy, namely d = n − 1, which produces the unconstrained MST. It would be interesting to see if there is a lower crossover.
An important follow-up would be to add local optimization to our algorithm in an attempt to obtain better performance on graphs where the underlying MST is significantly different from the DCMST. In particular, we believe this will help improve the performance of our algorithm on the M graphs. Finally, the structure of our Ant-Based algorithm appears to be conducive to a parallel implementation. Using a parallel algorithm should reduce the running time, making it possible to find solutions for larger and larger graphs.
