Let A be an n-by-n (n 2) matrix of the form where the a j 's, called the weights of A, are complex numbers. The purpose of this paper is to study the numerical ranges of such matrices with periodic weights.
Recall that the numerical range W (A) of an n-by-n complex matrix A is by definition the subset { Ax, x : x ∈ C n , x = 1} of the complex plane, where ·, · and · denote the standard inner product and Euclidean norm in C n . It is known that W (A) is a nonempty compact convex subset of C.
For other properties, the reader may consult [4, Chapter 1] or [2] . The study of the numerical ranges of the weighted shift matrices was started in [6] . It was proven in [6, Theorem 1] that the boundary of the numerical range of such a matrix A has a line segment if and only if the weights are all nonzero and all its (n−1)-by-(n−1) principal submatrices have identical numerical ranges (which are necessarily circular discs centered at the origin). In such discussions, we may assume that the weights are all nonnegative. In Theorem 1 below, we show that if the weights a 1 , . . . , a n of an n-by-n weighted shift matrix A are nonzero and periodic with period k, then
and C is the k-by-k weighted shift matrix with weights a 1 , . . . ,
and θ = 2π/n. In this case, the boundary of W (A) has a line segment. In Theorem 3, we give a necessary and sufficient condition for the boundary of W (A) to have a noncircular elliptic arc. More specifically, it is shown that this is the case if and only if the a j 's are nonzero, n is even, |a 1 | = |a 3 | = · · · = |a n−1 |, |a 2 | = |a 4 | = · · · = |a n | and |a 1 | = |a 2 |. For n = 4, this essentially generalizes [6, Proposition 12] . Finally, we give a criterion for A to be reducible and characterize their numerical ranges in Theorem 4. In particular, it says that, for n = 4, A is reducible if and only if either (1) a i = a j = 0 for some i and j, 1 i < j n, or (2) |a 1 | = |a 3 | = 0 and |a 2 | = |a 4 | = 0.
For an n-by-n matrix A, let A T denote its transpose, A * its adjoint, Re A its real part (A + A * )/2 and Im A its imaginary part (A − A * )/2i. For (a 1 , . . . , a n ). Our basic reference for properties of matrices is [3] .
For an n-by-n matrix A, consider the degree-n homogeneous polynomial p A (x, y, z) = det(xRe A + yIm A + zI n ). A result of Kippenhahn [5, p. 199] says that the numerical range W (A) is the convex hull of the real points in the dual of the curve p A (x, y, z) = 0, that is, W (A) = {a + ib ∈ C : a, b real, ax + by + z = 0 is tangent to p A (x, y, z) = 0} ∧ . Here, for any subset of C, ∧ denotes its convex hull, that is, ∧ is the smallest convex set containing .
For any nonzero complex number z = x + iy (x and y real), arg z is the angle θ , 0 θ < 2π , from the positive x-axis to the vector (x, y). If z = 0, then arg z can be an arbitrary real number. In the following, let ω n = e 2π i/n for n 1. The main result of this paper is the following. 
Note that ∂W(A) has a line segment for k = 1 by [6, Proposition 4 ].
An easy consequence of the preceding theorem is the following: 
If n is even and |k − l| = n/2, then we may assume that k = n/2, l = n, a i = a j > 0 for 1 i < j n − 1, i, j = n/2 and a n/2 , a n > 0 by [6, Lemma 2(1) and (2)
Lemma 5]. Otherwise, we may assume that 1
= a n and t i,j = 0 otherwise. For the orders of {a n , a k , a}, consider the following three cases:
(1) a n a a k or a n a
, we infer that a n = a = a k .
(2) a n a k a or a n a k a. By [6, Lemma 2(1)], we may assume that 
, we obtain that a n = a = a k and complete the proof.
We are now ready to prove Theorem 1.
Proof of Theorem 1
where C is the k-by-k weighted shift matrix with 
we have 
and W (C) have a common supporting line, says, cos(t)x + sin(t)y = r. This implies p C (cos(t), sin(t), −r) = 0 = p B (cos(t), sin(t), −r) and r = max σ (Re (e −it C)) = max σ (Re (e −it B )) = max σ (Re (e −it B)). Since p A = p B = p C p B from Theorem 1(a) and its proof, it follows that r is the maximal eigenvalue of Re (e −it A) with multiplicity at least two. By [6, Lemma 11], we obtain that the boundary of W (A) contains a line segment as asserted.
The next theorem gives a necessary and sufficient condition for an n-by-n weighted shift matrix A to have a noncircular elliptic arc in ∂W(A). Moreover, in this case, ∂W(A) also has a line segment. 
2 . Hence we may
Therefore 
. This proves our assertion. In particular, it follows from Theorem 1(b) that ∂W(A) has a line segment.
Note that the weighted shift matrix A in the above theorem is a special case of the ones considered in Theorem 1. The next theorem is another special case. Recall that a matrix A is said to be reducible if it is unitarily equivalent to the direct sun of two other matrices; otherwise, A is irreducible. We characterize those n-by-n weighted shift matrices A which are reducible in the following theorem. 
In case (1) 
In addition, AP = PA also implies that a i p i+1,1 = 0 for 1 i n−1. We substitute p i+1,1 = 0 in these equalities for AP = PA. Then a i p i+1,2 = a 1 p i,1 = 0 for 2 i n − 1. Proceeding successively with the remaining equalities for AP = PA, we have p i,j = 0 for i > j. Hence the assumption P = P * = P 2 implies that P = 0 or P = I n . Therefore, A is irreducible.
(2) If n is odd and a i = 0 for all 1 i n, then we may assume that a i > 0 by [6 
n. Thus p i,i+1 = 0 for some i or a 1 = · · · = a n . Hence p i,i+1 = 0 for every i, 1 i n or a 1 = · · · = a n . Since n −1 is even, by the same process, we have p i,j = 0 for all i < j or a 1 = · · · = a n . Thus P = P * = P 2 implies that P equals 0 or I n , or a 1 = · · · = a n . That is, A is reducible if and only if (2), we obtain p 1,1 = p 2,2 = · · · = p n,n and p i,j = 0 for all i = j, |i − j| = n/2. In addition, we also have
implies that P equals 0 or I n , or a 1 = a (n/2)+1 , . . . , a n/2 = a n . Recall that the reducibility of an n-by-n matrix A implies the reducibility of p A but the converse is in general not true. We give two examples of weighted shift matrices A for which p A is reducible but A is irreducible.
Example 6
(1) If A = J n (n 3), then A is irreducible, p A is reducible and ∂W(A) has no line segment.
(2) If A is a 6-by-6 weighted shift matrix with weights 1, 2, 1, 2, 1, 2, then A is irreducible, p A is reducible but ∂W(A) has a line segment.
