Abstract-The unscented Kalman filter (UKF) has become relatively a new technique used in a number of nonlinear estimation problems to overcome the limitation of Taylor series linearization. It uses a deterministic sampling approach known as sigma points to propagate nonlinear systems and has been discussed in many literature. However, a nonlinear smoothing problem has received less attention than the filtering problem. Therefore, in this article we examine an unscented smoother based on Rauch-Tung-Striebel form for discrete-time dynamic systems. This smoother has advantages available in unscented transformation over approximation by Taylor expansion as well as its benefit in derivative free. This smoothing technique has been implemented and evaluated through vehicle localization problem.
I. INTRODUCTIONS
The nonlinear filtering problem has been deeply studied and various methods are provided in literature. Among them, the most useful ones are the Extended Kalman Filter (EKF), the Ensemble Kalman Filter (EnKF), the Unscented Kalman Filter (UKF), and the Particle Filter (PF). Historically, the EKF is still the most widely adopted approach to solve the nonlinear estimation problem. It is based on the assumption that nonlinear system dynamics can be accurately modeled by a first-order Taylor series expansion as proved by van der Merwe [1] . The EnKF introduced by Evensen [2] is a reduced rank filter which propagates the states through nonlinearity and updates a relatively small ensemble of samples from which an assumed Gaussian distribution captures the main characteristics in the uncertainty. The PF also uses a sampling approach to estimate the higher-order moments of the posterior probability distribution by propagating and updating a number of particles, but without assuming Gaussian statistics as explained by Arulampalam et al. [3] .
The UKF, which is a derivative free alternative to EKF, overcomes the differentiation problem by using a deterministic sampling approach demonstrated by Julier and Uhlmann [4] and Wan and van der Merwe [5] . The state distribution is represented using a minimal set of carefully chosen sample points, called sigma points. This technique is used to linearize a nonlinear function of a random variable through a linear regression between n points drawn from the prior distribution of the random variable. Since we are considering the spread of the random variable during linearization, the technique tends to be more accurate than the Taylor series linearization used in the EKF, particularly in the presence of strong nonlinearities as proved by van der Merwe [1] . The 2n+1 sigma points, are chosen based on a square-root decomposition of the prior covariance, where n is the state dimension. These sigma points are propagated through the true nonlinear function, without approximation, and then a weighted mean and covariance is taken. This approach results in approximations that are accurate to the third order (Taylor series expansion) for Gaussian inputs for all nonlinearities.
However, the nonlinear smoothing problem has received less attention than the filtering problem in the literature. Therefore, in this study we investigate the unscented smoother based on Rauch-Tung-Striebel form [6] , [7] for discrete-time dynamic systems studied by Särkkä [8] , [9] . This smoother takes the benefit over unscented transformation to the limitation of Taylor approximation as well as its derivative free advantages. To evaluate the performance of this smoother, this algorithm is applied for a vehicle localization problem. In what follows, note that we will use the abbreviations URTSS for the unscented Rauch-Tung-Striebel smoother.
The structure of this paper is as follows: In section 2 we briefly describe the derivation of unscented Rauch-TungStriebel smoother and its summary of an implemented algorithm. A vechile localization problem is presented in section 3 as an example of application to this algorithm. In this section, the simulation results are discussed. The paper is concluded in section 4.
II. UNSCENTED RAUCH-TUNG-STRIEBEL SMOOTHER
Consider a state space model of the form,
where
is the process model function and H k (·) is the measurement model function. The time step k runs from 0 to T and at time step 0 there is no measurement, only the prior distribution x 0 ∼ N (m 0 , P 0 ).
The purpose of the smoothing algorithm is to find approximations to the smoothing distributions p (x k | y 1:T ) for all k = 1, 2, . . . , T . The approximations are chosen to be Gaussian:
The filtering distributions of the model are usually given by the two steps of optimal filtering equations as mentioned in [10] : 1) Prediction step:
2) Update step:
On the other hand, the optimal smoothing equations of the model can be written in two options as follows [11] :
where p (x k | y 1:k ) is the filtering distribution of the time step k and p (x k+1 | y 1:k ) is the predicted distribution of the time step k + 1, which can be computed by the first of the optimal filtering equations, i.e., Eq. (2). The smoothing recursion is started from last time step k = T and proceeded backwards in time. This forwardbackward equation will be used to develop the smoothing algorithm in this article. 2) Two filter smoother,
where the p (x k | y 1:k ) is computed by the optimal filter and the p (y k+1:T | x k ) can be computed with a filter, which runs backwards in time. The unscented Kalman smoother presented in [3] can be seen to be an approximation to this form of the smoother. For details of Rauch-Tung-Striebel smoother derivation, please refer to Särkkä [8] . This smoothing algorithm can be summaried as following steps: 1) Form the matrix of sigma points of the augmented random variable
where m k = m k 0 and P k = P k 0 0 Q k 2) Propagate the sigma points through the dynamic model
where X x k,i and X w k,i denote the parts of the augmented sigma point i, which correspond to x k and w k , respectively.
3) Compute the predicted mean m − k+1 , the predicted covariance P − k+1 and the cross-covariance C k+1 : 
III. AN EXAMPLE APPLICATION
In this section we consider the problem of vehicle localization as used in [12] .
A. Vehicle and Measurement State
The discrete time vehicle state is represented by its pose relative to a base Cartesian coordinate frame given by:
(6) where x k , y k and φ k are the vehicle position coordinates and its orientation in time step k, respectively. V is the vehicle velocity, and G is the vehicle steering angle. A parameter W B is the vehicle wheel-base.
This vehicle is equipped with a range and bearing sensor. It can sense an object bounding in ±30 degree semi-circle with the maximum range of 30 meter. The measurement equation is as follows:
where x k , y k and φ k are the vehicle position coordinates and its orientation in time step k, respectively. f i is a landmark feature available at time when the sensor takes a measurement. This landmark feature is assumed to be static and represented as a Cartesian coordinate system as (
is the zero-mean Gaussian white measurement noise. 
B. Simulation Setup

C. Result and Discussion
Fig . 2 shows the result of both UKF and URTSS. To visualize the difference between both estimation methods in vehicle position, we magnified Fig. 2 to Fig. 3 . For more reliable result, we calculated the root mean square (rms) error of x-axis, y-axis and its orientation φ for every iteration and they are shown in Figs. 4, 5 and 6, respectively. Table II shows the rms errors for each method and it is proved that URTSS has better performance over the UKF. 
IV. CONCLUSION
In this paper, an unscented Rauch-Tung-Striebel smoother (URTSS) has been applied to a vehicle localization problem and its performance has been also evaluated. It was assumed that the vehicle was equipped with a range and bearing sensor. To compare the performance of both UKF and URTSS, the rms errors were calculated. It is then found that the URTSS has better performance over the UKF.
