Introduction
Repeated asymmetric patterns (RAPs) cause many peoples' visual systems to infer the presence of motion where there is none. BRotating Snakes[ (Kitaoka, 2003) ( Figure 1 ) and Judy Chicago's BThrough the Flower[ (Chicago, 1973 ) (Auxiliary Figure 1) are examples: Most people see a rotary movement that runs in the black-bluewhite-yellow direction for BRotating Snakes[ and in the gradual dark-to-light direction for repeated single gradients (Auxiliary Figures 1 and 2 ). The cause of these striking illusions has remained mysterious since the peripheral drift illusion was described a quarter century ago (Fraser & Wilcox, 1979) .
One starting point to explain an illusion is Helmholtz's assertion that Bsuch objects are always imagined as being present in the field of vision as would have to be there in order to produce the same impression on the nervous mechanism [italics original][ (Helmholtz, 1925) . If we take Bimpression on the nervous mechanism[ to mean not only neural activity that occurs at transduction but also activity that occurs after some processing, we might restate this principle by asserting that the visual system constructs percepts that represent that which would most likely have evoked the same pattern of sensory neural activity, where sensory neural activity could include several postretinal processing stages. Thus, one can explain the illusion by showing how BRotating Snakes[ and real motion are expected to evoke similar activity in the neurons (such as cells in the lateral geniculate nucleus, LGN) that innervate direction-selective neurons (such as V1 cells).
The paper is organized as follows. We start with some informal observations about the illusion and discuss their implications. We then give our Bhigh-contrast phaseadvance[ explanation of contrast-driven motion for BRotating Snakes[ and discuss how our model-based approach differs from that of Conway et al. (2005) , which is based on a similar idea. We point out the need for a separate account of luminance-driven motion to explain the peripheral drift illusion, and identify, qualitatively, a single compound adaptation function that could drive both the contrast-and luminance-based illusions. We then describe experiments that measured the strength of the illusion and consider implications of the data from the experiments. In the Discussion section, we consider why some people see more illusory motion than others, why there might be few costs to building a global motion system that fails to compensate for the dynamics of neural coding, and consider how use of the neural code for contrast must differ between global motion perception, relative motion perception, and pattern perception.
Some initial observations about RAP illusory motion
Some properties that may be important to capture in a complete model of RAP illusory motion are as follows:
(1) the direction of motion depends on the order of the colors within the RAP; (2) motion stops after about 6Y8 s of steady fixation; (3) when re-fixating a previously fixated point, the time required for motion to stop increases with time away from the point; (4) the eyes need not move to refresh the motion (it suffices to move the pattern, see Auxiliary Videos 1 and 2); (5) motion is restarted by moderate eye movements, but not by very small ones nor by small amounts of image jitter (Auxiliary Video 3); (6) the motion can be speeded, stopped, or reversed by preadaptation to specific high-contrast patterns (Auxiliary Video 4); (7) motion stoppage after monocular viewing does not completely transfer to the other eye (Auxiliary Figure 3) ; (8) the motion is more pronounced for binocular than monocular viewing; (9) RAPs evoke a negative motion adaptation aftereffect (Ashida & Kitaoka, 2003) ; (10) different people see different speeds, and for some RAPs, different directions of motion (Fraser & Wilcox, 1979; Naor-Raz & Sekuler, 2000) and the individual differences are to some extent heritable (Fraser & Wilcox, 1979) ; (11) the motion falls off rapidly with contrast (Naor-Raz & Sekuler, 2000, Auxiliary Figure 4) ; (12) the motion can be enhanced by color for some observers (Auxiliary Figure 5) ; (13) the motion is most compelling when the repeated elements of the RAP are configured such that individual local motions, as might be generated by each element, contribute to the same motion within a large image region (Auxiliary Figure 6) ; (14) motion in crisp images is most compelling in noncentral vision (Fraser & Wilcox, 1979; Faubert & Herbert, 1999 , but see Auxiliary Property 2 suggested to us that adaptation of some sort, reaching asymptote in about 6 s, drives the illusion, and Property 3 is consistent with recovery from adaptation. Properties 4Y6 imply that the adaptation occurs largely within a retinotopic representation of the image rather than reflecting adaptation to regional contrast levels (Chubb, Sperling, & Solomon, 1989) per se. Property 7 implicates an early locus for the adaptation, prior to the loss of separate representations for each eye in cortex. We have no explanation for Property 8 at the level of neural mechanisms, but computationally additional sense data from any source would provide the system with additional evidence for motion; this would trade against the no-motion prior probability (Weiss, Simoncelli, & Adelson, 2002) . Some of the slowing during fixation is explained by Property 9, but motion aftereffects cannot explain why the motion stops completely after 6Y8 s because real motion (matched for apparent speed) appeared to move indefinitely (informal observations). Property 10 implicates a biological difference in the adapting mechanism(s) between individuals. Property 11 suggests that nonlinearity in the neural response to contrast, for example, saturation or faster responses at high contrast, plays a role. Property 12 suggests that either color-sensitive motion mechanisms (Hawken, Gegenfurtner, & Tang, 1994) play a role or color affects the neural representation of achromatic contrast used by motion detectors, for example, by affecting contrast gain control. Properties 13 and 14 suggest that RAPs are particularly effective at driving the global motion system (Cavanagh & Favreau, 1980; Nakayama & Tyler, 1981; Williams & Sekuler, 1984) . Property 15 suggests that the amount of perceived motion depends on multiple processes operating at different spatial scales (see also Discussion). Many people first encountered BRotating Snakes[ on a computer display; Property 16 shows that pulsation at 60Y80 Hz is not necessary.
Motion model
At the heart of the model (Figure 2 ) is our assumption that an observer will see global motion, such as real rotation when a wheel turns or the illusory rotation of a disk in BRotating Snakes[, when a global motion detector is activated by an appropriate set of local velocity detectors that comprise its subunits (Bex, Metha, & Makous, 1998; Williams & Sekuler, 1984 ). An alternative formulation of the model is possible using model V1 cells (Heeger, 1993) as subunits, but because the supposed contrast and luminance adaptations occur before this stage, and because predictions for the speed of the illusory motion are therefore similar in both cases, we have chosen to use velocity detectors in the model for convenience of exposition. These local velocity mechanisms are tuned to spatial frequency. Thus, they report the speed and direction of sinusoidal grating components (or gabors) derived from the image. We assume that the velocity detector can report rate of change in the phase of the component over time, independent of any changes in overall contrast that may also be occurring.
In the model, velocity is estimated not from the optical pattern of contrast itself, but rather from a Bneural image[ of contrast, in which high-contrast points in the optical image are registered before lowcontrast points (in neurons this is called phase advance; Albrecht, Geisler, Frazor, & Crane, 2002; Georgeson, 1987; Shapley & Victor, 1978; Tolhurst, Walker, Thompson, & Dean, 1980) . As a result of this choice, the ratio of neural responses in the high-and lowcontrast areas of the neural image changes over time, and this gives rise to a shift in the phase of the sinusoid (or gabor) that best fits the pattern. It is this shift that is monitored by the velocity detectors and reported to global motion detectors.
The model's neural image of contrast (output of Step 2 in Figure 2 ) is created by assuming that the time course of the response at each point in the neural image is proportional to the instantaneous mean firing rate of the average neuron in macaque primary visual cortex as measured by Albrecht, Geisler, Frazor, and Crane (2002) . That study measured the responses of cortical neurons to abrupt-onset static gratings of various contrasts, at the neurons' preferred spatial frequencies and orientations, out to 200 ms after onset. (Measurements out to several seconds would be needed to fully test the model, but these were not available, so we have used the model to work backwards to infer the neural activity from the perceived motion.) The data of Albrecht et al. (2002) are neuronal firing rates, so they encode local contrast (across space) as a positive number. This can be thought of as activity in a luminance-balanced filter. To use these numbers in the model's pointwise neural image of contrast, we restore the sign (positive or negative) to the local contrast depending on whether the optical image is above or below mean luminance at that point.
It may seem odd to use data from orientation and spatial-frequency-selective cells to model pointwise Step 0. This is registered as a neural image of luminance (Step 1) and converted to a neural image of contrast (Step 2). Changes in either of these representations may be detected by local velocity detectors (Step 3), which are selective for spatial frequency.
Step 4 depicts local velocities within the visual field for one disk in the BRotating Snakes[ illusion; Bfov[ depicts the fovea. Steps 0Y4 occur in a retinotopic coordinate system. Step 5 depicts the perceived motion, after the global rotation motion has been tied perceptually to the pattern and attributed to a location in the world.
responses at the neural image stage of our model, given that the model's neural image more closely resembles the representation of contrast in the retina or LGN. We made this choice because the model parameters estimated by Albrecht et al. (2002) are particularly convenient to use, and because it seems plausible to us that the inputs to cortical motion mechanisms are described by similar response functions. In any case, a substantial part of the low-contrast delay and saturation in the contrast responses of cortical neurons is in fact inherited from neurons earlier in the visual pathway (Carandini, Heeger, & Movshon, 1999; Shapley & Victor, 1978) . The model is simple relative to known physiology and neural responses to RAP stimuli have not yet been measured, so we cannot do better than to demonstrate the proof of principle using a plausible approximation for the model's neural image.
The model predicts illusory motion in RAPs because low-contrast points in the optical image are registered later within the neural image than high-contrast points. This feature of the data of Albrecht et al. (2002) is illustrated in Figure 3 . For our model, it is critical that this delay arises initially within units that operate on a smaller spatial scale than the spatial frequency to which the velocity detectors are tuned because after the image is filtered at the spatial frequency of the velocity detector it becomes a repeated symmetric pattern (namely, a cosinusoid) to the detector. If the low-contrast delay occurred after spatial frequency filtering, there would be no basis for a balanced velocity mechanism to infer a change in the phase of the sinusoid over time. In our model, we avoid this by using a pointwise representation of contrast for the neural image, but a bank of units with small circle-symmetric receptive fields could work equally well.
Additional stages of processing at the front and back end are necessary to convert an optical (luminance) image into perceived rotation (Steps 1 and 3Y5 in Figure 2 ). To explain illusory motion in single-gradient RAPs, we will need to describe changes over time in the neural image for luminance, so it is included as a separate stage (Step 1). The neural image of luminance is not needed to explain contrast-driven RAP illusory motion (such as in BRotating Snakes[), and we do not have neuronal data to separately estimate the changes that occur over time in the luminance image (unlike the contrast image, for which we use the data of Albrecht et al., 2002) . In other words, Step 1 is included because it is part of the big picture for understanding RAP illusory motion in general.
Conceptually, we think of the neural image of luminance as being transformed into the neural image of contrast by subtracting mean activity and renormalizing (Step 2). Velocity is then extracted locally throughout the image in Step 3. After this, global motion is detected (Step 4), and then a final process attributes retinotopic global motion to the motion of an object in the world.
To recapitulate, the data of Albrecht et al. (2002) captured only the first 200 ms of the response to static contrast patterns. To explain why the illusion lasts an additional 6 s, we must infer that neurons continue to adapt in a manner that causes the local peaks in activity in the neural image to slowly drift during this time. Slow adaptation by luminance and contrast gain controls (Brown & Masland, 2001; M[ller et al., 1999 ) might effect such a drift. We do not ascribe a functional significance to the mechanism that is responsible for the drift, given that saccades normally occur several times per second, and that some people with good vision do not see illusory motion in RAPs. Based on the assumption that change in the neural image of contrast is responsible for the illusory motion in RAPs, we can categorize RAPs into two classes: those that appear to move due to change in the neural representation of contrast per se, and those that appear to move due to change in the neural representation of luminance (and hence also contrast). Figure 3a shows the response (firing rate) of the average primate V1 neuron to an abrupt-onset stimulus as a function of time, based on the fitted data from the invariant response descriptive model of Albrecht et al. (2002) . The different curves show responses at seven different levels of contrast. When these curves are used to describe the neural image's pointwise response to the static RAP in Step 0 of Figure 2 , the sinusoidal grating that best fits the neural image drifts over time. Figure 3b shows the position of the peak in degrees (where 360 deg equals one cycle of the RAP). The different curves show model responses at five different values of contrast for the light and dark gray regions of the RAP; the other regions were black and white (contrast = 100%) for every curve.
Contrast-based RAP illusions
The model predicts that the RAP will appear to rotate by 15Y45 deg (1/24 to 1/8 RAP cycle) in the first 90 ms. This rapid rotation is followed by a small reversal and subsequent stabilization between 90 and 120 ms. The integration time for luminance changes has been estimated at 100Y200 ms (Rashbass, 1970; Watson, 1979) and at threshold global motion integration can exceed 2 s in human (Britten et al., 1992) . Because these integrations are not in the model, we would not expect perceived global motion to track the rapid fluctuation of positon shown in Figure 3b at 60-120 ms. The model still predicts early fast perceived rotation in the correct direction if integration is taken into account.
What are we to make of the fact that RAPs continue their illusory rotation for 6 s? When viewing a RAP, the firing rates of neurons that code for patches of the RAP should be in ratios that change over time as needed to explain the motion, as for real first-order motion (Thompson, 1982) . Albrecht et al. (2002) used a broad contrastinvariant half-gaussian to fit the slow decay in their neurons' tonic firing after the phasic response, but given how slowly the tonic rates decay, and that Albrecht et al. recorded for only 200 ms, we might work in reverse, using the model to infer what form these tails actually take. One possibility is exponential decay with a time constant that depends on contrast. One could add a gain control step to the model to normalize spatial contrast within the neural image over time, which would correspond in cortical neurons to keeping mean neuronal firing rates above some minimum to maintain the representation. For simplicity, we omit this step and compute changes in spatial phase over time as if there were no noise. Figure 4 shows the consequence of making the contrastdependent decay assumption, using time constants that vary linearly with contrast from 6.0 s at 0% contrast to 1.5 s at 100% contrast. The format is the same as Figure 3b , except that the abscissa now extends to 6 s. During this time, the RAP can rotate nearly 1/4 of a RAP cycle, depending on the contrast of the light/dark gray regions. This shows it is possible for the model to accommodate the gradually slowing motion in RAPs. The model makes a prediction that could be tested experimentally, namely, that in an experiment like that of Albrecht et al. (2002) , the ratio between the neural responses to low and high contrasts should increase for several seconds. This might even derive from a response to low contrast that eventually exceeds the response to high contrast, a situation that also occurs for some neurons during parts of the first 200 ms of their response (Figure 1 in Albrecht et al., 2002) . Conway et al. (2005) recently published an account of the illusory motion in BRotating Snakes[ that has, in common with our explanation, an important role for highcontrast phase advance. They measured the response of macaque V1 and MT cells to flashed bars and found that peak responses occurred 10Y20 ms earlier for white and black bars than for light gray and dark gray bars, respectively. They also found that direction-selective cells responded to simultaneously presented bars when one bar had higher contrast than the other; furthermore, many of these cells responded when one bar was dark and the other was light, if they differed in contrast magnitude, which would be consistent with a motion contribution from the reverse-phi phenomenon (Anstis, 1970) .
Like Conway et al. (2005) , we rely on differential time courses in the response to high and low contrasts, prior to motion detection, to explain the illusory motion in BRotating Snakes[ (Backus & Oruç, 2004) . In our explanation here, we supposed that the motion is measured by mechanisms tuned to spatial frequency, Figure 4 . Response of the model out to 6 s, when response to contrast in the neural image is based on a hypothetical contrastdependent expontial decay in the sustained portion of cortical neurons' response to contrast. The format is the same as Figure 3b . See text.
which enabled us to model the magnitude of the illusion and to give an account as to why the illusory motion lasts for many seconds during a single fixation.
Luminance-based RAP illusions
We now have seen that, for a RAP like the grayscale BRotating Snakes[ (Figure 2 ), a pointwise adaptation whose rate depends on contrast has the effect of expanding the dynamic range devoted to low contrasts relative to high over time, which can account for the illusion of motion. But this account cannot explain the motion in all RAPs. In particular, it cannot explain the motion of single-gradient RAPs such as Auxiliary Figure 2 or the escalator illusion (Fraser & Wilcox, 1979) . The theory does not work: A compressive nonlinearity applied to contrast over time does not cause any phase shift in the best-fitting sinusoid for these patterns.
Secondly, single-gradient RAPs usually move in the gradual dark-to-light direction, whether that gradient is from black to white, black to gray, or gray to white. For example, the Bdual-gradient[ RAP in Figure 7b (left side) appears to rotate counterclockwise. It also rotates counterclockwise if the white-to-gray gradients are all replaced by uniform gray. But it changes directionVand appears to rotate clockwiseVif the blackto-gray gradients are all replaced by uniform gray (see also Auxiliary Figures 2Y3 and 9Y10) . The model as we have developed it up to this point does not predict this. Instead, the model would predict that the blackto-gray and white-to-gray gradients appear move in the same direction.
Finally, many people experience a qualitative difference in the motion for BRotating Snakes[ and dualgradient RAPs, as compared to single-gradient RAPs. The former typically give rise to rapid motion that starts immediately upon each refixation; the latter often start moving more gradually. This suggests that different processes of adaptation may be driving motion in the two illusions.
How would the internal representation of contrast have to change over time to account for these new facts? Within the framework of the model, the singlegradient illusions imply that mid-level grays come to be represented as darker over time. This is the change that would cause the best-fitting sinusoid to shift in the dark-to-light direction. S. Anstis and M. Becker (personal communication, 2005) have found an illusion of motion in large single-gradient (nonrepeating) patterns, consistent with this effect. They report that the direction of perceived motion reverses for very high luminance displays, which further implicates adaptation to luminance (occurring prior to motion measurement) as a factor that contributes to these illusions. Figure 5a shows how an appropriate compound adaptation could account for both types of illusion.
The first adaptation is an expansive nonlinearity (over time) for luminance.
1 This is followed in series by a compressive nonlinearity for contrast. A useful level of abstraction is obtained by supposing an initial (monotonic) mapping from luminance in the retinal image onto a neural image of luminance, represented on a scale from 0 (black or minimum) to 1 (white or maximum). We conceive of adaptation for luminance as occurring within this representation. The neural image of contrast is then computed from the neural image of luminance. If we suppose that contrast is continually normalized to fill the range 0Y1 (Lu & Sperling, 1996; Snippe, Poot, & van Hateren, 2000; Albrecht et al., 2002) , we can represent both adaptations with the single transformation shown in Figure 5a . Accordingly, we can classify RAPs into two groups: those in which the illusion of motion is driven primarily by adaptation to contrast, and those in which it is driven primarily by adaptation to luminance. Figures 5b and c show the effect of applying the compound adaptation to BRotating Snakes[ (contrast driven) and to the single-gradient illusion (luminance driven), respectively. Further psychophysical experiments may be able to establish whether there really are dissociable effects in the illusion that are due to adaptations to luminance and contrast, for example, by measuring their time courses.
Movies with real changes in luminance
We use a simple model because it is nontrivial to build a realistic model of perceived speed. The perceived speed of real motion sometimes does depend on contrast (Hurlimann, Kiper, & Carandini, 2002; Stone & Thompson, 1992) , has a complicated relationship with perceived position (Gregory & Heard, 1983; Snowden, 1998) , depends on various gain control mechanisms (e.g., Lu & Sperling, 1996) , and to calculate it the weight of the zero motion prior must be estimated (Weiss, Simoncelli, & Adelson, 2002) . A better model than ours would also incorporate some scheme for weighting motion signals at different spatial frequencies rather than looking only at the fundamental frequency of the pattern. However, accepting the basic framework does allow us to make a testable prediction, which is that movies in which real luminance ratios change over time ought to appear to move similarly to RAPs, a prediction that was pointed out to us by Arthur Shapiro (Shapiro et al., 2004) .
Auxiliary Videos 5-12 illustrate these phenomena. Videos 5 and 6 show how expansive (as in the model) or compressive adaptation to luminance causes a single-gradient illusion to move. Video 7 shows that expansive luminance adaptation has little effect on the motion of dual-gradient RAP. Videos 8 and 9 show how compressive (realistic) or expansive (backwards) adaptation to contrast causes a dual-gradient illusion to move. Video 10 shows that compressive contrast adaptation has little effect on the motion of a single-gradient RAP. Videos 11 and 12 show contrast compression and expansion in alternation in the grayscale and full color BRotating Snakes[ images, respectively.
These manipulations of luminance cause compelling illusions of motion that are perceptually similar to (and, we suppose, indistinguishable from) the perceived motion in RAPs. They show that if the neural representation of contrast changes in the right way over time, and the motion system fails to compensate, illusory motion of the sort seen in BRotating Snakes[ would follow.
Experimental measurement of illusion strength
We quantified the strength of the illusory motion in several RAPs by asking observers to compare the apparent speeds of real and illusory motion stimuli. The resulting data were used to confirm that the magnitude and time course of the illusion are consistent with the model, and to quantify how the illusion is enhanced by color and weakened at low contrast. Figure 6 gives a hypothetical time course of the neural image for the stimulus we used in most of the experiments, which was a dual-gradient RAP. This pattern evokes the same fast initial rotation seen in the four-value BRotating Snakes[ pattern and would be driven primarily by contrast rather than luminance adaptation.
Methods
To measure the effect of display duration on the magnitude of illusory motion, we used an extended set of RAPs based on the Bdual-gradient[ illusion (Ashida & Kitaoka, 2003) . Figures 7aYb show the stimuli and Figure 6 . ContrastYresponse account of illusory motion for the dual-gradient RAP. Two cycles of the RAP are shown at top, with a graph of their luminance profile. Below that are cartoons showing the internal representation of the stimulus, as it might appear to a mechanism that does not take the transient nature of neuronal responses into account. The internal representation is shown for four times after stimulus onset (blue curves). Fast registration at the high-contrast edges is followed by a slower registration of lower contrast regions and then adaptation towards baseline firing rates. At right, the internal representations have been normalized. A sinusoid fit to this pattern at its fundamental frequency (red curve) moves rightward over time (red arrow).
experimental paradigm. The observer fixated the plus sign. On each trial, two stimuli appeared, assigned randomly to either side of fixation: one was a stationary dual-gradient RAP and the other was a nonillusory pattern that actually rotated. The observer indicated which side appeared to rotate faster, and a psychophysical staircase procedure measured how much real rotation was needed to match the apparent speed of the RAP.
Stimuli were constructed using Matlab software and the experiment was controlled using Matlab and the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) on a PC. Stimuli were shown using a DLP projector Figure 7 . Speed matching experiment. (a) Dual-gradient stimuli. Each RAP repeats gray-to-white and gray-to-black gradients. They differ according to the value of the gradients' common gray endpoint. Luminance profiles are plotted below the RAPs. (b) Depiction of stimuli. A gray screen with fixation mark was followed by the stimulus (fixation mark, RAP, and real rotation), followed by the gray screen. The observer indicated which side of fixation contained faster rotation. (c) Matching speeds for one observer as a function of gray level in the RAP. The series are data for display durations of (top to bottom) 3, 4, 5, 7, 15, 30, and 60 video frames, using a DLP projector running at 60 Hz. The red rectangle shows which data were used to generate the speed versus duration graphs of panel d. (d) Mean speed matches as a function of display duration for six observers. Data are fit by the sum (black curve) of two exponentials (red and blue curves) by minimizing variance-weighted squared error.
(1024 Â 768 pixels) that was mounted behind and above the observer, who sat 2 m from the display screen and used a numeric keypad for responses. The testing room was otherwise dark. The entire image subtended 31 deg wide Â 23 deg tall. The two disks within the display subtended 7.3 deg and were centered 16.5 deg on either side of the central fixation mark. Each disk contained 15 identical repeated wedge patterns, each with its vertex at the center and covering 24 deg of the disk (12 deg each for the black-to-gray and white-to-gray gradients, or, for real motion, 12 deg each for the light and dark wedges). Images were gamma-corrected to linear luminance, and their mean luminance was 155 cd/m 2 . The illusory-motion and real-motion stimuli had Michelson contrasts of 1.0 and 0.41, respectively.
The two stimuli were always arranged so as to appear to rotate in opposite directions (so the edges closest to fixation both appeared to go up or down) and the direction of rotation was alternated from trial to trial to minimize motion adaptation. The dual-gradient RAP stimulus and real-rotation stimulus were displayed for the same amount of time on any given trial. Stimuli were presented in blocks of constant display duration. Two interleaved QUEST staircase procedures (Watson & Pelli, 1983) were used to estimate the amount of real rotation that perceptually matched illusory rotation in the RAP based on 30 speed judgments per RAP at a given duration.
Results
Speed matching data for one observer are plotted in Figure 7c : The abscissa is the gray value at which the white-gray and black-gray gradients terminated within the RAP, and the data series are different display durations. To measure the effect of display duration, data from the eight patterns with four darker-than-average gray levels were averaged at each display duration, and these are plotted in Figure 7d for six observers. A single exponential or power function does not fit these data, but they are well fit by the sum of two exponentials that can be associated with a fast Bkick-start[ component lasting about 250 ms and a separate slow component that lasts several seconds, respectively (the slow component may be dissociable from the fast component: see Auxiliary Video 1). Although the magnitude of the illusion differed across observers (as measured by the perceptually matched real motion), all six of our observers saw illusory motion in this experiment.
Two points are worth mentioning in connection with our analysis of these data. First, the fact that two exponentials are needed to fit observers' data makes it natural to describe the adaptation processes as occurring in two phases. This is not an artifact of simple temporal integration within the observer: There is no combination of integration window size and a single exponential decay curve that can give a reasonable fit to the data for any of our observers. Second, this experimental design was unsuited to measuring very slow perceived motions because observers simply indicated which side of the display had greater motion, without indicating the direction of the motion. A consequence is that our procedure overestimated the illusory motion when it was very small (i.e., close to threshold). The data graphed in Figure 7d are not affected by this potential artifact; however, Figure 7c illustrates that for the extreme RAPs, our procedure produced matched speeds that were small compared to the RAPs used in Figure 7d .
Two separate experiments confirmed that low-contrast RAPs are less effective than high-contrast RAPs at evoking illusory motion, and that color has an enhancing effect on the illusory motion for some observers of the BRotating Snakes[ illusion (Auxiliary Figures 4 and 5 , respectively).
Quantitative check of model plausibility
In most RAPs, high-and low-contrast components are spaced a quarter cycle apart. This puts an upper bound on the total motion the model is capable of generating during a single fixation. Yet observers experience a great deal of motion during a single fixation of BRotating Snakes[, or when viewing our dual-gradient stimuli. Is it simply that slow rotation of a large object in peripheral vision is particularly salient? Or it could be that the total perceived rotation is so large as to pose a problem for the model? A dual-gradient pattern might conceivably generate more than one quarter cycle of motion, if the best-fitting peaks move more than half way from black and white to gray and gray (see middle pattern in Figure 7a ), but the perceived motion of the RAP still could not exceed onehalf period of rotation.
The total real motion required to match the illusory motion can be estimated by integrating matched speed from t ¼ 0 to infinity. Using the fitted double exponentials in Figure 7d to approximate matched speed, this integration gives total rotary motions of 4.0, 4.2, 2.5, 2.4, 5.5, and 3.3 deg for the six observers in our main experiment, respectively. These values range from 10% to 23% of the 24 deg RAP period of the stimulus. We conclude that the model is in fact capable of explaining total motion in our experiment. The total motion seen during a fixation of the RAP, as measured by matching to real motion, is actually quite small. This highlights one of the lovely features of BRotating Snakes[: its exploitation of object identity across fixations, as the same disk is seen to rotate again and again every time the disk moves onto a new part of the visual field.
Discussion
Motion energy, known physiology, and the model Which anatomical sites should be identified with parts of the model? One could identify photoreceptors with the model's neural image of luminance; other retinal cells for which the surround only partially balances center with both the luminance and contrast images; LGN cells with the contrast image; direction-selective cells in cortical areas V1, V2, and MT with velocity extraction; and neurons in MT and MST (or V5/MT+ in humans) with global motion detection. We have no suggestion as to where one might find the neurons responsible for tying retinotopic global motion across saccades to fixed locations in the world, but clearly they must exist because one can watch the same disk rotating ad infinitum as one repositions one's eyes over a RAP.
At the heart of the model is the estimation of local velocities from the neural image. We described this as feature tracking. The model could estimate velocity using low-level (or Bshort-range[ or Bfirst-order[) motion energy mechanisms instead (Braddick, 1974) (Reichardt, 1957; van Santen & Sperling, 1984; Adelson & Bergen, 1985; Watson & Ahumada, 1985) . Velocity detectors built from motion energy units are insensitive to changes in overall contrast because computing velocity is equivalent to finding the orientation of the best-fitting plane through the origin in wavelet-transformed xYyYt frequency space (Adelson & Bergen, 1985; Heeger, 1987; Grzywacz & Yuille, 1991) . This orientation is independent of overall contrast. Thus, a velocity mechanism based on motion energy would in principle extract velocity correctly from a fading neural image, so it would also generate illusory motion from high-contrast phase advance.
Motion mechanisms do not, however, literally extract velocity from a fading neural image of contrast. An obvious deficiency in this account is that the phasic responses of early visual neurons do not serve usefully as temporal filters for motion detection. Instead, it is left to the velocity extraction mechanism to do all of its own temporal filtering. This choice helped make it clear how phase advance can cause illusory motion in contrastdriven RAPs, but it makes the model unrealistic as a general model of motion extraction. The main point here is that a more realistic mechanism would face the same problem from phase advance.
Due to saccades, natural vision is based on a sequence of abrupt-onset, largely static retinal images. The question remains as to how motion energy units in cortex normally deal with high-contrast phase advance during burst of activity following each saccade. We suppose that, in addition to being incapable of distinguishing a change in spatial frequency from a change in temporal frequency or contrast (Heeger, 1987) , a given motion energy unit is incapable of distinguishing between a delayed onset of activity in one or more of its subunits that is due to real motion, and a delayed onset that is due to a difference in contrast. For example, using units with gabor-shaped receptive fields (Jones & Palmer, 1987) , one can build a motion detector by introducing a delay between two units in quadrature phase (Adelson & Bergen, 1985) . This detector, or one equivalent to it, is presumably the basis for the Bmotion without movement[ illusion (Freeman, Adelson, & Heeger, 1991) . One cannot help but notice that the contrast pattern in BRotating Snakes[ is very well suited to exploit phase advance to fool such a detector.
Very few studies have measured the responses of visual neurons to abrupt-onset static stimuli. Dynamic stimuli have been used in the majority of physiological studies of contrast adaptation because neuronal firing rates are higher for these stimuli. One study (other than Albrecht et al., 2002 ) that used static stimuli found that cortical neurons in anesthetized monkeys with immobile eyes adapted within 1 s to static patterns (M[ller et al., 1999) , but the retinal images in that study were not jittered, as they would be in an awake animal due to ocular microtremor. Adaptations with longer time courses may occur in LGN (Hawken, Shapley, & Grosof, 1996) .
Are global motion estimators peculiarly vulnerable to raps?
By pooling inputs across large regions of space, the global motion system efficiently detects global motion (Morrone, Burr, & Vaina, 1995; Burr, Morrone, & Vaina, 1998) . We suspect that there is normally no cost to having global motion detectors that fail to account for the temporal dynamics of contrast coding. Presumably the subunits of global motion estimators report spurious local velocities in natural stimuli a great deal of the time. But for most patterned objects in the world, such signals would not be collectively consistent with a single global (i.e., regionally rigid) motion. If RAPs are statistically unlikely in the natural world, then a Bayesian ideal observer (Geisler et al., 1991) looking at the spatial pattern of spurious local velocity signals evoked by a static natural image would seldom infer the presence of global motion when there is none. Consistent with this account is the fact that the isolated elements in a RAP do not appear to move very much when every other element is reversed (Auxiliary Figure 6) . Contrast can have a dramatic effect on apparent speed: When two parallel gratings moving at the same speed are presented simultaneously, the lower-contrast grating appears slower (Johnston, Benton, & Morgan, 1999; Shioiri et al., 2002; Stone & Thompson, 1992; Thompson, 1982; Thompson, Stone, & Swash, 1996) . This may reflect a structural deficiency in the local motion mechanism, but it is also expected as a consequence of optimal motion estimation in any system that knows that local speed estimates are noisy at low contrast, and that slower local motions are more likely to occur than faster ones (Weiss, Simoncelli, & Adelson, 2002) . In the alternatingelement RAP, each element could still generate a weak local velocity signal, but each of these signals would have to be evaluated on its own merits. No separate motion template exists to detect and measure this flow field; the absence of such a template instantiates the system's belief that the observed flow field is statistically unlikely to result from real motion and that, accordingly, no motion percept should be constructed. Unlike global rotation, the alternating-element RAP does not give rise to a pattern of neural activity that is known, a priori, to be a reliable indicator of motion in the world.
Illusory motion from sensors for dimming and brightening
In our model, motion is detected from changes over time in the neural image of contrast. Sign-labeled activity in the neural image is treated like an optical image by the velocity detector. However, motion can also be computed from the rate of change in luminance at separate locations in the image, and there exist spatially localized mechanisms early in the human visual pathway that are sensitive to steadily increasing (and decreasing) luminance per se (Anstis, 1967) . These mechanisms contribute to perceived motion (Anstis, 1990) , which makes them candidate building blocks for explaining illusory motion in RAPs. Motion could be detected within a neural image at which each point represents not contrast, but rate of change in luminance.
We do not know of neurophysiological data that can constrain such a model to make specific predictions, as the model in Figure 2 can from the data of Albrecht et al. (2002) . We cannot rule out the possibility that local luminance change mechanisms contribute to RAP illusory motion. A model that predicts an illusion can be constructed by placing local adaptation to luminance (i.e., the process by which all luminances come to appear the same as mean luminance) before the luminance change detectors. If the detectors do not compensate for luminance adaptation, but instead respond to it, and if the rate of luminance adaptation is disproportionately faster at high contrast, then the luminance change detectors would respond to a static image of BRotating Snakes[ the same way they would to a movie of BRotating Snakes[ in which the black and white regions become gray at a faster rate than the dark and light regions. The static image would therefore look like real motion to a temporal gradientsbased velocity detector, and to subsequent processing steps such as those shown in Figure 2 after Step 3.
Does ocular microtremor do more than maintain static contrast at edges?
We have proposed that the illusory motion in a RAP comes to a stop after 6 s because that is when nonlinear local adaptations to luminance and contrast are complete. A different suggestion for RAP motion is that the oscillations in local retinal illumination, caused by small eye movements during fixation (Eizenman, Hallett, & Frecker, 1985) , stimulate asymmetric responses in temporal gradient sensors that are interpreted as motion (Ashida & Kitaoka, 2003) . In this case, it is not the illusory motion itself but rather the slowing of the illusory motion over the course of 6 s that is attributed to adaptation. The slowing would occur as the temporal gradient sensors cease to respond, or their asymmetry is equalized, or both. A physiological basis for this mechanism could be that presumptive P ganglion cells in primates adapt slowly to temporal contrast in vitro (Chander & Chichilnisky, 2001) , although this was not confirmed at the level of the LGN in vivo (Solomon et al., 2004) .
Whether a phenomenon along these lines contributes to the illusion may be difficult to determine. The obvious experiment would ask whether motion is seen in stabilized retinal images, but stabilized images stimulate the visual system weakly and they fade within 2Y3 s because small eye movements during fixation are essential to the static representation of contrast (Ditchburn, 1987) . As a result, the reduction or abolition of illusory motion for RAPs when they are stabilized is predicted by both accounts.
One reason to suspect that the illusion is caused directly by adaptation over time, rather than being driven by eye movements, is that change over time in the adapted states of visual neurons is clearly sufficient to evoke a strong percept of motion (Petrov & Popple, 2002) . Auxiliary Flash Demonstration 1 illustrates this. In the demonstration, a single-gradient RAP alternates with a plain white (or black) background. The afterimage rotates at definite speed, either clockwise (on the white background) or counterclockwise (on the black background), as it fades over the course of¨1 s (Naor- Raz & Sekuler, 2000) . A fading afterimage is, of course, a neural representation that changes over time for strictly internal reasons, independent of eye movements. Thus, an explanation based on small eye movements cannot explain that illusion, and at this point there is no compelling reason to appeal to small eye movements to explain RAP illusory motion either.
Effect of blur
In the authors' experience, blur causes the BRotating Snakes[ image to move more slowly in peripheral vision, but more quickly in central vision (Auxiliary Figure 8) . Is this consistent with the model? According to the model, blur is expected to reduce the illusory motion because blur makes the luminance profile more nearly sinusoidal. One way to think of this is that blur defeats the pattern's ability to generate distinct low-and high-contrast components with different phases (but the same spatial frequency) in the neural image. Clearly, we could not filter an image like Figure 2 ( Step 0) ahead of time at the RAP's spatial frequency and expect the illusion to workVits luminance profile would have become a single sinusoid.
Thus, in peripheral vision, blur reduces the illusion by removing high spatial frequencies from the neural image. But in foveal vision, it appears that blurring has an unmasking effect. A plausible explanation is that velocity estimators in foveal vision give greater weight to high spatial frequency mechanisms, and because edges do not move within the neural image during evolution of the image, these high spatial frequency mechanisms report the absence of motion, unless the edges are removed by optical blurring. An analogous phenomenon is well known for pattern perception: A pattern that is recognizable from its low spatial frequency content becomes unrecognizable when it also contains high spatial frequencies. An example is the well-known block Lincoln picture of Harmon and Julesz (1973) .
Individual differences
One of Fraser and Wilcox's (1979) most intriguing discoveries was that a genetic component accounted for much of the variance across individuals in their susceptibility to illusory motion. Different people saw rotation in different directions, with relatives tending to report perceived rotation in the same direction. A significant number of people do not see motion in BRotating Snakes[. There is no shortage of loci within the model at which individual differences in visual function might have this effect. For example, adaptation of the luminance image over time might depend on very specific properties of ON and OFF bipolar and retinal ganglion cells. The genetically controlled level of expression of a single protein could easily change the time course of activity in one of these cell types.
The contrast image could be further affected by specific properties of LGN cell responses. In cortex, signalto-noise considerations might dictate that motion energy detectors have to exceed different activity thresholds before contributing to velocity detectors, or the global motion detectors themselves might be constructed in ways that differ slightly from one person to another.
Kitaoka has created hundreds of variations on his theme of static patterns that appear to move. They are in part the result of an Bevolutionary process[: Patterns that gave rise to the maximum illusory motion were selected, and new patterns were made by varying them in an iterative cycle. The patterns evolved to have a maximum effect in a very complicated environment, namely, the human visual system. As a general proposition, entities that evolve in a complicated environment may come to exploit their environment in complicated ways, so it is highly probable that BRotating Snakes[ exploits more than one visual mechanism to achieve its effect. No single theory is likely to explain all of the illusion, and individual variation in several separate mechanisms could cause the perception of motion in RAPs to differ between individuals.
A sensible way to proceed might be to exploit these differences, and to correlate various measures of susceptibility to RAP illusory motion and performance on a variety of psychophysical tasks, ideally using tasks for which performance is limited by known mechanisms.
Conclusion
Neural adaptations are a ubiquitous feature of the visual system. Myriad controlled adaptations at many levels enhance sensitivity to important stimulus features, reduce bias, and save energy (Brown & Masland, 2001; Laughlin, de Ruyter van Steveninck, & Anderson, 1998; Laughlin & Sejnowski, 2003; Solomon et al., 2004) . This raises the question: To what extent do later stages of neural processing take into account adaptation at the earlier stages? A Bayesian ideal observer (Geisler et al., 1991) looking at a dynamic pattern of neural activity could infer that a pattern is static, if it knows how neural activity usually changes over time for static patterns. Accordingly, we suggest that most people's visual systems infer the presence of motion in static RAPs because static RAPs evoke a pattern of neural activity that normally occurs only when an object really is moving. In this formulation, the converse is no paradox: Complicated dynamic patterns of neural firing can and often do give rise to static percepts. Indeed, what seems amazing is how seldom we see illusory motionVespecially after saccadesVin static patterns. Thus, while neural adaptations have been invoked to explain a variety of illusions, it is not trivial to predict when an adaptation will give rise to an illusion because later stages of processing sometimes do, and sometimes do not, take adaptations into account. Contrast adaptation should depend on luminance in the image because contrast is coded as deviation from a reference luminance. The reference is probably approximated by mean luminance. This leads to an interesting prediction. For a gray-to-white gradient on a white background, a diagram like that of Figure 4 predicts illusory motion in the gray-to-white direction, as grays become darker (due to both luminance and contrast adaptation). But on a black background, there should be less motion or perhaps even motion in the white-to-gray direction, as contrast adaptation causes gray to become lighter. This is the case (Auxiliary Figures 10g and i) . 2 The most compelling natural RAP we have seen is a closed Venetian blind in the window of a shaded brick wall. Shading causes each slat in the blind to give rise to a dark-to-light gradient (in the downward direction). The window thus appears to drift down relative to the wall. This illusion is subtle compared with BRotating Snakes[, but it is nevertheless quite obvious once it is pointed out. On the other hand, a black-dark-white-light sequence that is not repeated in a natural image typically fails to evoke illusory motion; the same sequence evokes motion when repeated (Auxiliary Figure 11) .
