Introduction
Let Ω be a bounded domain in R n with smooth boundary ∂Ω and denote by γ the interior unit normal to ∂Ω. Let φ ∈ C ∞ (∂Ω) with |φ| ≤ φ 0 < 1, and u 0 ∈ C ∞ (Ω) satisfy ν 0 · γ = φ on ∂Ω where ν 0 denotes the downward unit normal to the graph of u 0 . In this paper we will establish a priori gradient bounds for solutions of nonlinear parabolic equations of the form where w = 1 + |Du| 2 , ν = (Du/w, −1/w) denotes the downwards directed unit normal on the spatial graph S u of the function u, κ = κ[u] = (κ 1 , . . . , κ n ) denotes the n-tuple of principal curvatures of S u with respect to the upward normal, and f is a smooth symmetric function with some special properties as in [1] , which is defined in an open convex symmetric cone Γ ⊂ R n with vertex at the origin. We assume Γ contains the cone Γ + ≡ {κ ∈ R n : each component κ i > 0} and
We assume κ[u 0 ] ∈ Γ and are interested in solutions u with κ[u] ∈ Γ at all points inΩ for every fixed t. We refer to such u as admissible functions. As explained in [1] , condition (1.3) implies that (1.1) is a parabolic equation at admissible solutions. Equations of form (1.1) are closely related to the general curvature flow problems of hypersurfaces, which can be viewed as extension of the well-studied mean curvature flow as well as the Gauss curvature flow. Indeed, Problem (1.1)-(1.2) describes the evolution of the hypersurface S u in its normal direction by a function f of its curvature with a prescribed boundary contact angle given by cos −1 φ.
In the mean curvature case, which corresponds to f (κ) = κ i , (1.1)-(1.2) has been studied by Huisken [5] for φ ≡ 0 and Guan [3] for general φ. For general f , (1.1) is a fully nonlinear second order parabolic equation at an admissible solution. According to a theorem of Lieberman and Trudinger [9] , the existence of global classical solutions of (1.1)-(1.2) relies on the establishment of a priori estimates for prospective solutions up to their second order derivatives. The main purpose of the present paper is to derive an a priori gradient bound for admissible solutions of (1.1)-(1.2) under suitable conditions.
We will consider slightly more general equations of the form
where ψ(u, τ ) is a C 1 function. We assume
so that (1.4) is parabolic at admissible solutions. In addition we assume that
and that there exists a constant c 0 > 0 such that
Our main result may be stated as follows. 
This was proved by Guan [3] under weaker conditions for the mean curvature flow, and by Korevaar [7] for capillary problems. Interior gradient estimates for admissible solutions of (1.1) and the corresponding elliptic equations are derived by Korevaar [6] , Y.-Y. Li [8] and Guan and Spruck [4] . Theorem 1.1 will be proved in Section 3 where we will see that condition (1.5) may be weakened to allow ψ u ≥ 0. In particular, (1.8) holds for the corresponding elliptic problem of prescribed curvature equations. In next section we recall some formulas, most of which can be found in [4] .
Preliminaries
In the rest of this paper, u will be an admissible solution of (1.
We use S to denote the graph of u over Ω for some fixed t ∈ [0, T ]. As in [2] , we introduce the tangential gradient operator on S
where D is the gradient operator in R n+1 . Note that for a function g defined in R n+1 , δg only depends on the value of g on S. Let e 1 , . . . , e n+1 denote the orthonormal coordinate frame of R n+1 and set
The curvature matrix [δ i ν j ] is symmetric with eigenvalues κ 1 , . . . , κ n , 0 on S, where
. . , κ n are the principal curvatures of S. The following formulas are easy to verify.
(2.1)
The derivatives commutes according to the formulas
Here and in what follows, unless otherwise indicated, repeated indices are summed over integers from 1 through n + 1.
There is a natural way to extend f to a symmetric functionf defined in an open, symmetric subsetΓ of R n+1 with Γ × {0} ⊂Γ and for
(See [4] .) Let G denote the function on the linear space of real (n+1)×(n+1) symmetric matrices given by
where λ 1 , . . . , λ n+1 are the eigenvalues of the symmetric matrix A. Equation (1.1) may then be written in the form (2.6)
We have the following formulas (see, for example, [4] ).
Here we use the notation
and G ij = G ij (δν). Note that, throughout the article, summations involving f i are always over integers from 1 to n. Set
Differentiating (2.6) with respect to δ and t respectively, we obtain (2.11) Lν + ν|A| 2 − 1 w ψ u δu = 0 and (2.12)
In particular, since ν n+1 = −1/w, the (n+1)-component of (2.11) gives
We also calculate (2.14)
A priori estimates
In this section we prove Theorem 1.1. First we derive a uniform bound for u t for t ≥ 0.
Proof. It suffices to prove the following: For any fixed T > 0, if
then t 0 = 0. Suppose t 0 > 0. Then x 0 ∈ ∂Ω since, by (2.12), u t satisfies the maximum principle. Choose the coordinates in R n such that the positive x n -axis is in the interior normal direction to ∂Ω at x 0 . At point (x 0 , t 0 ) we have u tk = 0, for 1 ≤ k ≤ n − 1 and hence
On the other hand, γ · ν = φ on ∂Ω, and therefore
Since |φ| < 1, we find u tn (x 0 , t 0 ) = 0. But this contradicts the Hopf Lemma.
It immediately follows from Lemma 3.1 that
with C independent of T . Consequently, there exists M T > 0 such that
In the rest of this section we may use these estimates without explicitly referring to them. We now start establishing (1.8). Recall that the distance function
is smooth near ∂Ω and Dd = γ on ∂Ω. In the rest of this section, we assume d is extended to be a smooth function on Ω satisfying
and γ is extended by γ = Dd. We will also assume φ is extended to a smooth function (still denoted by φ) on Ω with |φ| ≤ φ 0 . As in [3] we utilize the test function
where a and N are positive numbers to be determined.
Lemma 3.2. For N > 0 sufficiently large independent of a and t, if for some t ≥ 0 fixed, wη(·, t) attains a local maximum value at a point x 0 ∈ ∂Ω, then w(x 0 , t) ≤ a.
Proof. See [3] .
From now on we assume N is fixed so that Lemma 3.2 holds.
Lemma 3.3. One can choose a > 0 sufficiently large so that if
Proof. Suppose the function v ≡ wη takes its maximum value inΩ
Throughout the proof of Lemma 3.3 all quantities are evaluated at (x 0 , t 0 ). At this point, we have
By (2.13), we obtain
In order to estimate the first term on the left hand side we write it in two different forms
By the Cauchy-Schwarz inequality, we have
where is a positive number to be chosen. Combining (3.5), (3.6) and (3.7),
We now choose another orthonormal frameẽ 1 , . . . ,ẽ n+1 of R n+1 such thatẽ n+1 = −ν (which impliesδ n+1 = 0) andδ iν j = κ i δ ij for 1 ≤ i, j ≤ n, wherẽ
One can verify that for differentiable functions ξ and ζ defined on S,
Using these formulas one calculate
which follows from (since wη has a maximum at (x 0 , t 0 ))
14)
Plugging (2.14), (3.11), (3.12), (3.14) and (3.15) into (3.8), we obtain from (3.4) that
provided is chosen sufficiently small to satisfy
To derive the desired bound for w(x 0 , t 0 ) from (3.16) we need the following (e n+1 ·ẽ j )(γ ·ẽ j )κ j .
On the other hand, by direct calculation we obtain 
