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Abstract
In this thesis, several numerical regularization methods and the ridge regression, which can
help improve improper conditions and solve ill-posed problems, are reviewed. The deter-
mination of the optimal regularization parameter via A-optimal design, the optimal uniform
Tikhonov-Phillips regularization (α-weighted biased linear estimation), which minimizes the
trace of the mean square error matrix MSE(xˆ), is also introduced. Moreover, the comparison of
the results derived by A-optimal design and results derived by numerical heuristic methods,
such as L-curve, Generalized Cross Validation and the method of dichotomy is demonstrated.
According to the comparison, the A-optimal design regularization parameter has been shown
to have minimum trace of MSE(xˆ) and its determination has better efficiency.
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1Chapter 1
Introduction
In a linear Gauss-Markov model, the parameter estimates of type best linear unbiased uniform
estimation (BLUUE) are not robust against possible outliers in the observations. Parameter es-
timates, based on minimum residual sum of squares, have a high probability of being unstable,
if there is multicollinearity between the observations, which leads to nonorthogonality of the
normal matrix. Then the parameter estimates using the least squares method are often mean-
ingless. Such is so-called ill-posed or improperly problem. In this thesis, several widely used
methods to improve the multicollinearity and help solve the ill-posed problems are summa-
rized and discussed.
Outline of the thesis
Firstly, the principle of the least squares method is shortly reviewed. Moreover, the definition,
the characteristics of ill-posed problem and the reason why we cannot use the least squares
method for robust parameter estimation in ill-posed problems are discussed in detail.
Then, solving ill-posed problems with the ridge regression is reviewed. Hoerl and Kennard
(1970) have proposed the ridge regression to overcome the instability of ill-posed problems.
Estimation based on the matrix [ATA+λIn], λ > 0 rather than on the normal matrix ATA has
been found to be an alternative, which can be used to help avoid difficulties associated with
usual least squares estimates.
Moreover, by giving up the unbiasedness, the mean square error (MSE) risk may be further
reduced, in particular when ill-posed problems need to be solved. Ever since Tikhonov (1963)
and Phillips (1962) introduced the hybrid minimum norm approximation solution (HAPS) of
a linear improperly posed problem, the problem has been left open to evaluate the weighting
factor between the least squares norm and the minimum norm of the unknown vector. In
most applications of Tikhonov-Phillips regularization, the regularization parameter (weighting
factor) is determined by heuristic methods, such as L-curve (Hansen, 1998), Generalized cross-
validation (Wahba, 1976) and the method of dichotomy (Xu, 1992).
In the chapter 5, a method developed by Cai (2004); Cai et al. (2004) of determining the optimal
regularization parameter α uniform Tikhonov-Phillips regularization (α-weighted homBLE)
via A-optimal design is reviewed. Additionally, how to determine the regularization param-
eter through the ridge regression and other numerical regularization methods (L-curve, GCV
and method of dichotomy) are reviewed as well. Then results are compared.
2 Chapter 1 Introduction
Finally in chapter 6, 2 sets of data in which we solve ill-posed problems with different regu-
larization methods are demonstrated. The results derived by different methods are compared
with each other.
3Chapter 2
Least Squares Method and Ill-Posed Problems
2.1 The Special Gauss-Markov medel
Firstly, the special Gauss-Markov model will be introduced, which is given for the first order
moments in the form of a consistent system of linear equation Ax =E(y), relating the first
non-stochastic ("fixed"), real-valued vector x of unknown parameters to the expection E(y) of
the stochastic, real-valued vector y of observations, since E(y) = R(A) is an element of the
column space R(A) of the real-valued, non-stochastic design matrix A. The rank of the design
matrix A is n, equals to the number of unknowns, x ∈Rn. In addition, the second order central
moments, the regular variance-covariance matrix Σy, which is also called dispersion matrix
D(y), constitute the second matrix Σy ∈ Rn×n of unknowns to be specified as a linear model
further on
Special Gauss-Markov model
y = Ax + e (2.1)
1st moments
Ax =E(y), A ∈Rm×n, E(y) ∈R(A), rank(A) = n (2.2)
2nd moments
Σy = D(y) ∈Rm×m, Σy = σ2P−1 positive definite, rank(Σy) = m
x, y− E(y) = e unknown, Σy unknown but structured.
Then we will introduce the bias vector and the bias matrix with respect to a homogeneously
linear estimate xˆ = Ly of the true value of unknowns in the following box.
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bias vector
β = E(xˆ− x) = E(xˆ)− x (2.3)
= LE(y)− x = −[In − LA]x
bias matrix
B = In − LA (2.4)
decomposition
xˆ− x = (xˆ− E(xˆ)) + (E(xˆ)− x) (2.5)
= L(y− E(y))− [In − LA]x
2.2 Least Squares Method
In overdetermined systems, in which there are more observations than unknowns, Least
Squares method is a standard approach in regression analysis to approximate the solution.
From statistical perspective, in order to make the parameter estimate have good statistical
properties, which means parameter estimates minimize the weighted sum of squares residuals,
the functional model should be constructed so that the parameter estimate can be obtained.
The criterion of Least Squares Estimation is to get the minimum of the residual sums of the
squares
eTΣ−1y e = min. (2.6)
As it is mentioned in the function model (2.1). After formula manipulation, we can get
e = Ax− y, (2.7)
so the derivation of e to x is the design-matrix A, i.c:
∂ eT
∂ x
= AT. (2.8)
When we differentiate both sides of equation (2.3), the derivative of both sides should be zero,
because of free extremum principle
∂eTΣ−1y e
∂x
=
∂eT
∂x
∂eTΣ−1y e
∂ e
= 2 ATΣ−1y e = 0. (2.9)
When we multiply both sides of equation (2.4) by AT Σ−1y , we can get
ATΣ−1y e = ATΣ−1y Ax−ATΣ−1y y = 0 (2.10)
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So the least squares estimator is
xˆ = (ATΣ−1y A)−1ATΣ−1y y
= (ATσ−2PA)−1ATσ−2Py
= (ATPA)−1ATPy (2.11)
= Ly
where L = (ATPA)−1ATP is the normal matrix. Least squares methods have many good prop-
erties. When observations agree with the normal distribution, least squares estimation is iden-
tical to the maximum likelihood estimation.
2.3 Ill-Posed Problems
When the observations are equal weighted, the matrix P is a unit matrix I. So the unbiased
linear estimation with minimum variance-covariance can be written as
xˆ = (ATA)−1ATy (2.12)
xˆ, as parameter estimates of the unknown x, give the minimum sum of squares of the residu-
als
v(xˆ) = eTe = (y−Axˆ)′(y−Axˆ) (2.13)
Here the concern is primarily with cases where the normal matrix is well-conditioned, namely
the observations are linear independent with each other. But in order to demonstrate the effects
of the multicollinearity of the observations on the estimated solution xˆ, two properties of xˆ, the
variance-covariance and the distance from xˆ to the expected value x, should be considered.
Cov(xˆ) = σ20 (N)
−1 (2.14)
d2 = (xˆ− x)′(xˆ− x) = xˆ′xˆ− xˆ′x− x′xˆ + x′x (2.15)
E(d2) = σ2 · trace(N)−1 = E(xˆ′xˆ− xˆ′x− x′xˆ + x′x) (2.16)
From the equation (2.10)
E(xˆ′x) = E(((ATA)−1ATy)′x) = E(((ATA)−1ATAx)′x) = E(x′x) (2.17)
Substituting the equation (2.15) into (2.14)
E(d2) = E(xˆ′xˆ)− E(x′x) = σ2 · trace(N)−1 = Cov(xˆ) (2.18)
x is the expected value, so E(x′x) = x′x.
E(xˆ′xˆ) = x′x + σ2 · trace(N)−1 (2.19)
Using spectral decomposition on the normal matrix
N = ATA =ΦTΛΦ (2.20)
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With Λ = diag(λ1, · · · ,λn)(λ1 > · · · > λn). λ are the eigenvalue of the normal matrix N. Φ is
the orthogonal matrix, with (Φ1 · · ·Φn) the eigenvectors corresponding to (λ1 · · ·λn).
trace(N−1) = trace[(ΦTΛΦ)−1] =trace(Φ
 λ
−1
1
. . .
λ−1n
ΦT) (2.21)
Because ΦΦT = In, it’s obviously that
trace(N)−1 =
n
∑
i=1
1
λi
(2.22)
Substituting the equation (2.20) into (2.17)
E(xˆ′xˆ) = x′x + σ2
n
∑
i=1
1
λi
(2.23)
It is shown that if the normal matrix has one or more eigenvalues which are small or even close
to zero, the distance from the estimated solution to the expected value will be very large. That
means using least squares estimation cannot approximate a proper solution, since an arbitrary
small perturbation of normal matrix will lead to an arbitrarily huge perturbation on the esti-
mated solution. This kind of problems is defined as ill-posed problem. It is symbolized by the
ill-conditioned normal matrix.
2.3.1 Characteristics of ill-posed problems
Multicollinearity has several negative effects, which are regarded as characteristics of ill-posed
problems, described as follow.
• The parameters are sensitive due to the presence of small number of inaccurate data val-
ues (more details in Judge et al. (1983), Gujarati (2004)). In other words, high variance
of observations may reduce the precision of estimation, which is explained in the equa-
tion(2.21).
• Multicollinearity can result in parameter estimates appearing to have the wrong sign.
• Parameter estimates may be sensitive to particular sets of sample data.
2.3.2 Methods to judge ill-posedness
Detecting the multicollinearity of the observations could test whether a problem is ill-posed.
The commonly used method, which is based on checking if the normal matrix is ill-conditioned,
is stated in the following.
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Method of Condition Number
The condition number K of normal matrix is defined as the ratio between the largest and the
smallest eigenvalue of normal matrix.
K =
λmax
λmin
The condition number measures the degree of dispersion of normal matrix N, and shows the
severity of multicollinearity and ill-conditioning.
Assuming that the exact expected value and parameter estimate x and xˆ satisfy
y = Ax yˆ = Axˆ + e
where e denotes the perturbation. Then classical perturbation theory leads to the bound
||x− xˆ||2
||x||2 ≤ Cond
||e||2
||y||2
When the condition number Cond is large, the parameter estimates xˆ can be far from the exact
expected value x. From the experience of statistical applications, when 0 ≤ Cond ≤ 100 is, the
system is well-conditioned; when 100 ≤ Cond ≤ 1000 is, the system is slightly ill-conditioned;
when Cond≥ 1000 is, the system is seriously ill-conditioned, and least squares methods cannot
be expected to be inapplicable

9Chapter 3
The Ridge Regression
Due to multicollinearity, it is hard to acquire reliable parameter estimate with least squares
method. Therefore, it is important to find a better estimation, which can help circumvent the
difficulties of least squares method and acquire reliable parameter estimate of ill-posed prob-
lem. Hoerl and Kennard (1970) first suggested the ridge regression as an alternative to control
the inflation and general instability associated with least squares method, by adding a biasing
parameter to the diagonal of the normal matrix N = ATA. The ridge regression estimator is
defined as follow
xˆ(λ) = (ATA + λIn)−1ATy (3.1)
= WATy
where λ > 0 is so-called ridge parameter oder regularization parameter and In is the unit ma-
trix. When λ takes different value, the parameter estimate varies. The ridge regression is a
biased linear estimation (BLE), which is a key difference to least squares method.
3.1 Relationship between the Ridge Regression and the LS
Estimation
Assuming that xˆ(λ) and xˆ are the parameter estimates of the ridge regression and least squares
method. xˆ(λ) can be written in an alternative form as
xˆ(λ) = (In+λ(A
TA)−1)−1xˆ (3.2)
= Zxˆ
• Let ξi and ηi be the eigenvalues of matrix W and Z, then it’s not hard to compute that
ξi =
1
λi + λ
(3.3)
ηi =
λi
λi + λ
(3.4)
As it is pointed out in chapter 2, λi are the eigenvalues of the matrix N = ATA
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• Writing the matrix Z in an alternative form
Z = (In+λ(A
TA)−1)−1 = (ATA+λIn)−1A
T
A (3.5)
= WATA
then multiply the both sides of the equation (3.8) by W−1
W−1Z = (ATA + λIn)Z = ATA (3.6)
After deformation of equation (3.9)
Z = In − λ(ATA + λIn)−1 = In − λW (3.7)
• For λ 6= 0 exists xˆ(λ) is shorter than xˆ
xˆ(λ)′xˆ(λ) < xˆ′xˆ (3.8)
Proof. From the definition xˆ(λ) = Zxˆ, and the assumptions on the matrix ATA, it is ob-
viously that the matrix Z is symmetrically positive definite. Hoerl et al. (1975) and the
following relation holds Riley (1955)
xˆ(λ)′xˆ(λ) ≤ ηmax xˆ′xˆ (3.9)
The eigenvalue ηmax = λ1λ1+λ with λ1 the largest eigenvalue of the matrix A
TA, so ηmax is
less than 1 and the equation (3.9) is proved.
3.2 Derivation of the Ridge Regression Estimator
Assuming that δ is any estimated solution, the residual sums of the squares is
v = (y−Aδ)′(y−Aδ)
= (y−Axˆ)′(y−Axˆ) + (δ−xˆ)′ATA(δ−xˆ) (3.10)
= vmin + bias(δ)
From the equation above, we can consider that the contours of the residual sums of the squares
are the surface of hyper-ellipsoid which is centered at xˆ (the parameter estimates of the un-
knowns using least squares method). The value of v consists of 2 parts. The first is the mini-
mum of residual sums of squares vmin resulting from least squares method and the second is
the biased value of the quadratic form δ−xˆ. As it has already been explained in the chapter
2, the average of the distance from xˆ to x will tend to be larger if the normal matrix is ill-
conditioned. And the worse the conditioning of the normal matrix is, the larger the distance
||xˆ− x||will be expected, In other words, the more unstable the parameter estimates using least
squares method xˆ will be. From the equation (2.16) and (3.8), it is reasonable to predict that if
one moves away from the minimum residual sums of squares point, the movement should be
in the direction which will shorten the length of the regression vector.
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A fixed value of bias(θ) is corresponding to a single value of θ. The ridge regression aims at
finding a value θ0, which minimizes the length of θ. This can be stated precisely as follows.
Minimize θ′θ, subject to
(θ−xˆ)′ATA(θ−xˆ) = bias(θ) (3.11)
This is a typical Lagrangian problem (Vapnyarskii, I.B. (2001)), so it can be solved with the
following method.
Minimize F = θ′θ+
1
λ
[(θ− xˆ)′ATA(θ− xˆ)−bias(θ) (3.12)
where 1λ is the multiplier. Then taking the derivative of both sides of the equation (3.12) to θ.
dF
dθ
= 2θ+
1
λ
[2ATAθ− 2ATAxˆ] = 0 (3.13)
The solution of θ is
θ= xˆ(λ) = (ATA + λIn)−1ATy (3.14)
which is the form of the ridge regression estimator.
3.3 Definition of Mean Square Error
The mean square error (MSE) is an important measure to judge the quality of parameter es-
timates. The mean square error of parameter estimates measures the difference between the
parameter estimates and the expected vaule (the real value). The MSE is a risk-function, cor-
responding to the expected value of the squared error loss. The difference occurs because of
randomness or because the estimator doesn’t account for information that could produce more
accurate parameter estimates.
Assuming that x is the expected value vector of the unknowns, xˆ is the estimated solution, so
the MSE of xˆ is
MSE(xˆ) = E||xˆ− x||2
= E(xˆ− x)′(xˆ− x)
= E[(xˆ− Exˆ) + (Exˆ− x)]′[(xˆ− Exˆ) + (Exˆ− x)] (3.15)
= E(xˆ− Exˆ)′(xˆ− Exˆ) + (Exˆ− x)′(Exˆ− x)
Substituting41 = E(xˆ− Exˆ)′(xˆ− Exˆ) and42 = (Exˆ− x)′(Exˆ− x) into the equation (3.16), we
get MSE(xˆ) =41 +42.
41 = σ2 · trace(N)−1 =Cov(δˆ), as it has been confirmed in the equation (2.16). For the unbiased
estimation,42 = 0, because Eδˆ = δ. For the biased estimation,42 = ||Exˆ− x||2, which means
the quadratic norm of the bias vector.
MSE(xˆ) = σ2 · trace(N)−1 + ||Exˆ− x||2 (3.16)
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When using the ridge regression to approach unknown, the parameter estimate xˆ is
xˆ = (ATA + λI)−1ATy (3.17)
Substituting the equation (3.17) into the equation (3.16), after transformation we can obtain
MSE(xˆ) = σ2
n
∑
i=1
λi
(λi + λ)2
+ ||λ2xˆ′(ATA + λI)−2xˆ||2
= σ2
n
∑
i=1
λi
(λi + λ)2
+ λ2
n
∑
i=1
δ2i
(λi + λ)2
(3.18)
= r1(λ) + r2(λ)
• r1(λ) is the trace of the variance of the parameter estimates xˆ
• r2(λ) is the biased value relative to the expected value caused by ridge regression.
3.4 Properties of the Ridge Regression Estimator
For well-conditioned problems, λ = 0, the ridge regression estimator is exactly the same as
estimator of least squares method, the part r2(λ) is zero. For ill-posed problems, if we take
λ = 0, the part r1(λ) is very large, which will result in a very large mean square error and
very inaccurate parameter estimates. Hence we need the ridge regression to solve ill-posed
problems. We give up the unbiasedness of least squares method, as λ increases, the part r2(λ)
increases, on the contrary the part r1(λ) is substantially reduced. Therefore, for some values of
λ, the trace of mean square error could be smaller than least squares method, which is proved
in the following paragraph.
There are several main properties of the ridge regression estimator, which can be summarized
as follows.
• The ridge regression estimator is the linear transformation of LS estimator.
xˆ(λ) = (ATA + λIn)−1ATy
= (ATA + λIn)−1ATA(ATA)−1ATy
= (ATA + λIn)−1ATAxˆ (3.19)
= Fλxˆ
• For an arbitrary regularization parameter λ > 0, if holds
||xˆ(λ) > 0|| & ||xˆ(λ)|| < ||xˆ|| (3.20)
• A regularization parameter λ exists, which makes
MSE(xˆ(λ)) < MSE(xˆ) (3.21)
that means, for this regularization parameter λ > 0, using the ridge regression instead of least
squares method can achieve parameter estimates with better accuracy.
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Proof. To prove the third property of the ridge regression estimator, the Canonical-Model
should be introduced. As it has been explained in the equation (2.18), ATA =ΦΛΦ and
Φ′Φ = In, so the Gauss-Markov model can be rewritten as
y = Ax + e = A(Φ′Φ)x + e = A∗x∗ + e (3.22)
with A∗ = AΦ and x∗ =Φx, and the model
y = A∗x∗ + e (3.23)
is so-called the Canonical-Model, then we can get
xˆ∗ = (A∗TA∗)−1A∗Ty =Φxˆ (3.24)
Because the matrix Φ is an orthogonal matrix, the mean square error of xˆ and xˆ∗ are the same.
MSE(xˆ∗) = MSE(xˆ) (3.25)
In the same way, it can be proved that
xˆ∗(λ) =Φxˆ(λ) (3.26)
MSE(xˆ∗(λ)) = MSE(xˆ(λ)) (3.27)
Thus if the inequality MSE(Xˆ∗(λ)) < MSE(Xˆ∗) is proved, the inequality (3.22) is established.
From the equation (3.19) the mean square error of xˆ∗ can be written as
MSE(xˆ∗(λ)) = σ2
n
∑
i=1
λi
(λi + λ)2
+ λ2
n
∑
i=1
x2i
(λi + λ)2
(3.28)
= f1(λ) + f2(λ)
= f (λ)
Taking the derivative of f1(λ) and f2(λ) to λ, we can get
f ′1(λ) = −2σ2
n
∑
i=1
λi
(λi + λ)3
(3.29)
f ′2(λ) = 2λ
n
∑
i=1
λix2i
(λi + λ)3
(3.30)
When the regularization parameter λ = 0
f ′(0) = f ′1(0) + f
′
2(0)
= −2σ2
n
∑
i=1
1
λ2i
+ 0< 0 (3.31)
For λ > 0, the function f (λ) is a continuous function, because function f1(λ) and f2(λ) are
continuous. When λ = 0, f ′(0) < 0. When λ→ +∞, f ′(λ) > 0, because function f ′2(λ) tends to
become +∞ and function f ′1(λ) tends to become 0. Therefore, it is certainly that there is a λ0,
which makes f ′(λ) = 0, and in the interval (0,λ0) exists f ′(λ) < 0. The function f (λ) in this
interval is monotonic decreasing. Put differently, for all λ ∈ (0,λ0), there exists f (λ) < f (0),
which has proved the inequality MSE(xˆ(λ)) < MSE(xˆ).
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It can be concluded that, the variance of parameter estimates is a decreasing function of vari-
able regularization parameter λ and the bias is an increasing function. Thus, as the regulariza-
tion parameter increases, the trace of the mean square error matrix of the estimated solution
will decrease to a minimum and then increase. In the following figure, these relationships are
demonstrated clearly.
Figure 3.1: Variance, Bias and the trace of MSE, Source: Hoerl et al. (1975)
3.5 Choice of Regularization Parameter λ
As it is mentioned above, the best choice λ0 of the regularization parameter should make the
derivative of mean square error 0.
f ′(λ0) = 2
n
∑
i=1
λi(λ0x2i − σ2)
(λi + λ)3
= 0 (3.32)
But this polynomial equation depends on the unknown parameters xi and σ2, therefore, it
is hard to compute λ0. Hence, the objective is now to find a proper value of regularization
3.5 Choice of Regularization Parameter λ 15
parameter λ in the interval (0,λ0], which gives a set of parameter estimates with a smaller trace
of the mean square error matrix. Several suggestions for computing and selecting a proper
regularization parameter λ which helps to reduce the mean square error are summarized as
follows.
3.5.1 Hoerl-Kennard Formula
Hoerl and Kennard (1970) have proposed a method to select the ridge parameter λ, where
λHK =
σˆ2
max
i
xˆ∗2i
(3.33)
where xˆ∗ =Φxˆ, xˆ is the estimated solution of LS estimation. max
i
xˆ∗2i means choosing the largest
element of the vector xˆ∗
Proof. For λ = λHK, the term (λx2i − σ2) is always less than 0 for i = 1, · · · ,n. So f ′(λ) =
2∑ni=1
λi(λx2i −σ2)
(λi+λ)3
< 0 is established for all λ in the interval (0,λ). Hence the function f (λ) is
in the interval (0,λ) monotonic decreasing, and f (λHK) < f (0)⇒ MSE(xˆ(λHK)) < MSE(xˆ)
3.5.2 Hoerl-Kennard-Baldwin Formula
Hoerl, Kennard and Baldwin (1975) have suggested another method to determine the ridge
parameter λ, which is called the ordinary ridge estimator:
λHKB =
nσˆ2
xˆ′xˆ
(3.34)
with n the number of the unknowns.
Proof. For each component x∗i of the estimated solution xˆ
∗, a corresponding λ(i) can be com-
puted by
λ(i) =
σˆ2
xˆ∗2i
(3.35)
To obtain a single value of the ridge parameter, these individual λ(i) should be combined in
some way. However, it is clear that, an arithmetic average can’t be used, because those very
small x∗i which has little predicting power will generate a large λ(i) and much bias instead.
Thus, as an alternative method, the harmonic average is used.
1
λ
=
1
n
n
∑
i=1
1
λ(i)
=
1
n
n
∑
i=1
xˆ∗2i
σˆ2
=
∑ni=1 xˆ
∗2
i
nσˆ2
=
xˆ∗′ xˆ∗
nσˆ2
=
xˆΦTΦxˆ
nσˆ2
=
xˆ′xˆ
nσˆ2
⇒ (3.36)
λ = λHKB =
nσˆ2
xˆ′xˆ
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3.5.3 Method of Ridge Trace
One of the advantages of ridge regression is that ridge trace, a graphical display, can help to
analyze which elements of the estimated solution are sensitive to the data. Sensitivity analysis
is also an aim of ridge regression. Ridge trace is a plot of the value of each element of the
estimated solution versus variable regularization parameter λ. For each element, there will be
a curve. The main objective of the method of ridge trace is not to obtain the closest possible
fit parameter estimates to the real data, but to develop a "stable" estimated solution. Here,
"stable" means that elements of the parameter estimate are not sensitive to small changes of
the observations. If there is a serious multicollinearity between the observations, which means
observations are highly correlated with each other, the elements of the estimated solution will
change rapidly for small values of the regularization parameter. With the increase of λ, the
elements will be gradually stabilized after a large value of λ. This value of λ is the selection of
the regularization parameter. The following figure is a simple application of method of ridge
trace.
Figure 3.2: A simple application of ridge trace for example, Source: Marquardt and Snee (1975)
After λ = 0.9, the trace of each element of the parameter estimate changes relatively little
agianst the increase of λ. Hence, λ = 0.9 is chosen as the regularization parameter. But as
it has been mentioned before, after a particular value of λ, the elements change little, hence,
there will be a range of λ−values which can give equivalent results from a practical point of
3.5 Choice of Regularization Parameter λ 17
view. However, as λ increases, the residual sums also increase. Therefore it need to be con-
cerned that the residuals sums should not increase so much when use the method of ridge
trace to choose the regularization parameter.
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Chapter 4
Numerical Regularization Methods
4.1 The L-Curve Analysis
4.1.1 Tikhonov Regularization
The numerical treatment of Tikhonov regularization has been described by many authors, this
method is developed by Tikhonov (1963) and Phillips (1962). Tikhonov regularization is widely
used for numerical regularization. The key idea of Tikhonov regularization is to incorporate
priori assumptions of the quadratic norm and residuals of parameter estimates. For discrete
ill-posed problems, it in general form leads to the minimization problem
min
x
(||Axˆ− y||2 + λ||Lxˆ||2) (4.1)
where the regularization parameter λ controls the weight given to minimization of the norm of
the regularized estimate, relative to the minimization of the norm of the residual. In this thesis,
we take unit matrix as the matrix L.
4.1.2 The L-curve Criterion
L-curve (Hansen, 1998) is perhaps the most convenient graphical tool for analysis of ill-posed
problems, which is based on Tikhonov regularization. It is a plot for all valid regularization
parameters of the norm ||xˆλ|| of the regularized estimate versus the corresponding residual
norm ||Axˆλ− y||. The L-curve is a continuous curve when the regularization parameter is con-
tinuous. The regularization parameter λ is a positive parameter which controls the weighting
between the two ingredients of the criterion function.
The L-curve is basically composed of two parts, namely a vertical one and a horizontal one.
The vertical part of the L-curve represents under-regularized solutions where the regulariza-
tion parameter is so small that parameter estimates are mainly influenced by ||Axˆ − y||, the
horizontal part of the L-curve is corresponding to over-regularized solutions where the regu-
larization parameter is too large so that the estimate is dominated by ||xˆ||. The regularization
parameter at the corner of the L-curve is approximate to the optimal regularization parameter
which balances the regularization error and the perturbation error.
When the L-curve is plotted in double-logarithmic scale, we can write
ξ = log ||xˆλ||2 ρ = log ||Axˆλ − y|| (4.2)
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Figure 4.1: The generic form of the L-curve plotted in double-logarithmic scale, Source: Hansen (1998)
Hence, the key point of the L-curve criterion is to choose a regularization parameter which
corresponds to the L-shape corner. In order to find this corner, it is significant to plot the L-
curve in double-logarithmic scale, because plotting in double-logarithmic scale emphasizes the
two different parts of the curve. Apparently, a natural definition of the corner is the point with
maximum curvature. The curvature, which is related to the regularization parameter, can be
computed with the following equation.
cλ = 2
ρ′ξ ′′ − ρ′′ξ ′
(ρ′2 + ξ ′2) 32
(4.3)
ρ′,ξ ′,ρ′′,ξ ′′ denote respectively the first and second derivative of ρ and ξ.
For each value of regularization parameter λ, a corresponding curvature of the point can be
computed. And the regularization parameter λL chosen with the L-curve criterion is exactly
the one that maximizes cλ. It can be summarized as
Choose λ = λL so that the curvature cλ is
maximum and the point is at the L-shape corner
4.2 Generalized Cross-Validation 21
4.2 Generalized Cross-Validation
Generalized Cross-Validation (GCV) (Wahba, 1976) is a successful ||e||2-free method, which
represents a somewhat different approach for choosing the regularization parameter. The GCV
method is on the basis of statistical consideration Axˆλ, which is determined by the regulariza-
tion parameter λ, should predict the exact data y as well as possible. More precisely, if an arbi-
trary element yi of the observations vector is dropped out, then the corresponding parameter
estimates after regularization should predict this observation well, and the chosen regulariza-
tion parameter should be independent of an orthogonal transformation of observations vector
y.
As it is explained above, the GCV method is a predictive method that seeks an optimal value
of regularization parameter which minimizes the difference between yexact and the predictor
Axˆλ. But in usual case, yexact is unknown, therefore, the GCV method works instead on the
GCV function. The GCV function is defined as
GCV(λ) =
||Axˆλ − y||2
trace(Im −AA#)2 (4.4)
A# is the regularized inverse matrix and is defined with the equation xˆλ = A#y. The regu-
larized parameter estimates xˆ(λ) are in the same form as the ridge estimator xˆλ = (ATPA +
λI)−1ATPy. Hence, the regularized inverse matrix is exactly
A# = (ATPA + λI)−1ATP (4.5)
Let us call the numerator γ(λ) = ||Axˆλ− y||2 and the denominator is T(λ) = trace(Im−AA#)2.
It is obviously that the denominator T(λ) is a monotonically increasing function. For the nu-
merator γ(λ), as Wahba (1976) showed, when the discrete Picard condition is satisfied, the reg-
ularization parameter λGCV which minimizes the expected value of the GCV function GCV(λ)
is close to the minimizer of the expected value of the perturbation error ||Axˆ(λ)− yexact||. In
detail, assuming that λopt is the minimizer of the predictive mean-square error, for the regular-
ization parameter λ≤ λopt, the predictive mean-square error decreases with the regularization
parameter λ. On the contrary, for the regularization parameter λ > λopt, the predictive mean-
square error increases λ. So, the GCV function, defined in the equation (4.4) has a minimum in
the local interval. The GCV function is aimed at locating the transition point where the GCV
function changes from a decreasing function of λ to a increasing one.
Substituting xˆλ and A# into the GCV function
GCV(λ) =
||Axˆλ − y||2
trace(Im −AA#)2
=
||A(ATPA + λI)−1ATPy− y||
trace(Im −A(ATPA + λI)−1ATP)2
= ||y|| ||A(A
TPA + λI)−1ATP− Im||2
trace(Im −A(ATPA + λI)−1ATP)2 (4.6)
Assuming that H(λ) = A(ATPA + λI)−1ATP, so the GCV function can be expressed as
GCV(λ) = ||y|| ||H(λ)− Im||
2
trace(Im −H(λ))2 (4.7)
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Because the norm of the observation vector is constant and independent of the regularization
parameter λ, the norm of the observation vector can be ignored. So, the minimizer of
||H(λ)−Im||2
trace(Im−H(λ))2 is exactly the minimizer of the GCV function.
Choose λ = λGCV which minimizes the GCV function
and is near to the unique minimum.
Figure 4.2 is a good example of choosing regularization with GCV method. The red line rep-
resents the line (λ = λGCV = 0.0012, which is computed by the GCV method. The green line
represents the line λ = local minimum = 0.0014. The regularization parameter λGCV that is
computed by GCV method is quite close to local minimum. It means that, in this situation, the
regularization parameter can be successfully chosen by the GCV method.
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Figure 4.2: Good example choosing regularization parameter with GCV method
However, the GCV method cannot be universally applied. For instance, as it is described in
figure 4.3, the minimum is incorrectly located on the "flat" part, yielding a parameter that is
much smaller the the optimal value. Thus it leads to numerical difficulties in computing and
choosing the minimum of the GCV function GCV(λ). Put an another way, it is hard to choose
the proper regularization parameter with the GCV method in this situation.
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Figure 4.3: Bad example of choosing regularization parameter with GCV method, Source: Hansen and P.Ch.
(2010)
4.3 Method of Dichotomy
From the expression of the trace of the mean square error matrix (3.18), which is introduced in
the chapter 3, it is clear that the condition number of the ill-posed problem may be still very
large, if the regularization parameter is too small. The reason is that the first term of the right
hand side of the equation (4.8), which represents the trace of the variance of the estimated solu-
tion, is close to σ2∑ni=1
1
λi
. In contrast, the ridge regression can result in much more inaccurate
parameter estimates than the least squares method, if the regularization parameter is too large,
since the second term of the right hand side of the equation (4.8), which is bias-related, increases
with the regularization parameter. Hence, it is vital to find a proper method to compute the
regularization parameter. As it’s introduced in chapter 3, the Hoerl-Kennard formula and the
Hoerl-Kennard-Baldwin formula both can be used to compute a proper regularization param-
eter. The advantage is that it is simple for computation and requires no iteration. However, an
optimum of the regularization parameter cannot be obtained, which minimizes the trace of the
mean square error matrix. Xu (1992) has firstly proposed the numerical method of dichotomy,
which is based on the ridge regression estimator and seeks the minimization of the trace of the
mean square error matrix.
trace[MSE(xˆ(λ))] = σ2
n
∑
i=1
λi
(λi + λ)2
+ λ2
n
∑
i=1
xˆ∗2i (λ)
(λi + λ)2
⇒Minimum (4.8)
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where xˆ∗i is the ith element of the vector xˆ
∗ =Φxˆ. Then taking the derivative of
trace[MSE(xˆ(λ))] to the regularization parameter λ, we can have
∂ trace[MSE(xˆ(λ))]
∂λ
= σ2
n
∑
i=1
−2λi
(λi + λ)3
+
n
∑
i=i
2xˆ∗2i λλi
(λi + λ)3
(4.9)
= 2
n
∑
i=1
λi(λxˆ∗2i − σ2)
(λi + λ)3
= f ′(λ)
Equating expression (4.9) to zero yields
n
∑
i=1
λi(λxˆ∗2i − σ2)
(λi + λ)3
= 0 (4.10)
By solving the equation above, iteratively the regularization parameter can be obtained. It is
difficult to calculate the explicit solution, because of the non-linearity of the equation. There-
fore, we have to use a numerical method to approximate a proper solution. According to equa-
tion (3.32), it is proved that the left hand side of the equation (4.11) is always smaller than
zero for λ = 0. Then the method of dichotomy can be used to detect a proper regularization
parameter λ. The specific computation procedure is described as follows.
(1) Give a small value to the variable regularization parameter λ, denoted by λD, then calcu-
late the function f ′(λD)
f ′(λD) = 2
n
∑
i=1
λi(λD xˆ∗2i − σ2)
(λi + λD)3
(4.11)
(2) If the function f ′(λD) is larger than 0, then go to step (3). Otherwise, λD should be mul-
tiplied by a random factor k > 1, i.e. the value of λD should be increased. Repeat the step
(1) with the new λD.
(3) Use the method of dichotomy to detect the root of the equation f ′(λ) = 0 in the interval
between 0 and λD, denoted by λD(n).
Repeat the above three steps to detect a new root of the equation f ′(λ) = 0, denoted by λD(n+1).
if ||λD(n) − λD(n+1)|| < εD, then the iteration is terminated, where εD is a predetermined small
constant, for example εD = 10−10. After obtaining the regularization parameter, the biased
estimated solution can be computed with the ridge regression estimator.
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Chapter 5
α -weighted Biased Linear Estimation via
A-optimal design
Chapter 2 documented that the LS estimate xˆ is not robust against outliers in the stochastic
observation vector y. Ever since Tikhonov (1963) and Phillips (1962) introduced the hybrid
minimum norm approximation solution (HAPS) of a linear improperly posed problem, there
has been left the open problem to evaluate the weighting factor α between the least-squares-
norm and the minimum norm of the unknown parameters. In most applications of Tikhonov-
Phillips type of regularization, the weighting factor α is determined by numerical simulation.
Here we aim at an objective method to determine the weighting factor α within α−HAPS.
Alternatively, improperly posed problems, which appear in solving integral equations of the
first kind or downward continuation problems in potential theory depart from observations
which are elements of a probability space. Accordingly, estimation techniques of type best
linear uniform unbiased estimation (BLUUE) have been implemented to estimate xˆ as an un-
known parameter vector x, which represents the real value of unknowns, within a linear Gauss-
Markov model, such parameter estimates is not robust against outliers in the stochastic obser-
vation vector y ∈ Y. Here we assume that the observation y is an element of the observation
spaceY, dimY=m, namely an observation spaceY∈R equipped with Euclidean metric. Due
to possibly unstable solutions of type BLUUE with respect to the true value of unknowns linear
Gauss-Markov model, the postulate of unbiasedness is given up, and instead we keep the set-
up of a linear estimation xˆ = Ly of homogeneous type. According to Grafarend and Schaffrin
(1993), updated by Schaffrin (2000), the best linear estimation of type α−homBLE (α−weighted
Best homogeneously Linear Estimation) which is based on hybrid norm optimization of type
(i) minimum variance and (ii) minimum bias leads us to the equivalence of α−homBLE and
α−HAPS under the following condition:
• If we choose the weight matrix in the least squares norm as the inverse matrix of the
variance-covariance matrix of the observations as well as the weight matrix in the mini-
mum norm acting on the unknown parameter vector as the inverse substitute bias weight
matrix.
Then α−homBLE and α−HAPS are equivalent.
The second method of regularizing an improperly posed problem offers the possibility to de-
termine the regularization parameter α in an optimal way.
It is possible to construct the regularization parameter α which balances the average variance
tr(D(xˆ))and the average bias tr(BSBT), where B = In − LA
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Grafarend and Schaffrin (1993) and Schaffrin (2000) have systematically derived the best linear
estimators of type homBLE, S−homBLE and α−homBLE of the fixed effects, which turn out
to enhance the best linear uniformly unbiased estimator of type BLUUE but suffer from being
biased. Cai, (2004) hat in his doctoral dissertation systematically developed the regularization
parameter determination in uniform Tikhonov-Phillips regularization (α−weighted BLE) by
minimizing the trace of the mean square error matrix trace(MSEα,S(xˆ)) (A-optimal design) in
the general case for univarite Gauss-Markov model. The main results are summarized here-
with.
Since that, xˆ of type Σy−BLUUE of x is not robust against outliers in the stochastic vector y
observations. That is the reason why the postulate of unbiasedness is given up, but keeping
the set up of a linear estimation xˆ = Ly of homogeneous type, which turns out to be better,
although suffered from the effect to be biased. Here we will focus on the best linear estimator
of type α−homBLE.
The bias vector β is conventionally defined by E(xˆ− x) subject to the homogeneous estimation
from xˆ = Ly. Accordingly the bias vector can be represented by the equation (5.3). Since the
vector x is unknown in general situation, there has been made the proposal to instead use the
matrix In − LA as a matrix-valued measure of bias. The mean square error matrix MSE(xˆ) is a
measure of the estimation error, which is introduced in chapter 3. MSE(xˆ) can be decomposed
into two parts:
• the dispersion matrix D(xˆ) = LD(y)LT
• the dynamic bias product ββ′
Indeed the vector xˆ− x can be decomposed as well into two parts (i) xˆ− E(xˆ) = Le and (ii) ,
as in the equation (5.5). The double decomposition of the vector xˆ− x leads straightforward
to the double representation of the matrix MSE(xˆ). Such representation suffers from a serious
effect:
• the vector x, i.e. the real value of the unknowns, is unknown.
In this situation, the proposal should be made to modify MSE(xˆ)with respect to xx′ by a matrix
S with same rank. A homogeneously linear α−weighted hybrid minimum variance-minimum
bias estimation (α−homBLE) is presented in the following definition
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Definiton (α−homBLE)
A n × 1 vector xˆ is called homogeneously linear α−weighted hybrid minimum variance-
minimum bias estimate (α−homBLE) of the unknown vector x in the special linear Gauss-
Markov model, if and only if
(1st) xˆ is a homogeneously linear form
xˆ = Ly
(2nd) in comparison to all other homogeneously linear estimate, xˆ has the minimum variance-
minimum bias property in the sense of the α−weighted hybrid norm
||MSEα,S(xˆ)||2 = trace(LΣyLT) + 1
α
trace((In − LA)S(In − LA)T) (5.1)
= ||L′||2Σy +
1
α
||[In − LA]′||2S = min
in particular with respect to the special assumption
α ∈R+,dimR= rank(SAT) = rank(A) = n⇒ S−1 exists
α−homBLE is based upon the weighted sum of two norms:
• average variance ||L′||2Σy = trace(LΣyLT)
• average bias ||[In − LA]′||2S = trace((In − LA)S(In − LA)T)
The hybrid norm ||MSEα,S(xˆ)||2 establishes the Lagrangean for xˆ as α−homBLE of x.
L(L) := trace(LΣyLT) + 1
α
trace((In − LA)S(In − LA)T) = min (5.2)
Then equivalent representation of the solution of normal equation is
xˆ = (ATΣyA + αS−1)−1ATΣ−1y y, (5.3)
Complemented by the dispersion matrix
D(xˆ) = (ATΣyA + αS−1)−1ATΣ−1y A(ATΣyA + αS−1)−1, (5.4)
by the bias vector
β = E(xˆ− x)
= −[In − (ATΣ−1y A + αS−1)−1ATΣ−1y A]x (5.5)
= −α(ATΣ−1y A + αS−1)−1S−1x,
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and by the mean square error matrix
MSEα,S(xˆ) = E((xˆ− x)(xˆ− x)′) = D(xˆ) + ββ′
= (ATΣyA + αS−1)−1ATΣ−1y A(ATΣyA + αS−1)−1
+ [(ATΣ−1y A + αS−1)−1αS−1]xx′[αS−1(ATΣ−1y A + αS−1)−1] (5.6)
= (ATΣ−1y A + αS−1)−1[ATΣ−1y A + (αS−1)xx′(αS−1)](ATΣ−1y A + αS−1)−1.
5.1 A-optimal Design
The interpretation of the important estimator α−homBLE is as follows: xˆ of type (5.9), also
called Tikhonov-Phillips regulator, contains the Cayley inverse of the normal equation matrix,
which is additively composed of ATΣ−1y A and αS−1. The weight factor α balances the first
observational weight and the second bias weight within the inverse, While the experiment
informs us of the variance-covariance matrix Σˆy, the weight of the bias matrix and the weight
factor α are at the disposal of the analyst. For instance, by choice S = diag(s1, s2, · · · , sn), an
increase or a decrease of certain bias matrix elements may be emphasized. The choice of an
equally weighted bias matrix is S = In. In contrast, the weight factor α can be alternatively
determined by A-optimal design of type
• trace(D(xˆ)) = min
α
or
• trace(ββ′) = min
α
or
• trace(MSEα,S(xˆ)) = min
α
In the first case, the trace of the variance-covariance matrix of type (5.10) is optimized, alter-
natively by means of trace(ββ′) = min
α
, the quadratic bias is optimized, where the bias vector
β of type (5.11) is chosen, regardless of the dependence on x. Finally for the third case - the
most meaningful one - we optimize the trace of the mean square error matrix of type (5.12),
despite of the dependence on xx′. Here we concentrate on the third case and the main result is
summarized in the following box.
A-optimal design of α
Let the mean square error matrix MSEα,S(xˆ) of α−homBLE xˆ with respect to the linear
Gauss-Markov model be given by
MSEα,S(xˆ) = (ATΣyA + αS−1)−1ATΣ−1y A(ATΣyA + αS−1)−1 (5.7)
+ [(ATΣ−1y A + αS−1)−1αS−1]xx′[αS−1(ATΣ−1y A + αS−1)−1]
Then αˆ follows by A-optimal design in the sense of trace(MSEα,S(xˆ)) = min, if and only if
αˆ =
trace(ATΣ−1y A(ATΣ−1y A + αS−1)−2S−1(ATΣ−1y A + αS−1)−1)
x′S−1(ATΣ−1y A + αS−1)−2ATΣ−1y A(ATΣ−1y A + αS−1)−1S−1x
(5.8)
The proof of the formula of type (5.8) is given in the appendix.
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For the independent, identically distributed observations, the A-optimal design will be simpli-
fied as:
Corollary: (A-optimal design of α for the special Gauss-Markov model with independent,
identically distributed observations)
For the special Gauss-Markov model
Ax = E(y), P−1σ2 = Σy = D(y), In = S
of independent, identically distributed observations with variance σ2 and an analogous sub-
stitute weight matrix S scaled by the variance σ2, an A-optimal choice of the weight factor α
is
αˆ =
trace(ATPA(ATPA + αˆσ2In)−3)
x′(ATPA + ασ2In)−2ATPA(ATPA + αˆσ2In)−1x
(5.9)
With introduction of the Tikhonov-Phillips regularization parameter λ
λ :=
σ2y
α−1
= ασ2y
We can get an A-optimal choice of the regularization parameter (λ-A-optimal)
λˆ =
trace(ATPA(ATPA + λˆIn)−3)
x′(ATPA + λIn)−2ATPA(ATPA + λˆIn)−1x
(5.10)
The λ-weighted Tikhonov-Philiips regulator with the regularization parameter λ of A-optimal
choice can be expressed as:
xˆ = (ATPA + λS−1)−1ATPy (5.11)
complemented by the dispersion matrix
D(xˆ) = σ2(ATPA + λS−1)−1ATPA(ATPA + λS−1)−1 (5.12)
by the bias vector
β = λ(ATPA + λS−1)−1S−1x (5.13)
by the mean square error matrix MSE(xˆ)
MSE(xˆ) = (ATPA + λS−1)−1[σ2ATPA + (λS−1)xx′(λS−1)](ATPA + λS−1)−1 (5.14)
For special case where the normal matrix N = ATPA = In, αˆ can be rewritten as
αˆ =
traceIn(In + αIn)
−3σ2
x′In(In + αIn)−2InIn(In + αIn)−1x
(5.15)
=
n(1+ α)−3σ2
x′x(1+ α)−3
=
nσ2
x′x
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which is the same form as the HBK formula (3.34), discussed in chapter 3. Thus, Hoerl et al.
(1975) have only developed a solution to solve a particular case of ill-posed problems. The HBK
formula is only a particular form of the regularization parameter derived by A-optimal design
as well. For those particular ill-posed problems, the normal matrix of which is unit matrix,
the HBK formula is preferably available. Nevertheless, for the general case, it is better to use
A-optimal design.
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Comparison with the results derived by
different regularization methods
6.1 The first ill-posed problem
The data for the first example were taken from Hill (1977). The data relate to the performance
of a computerized system for processing military personnel action forms. There were 15 obser-
vations on 6 regressors and a response, which will be demonstrated in the following table.
y A1 A2 A3 A4 A5 A6
61.2 57.0 6.40 12 293.2 41.1 45.0
62.3 53.0 5.00 12 354.3 51.0 31.0
59.4 50.3 5.75 14 293.5 24.9 29.4
66.2 41.2 4.50 13 299.0 19.4 20.3
66.0 36.7 5.15 13 286.0 18.6 17.4
71.4 35.5 4.25 10 254.8 17.1 14.9
75.4 26.4 3.35 10 270.4 17.6 14.5
83.2 25.0 2.50 9 239.2 13.6 13.2
73.2 23.5 3.45 11 270.5 14.3 11.7
71.1 26.7 6.00 11 298.0 12.9 10.4
72.8 25.8 5.70 11 247.0 11.9 15.2
75.6 25.7 6.75 12 260.1 12.5 19.5
76.0 27.0 4.95 12 228.8 10.5 18.6
70.2 24.5 3.65 12 179.4 8.3 19.1
68.6 23.1 4.05 11 176.8 8.5 15.9
Table 6.1: The observation vector y and the coefficient matrix A for the first ill-posed problem
It’s not difficult to calculate the condition number of the normal matrix N = ATPA,P = I6.
The level of collinearity of this data is serious, as suggested by a scaled condition number
of 1.0999 × 105, so that LS estimation cannot be used in this case. We need regularize this
seriously ill-posed problem. The results derived by different regularization methods are
demonstrated as follows.
The figures 6.1, 6.2, 6.3 show respectively how the regularization parameter is chosen with
L-curve criterion, generalized cross-validation, and the method of ridge trace.
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Figure 6.1: L-curve of the first ill-posed problem
As it is shown in the figure 6.1, the regularization parameter λL chosen by L-curve criterion is
202.4609. It is a typical L-shape corner. For λ < λL, the quadratic norm of parameter estimates
decreases rapidly as λ increases. For λ > λL, the quadratic norm of residual increases as λ
increases. From the figure, we can also find that, by the numerical procedure of detecting λL,
the L-curve criterion is a heuristic method, it goes to a lot of expense to compute the second
derivative, in order to locate the L-shape corner.
With the method of generalized cross-validation, we can choose the regularization parameter
through the plot of the GCV function, as it is demonstrated in the figure 6.2. The GCV function
of this set of data has a local minimum, the regularization parameter λGCV computed chosen
by Generalized Cross-Validation locates exactly at this local minimum. For this set of data, it is
certain that, Generalized Cross-Validation is available. However, the accuracy is dependent on
the distribution of interval. Put in another way, the finer the distribution of interval is, the more
accurate is the regularization parameter determined. Moreover, the expense of computation
increases when we take finer distribution of interval.
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Figure 6.2: The GCV function versus the regularization parameter λ
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Figure 6.3: Ridge trace of each element of parameter estimates xˆ versus the regularization parameter λ
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As shown in the figure 6.3, the regularization parameter λrt = 10 is chosen by the method
of ridge trace. But there is no standard of criterion of choosing λrt. It has been obviously
demonstrated in the figure 6.3, the ridge trace tends to be smooth after λ = 8. The ridge trace
does not change much as λ increases.
We have explained in the prior chapter, the trace of variance is a decreasing function of the
regularization parameter λ, on the contrary, bias is an increasing function. The trace of mean
square error matrix decreases firstly with λ, and then after a certain value of λ, increases with
λ. In the following figures, we can see this property clearly.
The trace of the mean square error matrix takes the minimization at λ= 5.0340. In the following
figure, we can see the regularization parameter determined by A-optimal design.
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Figure 6.4: Comparison of λ derived by A-optimal design and λmintrace for the first ill-posed problem
The regularization parameter λopt derived by A-optimal design is 5.4032 (pink line). There is no
significant difference between them. In the following table, detailed values of the regularization
parameter, the trace of MSE and some other information, derived by different regularization
methods will be listed.
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method x1 x2 x3 x4 x5 x6
LS method -1.5266 -4.9862 2.5230 0.3733 -1.1010 1.9083
A-optimal design 1.5245 -4.9570 2.5167 0.3730 -1.1000 1.9044
L-curve -0.5191 -0.0618 0.5089 0.3287 -0.9614 0.6170
GCV -1.1755 -1.5863 1.4605 0.3470 -1.0635 1.4184
ridge trace -1.2898 -2.3880 1.7779 0.3519 -1.0593 1.5535
method of dichotomy 0.0177 0.0047 0.0134 0.2359 -0.0017 0.0117
HBK formula 0.0070 0.0054 0.0173 0.2474 -0.0200 0.0070
Table 6.3: Comparison of the regularized parameter estimates in the first ill-pose problem
method λ tr(MSE) RMSE norm(xˆ2) SE [103] Sum [103]
LS method 0 17.0 7.5 38.3 0.843 0.843
A-optimal design 5.4032 12.3 7.7 20.1 0.883 0.991
L-curve 202.4609 31.2 9.7 1.9 1.498 1.497
GCV 18.6 16.7 8.1 9.3 0.993 1.165
ridge trace 10 13.5 7.9 14.1 0.927 1.068
method of dichotomie 7.8× 104 184.6 64.0 0.0011 40.917 41.006
HBK formula 3.9× 104 164.3 64.0 0.0045 40.917 41.093
Table 6.2: Comparison of regularization parameter via A-optimal design with other methods for the first ill-posed
problem
From the table above, it is obviously that, the method of dichotomy and HBK formula are not
available to solve this ill-posed problem. Moreover, we can see that, the larger the regulariza-
tion parameter λ is, the smaller is the norm of parameter estimates. It proves the prediction
in chapter 3.2, that if one moves away from the minimum residual sums of squares point, the
movement should be in the direction which will shorten the length of the regression vector. In
addition, comparing with other regularization parameter choices, the regularization parameter
deduced from A-optimal design almost minimizes the trace of the mean square error matrix
of parameter estimates xˆ. The term "Sum" is the sum of quadratic residuals ||Axˆ− y||2 (which
is also called square error, SE) and λ weighted quadratic norm of parameter estimates λ||xˆ||2,
which matches the minimization problem (4.1) of Tikhonov-Phlillips regularization.
Sum = SE+ λ · norm(xˆ2) (6.1)
= ||Axˆ− y||2 + λ||xˆ||2
The table shows clearly that, within these regularization methods, A-optimal design results in
the minimum sum of quadratic residuals and λ weighted quadratic norm of parameter esti-
mates. With other regularization methods, such as the ridge regression, L-curve and General-
ized Cross-Validation, we can find regularization parameters, but as the table 6.2 shows, they
result in larger values for trace of mean square error matrix and sum of quadratic residuals and
λ weighted quadratic norm of parameter estimates. Hence, using A-optimal design, we can
solve this ill-posed problem better and parameter estimates are more reliable, which proves the
superiority of A-optimal design. The condition number before regularization is 1.0999× 105.
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After regularization via different regularization methods, the condition number of the normal
matrix is listed in table 6.3.
Table 6.4: Condition number of normal matrix after regularization for the first ill-posed problem
method condition number 104
A-optimal design 7.1
L-curve 5.2
GCV 3.9
ridge trace 5.5
method of dichotomy 0.0015
HBK formula 0.0029
Herewith we can summarize that, the larger the regularization parameter is, the smaller
is the condition number, since the normal matrix is now mainly influenced by the matrix
diag(λ,λ, · · · ,λ), when λ is very large.
6.2 The second ill-posed problem
The data for the second example were taken from Zhou, Jiangwen (1997). There were 10 ob-
servations and 3 unknowns. The true value of the unknown vector is x = [10.0,15.0,6.0]′. The
value of the observations and the coefficient matrix are listed in the following table.
case
the coefficient matrix A the observation vector y
A1 A2 A3 y (true value) y (with noise)
1 1.0 2.0 4.0 64.0 64.5
2 3.6 1.0 2.1 63.6 64.0
3 2.4 1.5 3.0 64.5 64.0
4 1.0 2.0 3.9 63.4 63.0
5 3.5 1.0 2.0 62.0 62.7
6 -1.0 3.0 6.0 71.0 71.1
7 5.0 0.5 1.1 64.1 64.0
8 1.0 2.0 4.1 64.6 64.0
9 4.0 1.0 1.9 66.4 64.0
10 3.0 1.0 2.0 57.0 57.4
Table 6.5: The observation vector y and the coefficient matrix A for the second ill-posed problem
The condition number of the normal matrix is 1.7940 × 104. The following 3 figures repre-
sent respectively the choice of the regularization parameter with L-curve criterion, Generalized
Cross-Validation and the method of ridge trace.
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Figure 6.5: L-curve of the data for the second ill-posed problem
For the second set of data, it is not appropriate to use the L-curve criterion to improve the
improper condition. As the figure 6.7 shows, there is no typical L-shape corner on the curve.
The curve changes smoothly from the vertical part to the horizon part. The inflection point is
intangibly.
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Figure 6.6: the GCV function of the data for second ill-posed problem
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As for Generalized Cross-Validation, it is the same as the situation of the first set of data, we
can definitely choose a corresponding regularization parameter λ, however, it takes plenty of
computation expense.
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Figure 6.7: the trace of each element of the unknown vector for the second ill-posed problem
When we use the method of ridge trace, the problem is same as it in the first set of data, there
is no objective standard to define which value of λ is better, when λ > 0.2. The increase of λ
results in little changes of the curves. Hence, it is not possible to choose a significantly better
regularization parameter.
The variance, the bias and the trace of the trace of mean square error matrix are demonstrated in
the figure 6.8, which demonstrates the determination of λopt by means of A-optimal design.
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Figure 6.8: Comparison of λ derived by A-optimal design and λmintrace for the second ill-posed problem
The detailed value of the regularization parameter derived by different methods for this data
are demonstrated in the table.
method λ tr(MSE) RMSE norm(xˆ2)[103] SE Sum
LS method 0 25.6 0.4 0.44 1.7 1.7
A-optimal design 0.0014 23.0 0.4 0.39 1.7 2.3
L-curve 0.3225 109.2 0.6 0.25 3.6 82.8
GCV 0.0014 23.0 0.4 0.39 1.7 2.3
ridge trace 0.3000 108.7 0.6 0.25 3.6 77.2
method of dichotomie 0.0018 23.6 0.4 0.38 1.7 2.4
HBK formula 0.0020 24.0 0.4 0.38 1.8 2.5138
Table 6.6: Comparison of regularization parameter via A-optimal design with other methods for the second set of
data
method x1 x2 x3
LS method 10.0761 17.8701 4.5432
A-optimal design 10.0622 16.0196 5.1469
L-curve 10.0118 5.7242 10.6042
GCV 10.0709 16.2302 5.3642
ridge trace 10.0138 5.7507 10.5924
method of dichotomy 10.0698 15.8748 5.5421
HBK formula 10.0692 15.6918 5.6338
Table 6.7: Comparison of the regularized parameter estimates in the second ill-pose problem
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For this ill-posed problem, since we know the real value of unknowns, we can compute the
difference d between parameter estimates and the real value.
d2 = ||xˆ− x||2 = (xˆ− x)′(xˆ− x) (6.2)
In the following table, differences between parameter estimates derived by different regular-
ization method and real value of unknown are listed.
method λ d2
A-optimal design 0.0014 1.1
L-curve 0.3225 107.2
GCV 0.0014 1.1
ridge trace 0.3000 106.6
method of dichotomy 0.0018 1.0
HBK formula 0.0020 0.7
Table 6.8: Comparison of difference between parameter estimates derived by different regularization method and
real value of unknown
Both of tables (6.6), (6.8) show us that, L-curve criterion and method of ridge trace are not
suitable to solve this ill-posed problem. The trace of mean square error matrix as well as the
difference between parameter estimates and the real value of unknowns are very large after
regularization with these 2 methods. It indicates that parameter estimates after regularization
be means of L-curve criterion and method of ridge trace are even worse than parameter esti-
mates of least squares method.
For this ill-posed problem, although we can obtain a proper regularization parameter, with all
the methods symbolized in red in the table above, but regularization parameter via A-optimal
design has still shown to have the minimum of the trace of the mean square error matrix. The
condition number after regularization is listed as follows.
method condition number 104
A-optimal design 1.6
L-curve 0.5
GCV 1.6
ridge trace 0.6
method of dichotomie 1.5
HBK formula 1.5
Table 6.9: Condition number of normal matrix after regularization for the second ill-posed problem
6.3 Conclusion
The first and second set of data show us that α-weight BLE via A-optimal design makes
a remarkable improvement in ill-posed problems and the regularization parameter λ via
A-optimal design has approximated the minimum of the trace of MSE(xˆ). Compared with
6.3 Conclusion 41
other numerical methods and the ridge regression, it is much more efficient to derive the
regularization parameter via A-optimal design, because we need only take several derivation
of the trace of MSE(xˆ) and let the derivative be zero. After several iterations, we can acquire
an optimal regularization parameter λ. Moreover, α-weighted BLE via A-optimal design can
be generally used to solve ill-posed problems, compared to HBK formula and the method of
dichotomy. For HBK formula, it is essentially correct and accurate only if ATA = In, which is
explained in equation (5.36).
Within regularization methods solving ill-posed problems, α-weighted BLE via A-optimal de-
sign, which is based on the minimization of the trace of MSE(xˆ), is a better attempt to deter-
mine the regularization parameter. It provides us with a new idea to solve ill-posed problems.
On the determination of a proper regularization parameter, α-weighted BLE via A-optimal de-
sign takes full advantages of the observations and prior information. With such information,
we can derive the mathematical formula to compute the regularization parameter, so that we
can avoid the subjectivity when we choose the regularization parameter.
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Appendix A
Theorem 1 (Cayley matrix inverse differentiation).
d(ATΣ−1y A + αS−1)−1 = −(ATΣ−1y A + αS−1)−1S−1(ATΣ−1y A + αS−1)−1dα (A.1)
Proof. Assume that M is a matrix with rank n. There is no doubt that
MM−1 = In (A.2)
Differentiate both sides of the equation (5.16)
dMM−1 = dIn ⇒
(dM)M−1 + M(dM−1) = 0 ⇒ (A.3)
dM−1 = −M−1dM
For M = (ATΣ−1y A + αS−1)−1, we can get the result of type (5.15), namely Cayley matrix in-
verse differentiation.
Theorem 2 (Differentiation of trace of a matrix). Assume that A,B,X are matrix with rank n.
trace(A + B) = trace(A) + trace(B) (A.4)
d(trace(A + B)) = trace(dA) + trace(dB) (A.5)
d(trace(XAXT)) = trace(A + AT)XTdX (A.6)
Theorem 3 (Cayley inverse: sum of two matrices).
(ATΣ−1y A + αS−1)−1ATΣ−1y A
= [In + α(ATΣ−1y A)−1S−1]−1
= In − α(ATΣ−1y A + αS−1)−1S−1 (A.7)
= In − α(SATΣ−1y A + αIn)−1
Theorem 4.
trace(ββ′) = β′β (A.8)
d(β′β) = (dβ′)β+ β′(dβ) = 2β′(dβ) (A.9)
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For β = −α(ATΣ−1y A + αS−1)−1S−1x, we can use the lemmas above to compute that
dβ = −dα(ATΣ−1y A + αS−1)−1S−1x− αd[(ATΣ−1y A + αS−1)−1S−1]S−1x
= −dα(ATΣ−1y A + αS−1)−1S−1x + α(ATΣ−1y A + αS−1)−1S−1(ATΣ−1y A + αS−1)−1dαS−1x
= −(ATΣ−1y A + αS−1)−1[In − αS−1(ATΣ−1y A + αS−1)−1]S−1dαx (A.10)
= −(ATΣ−1y A + αS−1)−1ATΣ−1y A(ATΣ−1y A + αS−1)−1S−1dαx
= −(SATΣ−1y A + αIn)−1SATΣ−1y A(SATΣ−1y A + αIn)−1dαx
d(β′β) = 2β′(dβ)
= 2[−α(ATΣ−1y A + αS−1)−1S−1x]T·
[−(ATΣ−1y A + αS−1)−1ATΣ−1y A(ATΣ−1y A + αS−1)−1S−1dαx] (A.11)
= 2αx′S−1(ATΣ−1y A + αS−1)−2ATΣ−1y A(ATΣ−1y A + αS−1)−1S−1xdα
= 2αx′(SATΣ−1y A + αIn)−2SATΣ−1y ASATΣ−1y A + αIn)−1xdα
With such results, we can prove the correctness of A-optimal design
Proof. Take the differentiation of the trace of the mean square error matrix MSEα,S(xˆ) of
α−homBLE
d trace(MSEα,S(xˆ)) = trace(d[(ATΣ−1y A + αS−1)−1ATΣ−1y A(ATΣ−1y A + αS−1)−1S−1]) + dβ′β
(A.12)
"the first term"
trace(ATΣ−1y A + αS−1)−1ATΣ−1y A(ATΣ−1y A + αS−1)−1S−1
= trace(2ATΣ−1y A(ATΣ−1y A + αS−1)−1d(ATΣ−1y A + αS−1)−1) (A.13)
= −2trace(ATΣ−1y A(ATΣ−1y A + αS−1)−2S−1(ATΣ−1y A + αS−1)−1)dα
"the second term"
d(β′β) = 2αx′(SATΣ−1y A + αIn)−2SATΣ−1y ASATΣ−1y A + αIn)−1xdα (A.14)
"the derivative of MSEα,S(xˆ) to the weight factor α"
d
dα
trace(MSEα,S(xˆ))
= −2trace(ATΣ−1y A(ATΣ−1y A + αS−1)−2S−1(ATΣ−1y A + αS−1)−1) (A.15)
+ 2αx′(SATΣ−1y A + αIn)−2SATΣ−1y ASATΣ−1y A + αIn)−1x
d
dα
trace(MSEα,S(xˆ)) = 0⇒
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αˆ =
trace(ATΣ−1y A(ATΣ−1y A + αS−1)−2S−1(ATΣ−1y A + αS−1)−1)
x′S−1(ATΣ−1y A + αS−1)−2ATΣ−1y A(ATΣ−1y A + αS−1)−1S−1x
