Background {#Sec1}
==========

Rehabilitation interventions that target older adults have the potential to generate widespread health benefits. The goal of these interventions is to help individuals restore their functional ability or to maintain their residual functional capacity. A contemporary meta-analysis of randomized controlled trials demonstrated significant short and long term improvements associated with inpatient geriatric rehabilitation related to functional status, admission to nursing homes and mortality \[[@CR1]\]. In addition, rehabilitation in home-based settings can provide effective therapy for this population leading to system improvements including decreased costs, more appropriate resource use, and avoidance of institutional placements \[[@CR2]--[@CR7]\]. Despite these well-established benefits, multiple challenges in providing service to this group exist. For older adults, increased levels of frailty, a higher burden of comorbid disease and multi-causal disease etiology all contribute to increasing the complexity of care for older rehabilitation clients \[[@CR8]--[@CR11]\].

The elevated risk of hospitalization due to functional decline within this population \[[@CR8], [@CR12]\] has resulted in an effort to investigate the feasibility and effectiveness of rehabilitation for older persons in home-based settings \[[@CR2]--[@CR7], [@CR13]\]. A primary goal of providing rehabilitation services within the home (through physical therapy or occupational therapy or a combination of both) is to allow individuals to maintain or improve physical functioning, quality of life and their overall independence while remaining in the community longer \[[@CR14]\]. Stolee and colleagues \[[@CR13]\] conducted a systematic literature review to compare inpatient versus home-based rehabilitation for older adults with musculoskeletal disorders. The studies reviewed consistently suggested that home-based rehabilitation was either equal to or better than hospital based rehabilitation despite the wide variety of outcomes considered.

Home care has been described as the "next essential service" \[[@CR15]\] and is an increasingly important component of the health care systems in Canada and elsewhere. Driving this growth is the view that a comprehensive approach to home and community care could lead to a more sustainable health care system, and will drive benefits in other key priority areas including a reduction in hospital wait times \[[@CR16]\]. However, currently only 1 in 10 Canadians aged 65 years or older receive formal home care services each year in Canada, and of those, 19 % report unmet needs \[[@CR17]\]. In addition, close to three-quarters of home care clients who have been identified as having rehabilitation potential do not receive any type of rehabilitation therapy \[[@CR18]\]. With an increased emphasis on policies surrounding "aging in place" initiatives \[[@CR19]\], and evidence of real and self-perceived unmet needs in home care \[[@CR20]\], it is necessary to consider how to allocate limited resources to clients who are most likely to benefit from home-based services such as rehabilitation \[[@CR21]\].

In order to bridge the gaps between service need, provision and use, it is essential to identify the key factors that predict successful rehabilitation as well as understand how this limited resource is currently being allocated. Due to the challenging nature of older rehabilitation clients and considerable variability even within specific diagnostic categories \[[@CR10], [@CR11], [@CR22]\], gathering this information requires high quality and comprehensive client data. Standardized assessment systems, such as the interRAI assessment tools \[[@CR23]--[@CR25]\], are leading source of these data. The interRAI consortium is an international organization of researchers leading the development of a suite of standardized assessment systems for use in many health care settings \[[@CR26]\]. The interRAI Home Care (interRAI HC) \[[@CR27]\] assessment system is mandated for use with all longer stay adult, non-palliative home care clients in Ontario \[[@CR9]\], and is used to inform and guide comprehensive care and service planning in community-based settings.

Recently, the interRAI Contact Assessment (interRAI CA, or simply CA) \[[@CR28]\] was created using a subset of interRAI HC items as a preliminary assessment of home care clients. The aim of the CA is to identify persons requiring comprehensive assessment and to identify the urgency of need for a number of services, including rehabilitation. The CA uses a variety of activities of daily living (ADLs, e.g., dressing), instrumental activities of daily living (IADLs, e.g., housework) and cognition items in its Rehabilitation Algorithm (RA), which is intended to flag suitability for rehabilitation services. The items selected for inclusion in the RA were chosen by consultation with clinicians and other experts with the intention to aid home care intake staff to identify clients that may benefit from rehabilitation. As such, items included in the RA algorithm are strongly indicative of what experts believe are the most important client characteristics for determining rehabilitation needs, as well as how limited rehabilitation resources should be allocated.

An interesting question that arises, therefore, is whether these expert beliefs match actual clinical practices. The aims of our study were to use tools from machine learning and data mining to identify items from the interRAI HC instrument that are most predictive of whether a client will receive rehabilitation services in actual clinical practice, and to compare them with items selected by experts for the RA. By contrasting the items on these two lists, we are able to describe and highlight key differences between expert opinion and actual clinical practice.

Methods {#Sec2}
=======

The present study is a component of a larger multidisciplinary health research program -- "InfoRehab" - that aims to improve the understanding and use of health information for musculoskeletal rehabilitation clients (see, e.g., \[[@CR29], [@CR30]\]). A primary aim of InfoRehab is to address questions surrounding the role of rehabilitation in home care through advanced statistical analysis of large databases of health information (including RAI-HC data).

Ethics clearance was granted for this study from the University of Waterloo Office of Research Ethics (ORE Reference \#14795). This research involved a secondary analysis of data collected for clinical and administrative purposes. The RAI-HC and CA data are part of current practice, and are collected as part of the intake process or as part of a routine re-assessment of ongoing needs. The identities of the individuals in the provincial RAI-HC dataset were unknown to the researchers. No individual consent was obtained, as it would be impractical for the province's publicly-funded home care organizations to attempt to obtain written consent from over 130,000 clients. No personally identifying information was available in the dataset used for analysis. Social Insurance Number or provincial Health Card Number were not available in the dataset, nor any other identifiers that would enable the researchers to identify an individual. The identifiers included in the dataset are provided by the province's Community Care Access Centres (which coordinate publicly funded home care services in the province) and are of one of two types: either an internal case record number used only for internal tracking, and not a 'real world' identifier, or an encrypted health card number. These numbers are consistent so we can track longitudinal cases, but they are not useful in personally identifying individuals or linking to other information that would do so. Results of the research are reported only at an aggregate level, and no individual-level information is reported.

Instrument {#Sec3}
----------

The international research consortium interRAI is a 32-country, collaborative, not-for-profit network of researchers and clinicians focused on the development and application of innovative health assessment systems that support evidence-informed decision making at all levels of health and social service delivery. The interRAI consortium has developed 12 comprehensive assessment instruments specifically designed for use with complex populations across the health care continuum \[[@CR24], [@CR25], [@CR31]\]. In general, interRAI instrument development occurs through a number of steps that include reviewing current literature, consulting with experts and applying statistical analyses. The RAI-HC assessment instrument is used to collect detailed health and functional information on home care clients in Ontario, Canada and other jurisdictions \[[@CR27]\]. It contains over 300 items measuring cognition, mood, psychosocial issues, nutrition and physical functioning and other client characteristics. Examples of its current uses include care planning, outcome measurement and quality indicators \[[@CR24], [@CR25], [@CR31]\]. Since 2002 in Ontario, full interRAI-HC assessments are mandated for use with all longer stay home care clients (i.e., those expected to receive services for at least 60 days; approximately 50 % of the overall provincial publicly-funded home care case load). Follow-up assessments are completed every 6 months or earlier in the event of major clinical changes.

The CA is a standard preliminary assessment developed for use as a screening tool during adult home care intake that guides initial service planning and decision making. It was specifically designed to be completed during initial contact with potential home care clients and includes a subset of items (approximately 50) from the RAI-HC. The purpose of the CA is to identify patients who require a full assessment using the RAI-HC, those with urgent needs for nursing or personal support services, and those for whom a referral for rehabilitation may be appropriate \[[@CR9]\]. The development of the CA was guided by the interRAI Instrument and Systems Development (ISD) group in conjunction with the development of the new standardized suite of interRAI instruments.

To inform referrals for rehabilitation, the CA contains a decision tool called the RA. Development of the algorithm was based on case manager ratings of who they felt would be a candidate for rehabilitation services, as well as actual receipt of physiotherapy or occupational therapy following screening. Decision tree models were used to construct a decision support algorithm that combines the findings of various domains into a single summary measure that can be used to inform decision making. It is based on a small number of variables relating to a recent decline in ability to perform activities of daily living, functional and mobility status, and cognitive impairment. Figure [1](#Fig1){ref-type="fig"} shows the decision tree representation for the RA. The algorithm is made up of both individual items and one summary scale -- the Self Reliance Index \[[@CR28]\]. Overall, the algorithm categorizes potential clients into five groups based on how likely they will need rehabilitation services. The purpose of the algorithm is to aid home care workers in identifying clients that may benefit from rehabilitation services, recognizing that these decisions will also be informed by clinical judgement, resource constraints, and individual circumstances.Fig. 1RAI CA rehabilitation algorithm. This figure and related notes are adapted from the interRAI Contact Assessment (CA) Form and User's Manual \[[@CR27]\] The Rehabilitation Algorithm yields a score from 1 to 5, with higher scores indicating that the clients is more likely to need rehabilitation services. ^1^Definition in text

This figure and related notes are adapted from the interRAI Contact Assessment (CA) Form and User's Manual \[[@CR28]\]. The Rehabilitation Algorithm yields a score from 1 to 5, with higher scores indicating that the clients is more likely to need rehabilitation services. A person is classified as "impaired" on the self-reliance indicator if any of the following characteristics are present: modified independent or any impairment in cognitive skills for daily decision making (C1 = 1); received supervision or any physical help in one or more of the assessed ADLs \[bathing (C2a = 1), personal hygiene (C2b = 1), dressing lower body (C2c = 1), and/or locomotion (C2d = 1)\]. The Rehabilitation Algorithm (Fig. [1](#Fig1){ref-type="fig"}) was derived using a research dataset of \~ 500 screened adults on entry to Ontario home care in 2005, as part of a pilot of the interRAI Contact Assessment. It used interactive decision tree modeling, in SAS, with clinical experts used to guide decision points and weigh alternate splits/constructions.

Subjects {#Sec4}
--------

The data consisted of initial RAI-HC (version 2.0) assessments for 135,184 newly admitted home care clients evaluated in the community between October 2005 and March 2008. These data were linked to service records that contained information regarding home care service usage during the same period. Rehabilitation (outcome variable) was indicated by whether the client received physiotherapy or occupational therapy within 6 months of their initial assessment, which was coded as a binary indicator.

Of the available items in the RAI-HC, a total of 239 were utilized as potential predictors in the analysis. Items were dropped if they were regarded by the authors to be clearly unrelated to rehabilitation. Items that were clear prompts for rehabilitation (e.g., scheduled physiotherapy) were also dropped. The items used were primarily treated as categorical variables as indicated in the instrument; only number of falls (K5), number of visits to the hospital (P4A), emergency room and/or emergent care use (P4B and P4C), number of medications (Q1) and age were treated as continuous variables.

Analysis {#Sec5}
--------

The statistical analysis was performed in two main steps.

### Matched sampling {#Sec6}

Considering that the CA was designed to be used during first contact with potential home care clients to determine those who would receive a full assessment (and who would not), and that the RAI-HC is used with those who are expected to or have received services for at least 60 days (long stay clients), the clients in the RAI-HC database may be different from the CA target population. Therefore, items deemed most predictive of service utilization based on long stay clients who received the RAI-HC assessment may not serve as an ideal benchmark for the broader CA target population of home care referrals. To address this issue, we created a frequency-matched dataset \[[@CR29]\], by taking stratified samples from the RAI-HC database in such a way that the joint distribution of five key variables was the same in our sample as that in the CA database. The five key variables used to match the two groups were: age, gender, impairment in activities of daily living, cognition, and falls. The parameters used to define these five variables were identified in Table [1](#Tab1){ref-type="table"} as follows: Gender = 1 if male; ADL = 1 if any ADL item (H2A-H2J) was ≥ 1; Cognitive skills = 1 if cognitive skills for daily decision making (B2A) ≥ 1, Falls = 1 if falls frequency (K5) ≥ 1. For example, Table [1](#Tab1){ref-type="table"} shows that 0.06 % of the CA population were under 50 years of age, male (Gender = 1) with ADL = 1, Cognition = 1, and falls frequency ≥ 1 (Falls = 1). So, if we take a sample of 10,000 from the RAI-HC data, we will include exactly 10,000 × 0.06 % = 6 individuals with such characteristics.Table 1Percent of clients in the interRAI-CA population defined by the five matching variablesAge (%)TotalGenderADLCognitionFalls\<5050--6465--7475--84\> 84(%)11110.060.160.150.200.090.6611100.390.410.732.121.685.3311010.390.600.380.360.101.8311000.721.572.003.572.129.9810110.090.110.050.080.010.3410100.140.180.230.620.441.6110012.091.790.720.440.095.1310003.324.413.764.371.8417.7001110.050.130.110.240.110.6401100.410.460.692.823.567.9401010.460.700.480.560.162.3601001.232.442.996.365.0218.0400110.070.080.050.090.030.3200100.160.150.230.890.702.1300011.961.430.560.470.104.5200004.624.843.815.392.8121.47Total16.1619.4616.9428.5818.86100.00

### Variable selection and ranking {#Sec7}

There are several machine learning techniques that can be used for selecting key predictors from large datasets with many variables -- recently, these techniques have been utilized in a variety of health-related applications \[[@CR31]--[@CR37]\]. The main variable-selection tool used in this study is called the LASSO \[[@CR38]\]. It has been the most studied variable-selection tool over the last decade. Many variations now exist \[[@CR39], [@CR40]\].

To describe what the LASSO does, we use standard mathematical notation,$$\documentclass[12pt]{minimal}
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where *y*~*i*~ ∈ {0, 1} is a binary indicator for the outcome; *x*~*ij*~ is the *j* -th predictor variable for subject *i*; and *β*~*j*~ is the *j* -th regression coefficient. Let *l*(**β**; **X**, **y**) denote the log-likelihood function based on modeling each *y*~*i*~ as a Bernoulli random variable with parameter, *p*~*i*~≡ Pr (*y*~*i*~ = 1), and linking *p*~*i*~ to the predictors *x*~*i*1~, *x*~*i*2~, ⋯, *x*~*id*~ by the logistic equation,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \log \frac{p_i}{1-{p}_i}={x}_{i1}{\beta}_1+{x}_{i2}{\beta}_2+\cdots +{x}_{id}{\beta}_d. $$\end{document}$$

Unlike classical logistic regression that estimates the regression coefficients by maximizing *l*(**β**; **X**, **y**), the LASSO accomplishes this by solving the following optimization problem:$$\documentclass[12pt]{minimal}
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where *l*(**β**; **X**, **y**) is the log likelihood function, and$$\documentclass[12pt]{minimal}
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is a penalty function that shrinks the regression coefficients *β*~1~, *β*~2~, ⋯, *β*~*d*~ and forces some of them to become zero. Consequently, only the predictors with regression coefficients that are nonzero will be "selected" by the model that the LASSO produces.

Fewer predictors will be selected (more coefficients will become zero) as the non-negative parameter, λ (which controls the amount of shrinkage), is increased. The choice of λ largely controls how many predictors are selected, and therefore must be carefully justified.

As we have described elsewhere \[[@CR41]\], to circumvent this "inconvenience", we took into account not just one solution to the optimization problem (2) -- given by a particular, possibly subjective, choice of λ -- but the entire solution path \[[@CR42]\] as λ changed. With a sufficiently large λ, all regression coefficients are forced to be zero and no predictor variable is selected. The regression coefficients become nonzero and predictor variables enter the model sequentially as λ is gradually decreased, as illustrated by a toy example in Fig. [2](#Fig2){ref-type="fig"}. The order in which predictor variables enter the model was used to *rank* their relative importance. In the toy example of Fig. [2](#Fig2){ref-type="fig"}, there are six predictors, X1,..., X6. When λ is very large, all six coefficients are forced to be zero. As λ decreases, the coefficients become nonzero (and the predictors enter the model) in the following order: X2, X1, X3, X5, X6, X4.Fig. 2A toy example illustrating the solution path from LASSO. There are six predictors, ***X***~1~, ..., ***X***~6~. When ***λ*** is very large, all six coefficients are forced to be zero. As ***λ*** decreases, the coefficients become nonzero (and the predictors enter the model) in the following order: ***X***~2~, ***X***~1~, ***X***~3~, ***X***~5~, ***X***~6~, ***X***~4~

To obtain a more stable ranking, we followed an "ensemble approach" \[[@CR43], [@CR44]\], instead of ranking all the variables just once using the entire data set (*N* = 135,184). We first drew 100 frequency-matched samples (see earlier Section on "Matched Sampling") from the data set, *S*~1~, *S*~2~, ..., *S*~100~, each of size *n* = 10, 000. Let *r*(*j*, *k*) denote the rank of variable *j* based on sample *S*~*k*~. For each variable *j*, we then calculated its average rank over the 100 samples,$$\documentclass[12pt]{minimal}
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as well as *σ*(*j*), the standard deviation of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \overline{r}(j) $$\end{document}$. We did not include interaction terms in our logistic model (1) -- only main effects were considered. With 239 main effects, there would have been "239 choose 2" or 28,441 potential two-way interaction effects alone (not to mention any higher-order interactions), and it became practically infeasible for us to run the LASSO (and obtain the entire solution path) with this many variables.

As an indirect way to account for potential interaction effects, we recalculated $\documentclass[12pt]{minimal}
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                \begin{document}$$ \overline{r}(j) $$\end{document}$ and *σ*(*j*), this time relying on the variable importance measure (VIM) from Breiman's random forest (RF) algorithm \[[@CR45]\] to define each *r*(*j*, *k*). The RF algorithm essentially fits a collection of decision trees, which model interaction effects automatically \[[@CR46]\]. The variable importance measure produced by the random forest, or simply RF-VIM, is based on *marginal* evaluations of the would-be deterioration in the model's overall performance had the values of a predictor been permuted \[[@CR47]\] ― the rationale being that, if permuting the value of a predictor does not have much effect on the model's performance, it must not be a very important predictor, and vice versa. Hence, two variables may score high on the RF-VIM scale due to a certain interaction between them having a significant effect on the outcome, though the VIMs will not reveal that this is the reason for the high scores.

Software {#Sec8}
--------

We used two R packages, "grplasso" and "randomForest", to compute *r*(*j*, *k*) as described above. The algorithm implemented in "grplasso" is actually a variation of the original LASSO, called the "group LASSO" \[[@CR48]\]. We used this variation because many of our predictors were categorical. A categorical predictor is often coded by a number of dummy variables in regression analysis, and the group LASSO forces these dummy variables to enter or exit the model together as a group along the solution path.

Results {#Sec9}
=======

Matched sampling {#Sec10}
----------------

Table [1](#Tab1){ref-type="table"} shows the percent of clients in the CA population in each subcategory partitioned by the five matching variables. Figure [3](#Fig3){ref-type="fig"} is a plot of the $\documentclass[12pt]{minimal}
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                \begin{document}$$ \overline{r}(j) $$\end{document}$'s obtained by running the LASSO on the original data set against those obtained from running it on the frequency-matched data set. There is good agreement for most of the top-ranked variables, other than the ones circled, which we discuss below.Fig. 3Average ranks from the LASSO. Results from the original data set versus those from the frequency-matched data set. There is good agreement for most of the top-ranked variables, other than the ones circled, which we discuss in the text

Most points were close to the 45° line, which meant that, for the majority of variables, the two sets of average ranks were in good agreement whether the original data or the frequency-matched data were analyzed. This was especially true for the top ranked variables (bottom left corner). There were a small number of outlying points. In particular, the variables - chemotherapy (P2F), cancer present in past five years (J1X) and nurse monitoring less than daily (P2W) - appeared more important on the frequency-matched data set, whereas the variable - caregivers believe client is capable of increased functional independence (H7B) - appeared more important on the original data set. These differences may be attributable to the greater medical complexity expected in longer term home care clients assessed with the RAI-HC. From this point on, we focused on the frequency-matched data set only.

Variable selection and ranking {#Sec11}
------------------------------

Figure [4](#Fig4){ref-type="fig"} plots the $\documentclass[12pt]{minimal}
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                \begin{document}$$ \overline{r}(j) $$\end{document}$'s obtained by the LASSO against those obtained by the RF. The right panel is a zoom-in version of the bottom-left corner in the left panel, so that these variables, which both LASSO and RF assigned an average rank of higher than 20, can be labeled.Fig. 4Average ranks from the LASSO versus those from the RF, both using the frequency-matched data set. The right panel is a zoom-in version of the bottom-left corner in the left panel, so that these variables, which both LASSO and RF assigned an average rank of higher than 20, can be labeled

Variables in the upper-right region of the plot received relatively low average ranks from both the LASSO and the RF, and therefore were not considered to be important predictors of rehabilitation use in this population. Variables in the upper-left region were more important for the LASSO than for the RF; these included pain intensity disrupts usual activity (K4C), chemotherapy during last 7 days (P2F), shopping difficulty (H1FB), and daily nurse monitoring (P2Y). Similarly, those in the lower-right region were more important for the RF than for the LASSO; these included time since last hospital stay (CC4), approximate age (AGE), shopping performance (H1FA), ADL-dressing lower body (H2F), ADL-locomotion outside of home (H2D), and ADL-bathing (H2J). These differences most likely came about because we did not consider any interaction effects in the LASSO approach, whereas in the RF approach interaction effects were automatically considered. The variables in the lower-left region are the most relevant ones to this investigation. They were identified to be strong predictors of rehabilitation service use by both the LASSO and the RF. Results about these variables are summarized in Table [2](#Tab2){ref-type="table"}. The fourth column (effect on odds ratio) indicates whether the variables are predictive of increased rehabilitation use (+) or decreased rehabilitation use (-).Table 2Top-ranked variables identified by both the LASSO and the random forestVariableLASSORandom forestAverage rank(Standard deviation)Effect on odds ratioAverage rank(Standard deviation)K6AUnsteady gait1.00(0.00)+1.82(0.05)H3ADL decline2.02(0.01)+13.11(0.49)K6BLimits going outdoors due to fear of falling3.38(0.15)+6.76(0.23)J1XCancer (last 5 years)3.58(0.13)-9.52(0.38)H7AClient believes can improve3.68(0.07)+13.11(0.47)K5Falls frequency4.59(0.16)+4.26(0.07)P2WNurse monitoring \< daily8.75(0.26)-11.53(0.38)H4BMode of locomotion -- outdoors9.49(0.11)+1.24(0.04)H5Stair climbing13.39(1.34)+10.09(0.33)H4AMode of locomotion -- indoors14.30(0.45)+2.96(0.03)O2BBetter off in different environment17.26(0.29)-13.37(0.52)

Table [3](#Tab3){ref-type="table"} lists the 11 top-ranked RAI-HC variables identified using the machine learning techniques (variables in the bottom-left corner of Fig. [4](#Fig4){ref-type="fig"}) and the 10 items used in the RA. Both lists contain ADL decline (RAI-HC, item H3; CA, item D5) and stair climbing (RAI-HC, item H4B; CA, item D4D). Items that appear in both columns are bolded; D4A, D4B, and D4C (marked by †) are part of the IADLs; whereas C1, C2A, C2B, and C2C (marked by ‡) are part of the self-reliance measure.Table 3Comparing top ranked RAI-HC items with items in the CA rehabilitation algorithmTop ranked items by the LASSO and the RFItems included in the CA rehabilitation algorithmK6AuUnsteady gaitD5ADL declineH3ADL declineD4DStair climbingK6BLimits going outdoors due to fear of fallingD4A†Meal preparationJIXCancer (last 5 years)D4B†Managing houseworkH7AClient believes can improveD4C†Managing medicationsK5Falls frequencyC1‡Skills of daily decision makingP2WNurse monitoring \< dailyC2A‡BathingH4BStair climbingC2B‡Personal hygieneH5Mode of locomotion - indoorsC2C‡Dressing lower bodyH4AMode of locomotion -- outdoorsC2DLocomotionO2BBetter off in different environment

Six of the ten items identified using the machine learning approach were related to the clients' ability to ambulate -- a client having increased falls frequency (K5), in danger of falling (K6B) or using an assistive device (such as a cane or walker) as their primary mode of locomotion (H5, H4A) were all positive indicators of rehabilitation service use. The four additional items selected by the machine learning approach included diagnosis of cancer over the past five years (J1X), client or primary caregiver feels that client would be better off in another living environment (O2B), and nurse monitoring less than once per day (P2W) as negative indicators; and clients belief that they can improve (H7A) as a positive indicator of rehabilitation service use. The list of top ranked variables using the machine learning techniques did not include any items specifically related to the client's cognitive status.

Discussion {#Sec12}
==========

This study builds on our previous explorations using machine learning algorithms to predict and to understand rehabilitation service use \[[@CR33], [@CR34]\], with the overall aim of developing methods to better target limited rehabilitation resources. Specifically, we compared expert opinions manifested in the rehabilitation algorithm associated with the CA with client characteristics that actually drove clinical practice in Ontario during the period of 2005--2008.

Since the CA and the RAI-HC are targeted at different populations of home care clients, we sampled a sub-population of the RAI-HC clients in such a way that matched their general characteristics to the population receiving the CA. To investigate the effect of this matching exercise, we repeated the LASSO part of our analysis using the original (unmatched) RAI-HC data. There were no major discrepancies among the top variables identified, other than a few items that may be attributable to the greater medical complexity expected in longer-term home care clients that are typically assessed by the RAI-HC. This matching approach could be used with other health information system databases to compare clients who are on a caseload with those in a screening database.

Overall, we found that actual clinical practices and expert opinions do overlap to a certain degree. For example, there is clear agreement that the abilities to climb stairs and to move about are two key factors that determine whether a patient is recommended for rehabilitation services. But we also found some differences. Some of the variables identified by the machine learning algorithms as predictive of rehabilitation use -- such as falls frequency, unsteady gait, or limits in going outdoors -- could be considered in future versions of the rehabilitation algorithm. This might lead to improved rehabilitation outcomes -- for example, rehabilitation interventions that prevent falls could also reduce adverse outcomes such as injury, hospitalization or death.

We found that neither the LASSO nor the RF specifically identified cognitive impairment as a strong predictor associated with rehabilitation service utilization. The RA, on the other hand, applies cognitive impairment through the Self Reliance Index -- in one of the later splits in the decision tree -- which results in higher priority access to rehabilitation for those with cognitive impairment. Others have classified cognitive impairment as a significant negative predictor for rehabilitation potential and/or achievement in older patients \[[@CR49]\]. A rationale for this is that impaired cognition will inhibit adherence to instructions for therapy and exercise programs. On the other hand, clinicians have also been able to show that patients with lower cognitive function could improve with access to rehabilitation \[[@CR50]--[@CR53]\]. Perhaps the LASSO and RF techniques did not find cognitive impairment to be predictive because other variables, such as client belief in potential for improvement, are acting as proxies for adequate cognitive function. Alternatively, it may be that there is limited use of cognitive impairment as a criterion in practice to allocate rehabilitation services. We note that in other investigations by our group using the RAI-HC data, we found that a clinical diagnosis of dementia was associated with less likelihood of receiving rehabilitation services \[[@CR29]\]. This apparent discrepancy may be due to the differences in the samples and/or analytical approaches between the two studies (i.e., use of a "matched" versus a complete sample). It may also be due to the differences between the two variables used -- an observed loss of cognitive capacity (the cognitive skills for daily decision-making variable used in the RA) may not influence a decision to provide or limit rehabilitation, while an explicit diagnosis of dementia might be more influential.

The variable, 'diagnosis of cancer in the past 5 years', was one of the variables selected in this study as a strong predictor for not receiving rehabilitation in home care. On the other hand, this variable is not included in the decision algorithm on the CA. The fact that cancer was a top predictor for not receiving rehabilitation services may indicate that rehabilitation is seen as inappropriate for some persons with a terminal illness such as cancer. While additional research is needed in this area, especially for older patients with advanced disease \[[@CR50]\], there is evidence that elderly patients with cancer -- though they often do not receive rehabilitation services -- are able to achieve both physical and mental functional improvement following rehabilitation \[[@CR54]--[@CR57]\].

As an indirect way to explore for potential interaction effects, we compared the rank order of the items using two different machine learning techniques. As described in the "[Methods](#Sec2){ref-type="sec"}" section, variables that scored highly on the RF-VIM scale but not using the LASSO approach may be due to a certain interaction between them which can have a significant effect on the outcomes.

A limitation of this study is that, because the full RAI-HC is not administered to all clients who receive the CA, we cannot perform variable selection using data collected for the broader set of clients targeted by the CA at the point of intake into home care. In other words, variables such as the IADLs may have greater discriminant validity in a more heterogeneous population with greater diversity in functional status. We believe that our use of the frequency-matched dataset was the best available strategy to address this potential bias; however, some systematic differences between the two populations may still remain. Nonetheless, we feel these analyses provide useful insight into how actual clinical practices differed from the results of the process used to develop the RA. Research using a larger matched sample and follow-up with patients receiving both the CA and the RAI-HC could be used to further explore the issues discussed in this paper.

Conclusion {#Sec13}
==========

While there is considerable evidence for the feasibility and effectiveness of home-based rehabilitation for older persons, many who could benefit do not receive needed rehabilitation services. Standardized assessment instruments, such as the RAI-HC used with home care clients in Ontario and other jurisdictions, have the potential to guide appropriate care planning and allocation of limited rehabilitation resources. In this study, we explored patient characteristics that predict rehabilitation services use in home care clients and compared them to what the interRAI consortium has defined as important characteristics to consider when addressing need in this group. We found that, while the two sets of characteristics agreed with each other to a certain extent, there are also some notable differences, especially with regard to cognitive status and cancer diagnosis. Our findings also suggest that data mining methods, such as the LASSO and the random forest, can play an important role in selecting important client characteristics for care planning.

CA

:   Contact assessment

HC

:   Home care

interRAI HC

:   interRAI home care

interRAI CA

:   interRAI contact assessment

RA

:   Rehabilitation algorithm

ISD

:   Instrument and systems development

VIM

:   Variable importance measure

RF

:   Random forest

ADL

:   Activities of daily living

IADL

:   Instrumental activities of daily living
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