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ABSTRACT 
The statistical concepts of significance tests, confidence intervals 
and conditional inference are illustrated in the analysis of a uniform 
distribution with known range. 
- 1. INTRODU<;TION 
In this note we use the simple case of a u~iform distribution with known 
range to illustrate several concepts and methods pf statistical theorx. The 
two-dimensional sufficien~ statistic contatns ~n invariant or ancillary com-
ponent, namely the sample range, which leads to particularly simple and appeal-
ing conditional inference procedures. The simplicity Qf the model allows easy 
and informative illustration of significance te$tS and confidence limits. 
Section 2 s~artzes results concerned with the sufficient statistics for 
the model. Both unconditional and conditional signific~nce tests for the loca-
tion parameter are deriv~d in Section 3. Confidence lim~ts and intervals are 
described in Section 4. 
The model discussed in this note is of some historical interest in that 
Welch (1939) used it to demonstrate the "inefficiency" of conditional inference; 
Bartlett (1940) suggested that conditional methods might be efficient if used 
in a flexible way. Recently Barnard (1976) has derived the "optimal" confi-
dence interval for the uniform distribution; a simple variant of Barnard's deri-
vation is given in Section 4. 
2. SUFFICIENT STATISTICS AND THEIR PROPERTIES 
Let x1, ••• , Xn be i.i.d. with uniform probab!lity distribution on the 
interval [8, 8+1], where a is unknown. If I(a,b](·) is the indicator function 
for the interval [q,b], then the likelihood function derived from x1, • • • , X n 
is 
where X(l) = min X. and X(n) 
i~~n J 
= max 
i~j_~n 
X. • J 
Thus S 
(2 .1) 
= (X(l)' X(n)) is minimal 
-2· 
sufficient for 0. That Sis not complete follows from the fact that the dis-
tribution of the range R = X(n) - X(l) is independent of 8. In the usual 
terminoiogy, R is an ancillary statistic, in particular a location invariant 
statistic. 
Equivalent to Sis the pair (M,R), where M = ½(X(l) + X(n)) is the mid-
range; note that M~½ is the unbiased m~ximum likeliho9d estimate. Direct cal-
culation shows that the joint probability density of S, and hence that of (M,R), 
is 
( 8+½r~m~8+ 1-½r, O<r~ 1) • 
Therefore the ma~ginal probabiljty density of R is 
n-2 fR (r) = n (n-1) (l~r) r (2.2) 
independent of 8; and the conditional probapili~y density of M given R=r is 
I -1 ~IR (m r; ) = (1-r) (8+½r~m~8+1-½r) , (2.3) 
i.e. uniform on [8+1~r, 0+1-½r]. 
The support of Sis a triangle 60 with vertices A8 = (0,0), B0 = (8,0+1) 
and c0 = (8+1, 8+1), as shown in Figure 2.1, where the sets M=m and R=r are 
also illustrated. The diagonal A8c8 generates the doubly-infinite line Las 0 
varies; the support triangle 68 slides up and down Las 8 increases and de-
creases. 
Notice from (2.2) and (2.3) that as n increases Sis attracted toward B0 , 
but that the conditional distribution of M given R=r does not vary with n. 
3. SIGNIFICANCE TESTS 
We now d;i.scuss some "optimal" tests c9ncerning e, in each case using the 
geometry of th~ support t+iangles {68} ~o clarify the forms and properties of 
-the test. 
Unconditional Tests 
3 
First, consider one-sided tests of the null hypothesis HO: 8 = 00 with 
alternatives H+: 8 > 00• For any specific alternative 8A the most powerful 
size a test rejects HO for large values of the likelihood ratio 
But by (2.1), the possibl~ values of lrA,O (s) are 0, 1, ~ corresponding to the 
events 80 ,S y(l) < 0A, 8A ,S y(l) ,S y(n) ,S 80 + 1, 80 + 1 < y(n) .S 8A + 1. 
Because the last event has zero probability un4er HO, its probability when 
L 
R=r 
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FIGURE Z.l 
Support ~riangle 6e for S 
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4 
0 = 0A will be a free contribution to power of any test. The size a likelihood 
ratio test is uniquely defined only if the event lrA,O (s) = 1 has probability e-
qual to a under H0; the only exactly achievable significance level is 
pr { S e: Ae n A8 ; 0 O} • 0 A 
Therefore, in general, some randomization is required to determine a most 
powerful exact size a test. This r~ndomization may involve the value of s, 
and it turns out that such a randomized procedure giv~s a uniformly most 
powerful test. 
To proceed, we note tha~ any size a, likelihood r~tio critical region w+ a, 
• i + f • 0 id A contains a reg on va, o size a ins .e u 0 • 
+ 0 
For a particular alternative 0A' 
the contribution to power from v is then 
a, 
+ pr {S e: v n l\0 00} a, A (3 .1) 
+ because lrA,0 (s) = 1 for s e: Va, n AeA· The total power of the critical 
region w+ is equal to (3.1) plus 
a, 
Therefore we can obtain uniformly maximum power by maximizing (3.1) for every 
0A > e0 ; notice that (3.1) is bounded above by a. 
+ The solution for v is that 
a, 
size a region con1:ained in Ae n 80 for the largest possible value of e A. 0 A 
Thus, if we slide Aa up L from A6 until at 0 = 01 0 
(3.2) 
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+ then v = ~6 n Ll6 makes (3.1) equal to its upper bound a for 6A ~ 81• a O 1 ~ But 
for larger values of 6A the total power of the resulting test is equal to the 
maximum value (one), because then the whole of ~0 is in the critical. region A 
+ + 
w = v U {S: y() > 60 + 1} a a n · 
The optimal region v+ defined by (3.2) is shown in Figure 3.1. 
a 
Simple calculation shows that 01 
1/n 
= 60 + 1 - a ; for example, with a= 
.05, 81 - 80 = 0.776 and 0.259 at n = 2 and n = 10 respectively. Thus the 
triangle v+ is typically quite large. 
a 
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FIGURE 3.1 
Test of HO: 8 = 80 versus H+: 0 > 60 
Shaded area is intersection of uniformly 
most powerful size a critical region with J:l0 • 0 
... 6 
A parallel calculation gives the uniformly most powerful one-sided test 
of HO: 8 = 60 versus H_: e < 80 , with size a critical region w; intersecting 
~e in a triangle v- that is the mirror image of 
+ 
with lower vertex at A6 • V 0 a a 0 
It is not true that the symmetric, unbiased union of one-sided tests, 
+ 
with critical iegions w½a and w½a' is a uniformly most powerful unbiased test 
of H0 : 6 = e0 versus H: 6 # e0. In fact no such test exists, as we can see 
readily from the construction of a locally most powerful unbiased test. 
* The situation is illustrated in Figure 3.2, where the region v (a transla-
a 
. + 
tion of the previous v) sits in the center of A6 c6 . a O 0 
* The union of v with 
a 
the exterior of 60 is the critical region of the locally most powerful un-0 
biased size a test. That this is so follows from an argument similar to that 
* + used above in finding the optimal v. 
a 
No region other than v is both unbiased 
a 
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FIGURE 3.2 
Unbiased two-sided tests of HO: 6 = 00 versus H: 6 # 80 
-7 
and as powerful for such a large set surrounding 0 = 00• For the particular 
* - + 
value 0 = 0' indicated in Figure 3.2, the power of va. exceeds that of v½a.U v½a 
. by ½a.. However, at 0 = 0'' the situation is reversed. Incidentally one can 
see directly from the figure that both tests are uniformly unbiased. 
In view of the preceding discussion it is worth emphasizing that randomi-
zation has been introduced in order to define a test with exact size a.. On 
* intuitive grounds one would say that v is a silly rejection region, because 
a. 
it corresponds to small values of 0 - 0 where 0 = M - ½ is the "best" estimate 0' 
of 0. Both optimal one-sided tests are intuitively appealing in the sense that 
large values of IS - 00 1 lead to rejection of 00• Intuition and the likelihood 
disagree. 
Conditional tests 
The tests described so far have a curious property, namely that if R is 
sufficiently close to 1, then no value of M will lead to rejection of H0 • 
+ Thus in Figure 3.1, if the line R = r does not pass through v, then the condi-a. 
tional size of the test is zero. Not to have rejected H0 at level a. means 
very little for such a value of r. In the extreme case r = l we know 0 with 
certainty (0 = m - ½), so that a size zero test exists with power one! In 
effect the value of the ancillary statistic R tells· us how precisely we can 
locate 0: the conditional standard error of 0 = M - ½ given R = r is propor-
tional to 1 - r. A canon of Fisherian inference is that all inferences about 
0 should be made using sampling distributions conditional on the value of such 
.. 
-
8 
an ancillary statistic. 
For the present model, conditional size a tests are based on the condi-
tional distribution (2.3). Thus the uniformly most powerful conditional size 
a test of H0 : 
in 
0 > 00 has critical region which overlaps A0 0 
+ 
ua. = {s: m 2:_ 00 + ½r + (1 - a)U - r)} (3. 3) 
Again this is a randomized likelihood ratio test (because likelihood ratio 
values lrA,O(s) are unaffected by conditioning). 
As with the unconditional tests, there is no uniformly most powerful un-
biased test of HO: 0 = 00 versus H: 0 I 00 • Again there is a locally most 
powerful unbiased test, which here has critical region 
* ua = {s: Im - ½ - 001 2- ½a(l - r)} 
As before, this is counterintuitive. 
An obvious criticism of the best conditional size a test is that its un-
conditional power is by definition less than that of the best unconditional 
test; Welch (1939) originally voiced this criticism. But there is nothing in 
the general theory of tests that requires a to be fixed in advance, nor that 
requires interpretation of significance to be independent of r. Thus in the 
present case the Fisherian objection to the unconditional size a test would be 
that after r is observed, the observed significance of m conditional on R = r 
should be reported, not a. In fact the most informative summary in testing 
HO: 0 = 00 versus H+: 0 > 00 would be that the data are significant at the 
level 
00 + 1 - ½r - m 
1 - r 
This reflects the conditional probability of error that would apply if data as 
,•' 
--
9 
extreme as those observed were regarded as grounds for rejecting HO• 
4. CONFIDENCE LIMITS AND INTERVALS 
As explained by Cox and Hinkley (1974, Chapter 7), for example, confidence 
limits and intervals for 0 may be obtained simply by inverting significance 
tests. Thus, for example,. a physically natural lower confidence limit for 0 
with confidence coefficient 1 - a is obtained as the largest value of 00 not 
rejected in a size a test of HO: 0 = 00 versus H+: 0 > 00 • In terms of the 
geometry of S, we plot the observed values and slide ~0 up L until s touches 0 
the boundary of the critical region. The unconditional lower limit is then 
seen to be 
max (X(l) - c, X(n) - 1) (4.1) 
with confidence coefficient 1 - a= 1 - (1 - c)n; i.e. c = 1 - al/n_ 
The curious conditional properties of unconditional tests (Section 3) are 
reflected here by the fact that if r > 1 - c, then (4.1) is a certain lower 
limit for 0; this was pointed out by Pierce (1973). Conditional confidence 
limits are obtained from the conditional distribution of M given R = r. Thus, 
for example, a natural confidence interval for 0 with confidence coefficient 
1 - a is 
[M - ½ - ½(1 - a)(l - R), M - ½ + ½(1 - a)(l - R)] (4. 2) 
Actually, from a strictly inferential, i.e. non-decision, viewpoint the interval 
(4.2) is "fair" only if a= 0 or 1, because the likelihood function is constant 
over the whole conditional range of 0. 
The above confidence limits are obtained via randomized likelihood ratio 
tests. Suppose that we wished to obtain directly a best confidence interval 
in the sense of shortest average length. Such an interval would be obtained by 
:-
-
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inverting a uniformly most powerful test, but no such test exists here. The 
following derivation of a best confidence interval is similar to that given 
previously by Barnard (1976). 
We require an interval which covers 8 with probability 1 - a and which has 
smallest expected length. Let the coverage probability conditional on R = r 
be 1 - a(r). But conditional on R = r, any confidence interval with coeffi-
cient 1 - a(r) has length (1 - r){l - a(r)} because of the uniform distribu-
tion (2.3) of M given R = r. Therefore the unconditional expected length of the 
confidence interval is 
1 
f {l - a(r)} (1 - r) fR(r) dr 
0 
and by definition 
1 
a= f a(r) fR(r) dr 
0 
Our problem is, then, to choose a(•) so as to maximize 
subject to 
1 
f a(r)(l - r) fR(r) dr 
0 
1 
f a(r) fR(r) dr = a 
0 
(4.3) 
(4 .4) 
Because l - r is decreasing, we must make a(r) fR(r) as large as possible for 
small r. Therefore the 
a(r) = {: 
where 
optimal choice is 
* (O ~ r ~ r ) 
* (r ~ r ~ 1) 
That is, the best confidence interval for 8 is 
.. ; 
• 
... 
.~ 
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[M - ½ - ½(l - r}, M - ½ + ½(l - r}] 
* if r > r. Otherwise the confidence interval has zero length, e.g. including 
the single point m - ½. This situation is rather extreme, but notice that it 
is coherent with the constant likelihood. Of .course it would seem wise to give 
the conditional probability of coverage (O or 1) appropriate for the observed 
data, not 1 - a! 
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