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This paper reports progress in extending the Soar architecture to tasks that involve interaction with external environments. 
The tasks are performed using a Puma arm and a camera in a system called Robo-Soar. The tasks require the integration of a 
variety of capabilities including problem solving with incomplete knowledge, reactivity, planning, guidance from external 
advice, and learning to improve the efficiency and correctness of problem solving. All of these capabilities are achieved 
without the addition of special purpose modules or subsystems to Soar. 
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1. Introduction 
An intelligent agent working on multiple goals 
in a dynamic environment must have many capa- 
bilities. It must react quickly to changes in the 
environment relevant to its goals, use knowledge 
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appropriately, plan, and learn from experience. If 
it has only incomplete knowledge of the environ- 
ment, it should be able to accept guidance from 
other agents when advice is available. Creating a 
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Fig. 1. Example block alignment and button pushing task for Robo-Soar. 
viable agent requires an underlying architecture 
that can support the integration of these capabili- 
ties. Many different approaches to creating such 
an architecture may be possible, but to date, none 
has been completely successful. In this chapter we 
present initial results in an attempt to extend the 
Soar architecture to tasks that require an integra- 
tion of these capabilities. 
Soar is a general symbolic AI architecture with 
integrated problem solving and learning [11]. 
Soar's problem solving and learning have been 
demonstrated on a large number of tasks includ- 
ing puzzles, computer configuration [20], medical 
diagnosis [27], natural language understanding 
[14], production scheduling [9], and algorithm dis- 
covery [24]. All of these tasks are solved inter- 
nally; they do not require interaction with an 
external environment. This parallels much of the 
traditional work in AI where the majority of the 
processing involves the manipulation of internal 
models and data. Interaction is restricted to the 
specification of the problem or the delivery of the 
solution. Interaction with an external environment 
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requires seemingly new capabilities, such as prob- 
lem solving with incomplete and time-dependent 
sensor data, reacting quickly to changes in the 
environment, and learning from interactions with 
the environment. 
Robo-Soar is a system implemented in Soar 
that performs simple block manipulation and but- 
ton-pushing tasks using a Puma robot arm and a 
camera-based vision system [13]. The tasks are 
quite simple, but they serve as a testbed for in- 
vestigating important issues in external interac- 
tion. The setup for the task is shown in Fig. 1. The 
camera is overhead of the blocks and the button. 
The goal of the robot is to line-up a set of small 
blocks that have been scattered over the work area 
while monitoring a light. If the light goes on, the 
button must be pushed as soon as possible to turn 
the light off. For the first task, all of the blocks 
are simple cubes that the gripper can pick up in 
two different orientations. In the second task, one 
of the blocks is a triangular prism. To pick up this 
block, the gripper must be oriented so that it 
closes over the vertical faces of the block. Robo- 
Soar starts with knowledge of the individual oper- 
ators for the robot arm, such as opening and 
closing the gripper, but it has no control knowl- 
edge for deciding when these operators are ap- 
propriate, nor does it have knowledge about the 
special properties of prism blocks. It learns this 
knowledge from experience and outside guidance. 
Soar is unlike previous architectures used for 
interacting with external environments because of 
its uniform representation of all long- term knowl- 
edge (production rules), its uniform representation 
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of short-term knowledge (symbolic identifier-at- 
tribute-value triples), and its single learning mech- 
anism (chunking) that applies to all tasks and 
subtasks [11]. In contrast, others architectures 
being used to support intelligent interaction either 
eschew symbolic representations and models (such 
as Brooks' 'creatures' [3]) or consist of heteroge- 
nous modules, where each capability is supported 
directly by a separate module [15,23]. Soar repre- 
sents an alternative approach, embracing not only 
the need for a highly reactive system and the need 
for symbolic representations to support planning, 
but also stressing the advantages of a uniforni 
architecture and the need for learning. 
In Section 2, we present the capabilities that we 
found necessary for Robo-Soar. Section 3 presents 
Soar, with an emphasis on how it supports these 
capabilities compared to other architectures. Sec- 
tion 4 presents the basic knowledge encoded in 
Robo-Soar. The presentation of Robo-Soar is fol- 
lowed by demonstrations of the capabilities pre- 
sented in Section 2. The final section is a discus- 
sion of our plans for future work. 
2. Robo-Soar capabilities 
Below is a list of the capabilities in Robo-Soar. 
In some cases it would have been possible to 
engineer the domain to eliminate some of the 
problems that arose (such as adding force sensors 
to the gripper to eliminate any ambiguity as to 
whether a block had been grasped). We avoided 
these temptations and attacked the problems as 
they arose in Robo-Soar. 
This list by no means exhausts the capabilities 
required in all cases of external interaction, but it 
includes all the capabilities that were required in 
Robo-Soar. Some of the capabilities that might be 
required in other applications include reasoning 
about time, reacting in bounded time, processing 
large amounts of sensor data, handling noisy 
sensor data, and learning internal models of the 
environment. Therefore, although Robo-Soar 
demonstrates the integration of some aspects of 
external interaction, planning, and learning, it is 
far from demonstrating all of the capabilities that 
are necessary for general external interaction. 
2.1. Problem solving with incomplete perception 
Because of limitations in a system's sensors, 
reasoning must be done with only limited knowl- 
edge of its environment. In Robo-Soar, the per- 
ception of the world is limited to that which is 
available from the camera mounted directly above 
the workspace; there are no sensors on the gripper 
to detect if it is holding a block. Further, the 
camera's view is obscured whenever the arm is 
used to pick up a block or push the button. Only 
by withdrawing the arm from the work area after 
attempting to pick up a block can Robo-Soar 
determine if it has actually grasped it. 
2.2. Problem solving with delayed perception 
When interacting with the real world, the re- 
suits of actions are detected only after time delays. 
For a completely internal problem, all actions are 
instantaneous and there is never the need to wait 
for actions to complete or sensors to deliver feed- 
back. Many symbolic AI systems are designed 
with this assumption. In Robo-Soar, some delay 
arises because it takes time to move the arm and 
the gripper. These delays are overshadowed by the 
vision system which takes approximately 5 sec- 
onds to process an image. 
2.3. Planning 
Many tasks involving external action do not 
require planning. With sufficient knowledge of the 
environment and the tasks to be performed, it is 
enough to simply react. This is preferred, but it is 
not always possible in novel situations where the 
ability to plan out a solution can avoid time-con- 
surning and possibly dangerous explorations of 
the environment. A search of an internal model of 
the problem can often proceed orders of magni- 
tude faster than performing the same search in the 
external environment, without the costs and risks. 
Although aligning blocks is a seemingly simple 
task, the search space is rather large if the system 
does not have any pre-encoded control knowledge. 
Planning does require an internal model of the 
environment in addition to the ability to execute 
the corresponding actions in the environment. To 
reduce the planning time, the internal model can 
be abstract, not including all of the details of the 
real problem [26]. For example, when issuing com- 
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mands to the robot arm, actual real-valued coordi- 
nates must be used to specify new positions. While 
planning, the system only needs to consider sym- 
bolic relations, such as 'right-of' or 'left-of', to 
create a plan. 
Planning can be improved further through the 
use of a hierarchical decomposition of the task. In 
Robo-Soar, when more than two blocks are to be 
aligned, there is a straightforward hierarchical de- 
composition of the task into two levels. The top 
level consists of the tasks of aligning blocks, which 
can be decomposed into aligning pairs of blocks. 
The second level consists of the individual move- 
ments of the arm necessary to bring one block 
into alignment with another. 
2.4. Learning from external guidance 
When an intelligent agent has little or no 
knowledge about how to proceed on a task, it can 
try to obtain that knowledge either through search 
and exploration or through advice from another 
agent. The ability to obtain knowledge without 
expensive search can improve the agent's knowl- 
edge much faster than if it were forced to solve the 
problem on its own. Conversely, if a system can 
work independently, it will not always be depen- 
dent on external guidance. 
In Robo-Soar, even with hierarchical planning, 
the search required to discover a successful solu- 
tion is quite large (for the simplest two block 
problem, the branching factor on the solution 
path varies between 2 and 8 and the depth is 8). 
To make this search tractable, Robo-Soar can 
accept advice from a human during its search. 
This requires the ability to identify when knowl- 
edge is needed as well as provide the necessary 
problem solving context for the human so that 
supplying the knowledge is easy. We must avoid 
requiring the human to provide some program or 
a plan for solving the complete problem. It must 
also be possible for the system to proceed without 
advice, either when a human is unwilling or un- 
available. If guidance is available, Robo-Soar will 
utilize its own planning ability together with the 
advice to quickly plan a solution. Following the 
completion of planning, Robo-Soar executes the 
action that actually perform the task. As a side-ef- 
fect of planning, Robo-Soar learns search control 
knowledge for selecting the correct operators on 
the path to the solution. This control knowledge 
guides Robo-Soar to the solution for the current 
problem. In future problems it eliminates the need 
for external guidance. 
2.5. Interruption and reactivity 
In an internally represented problem, the en- 
vironment is completely under the control of the 
problem solver and there are no unexpected 
changes. Thus, once a plan is created for such a 
problem, its execution is not problematic. When 
working with external tasks, unexpected changes 
in the environment may invalidate existing plans 
or interrupt the current goal. Robo-Soar must be 
able to react quickly to changes, as well as inter- 
rupt the current task if a more important task 
arises. Robo-Soar's first task is to arrange blocks, 
and the second task is to push the button whenever 
a light goes on. While working on the first task, 
the blocks can be moved at any time by some 
external agent, either to help or hinder Robo-Soar. 
Also during this task, the light may go on at 
anytime, requiring the system abandon the block 
task and immediately push the button. 
2.6. Improve efficiency and reactivity 
For sufficiently complex tasks, it is impossible 
to completely prepare a system for all possible 
problems it might have to solve, and therefore, we 
include planning and problem solving as key capa- 
bilities. However, once a system has planned a 
solution or solved a problem, learning can convert 
that experience to knowledge so that next time, 
planning and problem solving are not necessary. 
This allows the system to improve the efficiency 
with which it solves similar problems, possibly 
transferring partial solutions from previous prob- 
lems. Learning can also make the system more 
reactive, that is, transform previously deliberate 
decisions into reflex behavior [2,7]. This is related 
to improving efficiency, but differs in two ways. 
First, it is the elimination of deliberation, not just 
its reduction. Second, the results of learning must 
be able to interrupt ongoing processes as well as 
be interruptable themselves. 
2. 7. Improve correctness 
An intelligent system must be able to correct 
and extend its knowledge when it encounters in- 
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consistencies between its internal knowledge and 
the way the world works. In Robo-Soar, the sys- 
tem initially learns to manipulate cubic blocks. It 
is then presented with a prism that to the over- 
head camera is identical to the cubic blocks except 
for the edge line down the middle of block (see 
Fig. 1 ). Its first attempt to pick up this block can 
fail because it will not correctly align the gripper. 
The problem is that it does not understand the 
significance of this feature. Once an error has 
been made, it must learn the implications of this 
feature for its future actions, specifically, that the 
gripper must be aligned so that it is orthogonal to 
the line. In Robo-Soar this is achieved through a 
combination of automatic analysis and guidance 
from a human. 
3. System architecture 
The integration of these new capabilities was 
achieved using the basic structure of Soar without 
any additional modules designed specifically to 
aid interaction. Some changes to the architecture 
were required; however, these changes affect all 
tasks implemented in Soar and they maintain its 
uniform approaches to knowledge representation 
and learning [12]. 
I IVSX)N 
RE ISO~V~E 
r,-,,, oC:: ,:,,o,,, 
Fig. 2. Robo-Soar system architecture. 
Fig. 2 shows the basic Soar architecture on 
which Robo-Soar is built. Input comes from a 
camera mounted directly above the work area. A 
move-above lipproech clole-gdpper 
withdraw move-left.of approioh oPen-gdpPer 
Fig. 3. Moving a block using the primitive operators for block manipulation task. 
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separate computer processes the images, providing 
asynchronous input to the rest of the system. The 
vision processing system extracts the position and 
orientation of each block in the work area as well 
as distinctive features, such as an identifying block 
number. Soar accepts new visual information 
whenever it arrives. 
In Soar, a task is solved by searching through a 
problem space of possible states, applying oper- 
ators to transform an initial state to some desired 
state. For the b~lock manipulation task, the states 
are different configurations of the blocks and 
gripper in the external environment. Some basic 
operators are shown in the trace of Robo-Soar 
solving a simple block manipulation problem in 
Fig. 3. These operators correspond to commands 
sent to the robot controller. Robo-Soar solves a 
problem by selecting and applying operators until 
it achieves the goal. When an operator is selected, 
motor commands are sent to the Puma controller 
and executed. Two operators, snap-in and 
snap-out, move the arm in and out of the work 
area so that the camera has an unobstructed view. 
These operators are necessary, but for simplicity, 
they will not be included i n  any of the examples. 
This characterization of Robo-Soar does not 
distinguish it from any other robot controller. 
What is different is the way Soar makes the deci- 
sions to select an operator for a familiar task. 
Many AI or robotic systems create a plan of 
actions that the robot must execute. Instead of 
creating a plan, Soar makes each decision based 
on a consideration of its long-term knowledge, its 
perception of the environment, and its own inter- 
nal goals. As shown in Fig. 2, Soar's long-term 
knowledge is represented as productions (condi- 
tion-action rules) that are continually matched 
against working memory. Working memory con- 
tains data about the current situation, including 
all active goals, problem spaces, states, and oper- 
ators as well as all input and output. 
In contrast to traditional production systems 
such as OPS5, Soar fires all successfully matched 
productions in parallel, allowing them to elaborate 
the current situation, or create preferences for the 
next action to be taken. There is a fixed preference 
language that allows productions to assert that 
operators are acceptable, not acceptable, better 
than other operators, as good as others, and so on. 
Production firing continues until quiescence is re- 
ached (no additional productions match) so that 
chains of monotonic inference are possible. Fol- 
lowing quiescence, Soar examines the preferences 
and selects the best operator for the given situa- 
tion (possibly maintaining the current operator if 
its actions have not yet completed). Some produc- 
tions act as bottom-up recognizers, parsing incom- 
ing data in parallel and building up symbolic 
descriptions. Based on these descriptions, other 
productions create acceptable preferences for the 
operators that are possible in the current situation. 
Other productions compare these descriptions to 
the  goals of the system and create preferences to 
select from the set of available operators. 
To encode a task in Soar, productions must be 
added to long-term memory that create prefer- 
ences for appropriate problem spaces, states and 
operators for the goals the system is to achieve. 
Soar starts with a base goal that represents its 
basic drives. As will be described later, Soar can 
have a stack of goals, with new goals being created 
when progress cannot be made for the most re- 
cently created goal. For each of these goals, a 
problem space is selected, followed by an initial 
state from which problem solving proceeds through 
the application of operators. 
In a familiar domain, Soar's knowledge is ade- 
quate to pick and apply an appropriate operator 
without further problem solving. However, when 
Soar's preferences do not determine a best choice 
or when it is unable to implement the selected 
operator directly, an impasse arises and Soar au- 
tomatically generates a subgoal. In the subgoal, 
Soar casts the problem of resolving the impasse as 
a search through a problem space and uses its 
production memory to control the search when 
possible. The operators in the subgoal can modify 
or query the environment, or they may operate 
internally, possibly simulating external operators 
on internal representations. Soar's production 
memory provides knowledge for selecting oper- 
ators during the search as well as for implement- 
ing the actions of the internal operators. Impasses 
can arise while selecting or implementing internal 
operators so that a hierarchy of subgoals may be 
created dynamically. Within these subgoals, Soar 
can request advice from a human to help it de- 
termine the solution; if advice is not available, it 
will search for a solution on its own. It is Soar's 
ability to automatically generate subgoals, and 
thereby plan, that distinguishes it from other robot 
controllers and reactive systems. 
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When Soar creates results in its subgoals, it 
learns productions, called chunks, that summarize 
the processing that occurred. The actions of a 
chunk are based on the results of the subgoal. The 
conditions are based on the working-memory ele- 
ments that were tested in the subgoal in order to 
derive the results. This technique is similar to 
explanation-based learning [5,16]. Although the 
technique is similar to EBL, EBL systems learn a 
plan or schema of actions. The plan is used to 
control problem solving in similar goals in the 
future. Soar's approach is different. The produc- 
tion learned for a subgoal does not provide con- 
trol information for future problem solving in that 
same subgoal. Instead, the chunk encapsulates the 
processing in the subgoal, eliminating the impasse 
that gave rise to the subgoal. Control knowledge 
for a goal is learned from subgoals created to 
select between competing operators. 
4. Robo-Soar 
To apply Soar to a task, some initial knowledge 
about the problem spaces and operators for the 
task must be encoded in Soar as productions. 
Robo-Soar's initial problem space consists of two 
operators: align-blocks, and turn-out-light. In other 
AI systems, these might be encoded directly as 
goals; however, in Soar, deliberate goals such as 
these are represented as operators. As operators, 
they will lead to impasses because they are not 
implemented directly in productions, and instead 
require additional problem solving to be applied. 
As with primitive operators, such as opening or 
closing the gripper, the preference scheme pro- 
vides a method for selecting between these more 
goal-like operators. For example, the align-blocks 
operator is created whenever blocks are out of 
alignment, and the turn-out-light operator is 
created whenever the light turns on. If both oper- 
ators are available, a production creates a prefer- 
ence to prefer turn-out-light because of the urgency 
of its action. Therefore, Robo-Soar uses the pref- 
erence scheme to control the selection of multiple 
'goals', providing it with the ability to interrupt 
one goal whenever a more important goal arises. 
We will now trace through the problem solving 
in Robo-Soar when the light is out and there are 
three blocks out of alignment as in Fig. 1. As a 
first step, the align-blocks operator is created and 
selected. Fig. 4 provides a trace of the problem 
solving to implement this operator. 
The selection of the align-blocks operator leads 
immediately to an impasse and the creation of a 
subgoal because there are no productions that can 
implement the operator directly. Within this sub- 
goal, the problem of aligning the three blocks can 
be considered. Instead of immediately considering 
the robot arm commands necessary to move the 
gripper to pick up a block, the problem can be 
decomposed into aligning pairs of blocks, such as 
A and B, and then aligning block C with B. In 
Robo-Soar, the problem space for implementing 
the align-blocks operator consists of just these 
operators. In other systems, these would be nor- 
align-I~ks 
Fig. 4. Trace of operator implementation goal hierarchy for aligning three blocks. Horizontal arcs represent operator applications, 
while squares represent states. A horizontal arc with a circle represents an operator that could not be applied directly, but  resulted in 
an impasse. Downward pointing arcs are used to represent the creation of subgoals, and upward pointing arcs represent the 
termination of subgoals. 
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mally considered conjunctive subgoals, but Soar 
represents them as operators called align-block- 
pair. 
For a three block problem, there are six possi- 
ble align-block-pair operators: align A with B, 
align B with A, align A with C, align C with A, 
align B with C, and align C with B. Productions 
can be added to the system to create preferences 
that will select between the competing align- 
block-pair operators so that the blocks will be 
properly aligned. If such preferences are not avail- 
able, which would be the case if this is a novel 
task, a tie-impasse would arise and problem solv- 
ing would be required to make the decision. We 
will return to this problem later, but for now, we 
will assume that there exists a production that can 
create preferences to select the appropriate align- 
block-pair operators, in this case align-block-pair- 
(B,C) followed by align-block-pair(A,B). Once an 
align-block-pair operator has been selected, another 
subgoal will be generated to implement it. Finally, 
in this subgoal, Robo-Soar uses a problem space, 
called Puma-arm-commands, with operators that 
issue commands to the robot arm. 
The Puma-arm-commands problem space is 
where Robo-Soar must interact with the outside 
world. The states of this problem space must 
provide access to the perceptual data of the 
sensors. This is possible even in a subgoal because 
the state of the Puma-arm-commands problem 
space is the same as the state in the supergoal. 
Operators in the Puma-arm-commands problem 
space create commands for the motor system and 
receive input data. As these commands are issued 
and the perceptions change, the states in the higher 
problem space also change; however, their oper- 
ators stay selected. New operators will be selected 
only when additional productions fire that signal 
that the current operator has terminated. For ex- 
ample, there is a production for the align-blocks 
operator that tests that all of the blocks being 
aligned, and then terminates the operator. Simi- 
larly, there is a production that tests if the ap- 
propriate pair of blocks are aligned and then 
terminates the align-block-pair operator. 
To have a reactive system, the productions must 
be sensitive to the environment. Unfortunately, 
the data received from the sensors is often not 
complete enough to be the basis for proposing and 
selecting operators. The robot arm can obscure 
blocks, and feedback is not received when the 
robot uses it gripper. Therefore, the system must 
maintain an independent representation of the 
outside world. For the most part this is created by 
copying information directly from the sensors 
using productions; however, in those cases when 
the arm moves into the work area, this representa- 
tion is maintained independently of the feedback 
from the sensors, that is, the productions do not 
remove blocks from the internal representation 
when they disappear while the arm is in the work 
area. In addition, if the system closes the gripper 
around a block, it creates an expectation that the 
block is being held. This expectation is later veri- 
fied when the arm is removed from the work area 
by testing that the block is indeed gone. 
A second problem with our sensor system is 
that it takes approximately 5 seconds to process 
an image. Once the arm has withdrawn from the 
work area, the system must wait for feedback 
before it knows whether it was successful in pick- 
ing up a block. Waiting arises automatically in 
Robo-Soar by including a test for new data in the 
conditions of the operator that snaps the arm out 
of the work area. Once this operator is selected, 
the command to snap out is issued. However, 
since the snap-out operator is not finished, a sub- 
goal arises to implement the operator. The only 
operator in the problem space is wait. The wait 
operator is continually selected until new input 
arrives, leading to the termination of the snap-out 
operator and continued problem solving. By mak- 
ing the waiting explicit, the productions in Robo- 
Soar are always active so that the system can 
respond as soon as there is input available. 
Although Robo-Soar can handle some of the 
problems that arise from using real sensors, it 
avoids many others. For example, the vision and 
robotic systems are accurate enough so that there 
is never any uncertainty in placing the gripper in 
the correct location to pick up a block. For a task 
in which more accuracy is required, difficult issues 
in problem solving and learning under uncertainty 
would have to be addressed (see Bennett [1] for 
one approach to learning under uncertainty). 
5. Planning and learning using external advice 
With just the basic knowledge for proposing 
and implementing the operators described above, 
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and no additional control knowledge, Robo-Soar 
will attempt the task of aligning the blocks, de- 
composing the problem into subproblems. How- 
ever, lacking control knowledge, it will have to 
search for the solution. In this section we describe 
how Robo-Soar plans using outside guidance and 
predefined abstractions. The results of planning 
are saved by chunking so that future problems are 
solved without any external advice. This combina- 
tion of planning, advice and learning has been 
demonstrated for other Soar systems [8]; our cur- 
rent implementation is a straightforward extension 
of those earlier techniques to an external environ- 
ment. 
We now return to the three block problem 
described earlier. Planning is necessary at two 
levels. First, Robo-Soar must sequence the align- 
ment of the pairs of blocks. Second, once it has 
decided to align two blocks, it must issue the 
robot commands that actually move one block 
next to another. For most traditional AI systems, 
planning is the primary method for solving prob- 
lems. The first step is to construct a plan, and then 
execute the plan in the environment. During ex- 
ecution, the plan and the environment are moni- 
tored to ensure that the plan is still appropriate. If 
unexpected changes occur in the environment, then 
the system will either replan, or attempt to find 
another plan that is relevant for the current situa- 
tion. 
In Soar, planning is used only when there is 
insufficient knowledge to make the next decision, 
which is signalled by a tie impasse. In our current 
example, a tie impasse will arise whenever an 
align-block-pair operator is to be selected, as shown 
in Fig. 5. We will call this a tie between task 
operators, to distinguish these from operators used 
in supporting problem spaces. Robo-Soar will per- 
form a limited look-ahead search using an internal 
model of the task to determine the correct se- 
quence of operator selections. The knowledge to 
control this search is encoded in Soar as produc- 
tions and is part of the default knowledge availa- 
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Fig. 5. Trace of problem solving for selecting al ign-block-pair  operators. 
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Planning arises as a side-effect of Soar's default 
method for choosing between tied operators. In 
response to the tie impasse, Soar uses the select ion 
problem space, which is used to evaluate and 
compare the tied operators, ultimately creating 
preferences that resolve the tie. The tied operators 
are evaluated by creating multiple instantiations 
of an operator, called evaluate-object, whose pur- 
pose is to evaluate the utility of a task operator. In 
this example, six evaluate-object operators are 
created, one for each task operator. 
Robo-Soar's planning is a relatively straightfor- 
ward look-ahead search. This is sufficient to dem- 
onstrate the integration of multiple capabilities in 
a single system. More sophisticated planning tech- 
niques would require more knowledge about the 
task, specifically for the selection problem space 
and the evaluate-object operators. 
Evaluate-object evaluates a task operator by 
applying it to an internal model of the problem 
within a subgoal. But before one of the 
evaluaf ~-object operators can apply, one of them 
must be selected. Without additional knowledge 
there will be a tie-impasse between the competing 
evaluate-object operators. For this tie-impasse, 
Soar uses the advice problem space to obtain 
guidance from a human. In the advice problem 
space, the system waits for a human to suggest 
which task operator should be evaluated first. If 
advice is available, it is translated into a prefer- 
ence for the appropriate evaluate-object operator. 
If no advice is provided, Robe-Soar selects at 
random. 
The advice is not used to select an operator to 
apply to the top state, but is instead used to select 
which operator to evaluate, and thus controlling 
the internal search for a plan. By using advice to 
control only the internal search for knowledge, 
Robe-Soar avoids some risks in making an error 
based on incorrect advice. 
Once an evaluate-object operator has been 
selected in the selection problem space, another 
subgoal arises because no evaluation is directly 
available. In response to this impasse, Robe-Soar 
uses productions to simulate the task operator on 
an internal copy of the external environment and 
evaluate the result. One approach to simulating 
align-block-pair would be to use a simulation of 
each of the operators that are used to implement it 
in the real world, operators such as grasp, 
move-gripper, release, and so on. However, this 
would require several decisions, not to mention 
determining the correct sequence of these oper- 
ators to align a pair of blocks. An alternative is for 
the system execute an abstract simulation of the 
align-block-pair operator. This simulation can be 
used in the look-ahead, when the details of mov- 
ing the gripper can be ignored. This is easily 
implemented in Soar through a production that 
tests if the align-block-pair operator is selected, 
and the current state is a simulation, and whose 
action is to modify the abstract relations between 
the objects in the scene. 
If the resulting internal state achieves the goal, 
the operator is evaluated as being 'best. '  If no 
evaluation is produced, the search continues in 
order to determine if another operator can lead 
Soar to the goal. This results in another impasse, 
and as should be evident, a depth-first search is 
performed recursively. In our example, only two 
align-block-pair operators are required to achieve 
the goal. Once the goal is achieved within the 
internal search, preferences are created to select 
the operators that were selected along the path to 
the solution. 
Each of the preferences is a result of a subgoal, 
and productions are built that summarize the 
processing that led to their creation. That is, for 
ties between the task operators, productions were 
learned to select the appropriate operator for the 
current state. Therefore, these productions act as 
an implicit and distributed plan, applying 
whenever their conditions are satisfied. 
Because of the creation of the preferences, the 
original tie-impasse is resolved and align-block- 
pair(B,C) is selected. This time, the operator is not 
applied to an internal copy, but rather to the state 
representing the current situation in the external 
world. The production that provided an abstract 
simulation of it does not fire, and a subgoal is 
created to implement the operator, as shown in 
Fig. 6. 
In the subgoal to implement align-block- 
pair(B,C), there is once again a tie to decide which 
robot command to issue. As before, the selection 
and advice problem spaces are used, and a depth- 
first look-ahead search is performed. Now the 
search is at the level of the individual robot com- 
1 If the search leads to illegal or  unacceptable states, a prefer- 
ence is created to avoid the responsible operator.  
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Fig. 6. Trace of problem solving for applying align-block-pair operator. 
mands; however, it is done using abstract rela- 
tions, such as that the gripper is to the right of a 
block. When a sequence of operators is found that 
implements align-block-pair, the tie subgoals 
terminate, and the first operator in the sequence is 
selected. 
As the result of the look-ahead, chunks are 
learned for each decision on the path to imple- 
menting the align-block-pair operator. These apply 
one after the other, not because of any explicit 
sequencing, but because their conditions are sensi- 
tive to the appropriate relations and properties of 
the state. Fig. 7 is an example of the production 
that is learned for the approach operator. Notice 
that it not only tests aspects of the current situa- 
tion, but also aspects of the goal, in this case 
implementing the align-block-pair operator. The 
productions learned from this search are quite 
general and do not include any tests of the exact 
positions or names of the blocks. These features 
are not included because they were not tested in 
the subgoal. An important observation about 
If the approach operator is applicable, and 
the gripper is holding nothing, in the safe plane above a block, 
and that block must be moved to implement the goal-operator, 
then create a best preference for the approach operator. 
Fig. 7. Example production learned by Robo-Soar. 
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chunking is that the generality of the learning is 
closely tied to the generality of the goals and the 
knowledge used to achieve the goals. 
Following the look-ahead search and the 
accompanying learning, the system is able to di- 
rectly solve the problem and similar problems 
with different initial block configurations. In fact, 
once it has learned the productions to control the 
selection of operators during implementation of 
the first align-block-pair, it directly implements the 
second without requiring search or advice. It has 
learned the appropriate operator to apply at each 
decision point in the search. However, this is not a 
blind application of a plan. Each of the produc- 
tions that was learned will test aspects of the 
environment to insure that they are used only 
when appropriate. If the production for one step 
in the solution is not required, possibly because of 
an unexpected change in the environment, the 
production for the following step will fire, skip- 
ping ahead. If an operator has an unexpected 
result, Robo-Soar will not continue with the 
learned sequence of operators, but will respond 
using a production from some previously learned 
plan or fall into an impasse in which planning can 
be used to compute the appropriate response. 
In Soar, chunks can be learned for all subgoals, 
even those to implement operators such as align- 
block-pair. While applying align-block-pair in a 
subgoal, chunking converts the deliberate applica- 
tion of the external operators, such as open- 
gripper, into productions that issue robot com- 
mands directly when align-block-pair is selected in 
the future. Unfortunately, in some cases, the cur- 
rent implementation of chunking creates overgen- 
eral productions, and thus, for these demonstra- 
tions, chunking was used to learn only control 
knowledge. 
Robo-Soar's learning is an extension of earlier 
robot programming systems where a human leads 
the system through a fixed set of commands to 
perform a task, and the exact command sequence 
is stored for later use. This earlier approach was 
quite limited because the command sequence in- 
cluded specific arm movements without any gen- 
eralization or conditionality. More recently, 
'learning apprentices' have been developed that 
create generalized plans using a technique called 
explanation-based learning (EBL) [5,17]. 
The ARMS system developed by Alberto Segre 
used EBL to learn generalized plans for simulated 
manipulator control [22]. The input to the system 
was the sequence of manipulator moves necessary 
to construct a specific example of a simple object, 
such as a revolute joint. Through analysis of the 
sequence and its own underlying theory of the 
domain, the system was able to learn general plans 
that would be independent of the specific exam- 
ple. Our approach uses the same general method, 
although it extends Segre's work to an external 
task where the operators are organized hierarchi- 
cally and where the external guidance is limited to 
local advice, as opposed to a complete solution. 
Robo-Soar has its own planning capabilities so 
that it has the potential for solving the problem if 
only limited advice is available. Our approach 
leads to more transfer between plans as well as 
increased reactivity because Robo-Soar learns in- 
dividual control productions for each decision. 
Segre's approach has the virtue that plan interpre- 
tation is extremely fast because the sequencing of 
actions is represented explicitly. 
6. Interruption and reactivity 
During the block manipulation task, Robo-Soar 
must push a button to turn out the light as soon as 
the light goes on. It must do this if it is in the 
middle of planning the block manipulation task, 
deep in subgoals that involve look-ahead search. It 
must do this if it is the middle of executing the 
task, with the problem partially solved. It must do 
this if it is waiting for advice from the outside. 
Once it has pushed the button, it must be able to 
return to the original task with as little disruption 
as possible. 
Achieving this interruptability is relatively easy 
in Robo-Soar because of the reactive nature of 
productions and Soar's decision procedure. 
Robo-Soar has a production that .  continually 
monitors the vision input, testing if the light comes 
on. The action of this production is to create an 
operator, turn-off-light, and a 'require' preference 
for it; that is, this operator must be selected. If the 
light goes on, the production fires and the turn- 
off-light operator is created. Following quiescence, 
the decision procedure selects the turn-off-light op- 
erator, which is then applied. In this case, the 
application is performed in a subgoal where the 
sequence of actions is executed. When the applica- 
tion is completed, the turn-off-light operator is 
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removed from working memory and work on the 
original task can proceed. 
Important details were left out of the above 
description. First, in which goal in the subgoal 
hierarchy is turn-oil-light to be proposed? If it is 
proposed and selected at the very top, all impasses 
below it will be resolved (the unfinished operators 
will be terminated by the new selection) and will 
have to be rebuilt after the interruption is 
processed. On the other hand, if turn-oil-light is 
proposed and selected at the most recent subgoal, 
it may be applied to only an internal model of the 
environment created for look-ahead. To avoid both 
of these problems, Robo-Soar proposes the 
turn-oil-light operator in the most recent subgoal 
that has the state with the inputs from the en- 
vironment as its current state. When the 
turn-oil-light operator is then selected, it is applied 
externally. Its selection eliminates the existing tie 
impasses (and all subgoals within these impasse) 
that arose because of uncertainty about which task 
operator to apply next. Therefore, the interruption 
will destroy any unresolved progress made in the 
look-ahead. This is appropriate because there is no 
way to judge how much of this look-ahead will be 
invalidated in the handling of the interruption. 
When the interrupting operator is completed, 
productions will fire to decide on the next oper- 
ator to apply. This may again cause a tie and the 
system will return to planning. If there is already 
sufficient knowledge to select a single task oper- 
ator, performance of the original task will proceed 
immediately. 
Although Soar directly supports interruptabil- 
ity, there are limits to its responsiveness. First, it is 
limited by the time it takes to match and fire 
productions. For the Robo-Soar task, where the 
vision system has delays of up to five seconds, 
Soar is more than fast enough. However, if Soar 
were applied to a task where reaction time was on 
the order of milli-seconds, faster implementations 
of the production system would be required. By 
exploiting parallelism, advanced production sys- 
tem architectures have proven to be sufficiently 
efficient to match and fire productions at these 
rates [25]. 
The second limitation is that it cannot interrupt 
the firing of productions. A new operator can only 
be selected at quiescence. As long as quiescence is 
achieved quickly, as it is in Robo-Soar, this is not 
a problem. However, if the environment is chang- 
ing rapidly, in ways that are tested by produc- 
tions, there could be no bound on the time it takes 
to react. Currently, Soar has a fixed upper bound 
on the time it will take to match productions 
before making a decision. If the upper bound is 
reached, a decision will be made without waiting 
for quiescence. This does not completely destroy 
the validity of the decision, it just forces the 
system to make a decision with incomplete infor- 
mation. This is a rather crude approach, but has 
been sufficient for the tasks currently imple- 
mented in Soar. 
The third limitation to interruptability is that 
the current Soar architecture is implemented on a 
uniprocessor that must match productions, make 
decisions and build chunks. During the time the 
system is chunking, it is not matching produc- 
tions, and will therefore be unresponsive to 
changes in the environment. In our current imple- 
mentation, chunking comprises no more than 30% 
of the execution time; however, it may be possible 
to eliminate this overhead by implementing 
chunking on a parallel co-processor. 
7. Refining incorrect knowledge 
A problem with the traditional learning ap- 
prentice approaches that have been used for teach- 
ing computers is that the learning is only as good 
as the underlying knowledge. The system uses 
existing knowledge to generalize from new experi- 
ences, but it never modifies the original knowl- 
edge. If there is an error in the original knowledge, 
the human has no avenue available for communi- 
caring corrections. This is a general problem with 
deductive learning techniques such as EBL. Al- 
though one could argue that errors in the original 
knowledge can be avoided through careful coding, 
the same problem can arise when an existing sys- 
tem encounters a problem outside its original 
specification. 
We explored a simple case of this problem by 
attempting the same block alignment task with a 
block shaped as a triangular prism. If the original 
operators were implemented with only cubes in 
mind, all of the control knowledge and underlying 
simulation would not be sensitive to the fact that 
there is another feature in the input that must be 
attended to. To the Robo-Soar vision system, the 
prisms look just like cubes, except for a line down 
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the middle at the apex of the triangle. In order to 
pick up these blocks, the gripper must be aligned 
with the vertical faces of the block, not just any 
two sides. If it is not correctly aligned, the gripper 
will close, but upon withdrawing the gripper, the 
block will not be picked up. 
There are many possible approaches to this 
problem. First, the system could have an underly- 
ing theory of inclined planes, grippers, friction, 
etc. that it uses to understand why the block was 
not picked up [6]. This approach merely pushes 
the problem down one level and requires the ad- 
dition of knowledge that is often difficult to ob- 
tain. A second approach is to gather examples of 
failure and use inductive learning techniques to 
hypothesize which feature in the environment was 
responsible for the problem [18]. This may iden- 
tify the feature, but it requires many failures and 
also gives no hint as to the appropriate action. A 
third approach is for the system to experiment 
with its available operators to see what actually 
works [4]. This approach can be quite effective, 
but it also can be quite time consuming and 
possibly dangerous. A fourth approach is to man- 
ually reprogram the robot. This requires skilled 
programmers and may be difficult if the robot is 
remotely located. A fifth approach involves in- 
creasing the interaction between the human and 
the robot so that the human can point out relevant 
features in the environment and associate them 
with the potential success or failure of a given 
operator or set of operators. 
We have selected that last approach. This ap- 
proach builds on previous work in Soar on re- 
covery from incorrect knowledge [10]. In Soar, 
recovery is complicated by the fact that chunking 
is the only learning mechanism, and it only adds 
knowledge to long-term memory, never modifying 
existing productions. In our original work, we 
demonstrated that it was possible to learn new 
productions that created preferences to correct 
decisions. 
The first step in this approach is to notice that 
an incorrect decision has been made. When 
Robo-Soar attempts the problem with the prism, 
the productions it learned on the first task leads it 
through the first four panels of Fig. 8. It correctly 
moves the gripper above the block. At this point it 
then approaches the block, closes the gripper, 
withdraws the gripper and the moves the gripper 
out of the way of the camera. Robo-Soar creates 
an explicit expectation in working memory that 
the block will be moved when it receives a new 
image of the work area. If this expectation is 
violated, productions detect the the violation and 
create an operator, called detect-error, that marks 
that an error has occurred. 
The error arose because Robo-Soar's internal 
knowledge is incorrect; none of its operators, such 
as approach or close, is sensitive to the orientation 
( 
approach ©lose-gripper withdraw open-gdpper 
/ 
rotate approach close-gripper withdraw 
Fig. 8. Trace of operator sequence using recovery. 
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of the prism. If it tried to recover by simply 
opening the gripper, it will once again try to 
approach the block, using its incorrect knowledge. 
To avoid repeating the incorrect actions, do- 
main-independent knowledge is included that at- 
tempts to recover from errors. The general strategy 
is to force the system to reconsider each decision 
and accept guidance from outside. As before, the 
guidance includes suggestions of appropriate ac- 
tions, but this time it may include suggestions as 
to what are inappropriate actions as well as 
suggestions as to when to avoid an inappropriate 
action. The remaining paragraphs of this section 
go through the details of this approach to re- 
covery. 
Reconsideration is implemented by forcing im- 
passes for every decision once an error has been 
detected. These impasses are forced by creating an 
operator called deliberate-impasse, together with 
preferences that make it both better and worse 
than the other operators. This is guaranteed to 
force an impasse and allows for the reconsidera- 
tion of the decision in the resulting subgoal. In our 
example, the first action to take is to open the 
gripper. We skip over the process for doing that 
and go to the situation after the gripper is open as 
shown in Fig. 9. A chunk from the previous 
problem creates a 'best '  preference for approach. 
However, the conflict impasse prevents its selec- 
tion and allows reconsideration. 
Within the conflict subgoal, the selection space 
is chosen and internal operators are created to 
evaluate all of the external operators that were 
legal for the original state; this is the same as 
when an ordinary tie is encountered. At this point 
the human should direct the system to evaluate 
both the correct action (rotate-gripper) and the 
incorrect action (approach). The order in which 
they are evaluated does not matter, but both must 
be evaluated so that a preference can be created 
making approach 'worse' than rotate-gripper. This 
preference will lead to the correct selection. For 
this example, we will assume that the human 
requested that approach be evaluated first. 
Once an evaluation operator for approach is 
selected, any evaluation computed by a produc- 
tion is rejected because of a potential for error. 
Therefore, a subgoal will arise to compute the 
evaluation. In contrast to earlier look-ahead 
searches, this evaluation is going to be based on 
input from the human. The human will point out 
the features of the state that are relevant to de- 
termining the appropriateness of the operator 
being evaluated for the current situation, as well 
as provide the evaluation. 
To compute this evaluation, a new problem 
space, called examine-state is selected. Its selection 
is predicated on the fact that an error has been 
encountered. The problem space consists of oper- 
ators that examine and compare the features of 
the state, as well as operators that evaluate the 
state as being on the path to success or failure. 
Through interactions with a human, operators are 
chosen to select and test the appropriate features 
and evaluate the task operator. In this case, ap- 
proach is evaluated as leading to failure following 
the examination of the orientation of the gripper 
and the block it is above. Following the evaluation 
of approach, rotate-gripper is evaluated, with the 
appropriate features of the state being tested be- 
fore it is judged to be on the path to success. 
Following the evaluation of rotate-gripper the pro- 
oonfl~ conft~ 
- . . .  
Fig. 9. Trace of problem solving with recovery, omitting the advice problem space. 
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duction in Fig. 10 is learned that prevents selec- 
tion of ap0roaeh whenever the gripper is not 
aligned. 
After rotate-gripper is selected, another conflict 
impasse arises, but in this case the human signals 
that the problem has been fixed, and the error 
signal is eliminated from working memory. From 
this point, the chunks from the original problem 
apply and take Robo-Soar to the solution. When 
Robo-Soar encounters future tasks involving prism 
blocks, it immediately aligns the gripper before 
approaching a prism, avoiding the error. 
The examine-state problem space is somewhat 
of a brute-force technique to learn new features. It 
requires an outside agent to lead the system 
through a search of potentially relevant features. 
Although it may not be considered the most 
elegant machine learning technique, it allows the 
human to easily correct the system. In addition, 
this same approach can be used without an out- 
side agent by having the system engage in experi- 
mentation. To experiment, the system can guess at 
relevant features. It will often pay attention to 
irrelevant features, and thus create overgeneral 
chunks. But after many interactions with its en- 
vironment, it will learn to ignore irrelevant fea- 
tures. If this search was a completely blind one, it 
would be similar to the search through hypothesis 
space performed by empirical learning techniques. 
One way to view the examine-state problem space 
is as an empirical learning method implemented 
on top of a deductive learning system. 
Of course, the search for relevant features does 
not have to be blind. Many powerful heuristics are 
available, such as concentrating on new, unknown 
features, as well as those features that are mod- 
ified by the operators under consideration. For 
example, if the system has discovered that the 
rotate operator is necessary, it could concentrate 
its search for features relevant to avoiding ap- 
proach to those modified by rotate. Carbonell and 
Gil [4] have proposed more deliberate experimen- 
tation techniques that would be applicable for this 
task. Rajamoney and DeJong [19] have described 
a more elaborate approach to experimentation 
that is used to learn theories of physical devices. 
8. Discussion 
Though our actual task was quite simple, 
Robo-Soar's ability to learn to solve these prob- 
lems demonstrates the integration of several capa- 
bilities in a single system. Our current goal is to 
extend Robo-Soar to more complex tasks, and to 
more types of knowledge acquisition. Currently, 
Robo-Soar is pre-programmed with a large amount 
of task specific knowledge including the decom- 
position of the task into problem spaces, the ap- 
propriate level for abstraction, and the knowledge 
to simulate internally its external actions. To ex- 
pand the knolwedge acquisition capabilities, we 
will consider both increased human interaction 
and increased automated learning. To increase 
human interaction, we plan to investigate increas- 
ing the modes of communication, so that the user 
can interrupt Soar at any time to give advice that 
can not only correct control knowledge but also 
add problem spaces and operators. One of the 
original inspirations of the Soar project has always 
been to create an Instructable Production System 
where the system is never programmed, only given 
high-level advice [21]. We are also studying experi- 
mentation techniques so that Robo-Soar will be 
able to learn much of the same information on its 
own, when human advice is unavailable. 
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