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Abstract—A system-level solution based on geometric optics 
(GO) for anechoic chamber optimized design is proposed and 
developed. It can deal with any chamber shape with an arbitrary 
layout of the radio/radar absorbing material. Two algorithms 
(forward and inverse) are developed with different complexities 
for different applications. Two new acceleration strategies in 
numerical simulation are proposed and implemented. Two 
semi-anechoic chambers are employed to validate the proposed 
solution and a good agreement has been achieved between the 
simulation and measurement results. Furthermore, the limitations 
of the proposed approach are also discussed. It is proved that the 
proposed solution is efficient and accurate for anechoic chamber 
system-level design. The software developed from this work 
(FACET) could be an effective and efficient solution for the 
industry. 
 
Index Terms—Anechoic chamber design, geometric optics 
(GO), normalized site attenuation (NSA). 
 
I. INTRODUCTION 
N anechoic chamber is a large room lined with radio/radar 
absorbing materials (RAMs) on the boundaries to simulate 
the free space environment – no radiowave echoes are 
generated, it has been widely used in the electromagnetic (EM) 
community for many years in applications from mobile phones, 
antennas, EMC tests to stealth aircraft and radar measurements 
[1]. However, the design of anechoic chambers is difficult and 
heavily dependent on the designer’s experience [2]. Normally, 
a large safe margin is built in to ensure the good performance of 
the chamber. There is a trade-off between the performance and 
the cost, the better RAM (thus better chamber performance) 
normally means more expensive and a larger RAM size. At the 
moment, there are no proper chamber design tools available; all 
chambers are basically designed using some guidelines 
(including in-house simple tools) and experience. The objective 
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of this work is to develop an efficient and systematic solution 
for anechoic chamber design which will help the designer to 
estimate the chamber performance accurately during the design 
process. The ultimate goal is to minimize the cost but optimize 
the chamber performance for given conditions and 
specifications. 
The chamber may have various forms in applications, such 
as tapered chambers [3], compact chambers with reflectors [4], 
double horn chambers [5], [6], etc. There are many ways and 
parameters to characterize the chamber performance: site 
attenuation (SA, or normalized SA), site voltage standing wave 
ratio (SVSWR) and field uniformity (FU) are the three key 
parameters which are normally employed in the chamber 
related standards [7], [8] to evaluate the chamber performance.  
A number of computational electromagnetics (CEM) 
modeling methods have been employed for chamber 
simulation, and they can be divided into two classes: micro 
level and macro level.  
At the micro level, the RAM reflectivity is related to the 
shape, permittivity and permeability of the RAM, full wave 
methods such as the finite-difference time-domain (FDTD) [9], 
frequency-domain finite-difference (FDFD) [10], finite 
element method (FEM) [11], and integral equation (IE)  [12, 
13] have been applied to the simulation and optimization of the 
RAM. By taking advantage of the periodic boundary condition, 
the mesh number and memory requirement can be reduced 
significantly. Other methods used for this problem, like the 
transmission line method [14], homogenization method [15-17] 
and rigorous coupled-wave analysis [18], simplify the RAM 
structure under certain assumptions. These methods may 
combine the analytical and numerical strategies together to 
further reduce the memory and time consumption with the 
expense of accuracy. 
At the macro level, the whole chamber performance is 
considered. Full wave methods have also been applied, because 
of the complexity and the large electrical size of the whole 
chamber, simplifications have been made to increase the 
efficiency and reduce the time and memory requirement. For 
example, in [19], to avoid the calculation of the Green’s 
function in such a complex environment, conductive wire 
meshes have been used to imitate the RAM in the moment 
method (MoM); in [20], large cells were introduced to increase 
the time step and reduce the memory requirement in the FDTD 
Building a Better Anechoic Chamber A 
Geometric Optics-Based Systematic Solution, 
Simulated and Verified 
Qian Xu, Yi Huang, Senior Member, IEEE, Xu Zhu, Senior Member, IEEE, Lei Xing,  
Paul Duxbury, Member, IEEE, and John Noonan 
A 
 2 
method; the homogenization method can also be combined 
with the transmission line matrix (TLM) to boost the efficiency 
[21]. Brute-force full-wave models without any simplifications 
have been applied as well, such as the TLM [22], hybrid 
MoM/FEM [23] and FDTD [24]. Even with a high performance 
computer, large electrical size problems with complex material 
scenarios are not easy to solve due to the large memory and 
time requirements. 
High frequency approximation methods such as GO have 
been proven to be a fast and efficient way to simulate the macro 
level problem [25-30]. However, RAM modeling at the system 
level is normally simplified by using a cosine approximation 
[26], an effective medium [31], a homogenization model [15], 
[16] or a multi-layer model [27]. Thus, the RAM is not fully 
described and to find an accurate equivalent analytical model 
over a wide frequency range and a wide incident angle is 
challenging. 
In this paper, we deal with the chamber design problem at the 
macro level and aim to develop an efficient and flexible 
system-level CAD tool. A full numerical model is used to 
describe the characteristics of the RAM without losing 
accuracy and efficiency. The GO theory is introduced first, and 
two different algorithms (forward and inverse [32]) are then 
developed with different acceleration strategies in the 
simulation, the far-field pattern of the antenna is used as the 
excitation source rather than a 3D antenna model as in the full 
wave simulation. This is reasonable because normally the 
antenna manufacturer needs to protect their intellectual 
property (IP) and does not provide the detailed 3D model of the 
antenna. The same thing applies to the RAM, the reflection 
coefficient of the RAM will be used rather than a simplified 
model or 3D model, it will be fully considered as a function of 
polarization, frequency, and incident angle; each type of the 
RAM will be saved as a multidimensional matrix. By 
borrowing the philosophy of object-oriented programming 
(OOP), from the system-level point of view, sub level objects 
like antennas and RAMs are encapsulated and easy to reuse. 
Finally, the results are verified by both simulations and 
measurements.  
 
II. THEORY 
A. Geometric Optics 
Compared with other CEM algorithms, GO may have the 
simplest expression in mathematics as shown in [33], [34]. The 
E-field in the chamber can be expressed as 
 
𝐸�⃑ = 𝐸�⃑ 0 ⋅ � 𝑅�𝑖� ⋅ � 𝑇�𝑖� ⋅ � 𝑒−𝛾𝑖𝑙𝑖� ⋅ 𝑆𝐹      (1) 
  
where the E-field is assumed to propagate like the light as 
shown in Fig. 1 where 𝐴0 and 𝐴 are the cross-sectional area of 
the ray tubes at the source point and field point of interest, they 
will be used to calculate the spreading factor (𝑆𝐹 = �𝐴0 √𝐴⁄ ). 
𝐸�⃑ 0 is the E-field at the source point (reference point), 𝐸�⃑  is the 
E-field at the field point. ∏𝑅�𝑖 and ∏𝑇�𝑖 are the reflection and 
transmission coefficient dyads along the whole ray path, 
∏𝑒−𝛾𝑖𝑙𝑖  is the total phase variations and losses along the whole 
path. 
 
 
Fig. 1. Radio wave propagation in GO.  
 
It can be seen from Fig. 1 that once the ray path is obtained, it 
is easy to calculate the E-field at the field point. For the 
anechoic chamber simulation, no transmission coefficient 
needs to be considered, this simplifies (1) as  
 
𝐸�⃑ = 𝐸�⃑ 0 ⋅ � 𝑅�𝑖� ⋅ � 𝑒−𝛾𝑖𝑙𝑖� ⋅ 𝑆𝐹              (2) 
  
where 𝑅� relates the incident field 𝐸�⃑ 𝑖 and reflected field 𝐸�⃑ 𝑟 as 
 
𝐸�⃑ 𝑟 = �𝐸∥𝑟
𝐸⊥
𝑟� = 𝑅� ⋅ 𝐸�⃑ 𝑖 = �𝑅∥∥ 𝑅∥⊥𝑅⊥∥ 𝑅⊥⊥� �𝐸∥𝑖𝐸⊥𝑖 �            (3) 
 
where 𝐸∥  and 𝐸⊥  are the decomposed parallel component and 
perpendicular component of the E-field. Equation (2) also 
simplifies the data structure for the CAD tool. In the simulation, 
this procedure requires a stack to store the rays, once the first 
ray of the stack is popped and traced, two rays are pushed back 
to the stack, this process will continue until the stack depth 
becomes zero. Without considering the transmission rays, the 
total ray number is not changed during the simulation; the rays 
can be stored in arrays. 
B. Ray Tracing 
The ray tracing technique has been well developed in the 
computer graphics community [35]. Although many techniques 
can be applied to EM simulation, no codes can be used directly 
without modification, and the biggest difference may be the 
polarization and field superposition.  
Normally, ray tracing technique can be divided into two 
groups: forward and inverse algorithms [32] as shown in Fig. 2. 
For the forward algorithm, the E-field on a predefined 
monitor plane is recorded, it can deal with point-to-area (P2A) 
problems but the inverse algorithm is more efficient for 
point-to-point (P2P) problems, only the E-field of the 
predefined points is recorded [36]. The bottleneck for the 
forward algorithm is the speed in finding the intersection point 
between the ray and model. For a single ray, the complexity is 
𝑂(𝑁𝑀) (N is the number of patches describing the model, M is 
the reflection order) without using an acceleration technique. It 
can be reduced to 𝑂(𝑁𝑀/2𝐻) (H is the depth of octree) by 
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using octree [37], or 𝑂(𝑀𝑙𝑜𝑔2𝑁) by using kd-tree technique 
[38], and it can be further reduced by taking the advantage of 
ray coherence theorem [36], [39]. Other techniques include 
parallelization with graphics processing unit (GPU) [40] and 
multi-resolution grid to reduce the total ray number [41]. The 
bottleneck for the inverse algorithm is finding the path that 
connects the source and field points with different orders, the 
maximum complexity is 𝑂(𝑁𝑀) [42].  
It is important to note that the complexity discussed above is 
for a single ray. If we consider the ray number T related with the 
electrical area S of the chamber as  𝑇~𝑂(𝑆2)~𝑂(𝑓2) (f is the 
frequency of interest), and the frequency sweep with F points 
the complexity of the forward algorithm needs to be multiplied 
by a factor of 𝑂(𝐹𝑓2). However, for the inverse algorithm, the 
ray path between the source point and the field point can be 
recorded after path finding, this makes it nearly independent of 
F and f, and the complexity will not be affected too much. 
In this paper, both algorithms are developed with the 
acceleration techniques; the chamber designer can choose the 
suitable one for a specific problem. If the field distribution in a 
specific region is of interest, the forward algorithm is preferred, 
if only the field at some discrete points need to be known, the 
inverse algorithm is more efficient. Different from other 
full-wave methods, the beauty of GO is that the fields 
contributed by different orders can be separated. The designer 
can identify where the unexpected field comes from by 
analyzing the field with different orders. 
 
 
(a) 
 
(b) 
Fig. 2. Two different approaches in ray tracing: (a) forward algorithm, (b) 
inverse algorithm. 
 
III. SIMULATION 
The proposed solution diagram is given in Fig. 3, which 
includes four parts from the top to the bottom. We name the 
software based on this solution as the fast anechoic chamber 
evaluation tool (FACET). The graphical user interface (GUI) is 
developed by using Microsoft Visual Basic .NET and the 
computational engine is developed by using MATLAB. They 
are connected using component object model technology. Like 
other CEM tools, it includes preprocessing, simulation and post 
processing parts. The two different algorithms share the same 
preprocessing but different post processing part. Each part will 
be explained in details. 
A. Modeling 
The model of a chamber is described by an ASCII STL file 
[43]. After importing the STL file, the model will be discretized 
into triangular meshes on the surfaces as shown in Fig. 4. The 
meshes will be used to determine the intersection point between 
the ray and the model.  
 
 
Fig. 3. Block diagram of the proposed solution. 
 
 
Fig. 4. Discretized chamber model with different RAMs (represented by the 
colors in different regions). 
 
B. Preprocessing 
1) Building the Octree: An octree is a data structure and 
suitable for the forward algorithm. We follow the same process 
given in [37]. But different from [37], we propose an adaptive 
octree depth instead of a fixed depth octree. The depth (D) is 
given as 
 
𝐷 = 1 + �𝑙𝑜𝑔2 𝑚𝑎𝑥 (𝑊,𝐻, 𝐿)𝑚𝑒𝑎𝑛(𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑒𝑑𝑔𝑒 𝑙𝑒𝑛𝑔𝑡ℎ)�      (4) 
 
where W, H and L represent the width, height and length of the 
chamber respectively, the mean value of all triangle edge length 
is used to determine the depth of the octree. The complexity of 
the octree building process is 𝑂(𝑁𝐷) , no acceleration 
technique is necessary, and the octree only needs to be built 
once. 
2) Far-field Data: The antenna far-field pattern is considered 
as the excitation source of the chamber; the E-field at 3 m 
distance is calculated as 𝐸�⃑ 0 in (2). As we can see, the structure 
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of the antenna is encapsulated; only the far-field data is needed, 
which can be obtained from either simulation or measurement 
of the antenna. To make it reusable, once the far-field pattern is 
obtained, it will be saved into a library/database which can be 
reused for future simulations. Four matrices are used to save the 
complex electric far-field at each frequency. They are �𝐸𝜃𝑚𝑎𝑔�, 
�𝐸𝜃𝑝ℎ𝑎𝑠𝑒�, �𝐸𝜑𝑚𝑎𝑔� and �𝐸𝜑𝑝ℎ𝑎𝑠𝑒� with dimension R x C where 
R is number of points in 𝜑 (azimuthal angle) direction, C is the 
number of points in 𝜃 (polar angle) direction.  
3) Boundary Condition: If we borrow the philosophy of the 
OOP, each triangle can be considered as an object in 
programming and the type of RAM on it can be considered as 
its property. Different triangles may have different kinds of 
RAM, as shown in Fig. 4. 
The boundary conditions in the full wave simulation 
normally include the perfect electric conductor (PEC), perfect 
magnetic conductor (PMC), radiation condition or perfect 
matched layer (PML), etc. In GO we can also emulate these 
kinds of boundary conditions by assigning suitable values to the 
reflection coefficient matrix 𝑅�  which has taken the wave 
polarization into account as shown in (3). The coordinates are 
defined in Fig. 5. The 𝑅� for the PEC is  
 
𝑅� = �𝑅∥∥ 𝑅∥⊥𝑅⊥∥ 𝑅⊥⊥� = �1 00 −1�                        (5) 
 
For the PML, there are two ways to treat it, we can either set the 
reflection coefficient to a very small value (e.g. -200 dB) or 
mark it a special type. In this paper, we set the RAM type index 
as -1, which can make it faster in ray tracing, and all rays that 
hit on the PML do not need to be traced for the next order 
reflection. 
 
 
Fig. 5. Definition of the coordinates for the incident and reflected wave. 
 
4) RAM Definition: A full numerical model is proposed to 
describe the reflection coefficient of the RAM, the reflection 
coefficient dyad 𝑅� includes 4 elements: 𝑅∥∥, 𝑅∥⊥, 𝑅⊥∥ and 𝑅⊥⊥, 
all of them are dependent on the incident angle and frequency, 
𝑅𝑖𝑗 = 𝑅𝑖𝑗(𝜃,𝜑, 𝑓) (i, j can be ∥ or ⊥), a 3D matrix as shown in 
Fig. 6 is used to save each type of RAM.  
Compared with the traditional simplified models [14-17], this 
approach needs more memory (10 MB/each RAM type) but 
much faster than the simplified models which need more 
operations to calculate the reflection coefficient for each 
reflection (while the proposed approach only needs 
interpolation). Also the proposed numerical model 
encapsulates the detailed information of RAM which can be 
obtained from either simulation [9-18] or the arch method in 
measurements [44]. The information is saved in a 
library/database to make it reusable. 
The RAM layout definition process is the same as the 
boundary condition definition. The type index is used to mark 
the RAM type on each triangle. The rotation of RAM is 
considered by applying an angle offset to 𝑅𝑖𝑗  with ∆𝜑 
(𝑅𝑖𝑗(𝜃,𝜑 + ∆𝜑, 𝑓)). 
 
 
Fig. 6. Data structure of the reflection coefficient. 
 
C. Forward Algorithm 
In this section, the forward algorithm is detailed with the 
acceleration techniques. First, the rays are launched from the 
source point, and then reflected and intercepted by the monitor 
plane as shown in Fig. 2; finally, results from different 
reflection orders are superimposed to obtain the total E-field. 
1) Initial Value: The initial value of the E-field and 
cross-sectional area need to be known to start the ray tracing 
procedure. The sphere surrounding the source point is divided 
into triangular patches as shown in Fig. 7. The vertices of the 
patch and the center of sphere form a tetrahedral, as shown in 
Fig. 8. The initial value 𝐸�⃑ 0 is determined by the E-field on the 
sphere using 2D interpolation of �𝐸𝜃𝑚𝑎𝑔�, �𝐸𝜃𝑝ℎ𝑎𝑠𝑒�, �𝐸𝜑𝑚𝑎𝑔� 
and �𝐸𝜑𝑝ℎ𝑎𝑠𝑒�, the radius of the sphere can be an arbitrary 
value, we use 3 m. The initial cross-sectional area is the 
triangular area 𝐴0  which will be used to calculate SF later; 
different from the pyramid ray tube in [34], the tetrahedral ray 
tube is used. For a pyramid ray tube, the wave front is 
quadrilateral, there is a potential risk that the wave front will be 
distorted and self-intersected after reflecting by the model, but 
for the tetrahedral ray tube, the wave front is always kept the 
shape of triangle. After the ray and ray tube is traced, 𝐸�⃑  at the 
field point is determined using (2). 
 
 
(a)                                                   (b) 
Fig. 7. (a) Sphere division and (b) initial values. 
 
 5 
It is interesting to note that each tube shares the same vertex 
with its neighbor, but the SF can be different after the tube 
interacts with the model, this will make the E-field at the 
vertices ambiguous. To eliminate this ambiguity, we only use 
the vertices to carry the information of SF, the E-field is defined 
at the sample points inside each patch, as shown in Table I, the 
tube triangle is divided into different orders, and the sample 
points are chosen to be the center of each triangle.  
 
 
Fig. 8. E-field along the ray. 
 
TABLE I 
TRIANGLE WITH DIFFERENT DIVISION ORDER 
Division Order Number of Sample Points Triangle Division 
1 1 
 
2 4 
 
3 16 
 
…
 
…
 
…
 
n 4𝑛−1  
   
 
2) Ray Tracing: After the initial value of the E-field is 
determined, rays need to be traced and recorded at the monitor 
plane. Since the adaptive octree has been built in the 
preprocessing part, we use the famous breadth-first search 
(BFS) algorithm [46] to find the intersection point between the 
ray and the model. Fig. 9 gives the searching process of BFS 
algorithm.  
 
 
(a)                                                        (b) 
Fig. 9. BFS searching algorithm: (a) geometrical view, (b) hierarchical view. 
 
The model is divided into boxes with hierarchy, the ray can be 
launched from anywhere in the model. The boxes at the top 
level are first checked. If the ray intersects with it, check the sub 
level boxes. In the last level, the intersection between the ray 
and triangle is checked (the shaded area in Fig. 9(a)), because 
the ray-box intersection check is much faster than the 
ray-triangle check. Fig. 9(b) gives the searching direction and 
sequence number, the shaded area means the box containing 
triangles that may potentially intersect with the ray. 
It is important to note that: if the model is over-divided by 
octree (the octree level is too deep), the searching speed will 
deteriorate. The ray-triangle and the ray-box checking numbers 
with different octree depths are given in Fig. 10. The model 
contains 768 triangle meshes, 1000 random rays are launched 
to perform the benchmark. When the octree depth is 1, the 
model is not divided into an octree; the ray-box checking 
number is zero. As can be seen in Fig. 10, although deeper 
octree reduces the ray-triangle checking number, it increases 
the ray-box checking number thus more time is wasted on the 
ray-box intersection check. That is the reason why the adaptive 
octree is proposed. 
 
 
Fig. 10. Ray-triangle and ray-box checking numbers with different octree 
depth. 
 
3) Reflection Coefficient Interpolation: Once the intersection 
point between the ray and the triangle is found, equation (3) is 
used to calculate the reflected E-field and update the initial 
value and the wave front area 𝐴0 for the next trace. Because the 
incident angle can be of an arbitrary value and the frequency of 
interest may not be exactly the same as the sample frequency in 
the full numerical model of RAM (where a set of frequencies 
are used), 1D and 2D interpolation are used to obtain the 
reflection coefficient value. First, each matrix in 𝑅�  is 
interpolated with the frequency of interest, since each element 
in the matrix needs to be interpolated, it is time consuming to 
do it in the ray tracing loop. This procedure can be moved out of 
the ray tracing loop and it only needs to be calculated once for 
each frequency of interest. Then, the 2D angle interpolation is 
applied to each matrix in 𝑅� . Considering the magnitude and 
phase, this makes only eight 2D interpolations for each 
ray-triangle intersection, which is much faster than the 
traditional RAM model. 
4) Acceleration Techniques:  One of the advantages of GO is 
that it is easy to parallelize. We have already used the octree 
algorithm to accelerate the intersection checking process. 
Further acceleration techniques are also considered, both the 
distributed computing and multithreading techniques are 
employed to divide the sphere in Fig. 7(a) into sub regions; rays 
in different sub regions are traced simultaneously in a different 
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computing engine, and finally the results are combined. Two 
methods are used to reduce the number of the total rays: one 
method is to set a threshold for the E-field value (e.g. -30 dB of 
the peak value). The rays below the threshold will be skipped. 
Another method is to limit the ray launching region; we rarely 
need to consider the rays close to the polar points in Fig. 7(a). 
By combing these two methods the speed can be improved 
significantly.  
5) Superposition: After the monitor plane is defined, the 
plane needs to be discretized into meshes. The mesh size is 
normally chosen ≤ 𝜆/10 (𝜆 is the wavelength of the frequency 
of interest). Fig. 11(a) gives the procedure for the value 
assignment in each tube: the values on each grid are first 
initialized as zero, after the ray tube is intercepted by the 
monitor plane, the grid points in the tubes are checked, the 
distance between the grid points and the sample points are 
calculated, the E-field of the nearest sample point is chosen to 
be the value of the grid point. Fig. 11(b) shows the 
superposition of the field values between two tubes, the field 
value on the grid points shared by different tubes are 
superimposed. 
Finally, the E-field from different orders needs to be 
superimposed to obtain the total value. 
 
 
(a)                                                        (b) 
Fig. 11. Superposition of the E-field in different tubes: (a) value assignment in 
each tube, (b) value update for the grid points shared by different tubes. 
 
D. Inverse Algorithm 
Different from launching the rays in all directions in the 
forward algorithm, the inverse algorithm finds the path that 
connects the source point and the field point which is called 
path finding. After the paths are found and saved, the initial 
value and the reflection coefficient can be obtained in the same 
way as in the forward algorithm, the final E-field with different 
orders can also be easily superimposed. 
1) Path Finding: Each triangle has a unique index number; 
the possible paths to be checked are shown in Fig. 12. For the 
rays reflected once from source point (S) to field point (F), the 
possible paths are S-1-F, S-2-F, S-3-F and S-4-F. As can be 
seen in Fig. 12(a), only 2 paths are practical (visible), other 
images are invisible because the intersection points are outside 
the triangle. The same thing happens to the 2nd order rays in 
Fig. 12(b), the number of paths to be checked becomes 12. 
Generally, for the model with N triangles, the number of Mth 
order paths to be checked is 𝑁(𝑁 − 1)𝑀−1 [32], [42]. It is 
important to note that without any acceleration strategy, it 
could be very time consuming to check the images one by one 
when N and M are large numbers. 
2) Acceleration Techniques: Parallelization is used as shown 
in Fig. 13. The engine can be a distributed computer or a thread 
in a single computer. The whole path tree is split into different 
parts which are checked by different engines simultaneously.  
An additional strategy which takes advantage of the chamber 
shape is proposed and called convex acceleration. In topology, 
the 3D model can be divided into two categories: the concave 
and the convex as shown in Fig. 14. 
 
 
(a) 
 
(b) 
Fig. 12. Path finding in the inverse algorithm: (a) paths with the 1st order, (b) 
paths with the 2nd order. 
 
 
Fig. 13. Parallel path finding. 
 
For a convex shape, all line segments connecting any pair of 
points are inside the shape. For a concave shape, there is a 
possibility that the line segments will be intercepted by the 
model itself. This offers an opportunity to accelerate the path 
finding process. Generally speaking, each path needs to be 
checked to make sure it is not intercepted by the other triangles 
of the model, but for a convex model, this checking procedure 
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is not necessary since most of the chambers are convex shape. 
The benchmark has been performed to validate the convex 
acceleration: for a model with 116 triangles, 1 thread is used, 
and only the 1st order reflection is considered, we found that 
the speed with convex acceleration is 28 times faster than the 
general algorithm. 
 
                  
(a)                                                        (b) 
Fig. 14. Topology of the model: (a) convex shape, (b) concave shape. 
 
E. Post processing 
The post processing is to process the results and calculate the 
figures of merit such as the SA in a fully anechoic chamber, or 
NSA in a semi-anechoic chamber, SVSWR and FU. All of 
these values are extracted from the E-field distribution in the 
post processing part. If the transmitting (Tx) antenna is well 
matched and the input power is normalized to 1 W, the NSA 
value can be calculated by using [45] 
 
𝑁𝑆𝐴(𝑑𝐵) = 46.76 + 𝐺 − 20𝑙𝑜𝑔𝑓 − 20𝑙𝑜𝑔𝐸𝑚𝑎𝑥        (6) 
 
where G is the gain of the Tx antenna in free space in dBi, f is 
the frequency of interest in MHz,  𝐸𝑚𝑎𝑥  is the maximum 
E-field value in V/m measured by the receiving (Rx) antenna, 
when the height is scanning from 1 m to 4 m. The definitions of 
SVSWR and FU can be found in [7], [8]. 
For a semi-anechoic chamber, the NSA is required to be in 
the range of ±4 dB of the values given in the standard [7], the 
SVSWR is required to be ≤ 6 dB and the FU is required to be in 
the range of 0 dB to +6 dB for 75% of the sample points for 
each frequency (shown in Table II). 
 
TABLE II 
ACCEPTABILITY CRITERION 
Test Performed Acceptability Criterion Reference 
NSA ±4 dB [7] 
SVSWR ≤6 dB [7] 
FU -0 dB, +6 dB for 75% [8] 
   
 
The cost of RAM used in the chamber can be obtained by  
 
𝐶𝑜𝑠𝑡𝑅𝐴𝑀 = �𝐴𝑟𝑒𝑎𝑖 × 𝑃𝑟𝑖𝑐𝑒𝑖                        (7) 
 
which is the summation of the price for all the RAMs used in 
the chamber, where i means the type index of the RAM. The 
cost is a vital parameter for a business, especially when the 
chamber is large. The proposed solution can optimize a 
chamber for given specs. 
 
IV. VERIFICATION 
A semi-anechoic chamber as shown in Fig. 15 is used for 
evaluation. The size of the chamber is 22 m × 13.5 m × 8 m (L × W × H). The Rx antenna is positioned at the left side in the 
test region, the Tx antenna is 3 m away from the Rx antenna, 
the height is 2 m. Both Rx and Tx antennas are half-wave 
dipoles. All the boundary conditions are set as PML except the 
ground plane (set as PEC). A monitor plane is set at 𝑥 =15.45 𝑚  across the center of the test region to record the 
E-field. 
 
 
Fig. 15.  A cross-section (horizontal) view of an ideal semi-anechoic chamber. 
 
Since this is a perfect half-space problem, and the Green’s 
function for the half space is well-known, only the Tx antenna 
needs to be discretized and the MoM is used to simulate it. 
Then, the far-field data is exported to FACET to predict the 
chamber performance; the results obtained from FACET and 
MoM method are compared to verify the accuracy of the 
proposed solution. The magnitude of the total E-field on the 
monitor plane at 1 GHz is shown in Fig. 16. As can be seen, 
they are in good agreement. 
  
 
(a) 
 
(b) 
Fig. 16. Total E-field in the semi-anechoic chamber: (a) obtained by using 
MoM method, (b) obtained by using the forward algorithm. 
 
The small difference between Fig. 16(a) and Fig. 16(b) is 
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due to the mutual coupling of the mirror antenna. The mutual 
coupling between the Tx antenna and its mirror antenna was 
considered in MoM, but not in FACET. A unique feature of GO 
is that the fields with different order of reflection can be viewed 
separately as shown in Fig. 17. The superposition of the zero 
order and first order E-field makes the total E-field in Fig. 
16(b). It is important to note that when the ray tubes hit the 
corners of the chamber, the wave front distorts drastically 
which may cause unreasonable values for the further rays, thus 
these ray tubes are filtered and may result in small errors. 
 
 
                              (a)                                                  (b) 
 
                              (c)                                                  (d) 
Fig. 17. y-polarized E-field with different reflective orders: (a) zero order 
magnitude, (b) first order magnitude, (c) zero order phase, (d) first order phase. 
 
By using the inverse algorithm, the paths with less than the 
2nd orders are shown in Fig. 18, higher order rays do not exist 
for the ideal semi-anechoic chamber. Actually only the zero 
and first order rays contribute to the field superposition, higher 
order rays are absorbed by the PML boundary. 
 
 
Fig. 18. Paths connect the source point and the field point with different orders: 
1 ray with zero order and 6 rays with the first order. 
 
The E-field values are extracted with the height scanning 
from 0 ~ 4 m at the center of the test region. Both the forward 
and inverse algorithms are used; results are compared and 
shown in Fig. 19. It can be seen that all the results are in good 
agreement except the height is close to the ceiling, this is 
because for the forward algorithm, the ray tubes hit the corners 
are filtered, the values become inaccurate when close to the 
corner (height close to 8 meters). 
After the E-field values are extracted, (6) is used to obtain the 
NSA values. The same procedure is repeated for each 
frequency of interest, Fig. 20 gives the results obtained from the 
CISPR standard [7], the MoM method and FACET. It is 
important to note that when we use the half-wave dipole 
antenna, mutual coupling correction factors should be used. As 
can be seen in Fig. 20, all the curves agree well with each other. 
The difference (mainly at lower frequencies) between the MoM 
and the other two is mainly due to the non-typical balun of the 
Tx antenna as already stated in [7]. Also GO is a high frequency 
method: at lower frequencies, the accuracy of the proposed 
GO-based method is reduced.  
 
 
Fig. 19. Total E-field comparison by using different methods. 
 
 
Fig. 20. NSA comparison of the reference semi-anechoic chamber. 
 
For this scenario, the overall simulation time using FACET 
for each polarization is less than 1 minute with a standard PC. 
The results validate the proposed method with confidence. It 
should be noted that for a practical chamber it is not realistic to 
simulate it using MoM (a huge amount of memory requirement 
and complex material definition which is sometimes not 
known). Simulation and measurement results for a practical 
semi-anechoic chamber using FACET are compared in the next 
section. 
 
V. MEASUREMENTS AND COMPARISONS 
For measurement comparison, a semi-anechoic chamber is 
selected as shown in Fig. 21. The size is 22 m × 13.5 m × 8 m 
(L × W × H). Both 3 m and 10 m NSA values are measured 
following the standard steps in [7]. Four different locations of 
the Rx antenna in the turntable region are tested: left (L), right 
(R), front (F) and center (C). For each location, there are two 
height values and two polarizations for the Tx antenna. These 
make 2 × 2 × 4 = 16 cases for each distance as shown in Table 
III. A biconical antenna is used in the frequency range of 30 
MHz ~ 200 MHz and a log-periodic antenna (LPDA) is used in 
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the frequency range of 200 MHz ~ 1 GHz. For the 10 m case, 
the Tx antenna is chosen to be 15° off the axis to test a more 
general scenario.  
The layout of the RAM is given in Fig. 4, the color represents 
the RAM type. Each RAM was characterized and the complex 
reflection coefficients for different angles were obtained. The 
magnitude of the normal reflection coefficient is shown in Fig. 
22. The paths with different orders for one of the receiving 
points are shown in Fig. 23. 100 sample points are used for the 
1 m to 4 m height scanning. The rays up to the 2nd order are 
considered, and the convex acceleration is used. For each 
scenario, the resource consumption using the inverse algorithm 
is shown in Table IV. The resource consumption using the 
traditional FDTD has also been estimated and given in the 
table. It can be seen that the full wave method takes 8 hours and 
10 GB memory to complete the simulation and is not a good 
choice for a chamber designer. For the frequency higher than 1 
GHz or a larger chamber the problem will become even worse. 
 
  
(a) 
 
(b) 
 
(c) 
Fig. 21. NSA measurement scenario: (a) chamber under test, (b) 3 m NSA, (c) 
10 m NSA. 
 
The measurement results for the 3 m NSA values deviated 
from the CISRP standard [7] are shown in Fig. 24(a) ~ Fig. 
24(d), the simulation results using FACET are shown in Fig. 
24(e) ~ Fig. 24(h). The measured and simulated results agree 
well with each other, the spikes in the measurement results may 
be due to the unexpected scatters from the complex 
environment (cables, masts, imperfect ground); Fig. 25 gives 
the measured and simulated 10 m NSA deviation. It can be seen 
that they are correlated; the peak value may have a slight shift 
in frequency which is due to the phase error at lower 
frequencies (mutual coupling, near-field effect). The 
differences between the simulation and measurement values are 
within ±2 dB.  
 
TABLE III 
NSA TEST SCENARIOS 
Polarization Tx Height Rx Location 
Horizontal (H) Lower (L) Left (L) 
Vertical (V) Upper (U) Right (R) 
  Front (F) 
  Center (C) 
   
 
 
Fig. 22. Normal reflection coefficient for different types of RAM. 
 
 
Fig. 23. Paths connect the source point and the field point with different orders: 
1 ray with zero order, 6 rays with first order and 18 rays with second order. 
 
TABLE IV 
RESOURCE COMPARISON 
 CPU Mesh No. 
Memory 
Requirement 
Simulation 
Time 
GO Inverse 
Algorithm 
2.33GHz 
2 threads 
116 
Triangles ~ 200 MB 2.5 mins 
FDTD 3.0 GHz 4 threads 
~ 90 million 
Hexahedra ~ 10 GB ~ 8 hrs 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
 (e) 
 
(f) 
 
(g) 
 
(h) 
Fig. 24. 3 m NSA deviation values: (a) ~ (d) measurement results, (e) ~ (h) 
simulation results. The notations are explained in Table III, e.g. HLC stands for 
horizontal polarization (H), the Tx antenna at  the lower (L) height and the Rx 
antenna is located at the center (C) of the test region. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
 
 (e) 
 
 (f) 
 
 (g) 
 
 (h) 
Fig. 25. 10 m NSA deviation values: (a) ~ (d) measurement results, (e) ~ (h) 
simulation results.  
 
The simulation and measurement of the FU in the frequency 
range of 80 MHz to 6 GHz have also been conducted and good 
results were obtained [47]. The results show that: for the 
frequencies higher than 1 GHz, the difference is smaller than 2 
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dB for both polarizations. For the frequencies lower than 1 
GHz, the error of FU in H-polarization is larger than that in 
V-polarization, this may be due to the mutual coupling between 
the Tx antenna and its image antenna, as the mutual coupling of 
the horizontal polarization is larger than vertical polarization. 
 
VI. DISCUSSION AND CONCLUSIONS 
A systematic solution has been proposed for anechoic 
chamber analysis and design which has resulted in the 
development of a CEM tool (FACET). The results from both 
the simulation and measurement have confirmed the validity 
and accuracy of the proposed solution. By borrowing the 
philosophy from software engineering, this approach does not 
require the antenna and RAM details which are normally not 
available. It provides a seamless connection between the micro 
level and the macro level designs, which makes the design 
procedure systematical. Although compared with the 
traditional analytical model, the proposed RAM model requires 
more memory to save it (10 MB/each type, it is still very small 
for computers nowadays) which is a trade-off of the proposed 
approach. 
It has also been shown that the tool is efficient and accurate 
for the anechoic chamber simulation and suitable for real work 
chamber design. Two algorithms are developed: the forward 
algorithm is more efficient for P2A problems while the inverse 
algorithm is more suitable for P2P problems. The 
corresponding acceleration strategies have been proposed, 
developed and discussed in detail. The adaptive octree has been 
proposed for the forward algorithm, and a new acceleration 
strategy named convex acceleration has also been proposed for 
the inverse algorithm. Both have improved the efficiency 
significantly.  
It is interesting to note the unique advantage of GO: fields 
with different orders can be viewed separately, this can be used 
to diagnose problems and identify where the unexpected field 
comes from.  
It is important to note that the GO is a high frequency 
approximation method, in the measurement part we have 
compared the simulation and measurement results which were 
in good agreement, and the error was smaller than ±2 dB. A 
potential problem is: at lower frequencies, the near field mutual 
coupling and diffraction may affect the results (the prediction 
accuracy is expected to be reduced using the proposed 
approach). However, in this case, the electrical size of the 
problem is not large; full-wave method can be used to simulate 
this problem [22-23]. Another issue is that the tip scattering of 
RAM at higher frequencies becomes significant and it is not 
considered in this model, when the tip scattering becomes the 
major contribution for the unexpected field (in millimeter 
wave), it will limit the boundary of the high frequency of this 
method. This could be in the region of statistical 
electromagnetics but not deterministic electromagnetics. For 
different RAM layout of the chamber the limit may vary, more 
detailed research for specific kinds of chambers will be the 
future work. 
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