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Energy is at best defined quasilocally in general relativity. Quasilocal energy definitions depend
on the conditions one imposes on the boundary Hamiltonian, i.e., how a finite region of spacetime
is “isolated.” Here, we propose a method to define and investigate systems in terms of their matter
plus gravitational energy content. We adopt a generic construction, that involves embedding of an
arbitrary dimensional world sheet into an arbitrary dimensional spacetime, to a 2+2 picture. In our
case, the closed 2-dimensional spacelike surface S, that is orthogonal to the 2-dimensional timelike
world sheet T at every point, encloses the system in question. The integrability conditions of T and
S correspond to three null tetrad gauge conditions once we transform our notation to the one of
the null cone observables. We interpret the Raychaudhuri equation of T as a work-energy relation
for systems that are not in equilibrium with their surroundings. We achieve this by identifying
the quasilocal charge densities corresponding to rotational and nonrotational degrees of freedom,
in addition to a relative work density associated with tidal fields. We define the corresponding
quasilocal charges that appear in our work-energy relation and which can potentially be exchanged
with the surroundings. These charges and our tetrad conditions are invariant under type-III Lorentz
transformations, i.e., the boosting of the observers in the directions orthogonal to S. We apply our
construction to a radiating Vaidya spacetime, a C-metric and the interior of a Lanczos-van Stockum
dust metric. The delicate issues related to the axially symmetric stationary spacetimes and possible
extensions to the Kerr geometry are also discussed.
PACS numbers: 04.20.Cv, 04.20.-q, 04.25.D-, 04.70.-s
I. INTRODUCTION
In general relativity, there is no unique definition of
matter plus gravitational energy exchange definition for
a system. For the case of pure gravity, for example, grav-
itational radiation and the energy loss associated with it,
can be identified unambiguously only at null infinity, I+,
of an isolated body [1]. Essentially it is assumed that ob-
servers are sufficiently far away from the body in question
so that the asymptotic metric is flat and the perturba-
tions around it correspond to the gravitational radiation.
Also it is assumed that the spacetime admits the peel-
ing property, i.e., the Weyl scalars behave asymptotically
and outgoing null hypersurfaces are assumed to intersect
I
+ through closed spacelike 2-surfaces whose departure
from the unit sphere is small [2]. It is known that the
wave extraction and the interpretation of the physically
meaningful quantities are often challenging for numerical
relativity simulations based on those asymptotic regions.
On the other hand, for astrophysical and larger scale
investigations, we would like to know how systems behave
in the strong field regime. We would like to understand
the behavior of binary black hole or neutron star merg-
ers and how those objects affect their close environment.
Considering the fact that gravitational energy cannot be
localized due to the equivalence principle, there have
been a considerable number of attempts to understand
the energy exchange mechanisms of arbitrary gravitating
systems quasilocally (see [3] for a detailed review), on top
of the earlier global investigations [4–6]. However, not all
of the quasilocal energy investigations are constructed on,
or translated into, the formalism that the numerical rel-
ativity community uses. In the present paper, we aim
to present a method with which one can investigate the
quasilocal energy exchange of a system. This involves the
observables of timelike congruences, however, we present
the corresponding null cone observables as well once we
perform a transformation between the two formalisms.
In [7] Capovilla and Guven (CG) generalize the Ray-
chaudhuri equation which gives the focusing of an arbi-
trary dimensional timelike world sheet that is embedded
in an arbitrary dimensional spacetime. Previously, in [8],
we applied their formalism to a 2-dimensional timelike
world sheet, T, embedded in a 4-dimensional spherically
symmetric spacetime. This allowed us to define quasilo-
cal thermodynamic equilibrium conditions and the corre-
sponding quasilocal thermodynamic potentials in a nat-
ural way.
In the present paper, we will consider more generic sys-
tems, which are not in equilibrium with their surround-
ings. Also the systems we consider here are not neces-
sarily spherically symmetric. Our main aim is to present
a method for the calculation of the energylike quantities
of these systems which can be exchanged quasilocally.
While doing so, we will switch from Capovilla and Gu-
ven’s notation to the notation of Newman-Penrose (NP)
formalism [9]. Firstly, this will ease our calculations. Sec-
ondly, the transformation of the original formalism of CG
to NP poses basic questions about the null tetrad gauge
invariance of numerical relativity in terms of quasilocal
concerns. Namely, if one wants to investigate a system
quasilocally one needs to define it consistently through-
out its evolution by keeping the boost invariance of the
quasilocal observers. This fixes a gauge for the complex
2null tetrad constructed through their local double dyad
in our 2+2 approach.
The construction of the paper is as follows. In Sec. II,
we survey some of the local, global and quasilocal ap-
proaches in the literature to investigate matter plus grav-
itational mass-energy exchange. We will show just how
broad the literature is in terms of energy exchange inves-
tigations. In Sec. III we start to question how to best
define a quasilocal system and introduce our choice of
system definition. Section IV gives a concise summary
of Capovilla and Guven’s formalism which is used to de-
rive the Raychaudhuri equation of a world sheet [7]. In
Sec. V we present the contracted Raychaudhuri equation
in the NP formalism and demonstrate how our gauge con-
ditions affect it. Later, in Sec. VI, we give physical inter-
pretations to the variables of the contracted Raychaud-
huri equation in terms of the quasilocal charge densi-
ties. We define the associated quasilocal charges and end
up with a work-energy relation. According to our inter-
pretation, the contracted Raychaudhuri equation of the
world sheet of the quasilocal observers gives information
about how much rotational and nonrotational quasilocal
energy the system possesses, in addition to the work that
should be done by the tidal fields to create such a sys-
tem. In Sec. VII we present applications of our method
to a radiating Vaidya spacetime, C-metric and interior
of a Lanczos-van Stockum dust source. We present the
delicate issues related to our construction in Sec. VIII
and give a summary and a discussion in Sec. IX. Our
derivations, together with the relevant equations of the
NP formalism, are presented in Appendices A, B and C.
We use (−,+,+,+) signature for our spacetime met-
ric. Therefore one has to be careful about the definitions
of the spin coefficients and curvature scalars when com-
paring them to Newman and Penrose’s original construc-
tion in [9]. However, that is not a complication for our
contracted Raychaudhuri equation as it is independent
of the metric signature. Also note that we use natural
units through out the paper so that c,G, h, kB are set to
1.
II. MASS-ENERGY EXCHANGE: LOCAL,
GLOBAL AND QUASILOCAL
A. Local approaches
For local investigations of the gravitational energy flux,
the Weyl tensor plays the central role. Newman and Pen-
rose introduce five complex Weyl curvature scalars which
incorporate all of the information of the Weyl tensor by
[9]
ψ0 = Cµναβ l
µmν lαmβ, (1)
ψ1 = Cµναβ l
µnν lαmβ, (2)
ψ2 = Cµναβ l
µmνmαnβ , (3)
ψ3 = Cµναβ l
µnνmαnβ , (4)
ψ4 = Cµναβn
µmνnαmβ , (5)
where Cµναβ is the Weyl tensor of the spacetime,
{lµ, nµ,mµ,mµ} is the NP complex null tetrad and the
only surviving inner products of the null vectors with
each other are 〈l,n〉 = −1 and 〈m,m〉 = 1.
The dynamics of timelike observers, who live in differ-
ent Petrov-type spacetimes, was investigated by Szekeres
previously [10]. In this method, one can assign physical
meanings to the Weyl scalars. However, we note that this
is only possible once we adapt our NP tetrad to the prin-
cipal null direction(s) of the spacetime in question. Once
we relax this condition, Weyl curvature scalars cannot be
interpreted as the way it was done in Szekeres’ work.
Let us decompose the Weyl tensor into its electric and
magnetic parts. One can define a super-Poynting vec-
tor through them via [11] Pµ = ǫµαβE
α
ν B
βν , where
Eµν = h
α
µh
β
νCασβγ t
σtγ is its electric part, Bµν =
− 12hαµhβνǫασγκCγκβρ tσtρ is the magnetic part, tµ is the
timelike vector orthogonal to the 3-dimensional space-
like hypersurfaces, hµν is the corresponding projection
operator and ǫµναβ is the Levi-Civita tensor. The super-
Poynting vector represents the gravitational energy flux
density following its electromagnetic analogy. In [12] it
is shown that choosing a transverse tetrad, rather than a
principal tetrad, aligns the gravitational wave propaga-
tion direction with the super-Poynting vector. Authors
indicate that if we have a device which in principle works
like Szekeres’ “gravitational compass” [10] we can detect
the gravitational waves locally.1 This is of course appli-
cable for a purely gravitational case.
B. Global approaches
For gravitational waves, Bondi mass loss [1] is one of
the most widely used expressions to determine the energy
lost by the system via gravitational radiation at null in-
finity. For an asymptotically flat spacetime, with NP
variables, the Bondi mass reads as [3]
MB = − 1
4π
∫
S
(
ψ
(0)
2 + σ
(0)σ˙
(0)
)
dS , (6)
1 In fact, recently, it has been announced that the gravitational
waves have been detected by local measurements of the two LIGO
interferometers [13].
3where S is the closed spacelike surface located at null in-
finity, σ = −〈m, Dml〉 is one of the NP spin coefficients
and the superscript “(0)” represents the leading order
part of the object with respect to a radial expansion.
The mass loss associated with the gravitational waves is
determined once the “time” derivative, denoted by the
overdot, of the Bondi mass is calculated in Bondi coor-
dinates. Note that in the tetrad formalism approach of
Bondi, the null tetrad is required to satisfy certain con-
ditions. In the Bondi-Metzner-Sachs gauge one has
κ = π = ε = 0, ρ = ρ, τ = α+ β, (7)
which gives the symmetry group of the conformal bound-
ary at null infinity.
In terms of other global investigations, the energy loss
of a relativistic body through its interaction with the
external field can be traced back to Misner, Thorne and
Wheeler’s mass definition [14] constructed via an effective
energy-momentum pseudotensor. Developed by many,
including [4, 15–17], the methodology for calculation of
the mass-energy loss of an isolated relativistic body via
its interaction with an external field is in fact very similar
to the Newtonian analysis [5].
One can calculate the mass-energy loss via [4, 5]
−dMS
dt
=
∫
∂S
(−g) t0JnJr2dΩ, (8)
where MS is the mass inside the 3-sphere S which gives
the mass of the isolated object, M , to leading order un-
der the slow rotation assumption; ∂S is the 2-dimensional
boundary of S , −g is the square of the 4-metric den-
sity, tαβ is the Landau-Lifshitz pseudotensor [18], nJ =
xJ/r are the radial vector components and dΩ is the 2-
dimensional volume element. If one keeps only the EI
cross terms, where EJK = RJ0K0, Rµναβ is the Rie-
mann tensor of the external field and IJK is the mass
quadrupole moment of the isolated body, one gets
−dMS
dt
=
d
dt
(
1
10
EJKIJK
)
+
1
2
EJK
dIJK
dt
, (9)
in which only the zeroth and first order time derivatives
and the leading order term in the perturbative expansion
are considered. In this approach, the first term on the
right-hand side is interpreted as the rate of change of
the interaction energy of the body and the external field,
whereas the second term is interpreted as the rate of work
done by the external field on the body. Therefore,
dW
dt
= −1
2
EJK
dIJK
dt
(10)
is sometimes referred to as tidal heating even though the
energy loss/gain is not solely via the cooling/heating of
the body in question [5].
There have been debates about whether or not the to-
tal mass of the body, which is taken as the sum of the
self energy and the interaction energy, is ambiguous in
this picture [4–6] 2. For the time being, let us bear in
mind that results obtained in this approach are true up
to the leading order of the energy calculations of an ex-
ternal field and of an asymptotically flat spacetime which
models a slowly rotating body at null infinity. Also,
in general, one should be careful about using energy-
momentum pseudotensors to calculate the mass-energy
of a system since not all of them satisfy the conservation
law with correct weight [3].3
C. Quasilocal approaches
When quasilocal calculations of the mass-energy ex-
change of generic systems are considered, it is seen that
the effective matter plus gravitational energy, momen-
tum and stress energy densities can be attributed to the
extrinsic or intrinsic geometry of a closed, spacelike, 2-
dimensional surface in many applications. These space-
like 2-surfaces can be considered as the t-constant sur-
faces of the (2+1) timelike boundary of the spacetime.
Alternatively, they can be considered as the embedded
surfaces of spacelike 3-hypersurfaces or embedded sur-
faces of the spacetime itself [19–25].
For example, suppose B is a (2+1) dimensional time-
like boundary of a finite spacetime domain. Brown and
York [21] define τµν = (Θγµν −Θµν) / (8π) as the object
that carries information about the matter plus gravita-
tional energy content of a given system by following a
Hamiltonian approach. Here Θµν is the extrinsic curva-
ture of the world tube and γµν is the 3-metric induced
on it that is fixed. Then the matter plus gravitational
energy flux density, fBY , follows from the world tube
derivative of the matter plus gravitational energy tensor,
i.e.,
fBY = γ
α
µ Dα (τ
µνtν) , (11)
where tµ is a timelike vector field which is not necessarily
orthogonal to the t-constant spacelike surfaces St, γ
α
µ is
2 The discussion began with Thorne and Hartle’s statement that
there exists an ambiguity in the total mass energy of the body
[4]. Later, Purdue concluded that there is no ambiguity at least
in the rate of work done on the system up to leading order [5].
Furthermore, Favata considered different “localisations” of grav-
itational energy and concluded that the total mass-energy of the
system does not depend on the choice of the energy-momentum
pseudotensor and is thus unambiguous [6].
3 Let tµν
(2k)
be a gravitational stress-energy pseudotensor with
k ∈ R. Some of the well known pseudotensors in gen-
eral relativity can be defined via 2|g|k+1
(
8piG tαβ
(2k)
−Gαβ
)
:= ∂µ∂ν
(
|g|k+1
[
gαβgµν − gανgβµ
])
. Then Einstein field equa-
tions imply that ∂α
(
|g|k+1
[
tαβ
(2k)
+ Tαβ
])
= 0 where Tαβ is
the matter stress energy tensor. This shows that there is only
one pseudotensor, tµν
(−2), which satisfies the conservation of the
“total” stress-energy tensor with the correct weight.
4the projection operator on to the world tube and Dα is
the spacetime covariant derivative.
In [26], the authors define the rate of work done on a
quasilocal system via Eq. (11) by specifically choosing tµ
not to be a timelike Killing vector field of the world tube
metric. According to Booth and Creighton, in vacuum,
the rate of work done on the system by its environment
is given by
dW
dt
= −1
2
∫
St
d2x
√−γτµν$tγµν , (12)
where $t is the operator that is obtained by projecting
the covariant derivative operator defined by the induced
metric of B on the spacelike 2-surface. Equation (12)
is used to calculate the tidal heating quasilocally in the
weak field limit, which serves as an excellent example to
compare the quasilocal formalisms with the global ones.
Their results show that the leading terms of the rate
of work done is not exactly equal to the one given by
the global method, eq. (10). It is only the so-called ir-
reversible part, the portion that is expended to deform
the body, that is equal to 12E
JKdIJK/dt and hence at-
tributed to tidal heating. However, there exists an addi-
tional portion which is stored as the potential energy in
the system, called the reversible part, which differs from
the results of the global method.
In [27], Epp et al. take one step further and come up
with a more concrete definition of matter plus gravita-
tional energy flux between the initial, Si, and final, Sf ,
slices of a world tube. This approach is more concrete
in the sense that the 2-surfaces have certain conditions
on them. The authors define a rigid quasilocal frame
by demanding the 2-surfaces to have zero expansion and
shear when they are considered to be embedded in the
world tube. In this approach, the energy flux density in
vacuum is calculated as αµP
µ. Here αµ is the proper
acceleration of the observers projected on the 2-surface,
Pµ are constructed via the normal and tangential projec-
tions of τµν , as defined by Brown and York [21]. On the
spacelike 2-surfaces Pµ = σµνuρτνρ and σµν is the metric
induced on the 2-surfaces. This is a coordinate approach.
However, the conditions they impose on the spacelike 2-
surface can be translated into null tetrad gauge condi-
tions once a change of formalism is applied. In the next
section, we will see that our definition of a system is not
as restrictive as the one of Epp et al..
III. NULL TETRAD GAUGE CONDITIONS
AND THE QUASILOCAL CALCULATIONS
In the present paper, we have no intention to discuss
the advantages and disadvantages of numerical relativ-
ity calculations at finite distances.4 However, we would
like to keep track of the quasilocal observables and the
null cone observables simultaneously as they are not al-
ways investigated in tandem in numerical relativity sim-
ulations.
Consider the case of a perturbed rotating black hole.
In real astrophysical cases, our ultimate goal is to get in-
formation about the properties –such as the mass, angu-
lar momentum and their dissipation rates– of this black
hole via the gravitational radiation we detect. In such
a case, we have the freedom to choose a null tetrad for
gravitational radiation calculations and a corresponding
orthonormal tetrad for the quasilocal energy calculations.
One of our aims, in this paper, is to check whether or not
those tetrad choices are consistent with each other when
the different formalisms are considered.
For example, there is a geometrically motivated trans-
verse tetrad, the so-called quasi-Kinnersley tetrad [31],
which is considered to be one of the best choices to study
the gravitational wave extraction from a perturbed Kerr
black hole [32–34]. In [12], Zhang et al. investigate the
directions of energy flow using the super-Poynting vector
and show that the wave fronts of passing radiation are
aligned with the quasi-Kinnersley tetrad. However, in the
current section, we introduce certain null tetrad gauge
conditions for a quasilocal system which are not satisfied
by the quasi-Kinnersley tetrad. This might mean that
even though one can measure the gravitational radiation
emitted from a region properly, one might not be able
to extract the quasilocal properties of its source consis-
tently. What we mean by this sentence will be more clear
once we introduce our formalism and give a detailed dis-
cussion of this specific issue in Sec. VIII.
When the quasilocal properties are taken into consider-
ation, one has to start the investigation with a proper def-
inition of a system. This is the missing ingredient in many
quasilocal approaches in the literature. In the present
paper, we use a purely geometrical method to define our
system. We will mainly consider a 2-dimensional timelike
world sheet embedded into a 4-dimensional spacetime.
The instantaneously defined 2-dimensional spacelike sur-
face orthogonal to the world sheet at every point, encloses
the system in question.
The motivation behind the choice of such a geomet-
ric construction comes from the fact that the well-
defined quasilocal energy definitions, which are made
by following a Hamiltonian approach, rely on the
mean extrinsic curvature of a spacelike 2-surface. It is
a measure of boost-invariant matter plus gravitational
energy density of the system [22, 24, 25, 35]. Hence the
extrinsic geometry of this 2-surface, when it is embedded
directly into a generic spacetime for example, is thought
4 For example see Go´mez and Winicour’s discussion on this issue
[28]. Also see [29] for a construction of a conformal method
and see [30] for a pedagogical review of conformal methods in
numerical relativity.
5to have a more fundamental importance in terms of the
quasilocal energy and energy exchange calculations.
In order to see how we define a system in the present
paper, let us follow [7] and consider an embedding of an
oriented world sheet with an induced metric, ηab , written
in terms of orthonormal basis tangent vectors, {Ea},
g(Ea , Eb) = ηab , (13)
where gµν is the 4-dimensional spacetime metric. Now
consider the two unit normal vectors, {Ni }, of the world
sheet which are defined up to a local rotation by
g(Ni , Nj ) = δij , (14)
g(N i, Ea) = 0, (15)
where {a, b} = {0ˆ, 1ˆ} and {i, j} = {2ˆ, 3ˆ} are the dyad
indices and the Greek indices will refer to 4-dimensional
spacetime coordinates. Also note that to raise (or lower)
the indices of tangential and normal dyad indices of an
object, one should use ηab (or ηab) and δ
ij (or δij ) re-
spectively, where in an orthonormal basis ηab = (−1, 1)
and δij = (1, 1).
Let us call this embedded timelike world sheet T, and
the spacelike surface which is orthogonal to T at every
point, S. For a physically meaningful construction, we
want the tangent spaces of these embedded surfaces to
be integrable [7].
According to Frobenius theorem, involutivity is a suf-
ficient condition for the existence of an integral manifold
through each point [36]. In other words, let Dk be a
k-dimensional distribution on a manifold M , which is re-
quired to be C∞. Dk is involutive if for the vector fields
X,Y ∈ Dk their Lie bracket satisfies [X,Y] ∈ Dk [37].
Therefore our tangent basis vectors {Ea, Ni} need to
satisfy
[Ea, Eb] = f
c
abEc, (16)
[Ni, Nj] = h
k
ijNk. (17)
Note that one can construct a complex null tetrad,
{l,n,m,m}, via an orthonormal double dyad and vice
versa according to
Eµ
0ˆ
=
1√
2
(lµ + nµ) , (18)
Eµ
1ˆ
=
1√
2
(lµ − nµ) , (19)
Nµ
2ˆ
=
1√
2
(mµ +mµ) , (20)
Nµ
3ˆ
= − i√
2
(mµ −mµ) . (21)
Now let us see the gauge conditions that the Frobenius
theorem, when applied to the tangent spaces of T and
S, imposes on a null tetrad constructed via the tangent
vectors of T and S. We can rewrite Eq. (16) as
EµaDµE
ν
b − EµbDµEνa = f cabEνc := F νab . (22)
Considering the only nonzero component of Fab, i.e.,
F0ˆ1ˆ = −F1ˆ0ˆ and expressions (18)–(19) we can write
F ν
0ˆ1ˆ
= Eµ
0ˆ
DµE
ν
1ˆ
− Eµ
1ˆ
DµE
ν
0ˆ
= f 0ˆ
0ˆ1ˆ
Eν
0ˆ
+ f 1ˆ
0ˆ1ˆ
Eν
1ˆ
=
1
2
[(lµ + nµ)Dµ (l
ν − nν)
− (lµ − nµ)Dµ (lν + nν)]
=
1√
2
[
f 0ˆ
0ˆ1ˆ
(lν + nν) + f 1ˆ
0ˆ1ˆ
(lν − nν)
]
. (23)
Thus,
(Dln
ν −Dnlν) = − 1√
2
[(
f 0ˆ
0ˆ1ˆ
+ f 1ˆ
0ˆ1ˆ
)
lν
+
(
f 0ˆ
0ˆ1ˆ
− f 1ˆ
0ˆ1ˆ
)
nν
]
. (24)
Now if we take the inner product of both sides of Eq. (24)
with the null vector m we get
〈m, Dln〉 − 〈m, Dnl〉 = π − (−τ) = 0, (25)
which follows from the propagation equations (A10) and
(A12) of the spin coefficients of the Newman-Penrose for-
malism [9].
Likewise when we rewrite Eq. (17) we get
NµiDµN
ν
j −NµjDµNνi = hkijNνk := Hνij . (26)
If we consider the nonvanishing component H2ˆ3ˆ with the
expressions (20)-(21) we can write
Hν
2ˆ3ˆ
= Nµ
2ˆ
DµN
ν
3ˆ
−Nµ
3ˆ
DµN
ν
2ˆ
= h2ˆ
2ˆ3ˆ
Nν
2ˆ
+ h3ˆ
2ˆ3ˆ
Nν
3ˆ
= − i
2
(mµ +mµ)Dµ (m
ν −mν)
+
i
2
(mµ −mµ)Dµ (mν +mν)
=
1√
2
[
h2ˆ
2ˆ3ˆ
(mν +mν)− ih3ˆ
2ˆ3ˆ
(mν −mν)
]
.
(27)
Hence,
(Dmm
ν −Dmmν) = − 1√
2
[
mν
(
h3ˆ
2ˆ3ˆ
+ ih2ˆ
2ˆ3ˆ
)
−mν
(
h3ˆ
2ˆ3ˆ
− ih2ˆ
2ˆ3ˆ
)]
.(28)
Taking the inner product of both sides of Eq. (28) with
6the null vectors l and n respectively gives,
〈l, Dmm〉 − 〈l, Dmm〉 = ρ− ρ = 0, (29)
〈n, Dmm〉 − 〈n, Dmm〉 = (−µ)− (−µ) = 0, (30)
which follow from the propagation equation (A18).
Therefore we will state that for quasilocal energy cal-
culations in our 2+2 approach, the following three null
gauge conditions must be satisfied,
τ + π = 0, ρ = ρ, µ = µ. (31)
It is easy to check that under a type-III Lorentz trans-
formation of the complex null tetrad, i.e.,
l → a2l, (32)
n → 1
a2
n, (33)
m → e2iθm, (34)
m → e−2iθm, (35)
the gauge conditions (31) are preserved. This is because
transformation of the spin coefficients τ, π, ρ, µ under
type-III Lorentz transformation follows as [38]
τ → e2iθτ, (36)
π → e−2iθπ, (37)
ρ → a2ρ, (38)
µ → 1
a2
µ, (39)
in which a2 and 2θ respectively refer to the boost and
spin parameters in Newman-Penrose formalism. They
are arbitrary real functions. Note that this transforma-
tion corresponds to
Eµ
0ˆ
→ γ
(
Eµ
0ˆ
− βEµ
1ˆ
)
, (40)
Eµ
1ˆ
→ γ
(
Eµ
1ˆ
− βEµ
0ˆ
)
, (41)
where
β =
a4 − 1
a4 + 1
and γ =
1√
1− β2
, (42)
meaning that a type-III Lorentz transformation of the
null tetrad corresponds to the boosting of the timelike
observers along Eµ
1ˆ
on T. This is the property we want
to preserve in the definition and the investigation of our
quasilocal system.
IV. RAYCHAUDHURI EQUATION OF A
TIMELIKE WORLD SHEET
In [7], Capovilla and Guven construct a formalism to
investigate the extrinsic geometry of an arbitrary dimen-
sional timelike world sheet embedded in an arbitrary di-
mensional spacetime. We use their formalism to investi-
gate the properties of a 2-dimensional world sheet, T, em-
bedded in a 4-dimensional spacetime as introduced in the
previous section. Note that the Raychaudhuri equation
of T carries information about how much the congruence
of timelike world sheets — rather than world lines — ex-
pands, shears or rotates. In their construction, Capovilla
and Guven define three types of covariant derivatives,
whose distinction we now introduce.
Let the torsionless covariant derivative defined by the
spacetime coordinate metric be Dµ and its projection
onto the world sheet be denoted byDa = E
µ
aDµ. On the
world sheet T, ∇a is defined with respect to the intrinsic
metric and ∇˜a is defined on tensors under rotations of
the normal frame, i.e., on S. Likewise the projection of
the spacetime covariant derivative on the instantaneous
2-surface S is Di = N
µ
iDµ. On S, ∇i is defined with
respect to the intrinsic metric and ∇˜i is defined on tensors
under rotations of the normal frame of S.
To study the deformations of T and S, the following
extrinsic variables are introduced [7]. The extrinsic cur-
vature, Ricci rotation coefficients and extrinsic twist of
T are respectively defined by
K iab = −gµν (DaEµb)Nνi = K iba , (43)
γabc = gµν (DaE
µ
b)E
ν
c = −γacb , (44)
w ija = gµν
(
DaN
µi
)
Nνj = −w jia , (45)
while the extrinsic curvature, Ricci rotation coefficients
and extrinsic twist of S are respectively defined by
J ija = gµν
(
DiEµa
)
Nνj , (46)
γijk = gµν
(
DiN
µ
j
)
Nνk = −γikj , (47)
S iab = gµν
(
DiEµa
)
Eνb = −S iba . (48)
By using those extrinsic variables one can investigate how
the orthonormal basis {Ea , N i} varies when perturbed on
T according to
DaEb = γ
c
ab Ec −K iab Ni , (49)
DaN
i = K iab E
b + w ija Nj , (50)
or perturbed on S according to
DiEa = SabiE
b + JaijN
j , (51)
DiNj = −JaijEa + γ kij Nk . (52)
Then the generalized Raychaudhuri equation, after being
contracted with the orthogonal basis metrics ηab and δij
is given by(
∇˜bJ ija
)
ηabδij = −
(
∇˜iK jab
)
ηabδij − J ib kJ kja ηabδij
+ g(R(Eb , N
i)Ea , N
j)ηabδij
−K ibc K cja ηabδij , (53)
7where Rαβµν is the Riemann tensor of the 4-dimensional
spacetime [7], and
g(R(Ea , Ni )Eb , Nj ) = RαβµνE
µ
aN
ν
iE
β
bN
α
j . (54)
Note that w kbi transforms as a connection under the ro-
tation of S and
∇˜bJaij = ∇bJaij︸ ︷︷ ︸
DbJaij − γ cba Jcij
− w kbi Jakj − w kbj Jaik . (55)
Likewise, S iab transforms as a connection under the ro-
tation of T such that
∇˜iK jab = ∇iK jab︸ ︷︷ ︸
DiK
j
ab
− γ j
i k
K kab
− SaciK cjb − SbciK cja .
(56)
Previously, in [8], we interpreted Eq. (53) for spherically
symmetric systems by defining a quasilocal thermody-
namic equilibrium state and the associated quasilocal
thermodynamic potentials. To define quasilocal ther-
modynamic equilibrium, we minimized the quasilocal
Helmholtz free energy density which was defined via the
mean extrinsic curvature of S. This showed us that the
equilibrium takes place when the system is defined by the
set of quasilocal observers who are located at the appar-
ent horizon. For further details and the natural outcomes
of this interpretation one can refer to [8]. In the following
sections we will investigate more general systems which
are in nonequilibrium with their surroundings. Moreover,
we will relax the condition of spherical symmetry.
V. RAYCHAUDHURI EQUATION WITH THE
NEWMAN-PENROSE FORMALISM
We use the relations (18)-(21) in order to rewrite the
contracted Raychaudhuri equation of our 2-dimensional
timelike world sheet, Eq. (53), in the language of the
NP formalism. This will allow us to compare the results
of the investigations of the energy exchange mechanisms
built on null cone variables and the notation that is used
in quasilocal energy calculations.
Note that Eq. (53) is built on the extrinsic geometry of
T and S. Those extrinsic objects, like curvature, rotation
and twist, are all measures of how much the dyad vectors
change when they are propagated along each other. Like-
wise in the NP formalism, spin coefficients are defined
via the changes of null vectors when they are propagated
along each other with the relevant projections. A short
summary of the NP formalism and the detailed calcula-
tions of our formalism transformation can be found in
Appendices A and B respectively.
When the formalism transformation is applied, the
contracted Raychaudhuri equation, (53), of T can be con-
veniently written as
∇˜TJ = −∇˜SK − J 2 − K 2 + R W , (57)
where
∇˜TJ := ηabδij∇˜bJaij
= [Dn (ρ+ ρ)−Dl (µ+ µ)]
− [(ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ)]
+ 2 [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)] , (58)
∇˜SK := ηabδij∇˜iKabj
= Dm (π − τ ) +Dm (π − τ) (59)
− [(α− β) (π − τ ) + (α− β) (π − τ)]
+ 2
[
(α+ β) (π + τ) +
(
α+ β
)
(π + τ)
]
,
(60)
J 2 := Jbik Jalj η
abδijδlk
= 2
(
µρ+ µρ+ σλ+ σλ
)
, (61)
K 2 := KbciKadj η
abηcdδij
= −2 (κν + κν + πτ + πτ ) , (62)
R W := g(R(Eb , Ni )Ea , Nj )η
abδij
= Dn (ρ+ ρ)−Dl (µ+ µ)
+Dm (π − τ ) +Dm (π − τ)
− [(α− β) (π − τ) + (α− β) (π − τ )]
− [(ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ)]
− 2 (κν + κν) + 2 (ρµ+ ρµ+ λσ + λσ) . (63)
An alternative, more compact expression for R W is
R W = −2
(
ψ2 + ψ2 + 4Λ
)
. (64)
Now if we substitute the terms (58)–(64) back into
Eq. (57) we see that the Raychaudhuri equation is not
yet satisfied. This is simply because Capovilla and Gu-
ven impose the integrability condition in their formalism
to define the extrinsic objects5 and we did not impose it
after our change of formalism. We must further impose
the null tetrad gauge conditions introduced in Sec. III.
5 This can be seen by checking the symmetries of the extrinsic
objects introduced at the previous section.
8Thus, with τ + π = 0, ρ = ρ and µ = µ we get
∇˜TJ = 2 (Dnρ−Dlµ)
− 2 [(ε+ ε)µ+ (γ + γ) ρ] , (65)
∇˜SK = 2 (Dmπ −Dmτ)
− 2 [(α− β) π + (α− β)π] , (66)
J 2 = 4µρ+ 2
(
σλ+ σλ
)
, (67)
K 2 = −2 (κν + κν) + 2 (ππ + ττ ) , (68)
R W = 2 [Dnρ−Dlµ] + 2 [Dmπ −Dmτ ]
− 2 [(α− β) π + (α− β)π]
− 2 [(ε+ ε)µ+ (γ + γ) ρ]− 2 (κν + κν)
+ 2 (ττ + ππ) + 4µρ+ 2
(
σλ + σλ
)
, (69)
and the alternative expression (64) is unchanged. These
variables now satisfy the Raychaudhuri equation as ex-
pected.
We further note that since the Einstein field equations
have not yet been applied, (65)–(69) are purely geomet-
rical results irrespective of the underlying gravitational
theory that governs the dynamics of the quasilocal ob-
servers. In order to satisfy the Einstein equations, all 16
of the field equations of the spin coefficients should be
satisfied. However, we need to emphasize that this ver-
sion of the contracted Raychaudhuri equation contains
all the information contained in two of the NP spin field
equations. Let us consider the following NP spin field
equations
Dl µ−Dm π = µ ρ− (ε+ ε)µ+ σλ+ π π
− (α− β)π − κ ν + ψ2 + 2Λ, (70)
Dn ρ−Dm τ = −µρ+ (γ + γ) ρ− σ λ− τ τ
− (α− β) τ + κ ν − ψ2 − 2Λ. (71)
If we take (70)+(70)∗−(71)−(71)∗, where ∗ denotes the
complex conjugate, then the result is the contracted Ray-
chaudhuri equation of the world sheet under our gauge
conditions. We will not attempt to restrict the general
set of equations (65)-(69) by further imposing the Ein-
stein equations. Rather, we will apply it to spacetimes
that are already solutions of the Einstein field equations.
VI. A WORK-ENERGY RELATION
In this section we are going to define quasilocal charges
by using the terms that appear in the Raychaudhuri
equation. Ultimately we will make definitions so as to
end up with a work-energy relation that looks like the
following
ETotal = EDilatational + ERotational +WTidal. (72)
In doing so, one of Kijowski’s quasilocal energy defini-
tions will be our anchor. Let us recall the two energy
definitions made by Kijowski which are derived from a
gravitational action [22],
EK1 = − 1
16π
∮
S
dS
(
H2 − k20
k0
)
, (73)
EK2 = − 1
8π
∮
S
dS
(√
H2 − k0
)
, (74)
where the square of the mean extrinsic curvature, H2,
is the k2 − l2 term that often appears in quasilocal en-
ergy definitions. The term k0 is the extrinsic curvature
of a spacelike 2-surface embedded into the 3-dimensional
space of a reference spacetime which is chosen to be
Minkowski, M 4, in Kijowski’s work. Previously, we iden-
tified Eq. (73) as internal energy [8] since it was associ-
ated with the quasilocal energy of a system in equilib-
rium which can potentially be used to do work, dissipate
heat or exchange energy in other forms. The second ex-
pression (74) is usually interpreted as the invariant mass
energy of the system that is an analogue of a proper mass
of a particle [24]. Therefore if we are after an expression
which represents the energy that can be exchanged by
the system, H2 should be our central object.6
The quasilocal energy definitions EK1 and EK2 of Ki-
jowski both have the functional form
(
H2
)p
with p = 1
and p = 1/2 respectively. This is due to Kijowski ap-
plying a Legendre transform on the boundary Hamilto-
nian with different boundary conditions. In the case of
EK1, he controls the information on the boundary of the
world tube by imposing conditions on the metric of the
induced 2-surface and the associated curvature. He sets
the components of the induced 2-metric of S to be time
independent in this type of control, in order to avoid the
extra volume inclusions. By contrast in EK2, the entire
information of the world tube is controlled via imposing
conditions on the 3-metric of the world tube. Those con-
ditions require the world tube metric to have g00 = 1
and g0A = 0, where A refers to the indices of the space-
6 The literature is divided into two camps in terms of the defi-
nition of the extrinsic curvature scalars k and l. For example,
let us consider k := σµνkµν = σµν
(
σαµσ
β
νDα nβ
)
, where σµν
is the induced 2-metric on the closed spacelike surface, S, and
n is the unit vector orthogonal to S when we consider its em-
bedding in a spacelike 3-volume. For this definition, k0 = +
2
r
for a round 2-sphere. This notation was used in Epp’s [24], Liu
and Yau’s [25] and in Szabados’s review article [3]. On the other
hand, Brown and York [21] and Kijowski [22] follow the formal
notation for the extrinsic curvature with an extra minus sign.
Accordingly k0 = −
2
r
for a round 2-sphere in their notation. In
this paper, we follow the notation used by the first camp since
the “positivity” theorem was first presented in this notation [25].
Moreover, we suspect most researchers refer to Szabados’ review
article to compare and contrast various quasilocal energy defini-
tions. Therefore, in Kijowski’s original paper [22], EK1 and EK2
are given in different forms than the ones presented in Eqs. (73)
and (74) respectively.
9like boundary of the world tube. Ultimately EK1 and
EK2 might be used for situations where different bound-
ary conditions apply. However, this does not cause any
problem in terms of the dimensionality of the quasilo-
cal energies as the so-called reference terms, which make
sure that the energy definitions are boost invariant, do
not appear in the same format.
Previously, in [8], we defined quasilocal thermody-
namic potentials at equilibrium for spherically symmet-
ric spacetimes by using the terms that appear in the
contracted Raychaudhuri equation, (53), of T. We ap-
plied our formalism for metrics with boundary conditions
g00 = 1, g0A = 0 when the quasilocal observers are lo-
cated at the apparent horizon. Therefore the quasilocal
charges defined in [8] take the same form as EK2. Note
that this refers to a very special state of the system in
question.
In the present paper, we would like to define quasilocal
charges for nonequilibrium states and we would like to go
beyond spherical symmetry. We will consider spacetimes
with metrics that have time independent components for
the induced 2-metric on S just as Kijowski did to de-
fine EK1. In order to define the quasilocal charges we
will first multiply the contracted Raychaudhuri equation
(57) by 2 7, and add the reference energy term, k20 , to
each side. Since all of the terms that appear in Eq. (57)
have dimension (length)−2 on account of their relation-
ship to the Riemann tensor, to obtain a quasilocal energy
expression we further divide by k0 before integrating the
equation on our closed 2-surface S. Then we obtain the
following quasilocal charges
ETot = − 1
16π
∮
S
dS

−
(
2∇˜TJ + k20
)
k0

, (75)
EDil = − 1
16π
∮
S
dS
[
2J 2 − k20
k0
]
, (76)
ERot = − 1
16π
∮
S
dS
[
2∇˜SK + 2K 2
k0
]
, (77)
WTid = − 1
16π
∮
S
dS
[−2R W
k0
]
, (78)
so that
ETot = EDil + ERot +WTid (79)
is satisfied.
In the following sections, we will discuss our reasons for
these quasilocal charge definitions. The reasons behind
naming our quasilocal charges like energy associated with
dilatational or rotational degrees of freedom and work
done by tidal fields of the system will be explained.
7 The reason behind this factor of 2 will be more clear in the
following sections.
A. Energy associated with dilatational degrees of
freedom
In spherical symmetry [8], we were able to write J 2 :=
JbikJalj η
abδijδlk in terms of the square of the mean ex-
trinsic curvature, H2, of S via 2J 2 = H2. Note that
confining the quasilocal observers to radial world lines
in a spherically symmetric system results in correspond-
ing, purely radial, null congruences that are shear-free.
Indeed, for the generic case,
H2 := Jaik Jbjl η
abδikδjl = 2 (ρ+ ρ) (µ+ µ) , (80)
J 2 := JailJbjk η
abδikδjl = 2
(
µρ+ µρ+ σλ+ σλ
)
.(81)
Therefore with two of our null tetrad gauge conditions,
ρ = ρ, µ = µ and the shear-free case, σ = 0,
H2 = 2J 2 = 4
(
µρ+ µρ+ σλ + σλ
)
= 8µρ. (82)
This is natural for radially moving observers of spheri-
cally symmetric systems. However, it is not clear which
of the terms in (80) and (81) carries more information
about the generic system in question.
According to the Goldberg-Sachs theorem, there exists
a shear-free null congruence, kµ, for a vacuum spacetime
if [39]
k[µCν]αβ[γkσ]k
αkβ = 0 (83)
is satisfied. This means that if we wish to have the shear-
free property, we need to pick a principal null tetrad
for our systems in vacuum. However, there is no such
a priori necessity for our formalism to hold.
In [40], Adamo et al. investigate the shear-free null
geodesics of asymptotically flat spacetimes in detail.
They note that the shear-free or asymptotically shear-
free null congruences may provide information about the
asymptotic center of mass or intrinsic magnetic dipole
in certain cases. Also the importance of the twistor the-
ory, which is solely constructed on shear-free null congru-
ences, cannot be denied. At this point, we should also
emphasize that the spacetimes we are interested in are
not necessarily asymptotically flat.
In [41], Ellis investigated shear-free timelike and null
congruences. He concluded that by imposing a shear-free
condition on the null congruences, one puts a restriction
on the way the distant matter can influence the local
gravitational field. In that case, there is an information
loss. Note that shear is also the central concept of Bondi’s
mass loss formulation. It is only if the null congruence
has shear, that one can define a news function which
is solely responsible for the mass loss via gravitational
radiation at null infinity [1]. Ellis also emphasized the
fact that a nonrotating null congruence in vacuum cannot
shear without expanding or contracting. Thus we cannot
completely separate the effects of dilatation and shear for
null congruences. We will combine them in the quasilocal
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charge constructed from the J 2 term, (67), and write
EDil = − 1
16π
∮
S
dS
[
2J 2 − k20
k0
]
= − 1
16π
∮
S
dS
[
8µρ+ 4
(
σλ+ σλ
)− k20
k0
]
.(84)
Since we claim that the Raychaudhuri equation of
the world sheet incorporates the physically meaningful
quasilocal energy densities, one might ask what the di-
rect connection of our J 2 term, (81), to the boundary
Hamiltonian –which is generically written in terms of the
mean extrinsic curvature H , (80) –is. The link lies in the
Gauss equation of the 2-surface S when it is embedded
directly into spacetime [42], i.e.,
g(R(Nk, Nl)Nj , Ni) = Rijkl − Jaik Jbjl ηab + Jajk Jbil ηab,
(85)
where Rijkl is the Riemann tensor associated with the 2-
dimensional metric induced on S. If we contract Eq. (85)
with δikδjl we find
J 2 = H2 − R S + 2
(
Ψ2 +Ψ2 − 2Λ− 2Φ11
)
, (86)
in which R S := Rijklδ
ikδjl is the scalar intrinsic curva-
ture of S and the derivation of g(R(Nk, Nl)N
l, Nk) =
−2 (Ψ2 +Ψ2 − 2Λ− 2Φ11) can be found in Appendix C.
Equation (86) not only allows us to connect our J 2 term
to the boundary Hamiltonian of general relativity, but it
can also be used to relate different quasilocal energy defi-
nitions which are built on either the extrinsic or intrinsic
curvature of S.
B. Energy associated with rotational degrees of
freedom
In the previous subsection we defined the quasilocal
energy associated with the dilatational degrees of free-
dom by combining the real divergence and the possibly
existing shear of the null congruence which is constructed
from the timelike dyad that spans the timelike surface T.
Now we will distinguish which spin coefficients are most
significant in defining the energy associated with the ro-
tational degrees of freedom.
Recall that by imposing the integrability conditions on
our local dyad we made sure that the tangent vectors of
the spacelike surface S always stay within the surface.
Later, we transformed our construction into the NP for-
malism and stated that these conditions imply that the
null vectors {m,m}, constructed from the spacelike dyad
of S, should satisfy certain null gauge conditions through-
out the evolution of the quasilocal system. Then, under
such gauge conditions, the magnitude of the change of
these null vectors should be related to how much the
quasilocal system rotates. Note that this interpretation
makes sense only when one forces the spacelike dyad,
constructed from {m,m}, to stay on S throughout the
evolution.
Now let us define the spacetime covariant derivative
via the directional covariant derivatives of the null tetrad
and write
Dµ = −lµDn − nµDl +mµDm +mµDm. (87)
Then the change in components of {m,m} follows as
Dµm
µ = −〈l, Dnm〉 − 〈n, Dlm〉
+ 〈m, Dmm〉+ 〈m, Dmm〉 ,
Dµm
µ = −〈l, Dnm〉 − 〈n, Dlm〉
+ 〈m, Dmm〉+ 〈m, Dmm〉 .
By using Eqs. (A15)–(A18) we get
Dµm
µ = (π − τ) + (β − α) ,
Dµm
µ = (π − τ) + (β − α) .
Therefore, the spin coefficients {π, τ, α, β}, their com-
plex conjugates and their changes when one perturbs
them on S can be used to define the energy associated
with the rotational degrees of freedom. Since the terms
∇˜SK , (66), and K 2, (68), involve these spin coefficients
and their changes we define
ERot = − 1
16π
∮
S
dS
[
2∇˜SK + 2K 2
k0
]
= − 1
16π
∮
S
dS
4
k0
[Dmπ −Dmτ − π (α− β)
−π (α− β)+ ππ + ττ
−κν − κν] . (88)
Note that the term (κν + κν) vanishes if one picks the
null vector l or n, constructed from the timelike dyad
that spans T, to be a geodesic, i.e., κ = 0 or ν = 0. In
that case ERot can be written purely in terms of the spin
coefficients {π, τ, α, β}. However, there is no geometric
or physical reason for us to demand our null congruences
to be geodesic, and we will not impose the geodesic con-
dition for the time being.
C. Work done by tidal distortions
If we want to understand the properties of a system
via its energy exchange mechanisms we need to account
for the different types of associated energies, especially in
the nonequilibrium case. One needs to be careful about
what is actually measured by the quasilocal observers.
What is physical for any one observer is the tidal accelera-
tion as measured by that observer’s local ruler and clock.
The work done by tidal distortions of the whole system,
however, requires the quasilocal observers to be placed
in such a geometric configuration that the observers all
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agree on the fact that they are measuring the properties
of the same system. In the previous sections, we stated
that this is guaranteed by our integrability conditions.
In [43], Hartle investigates the changes in the shape
of an instantaneous horizon of a rotating black hole
through the intrinsic scalar curvature, R S, of a space-
like 2-surface when it is embedded into a 4-dimensional
spacetime. He chooses a null tetrad gauge so that R S
can be written in terms of a simple combination of Ψ2
and the spin coefficients in vacuum. In the end, he
finds R S = 4Re (−Ψ2 + ρµ− λσ). In [44], Hayward pro-
vides a quasilocal version of the Bondi-Sachs mass via
the Hawking mass [19], in which the central object is
again the complex intrinsic scalar curvature given by
R H
S
= −Ψ2 + σσ′ − ρρ′ + Φ11 + Π, in the formalism
of weighted spin coefficients.
We believe that the R W term that appears in Eq. (69)
has a more fundamental meaning than R S in terms of the
tidal distortion. In order to show why this should be so,
previously in [8], we considered its analogue in the 3+1
picture. In particular,
d2ξµ
dτ2
= Rµνρσu
νuρξσ (89)
is the relative tidal acceleration of the observers on neigh-
boring timelike geodesics, where ~ξ is the spacelike sepa-
ration 4-vector, τ is the proper time and uµ are the 4-
velocity vector field components. Thus one can define an
object which we named relative work density, that mim-
ics W = ~F · ~x by(
d2ξµ
dτ2
)
ξµ = R
γ
νρσu
νuρξσξγ , (90)
in which the separation vector was assumed to be residing
on S. We also noted that, in the 3+1 picture, connecting
the two world lines is essentially nonlocal. The reason
for applying Eq. (89) only for neighboring world lines
is due to the fact that the observers are trying to ap-
proximate the value of a quantity, which is essentially
quasilocal, locally [8]. Therefore the quantity (90) in
the 2+2 picture, i.e., R W = g(R(Eb , Ni )Ea , Nj )η
abδij =
−2 (ψ2 + ψ2 + 4Λ), should have a more fundamental im-
portance, as it is an intrinsically quasilocal quantity.
Therefore by Eq. (64)
WTid = − 1
16π
∮
S
dS
[−2R W
k0
]
= − 1
16π
∮
S
dS
[
4
(
ψ2 + ψ2 + 4Λ
)
k0
]
. (91)
Note that the quasilocal tidal work of the system is writ-
ten purely in terms of the Coulomb-like Weyl curvature
scalar, ψ2, and the Ricci scalar of the spacetime due to
Λ = R/24. This interpretation does not contradict our
intuition, since one would expect the quasilocal observers
to measure greater magnitude of tidal distortion under
higher Coulomb-like attraction and a higher Ricci curva-
ture.
D. Total energy
In [8] we associated the
√
2J 2 term with the Helmholtz
free energy density for spherically symmetric systems in
equilibrium. Likewise
√
2
∣∣∣∇˜TJ ∣∣∣ was interpreted as the
Gibbs free energy density of the system that includes
the energy that is spontaneously exchanged with the
surroundings to relax the system into its current state.
However, in the present paper, we do not attempt to
give a thermodynamic interpretation to the Raychaud-
huri equation of Capovilla and Guven since systems far
from equilibrium cannot be assigned unique thermody-
namic relations even in classical thermodynamics [45].
Therefore, by using the term ∇˜TJ , (65), the total energy
is represented by
ETot = − 1
16π
∮
S
dS

−
(
2∇˜TJ + k20
)
k0


= − 1
16π
∮
S
dS
1
k0
{−4 [Dnρ−Dlµ]
+4 [(ε+ ε)µ+ (γ + γ) ρ]− k20
}
.
(92)
Here the total energy combines two types of terms: (i)
the quasilocal energy the system possesses, (ii) the en-
ergy that is expended by the “internal”(tidal) forces to
bring the quasilocal observers in a geometric configura-
tion to define S. The first piece further splits into the en-
ergy associated with dilatational and rotational degrees
of freedom. The second piece can be viewed as the energy
that has already been expended by the system in order
for it to create “room” for itself.
E. On the boost invariance of the quasilocal
charges
Previously, in Sec. III, it was shown that our tetrad
conditions, (31), are invariant under type-III Lorentz
transformations which correspond to the boosting of
physical observers in the only spacelike direction, Eµ
1ˆ
,
defined on T. We also stated that for a well-defined con-
struction, one would expect the matter plus gravitational
energy of the system to be boost invariant.
In Appendix C 2 we show that all of the terms, (65)-
(69), that appear in the contracted Raychaudhuri equa-
tion are invariant under such spin-boost transformations.
Therefore all of the quasilocal charges we defined in the
current section are invariant under the boosting of the
observers along the spacelike direction orthogonal to S.
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VII. APPLICATIONS
A. Radiating Vaidya spacetime
The Vaidya spacetime is used in investigations of radi-
ating stars. It is associated with a spherically symmetric
metric which reduces to the Schwarzschild metric when
the mass function of the body is taken to be a constant.
In standard coordinates with null coordinate, u, Vaidya
metric is
ds2 = −
(
1− 2M(u)
r
)
du2−2du dr+r2dθ2+r2 sin2 θdφ2.
(93)
Let us pick the following complex null tetrad,
{l,n,m,m}, with
lµ = ∂u −
(
1
2
− M(u)
r
)
∂r, (94)
nµ = ∂r, (95)
mµ =
1√
2
(
1
r
∂θ +
i
r sin θ
∂φ
)
. (96)
For such a complex null tetrad, κ, ν, σ, λ, τ, π all van-
ish so that π + τ = 0 is trivially satisfied. Also ρ = ρ,
µ = µ as expected. Therefore all of our integrability
conditions are satisfied. When we evaluate the spin co-
efficients, their relevant directional derivatives and the
curvature scalars, then substitute them in Eq. (57) we
get
∇˜TJ = −2
r2
+
8M(u)
r3
, (97)
∇˜SK = 0, (98)
J 2 =
2
r2
− 4M(u)
r3
, (99)
K 2 = 0, (100)
R W =
4M(u)
r3
. (101)
Here we immediately notice that the terms that have
been associated with the rotational degrees of freedom,
i.e., ∇˜SK and K 2, are zero. This is expected since Vaidya
is a spherically symmetric spacetime.
In order to calculate our quasilocal charges we need
to first find the so-called reference curvature k0. This
requires the isometric embedding of the u = constant,
r = constant surface to the M 4, Minkowski spacetime,
which is considered in the spherical coordinates {r¯, θ¯, φ¯}.
For Vaidya, by setting {r¯ = r, θ¯ = θ, φ¯ = φ} we see that
the metric induced on S is trivially isometric to that of
the 2-surface embedded in M 4. Then k0 is given by the
scalar curvature of a 2-sphere, i.e., k0 = 2/r¯ = 2/r. From
Eqs. (84), (88), (91) and (92) we then have
ETot =
−1
16π
∫
S
dS
−
[
2
(
−2
r2 +
8M(u)
r3
)
+ 4r2
]
2
r
= 2M (u) ,
EDil =
−1
16π
∫
S
dS
[
2
(
2
r2 − 4M(u)r3
)
− 4r2
]
2
r
=M (u) ,
WTid =
−1
16π
∫
S
dS
[
−2
(
4M(u)
r3
)]
2
r
=M (u) ,
ERot = 0. (102)
Note that we chose a null tetrad in order to sat-
isfy our gauge conditions which turned out to be shear-
free. Therefore H2 = 2J 2 holds in this case and thus
EDil = EK1. Also, the spacetime Ricci scalar, 24Λ, van-
ishes. Therefore R W = −2
(
Ψ2 +Ψ2
)
= −4Ψ2 and the
R W term is solely determined by the Coulomb-like grav-
itational potential.
To visualize a simple evolution, consider the mass func-
tion M(u) = M0 − a u, where a is a positive constant.
These kinds of linear mass functions have been used to
investigate the black hole evaporation previously in the
literature (cf. [46], [47], [48]). With this choice of mass
function, at u = 0 we have the case of a Schwarzschild
black hole [see Fig. 1a.] which, given enough time,
eventually evaporates so that the spacetime becomes
Minkowski [see Fig. 1b.]. The quasilocal charges fall off
linearly with the time parameter u [see Fig 1c.]. Now let
us consider the ∇˜0ˆEDil = ∇˜0ˆ (EK1) = Eµ0ˆ∂µ (EK1). Fol-
lowing relation (18) and with the choices we have made
here for l and n,
∇˜0ˆEDil =
1√
2
[
∂u +
(
1
2
+
M(u)
r
)
∂r
]
M(u)
=
1√
2
∂M(u)
∂u
.
According to the Einstein field equations, − 2r2 ∂M(u)∂u =
8πρ˜, where ρ˜ is the energy density of the null dust. This
shows that the dilatational energy of the system which
could potentially be lost by work, heat or other forms is
lost purely due to radiation, for the case of the Vaidya
spacetime.
B. The C-metric
For our second application we want to consider a non-
spherically symmetric spacetime. The C-metric is not
spherically symmetric and it has many interpretations
depending on its coordinate representation. We will con-
sider the coordinate representation which was introduced
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(a) Vaidya at u = 0, i.e, Schwarzschild geometry.
(b) Vaidya at u = 1, i.e, Minkowski geometry.
(c) Time evolution of quasilocal charges.
FIG. 1: Our quasilocal charges give EK1 = EDil = WTid and
ERot = 0 for each u value. Charges are given in units of
M0 and the time parameter is in units of M0/(a c) where the
speed of light, c, is 1 throughout the paper.
by Hong and Teo [49],
ds2 =
1
H
(
−F dτ2 + dy
2
F
+
dx2
G
+Gdφ2
)
, (103)
with
H(x, y) := A2 (x+ y)
2
,
G(x) :=
(
1− x2) (1 + 2AMx) ,
F (y) := − (1− y2) (1− 2AMy) .
Griffiths et al. [50] transformed this cylindrical form of
the metric into spherical coordinates by applying the co-
ordinate transformation {τ = At, x = cos θ, y = 1/(Ar)}
and gave physical interpretations to the C-metric. The
transformed metric is written as [50]
ds2 =
1
∆
(
−Qdt2 + dr
2
Q
+
r2dθ2
P
+ Pr2 sin2 θdφ2
)
,
(104)
where
∆(r, θ) := (1 +Ar cos θ)
2
,
Q(r) :=
(
1− 2M
r
)(
1−A2r2) ,
P (θ) := 1 + 2AM cos θ,
with A andM being constants. Note that at r = 2M and
at r = 1/A the metric has coordinate singularities and
one needs to satisfy the A2M2 < 1/27 condition in order
to preserve the metric signature. Furthermore, Eq. (104)
reduces to the metric of the Schwarzschild black hole in
standard curvature coordinates when one sets A = 0.
Because of this, following Griffiths et al. [50], we will in-
terpret the C-metric as the metric of an accelerated black
hole. At this point we note that the C-metric is some-
times interpreted as a metric representing two causally
disconnected black holes that are joined by a strut and
accelerating away from each other [51–53]. However, this
interpretation is valid only when the metric is extended
across each horizon, i.e., r = 2M and r = 1/A [50]. For
the application of our quasilocal construction we will not
consider such an extension of the metric, and the result-
ing quasilocal charges will correspond to the charges of a
single accelerated black hole.
Let us consider the following null tetrad that is gener-
ated by the double dyad of the quasilocal observers:
lµ =
1√
2
[
∆
Q(r)
]1/2
∂t − 1√
2
[∆Q(r)]1/2 ∂r,
nµ =
1√
2
[
∆
Q(r)
]1/2
∂t +
1√
2
[∆Q(r)]
1/2
∂r,
mµ =
1√
2
[
∆P (θ)
r2
]1/2
∂θ +
i√
2 sin θ
[
∆
r2P (θ)
]1/2
∂φ.
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For such a null tetrad, our integrability conditions {π +
τ = 0, ρ = ρ, µ = µ} hold. The only vanishing spin
coefficients are κ, ν, λ and σ, meaning that our null con-
gruences, constructed from the timelike dyads residing
on the 2-surface T, are composed of geodesics which are
shear-free. As noted earlier this last property is not a
necessary condition in our formalism. With the remain-
ing nonvanishing spin coefficients and the variables of the
contracted Raychaudhuri equation given in (65)-(69) we
get
∇˜TJ = 1
r3
[
P (θ)
(
6r − 2A2r3)− 4A cos θr2
+8 (M − r)] , (105)
∇˜SK = 2A
r
[
2AM cos2 θ (2A cos θr + 3)
+ cos θ (A cos θr + 2)
+A (r − 2M)] , (106)
J 2 =
2Q(r)
r2
, (107)
K 2 = 2A2P (θ) sin2 θ, (108)
R W = 4M
(
1
r
+A cos θ
)3
. (109)
In order to calculate the quasilocal charges we must first
calculate the reference energy density, k0. We isometri-
cally embed S into M 4, by setting
r2dθ2
∆P (θ)
= r¯2dθ¯2, (110)
P (θ)r2 sin2 θdφ2
∆
= r¯2 sin2 θ¯dφ¯2, (111)
and demand that the observers measure the same solid
angle in both coordinate systems. This is satisfied by
choosing r¯ = r∆−1/2 and then k0 = 2/r¯. Here we should
note that for a generic C-metric the angular coordinates
are defined within {0 < θ < π,−Cπ < φ < Cπ} where C
is the remaining parameter, other than A and M , that
parametrizes the spacetime. It is closely related to the
“deficit/excess angle” that tells us how much S deviates
from the spherical symmetry. For example, repeating
Griffiths et al.’s discussion
circumference
radius
=


limθ→0
2piCP (θ) sin θ
θ = 2πC (1 + 2AM)
limθ→pi
2piCP (θ) sin θ
pi−θ = 2πC (1− 2AM)
shows us that setting C = 1, as we choose to do here,
will introduce excess and deficit angles on the spacelike
surface S due to the conical singularities that are intro-
duced. This, and our choices for coordinate functions of
M 4 will guarantee that the solid angle is the same for
the quasilocal observers of the physical and the reference
spacetimes.
We obtain the quasilocal charges by substituting the
quasilocal charge densities, in Eqs. (105)–(109), into the
definitions (75)–(78) and numerically integrating them.
The results are presented in Fig. 2 for a specific choice of
A = 1/(
√
28M) to perform the numerical integration.
FIG. 2: Quasilocal charges of the C-metric which is
parametrized with A = 1√
28M
. Those quasilocal charges are
meaningful only in the region 2M < r <
√
28M ≈ 5.29M due
to the coordinate singularities.
From Fig. 2 we immediately recognize that EK1 = EDil
decreases as the size of the system increases. For the
case of Schwarzschild, i.e., A = 0, we expect this curve
to be flat, as in Fig. 1a. For lower values of accelera-
tion, EDil gets flatter as expected. This shows that in
order for the black hole to be accelerated more, more
energy should be input to the system by an external
agent. In other words, the potential work that can be
done by the system is lower. Note that after a certain
size of the system, EDil and ETot take negative values.
It may seem counterintuitive that quasilocal observers
could measure a “negative energy.” To better under-
stand this result, consider the metric (104) and define
gtt = − (Q(r)/∆) = − [1 + 2Φ(r, θ)] where Φ(r, θ) plays
the role of the “gravitational potential.” In Fig. 3 we plot
Φ(r, θ) for observers located at different polar angles. We
observe that for none of the observers, except the ones
located at θ = π, Φ(r, θ) is monotonic. Moreover, for
observers located at θ > 0.75π the gravitational poten-
tial changes sign after a certain radial distance. This
shows that the effect of the external agent on the system
is repulsive. Then the positive total energy EDil +WTid,
which corresponds to a system that has an otherwise at-
tractive nature, cannot overcome the repulsive effect of
the external agent which causes the black hole to acceler-
ate. The ETot = 0 point can be viewed as the minimum
energy state of the system, below which it cannot ex-
ist without the energy exchange provided by an external
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FIG. 3: Radial behavior of the gravitational potential of the
C-metric, which is parametrized with A = 1√
28M
, plotted for
observers located at different polar angles. Those potentials
are meaningful only in the region 2M < r <
√
28M ≈ 5.29M
due to the coordinate singularities.
agent.
Also recall that the C-metric is interpreted as two
black holes which are accelerated away from each other.
This is a signature of the repulsive behavior we observe
here. Note that here we are investigating one of the
most extreme cases for an accelerated black hole, since
as for acceleration parameters greater than 1/
(√
27M
)
the metric changes signature. Therefore the change in
the behavior of the gravitational potential, and hence
a change in the sign of the total energy of the system
is not unexpected. We do not observe such behavior for
the Schwarzschild geometry as the gravitational potential
is monotonic with constant sign for a static black hole.
In order to investigate how the acceleration parameter,
A, affects the behavior of the gravitational potential, see
Fig. 4. We plot Φ(r, θ) for observers located at θ = π,
θ = π/2 and θ = 0 respectively in Figs. 4a, 4b and 4c.
For each case, we investigate the effect of the acceler-
ation parameter, A. We observe that only for A = 0
case does the gravitational potential not change behav-
ior. For a more detailed investigation of the behavior of
the gravitational potential of a C-metric, depending on
the observer position and on the acceleration parameter,
one can see [54].
In order to understand what this means for the ac-
celeration vector of an observer of the quasilocal sys-
tem, let us set the 4-velocity of the observer to be
uµ = Eµ
0ˆ
= 1√
2
(lµ + nµ). Then the acceleration vec-
(a) Φ(r, pi)
(b) Φ(r, pi/2)
(c) Φ(r, 0)
FIG. 4: Acceleration parameter dependence of Φ(r, const.).
For each acceleration parameter A∗, we consider only the re-
gion 2M < r < 1/A∗.
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tor is obtained by aµ = DE
0ˆ
Eµ
0ˆ
= ar∂r + aθ∂θ with
ar = − 1
r2
[
A3r4 cos θ (AM cos θ + 1)
+A2r2 cos2 θ (r − 3M) +A2r2 (r − 2M)
+Ar cos θ (r − 4M)−M ] , (112)
aθ =
A sin θ
r
P (θ)∆1/2. (113)
As it can be seen from Fig. 5 the sign of the radial com-
(a) Radial component, ar .
(b) Tangential component, aθ .
FIG. 5: Radial and tangential dependence of the components
of the acceleration vector.
ponent of the acceleration vector changes depending on
the radial and angular position. In Fig. 6 we plot the
radial dependence of the radial component, ar, for differ-
ent observer positions. We observe that for all observers,
except the one located at θ = π, the direction of the ra-
dial acceleration flips. This is due to the change in the
behavior of the gravitational potential and explains why
EDil takes negative values after a critical point.
The reason that EDil and ETot diverge at r =
√
28M ,
in Fig. 2, results from this point being the second co-
ordinate singularity of our C-metric, as we chose A =
FIG. 6: Radial behavior of ar for observers at different polar
angles. We consider the acceleration vector only in the region
2M < r <
√
28M ≈ 5.29M .
1/(
√
28M) and the coordinate singularities occur at {r =
2M, r = 1/A}. This result is expected since after this
point, the nature of the spacetime geometry is different.
We also recognize that the system does not possess
any energy which can be attributed to rotational degrees
of freedom. This is not immediately obvious since the
densities (106) and (108) which appear in definition (88)
are nonzero. However, what is physical for the quasilocal
observers are the quasilocal charges, not the quasilocal
densities. Having zero energy associated with the rota-
tional degrees of freedom is expected since the black hole
in question is nonrotating.
Finally we observe that the work that has already been
done by the tidal fields, WTid, is positive for all system
sizes and takes the same value as in the case of a static
black hole. This means that although the individual ob-
servers could measure tidal squeezing and tidal stretch-
ing depending on their position, the overall effect on the
system corresponds to a positive quasilocal charge.
C. Lanczos-van Stockum dust
For our next application we would like to consider a
rotating spacetime. For this, we pick one of the simplest
exact solutions of Einstein equations: a rigidly rotating
dust cylinder. This solution was first found by Lanczos
[55], later rediscovered and matched to a vacuum exterior
by van Stockum [56]. Its physicality and mathematical
aspects have been investigated intensively in the litera-
ture [57–64]. Also lately, rotating dust metrics have been
used to model galaxies in attempts to understand the
general relativistic effects on the galaxy rotation curves
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[65–67].
The original derivation of van Stockum does not end
up with an asymptotically flat spacetime. The energy
density of the dust, ρ˜, increases exponentially with in-
creasing cylindrical radial coordinate, x, and it is given
by ρ˜ = ω2eω
2x2/(2π). This is not realistic. Later in-
vestigations in the literature, naturally focus on creating
more realistic models which are asymptotically flat. In
such cases, components of the line element are given by
series solutions [60, 63, 65, 66].
For our application in the current section, we want to
focus on finding the quasilocal energy of the spacetime
that is associated with the rotational degrees of freedom.
We need to find an orthonormal dyad that satisfies the in-
tegrability conditions and this already is not an easy task
for axially symmetric stationary spacetimes.8 Therefore
we will consider the simplest interior solution given by
van Stockum which has a line element
ds2 = −dt2 + a (dx2 + dz2)+ b dψ2 + c dt dψ, (114)
where
a(x) := e−ω
2x2 ,
b(x) :=
(
x2 − ω2x4) ,
c(x) := 2ωx2,
and ω is a constant that is associated with the angular
velocity of the dust at x = 0 with respect to “distant
stars”. Other than the singularity at x = 0, the space-
time becomes singular at x = 1/ω for the metric in (114).
Note that the gψψ component of the metric changes sign
when x > 1/ω. This introduces closed timelike curves
into the spacetime that are not physical. Therefore we
will consider systems within the 0 < x < 1/ω range.
It is possible to transform the metric into toroidal coor-
dinates at this point and search for a double dyad which
satisfies our gauge conditions (31). 9 Eventually we
would like to calculate our quasilocal charges. However, if
we apply such a transformation, we lose the information
about the actual symmetries of the system. Therefore,
let us first consider a null tetrad in cylindrical coordinates
8 We discuss this in more detail in the next section.
9 The reason for choosing toroidal coordinates is that it simplifies
the process of defining a smooth, closed, spacelike 2-surface in
order to integrate the quasilocal densities. By using this toroidal
surface, one can bypass the coordinate singularity at x = 0. Note
that without the existence of such a closed surface, quasilocal
energies are not defined. This is closely related to the Stokes’
Theorem which comes up in the derivation of the non-vanishing
boundary Hamiltonian from an action principle of general rela-
tivity in a covariant formulation.
which satisfies our gauge conditions, (31),
lµ =
1√
2
[
∂t + a(x)
−1/2∂x
]
, (115)
nµ =
1√
2
[
∂t − a(x)−1/2∂x
]
,
mµ =
i√
2
[
ωx∂t +
1
x
∂ψ − ia(x)−1/2∂z
]
.
For such a tetrad {π = 0, τ = 0} so that the condition
π+τ = 0 is trivially satisfied. Also {µ = µ, ρ = ρ} holds.
Now let us perform two transformations on the spacelike
coordinates. The first coordinate transformation, Tr1 :=
{X = x cosψ, Y = x sinψ,Z = z}, relates the cylin-
drical coordinates to Cartesian coordinates, {X,Y, Z}.
The second one, Tr2 := {X = (R0 + r cos θ) cosφ, Y =
(R0 + r cos θ) sinφ, Z = r sin θ}, relates the toroidal co-
ordinates, {r, θ, φ}, to the Cartesian coordinates. After
applying Tr1 and Tr
−1
2 successively on the metric and
on the null tetrad we find
ds2 = −dt2 + ζ (dr2 + r2dθ2)+ χdφ2 + ξdtdφ, (116)
where
R(r, θ) := R0 + r cos θ,
ζ(r, θ) := e−ω
2R2 ,
χ(r, θ) := R2
(
1− ω2R2) ,
ξ(r, θ) := 2ωR2,
(117)
and
lµ =
1√
2
[
∂t + ζ
−1/2
(
cos θ∂r − sin θ
r
∂θ
)]
, (118)
nµ =
1√
2
[
∂t − ζ−1/2
(
cos θ∂r − sin θ
r
∂θ
)]
,
mµ =
i√
2
[
ωR∂t − 1
R
∂φ
−iζ−1/2
(
sin θ∂r +
cos θ
r
∂θ
)]
.
For this null tetrad, after calculating the spin coefficients
and by following (65)–(69), we find the following variables
that appear in the contracted Raychaudhuri equation:
∇˜TJ =
−ζ−1 (R4ω4 + 1)
R2
, (119)
∇˜SK = 0, (120)
J 2 =
ζ−1
(
R4ω4 + 1
)
R2
, (121)
K 2 = −2ω2ζ−1, (122)
R W = −2ω2ζ−1. (123)
In order to determine the reference energy density we
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isometrically embed S in M 4 by setting
ζr2dθ2 = r¯2dθ¯2, (124)(
1− ω2R2)R2dφ2 = (R¯0 + r¯ cos θ¯)2 dφ¯2, (125)
so that the reference quasilocal observers are located at
a flat 2-torus in Minkowski spacetime. In order to set
the same surface area element both in the physical and
in the reference spacetime, we choose
r¯ = rζ1/2, (126)
dθ¯ = dθ, (127)
dφ¯ =
R
(
1− ω2R2)1/2
rζ1/2 cos θ + R¯0
dφ, (128)
with R¯0 = R0. Then, when written in physical spacetime
coordinates, the mean extrinsic curvature of the flat 2-
torus,
k0 =
R¯0 + 2r¯ cos θ¯
r¯
(
R¯0 + r¯ cos θ¯
) , (129)
can be used as the reference energy density.
Now that the physical and the reference energy den-
sities are determined, we can calculate the quasilocal
charges via Eqs. (75)–(78). Recall that the spacetime
is physically meaningful in the 0 < R0 + r cos θ < 1/ω
range. We choose R0 = 5 and ω = 1/10 for our numer-
ical example, which introduces a coordinate singularity
at x = 10. In terms of the system size, we consider only
the 0 < r < 2.5 range for computational ease. The re-
sults are presented in Fig. 7, from which we immediately
recognize that ETot = EDil, which is positive for a small
sized system, diverges to −∞ as the size of the system
gets larger.
Let us try to understand what this result means. Pre-
viously, for asymptotically flat versions of the rotating
dust, it has been argued by Bonnor that there has to
be an infinitely large negative mass associated with the
singularity, x = 0, in order to cancel the effect of posi-
tive energy associated with the dust [57]. Later in [61]
he argued that one can add an infinitely large negative
mass layer into the spacetime to observe the same ef-
fect. Furthermore, Bratek et al. [63] discussed the same
issue and concluded that singularities of the asymptot-
ically flat rotating dust are associated with the “addi-
tional weird stresses” of the negative active mass.
Here our spacetime is not asymptotically flat. How-
ever, we observe a similar behavior. Note that in our
solution the energy density of the dust increases with in-
creasing x. In such a case one would expect the system to
get ever closer to a collapsed state as its size increases.
Zingg et al. [62] and Gurlebeck [64] have argued that
such a collapse is in fact expected for a Newtonian dust
cylinder. We end up with a similar interpretation which
agrees with their arguments. In our work, the fact that
ETot = EDil diverges to −∞ as the size of the system
gets larger, must be attributed to the work done by ex-
ternal fields that are required to exist outside our system
to prevent the system from collapsing.
Now let us look at the quasilocal charges associated
with the rotational degrees of freedom and the tidal fields.
FIG. 7: Quasilocal charges of the van Stockum dust. Charges
are in length units which can be written as a function of in-
dividual mass of the dust particles, m, and the total number
density, n.
From Fig. 7 we observe that the WTid is everywhere
negative, corresponding to tidal stretching of the surface
on which the quasilocal observers are located. As the
size of the system increases, so does the energy density
of dust according to ρ˜ = ω2eω
2x2/(2π). This requires
greater negative work done by the tidal field. The mag-
nitude of WTid is exactly equal to the energy associated
with the rotational degrees of freedom as shown in Fig. 7.
We note that the observers who determine the quasilo-
cal quantities are timelike geodesic observers, i.e., with
acceleration aµ = DE
0ˆ
Eµ
0ˆ
= 0 and furthermore they are
comoving with the dust. In other words, the orbital an-
gular velocity of the observers is zero with respect to the
given coordinate system. In such a case one might expect
to get zero energy associated with the rotational degrees
of freedom of the system. However, for this set of ob-
servers, the vorticity of the timelike geodesics is nonzero.
Indeed, the vorticity vector and vorticity scalar are given
by
wµ =
1
2
ηµναβg
νγgαρEβ
0ˆ
DρEγ0ˆ
=
2ω sin θζ−2
rR
∂r +
2ωζ−2 cos θ
r2R
∂θ (130)
w =
√
wµwµ =
2ωζ−3/2
rR
, (131)
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where ηµναβ is the Levi-Civita tensor, gµν is the space-
time metric and we set the observer 4-velocity uµ =
Eµ
0ˆ
= ∂t. This shows that every dust particle swirls
around its own axis. Recall that vorticity is a measure
of global rotation of a spacetime. Also previously it was
shown by Chrobok et al. [68] that the rotation of the
local matter elements, i.e. spin, can be directly linked
to the global rotation of the spacetime, i.e. vorticity.
Therefore even though the system we investigate here is
defined by the set of observers with zero orbital angular
velocity we can still calculate the energy associated with
the rotational degrees of freedom of the system.
As the size of the system reaches 1/ω, the density of the
dust reaches its maximum possible value. Accordingly,
one might expect ERot and WTid to diverge to +∞ and
−∞ respectively as the system size gets closer to the
singularity point 1/ω. Note that, in Fig. 7, we observe
that ERot and WTid tend to +∞ and −∞ respectively,
as the size of the system gets larger.
VIII. THE CHALLENGE OF STATIONARY,
AXIALLY SYMMETRIC SPACETIMES
After considering those somewhat unrealistic scenarios
one might wonder whether we can apply our formalism to
more realistic cases. For example, can we calculate the
quasilocal charges of a rotating black hole? The short
answer is yes, we can. However it poses an immense
technical challenge.
Recall that we need to satisfy three null tetrad condi-
tions, namely, {ρ = ρ, µ = µ, π+τ = 0}. It is known that
in general, the divergence of a null congruence around
the vector l can be written as the linear combination
of the expansion and the twist of the congruence, i.e.,
ρ = Θ+ iω. This means that we need to have nontwist-
ing null congruences for our formalism to hold.
Let us consider the case of the Kerr spacetime [69].
The circular orbits are the mostly studied world lines
of Kerr because the trajectories follow the Killing vec-
tor fields and this simplifies the investigations consider-
ably. Note that in this case, the Killing vectors ∂t and
∂φ have nonzero twist. Moreover, the Kerr metric can
be obtained by taking the r coordinate of Schwarzschild
to r + ia cos θ [70], where a is the dimensionless angular
momentum parameter. This automatically means that
for a principal null tetrad of a static black hole, by trans-
forming the real divergence, ρ = −1/r into a complex
divergence ρ = −1/(r + ia cos θ), we obtain a rotating
black hole.10 Our problem here is that investigations of
a rotating black hole are done mostly using the principal
null directions of the spacetime. We should also mention
that there are other transverse tetrads such as the quasi-
Kinnersely tetrad, which is a powerful tool for exploring
10 See [71] for a recent review.
Kerr [12]. However, once we focus on such null geodesics,
that aid in the construction of a principal or transverse
tetrad, then we have no hope of finding null congruences
with a real divergence.
On the other hand, twist-free – i.e., surface forming –
null congruences exist in all Lorentzian spacetimes [40].
It is just that we do not require them to be geodesic.
Brink et al. [72] have given a detailed investigation of ax-
isymmetric spacetimes, focusing on the twist-free Killing
vectors of the stationary axially symmetric spacetimes.
We note that there are very few studies in the literature
that investigate such a property. Bilge has found an exact
twist-free solution whose principal null directions are not
geodesic [73]. It was also shown by Bilge and Gu¨rses that
those spacetimes are not asymptotically flat and include
generalized Kerr-Schild metrics [74]. Gergely and Perje´s
later concluded that those solutions are actually homoge-
neous and anisotropic Kasner solutions [75] and thus they
are not physical. Therefore Brink et al. conclude that
“Future studies which aim to extract physical informa-
tion about isolated dynamical, axisymmetric spacetimes
will have to focus on general spacetimes, where none of
the principal null directions are geodesics, and which do
not fall within Bilge’s class of metrics.”
In our case we are looking for a null congruence, con-
structed from the timelike dyad that resides on T, which
does not even have to be aligned with the principal null
directions. It is not necessarily composed of geodesics
and it is not required to be composed solely of Killing
vectors. All we want from our null tetrad is for it to sat-
isfy the three integrability conditions. To the best of our
knowledge, for the case of Kerr, none of the null tetrads
introduced in the literature satisfies those conditions.
In order to find such a desired tetrad for the case
of Kerr, one might consider the transformations of the
quasi-Kinnersely tetrad, for example, by applying two
successive Lorentz transformations to the null tetrad.
First, apply a type-II Lorentz transformation around n
with parameter A = a + ib and then a type-I Lorentz
transformation around l with parameter B = c + id
where {a, b, c, d} are all real. Then for the twice trans-
formed spin coefficients we need to satisfy {ρ′′ = ρ′′, µ′′ =
µ′′, π′′ + τ ′′ = 0, π′′ + τ ′′ = 0} where ′′ denotes the fact
that the spin coefficients are transformed twice. After
such a procedure we end up with four complex, highly
coupled, nonlinear first order differential equations. The
unknowns appear in the transformed tetrad condition
equations with a polynomial order that goes up to or-
der 5. This system of equations cannot be solved by any
iterative method that we are aware of.
Therefore, we observe that our formalism should, in
principle, be applicable for more realistic generic space-
times than the ones we have presented here. However, the
less symmetry the system possesses, the more mathemat-
ically challenging it becomes to find a null tetrad which
satisfies our integrability conditions. Arbitrary nontwist-
ing null congruences of twisting spacetimes are the key
to resolving this issue.
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The discussion we presented in Sec. III should now be
more clear for the reader. In the case of gravitational
wave detection, one’s ultimate aim is to extract infor-
mation about the properties of the astrophysical objects
that are the sources of radiation. Those properties, such
as mass-energy and angular momentum are at best de-
fined quasilocally in general relativity. Therefore the lo-
cal tetrads of observers should be chosen in such a man-
ner that the quasilocal properties of the system can be
well defined throughout the evolution. In [12], Zhang et
al. showed that the wave fronts of passing gravitational
radiation are aligned with the quasi-Kinnersley tetrad.
This means that the observers can measure the gravita-
tional radiation locally. However, since quasi-Kinnersley
tetrad does not satisfy the integrability conditions of S
and T, the quasilocal charges corresponding to the quasi-
Kinnersley tetrad are not well defined. Therefore we con-
clude that even though one can measure the gravitational
radiation locally, there is not always a guarantee that one
can extract the properties of its source consistently.
IX. DISCUSSION AND SUMMARY
According to many researchers, including the authors
of Refs. [76–79], the 2+2 picture of general relativity
might be more fundamental than the 3+1 approach.
Although one might debate this point, the existence
of a nonvanishing boundary Hamiltonian leads to the
necessity of modifying the symplectic structure of the
Arnowitt–Deser–Misner formalism in phase space to ob-
tain a covariant formalism which can directly be linked to
the quasilocal charges [22, 80]. Energy definitions, which
do not conflict with the equivalence principle, generically
involve the extrinsic or/and intrinsic geometry of a closed
spacelike 2-surface. However, defining quasilocal charges
that are measures of energy and angular momentum for
a generic spacetime is often a challenge.
The energy and energy flux definitions that are made
locally, globally or quasilocally, are sometimes compared
and contrasted without questioning for which system
those definitions are made. Actually, there exist well-
defined quasilocal energy definitions that can be directly
linked to the action principle of general relativity. What
is ill-defined is the specification of the system that is en-
closed by a boundary surface on which the quasilocal
charges are to be integrated.
Let us make an analogy with classical thermodynam-
ics and consider two systems with same number of gas
molecules: (i) a constant pressure system which is ex-
panding and (ii) a constant volume system which has
increasing pressure. If we use a barometer to measure
the pressure values obtained within these two systems,
the readings will of course be different. However, this
is not because the barometer is not working properly,
rather it is because the barometer is not sensitive to the
defining properties (or symmetries) of the two systems in
question. In other words, the measuring agent is indif-
ferent to how the two systems are “isolated.” Moreover,
even if we find a way to define the system consistently
there exist many energies one can associate with a sys-
tem. Going back to our analogy, let us say we keep track
of the pressure value and make sure that we are actually
investigating a system with constant pressure. Now we
can define the internal energy of that system or define
the average kinetic energy of the particles which is not
necessarily related to internal energy unless there exists
equilibrium. We can also define work done by the system
on the surroundings throughout the expansion process
etc. In that situation we would not expect all of those
energies to give us the same value.
In this paper, we presented a quasilocal work-energy
relation which can be applied to generic spacetimes in
order to discuss quasilocal energy exchange. We identi-
fied the quasilocal charges associated with the rotational
and nonrotational degrees of freedom, in addition to a
work term associated with the tidal fields. This con-
struction was possible only after we defined a quasilocal
system by constraining the double dyad of the quasilocal
observers, which is highly dependent on the symmetries
of the spacetime in question.
Our present investigation emerged from three ques-
tions:
(i) Is there something inherently fundamental about
the 2+2 formalism in terms of quasilocal energy
definitions?
(ii) quasilocal energy resides on the intrinsic and/or
extrinsic curvature of a closed 2-dimensional
spacelike surface, what do the other extrinsic
properties of that surface correspond to?
(iii) Can the Raychaudhuri and the other geodesic de-
viation equations, which have proved their useful-
ness in terms of physically relevant observables in a
3+1 formalism, be investigated in a 2+2 formalism
so that they can be linked to physically meaningful
quasilocal charges?
To answer these questions, we considered Capovilla and
Guven’s generalized Raychaudhuri equation given in [7]
for a 2-dimensional world sheet that is embedded in a 4-
dimensional spacetime. Previously, for spherically sym-
metric systems, we investigated the Raychaudhuri equa-
tion of the world sheet at quasilocal thermodynamic equi-
librium [8], i.e., when the observers are located at the ap-
parent horizon. In the present paper we considered more
generic spacetimes that are in nonequilibrium with their
surroundings. We also relaxed the spherically symmetric
condition.
By transforming our equations from Capovilla and Gu-
ven’s formalism, which is constructed on an orthogonal
double dyad, to the Newman-Penrose formalism, which is
based on a complex null tetrad, we were able to present
the contracted Raychaudhuri equation in terms of the
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combinations of spin coefficients, their relevant direc-
tional derivatives and some of the curvature scalars. We
also imposed three null tetrad gauge conditions which re-
sult from the integrability conditions of the 2-dimensional
timelike surface T and the 2-dimensional spacelike sur-
face S. This spacelike 2-surface is defined instantaneously
and is orthogonal to T at every point. Our null tetrad
gauge conditions are shown to be invariant under type-
III Lorentz transformations which basically correspond
to boosting of the quasilocal observers in the spacelike
direction orthogonal to S. Ultimately we realized that,
under such gauge conditions, the contracted Raychaud-
huri equation is a linear combination of two of the spin
field equations of the Newman-Penrose formalism.
Later, we defined certain quasilocal charges via the
geometric variables that appear in the contracted Ray-
chaudhuri equation. Our motivation is that there exists a
direct link between the mean extrinsic curvature of S that
encloses the system and the variables of the contracted
Raychaudhuri equation. Note that mean extrinsic cur-
vature of such a smooth, closed, spacelike 2-surface, S,
is the main object of most of the quasilocal energy def-
initions which are derived by a Hamiltonian approach.
By choosing the quasilocal energy definitions made by
Kijowski [22] as our anchor, we were able to define rel-
evant quasilocal charges for which a physical interpreta-
tion would be found. We also showed in Appendix C 2
that all of those quasilocal charges are invariant under
type-III Lorentz transformations. Note that this prop-
erty is desired for a well-defined quasilocal construction,
as boosted observers should agree on the fact that they
are measuring the charges of the same system.
We applied our formalism to a radiating Vaidya space-
time, a C-metric and an interior solution of the Lanczos-
van Stockum dust cylinder. For the case of Vaidya we
concluded that the usable energy of the system decreases
purely due to radiation. For a C-metric we observed that
the greater the acceleration of the black hole is, the more
energy should be provided to the system by an external
agent. We concluded that the decreasing trend in the
total energy is due to the nonmonotonic, repulsive grav-
itational potential that can be observed at the exterior
region of an extremely accelerated black hole. For the
Lanczos-van Stockum dust we considered a nonasymp-
totically flat case. As the size of the system got larger,
we obtained negative mass energy for the usable dilata-
tional energy of the system. We concluded that this must
be attributed to external fields doing work on the system
in order to prevent it from collapse. We were also able
to obtain the quasilocal energy associated with the ro-
tational degrees of freedom whose magnitude is exactly
equal to the one of work done by the tidal fields.
This paper can be seen as a first attempt to investi-
gate the Raychaudhuri equation in 2+2 picture in terms
of the quasilocal charges. There exist various open prob-
lems and delicate issues. To start with, at a given space-
time point one has six tetrad degrees of freedom and
we imposed only three null tetrad gauge conditions to
our system. That means we have additional freedom to
specify a gauge, i.e, to define the quasilocal system. Al-
though there exists no geometrically motivated reason
we are aware of in our current approach, one can choose
additional conditions in order to compare the quasilo-
cal charges of different spacetimes constructed with other
well-known null tetrad gauges.
Another delicate issue which may or may not be related
to our null tetrad gauge freedom is shear. There is no
a priori reason for us to impose the shear-free condition
to the null congruences, constructed from the timelike
dyad that resides on T. However, for generic spacetimes,
one can find a gauge which satisfies our three gauge con-
ditions more easily once the shear-free condition is im-
posed. This is primarily because our gauge conditions are
trying to locate the set of quasilocal observers in such a
configuration that the surface S is always orthogonal to
T. That is natural for radially moving observers of a
spherically symmetric system but may hold even if the
spacetime is not spherically symmetric. The shear-free
condition locates the quasilocal observers as close to as
they can get to such a configuration. Note that shear is
the fundamental concept of Bondi’s mass loss [1] with-
out which gravitational radiation at null infinity cannot
be defined. Thus, this automatically raises an issue for
quasilocal observers at infinity who would like to mea-
sure the Bondi mass loss associated with gravitational
radiation. Investigation of whether or not there exists
a gauge which satisfies both the Bondi tetrad and our
gauge conditions is left for future work.
Finally, we note that it is technically difficult to sat-
isfy our null tetrad conditions for more realistic, axially
symmetric, stationary spacetimes such as Kerr. This dif-
ficulty arises from the fact that our approach demands
twist-free null congruences constructed by the tangent
vectors of T. However, finding twist-free null congru-
ences for spacetimes whose principal null directions are
twisting is a challenge. Although those nongeodesic null
congruences that we are after are not physical, their exis-
tence will guarantee the fact that the quasilocal system,
and the associated quasilocal charges, are all consistently
defined.
Recently, a quasilocal energy for the Kerr spacetime
has been calculated for stationary observers [81] by us-
ing the definition of [82] both for the quasilocal energy
and the embedding method for the reference energy. Liu
and Tam show that this energy is exactly equal to Brown
and York’s (BY) quasilocal energy [21]. One might won-
der how our construction is compared to such an in-
vestigation. To start with, the null tetrad constructed
from the orthonormal double dyad of the stationary ob-
servers in Boyer-Lindquist coordinates has imaginary di-
vergence and hence does not satisfy our null tetrad gauge
conditions. Recall that the tetrad conditions we in-
troduced here guarantees the existence of well-defined,
boost-invariant quasilocal charges. Also note that BY
quasilocal energy is not invariant under boosts. There-
fore, the fact that Liu and Tam end up with the BY
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quasilocal energy for their quasilocal system defined by
stationary observers in Boyer-Lindquist coordinates is no
surprise. Therefore, in our view, the calculations of Liu
and Tam do not satisfy all the requirements of a gen-
uine quasilocal construction. In fact, this is exactly the
point that we tried to emphasize throughout the paper.
Without a well-defined quasilocal system, there is no con-
sistent definition of energy.
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APPENDIX
Appendix A: Newman-Penrose Formalism
For a complex null tetrad {l,n,m,m} , the Newman-
Penrose spin coefficients are defined as [9]11
κ = −〈Dll,m〉 , ν = 〈Dnn,m〉 , (A1)
ρ = −〈Dml,m〉 , µ = 〈Dmn,m〉 , (A2)
σ = −〈Dml,m〉 , λ = 〈Dmn,m〉 , (A3)
τ = −〈Dnl,m〉 , π = 〈Dln,m〉 , (A4)
ε =
1
2
[−〈Dll,n〉+ 〈Dlm,m〉] , (A5)
γ =
1
2
[〈Dnn, l〉 − 〈Dnm,m〉] , (A6)
β =
1
2
[−〈Dml,n〉+ 〈Dmm,m〉] , (A7)
α =
1
2
[〈Dmn, l〉 − 〈Dmm,m〉] . (A8)
The propagation equations are
Dll = (ε+ ε) l− κm− κm, (A9)
Dnl = (γ + γ) l− τm− τm, (A10)
Dml = (α+ β) l− ρm− σm, (A11)
Dln = − (ε+ ε)n+ πm+ πm, (A12)
Dnn = − (γ + γ)n+ νm+ νm, (A13)
Dmn = − (α+ β)n+ µm + λm, (A14)
Dlm = πl− κn+ (ε− ε)m, (A15)
Dnm = νl− τn+ (γ − γ)m, (A16)
Dmm = λl− σn+ (−α+ β)m, (A17)
Dmm = µl− ρn+ (α− β)m. (A18)
11 Note that we are using {−,+,+,+} signature for the spacetime
metric throughout the paper. Therefore our spin coefficients and
the curvature scalars have an extra negative sign when compared
to Newman-Penrose’s original notation in [9].
Commutation relations, [X,Y] = DXY −DYX, for the
null vectors are
[l,n] = − (γ + γ) l− (ε+ ε)n
+ (π + τ)m+ (π + τ)m, (A19)
[l,m] = (π − α− β) l− κn+ (ε− ε+ ρ)m+ σm,
(A20)
[n,m] = νl+ (α+ β − τ)n+ (γ − γ − µ)m− λm,
(A21)
[m,m] = (µ− µ) l+ (ρ− ρ)n
+
(
β − α)m+ (α− β)m. (A22)
Newman and Penrose introduce two sets of curvature
scalars, Weyl scalars and Ricci scalars, which carry the
same information as in the Riemann curvature tensor.
The Ricci scalars are defined as
Φ00 :=
1
2
Rµν l
µlν , Φ11 :=
1
4
Rµν( l
µnν +mµm¯ν),
Φ01 :=
1
2
Rµν l
amν , Φ10 :=
1
2
Rµν l
µm¯ν = Φ01 ,
Φ02 :=
1
2
Rµνm
µmν Φ20 :=
1
2
Rµνm¯
µm¯ν = Φ02
Φ12 :=
1
2
Rµνm
µnν , Φ21 :=
1
2
Rµνm¯
µnν = Φ12 ,
Φ22 :=
1
2
Rµνn
µnν , Λ :=
R
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,
(A23)
in which Rµν is the Ricci tensor of the spacetime,
Φ00, Φ11, Φ22, Λ are real scalars and Φ10, Φ20, Φ21 are
complex scalars. The Weyl scalars are defined as
ψ0 = Cµναβ l
µmν lαmβ, (A24)
ψ1 = Cµναβ l
µnν lαmβ, (A25)
ψ2 = Cµναβ l
µmνmαnβ , (A26)
ψ3 = Cµναβ l
µnνmαnβ , (A27)
ψ4 = Cµναβn
µmνnαmβ , (A28)
with Cµναβ being the Weyl tensor.
1. Type-III Lorentz transformations
A type-III Lorentz transformation represents a boost-
ing in the direction of l and n and a rotation in the m
and m directions, i.e., the tetrad vectors transform as
l → a2l, (A29)
n → 1
a2
n, (A30)
m → e2iθm, (A31)
m → e−2iθm. (A32)
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Here both a and θ are real functions. Accordingly the
spin coefficients transform as
ν → a−4e−2iθν, (A33)
τ → e2iθτ, (A34)
γ → a−2 (γ +Dn [ln a+ iθ]) , (A35)
µ → a−2µ, (A36)
σ → a2e4iθσ, (A37)
β → e2iθ (β +Dm [ln a+ iθ]) , (A38)
λ → a−2 e−4iθλ, (A39)
ρ → a2ρ, (A40)
α → e−2iθ (α+Dm [ln a+ iθ]) , (A41)
κ → a4e2iθκ, (A42)
ε → a2 (ε+Dl [ln a+ iθ]) , (A43)
π → e−2iθπ. (A44)
The transformations of Ricci scalars are given by
Φ00 → a4Φ00, (A45)
Φ01 → a2e2iθΦ01, (A46)
Φ10 → a2e−2iθΦ10, (A47)
Φ02 → e4iθΦ02, (A48)
Φ20 → e−4iθΦ20, (A49)
Φ11 → Φ11, (A50)
Φ12 → a−2e2iθΦ12, (A51)
Φ21 → a−2e−2iθΦ21, (A52)
Φ22 → a−4Φ22, (A53)
and the transformations of Weyl scalars are given by
Ψ0 → a4e4iθΨ0, (A54)
Ψ1 → a2e2iθΨ1, (A55)
Ψ2 → Ψ2, (A56)
Ψ3 → a−2e−2iθΨ3, (A57)
Ψ4 → a−4e−4iθΨ4. (A58)
Appendix B: Raychaudhuri equation in
Newman-Penrose formalism
1. Useful expressions
The following expressions are used many times in our
transformation to the NP formalism:
ηabEρbE
γ
a = −Eρ0ˆE
γ
0ˆ
+ Eρ
1ˆ
Eγ
1ˆ
= −
(
1√
2
)2
(lρ + nρ) (lγ + nγ)
+
(
1√
2
)2
(lρ − nρ) (lγ − nγ)
= − (lρnγ + lγnρ) . (B1)
δijNνiN
β
j = N
ν
2ˆ
Nβ
2ˆ
+Nν
3ˆ
Nβ
3ˆ
=
(
1√
2
)2
(mν +mν)
(
mβ +mβ
)
+
(−i√
2
)2
(mν −mν)
× (mβ −mβ)
=
(
mνmβ +mβmν
)
. (B2)
ηabEβaDαE
µ
b = −Eβ0ˆDµE
β
0ˆ
+ Eµ
1ˆ
DαE
ρ
1ˆ
= −1
2
(
lβ + nβ
)
Dα (l
µ + nµ)
+
1
2
(
lβ − nβ)Dα (lµ − nµ)
= − (lβDαnµ + nβDαlµ) . (B3)
ηabEαaDαE
µ
b = − (Dlnµ +Dnlµ) . (B4)
δijNαiDβN
ν
j = N
α
2ˆ
DβN
ν
2ˆ
+Nα
3ˆ
DβN
ν
3ˆ
=
1
2
(mα +mα)Dβ (m
ν +mν)
− 1
2
(mα −mα)
×Dβ (mν −mν)
= mαDβm
ν +mαDβm
ν . (B5)
δijNαiDαN
ν
j = Dmm
ν +Dmm
ν . (B6)
ηcd (DρE
µ
c) (DγE
α
d) = −
(
DρE
µ
0ˆ
) (
DγE
α
0ˆ
)
+
(
DρE
µ
1ˆ
) (
DγE
α
1ˆ
)
= −1
2
(Dρl
µ +Dρn
µ)
× (Dγlα +Dγnα)
+
1
2
(Dρl
µ −Dρnµ)
× (Dγlα −Dγnα)
= − [(Dρlµ) (Dγnα)
+ (Dρn
µ) (Dγl
α)] .
(B7)
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ηabEβbDβDγE
µ
a = −Eβ0ˆDβDγE
µ
0ˆ
+ Eβ
1ˆ
DβDγE
µ
1ˆ
= −1
2
(
lβ + nβ
)
DβDγ (l
µ + nµ)
+
1
2
(
lβ − nβ)DβDγ (lµ − nµ)
= −1
2
[DlDγ (l
µ + nν)
+DnDγ (l
µ + nν)]
+
1
2
[DlDγ (l
µ − nν)
−DnDγ (lµ − nν)]
= − (DlDγnµ +DnDγlµ) . (B8)
2. Derivation of ∇˜TJ
Consider the left-hand side of the Raychaudhuri equa-
tion (57), and the world sheet covariant derivative of Jaij
defined in relation (55), i.e.,
∇˜TJ := ηabδij∇˜bJaij
= ηabδij

 ∇bJaij︸ ︷︷ ︸
DbJaij − γ cba Jcij
−w kbi Jakj − w kbj Jaik

 .
(B9)
By using the definition of Jaij , Eq. (46), the first term
of the equation (B9) becomes
ηabδijDbJaij = η
abδijDb
[
gµνDi (E
µ
a)N
ν
j
]
= gµνη
abδij (DbN
γ
i ) (DγE
µ
a)N
ν
j
+ gµνη
abδijNγi (DbDγE
µ
a)N
ν
j
+ gµνη
abδijNγi (DγE
µ
a)E
β
b
(
DβN
ν
j
)
= gµν
(
δijNνjDβN
γ
i
)(
ηabEβbDγE
µ
a
)
+ gµν
(
δijNγiN
ν
j
) (
ηabEβbDβDγE
µ
a
)
+ gµν
(
δijNγiDβN
ν
j
) (
ηabEβbDγE
µ
a
)
,
and by making use of Eqs. (B2), (B3), (B5) and (B8) we
obtain
ηabδijDbJaij = −gµν (mνDβmγ +mνDβmγ)
× (lβDγnµ + nβDγ lµ)
− (mγmν +mνmγ)
× (DlDγnµ +DnDγ lµ)
− gµν (mγDβmν +mγDβmν)
× (lβDγnµ + nβDγ lµ) .
Then
ηabδijDbJaij = −gµν
[
mν (Dβm
γ) lβ (Dγn
µ)
+mνmγDlDγn
µ]
− gµν
[
mν (Dβm
γ) lβ (Dγn
µ)
+mνmγDlDγn
µ]
− gµν
[
mν (Dβm
γ)nβ (Dγ l
µ)
+mνmγDnDγl
µ]
− gµν
[
mν (Dβm
γ)nβ (Dγ l
µ)
+mνmγDnDγl
µ]
− gµν [(Dlmν) (Dmnµ)
+ (Dnm
ν) (Dml
µ)]
− gµν [(Dlmν) (Dmnµ)
+ (Dnm
ν) (Dml
µ)]
= − [〈m, DlDmn〉+ 〈m, DlDmn〉]
− [〈m, DnDml〉+ 〈m, DnDml〉]
− [〈Dlm, Dmn〉+ 〈Dnm, Dml〉]
− [〈Dlm, Dmn〉+ 〈Dnm, Dml〉] .
Now we can use Eqs. (A11), (A12), (A14), (A15) and
(A16) to obtain
ηabδijDbJaij = [Dn (ρ+ ρ)−Dl (µ+ µ)]
+
[
(α+ β) (π + τ) +
(
α+ β
)
(π + τ)
]
− [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)]
− [(α+ β) (π + τ) + (α+ β) (π + τ)]
+ [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)]
= [Dn (ρ+ ρ)−Dl (µ+ µ)] . (B10)
In order to derive the second term of Eq. (B9), we will
use the definitions in Eq. (44) and Eq. (46). Then we get
ηabδijγ cba Jcij = η
abηcdδij
(
gµν [DbE
µ
a ]E
ν
d
)
×
(
gαβ [DiE
α
c ]N
β
j
)
= gµνgαβ
(
NγiN
β
j δ
ij
)
× (ηabEρbDρEµa)
× (ηcdEνdDγEαc) .
Then by using relations (B2), (B3) and (B4) we obtain
ηabδijγ cba Jcij = gµνgαβ
(
mγmβ +mβmγ
)
× (Dlnµ +Dnlµ)
× (lνDγnα + nνDγlα)
= gµνgαβ (Dln
µ +Dnl
µ)
× (mβlνDmnα +mβnνDmlα
+mβlνDmn
α +mβnνDml
α
)
.
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Hence,
ηabδijγ cba Jcij = 〈Dmn,m〉 (〈Dln, l〉+ 〈Dnl, l〉)
+ 〈Dml,m〉 (〈Dln,n〉+ 〈Dnl,n〉)
+ 〈Dmn,m〉 (〈Dln, l〉+ 〈Dnl, l〉)
+ 〈Dml,m〉 (〈Dln,n〉+ 〈Dnl,n〉) ,
and by using Eqs. (A10), (A11), (A12) and (A14) we
have
ηabδijγ cba Jcij = (ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ) .
(B11)
In order to derive the third term of Eq. (B9) one uses the
definitions in Eq. (45) and Eq. (46). Then we write
ηabδijw kbi Jakj = η
abδijδkl
[
gµν (DbN
µ
i )N
ν
k
]
×
[
gαβ (DlE
α
a)N
β
j
]
= gµνgαβ
(
δklNγlN
ν
k
) (
δijNβjDρN
µ
i
)
× (ηabEρbDγEαa) .
Now using Eqs. (B2), (B3) and (B5) results in
ηabδijw kbj Jaki = −gµνgαβ (mγmν +mνmγ)
× (mβDρmµ +mβDρmµ)
× (lρDγnα + nρDγlα)
= −[〈Dmn,m〉 〈Dlm,m〉
+ 〈Dlm,m〉 〈Dmn,m〉
+ 〈Dnm,m〉 〈Dml,m〉
+ 〈Dnm,m〉 〈Dml,m〉
+ 〈Dlm,m〉 〈Dmn,m〉
+ 〈Dlm,m〉 〈Dmn,m〉
+ 〈Dnm,m〉 〈Dml,m〉
+ 〈Dnm,m〉 〈Dml,m〉
]
,
and by Eqs. (A11), (A14), (A15) and (A16) we obtain
ηabδijw kbj Jaki = − [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)] .
(B12)
Similarly, the fourth term in Eq. (B9) follows from
ηabδijw kbj Jaik = η
abδijδkl
[
gµν
(
DbN
µ
j
)
Nνk
]
×
[
gαβ (DiE
α
a)N
β
l
]
= gµνgαβ
(
δklNνkN
β
l
)
× (δijNγiDρNµj )
× (ηabEρbDγEαa) .
Then by using relations (B2), (B3) and (B5),
ηabδijw kbj Jaik = −gµνgαβ
(
mνmβ +mβmν
)
× (mγDρmµ +mγDρmµ)
× (lρDγnα + nρDγlα)
= −[〈Dmn,m〉 〈Dlm,m〉
+ 〈Dlm,m〉 〈Dmn,m〉
+ 〈Dnm,m〉 〈Dml,m〉
+ 〈Dnm,m〉 〈Dml,m〉
+ 〈Dlm,m〉 〈Dmn,m〉
+ 〈Dlm,m〉 〈Dmn,m〉
+ 〈Dnm,m〉 〈Dml,m〉
+ 〈Dnm,m〉 〈Dml,m〉
]
,
and by further using Eqs. (A11), (A14), (A15) and (A16)
we obtain the same result as in (B12), i.e.,
ηabδijw kbj Jaik = − [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)] .
(B13)
Hence, substitution of the relations (B10), (B11), (B12)
and (B13) into Eq. (B9) results in
∇˜TJ = [Dn (ρ+ ρ)−Dl (µ+ µ)]
− [(ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ)]
+ 2 [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)] . (B14)
3. Derivation of ∇˜SK
Consider the first term on the right-hand side of the
Raychaudhuri equation (57), and the covariant derivative
ofKabj on the spacelike 2-surface defined in relation (56),
i.e.,
∇˜SK := ηabδij∇˜iKabj
= ηabδij

 ∇iKabj︸ ︷︷ ︸
DiKabj − γijkK kab
−SaciK cb j − SbciK ca j

 .
(B15)
Then, by making use of the definition (43), the first term
of Eq. (B15) is as follows
DiKabj η
abδij = ηabδijDi
[−gµν (DaEµb)Nνj ]
= −ηabδij [NνjNγiDγ (gµν (DaEµb))]
− ηabδij [gµν (DaEµb)NγiDγNνj ]
= −gµν
[(
δijNνjN
γ
j
)
ηabDγ
(
EβaDβE
µ
b
)]
− gµν
[(
ηabEβaDβE
µ
b
)
× (δijNγiDγNνj )] .
26
By using Eqs. (B2), (B4) and (B6) we write
DiKabj η
abδij = gµν [(m
γmν +mνmγ)
×Dγ (Dlnµ +Dnlµ)]
+ gµν [(Dln
µ +Dnl
µ)
× (Dmmν +Dmmν)]
= 〈m, DmDln〉+ 〈m, DmDnl〉
+ 〈m, DmDln〉+ 〈m, DmDnl〉
+ 〈Dln, Dmm〉+ 〈Dln, Dmm〉
+ 〈Dnl, Dmm〉+ 〈Dnl, Dmm〉 ,
and by further using Eqs. (A10), (A12) and (A18) we
obtain
DiKabj η
abδij = Dm (π − τ ) +Dm (π − τ)
− [(α− β) (π − τ) + (α− β) (π − τ)]
− [(ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ)]
+ [(ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ)]
+
[(
α− β) (π − τ) + (α− β) (π − τ)]
= Dm (π − τ ) +Dm (π − τ) . (B16)
The second term in Eq. (B15) is obtained by using the
definitions (43) and (47). The derivation follows as
γijkKablδ
ijδklηab =
[
gαβ
(
DiN
α
j
)
Nβk
]
× [−gµν (DaEµb)Nνl ] δijδklηab
= −gαβgµν
(
δklNβkN
ν
l
)
× (δijNρiDρNαj ) (ηabEγaDγEµb) .
Now let us use Eqs. (B2), (B4) and (B5) to write
γijkKablδ
ijδklηab = gαβgµν
(
mβmν +mνmβ
)
× (mρDρmα +mρDρmα)
× (Dlnµ +Dnlµ)
= 〈Dmm,m〉 〈Dln,m〉
+ 〈Dmm,m〉 〈Dln,m〉
+ 〈Dmm,m〉 〈Dnl,m〉
+ 〈Dmm,m〉 〈Dnl,m〉
+ 〈Dmm,m〉 〈Dln,m〉
+ 〈Dmm,m〉 〈Dln,m〉
+ 〈Dmm,m〉 〈Dnl,m〉
+ 〈Dmm,m〉 〈Dnl,m〉 .
By using Eqs. (A10), (A12) and (A18) we obtain
γijkKablδ
ijδklηab = (α− β) (π − τ) + (α− β) (π − τ) .
(B17)
Finally we derive the third term that appears in
Eq. (B15). Note that the third term is equal to the fourth
term since our ηab is diagonal. Here we make use of the
definitions (48) and (43) and get
SaciKbdj δ
ijηabηcd =
[
gµν (DiE
µ
a)E
ν
c
]
×
[
−gαβ (DbEαd)Nβj
]
δijηabηcd
= −gµνgαβ
(
δijNγiN
β
j
)
× (ηabEρbDγEµa)
× (ηcdEνcDρEαd) .
Also by using Eqs. (B2) and (B3) we obtain
SaciKbdj δ
ijηabηcd = −gµνgαβ
(
mγmβ +mβmγ
)
× (lρDγnµ + nρDγlµ)
× (lνDρnα + nνDρlα)
= − [〈Dmn, l〉 〈Dln,m〉
+ 〈Dmn,n〉 〈Dll,m〉]
= − [〈Dml, l〉 〈Dnn,m〉
+ 〈Dml,n〉 〈Dnl,m〉]
= − [〈Dmn, l〉 〈Dln,m〉
+ 〈Dmn,n〉 〈Dll,m〉]
= − [〈Dml,n〉 〈Dnl,m〉
+ 〈Dml, l〉 〈Dnn,m〉] .
Then by further using Eqs. (A9), (A10), (A11), (A12)
and (A13) we write
SaciKbdj δ
ijηabηcd = − [(α+ β) (π + τ )
+
(
α+ β
)
(π + τ)
]
. (B18)
Therefore substitution of relations (B16), (B17) and
(B18) into Eq. (B15) results in
∇˜SK = Dm (π − τ ) +Dm (π − τ)
− [(α− β) (π − τ ) + (α− β) (π − τ)]
+ 2
[
(α+ β) (π + τ) +
(
α+ β
)
(π + τ)
]
.
(B19)
4. Derivation of J 2
In order to derive the second term that appears on the
right-hand side of the Raychaudhuri equation (57), we
start with the definition (46) and write
J 2 := Jbik Jalj η
abδijδlk
=
[
gµν (DiE
µ
b)N
ν
k
] [
gαβ (DlE
α
a)N
β
j
]
× ηabδijδlk
= gµνgαβ
(
δijNρiN
β
j
) (
δklNγlN
ν
k
)
× [ηab (DγEαa) (DρEµb)] ,
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then by Eqs. (B2) and (B7),
J 2 = −gµνgαβ
(
mρmβ +mβmρ
)
(mγmν +mνmγ)
× [(Dγlα) (Dρnµ) + (Dγnα) (Dρlµ)]
= − [〈Dmn,m〉 〈Dml,m〉+ 〈Dmn,m〉 〈Dml,m〉]
− [〈Dmn,m〉 〈Dml,m〉+ 〈Dml,m〉 〈Dmn,m〉]
− [〈Dmn,m〉 〈Dml,m〉+ 〈Dmn,m〉 〈Dml,m〉]
− [〈Dml,m〉 〈Dmn,m〉+ 〈Dml,m〉 〈Dmn,m〉] .
Finally, by using Eqs. (A11) and (A14) we obtain
J 2 = 2
(
µρ+ µρ+ σλ + σλ
)
. (B20)
5. Derivation of K 2
The third term that appears on the right-hand side
of the Raychaudhuri equation (57), is obtained as the
following once the definition (43) is considered:
K 2 := KbciKadj η
abηcdδij
=
[−gµν (DbEµc)Nνi ] [−gαβ (DaEαd)Nβj ]
× ηabηcdδij
= gµνgαβ
(
δijNνiN
β
j
) (
ηabEρbE
γ
a
)
× [ηcd (DρEµc) (DγEαd)] .
Also by making use of Eqs. (B1), (B2) and (B7) we write
K 2 =
(
mνmβ +mβmν
)
(lρnγ + lγnρ)
× [(Dρlµ) (Dγnα) + (Dρnµ) (Dγ lα)]
= [〈Dll,m〉 〈Dnn,m〉+ 〈Dln,m〉 〈Dnl,m〉]
+ [〈Dnl,m〉 〈Dln,m〉+ 〈Dnn,m〉 〈Dll,m〉]
+ [〈Dll,m〉 〈Dnn,m〉+ 〈Dln,m〉 〈Dnl,m〉]
+ [〈Dnl,m〉 〈Dln,m〉+ 〈Dnn,m〉 〈Dll,m〉] .
Then by Eqs. (A9), (A10), (A12) and (A13) we obtain
the final form as
K 2 = −2 (κν + κν + πτ + πτ) . (B21)
6. Derivation of R W
Now we derive the last term on the right-hand side of
the Raychaudhuri equation (57), in terms of the variables
of the Newman-Penrose formalism, i.e.,
R W := g(R(Eb , Ni )Ea , Nj )η
abδij
=RαβµνE
µ
bN
ν
iE
β
aN
α
j η
abδij
= Rαβµν
(
ηabEµbE
β
a
) (
δijNνiN
α
j
)
.
Then by using Eqs. (B1) and (B2) we obtain
R W = −Rαβµν
(
lµnβ + lβnµ
)
(mνmα +mαmν)
= − [Rmnlm +Rmnlm +Rmlnm +Rmlnm] . (B22)
Since, the Riemann tensor is defined as
Rxyvw = −〈DxDyv,w〉+ 〈DyDxv,w〉+
〈
D[x,y]v,w
〉
,
we write
R W = − [Rmnlm +Rmnlm +Rmlnm +Rmlnm]
= − [−〈DmDnl,m〉+ 〈DnDml,m〉+ 〈D[m,n]l,m〉]
− [−〈DmDnl,m〉+ 〈DnDml,m〉
+
〈
D[m,n]l,m
〉]
− [−〈DmDln,m〉+ 〈DlDmn,m〉
+
〈
D[m,l]n,m
〉]
− [−〈DmDln,m〉+ 〈DlDmn,m〉
+
〈
D[m,l]n,m
〉]
.
(B23)
Now we will make use of the commutation relations,
(A20) and (A21), in order to write the inner prod-
ucts that involve the brackets in terms of the Newman-
Penrose variables. In particular,
D[m,n]l = −νDll−
(
α+ β − τ)Dnl
− (γ − γ − µ)Dml+ λDml,
D[m,n]l = −νDll− (α+ β − τ)Dnl
− (γ − γ − µ)Dml+ λDml,
D[m,l]n = −
(
π − α− β)Dln+ κDnn
− (ε− ε+ ρ)Dmn− σDmn,
D[m,l]n = − (π − α− β)Dln+ κDnn
− (ε− ε+ ρ)Dmn− σDmn. (B24)
At the next step of our derivation we make use of the
propagation equations (A9), (A10), (A11), (A12), (A13)
and (A14). Then we obtain〈
D[m,n]l,m
〉
+
〈
D[m,n]l,m
〉
+
〈
D[m,l]n,m
〉
+
〈
D[m,l]n,m
〉
= 2 (κν + κν)− 2 (ττ + ππ)
− 2 (ρµ+ ρµ+ λσ + λσ)
+
[
(α+ β) (π + τ ) +
(
α+ β
)
(π + τ)
]
− [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)] ,
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so that
R W = [〈DmDnl,m〉 − 〈DnDml,m〉]
+ [〈DmDnl,m〉 − 〈DnDml,m〉]
+ [〈DmDln,m〉 − 〈DlDmn,m〉]
+ [〈DmDln,m〉 − 〈DlDmn,m〉]
− 2 (κν + κν) + 2 (ττ + ππ)
+ 2
(
ρµ+ ρµ+ λσ + λσ
)
− [(α+ β) (π + τ ) + (α+ β) (π + τ)]
+ [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)] .
Now we further use Eqs. (A10), (A11), (A12), (A14),
(A15), (A16) and (A18) and write
R W = Dm (π − τ ) +Dm (π − τ)
− [(α− β) (π − τ) + (α− β) (π − τ )]
− [(ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ)]
+ [Dn (ρ+ ρ)−Dl (µ+ µ)]
+
[
(α+ β) (π + τ ) +
(
α+ β
)
(π + τ)
]
− [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)]
− 2 (κν + κν) + 2 (ττ + ππ)
+ 2
(
ρµ+ ρµ+ λσ + λσ
)
− [(α+ β) (π + τ ) + (α+ β) (π + τ)]
+ [(ε− ε) (µ− µ) + (γ − γ) (ρ− ρ)] .
Hence,
R W = Dn (ρ+ ρ)−Dl (µ+ µ) +Dm (π − τ ) +Dm (π − τ)
− [(α− β) (π − τ) + (α− β) (π − τ )]
− [(ε+ ε) (µ+ µ) + (γ + γ) (ρ+ ρ)]
− 2 (κν + κν) + 2 (ττ + ππ)
+ 2
(
ρµ+ ρµ+ λσ + λσ
)
.
7. Alternative derivation of R W
Here we will present a derivation of R W by using the
decomposition of the Riemann tensor into its fully trace-
less, Cµναβ , semitraceless, Yµναβ , and the trace parts,
Sµναβ . For a 4-dimensional spacetime, the decomposi-
tion is as follows [39]:
Rµναβ = Cµναβ + Yµναβ − Sµναβ , (B25)
where Cµναβ is the Weyl tensor, R is the Ricci scalar of
the spacetime and
Yµναβ =
1
2
(
gµαRβν − gµβRαν − gναRβµ + gνβRαµ
)
,
(B26)
Sµναβ =
R
6
(
gµαgβν − gµβgαν
)
. (B27)
The term we are after follows as
R W := g(R(Eb , Ni )Ea , Nj )η
abδij
= RαβµνE
µ
bN
ν
iE
β
aN
α
j η
abδij
= Rαβµν
(
ηabEµbE
β
a
) (
δijNνiN
α
j
)
.
Now by using Eqs. (B1) and (B2) we obtain
R W = −Rαβµν
(
lµnβ + lβnν
)
(mνmα +mαmν)
= − (Rmnlm +Rmnlm +Rmlnm +Rmlnm) .
Symmetries of Rµναβ allows us to write
R W = −2 (Rmnlm + Rmlnm) ,
and by using the decomposition (B25),
R W = −2 (Cmnlm + Cmlnm)
− 2 (Ymnlm + Ymlnm − Smnlm − Smlnm) .
Here we make use of the symmetries of Cµναβ and the
definition (A26) to get
R W = −2
(
Ψ2 +Ψ2
)
− 2 (Ymnlm + Ymlnm − Smnlm − Smlnm) .
(B28)
By using the definitions of Yµναβ and Sµναβ given in
(B26) and (B27) we write
Ymnlm =
1
2
(〈m, l〉Rmn − 〈m,m〉Rln
−〈n, l〉Rmm + 〈n,m〉Rlm) ,
(B29)
Ymlnm =
1
2
(〈m,n〉Rml − 〈m,m〉Rnl
−〈l,n〉Rmm + 〈l,m〉Rnm) ,
(B30)
Smnlm =
R
6
(〈m, l〉 〈m,n〉 − 〈m,m〉 〈l,n〉) , (B31)
Smlnm =
R
6
(〈m,n〉 〈m, l〉 − 〈m,m〉 〈n, l〉) . (B32)
Also, since the Ricci scalar is R = gµνRµν =
2 (−Rln +Rmm) and the Ricci tensor is symmetric, we
have
R W = −2
(
Ψ2 +Ψ2
)− 2(R
2
− R
3
)
. (B33)
In the NP formalism one defines a variable Λ = R/24,
thus we conclude that
R W = −2
(
Ψ2 +Ψ2 + 4Λ
)
. (B34)
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Appendix C: Other derivations
1. Gauss equation of S
For a 2-dimensional spacelike surface embedded in a 4-
dimensional spacetime, the Gauss equation reads as [42]
g(R(Nk, Nl)Nj , Ni) = Rijkl − Jaik Jbjl ηab + Jajk Jbil ηab.
(C1)
When we contract Eq. (C1) with δikδjl we get
g(R(Nk, N l)Nk, Nl) = R S −H2 + J 2, (C2)
where R S is the intrinsic curvature scalar of S, H
2 =
JaikJbjl η
abδikδjl is the square of the mean extrinsic cur-
vature scalar of S and J 2 = JajkJbil η
abδikδjl is one of
the variables that appear in the contracted Raychaud-
huri equation. Then derivation of g(R(Nk, N l)Nk, Nl)
in terms of the NP variables proceeds as follows:
g(R(Nk,Nl)Nj , Ni)δ
ikδjl = ...
... = RαβµνN
µ
kN
ν
lN
β
jN
α
i δ
ikδjl = Rijklδ
ikδjl
... = Rαβµν
(
NµkN
α
i δ
ik
) (
NνlN
β
j δ
jl
)
.
Now considering the relation (B2) we write
Rijklδ
ikδjl = Rαβµν (m
µmα +mαmµ)
× (mνmβ +mβmν)
= Rmmmm +Rmmmm
+Rmmmm +Rmmmm,
and by considering the symmetries of Rµναβ we obtain
Rijklδ
ikδjl = −2Rmmmm.
Now let us use the decomposition (B25) and write
Rijklδ
ikδjl = −2 (Cmmmm + Ymmmm − Smmmm) ,
(C3)
where
Cmmmm = Ψ2 +Ψ2, (C4)
Ymmmm =
1
2
(〈m,m〉Rmm − 〈m,m〉Rmm
−〈m,m〉Rmm + 〈m,m〉Rmm)
= −Rmm, (C5)
Smmmm =
R
6
(〈m,m〉 〈m,m〉 − 〈m,m〉 〈m,m〉)
= −R
6
. (C6)
Equation (C4) follows from the fact that Weyl tensor is
traceless. To see this, consider the following. For any
pair of vectors {v, w} one can write
gxyCxvyw = 0
= −Clvnw − Cnvlw + Cmvmw + Cmvmw .
(C7)
Now let us set v = m, w = m, then we obtain
0 = −Clmnm − Cnmlm + Cmmmm + Cmmmm
= Clmmn + Clmmn + 0− Cmmmm . (C8)
Then by using the definition given in (A26) we find
Cmmmm = Ψ2 +Ψ2. (C9)
In order to rewrite Eq. (C5) in terms of the curvature
scalars consider
R = 2 (−Rln + Rmm) and Φ11 =
1
4
(Rln +Rmm) .
(C10)
Then we write
Rmm =
R+ 8Φ11
4
. (C11)
Therefore, substitution of Eqs. (C4), (C5) and (C6) into
the decomposition (C3) yields
g(R(Nk, Nl)N
l, Nk) = ...
... = −2
[(
Ψ2 +Ψ2
)− (R+ 8Φ11
4
)
+
R
6
]
... = −2 (Ψ2 +Ψ2 − 2Λ− 2Φ11) . (C12)
2. Boost invariance of quasilocal charges
a. Transformation of ∇˜TJ under type-III Lorentz
transformations:
Under a type-III Lorentz transformation, the null vec-
tors l and n transform according to the relations (A29)
and (A30) respectively. The transformed spin coeffi-
cients, γ′, µ′, ρ′ and ε′ can be obtained via the relations
(A35), (A36), (A40) and (A43) so that the transforma-
30
tion of the term ∇˜TJ in Eq. (65) follows as
∇˜TJ ′ = 2 (Dn′ρ′ −Dl′µ′)− 2
[(
ε′ + ε′
)
µ′ + (γ′ + γ′) ρ′
]
= 2
[
1
a2
Dn
(
a2ρ
)− a2Dl( 1
a2
µ
)]
− 2
{
a2 [ε+Dl (ln a+ iθ)]
+ a2 [ε+Dl (ln a− iθ)]
} 1
a2
µ
− 2
{ 1
a2
[γ +Dn (ln a+ iθ)]
+
1
a2
[γ +Dn (ln a− iθ)]
}
a2ρ
= 2 (Dnρ−Dlµ)− 2 [(ε+ ε)µ+ (γ + γ) ρ] .
(C13)
Therefore ∇˜TJ is invariant under a type-III Lorentz
transformation.
b. Transformation of ∇˜SK under type-III Lorentz
transformations:
By using Eq. (66), the transformed ∇˜SK can be writ-
ten as
∇˜SK ′ = 2 (Dm′π′ −Dm′τ ′)
− 2
[
(α′ − β′) π′ +
(
α′ − β′
)
π′
]
, (C14)
in which the transformations of the complex null vectors
m and m are given in relations (A31) and (A32) respec-
tively. Also, the transformed spin coefficients τ ′, β′, α′
and π′, are obtained via the relations (A34), (A38), (A41)
and (A44) so that we have
∇˜SK ′ = 2
[
e2iθDm
(
e−2iθπ
)− e−2iθDm (e2iθτ)]
− 2
{
e2iθ [α+Dm (ln a− iθ)]
− e2iθ [β +Dm (ln a+ iθ)]
}
e−2iθπ
− 2
{
e−2iθ [α+Dm (ln a+ iθ)]
− e−2iθ [β +Dm (ln a− iθ)]}e2iθπ.
(C15)
Now by further imposing our null tetrad condition, τ +
π = 0 on the above equation we obtain
∇˜SK ′ = 2 [Dmπ −Dmτ ] − 2
[
(α− β)π + (α− β)π] .
(C16)
Then, ∇˜SK transforms invariantly under the spin-boost
transformation of the null tetrad.
c. Transformation of J 2 under type-III Lorentz
transformations:
The transformation of J 2 follows from the definition
(67) plus the transformation relations (A36), (A37),
(A39) and (A40) of the spin coefficients µ′, σ′, λ′ and
ρ′. Then we write
J 2′ = 4µ′ρ′ + 2
(
σ′λ′ + σ′λ
′)
= 4
(
a−2µ
) (
a2ρ
)
+ 2
[(
a2e4iθσ
) (
a−2e−4iθλ
)
+
(
a2e−4iθσ
) (
a−2e4iθλ
)]
= 4µρ+ 2
(
σλ+ σλ
)
. (C17)
Therefore J 2 transforms invariantly under the spin-boost
transformation of the null tetrad.
d. Transformation of K 2 under type-III Lorentz
transformations:
By using Eq. (68) as for the definition of K 2 and con-
sidering relations (A33), (A34), (A42) and (A44) for the
transformations of spin coefficients ν′, τ ′, κ′ and π′ we
write
K 2′ = −2 (κ′ν′ + κ′ν ′) + 2 (π′π′ + τ ′τ ′)
= −2 [(a4 e2iθκ) (a−4 e−2iθν)+(
a4 e−2iθκ
) (
a−4 e2iθν
)]
+ 2
[(
e−2iθπ
) (
e2iθπ
)
+
(
e2iθτ
) (
e−2iθτ
)]
= −2 (κν + κν) + 2 (ππ + ττ ) . (C18)
Thus K 2 is also invariant under spin-boost transforma-
tions.
e. Transformation of R W under type-III Lorentz
transformations:
The Weyl scalar Ψ2 transforms invariantly under spin-
boost transformations according to the relation (A56).
Moreover, the parameter Λ = R/24 is invariant under
such a transformation since the Ricci scalar is unchanged.
Therefore, following Eq. (64), it is easy to see that
R W
′ = −2
(
ψ′2 + ψ
′
2 + 4Λ
′
)
= −2 (ψ2 + ψ2 + 4Λ) ,
(C19)
and R W is invariant under spin-boost transformations.
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