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The inverse Laplace transforms of F(p) are calculated 
in [1] and [2] from F(p) and its derivatives at 
p =j,j = 1 (1) n, employing complex Gaussian quadra-. 
ture of osculatory and hyperosculatory interpolation 
polynomials in the variable 1/p for the nodes 1/j 
which lie within the interval [0, 1]. We may expect 
higher accuracy in the interpolation polynomials 
for arguments within o~ near [0, 1] if instead of 
p=jwetakep=sec  [ (2 j -1 )  zr/4n]. The nodes 
1/j are replaced by the Chebyshev nodes 
cos 2 [(2j- 177r/4n] = 1 {1 + cos [(2j- 1) rr/2n]), j
= 1 (1) n, which are obtained by transformation of 
the Chebyshev nodes cos [(2j - 1) 7r/2n] from the 
interval [-1, 1] into [0, 1]. Use of the nodes 
cos 2 [(2j - 1) r~/4n] in the barycentric forms of the 
osculatory and hyperosculatory interpolation poly- 
nomials requires the computation of new auxiliary 
quantities, here irrational, to be used in place of the 
integral values, aj, bj and cj in [1] pp. 485-487, 
489-490. 
It has been shown in [3] pp. 359~ 361 that for the 
interval [-1, 1], use of nodes x. which are two- 
decimal approximations to theJmany-decimal Cheby- 
shev nodes cos [(2j - 17 ~/2n], produces little change 
in an upper bound for the truncation error. The 
auxiliary quantities for barycentric interpolation, 
a., bj and cj corresponding to those two-decimal 
~.'s, are tabulated for 2-point through 10-point 
o~culatory and hyperosculatory interpolation (up 
to 19th and 29th degree accuracy respectively 7, 
either exactly or to 15S for double precision, in 
[3] pp. 360-361. Transforming1 from [-1, 1] into 
[0,1], when xj is replaced by ~(1 + xj), it is 
apparent from [3] pp. 358-359 eqs. (1)-(14), that 
a. is unchanged, b.] is replaced by 2b., and cj is 
rJeplaced by 4c.. 
To introduce t~ese "near-Chebyshev ' nodes and to 
take advantage of the existing tables 6f a., b. and 
in [3], in any computational program ba~ed ~apon cj 
[1], only the following changes are necessary : In 
[1] p. 483 eqs. (3), (3') and (3"), replace j by 
2/(1 + x.), and in [1] p. 484 eqs. (117-(127, p. 489 
eqs. (20¢(22), replace 1/j by 1 (1 + xj) and aj, bj, 
cj by aj, 2bj, 4cj which are obtained from the tables 
of a~, bj and cj in [3] pp. 360-361. 
The use of these near-Chebyshev node's x i requires 
extensive tests prior to its evaluation. Th6 main reason 
appears to be in the arguments t/pl occurring in [1] 
p. 484 eq. (4), p. 488 eq. (137, where the Pi are the 
complex Gaussian nodes. When the arguments t/p: 
are too far from the nodes - (1  + x.), there might 
• , 2 • be no substannal Lmprovement or p~ssibly even 
poorer results, due to the rate of growth of the 
truncation error in extrapolation based on Chebyshev 
nodes. 
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