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The dyadic Green’s function of the inhomogeneous vector Helmholtz equation describes the field
pattern of a single frequency point source. It appears in the mathematical description of many areas
of electromagnetism and optics including both classical and quantum, linear and nonlinear optics,
dispersion forces (such as the Casimir and Casimir-Polder forces) and in the dynamics of trapped
atoms and molecules. Here, we compute the Green’s function for a layered topological insulator.
Via the magnetoelectric effect, topological insulators are able to mix the electric, E, and magnetic
induction, B, fields and, hence, one finds that the TE and TM polarizations mix on reflection
from/transmission through an interface. This leads to novel field patterns close to the surface of a
topological insulator.
PACS numbers: 78.20.-e, 78.20.Ek, 78.67.Pt, 42.25.Gy
I. INTRODUCTION
Topological insulators are a class of time-reversal sym-
metric materials that display non-trivial topological or-
der and are characterized by an insulating bulk with pro-
tected conducting edge states [1, 2]. This type of mate-
rial was first predicted [3] and then observed [4] in 2D
in HgTe/CdTe quantum wells and subsequently in 3D
in Group V and Group V/VI alloys that display strong
enough spin orbit coupling to induce band inversion -
Bi1−xSbx in the first instance [5, 6] and then in Bi2Se3,
Bi2Te3 and Sb2Te3 [7, 8] to name but a few examples.
Owing to their unusual band structure, these materi-
als display a number of unique electronic properties, the
most notable of which is the quantum spin hall effect
where quantized surface spin currents are observed even
though the usual charge currents are absent [9, 10].
In addition to their interesting electronic properties,
topological insulators also display a number of unusual
electromagnetic properties. Specifically, topological in-
sulators have the ability to mix electric, E, and mag-
netic induction, B, fields [11, 12], a feature which has a
pronounced affect on the optical response of the mate-
rial [13–15]. In particular, this magnetoelectric E − B
mixing allows one to realise an axionic material [16, 17].
Such materials are described by the Lagrangian density
L0 + Laxion, where L0 is the usual electromagnetic La-
grangian density and Laxion is a term that couples the
electric and magnetic induction fields. This additional
electromagnetic interaction reads
Laxion = α
4pi2
Θ(r, ω)
µ0c
E(r, ω) ·B(r, ω), (1)
∗Electronic address: alexcrosse@gmail.com
where α is the fine structure constant and Θ(r, ω) is
termed the axion field in particle physics (although, as
far as electromagnetism is concerned, it merely acts as
a space and frequency dependent coupling parameter).
In order to realise such a material in a topological in-
sulator, a time symmetry breaking perturbation of suffi-
cient size must be introduced to the surface to induce a
gap, thereby converting the material into a full insulator.
Such a gap can be opened by introducing ferromagnetic
dopants to the surface (12% Fe doping in Bi2Se3 leads
to a mid-infrared gap of 50meV/25µm [18]) or by the
application of an external static magnetic field [19]. In
such a time-reversal-symmetry-broken topological insula-
tor (TSB-TI) the constitutive relations are altered and,
hence, the optical properties of the material change dra-
matically.
Here, we derive the electromagnetic Green’s function
for a layered TSB-TI. The electromagnetic Green’s func-
tion is the solution to the vector Helmholtz equation for
a single frequency point source and can be used to gen-
erate general field solutions for an arbitrary distribution
of sources. This function has a wide range of applica-
tions in both classical [20, 21] and quantum optics [22–25]
and is an important component in studies of linear [26]
and non-linear [27, 28] optics, Casimir [29] and Casmir-
Polder [30, 31] forces, decoherence [32] and the dynam-
ics of trapped atoms [33] and molecules [34, 35]. Thus,
knowledge of the Green’s function is of value to a great
many fields.
II. MAXWELL EQUATIONS
As with all electromagnetic studies, we begin with the
Maxwell equations and constitutive relations for the ma-
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2terial in question. For a TSB-TI these are [12, 13, 17]
∇ ·B(r, ω) = 0, (2)
∇×E(r, ω)− iωB(r, ω) = 0, (3)
∇ ·D(r, ω) = ρ(r, ω), (4)
∇×H(r, ω) + iωD(r, ω) = J(r, ω), (5)
and
D(r, ω) = ε0ε(r, ω)E(r, ω)
+
α
pi
Θ(r, ω)
µ0c
B(r, ω) +PN (r, ω), (6)
H(r, ω) =
1
µ0µ(r, ω)
B(r, ω)
− α
pi
Θ(r, ω)
µ0c
E(r, ω)−MN (r, ω), (7)
where α is the fine structure constant and ε(r, ω), µ(r, ω)
and Θ(r, ω) are the dielectric permittivity, magnetic
permeability and axion coupling respectively, the lat-
ter of which takes even multiples of pi in a conventional
magneto-dielectric and odd multiples of pi in TSB-TI,
with the magnitude and sign of the multiple given by
the strength and direction of the time symmetry break-
ing perturbation. The PN (r, ω) and MN (r, ω) terms are
the noise polarization and magnetization, respectively.
These terms are Langevin noise terms that model ab-
sorption within the material [23]. These relations can be
derived from the Lagrangian density in Eq. (1) [16]. Us-
ing the above constitutive relations, one can show that
the frequency components of the electric field obey the
inhomogeneous Helmholtz equation
∇× 1
µ(r, ω)
∇×E(r, ω)− ω
2
c2
ε(r, ω)E(r, ω)
− iω
c
α
pi
[∇Θ(r, ω)×E(r, ω)]
= iωµ0 [JE(r, ω) + JN (r, ω)] , (8)
where JE(r, ω) is the source term for electromagnetic
waves generated by external currents and JN (r, ω) =
−iωPN (r, ω) + ∇ × MN (r, ω) is the source term for
electromagnetic waves generated by noise fluctuations
within the material. If the axion coupling is homoge-
neous, Θ(r, ω) = Θ(ω), then the last term on the left-
hand side vanishes and one finds that the propagation of
the electric field is the same as in a conventional magneto-
dielectric. As a result, electromagnetic waves propagat-
ing within a homogeneous TSB-TI retain there usual
properties - dispersion is linear, the phase and group ve-
locities are proportional to the usual refractive index, the
fields are transverse and orthogonal polarizations do not
mix. Thus, the effects of the axion coupling are only felt
when the axion coupling varies in space. For layered, ho-
mogeneous media this will occur only at the interfaces
where the properties of the medium change.
III. FRESNEL COEFFICIENTS
An important set of functions for any layered media
are the Fresnel coefficients for reflection and transmis-
sion at each interface. These functions are required to
construct the Green’s function. In fact, the Fresnel co-
efficients for TSB-TIs have been studied before [13, 17],
however, the standard expression for the Green’s function
requires a slightly different form for the coefficients com-
pared to those in previous work [20, 24]. Furthermore,
certain aspects of TSB-TIs mean that the usual method
of computing this form of the coefficients leads to incor-
rect results. For these reasons, it is worth revisiting the
derivation in some detail.
In the derivation of the Fresnel coefficients for a con-
ventional magneto-dielectric one usually defines two po-
larizations; the TE polarization, where the electric field,
E, is parallel to the interface, and the TM polarization,
where the magnetic field, H, is parallel to the interface.
Since, from Eq. (8), the electric field propagation is unaf-
fected by a homogeneous axion coupling one can see that
the TE polarization is unchanged. However, from Eq.
(7), one can see that the magnetic field, H, is no longer
perpendicular to the electric field, E. Thus defining the
TM polarization in terms of the magnetic field, H, leads
to two polarizations that are not orthogonal and hence
incorrect expressions for the Fresnel coefficients. Fur-
thermore, we would expect the two polarizations to mix
at the interface via the magnetoelectric coupling, hence
defining the two polarizations in terms of different fields
leads to awkward expressions. The simplest approach is
to work solely with the electric field, E. Thus, for media
layered in the zˆ direction and light incident in the x− z
plane, we define the TE polarization as the polarization
with Ey 6= 0 and Ex = 0, Ez = 0 and the TM polariza-
tion as the polarization with Ey = 0 and Ex 6= 0, Ez 6= 0,
[See Fig. 1].
We proceed by considering waves of a specific (TE,
TM) polarization incident on an interface between two
homogeneous isotropic TSB-TIs. By matching the waves
z=0
z
x
Layer 1
Layer 2
ε1 μ1
ε2 μ2
Θ1
Θ2
TE Polarized
Electric Field
TM Polarized
Electric Field
ϕt
ϕrϕi
FIG. 1: The interface between two topological insulators.
3in each half-space using the electromagnetic jump condi-
tions
zˆ ×E1 = zˆ ×E2, (9)
zˆ ×H1 = zˆ ×H2, (10)
which relate the transverse components of the electric
and magnetic fields on either side of the interface, the
Fresnel coefficients can be found.
First we consider a TE polarized plane wave incident
on the interface from layer 1 [See Fig. 1]. The electric
field ansatz for each region is
Ex,1 = −E0 kz,1
k1
eikz,1z+ikpxRTM,TE , (11)
Ey,1 = −E0
[
e−ikz,1z+ikpx + eikz,1z+ikpxRTE,TE
]
, (12)
Ez,1 = E0
kp
k1
eikz,1z+ikpxRTM,TE , (13)
Ex,2 = E0
kz,2
k2
e−ikz,2z+ikpxTTM,TE , (14)
Ey,2 = −E0e−ikz,2z+ikpxTTE,TE , (15)
Ez,2 = E0
kp
k2
e−ikz,2z+ikpxTTM,TE , (16)
where the kz/k1 = cosφr, kp/k1 = sinφr, kz/k2 = cosφt,
kp/k2 = sinφt. It has been previously shown that Snell’s
law holds for TSB-TI’s so φi = φr [13, 17]. From Eqs.
(3) and (7) we obtain
Hx,1 = −E0 kz,1
µ0µ1ω
[
e−ikz,1z+ikpx − eikz,1z+ikpxRTE,TE
]
+ E0
α
pi
Θ1
µ0c
kz,1
k1
eikz,1z+ikpxRTM,TE , (17)
Hy,1 = −E0 k1
µ0µ1ω
eikz,1z+ikpxRTM,TE
+ E0
α
pi
Θ1
µ0c
[
e−ikz,1z+ikpx + eikz,1z+ikpxRTE,TE
]
,
(18)
Hx,2 = −E0 kz,2
µ0µ2ω
e−ikz,1z+ikpxTTE,TE
− E0α
pi
Θ2
µ0c
kz,2
k2
e−ikz,1z+ikpxTTM,TE , (19)
Hy,2 = −E0 k2
µ0µ2ω
e−ikz,1z+ikpxTTM,TE
+ E0
α
pi
Θ2
µ0c
e−ikz,1z+ikpxTTE,TE . (20)
From Eqs. (9) and (10) we can find the boundary condi-
tions for the fields at the interface at z = 0
1 +RTE,TE = TTE,TE , (21)
−kz,1
n1
RTM,TE =
kz,2
n2
TTM,TE , (22)
−kz,1
µ1
[1−RTE,TE ] + α
pi
Θ1
kz,1
n1
RTM,TE
= −kz,2
µ2
TTE,TE − α
pi
Θ2
kz,2
n2
TTM,TE , (23)
n1
µ1
RTM,TE − α
pi
Θ1 [1 +RTE,TE ]
=
n2
µ2
TTM,TE − α
pi
Θ2TTE,TE , (24)
where we have used the dispersion relation k = nω/c.
Solving the above system of equations gives
RTE,TE =
(µ2kz,1 − µ1kz,2)Ωε − kz,1kz,2∆2
(µ2kz,1 + µ1kz,2)Ωε + kz,1kz,2∆2
, (25)
RTM,TE =
−2µ2n1kz,1kz,2∆
(µ2kz,1 + µ1kz,2)Ωε + kz,1kz,2∆2
, (26)
TTE,TE =
2µ2kz,1Ωε
(µ2kz,1 + µ1kz,2)Ωε + kz,1kz,2∆2
, (27)
TTM,TE =
2µ2n2k
2
z,1∆
(µ2kz,1 + µ1kz,2)Ωε + kz,1kz,2∆2
, (28)
where ∆ = αµ1µ2(Θ2 − Θ1)/pi and Ωε = µ1µ2(kz,1ε2 +
kz,2ε1), with the factors of ε appearing via the defi-
nition of the refractive index, n2 = µε. Note that
when Θ2 − Θ1 → 0 (i.e when the axion couplings van-
ish or when they are the same across the interface),
RTM,TE , TTM,TE → 0 and RTE,TE and TTE,TE reduce
to the usual reflection coefficients for normal magneto-
electric materials [20, 24].
Next, we consider a TM polarized plane wave incident
on the interface from layer 1 [See Fig. 1]. The electric
field ansatz for each region is now
Ex,1 = E0
kz,1
k1
[
e−ikz,1z+ikpx − eikz,1z+ikpxRTM,TM
]
,
(29)
Ey,1 = −E0eikz,1z+ikpxRTE,TM , (30)
Ez,1 = E0
kp
k1
[
e−ikz,1z+ikpx + eikz,1z+ikpxRTM,TM
]
,
(31)
Ex,2 = E0
kz,2
k2
e−ikz,2z+ikpxTTM,TM , (32)
Ey,2 = −E0e−ikz,2z+ikpxTTE,TM , (33)
Ez,2 = E0
kp
k2
e−ikz,2z+ikpxTTM,TM , (34)
where, again, components of the wavenumber are related
to the angles of incidence, reflection and transmission and
4Snells law holds. From Eqs. (3) and Eq. (7) we obtain
Hx,1 = E0
kz,1
µ0µ1ω
eikz,1z+ikpxRTE,TM
− E0α
pi
Θ1
µ0c
kz,1
k1
[
e−ikz,1z+ikpx − eikz,1z+ikpxRTM,TM
]
,
(35)
Hy,1 = −E0 k1
µ0µ1ω
[
e−ikz,1z+ikpx + eikz,1z+ikpxRTM,TM
]
+ E0
α
pi
Θ1
µ0c
eikz,1z+ikpxRTE,TM , (36)
Hx,2 = −E0 kz,2
µ0µ2ω
e−ikz,2z+ikpxTTE,TM
− E0α
pi
Θ2
µ0c
kz,2
k2
e−ikz,2z+ikpxTTM,TM , (37)
Hy,2 = −E0 k2
µ0µ2ω
e−ikz,2z+ikpxTTM,TM
+ E0
α
pi
Θ2
µ0c
e−ikz,2z+ikpxTTE,TM . (38)
From Eqs. (9) and (10) we can, again, find the boundary
conditions for the fields at the interface at z = 0
kz,1
n1
[1−RTM,TM ] = kz,2
n2
TTM,TM , (39)
RTE,TM = TTE,TM , (40)
kz,1
µ1
RTE,TM − α
pi
Θ1
kz,1
n1
[1−RTM,TM ]
= −kz,2
µ2
TTE,TM − α
pi
Θ2
kz,2
n2
TTM,TM , (41)
n1
µ1
[1 +RTM,TM ]− α
pi
Θ1RTE,TM
=
n2
µ2
TTM,TM − α
pi
Θ2TTE,TM , (42)
where, once more, k = nω/c has been used. Solving the
above system of equations gives
RTM,TM =
(ε2kz,1 − ε1kz,2)Ωµ + kz,1kz,2∆2
(ε2kz,1 + ε1kz,2)Ωµ + kz,1kz,2∆2
, (43)
RTE,TM =
−2µ2n1kz,1kz,2∆
(ε2kz,1 + ε1kz,2)Ωµ + kz,1kz,2∆2
, (44)
TTM,TM =
n2
n1
2ε1kz,1Ωµ
(ε2kz,1 + ε1kz,2)Ωµ + kz,1kz,2∆2
, (45)
TTE,TM =
−2µ2n1kz,1kz,2∆
(ε2kz,1 + ε1kz,2)Ωµ + kz,1kz,2∆2
, (46)
where ∆ = αµ1µ2(Θ2 − Θ1)/pi and Ωµ = µ1µ2(kz,1µ2 +
kz,2µ1), with the factors of ε, again, appearing via the
definition of the refractive index. Once again, when
Θ2 − Θ1 → 0 (i.e when the axion couplings van-
ish or when they are the same across the interface),
RTE,TM , TTE,TM → 0 and RTM,TM and TTM,TM reduce
to the usual reflection coefficients for normal magneto-
electric materials [20, 24]. (Note that in [20], unlike [24],
the transmission coefficient differs from the above result
by the ratio of the impedances of the two layers. This is
because the TM coefficients are derived using the H-field
instead of the E-field.)
The Fresnel coefficients for the energy flux can be
found by comparing the zˆ-component of the Poynting
vector, S = E × H, on each side of the interface. One
finds that they are related to the above field coefficients
via
ri,j = |Ri,j |2, (47)
ti,j =
kz,2
kz,1
µ1
µ2
|Ti,j |2, (48)
where i, j ∈ TE, TM and the prefactor in the transmis-
sion coefficients accounting for the change in flux area
as the field passes through the interface. Figure 2 shows
the reflection, ri,i, and transmission, ti,i, as a function of
incident angle for a 600nm optical plane wave, incident
from the vacuum, encountering a conventional magneto-
dielectric with ε = 16 and µ = 1 (such values are simi-
lar to those for Bi2Se3 at high frequencies [36]). In this
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FIG. 2: (Color online) The % reflection (solid) and transmis-
sion (dashed) for TE (red) and TM (blue) polarized waves at
a vacuum- (layer 1) magneto-dielectic- (layer 2) interface as a
function of the incident angle, φi. Here, µ1 = µ2 = 1, ε1 = 1
and ε2 = 16.
case the mixing coefficients vanish and the polarization
state of the incident light is preserved by the interface.
It is easy to see that for incident TE polarized light
rTE,TE + tTE,TE = 1 hence the TE energy flux is pre-
served at the interface (a similar expression holds for TM
polarized light). In comparison, Fig. 3 shows the reflec-
tion, ri,i, transmission, ti,i, and mixing, ri,j/ti,j (i 6= j),
as a function of incident angle for a plane wave of simi-
lar wavelength, incident from the vacuum, encountering
a TSB-TI with ε = 16, µ = 1 and Θ2 = pi. In this
case the mixing coefficients are non-zero and the polar-
ization states of the incident light mix at the interface.
Finally, one can show that for incident TE polarized
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FIG. 3: (Color online) (a) The % reflection (solid) and trans-
mission (dashed) for TE (red) and TM (blue) polarized waves
at a vacuum- (layer 1) TRSB-TI- (layer 2) interface as a func-
tion of the incident angle, φi. (b) The % reflection (solid)
and transmission (dashed) for TE → TM mixing (red) and
TM → TE mixing (blue) at a vacuum- (layer 1) TRSB-TI-
(layer 2) interface as a function of the incident angle, φi. In
both cases, µ1 = µ2 = 1, ε1 = 1, ε2 = 16, Θ1 = 0 and Θ2 = pi.
light, rTE,TE + rTM,TE + tTE,TE + tTM,TE = 1 hence
TE energy flux is still preserved at the interface (again
a similar expression holds for TM polarized light).
In order to better understand the mixing coefficients,
it is informative to look at the case of a pure TSB-TI
where the permittivity and permeability are that of the
vacuum and only the axion coupling changes on the in-
terface. This allows one to remove the magneto-dielectric
effects from the system and isolate the effect of the axion
coupling. In this case kz,1 = kz,2 and the reflection and
transmission coefficients reduce to
RTE,TE = −RTM,TM = −∆
2
4 + ∆2
, (49)
TTE,TE = TTM,TM =
4
4 + ∆2
, (50)
RTM,TE = RTE,TM = −TTM,TE = TTE,TM = −2∆
4 + ∆2
.
(51)
(Similar expressions were found in [17].) One can see
that in the pure TSB-TI limit the reflection and trans-
mission coefficients are no longer a function of incident
angle and, hence, the angular dependence of the coef-
ficients is a result of the magneto-dielectric properties
of the material rather than the axionic properties. As
∆ ≈ α, the energy flux reflection and transmission coeffi-
cients are ri,i ≈ α4/16 ≈ 10−10 and ti,i ≈ 1 respectively.
Thus one sees near perfect transmission. However, since
the axion coupling changes on the interface one still has
mixing, the magnitude of which is equal in transmission
and reflection ri,j = ti,j ≈ α2/4 ≈ 10−5.
As a slight diversion we briefly consider reflection,
transmission and mixing for large values of ∆. Although
such large values are probably not realizable with a topo-
logical insulator, this limit is useful in understanding the
affect of the axion coupling and may bear some relation
to treatments of the axion coupling as a fundamental
field. Figure 4 shows the reflective, ri,i, transmissive,
ti,i, and mixing, ri,j , /ti,j , coefficients for the expressions
in Eqs. (49) - (51) as a function of ∆. For vanishing ∆
one sees that the reflection and mixing coefficients van-
ish and one has perfect transmission. For ∆ → ∞, the
transmission and mixing coefficients vanish and one ap-
proaches a perfect mirror. Thus, for large changes in the
axion coupling, the interface becomes purely reflective
and no mixing occurs. Further, one sees that the maxi-
mum mixing occurs when the reflection and transmission
coefficients are equal. However, if one changes the rela-
tive impedances of the layers, this maximum is shifted.
Increasing the impedance (increasing µ relative to ε) in-
creases the mixing and shifts the peak to ∆ values lower
than the reflection-transmission crossing point [See Fig.
5 (a)], while lowering the impedance (increasing ε rela-
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FIG. 4: (Color online) The % reflection (red) and transmis-
sion (blue) and mixing (purple) as a function of ∆ for a pure
TI, with µ1 = µ2 = ε1 = ε2 = 1.
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FIG. 5: (Color online) The % reflection (red), transmis-
sion (blue), reflective mixing (black) and transmissive mix-
ing (purple) as a function of ∆ for a TSB-TI, with (a)
µ1 = ε1 = ε2 = 1 and µ2 = 2 and (b) µ1 = µ2 = ε2 = 1
and ε2 = 2 for normal incidence angle (hence TE and TM
polarizations are indistinguishable).
tive to µ) leads to a decrease in the mixing and shifts the
peak to ∆ values larger than the reflection-transmission
crossing point [See Fig. 5 (b)]. Thus, we see the mixing
is enhanced by the magnetic response of the material and
suppressed by the electric response.
Finally, it will be convenient for the rest of this study
to write the Fresnel coefficients in matrix form
R =
(
RTE,TE RTE,TM
RTM,TE RTM,TM
)
, (52)
T =
(
TTE,TE TTE,TM
TTM,TE TTM,TM
)
. (53)
These matrix transformations act on the field vector E
whose components refer to the TE and TM polarizations
respectively.
IV. THE GENERALIZED FRESNEL
COEFFICIENTS FOR MULTILAYERED MEDIA
To find the reflection and transmission coefficients for
multi-layered media we follow the method of Ref. [20]
and first consider a three layered medium. The wave in
layer 1 can be written, in the TE/TM basis as
E1 =
[
e−ikz,1zI + eikz,1(z−2d12)R˜12
]
·E0,1, (54)
where I is the unit matrix and R˜12 is the generalized
reflection matrix at the layer 1 - layer 2 interface, whose
form is unknown. Similarly in layer 2 we have
E2 =
[
e−ikz,2zI + eikz,1(z−2d23)R23
]
·E0,2, (55)
and in layer 3 we have
E3 = A3 ·
[
e−ikz,3zI
] ·E0,3. (56)
By considering upward and downward propagating waves
in each layer one can compute the unknown matrices.
The downward propagating wave in layer 2 is a conse-
quence of the transmitted wave from layer 1 and the re-
flected wave from layer 2 - layer 3 interface
e−ikz,2d12E0,2 = e−ikz,1d12T 12 ·E0,1
+ eikz,2(d12−2d23)R21 ·R23 ·E0,2, (57)
which can be solved for E0,2 to give
E0,2 = e
−i(kz,1−kz,2)d12M−12123 · T 12 ·E0,1, (58)
where
M2123 = I − e2ikz2(d12−d23)R21 ·R23, (59)
and the power of −1 implies the matrix inverse. The
upward propagating wave in layer 1 is a combination of
z=d
z
x
Layer 1
Layer 2
ε1 μ1
ε2 μ2
Θ1
Θ2
Layer 3 ε3 μ3Θ3 z=d
12
23
FIG. 6: A three layered medium.
7reflected waves from the layer 1 - layer 2 interface and
transmitted waves from layer 2
e−ikz,1d12R˜12 ·E0,1 = e−ikz,1d12R12 ·E0,1
+ eikz,2(d12−2d23)T 21 ·R23 ·E0,2, (60)
which with the help of Eq. (58) can be used to solve for
the generalized reflection coefficient
R˜12 = R12+e
−2ikz,2(d23−d12)T 21 ·R23 ·M−12123 ·T 12. (61)
Adding further layers below layer 3 merely requires one
to replace R23 with R˜23. Thus, one obtains a recursive
relation for the reflection coefficient
R˜i,i+1 = Ri,i+1 + e
−2ikz,i+1(di+1,i+2−di,i+1)T i+1,i · R˜i+1,i+2 ·M−1i+1,i,i+1,i+2 · T i,i+1, (62)
and hence one can generate the reflection coefficient for a medium with any number of layers. For transmission, from
Eq. (58), downward going waves in layer 2 are given by
e−ikz,2d12E0,2 = e−ikz,1d12M−12123 · T 12 ·E0,1, (63)
and similarly for the following layer
e−ikz,3d23E0,3 = e−ikz,2d23M−13234 · T 23 ·E0,2 = e−ikz,2(d23−d12)e−ikz,1d12M−13234 · T 23 ·M−12123 · T 12 ·E0,1. (64)
Thus, one can see that the generalized transmission coefficient reads
T˜ 1N = e
ikz,N (dN,N+1−dN−1,N )
N∏
i=2
e−ikz,i(di,i+1−di−1,i)M−1i,i−1,i,i+1 · T i−1,i. (65)
V. EMBEDDED SOURCES
Source (TE, TM)
d
z
x
+
d-
R+ T+~ ~
R- T-~ ~
FIG. 7: Layered media with an embedded source.
Consider a source embedded in a layered media. The
source produces a unit amplitude electric field with polar-
ization, E0, in the TE/TM basis. The general expression
for the field E in the same layer is given by
E = F·E0 =
[
eikz|z−z
′|I + e−ikzzB + eikzzD
]
·E0. (66)
The terms with coefficients B correspond to downward
propagating waves and is a result of reflections from the
surface at d+ and the terms with coefficients D corre-
spond to upward propagating waves and is a result of
reflections from the surface at d−. Thus, at the upper
interface, we have
Be−ikzd+ = R˜+ ·
[
Ieikz|d+−z
′| +Deikzd+
]
, (67)
where R˜+ is the generalized reflection matrix at the d+
surface and at the lower interface, we have
Deikzd− = R˜− ·
[
Ieikz|d−−z
′| +Be−ikzd−
]
, (68)
where R˜− is the reflection matrix at the d− surface. Solv-
ing for B and D gives
Be−ikzd+ = M˜+− ·
[
eikz|d+−z
′|R˜+
+eikz(d+−d−)eikz|d−−z
′|R˜+ · R˜−
]
, (69)
and
Deikzd− = M˜−+ ·
[
eikz|d−−z
′|R˜−
+eikz(d+−d−)eikz|d+−z
′|R˜− · R˜+
]
, (70)
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M˜ ij =
[
I − e2ikz(d+−d−)R˜i · R˜j
]−1
. (71)
Again, the power of −1 denotes the matrix inverse.
Note that, unlike standard magneto-dielectrics, in gen-
eral M˜+− 6= M˜−+. Substituting the expressions for B
and D back into the expression for the field, noting that
z, z′ > d− and z, z′ < d+and using the definition in Eq.
(71) leads to
Fz>z′(z, z
′) =
eikzzM˜−+ ·
[
e−ikzz
′
I + eikz(z
′−2d−)R˜−
]
+ e−ikzzM˜+− ·
[
e−ikz(z
′−2d+)R˜+
+eikz(z
′+2d+−2d−)R˜+ · R˜−
]
, (72)
for z > z′ and
Fz<z′(z, z
′) =
e−ikzzM˜+− ·
[
eikzz
′
I + e−ikz(z
′−2d+)R˜+
]
+ eikzzM˜−+ ·
[
eikz(z
′−2d−)R˜−
+e−ikz(z
′+2d−−2d+)R˜− · R˜+
]
, (73)
for z < z′.
One can also find the electric field in a different layer
from the source by considering the transmitted fields.
The general expression for the field in layer n as a result
if a source in layer m < n is
E = F ·En =
[
eikn,zzI + e−ikn,z(z−2dn+)R˜+
]
·En. (74)
The upward going field in layer n at the dn− interface
can be written as
En = e
−ikm,zdn− T˜mn ·Em
+ e2ikm,z(dn+−dn−)R˜n− · R˜n+ ·En
= e−ikm,zdn−M˜n−n+ · T˜mn ·Em, (75)
where the field Em at the dm+ interface is given from Eq.
(72) by
Em = e
ikm,zdm+M˜m−m+·[
e−ikm,zz
′
I + eikm,z(z
′−2dm−)R˜m−
]
·E0. (76)
Thus, the F matrix for the field in layer n is given by
Fz>z′(z, z
′) =
[
eikn,zzI + e−ikn,z(z−2dn+)R˜+
]
·[
e−ikm,zdn−M˜n−n+ · T˜mn · M˜m−m+eikm,zdm+
]
·[
e−ikm,zz
′
I + eikm,z(z
′−2dm−)R˜m−
]
. (77)
Similarly, the general expression for the field in layer n
as a result if a source in layer m > n is
E = F ·En =
[
e−ikn,zzI + eikn,z(z−2dn−)R˜−
]
·En. (78)
The downward going field in layer n at the dn+ interface
can be written as
En = e
ikm,zdn+ T˜mn ·Em
+ e2ikm,z(dn+−dn−)R˜n+ · R˜n− ·En
= eikm,zdn+M˜n+n− · T˜mn ·Em, (79)
where the field Em at the dm+ interface is given from Eq.
(73) by
Em = e
−ikm,zdm+M˜m+m−·[
eikm,zz
′
I + e−ikm,z(z
′−2dm+)R˜m+
]
·E0.
Thus, the F matrix for the field in layer n is given by
Fz<z′(z, z
′) =
[
e−ikn,zzI + eikn,z(z−2dn−)R˜−
]
·[
eikm,zdn+M˜n+n− · T˜mn · M˜m+m−e−ikm,zdm+
]
·[
eikm,zz
′
I + e−ikm,z(z
′−2dm+)R˜m+
]
. (80)
VI. THE MULTILAYERED GREEN’S
FUNCTION
The Green’s function is the solution to the wave equa-
tion, Eq. (8), for a single frequency point source. For a
homogeneous axionic coupling this wave equation reduces
to
∇× 1
µ(r, ω)
∇×E(r, ω)− ω
2
c2
ε(r, ω)E(r, ω) = iωµ0J(r),
(81)
where J(r) = JE(r, ω) + JN (r, ω) is the total current
source with both external and noise contributions. Thus,
the Green’s function is defined by
∇× 1
µ(r, ω)
∇×G(r, r′, ω)
− ω
2
c2
ε(r, ω)G(r, r′, ω) = δ (r− r′) . (82)
Knowledge of the Green’s function allows one to compute
the electric field at any point from an arbitrary distribu-
tion of current sources via
E(r, ω) = iωµ0
∫
d3r′G(r, r′, ω) · J(r′). (83)
As can be seen from Eq. (81), the wave equation for
a homogenous axionic coupling is just the usual wave
equation for a traditional magneto-dielectric. Hence the
9Green’s function is identical to the standard magneto-
dielectric electric Green’s function, which, in its singu-
larity extracted form, reads
G(r, r′, ω) =
i
8pi2
∫
d2kp µ(r
′)
[
m∗(r)⊗m(r′)
kzk2p
+
n∗(r)⊗ n(r′)
kzk2p
]
eikp·(rp−r
′
p)eikz|z−z
′|, (84)
where m(r) and n(r) are the dyadic operators
m(r) = i∇r × zˆ, (85)
n(r) =
1
k
∇r ×∇r × zˆ, (86)
that generate the solenoidal vector wave functions [20],
which are equivalent to the polarization vectors in [24].
Here, k is the wavevector of the wave with kp = kxxˆ+ky yˆ
and kz =
√
k2 − k2p. Similarly, rp = rxxˆ + ry yˆ. For
simplicity we have neglected the source singularity.
The effect of the axionic coupling is only seen when
there are inhomogeneities in the material. Adding planar
layers is identical to finding generalized reflection coeffi-
cients except now we replace the source E0 with a vector
containing the dyads. Thus the Green’s function for lay-
ered TSB-TI’s is given by
Gz≷z′(r, r
′, ω) =
i
8pi2
∫
d2kp
× µ(r′)
[
C(r, r′) : F z≷z′(z, z
′)
kzk2p
]
eikp·(rp−r
′
p), (87)
with
C(r, r′) =
(
m∗(r)⊗m(r′) n∗(r)⊗m(r′)
m∗(r)⊗ n(r′) n∗(r)⊗ n(r′)
)
, (88)
and the : operator implying the element-wise Frobenius
inner product. For z and z′ in the same layer F z>z′(z, z
′)
is given by Eq. (72) and F z<z′(z, z
′) by Eq. (73). For
z ∈ n and z′ ∈ m in the different layers F z>z′(z, z′)
is given by Eq. (77) and F z<z′(z, z
′) by Eq. (80).
As a consistency check, one can show that the result-
ing Green’s function reduces to that for a traditional
magneto-dielectric material when the axion coupling van-
ishes and that it satisfies the Schwarz reflection principle,
which is required for the response to be causal (see Ap-
pendix A).
VII. DIPOLE FIELDS CLOSE TO A TSB-TI
SURFACE
As an example of the use of the Green’s function we will
compute the electric field pattern of a single frequency,
dipole point source close to a TSB-TI surface at z = 0.
We take the source to be in the upper layer, z′ > 0.
For a field point at z > 0 there are two contributions,
one from direct propagation from the source to the field
point, which is given by the free space Green’s function
G0(r, r
′, ω), and one from reflections from the surface,
which is given by the reflective part of the Green’s func-
tion R(r, r′, ω). For z < 0 the only contribution is from
transmission at the surface, which is given by the trans-
missive part of the Greens function T (r, r′, ω). Thus, we
can split the Green’s function into 3 parts
G(r, r′, ω) =
{
G0(r, r
′, ω) +R(r, r′, ω) z > 0,
T (r, r′, ω) z < 0,
(89)
each of which can be computed separately. Each part
can be found by expanding the definition of the Green’s
function given in Eq. (87). These expressions are given
in Appendix B.
A. z-Orientated-Dipole
First we will consider a single frequency, dipole point
source, orientated in the z direction, placed close to a
material surface. This source can be represented by a
current density of the form
J(r′) = −iωd(ω)δ(r′)zˆ, (90)
where d(ω) is the dipole strength. The source is placed in
the upper layer, which is taken to be the vacuum (ε = 1
and µ = 1), at 1.5λ0 above a surface, where λ0 is the
vacuum wavelength. The material parameters for the
surface are ε = 16 and µ = 1, which are comparable to
those of Bi2Se3 [36]. Substituting the current source into
the expression for the electric field in Eq. (83) shows that
the relevant components of the Green’s function are the
Giz(r, r′, ω), where i = x, y, z depending on the desired
field component at r. The expression for the Green’s
function components can be simplified by converting to
polar coordinates, after which the angular integral can be
performed analytically. The resulting Hankel transform
integral, however, must be computed numerically (the
relevant integrals can be found in Appendix C).
The field patterns for this configuration are shown in
Figure 8. Figures 8 (a), (b) and (c) show the, x, y and z
components, respectively, for the real part of the electric
field (equivalent to the time dependent field at t = 0) in
the x − z plane for Θ = 0 - the case of a conventional
magneto-dielectric. In this case the mixing coefficients
vanish and hence one sees y-component of the field is
zero. The field patterns for the x and z components are
those that one would expect from a point dipole. Fig-
ures 8 (d), (e) and (f) show the, x, y and z components,
respectively, for the real part of the electric field in the
x − z plane for the case of a TSB-TI with, Θ = pi. In
this case the mixing coefficients are non-zero. The axion
coupling causes a rotation of the polarization of the field,
generating a non-zero y-component at the interface. Fig-
ures 8 (g), (h) and (i) show the, x, y and z components,
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FIG. 8: (Color online) The field pattern (real part) in the x− z plane for a single frequency, zˆ orientated, point dipole close to
a TSB-TI interface. Here, the upper layer is the vacuum (µ = 1, ε = 1 and Θ = 0) and lower layer is a medium with ε = 16
and µ = 1. (a), (b) and (c) are the x, y and z components, respectively, when the axion coupling in the medium is Θ = 0. (d),
(e) and (f) are the x, y and z components, respectively, when the axion coupling in the medium is Θ = pi. (g), (h) and (i) are
the x, y and z components, respectively, when the axion coupling in the medium is Θ = −pi. All distance are in terms of the
vacuum wavelength and all field strength units are arbitrary. Note that, for clarity, the amplitude of the y component of the
field has been scaled by ×1000 compared to the x and z components.
respectively, for the real part of the electric field in the
x− z plane for the case of a TSB-TI with, Θ = −pi. This
case similar to that of a a TSB-TI with Θ = pi, except
that the interface causes the field polarization to be ro-
tated in the opposite direction. Thus, the y-component
is the opposite of that in Figure 8 (e). Note that the dis-
continuity at the interface in Figures 8 (c), (f) and (i) is
expected since this is the longitudinal component of the
electric field, which, unlike the transverse components, is
not continuous at the boundary. In fact, as the difference
in permittivity at the interface is 16, one would expect an
order of magnitude jump in the longitudinal component,
which is observed.
B. x-Orientated-Dipole
Next we will consider a dipole source orientated in the
x direction, which is given by a current density of the
form
J(r′) = −iωd(ω)δ(r′)xˆ, (91)
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FIG. 9: (Color online) The field pattern (real part) in the x− z plane for a single frequency, xˆ orientated, point dipole close to
a TSB-TI interface. Here, the upper layer is the vacuum (µ = 1, ε = 1 and Θ = 0) and lower layer is a medium with ε = 16
and µ = 1. (a), (b) and (c) are the x, y and z components, respectively, when the axion coupling in the medium is Θ = 0. (d),
(e) and (f) are the x, y and z components, respectively, when the axion coupling in the medium is Θ = pi. (g), (h) and (i) are
the x, y and z components, respectively, when the axion coupling in the medium is Θ = −pi. All distance are in terms of the
vacuum wavelength and all field strength units are in arbitrary. Note that, for clarity, the amplitude of the y component of the
field has been scaled by ×1000 compared to the x and z components.
where, again, d(ω) is the dipole strength. We consider a
similar geometry as before with the source was placed in
the upper layer (vacuum) at 1.5λ0 above a surface. The
material parameters for the surface are, again, ε = 16
and µ = 1. Substitution of the source current into the
expression for the electric field in Eq. (83) shows that the
relevant components of the Green’s function, in this case,
are the Gix(r, r′, ω), where i ∈ x, y, z depending on the
desired field component at r. Again, by converting to po-
lar coordinates and computing the angular integral one
arrives at a Hankel transform integral that must be com-
puted numerically. The relevant integrals can be found
in Appendix D.
The field patterns for this configuration are shown in
Figure 9. Figures 9 (a), (b) and (c) show the, x, y and z
components, respectively, for the real (t = 0) part of the
electric field in the x−z plane for a conventional magneto-
dielectric (Θ = 0). Here, as with the z-orientated dipole,
the mixing coefficients vanish and hence one sees no y-
component to the field. Figures 9 (d), (e) and (f) show
the, x, y and z components, respectively, for the real
part of the electric field in the x − z plane for the case
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of a TSB-TI with, Θ = pi. One, again, sees the gener-
ation of a non-zero y-component owing to the effects of
the interface. Figures 9 (g), (h) and (i) show the, x, y
and z components, respectively, for the real part of the
electric field in the x− z plane for the case of a TSB-TI
with, Θ = −pi. As before we see the inversion of the
y-component compared to that in Figure 9 (e). Again,
the discontinuity in Figures 9 (c), (f) and (i) is expected
since this is the longitudinal component of the electric
field.
VIII. SUMMARY
We have constructed the Green’s function of a layered
TSB-TI and used it to study the field pattern of a single
frequency point dipole close to the surface of a topolog-
ical insulator. Reflection and transmission from a TSB-
TI surface leads to mixing of TE and TM polarization
components and hence a rotation in the overall polariza-
tion of the incident light. This effect has the potential
to be the basis for a number of novel optical and quan-
tum optical effects, for whose study the Green’s function
will be useful. Owing to the ubiquitous nature of the
Green’s function in both classical and quantum electro-
magnetism, it is hoped that the closed form expressions
for this function will prove to be beneficial to a great
many fields.
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Appendix A: Schwarz Reflection Principle
The Schwarz reflection principle states that
G∗(r, r′, ω) = G(r, r′,−ω∗). (A1)
One can show that the same principle holds for axionic
materials. Given the Helmholtz equation in Eq. (8), the
definition of the Green’s function reads
∇× 1
µ(r, ω)
∇×G(r, r′, ω)
− iω
c
α
pi
[∇Θ(r, ω)×G(r, r′, ω)]
− ω
2
c2
ε(r, ω)G(r, r′, ω) = δ(r− r′). (A2)
Setting ω → −ω∗ gives
∇× 1
µ(r,−ω∗)∇×G(r, r
′,−ω∗)
+ i
ω∗
c
α
pi
[∇Θ(r,−ω∗)×G(r, r′,−ω∗)]
− (ω
∗)2
c2
ε(r,−ω∗)G(r, r′,−ω∗) = δ(r− r′). (A3)
As the permittivity, ε(r, ω), and permeability, µ(r, ω),
via causality arguments, also obey the Schwarz reflection
principle and the axion coupling, Θ(r, ω), is real, we have
∇× 1
µ∗(r, ω)
∇×G(r, r′,−ω∗)
+ i
ω∗
c
α
pi
[∇Θ(r, ω)×G(r, r′,−ω∗)]
− (ω
∗)2
c2
ε∗(r, ω)G(r, r′,−ω∗) = δ(r− r′). (A4)
By comparing Eq. (A4) with the complex conjugate of
Eq. (A2), one can see that the Schwarz reflection princi-
ple holds for axionic materials.
For purely imaginary frequencies one has
G∗(r, r′, iξ) = G(r, r′,− (iξ)∗) = G(r, r′, iξ), (A5)
where ξ is real. Hence at imaginary frequencies the
Green’s function is real. In addition one has,
kz =
√
(iξ)2
c2
− k2p = i
√
ξ2
c2
+ k2p = iκz, (A6)
where κz is real. Substituting this into the expression
for the Green’s function in Appendix B, converting to
angular coordinates, performing the angular integration
and noting that the resulting Hankel transform is real
one can see that the components of the planar half space
Green’s function obey the Schwarz reflection principle.
Appendix B: Greens Function for a Planar Half
Space
The half space Green’s function has a single interface
at z = 0, hence d± = 0. Hence, the multiple reflection co-
efficients M˜ ij = I. For a source point in the upper layer,
the upper reflection and transmission coefficients vanish,
R˜+ = T˜+ = 0, and the lower reflection and transmission
coefficients becomes that for a single interface, R˜− = R
and T˜− = T . Similarly, for a source point in the lower
layer, the lower reflection and transmission coefficients
vanish, R˜− = T˜− = 0, and the upper reflection coeffi-
cient becomes that for a single interface, R˜+ = R and
T˜+ = T . Putting this together, expanding the dyads,
and ignoring the extracted singularity, leads to expres-
sions for the reflective, transmissive and free space parts
of the Green’s function for a source and field point in an
arbitrary layer.
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The free space part of the Green’s function is propor-
tional to I and is given by the well known expression
G0(r, r
′, ω) = µ(ω)
[
1
k2
∇⊗∇+ I
]
eikR
4piR
, (B1)
which, on evaluating the derivatives, becomes
G0(r, r
′, ω) = µ(ω)
eikR
4piR
[(
1 +
ikR− 1
k2R2
)
I
+
3− 3ikR− k2R2
k2R2
R⊗R
R2
]
, (B2)
with R = r− r′.
The reflective part of the Green’s function can be writ-
ten as
G(r, r′) =
∫
d2kp
(2pi)2
eikp·(rp−r
′
p)Rij(kp, kz, z, z
′), (B3)
with
Rxx(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
k2y
k2p
RTE,TE − k
2
xk
2
z
k2pk
2
RTM,TM
+sgn (z′)
kz
k2pk
(kxkyRTE,TM − kxkyRTM,TE)
]
,
(B4)
Ryy(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
k2x
k2p
RTE,TE −
k2yk
2
z
k2pk
2
RTM,TM
−sgn (z′) kz
k2pk
(kxkyRTE,TM − kxkyRTM,TE)
]
,
(B5)
Rxy(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
−kxky
k2p
RTE,TE − kxkyk
2
z
k2pk
2
RTM,TM
+sgn (z′)
kz
k2pk
(
k2yRTE,TM + k
2
xRTM,TE
)]
, (B6)
Ryx(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
−kxky
k2p
RTE,TE − kxkyk
2
z
k2pk
2
RTM,TM
−sgn (z′) kz
k2pk
(
k2xRTE,TM + k
2
yRTM,TE
)]
, (B7)
Rxz(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
−sgn (z′) kxkz
k2
RTM,TM +
ky
k
RTE,TM
]
, (B8)
Rzx(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
sgn (z′)
kxkz
k2
RTM,TM +
ky
k
RTM,TE
]
, (B9)
Ryz(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
−sgn (z′) kykz
k2
RTM,TM − kx
k
RTE,TM
]
, (B10)
Rzy(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
×
[
sgn (z′)
kykz
k2
RTM,TM − kx
k
RTM,TE
]
, (B11)
Rzz(kp, kz, z, z
′) =
iµ(ω)
2kz
eikz(|z|+|z
′|)
[
k2p
k2
RTM,TM
]
,
(B12)
where µ(ω) is the permeability in the layer.
Similarly, the transmissive part of the Green’s function
can be written as
G(r, r′) =
∫
d2kp
(2pi)2
eikp·(rp−r
′
p)T ij(kp, kz, z, z
′), (B13)
with
T xx(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
k2y
k2p
TTE,TE +
k2xkzkz′
k2pkk
′ TTM,TM
+sgn (z′)
1
k2p
(
kxky
kz′
k′
TTE,TM + kxky
kz
k
TTM,TE
)]
,
(B14)
T yy(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
k2x
k2p
TTE,TE +
k2ykzkz′
k2pkk
′ TTM,TM
−sgn (z′) 1
k2p
(
kxky
kz′
k′
TTE,TM + kxky
kz
k
TTM,TE
)]
,
(B15)
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T xy(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
−kxky
k2p
TTE,TE +
kxkykzkz′
k2pkk
′ TTM,TM
+sgn (z′)
1
k2p
(
k2y
kz′
k′
TTE,TM − k2x
kz
k
TTM,TE
)]
,
(B16)
T yx(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
−kxky
k2p
TTE,TE +
kxkykzkz′
k2pkk
′ TTM,TM
−sgn (z′) 1
k2p
(
k2x
kz′
k′
TTE,TM − k2y
kz
k
TTM,TE
)]
,
(B17)
T xz(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
sgn (z′)
kxkz
kk′
TTM,TM +
ky
k′
TTE,TM
]
, (B18)
T zx(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
sgn (z′)
kxkz′
kk′
TTM,TM +
ky
k
TTM,TE
]
, (B19)
T yz(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
sgn (z′)
kykz
kk′
TTM,TM − kx
k′
TTE,TM
]
, (B20)
T zy(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
×
[
sgn (z′)
kykz′
kk′
TTM,TM − kx
k
TTM,TE
]
, (B21)
T zz(kp, kz, z, z
′) =
iµ′(ω)
2kz′
eikz|z|+ikz′ |z
′|
[
k2p
kk′
TTM,TM
]
,
(B22)
where µ′(ω) is the permeability in the source layer.
Note that if the cross-reflection, RTE,TM and RTM,TE
and cross-transmission, TTM,TE and TTM,TE , coefficients
vanish one recovers the Green’s function for a conven-
tional magneto-dielectric [22].
Appendix C: Green’s Function Components for an
z-Orientated Dipole
The field from a z-orientated dipole close to a TSB-TI
can be found from the planar half space Green’s func-
tion in Appendix B. The relevant components can be
simplified by converting to polar coordinate, after which
the angular integral can be computed analytically. The
resulting Hankel transforms, which must be evaluated
numerically, are
Rxz(r, r′) =
1
4pi
∫
dkp e
ikz(|z|+|z′|)
× J1 (kpRp)
k2p
k2
RTM,TM , (C1)
Ryz(r, r′) =
1
4pi
∫
dkp e
ikz(|z|+|z′|)
× J1 (kpRp)
k2p
kkz
RTE,TM , (C2)
Rzz(r, r′) =
i
4pi
∫
dkp e
ikz(|z|+|z′|)
× J0 (kpRp)
k3p
k2kz
RTM,TM , (C3)
for the reflective part and
T xz(r, r′) = − 1
4pi
∫
dkp e
ikz|z|+ikz′ |z′|
× J1 (kpRp)
k2pkz
kk′kz′
TTM,TM , (C4)
T yz(r, r′) =
1
4pi
∫
dkp e
ikz|z|+ikz′ |z′|
× J1 (kpRp)
k2p
k′kz′
TTE,TM , (C5)
T zz(r, r′) =
i
4pi
∫
dkp e
ikz|z|+ikz′ |z′|
× J0 (kpRp)
k3p
kk′kz′
TTM,TM , (C6)
for the transmissive part, where Rp = rp − r′p.
Appendix D: Green’s Function Components for an
x-Orientated Dipole
The field from a x-orientated dipole close to a TSB-TI
can, again, be found from the planar half space Green’s
function in Appendix B. Converting to polar coordinate
and evaluating the angular integral leads to
Rxx(r, r′) =
i
8pi
∫
dkp e
ikz(|z|+|z′|)
×
{
[J0 (kpRp) + 2J2 (kpRp)]
kp
kz
RTE,TE
− [J0 (kpRp)− 2J2 (kpRp)] kpkz
k2
RTM,TM
}
, (D1)
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Ryx(r, r′) = − i
8pi
∫
dkp e
ikz(|z|+|z′|)
×
{
[J0 (kpRp)− 2J2 (kpRp)] kp
k
RTE,TM
+ [J0 (kpRp) + 2J2 (kpRp)]
kp
k
RTM,TE
}
, (D2)
Rzx(r, r′) = − 1
4pi
∫
dkp e
ikz(|z|+|z′|)
×
{
J1 (kpRp)
k2p
k2
RTM,TM
}
, (D3)
for the reflective part and
T xx(r, r′) =
i
8pi
∫
dkp e
ikz|z|+ikz′ |z′|
×
{
[J0 (kpRp) + 2J2 (kpRp)]
kp
kz′
TTE,TE
+ [J0 (kpRp)− 2J2 (kpRp)] kpkz
kk′
TTM,TM
}
, (D4)
T yx(r, r′) = − i
8pi
∫
dkp e
ikz|z|+ikz′ |z′|
×
{
[J0 (kpRp)− 2J2 (kpRp)] kp
k′
TTE,TM
− [J0 (kpRp) + 2J2 (kpRp)] kpkz
kkz′
TTM,TE
}
, (D5)
T zx(r, r′) = − 1
4pi
∫
dkp e
ikz|z|+ikz′ |z′|
×
{
J1 (kpRp)
k2p
kk′
TTM,TM
}
, (D6)
for the transmissive part.
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