We have studied Markov processes on denumerable state space and continuous time. We found that all these processes are connected via gauge transformations. We have used this result before as a method for resolution of equations, included the case where the sample space is time dependent in a previous work Phys. Rev. E 90, 022125 (2014). We found a general solution through a dilation of the state space, although the prior probability distribution of the states defined in this new space takes smaller values with respect to the one in the initial problem. The gauge (local) group of dilations modifies the distribution on the dilated space to restore the original process. In this work we show how Markov process in general could be linked via gauge (local) transformations and we present some illustrative examples for this results.
C. Jarne † UNQ -Departamento de Ciencia y Tecnología. IFIBA (UBA) Laboratorio de Sistemas Dinámicos (CONICET).
(Dated: April 8, 2018) We have studied Markov processes on denumerable state space and continuous time. We found that all these processes are connected via gauge transformations. We have used this result before as a method for resolution of equations, included the case where the sample space is time dependent in a previous work Phys. Rev. E 90, 022125 (2014). We found a general solution through a dilation of the state space, although the prior probability distribution of the states defined in this new space takes smaller values with respect to the one in the initial problem. The gauge (local) group of dilations modifies the distribution on the dilated space to restore the original process. In this work we show how Markov process in general could be linked via gauge (local) transformations and we present some illustrative examples for this results.
I. INTRODUCTION
Continuous-time Markov process are used to describe a variety of stochastic complex processes. They have been widely used in mathematical physics to describe the properties of important models in equilibrium and non-equilibrium, such as the Ising model [1] .
Other important example of application is the use of continuous-time Markov chains in queueing theory [2] . Regarding biology, Markov chains are used to explain the properties of reaction networks, chemical system involving multiple reactions and chemical species [3] and kinetics of linear arrays of enzymes [4] .
In this work, we show a way to connect a given pair of Markov processes via gauge transformations. The link between different processes is a mathematical observation that enrich the description of the stochastic process. In addition, in some cases this observation could become an useful tool to study a particularly complex Markov problem using a simpler auxiliary Markov process and proposing an adequate transformation to link both of them.
This approach was heuristically explored on our recent work [5] as an alternative method for the resolution of equations of Markov process on denumerable state spaces and continuous time. Nevertheless, in order to obtain a phenomenological or approximate solution to certain Markov process involves some knowledge of the system parameters and depends. This is precisely the case of [5] .
In the following we present a mathematical description of a general stochastic system. The structure of the paper is: in section II, a motivation of the problem in section III, the formal aspects of the equivalence of the process in section IV and finally the conclusions and final comments in section V.
II. MARKOVIAN PROCESS IN A DENUMERABLE STATE SPACE AND CONTINUOUS TIME
We start by reviewing the basics aspects of this class of stochastic processes. Let's consider a stochastic system described by a Markov process with a random variable x(t), which takes values from the state space at the instant t S = {x n : n ∈ ℓ ℓ ℓ},
where t represent a time variable, some parameter used to describe the evolution of the process, that takes values from a set T ⊆ R, ℓ ℓ ℓ is the countable set of labels for the states, such that ℓ ℓ ℓ ⊆ Z + 0 . We defined the conditional probability to find the system in the state x l , at the instant t, given that at instant s was in the state x k , denoted by
We understand this conditional probability as a transition element between the states x k −→ x l and with a temporal evolution s −→ t. These conditional probabilities describes the time evolution of the stochastic system, in the sense that they allow us to connect any two ordered pairs (x k , s), (x l , t).
The time evolution of a Markov process, is determined by the knowledge of a prior probability distribution for each t, denoted by
for all (t, n) ∈ T × ℓ ℓ ℓ.
An equivalent way to describe this process is through an initial value p n (0) and a conditional probabilities P nm (t, s), which represents the transition matrix elements of the states x m −→ x n . For each t the events are mutually exclusive, then
Consequently at the time t + ǫ the probability to find the system in x n , is given by the transition from x m at time t, in this way
After some elementary operations, we get:
where d t is a notation of total time derivative, and
where Q nm (t) is called the infinitesimal generator. The equation (6) is named the Kolmogorov equation, the foundational work [6] . Another authors are referred later to (6) as the forward Kolmogorov equations [7] .
We define ϕ ϕ ϕ(t) as an |S|-tuple of the probability distribution as ϕ ϕ ϕ(t) = (p 0 (t), p 1 (t), · · ·)
⊺ . And also we used a notation for the cardinal number of a set S S S is given by |S S S| and ⊺ represents the transposition operation.
The evolution equation for the process can be expressed in a matrix form as [8] 
In this way we have a mathematical description of a Markov process in terms of a set of prior probabilities {p 0 (t), p 1 (t), · · · } and an infinitesimal generator Q Q Q(t).
III. MOTIVATION OF THE PROBLEM
In this section we present a motivational example to show how a given pair of Markov processes could be linked via gauge transformations. Let's consider two particular stochastic processes, with their respective infinitesimal generators
This matrices Q Q Q + and Q Q Q − corresponds to a pure birth process and a pure death process, whereas ν and µ are the birth and death rates, respectively. Note that (9), is equal to another infinitesimal generator which corresponds to a finite 2−state birth-death process. Also, to be more explicit, we can represent each of these processes through the diagrams in Fig. 1 and 2. The differential equation from (8) applied for each of these processes are summarized by:
We demonstrate that exist a 2 × 2 matrix λ λ λ that connect the solutions ϕ ϕ ϕ + and ϕ ϕ ϕ − in a following way:
First of all only for the particular case ν = µ we will have a constant matrix λ λ λ
which corresponds to an interchange of the states 1 ←→ 2 . In other words, (12) corresponds to a reflection that interchange the Fig. 1 by the Fig. 2 and viceversa. Explicitely for the case ν = µ, using (12), we have
The last equation together with (10) involve (11). The matrix λ λ λ from (12) is a time independent change of coordinates between equations (10) for the case ν = µ.
We have noticed that λ λ λ is not a constant matrix, for the case ν = µ. For the present case we obtain the solutions with a non trivial initial conditions are
Using the explicit solutions (14), the proof that the equation (11) is true is straightforward, since there is a matrix
such that the equation (11) is true. This example shows, in pedagogical way, that it is possible to write the solution of a stochastic process starting from another process. The bridge between ϕ ϕ ϕ + and ϕ ϕ ϕ − is built through a local transformation λ λ λ. Also the correspond link between Q Q Q + and Q Q Q − through a local transformation λ λ λ is given by
for all ν and µ. The expression (16) is almost equal to (13) but with an added term d t λ λ λλ λ λ −1 .
We will see that the group of this kind of transformations is structured as a gauge group. We can formalize and generalize this idea in the following sections and we prove that is possible to connect any pair of infinitesimal generator (Q Q Q, Q Q Q ′ ) and any pair of prior distributions of probability (ϕ ϕ ϕ, ϕ ϕ ϕ ′ ), associated to these infinitesimal generators, in a similar way that (16) and (11), respectively
ϕ ϕ ϕ ′ = λ λ λϕ ϕ ϕ.
IV. FORMAL ASPECTS OF EQUIVALENT MARKOV PROCESSES
We considered a map Γ λ Γ λ Γ λ , given a non singular matrix λ λ λ, which transforms a matrix Q Q Q as
where λ λ λ, Q Q Q ∈ R |ℓ ℓ ℓ|×|ℓ ℓ ℓ| are t−dependent differentiable matrices. Thereby, λ λ λ is a local transformation and we will prove that Γ λ Γ λ Γ λ form a group of local (gauge) transformations. In particular Γ λ Γ λ Γ λ ∈ R |ℓ ℓ ℓ|×|ℓ ℓ ℓ| .
In addition, in this section we study the possibility that for all pair of matrices Q Q Q and Q Q Q ′ , t−dependent and differentiable, there is a non singular matrix λ λ λ, t−dependent and differentiable, that connect Q Q Q and Q Q Q
If we composed two transformation Γ λ Γ λ Γ λ • Γ Γ Γ λ λ λ ′ with λ λ λ and λ λ λ ′ are non singular, we see that
From (20) we see that if
Using this properties of composition (20) and (21), we give an expression for the inverse map Γ λ Γ λ Γ λ −1 . First of all, we have trivially
where 1 1 1 is the identity matrix. If we consider the composed transform λ λ λ ′′ = λλ λλ λλ ′ such that λλ λλ λλ
Finally from (23) the inverse of Γ Γ Γ λ λ λ is unique and given by
for more details of the properties of composition (20) and inverse transformation (24) see Appendix A1.
We will demonstrate that for any pair of t−dependent differentiable matrices Q Q Q and Q Q Q ′ both of |ℓ ℓ ℓ| × |ℓ ℓ ℓ| there exist a non-singular t−dependent differentiable matrices λ λ λ of |ℓ ℓ ℓ| × |ℓ ℓ ℓ| that connect them. For that we can define the following equivalence relation:
more details that ∼ is a well defined equivalence relation see Appendix A1. From the equivalence relation (25) then λ λ λ satisfies the differential equation:
First of all, the solution of (26) exist for the trivial cases Q Q Q = 0 0 0 and Q Q Q ′ = 0 0 0, i.e. we denoted by λ λ λ 1 and λ λ λ 2 the respective solutions for each case
We can obtain (λ λ λ 1 , λ λ λ 2 ) as an iterative non singular solutions, for more details of this solution see Appendix A2. The existence of solutions for (27) and (28) implies that λ λ λ 1 and λ λ λ 2 connects Q Q Q ′ ∼ 0 0 0 and 0 0 0 ∼ Q Q Q, respectively.
This implication is true from the definition of the equivalence relation. From the existence of solutions for (27) and (28) then we have
and from transitivity of the equivalence relation (25) we have Q Q Q ′ ∼ Q Q Q, this means that there is a given λ λ λ that
We express the solution λ λ λ as a function of the solutions of (27) and (28), (λ λ λ 1 , λ λ λ 2 ), respectively. We say that a solution λ λ λ built in this way is a transitive solution, or composite solution, the name will be clear in the construction procedure of the solution λ λ λ. From (29) and (30) we see that the transitivity solution is constructed from the composition of transformations Q Q Q ′ = Γ Γ Γ λ λ λ1 (0 0 0) and 0 0 0 = Γ Γ Γ λ λ λ2 (Q Q Q) as follows
from the composition rule (20) applied to (31)
where the transitive solution is given by
We have demonstrated that for any pair of matrices (Q Q Q, Q Q Q ′ ), t−dependent and differentiable, there is a non singular matrix λ λ λ, t−dependent and differentiable, that connect Q Q Q and Q Q Q ′ through the map Γ λ Γ λ Γ λ , given by the expression (18)
Suppose now that Q Q Q and Q Q Q ′ are the infinitesimal generators, t−dependent and differentiable, of the following differential equations
finally from (34) and (35) we have
We found that for any pair infinitesimal generators, t−dependent and differentiable, (Q Q Q, Q Q Q ′ ) associated to (35), exist another t−dependent and differentiable matrix λ λ λ that connect the distribution of probability ϕ ϕ ϕ and ϕ ϕ ϕ ′ .
Until now we have considered the equivalence of Markov processes of the same dimension, i.e. the state spaces of every couple of processes have the same cardinality. We will go one step further, we will prove the equivalence of all continuous-time Markov processes on a denumerable state space.
Without loss of generality we define (Q Q Q, S) and (Q Q Q ′ , S ′ )
as the respective infinitesimal generators and state spaces, such that n = |S| < |S ′ | = n ′ . We can construct another process associated with Q Q Q, such that the infinitesimal generator, Q Q Q, is given by
or in block form
The matrix Q Q Q corresponds to a new process on a state space S which have the same cardinality of S ′ . We have completed the process on S with a number of redundant states, such that the resulting state space S satisfy |S| = n ′ = |S ′ |. For illustrative purposes the Fig. 3 shows the composed state space S from S and a set of isolated and absorbing states All the states of
or mutually disconnected and also from each state of S; they are all absorbing states. If the process start in some k of this redundant set, it stays there forever. A final comment is related to the case where the state space is time dependent Markov process. This is in the sense that its cardinality is a function of time n t , meaning that for a given generation time t (this is t ∈ N) the state space S t : |S t | = n t . Explicitly we have
for a given t. If Q Q Q t is the infinitesimal generator for each t, we can construct another process associated with Q Q Q t , such that the infinitesimal generator, Q Q Q, is constructed in a similar way that (37)
for sufficiently big number N ∈ Z + 0 . In other terms we can write
where u(x) is a Heaviside step function
In a matrix form we express the dilution of S t inside S = {x 1 , x 2 , · · · , x N }, for finite value of N or N → ∞:
The matrix Q Q Q corresponds to a new process on a state space S, which it is equivalent to any other.
V. CONCLUSION AND FINAL OBSERVATIONS
The aim of present work is to demonstrate that there is a way to modify the solution for a simple or known process, which is represented by the infinitesimal generator Q Q Q, in order to get another process partially known, or at least with a very profound difficulty to be resolved, and represented by Q Q Q ′ .
We have shown how for a given pair of Markov processes (Q Q Q, S) and (Q Q Q ′ , S ′ ) they could be linked via gauge
Even when the state space of each process has different cardinality, it is still possible to establish a link via a local transformation.
This connection also could be explored when the state space is time dependent, in the sense that the number of states change with time, that was used in [5] , intuitively.
In addition, allows us to address a new problem from another known one, through a non-local modulation of the well known solution, following the expression (36). We have not only shown that this is feasible to do through formal and constructive proof of existence of that λ λ λ, but also we indicated what is the right way to do it, should be across a linear and local (time-dependent) operation.
Future research through a Lagrangian description (working process) may find novel applications of the present proposal. In this approach the role of this kind of transformation λ λ λ will be a symmetry of the Lagrangian. A gauge theory of stochastic processes can be improved formally through a variational principle.
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λ with λ λ λ and λ λ λ ′ are non singular and then prove that
We calculate directly
where in the second line the term d t λ λ λ ′ λ λ λ ′−1 is written
This complete the demostration that expression (20) is satisfied.
• INVERSE MAP
INVERSE MAP INVERSE MAP
We calculate explicitly Γ Γ Γ λ λ λ −1 (Q Q Q) and then prove that
for all Q Q Q. Let's calculate the left hand of (A.2)
Finally we check directly that Γ Γ Γ λ λ λ −1 is equal to Γ Γ Γ
where we used
This complete the demonstration that (24) is true, i.e.
• Γ λ AS AN EQUIVALENCE RELATION
We say that the map Γ λ Γ λ Γ λ define an equivalence relation between the space of between of the vector space of matrices of the same dimension. For a given two matrices (Q Q Q, Q Q Q ′ ) we can define a relation between them
where Γ Γ Γ λ λ λ (Q Q Q) := λ λ λQ Q Qλ λ λ −1 + d t λ λ λλ λ λ −1 and λ λ λ is a non singular matrix. This relation ∼ is an equivalence in the sense that ∀ Q Q Q, Q Q Q ′ , Q Q Q ′′ the following properties are true:
The first assertion (R R R) is true from the identity matrix λ λ λ = 1 and by definition Γ Γ Γ 1 1 1 (Q Q Q) = Q Q Q. The assertion (S S S) is also true from the existence of the inverse matrix λ λ λ In the present work we said that in order to give an expression for the solution of (26), we see that the transitivity solution is constructed from the composed transformation λ λ λ = λ λ λ 1 λ λ λ 2 and (A. We obtain a general expression of the iterative solution (A.6) through a Magnus series [9] λ λ λ 1 (t) = 
