INTRODUCTION
The AR(p) model with mean µ may be written, φ(B)(z t − µ) = a t , where φ(B) = 1 − φ 1 B − · · · φ p B p . B is the backshift operator on t and a t , t = 1, . . . , n are normal and independently distributed with mean zero and variance σ 2 a . The admissible region for stationary-causal autoregressive processes is defined by the region for which all roots of φ(B) = 0 lie outside the unit circle (Brockwell and Davis, 1991) . The usual subset autoregressive model is obtained by constraining some of the φ-parameters to zero. In this case we may write, φ(B) = 1 − φ i 1 B i 1 − · · · φ im B im where i 1 < . . . < i m . This model will be denoted by AR φ (i 1 , . . . , i m ). Such subset autoregressive models are often used for modelling seasonal or periodic time series as well as for obtaining a more parsimonious representation of autoregressive models. McClave (1975) presented an algorithm using the Yule-Walker estimators which may be used to find the best model according to some criterion such as the AIC or BIC. However, as pointed out by Haggan and Oyetunji (1983) , the algorithm given by McClave (1975) only finds the single best solution although in practice it is often desirable to examine a range of plausible models. The algorithm developed
given by Haggan and Oyetunji (1983) , utilizing least squares, is not as computationally efficient as that of McClave (1983) but it is easy find the best set of models. One drawback of this approach is that it is based on least squares. Least squares estimates may be preferable to Yule-Walker estimates due to their lower bias but least squares estimates may be inadmissible. Although an admissible model may not be needed for short-term forecasting, it is required for spectral estimation or data simulation in engineering design (Hipel and McLeod, 1994, §9.7. 3). Zhang and Terrell (1997) have suggested a new criterion, the projection modulus, which is computationally more efficient but their method is based on
Yule-Walker estimates that are known to be less accurate than some alternatives (Tjøstheim and Paulsen, 1983; Percival and Walden, A.T, 1993, p.414 and p.453; Zhang and McLeod, 2005) . Bayesian methods of variable selection in regression were introduced by George and McCulloch (1993) and Bayesian methods for subset autoregression have been developed by Chen (1999) and Unnikrishnan (2004) . The approach developed in this paper is computationally more efficient than previous techniques, based on maximum likelihood and well suited to fitting long time series and high dimensional subset autoregressive models as is illustrated in §3.3.
We now introduce the new subset autoregression models. Consider the Durbin-Levinson recursion
where k = 1, . . . , p and ζ i = φ i,i . This recursion can be used to define a transformation,
that is one-to-one, continuous and differentiable inside the admissible region (Barndorff-Neilsen and Schou, 1973) . Both B and its inverse B −1 are easily computed (Monahan, 1984) . To extend this transformation to the subset autoregressive case we simply constrain some of the ζ-parameters to zero. In general, this subset AR model may be denoted by AR ζ (i 1 , . . . , i m )
where the underlying parameters are (ζ i 1 , . . . , ζ im ). The AR φ (i 1 , . . . , i m ) and AR ζ (i 1 , . . . , i m ) are similar but distinct models. For example, in the
3 ) and ζ 3 = φ 3 , whereas in the AR ζ (1, 3), φ 1 = ζ 1 , φ 2 = −ζ 1 ζ 3 and φ 3 = ζ 3 .
In general, the AR ζ (i 1 , . . . , i m ) model has only m parameters, not including µ and σ 2 a , but it specifies p = i m values for the parameters in φ-space, φ 1 (ζ 1 , . . . , ζ im ), . . . , φ p (ζ 1 , . . . , ζ im ). In φ-space the admissible region is a complex m-dimensional subspace of the original p-dimensional space of (φ 1 , . . . , φ p ). In contrast, the admissible region in the ζ-space, D ζ , for the AR ζ (i 1 , . . . , i m ) model is simply the m dimensional cube with boundary surfaces corresponding to ±1. The transformation B induces the 
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Exact likelihood function
The sample mean is asymptotically efficient so we will assume the series z 1 , . . . , z n after mean correction has mean zero. Then the exact loglikelihood function, apart from a constant, for the AR ζ (ζ i 1 , . . . , ζ im ) may be written,
where z = (z 1 , . . . , z n ) and Γ n is the n × n covariance matrix with (i, j)
. It follows from Box Jenkins and Reinsel
, we have from Barndorff-Neilsen and Schou (1973, eqns. 5 and 8) ,
The loglikelihood function can now be written,
Maximizing over σ 2 a and dropping constant terms, the concentrated loglikelihood is, There are a number of algorithms for ARMA likelihood evaluation and many of these are listed in (Box and Luceño, 1997, §12B) . Anyone of these algorithms could also be used. However, all of these algorithms require O(n) flops per likelihood evaluation whereas the algorithm given in this section only requires O(p 2 ) and so is much more efficient.
As shown in Theorem 2 in §2.2, statistically efficient initial values of the parameters may be obtained using the partial autocorrelations computed by the Burg algorithm. With this approach it is possible to obtain exact maximum likelihood estimates for even quite high-order AR models as illustrated by the monthly sunspot example, §3.3, where m = 70 coefficients were estimated.
Large-sample distribution of the estimates
For an observed time series z 1 , . . . , z n generated by an AR 
and I φ is the information matrix for φ 1 , . . . , φ p in the unrestricted AR (p)
a Γ p , I φ may be easily computed using the result of Siddiqui (1958) ,
where φ 0 = −1. The Jacobian J ζ is quite complicated. First, consider the full model case, AR ζ (1, . . . , p). The required Jacobian may be derived as the product of a sequence of Jacobians of transformations used in the Durbin-Levinson algorithm, eq. (1), to obtain, J ζ = J p−1 · · · J 1 , where
where φ k,j = φ k,k for j ≥ k and otherwise for j < k, φ k,j is as defined in (1).
It may then be shown that
where
. . , −φ p−k,1 ) and whose remaining elements are zeros, 0 p−k,k is the k × (p − k) matrix with all zero entries, and I k is the k × k identity matrix. For example, for the AR ζ (1, 2, 3, 4),
The information matrix of ζ in the subset case, AR ζ (i 1 , . . . , i m ), may be obtained by selecting rows and columns corresponding to i 1 , . . . , i m from full model information matrix. Equivalently, the information matrix in the subset case could also be obtained by selecting the columns corresponding to i 1 , . . . , i m in the Jacobian matrix corresponding to the full model case to obtain J (ζ i 1 ,...,ζ im ) . Then
For example, using our Mathematica software, for the AR ζ (1, 12),
As a check on the formula for I ζ , an AR ζ (1, 2, 3, 4) with
. . , 4 and n = 500 was simulated and fit 1,000 times. The empirical covariance matrix of the ζ-parameters was found to agree closely with the theoretical covariance matrix n
ζ . This experiment was repeated using the AR ζ (1, 4) model.
As mentioned in §2.1, the Burg algorithm can be used to generate good initial estimates of the parameters ζ i , i = i 1 , . . . , i m . As shown in Theorem 2 below these estimates are asymptotically fully efficient. However, we prefer to use the exact MLE for our final model estimates since these estimates are known to be second order efficient (Taniguchi, 1983) and simulation experiments have shown that the exact MLE estimates usually perform better than alternatives in small samples (Box and Luceño, 1997, §12B) .
where p ≥ i m denote the partial autocorrelations estimated using the Burg algorithm. Thenφ i 1 ,i 1 , . . . ,φ im,im are asymptotically efficient estimates for
Theorem 2 follows from the fact that the Burg algorithm provides asymptotically efficient estimates (Percival and Walden, 1993, p.433 ) of ζ 1 , . . . , ζ p in the full AR (p) model. Then the large-sample covariance matrix ofφ i 1 ,i 1 , . . . ,φ im,im , given by eq. (13), is seen to be the same as that ζ i 1 , . . . ,ζ im .
Model identification
Theorem 1 provides the basis for a useful model identification method for AR ζ (i 1 , . . . , i m ) using the partial autocorrelation function. The partial autocorrelations are estimated for a suitable number of lags k = 1, . . . , K.
Typically K < n/4. We recommend the Burg algorithm for estimating the partial autocorrelationsφ k,k =ζ k since it provides more accurate estimates of the partial autocorrelations in many situations (Percival and Walden, 1993, p.414) 
The following algorithm can be used to find the minimum BIC ζ model:
Step 1: Select L the maximum order for the autoregression. Select M, M ≤ L, the maximum number of parameters allowed. The partial autocorrelation plot can be used to select L large enough so that all partial autocorrelations larger than L are assumed zero. Also, from the partial autocorrelations we can get an approximate idea of how many partial autocorrelation parameters might be needed.
Step 2: Sort (|φ 1,1 |, . . . , |φ L,L |) in descending order to obtain
Step 3: Compute the BIC (i 1 , . . . , i m ) for m = 1, . . . , M and select the minimum BIC ζ model. It is usually desirable to also consider models which are close to the minimum since sometimes these models may perform better for forecasting on a validation sample or perhaps give better performance on a model diagnostic check. So in this last step, we may select the k best models.
This polynomial time algorithm is suitable for use with long time series and with large L and M. Also, other criteria such as the AIC (Akaike, 1974) , AIC C (Hurvich and Tsai, 1989) or that of Hannan and Quinn (1979) could also be used in this algorithm.
Residual autocorrelation diagnostics
Let ζ = (ζ i 1 , . . . , ζ im ) denote the true parameter values in an AR ζ (i 1 , . . . , i m ) model and letζ = (ζ i 1 , . . . ,ζ im ) denote any value in the admissible parameter space. Then the residuals,ȧ t , t = p + 1, . . . , n, corresponding to the parameterζ and data z 1 , . . . , z n from a mean-corrected time series are defined byȧ t = z t −φ 1 z t−1 − · · · −φ p z t−p where t = p + 1, . . . , n,φ i = φ i (ζ) and p = i m . The residuals corresponding to the initial values, t = 1, . . . , p, may be obtained using the backforecasting method of Box, Jenkins and Reinsel (1994, Ch. 5) or for asymptotic computations they can simply be set to zero. For lag k ≥ 0 the residual autocorrelations are defined byṙ k =ċ k /ċ 0 , whereċ k = n −1 n t=k+1ȧ t−kȧt for all k ≥ 0. Whenζ =ζ the residuals and residual autocorrelations will be denoted byâ t andr k respectively. For any L > 1, letṙ = (ṙ 1 , . . . ,ṙ L ) and similarly forr and r. Ljung and Box (1978) 
It is also useful to plot the residual autocorrelations and show their Then, using the approximation with the Bonferonni inequality, it may be shown that a (1 − α)% simultaneous confidence interval forr 1 , . . . ,r L is given by Φ −1 (1 − α/(2m)) EstSd (r k ), where Φ −1 (•) denotes the inverse cumulative distribution function of the standard normal distribution. This diagnostic plot is illustrated in §3.1.
ILLUSTRATIVE EXAMPLES
Chemical process time series
Cleveland (1971) identified an AR φ (1, 2, 7) and Unnikrishnan (2004) identified an AR φ (1, 3, 7) model for Series A (Box, Jenkins and Reinsel, 1994) . Either directly from the partial autocorrelation plot in Figure 1 or using the BIC ζ algorithm in §2.3 with L = 20 and M = 10, an AR ζ (1, 2, 7) subset is selected. The top five models with this algorithm are shown in Table I . Figure 2 shows the residual autocorrelation plots for the fitted AR φ and AR ζ models. The respective maximized loglikelihoods were L c = 232.96 and 229.42 respectively. Thus, a slightly better fit is achieved by the AR φ model in this case, but since the difference is small, it may be concluded that both models fit about equally well.
Forecasting experiment
McLeod and Hipel (1995) fitted an AR φ (1, 9) to the treering series Figure 3 . This plot suggests L = 20 and M = 10 in the algorithm in §2.3 will suffice. The three best BICzeta models were AR ζ (1), AR ζ (1, 9) and AR ζ (1, 2, 9). After fitting with exact maximum likelihood, the one-step forecast errors were computed for the test data.
The AR φ (1, 9) model was also fit to the training series and the one-step forecast errors over the next 100 values were computed. Table II compares the fits achieved as well as the root mean square error on the test data.
From Table II as well as with further statistical tests, it was concluded that there is no significant difference in forecast performance.
Monthly sunspot series
The monthly sunspot numbers, 1749−1983 (Andrews and Hertzberg, 1985) , are comprised of n = 2820 consecutive values. Computing the coefficient of skewness for the transformed data, z λ t , with λ = 1, 2/3, 1/2, 1/3 we obtained g 1 = 1.10, 0.48, 0.09, −0.45 respectively. It is seen that a square-root transformation will improve the normality assumption. For the square-root transformed series, subset AR ζ models were determined using the AIC ζ and BIC ζ algorithms with L = 300 and M = 100. These algorithms produced subset models with m = 70 and m = 20 autoregressive coefficients. Maximum likelihood estimation of these two models only required about 30 minutes and 3 minutes respectively on a 3 GHz PC using our Mathematica software. The best nonsubset AR (p) models for the square-root monthly sunspots using the AIC and BIC are compared with the subset models in Table III . The AR ζ fitted with the BIC ζ algorithm has fewer parameters than each of these nonsubset models and it performs better on both the AIC and BIC criteria. Residual autocorrelation diagnostic checks did not indicate any model inadequacy in any of the fitted models.
CONCLUDING REMARKS
The methods presented in this paper can be extended to subset MA models. In this case the ζ-parameters are inverse partial autocorrelations (Hipel and McLeod, 1994, §5.3.7) . Bhansali (1983) showed that the distribution of the inverse partial autocorrelations is equivalent to that of the partial autocorrelations, so the model selection using a modified inverse partial autocorrelation plot or AIC/BIC criterion may be implemented.
Similarly the distribution of the residual autocorrelations is essentially equivalent to that given in our Theorem 3.
As discussed by Monahan (1984) and Marriott and Smith (1992) 
Note that for all i and j,
and
It follows that 1 n
where (z t−1 , ..., z t−p ) ′ denotes the transpose of the p-dimensional row vector and
Since z t−j a t /n p −→ 0 when j > 0, it follows that from (20),
Similarly, neglecting terms which are
Since the transformation is one-to-one, continuous and differentiable, it follows that I ζ must be positive definite since I φ is positive definite.
Expanding n −1 ∂L/∂ζ aboutζ =ζ and evaluating atζ = ζ and noting that third and higher-order terms are zero,
It follows from eq. (22) and (25) thatζ
it follows that
Since
it follows that √ n(ζ − ζ) 
It follows that, neglecting a term which is O(1),
Expandingṙ aboutζ = ζ and evaluating atζ =ζ,
From (34), it follows that √ nr is asymptotically normal with mean zero and the given covariance matrix.
This theorem could also be derived using the result of Ahn (1988) on multivariate autoregressions with structured parameterizations. Table III . Comparison of models fitted to the square-root of the monthly sunspot series. The AR ζ model fitted using the AIC is denoted by AR ζ (AIC) and similarly for AR ζ (BIC). The best nonsubset AR models fitted using the AIC and BIC are denoted by AR ( 
