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Introduction
In this thesis we aim at some geometric properties of multi-curve interest rate
models. We investigate problems which are not still solved in a post-crisis con-
test. In particular, we analyse an inﬁnite-dimensional system of forward rate
processes, each of them described by a stochastic diﬀerential equation, driven by
a d-dimensional Brownian motion. We aim at conditions under which these pro-
cesses are consistent with a given parameterized surface, deﬁned on the inﬁnite-
dimensional domain of the solution. Therefore, we provide conditions on the
forward rate processes which guarantee the existence of ﬁnite-dimensional real-
izations. We investigate these problems because after the last ﬁnancial crisis the
structure of forward rate processes has become more complex. In particular, from
a single-curve model, we now have to manage a vector of forward rate processes,
in which each component is related to the others.
This work is structured as follows. In the ﬁrst chapter, we describe the profound
changes which the interest rate market has suﬀered since the ﬁnancial crisis of
2007 − 2008 and we derive the system of stochastic diﬀerential equations (SDEs)
which describe it. In particular, in the post crisis framework, the counterparty and
liquidity risk are no longer negligible. As a consequence of this fact, it is no more
possible to describe the complete interest-rate market by a unique ﬁxed-income
instrument, the zero-coupon bond (ZCB), whose price is denoted by (Bt(T ))t∈[0,T ],
where T is the maturity of the contract. Moreover, the equivalence between the
simple spot rate −BT (T+δ)−1
δBT (T+δ)
, computed for the time interval [T, T + δ] and the
LIBOR rate L(T ;T, T + δ), which is an interbank interest rate for lending and
borrowing for a set of banks called LIBOR panel, does not hold any longer. Indeed,
from market data we can notice that spreads between the LIBOR rates associated
with diﬀerent time interval's length δ emerged. In particular, while the pre-crisis
equivalence is respected for δ = 1 day, more δ is high, more the LIBOR rate
associated with δ is higher than the simple spot rate.
To describe the interest rate market, several authors adopted a Heath-Jarrow-
Morton (HJM) approach which consists in modeling not directly the price of a
ZCB, but the instantaneous forward rate ft(T ) = − ∂∂T logBt(T ). We adopt the
same approach to model the interest-rate market in the post crisis framework. By
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the presence of these spreads, it is necessary to describe separately each forward
instantaneous LIBOR rates associated with a ﬁnite set of positive time intervals
δ0 < · · · < δm. Hence, we introduce the LIBOR rates Lδ(T ;T, T + δ) for δ ∈
{δ0, . . . , δm}. Moreover, it is convenient to deﬁne positive multiplicative spread
processes Sδ which connect the LIBOR rate associated with δ0 (risk-free) and the
LIBOR rate associated with δ ∈ {δ1, . . . , δm}. For each δ ∈ {δ1, . . . , δm}, by Sδ a
ﬁctitious δ-bond associated with Lδ(T ;T, T + δ) can be introduced. In conclusion,
by non arbitrage conditions, we derive the following Heath-Jarrow-Morton system
of Stochastic diﬀerential equations:
drt(x) =
(
Frt(x) + σ˜t(t+ x)Hσ˜
)
dt+ σ˜t(t+ x)dWt;
drδt (x) =
[
−βδt σδ∗t (t+ x) + σδt (t+ x)Hσδ + Frδt (x)
]
dt+ σδt (t+ x)dWt;
dY δt =
(
−rδt (0)− 12 ||βδt ||2 + rt(0)
)
dt+ βδt dWt,
(1)
where rt(x) = f
δ0
t (t+x) and r
δ
t (x) := f
δ
t (t+x) are the instantaneous forward rates
associated with each δ, whereas the ﬁnite-dimensional process Y δ is the logarithm
of the spread process Sδ, deﬁned for each δ ∈ {δ1, . . . , δm}. The x variable stands
for the time to maturity T = t + x. Finally, at the end of the ﬁrst chapter we
describe an analogy between the market model determined by (1) and a model for
the multi-currency interest rate market.
In the second chapter, we describe the problem of consistency. First of all,
adopting the geometric approach developed by Biörk in [5], we introduce a Banach
space H ⊂ C+∞(R+,R) in which the solution of each instantaneous forward rate
rδ lives. Therefore, the domain of the solution of system (1) is a Banach Space
Hˆ := Hm+1 × Rm satisfying suitable conditions. In this framework, we generalize
the results proposed by Björk et al. in [5] and [2]. These results are related to the
problem of consistency between a model M and a parameterized family G ⊂ Hˆ,
where we say that a modelM is the solutions of the system (1), where the volatility
terms (σ˜, σδ1 , . . . , σδm , βδ1 , . . . , βδm) are speciﬁed. The consistency problem can be
intuitively described as follows:
Take as given a modelM and a parameterized family G ⊂ Hˆ of forward rate
curves, we say that the couple (M,G) is consistent if given an initial forward rate
curve rM(x) ∈ G, the interest rate modelM starting on rM(x) produces forward
rate curves belonging to the family G.
We provide a characterization of the consistency determined by the geometric
concepts of vector ﬁelds and tangent space. Therefore, we analyse several examples
of modelsM and parameterized families G, in particular we provide results for the
model Hull-White and Ho-Lee related to the family of Nelson-Siegel and Svensson
and their generalizations. Diﬀerently from the pre-crisis framework, now we have
to manage the presence of the spreads and how the spreads entangle the structure
Introduction 5
of the modelM. In particular, we construct a strategy for these examples which
provides the conditions which have to be satisﬁed by the components of G related
to the spreads.
In Chapter 3, we focus on the problem of the existence of ﬁnite-dimensional
realization in particular cases. The problem can be introduced as follows:
Given a modelM, ﬁnite-dimensional realizations exist if the forward rate pro-
cess
rˆt(x) = (r˜t(x), r
δ1
t (x), . . . , r
δm
t (x), β
δ1 , . . . , βδm),
describing the model M, admits a suitable mapping G : Rn −→ Hˆ and a ﬁnite-
dimensional process Z, such that:
dZt = a(Zt)dt+ b(Zt)dWt,
rt(x) = G(Zt)(x),
where W is the same Brownian motion of (1).
To solve it, we exploit an analogy between the post-crisis interest rate market
and a multi-currency interest rate market. In particular, we generalize the results
proposed in [21] for the ﬁnite-dimensional realization in multi-currency market
context adapting it to our purposes. We provide an equivalent condition on the
volatility term of the solution of the system (1) when the volatility term is not
dependent on the entire solution rˆ but only on the time-to-maturity x and a
suﬃcient condition when the volatility term has the following form:
σˆ(rˆ, x) = (ϕ0(rˆ)λ0(x), . . . , ϕm(rˆ)λm(x), β1(rˆ), . . . , βm(rˆ)),
where the mappings ϕi are real-valued, ϕi : Hˆ −→ R. In order to provide these
results, we adopt a geometric approach deriving the conditions which guarantee the
existence of ﬁnite-dimensional realizations by strong results of inﬁnite-dimensional
diﬀerential geometry related to the concepts of tangential manifold and Lie algebra
generated by a given set of vector ﬁelds.
Finally, in Appendix A we brieﬂy describe the pre-crisis context and the Heath-
Jarrow-Morton approach, whereas in Appendix B, we introduce the main concepts
of inﬁnite-dimensional diﬀerential geometry and we prove the results we need for
our purposes.

Chapter 1
Fixed-Income Markets in the
Post-Crisis Framework
In this chapter we aim at presenting the main diﬀerences between the ﬁxed-income
market in a pre-crisis environment, described in Appendix A and the framework
which has developed after the ﬁnancial crisis of 2007 − 2008. First of all, we will
give a brief description of the problems generated by liquidity and credit risk and
their consequences, related in particular with the inequality of the classical pre
crisis relation between the interest rate and the price of a particular contract,
the Zero Coupon Bond. These facts have led to the necessity to provide new
conditions on the ﬁxed-income market, which was described, after the crisis, by
a system of forward rate equations diﬀerent from the one used in the pre-crisis
environment (see Appendix A). Finally, at the end of the chapter, we will show
a connection between the forward rate system developed in this new context and
a multi-currency interest rate market, described by Slinko in [21]. We will exploit
this connection in the next chapters in order to analyse some properties of the
ﬁxed-income market, in the post-crisis framework.
1.1 Post-crisis framework
After the ﬁnancial crisis of 2007-2008 the ﬁxed-income market has undergone deep
changes. This is due to the fact that, before the crisis, in the interbank market
it was possible to neglect the counterpart and the liquidity risk. These concepts
respectively represent the risk related to the impossibility for the counterpart to
fulﬁl its obligations in a ﬁnancial contract and the risk of excessive costs of funding
a position in a ﬁnancial contract due to the lack of liquidity in the market.
After the crisis it was necessary to take into account these problems, and this
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necessity has led to many consequences also in the general ﬁxed-income market.
Indeed, many contracts pledged in the ﬁxed-income market are determined by
derivatives on interbank interest rates, for example Euribor or Libor.
The main consequence of this fact can be observed by comparing quoted prices
of same contracts for diﬀerent maturity dates. Market data have shown how the
relations between prices quoted in the market with diﬀerent maturity dates have
no longer respected standard no arbitrage relation, which held in a pre-crisis envi-
ronment (see (A.1)). In particular, we can observe spreads between LIBOR rates
and the swap rate, based on the overnight indexed swaps (OIS), which have taken
a crucial role in the framework that we are developing.
In conclusion, if we aim at describing the ﬁxed-income market, we can not pa-
rameterize the interest-rate curve, as in the pre-crisis environment, with the in-
stantaneous forward rate (described in (A.3)) of a Zero Coupon Bond, but it is
necessary to distinguish all the interest-rate curves associated with the spreads
introduce above, adopting an approach called multi-curve.
1.1.1 Interbank Rates
LIBOR is the acronym for London InterBank Oﬀered Rate, we take the descrip-
tion of LIBOR rate by ICE Benchmark Administration IBA (from the website:
https://www.theice.com/iba/libor), which is administering the LIBOR as of Febru-
ary 2014:
"ICE Libor is designed to reﬂect the short term funding costs of major banks
active in London, [. . . ]. The ICE Libor is a polled rate. This means that panel
of representative banks submits rates which are then combined to give the ICE
Libor rate. Panel banks are required to submit a rate in answer to the ICE Libor
question: At what rate could you borrow funds, were you to do so by asking for
and then accepting inter-bank oﬀers in a reasonable market size just prior to 11
a.m.?. [. . . ]. Reasonable market size is intentionally unquantiﬁed. The deﬁnition
of an appropriate market size depends on the currency and tenor in question, as
well as supply and demand.[. . . ]".
Before the crisis, the spot LIBOR rate was assumed to be equal to the ﬂoating
rate deﬁned through Zero Coupon Bond (ZCB) prices. This expression of LIBOR
rate (A.2) represented the rate at time T for the interval [T, T + δ].
In this context, the LIBOR panel, which determined this rate, was composed
by a set of banks, whose credit quality was guaranteed. Indeed, if one of these
banks had had a deteriorated credit quality, it would have been replaced by a
bank with a better credit quality. This condition had made possible to assume
risk-freedom in the panel and this property is implicitly given supposing (A.1).
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After the crisis, this mechanism is still valid, but the credit and liquidity risks
described above are no longer negligible because they can aﬀect also solid banks,
which are in the panel, in short time. As a consequence of this fact it is no longer
possible to suppose that LIBOR rates are not aﬀected by interbank risks, thus the
deﬁnition (A.1) does no longer hold:
L(T ;T, T + δ) 6= −BT (T + δ)− 1
δBT (T + δ)
. (1.1)
1.1.2 Forward Rates Agreements
The problem described in the previous section has led to the consequence that a
pre-crisis connection between ZCB (see (A.1.1)), LIBOR interest rate and a ﬁxed-
income contract, called Forward-Rate-Agreements, (FRA) does not hold anymore.
Deﬁnition 1.1.1. A forward rate agreement, is an OTC (over the counter) deriva-
tive, which allows to the holder to lock at any date 0 ≤ t ≤ T , the interest rate
between the inception date T and the maturity T + δ, δ > 0 at a ﬁxed value K.
At the maturity, a payment based on K is made and the one based on the relevant
ﬂoating rate (usually the spot LIBOR rate L(T, T + δ)) is received. The notional
amount is denoted by N .
The payoﬀ of the FRA with notional amount N and inception date T , at maturity
T + δ is given by:
ΠFRA(T + δ;T, δ,K,N) = Nδ(L(T, T + δ)−K). (1.2)
In the following we will consider, without loss of generality N = 1. Therefore,
we can use the following notation:
ΠFRA(T + δ;T, δ,K, 1) ≡ ΠFRA(T + δ;T, δ,K).
We introduce now a ﬁltered probability space (Ω,F , (Ft)t∈[0,T ∗],P), where T ∗ is
the time horizon. All the stochastic processes introduced below are supposed to
be adapted processes, deﬁned on this probability space, whereas P is supposed to
be an objective probability measure.
Using general pricing approach, if we want to compute the price of a FRA at
time t ≤ T , we have to compute the conditional expectation with respect to the
(T + δ)-forward martingale measure QT+δ , which is obtained using as numeraire
the OIS price process BOISt (T + δ) that in the following will be simply denoted by
Bt(T + δ). The justiﬁcation of this choice will be described in the next section.
Under this condition, we obtain that:
ΠFRA(t;T, T + δ;K) = δBt(T + δ)EQ
T+δ
[L(T ;T, T + δ)−K|Ft], t ≤ T. (1.3)
10 Fixed-Income Markets in the Post-Crisis Framework
Recalling that (1.1) holds, it is no longer possible to compute spot LIBOR rate,
using only ZCB price processes. As a consequence of this fact we cannot describe
the forward LIBOR rate as in the pre-crisis context ((A.1)). This implies that the
price ΠFRA(t;T, δ;K) cannot be determined using a replicating portfolio of ZCBs,
and thus we have to consider a new ﬁxed-income market, diﬀerent from the one
described before the crisis, formed by all the ZCBs, but also all the FRAs.
To solve the non sustainability of classical deﬁnition of forward LIBOR rate,
in general we need to give an alternative deﬁnition, which is in accord with spot
LIBOR rate L(T, T + δ).
Deﬁnition 1.1.2. The forward LIBOR rate with for the period [T, T + δ] at time
t ≤ T , is the value of K, such that ΠFRA(t;T, T + δ;K) = 0. It is given by:
L(t;T, T + δ) := EQT+δ [L(T ;T, T + δ)|Ft], 0 ≤ t ≤ T. (1.4)
In particular, we can observe that:
L(t;T, T + δ) = EQT+δ [L(T ;T, T + δ)|Ft] 6= 1
δ
( Bt(T )
Bt(T + δ)
− 1
)
. (1.5)
In the previous deﬁnition, the forward LIBOR rate is dependent on the time
interval δ, also called tenor, which will play a crucial role in the approach that we
are developing. Indeed, by the above inequality, it is no more possible to deter-
mine the connection between LIBOR rates associated with diﬀerent tenors, simply
through direct non arbitrage relations. In particular, each tenor determines the
behaviour of the contracts associated with it, which evolve in a proper independent
way. This fact leads to the necessity to deﬁne a set of forward interest rates, each
of them associated with a given tenor δ:
Lδ(t;T, T + δ) = EQT+δ [Lδ(T ;T, T + δ)|Ft]. (1.6)
This implies that it is necessary to model separately each component of the
market, associated with each tenor. To do that, we will follow a multi-curve ap-
proach, based on modeling spread processes, which will characterize the dynamics
of the contracts associated with every tenor. As we will see below, a spread process
associated with tenor δ will take into account both forward LIBOR rate (1.4) and
the classical pre-crisis deﬁnition (A.1). In particular, we will describe multiplica-
tive spreads given by the ratio between normalized forward rates, deﬁned by a
forward rate agreement (as in (1.6)) and associated with a ﬁnite family of tenors
and normalized compounded forward rates associated with δ = 1 day. This choice
will be formally justiﬁed in the next sections and it is based on the fact that if a
contract is associated with a tenor equal to one day, we can consider it risk free,
thanks to its very short maturity.
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1.2 The multi-curve approach
1.2.1 Tenor Structures
In the end of the previous section, we have seen how the classical structure of
ﬁxed-income market is not adapt to describe the current market environment. To
do this, we need a new approach which takes into account diﬀerent tenors.
First of all, we recall the notation for a time horizon T ∗. Adopting the notation
of [GR15], we deﬁne:
Deﬁnition 1.2.1. A discrete tenor structure T δ with tenor δ is a ﬁnite sequence
of dates:
T δ := {0 ≤ T δ0 < T δ1 < · · · < T δMδ ≤ T ∗}, (1.7)
where we consider δ := T δk − T δk−1. It represents the year fraction corresponding to
the length of the interval (T δk−1, T
δ
k ], for k = 1, . . . ,Mδ.
LIBOR rates produced by ICE are given each business day for seven maturities
(1 day, 1 week, 1, 2, 3, 6 and 12 months). In accord with this choice, we consider
tenor δ range from one day (δ = 1
360
) to twelve months (δ = 1). This approach
has to manage many diﬀerent tenor structures, hence we deﬁne a collection of
tenors D := {δ1 < δ2 · · · < δm} and for each of them we consider the tenor
structure T δi = {0 ≤ T δi0 < T δi1 < · · · < T δiMδi ≤ T
∗}. Moreover, we assume that
T δn ⊂ T δn−1 ⊂ · · · ⊂ T δ1 ⊆ T , where T := {0 ≤ T0 < T1 < · · · < TM ≤ T ∗} is
the reference tenor structure. Finally, we suppose that T δiMδi
= TM for all i; in this
way all the tenor structures have the same ﬁnal date.
1.2.2 Overnight Indexed Swaps
In paragraph 1.1.2, we have seen that interest rates associated with diﬀerent tenors
does no more evolve equivalently, then one of the main problems is the choice of
the discount curve.
In order to solve this problem, there are two possibilities. The ﬁrst choice
consists in considering a diﬀerent discount curve for each tenor structure, and as a
consequence, considering each market determined by tenor δ, as a separate market.
This is not an eﬃcient choice because the complete ﬁxed-income market has to
be arbitrage free and, adopting that approach, it is very diﬃcult to determine
conditions (on the separated markets) which guarantee the absence of arbitrage
on the entire market. The other choice is to choose a common discount curve,
which is used to compute the discounted price of all instruments, whatever their
tenor is.
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Nowadays, the last possibility is obliged and we adopt it to develop our disser-
tation. The common discounting curve that it was chosen is the one associated to
the overnight indexed swap (OIS) contract.
First of all, it is convenient to give the deﬁnition of an interest rate swap.
Therefore, we brieﬂy describe what an OIS contract is.
Deﬁnition 1.2.2. An interest rate swap is a ﬁnancial contract, in which a stream
of future interest rate payments linked to a pre-speciﬁed ﬁxed rate denoted by K,
is exchanged for another one linked to a ﬂoating interest rate (generally it is used
the Libor rate), based on a speciﬁed notional amount N (which in our dissertation
is supposed to be equal to 1).
The swap's inception date is T0 ≥ 0, and T1 < · · · < Tn (T1 > T0) denote the
payment dates with δ = Tk − Tk−1, ∀k ∈ {1, . . . , n}. The value of this contract at
time t ≤ T0 (supposing N=1), is determined by a combination of FRA contracts.
It holds indeed that:
ΠSWAP (t;T0, . . . , Tn, K) =
n∑
k1
δkBt(Tk)EQ
k
[
L(Tk−1;Tk−1, Tk)−K|Ft
]
=
=
n∑
k=1
ΠFRA(t;Tk−1, Tk, K),
where QTk is the Tk-forward martingale measure.
The OIS rate is a particular Swap contract, described as follows:
In a OIS contract the counterparties exchange a stream of ﬁxed rate (K) payments
for a stream of ﬂoating rate payments linked to a compounded overnight rate. In
order to compute the value of this contract at time t ≤ T0, we follow the idea
described in [11] (chapter 1, section 4.4).
First of all, we compute the ﬁxed leg payments:
ΠOIS(t;T0, . . . , Tn, K)fix = K
n∑
k=1
δkBt(Tk). (1.8)
To obtain the ﬂoating leg payments we need to describe how the ﬂoating rate
is computed. For the time (Tk−1, Tk), it is get compounding the overnight rates
between these dates:
FON(Tk−1, Tk) =
1
δk
( nk∏
j=1
[1 + δtkj−1,tkjF
ON(tkj−1, t
k
j )]− 1
)
. (1.9)
We have divided the considered time interval in this way:
Tk−1 = tk0 < t
k
1 < · · · < tknk = Tk, where δtkj−1,tkj = tkj − tkj−1 = 1 day, thus
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FON(tkj−1, t
k
j ) denotes the overnight rate for the period (t
k
j−1, t
k
j ).
This overnight rate is supposed to be related to the bond price process, through
the classical pre-crisis formula:
FON(tkj−1, t
k
j ) = −
Btkj−1(t
k
j )− 1
δtkj−1,tkjBtkj−1(t
k
j )
.
This is due to the fact that, since the time interval associated with this interest rate
is 1 day, the liquidity and credit risks are almost negligible. Hence, the formula
for the ﬂoating leg payments is:
ΠOIS(t;T0, . . . , Tn, K)floating =
n∑
k=1
δkBt(Tk)F
ON(t;Tk−1, Tk) =
F
=
n∑
k=1
δkBt(Tk)
[ 1
δk
(Bt(Tk−1)
Bt(Tk)
− 1
)]
=
=Bt(T0)−Bt(Tn),
(1.10)
where the equality F is due fact that, since the overnight rate is supposed to be
risk free and we are assuming Tk = t
k
nk
, the following equivalence holds:
FON(t;Tk−1, Tk) =EQ
Tk
[ 1
δk
( nk∏
j=1
[1 + δtkj−1,tkjF
ON(tkj−1, t
k
j )]− 1
)
|Ft
]
=
=
1
δk
EQTk
[ nk∏
j=1
Btkj−1(t
k
j−1)
Btkj−1(t
k
j )
− 1|Ft
]
=
B.T
=
1
δk
{EQtknk−1[∏nk−1j=1 Btkj−1 (tkj−1)B
tk
j−1
(tkj )
|Ft
]
EQ
tknk−1
[ B
tknk−1
(tknk
)
B
tknk−1
(tknk−1)
|Ft
] − 1
}
=
=
1
δk
{
Bt(t
k
nk−1)
Bt(tnk)
EQ
tknk−1
[nk−1∏
j=1
Btkj−1(t
k
j−1)
Btkj−1(t
k
j )
|Ft
]
− 1
}
=
= Repeating the same procedure =
=
1
δk
[ nk∏
j=1
Bt(t
k
j−1)
Bt(tkj )
− 1
]
=
1
δk
[Bt(Tk−1)
Bt(Tk)
− 1
]
,
where B.T stands for Abstract Bayes Theorem (for the proof see [3], Appendix
B, Proposition B.41). Moreover, we have used the fact that the Lebesgue-Radon-
14 Fixed-Income Markets in the Post-Crisis Framework
Nikodym derivative between the two forward measures is:
L
tknk
t =
dQt
k
nk
dQt
k
nk−1
∣∣∣
t
=
Bt(t
k
nk
)B0(t
k
nk−1)
Bt(tknk)B0(t
k
nk
)
. (1.11)
In conclusion the value at time t of an OIS payer (in which the ﬂoating rate is
received and the ﬁxed rate is payed) is:
ΠOIS(t;T0, . . . , Tn, K) = Bt(T0)−Bt(Tn)−K
n∑
k=1
δkBt(Tk). (1.12)
By analogy to the FRA rate deﬁnition, the OIS rate KOIS(t;T0, Tn), for t ≤ T0 is
deﬁned imposing that the OIS's value is equal to zero at time t:
KOIS(t;T0, Tn) =
Bt(Tn)−Bt(T0)∑n
k=1 δkBt(Tk)
.
If we consider a single payment date, we obtain the classical formula for the for-
ward rate in the pre-crisis environment:
KOIS(t;T, T + δ) = −Bt(T + δ)−Bt(T )
δBt(T + δ)
=
1
δ
[ Bt(T )
Bt(T + δ)
− 1
]
. (1.13)
In the following, we will denote the simply compounded forward rate
KOIS(t;T, T + δ) with LD(t;T, T + δ), because, as we will see in the next section,
it will be associated with the discount curve.
1.2.3 The choice of the discount curve
In (1.3) we have chosen the discount curve, used to compute the price of a ﬁxed-
income instrument in the post-crisis framework, as a money market account, which
pays the OIS rate. We have followed this strategy, because, as we have seen, the
overnight rate determines very low risk, thanks to its short maturity, and then
we can consider it risk free. Moreover, in Subsection 1.1.2, we have denoted with
BOISt (T ) the OIS bond price processes, which are not necessarily traded in the
market, but they are simply determined by the OIS rate (1.13) through bootstrap
algorithms, as done in the pre-crisis environment (for more details, see [1]). Using
OIS bond price processes is a good choice, also because BOISt (T ) is associated with
the reference tenor structure (that is the one which contains more dates) and it
can be used to compare the Bonds associated with the other tenor structures.
From BOISt (T ), which in the following will be simply denoted by Bt(T ), we deﬁne
the instantaneous forward rate, as done in the pre-crisis setting (see (A.3)),
ft(T ) = −∂ logBt(T )∂T . To do this, we assume that the prices curve T → Bt(T )
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is suﬃciently regular to compute the forward rate ft(T ). Finally, we deﬁne the
instantaneous short rate: rt = f(t, t).
Given the OIS short rate rt, we deﬁne money market account in the same way
of (A.4):
Bt = exp
(∫ t
0
rsds
)
. (1.14)
Then we consider a martingale probability measure Q, equivalent to the objective
one P, under which all discounted byBt traded assets are martingales. In particular
we postulate the condition for the OIS bond price processes Bt(T ):
Bt(T ) = EQ
{ Bt
BT
∣∣Ft} = EQ{exp[−∫ T
t
rsds
]∣∣Ft}. (1.15)
Since the process
(
Bt(T )
Bt
)
t≤T
is a Q-martingale, after a normalization with B0(T ),
we can use it as density process to change Q, with the equivalent forward mesaure
QT , which will be used in order to compute prices of other market instruments.
1.3 Heath-Jarrow-Morton approach in post-crisis
framework
1.3.1 The parameterization of spreads
In the context described in the previous sections, we aim at adopting an Heath-
Jarrow-Morton approach (A.3) to describe all interest rate curves, each one asso-
ciated to a diﬀerent tenor δ. We follow the article [8].
We have seen in section 1.2.2 that we can assume the OIS rate LD(t;T, T + δ)
(deﬁned on (1.13)) to be risk-free, whereas, adopting the concept of tenor structure
1.2.1 associated with the set of tenors D we have to manage with a set of LIBOR
forward rates, each of them associated with a tenor δ and deﬁned as (1.6). As we
have seen, the LIBOR forward rates no longer respect classical pre-crisis relation,
but also the following inequality is typically veriﬁed:
Lδ(t;T, T + δ) > LD(t;T, T + δ). (1.16)
Moreover, we can observe from market data that the Libor rate is an increasing
function of tenor δ. We can observe this property in ﬁgure 1.1
As a consequence of the inequality (1.16) it is convenient to follow a multi-curve
approach. We can model the OIS rate LD and a family of multiplicative spread
processes ,each of them associated with a tenor δ. These spreads will be related to
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Figure 1.1: Term structure of additive spreads between FRA rates and OIS forward
rates, on Dec. 11, 2012 for δ ∈ { 1
12
, 3
12
, 6
12
, 1}. Source [8]
the credit and liquidity risk associated with the LIBOR forward rate Lδ.directly
the diﬀerent LIBOR rates, but, chosen the OIS rate LD(t;T, T + δ).
Hence we can give the following deﬁnition:
Deﬁnition 1.3.1. The multiplicative forward spread rate between the LIBOR for-
ward rate, deﬁned on δ-tenor structure, and the OIS rate is:
Sδ(t, T ) :=
1 + δLδ(t;T, T + δ)
1 + δLD(t;T, T + δ)
, (1.17)
in particular, the spot spread rate, between the respective spot LIBOR rates respects:
Sδ(T, T ) =
1 + δLδ(T ;T, T + δ)
1 + δLD(T ;T, T + δ)
. (1.18)
In this context the process (Sδ(T, T ))T represents the evaluation, given by the
market, of the LIBOR panel credit and liquidity quality, at time T and for the
time interval [T, T + δ].
Recalling that the Lebesgue-Radon-Nykodim derivative between the (T + δ)-
forward measure and the T -forward measure is Lt =
dQT+δ
dQT
∣∣∣
Ft
= Bt(T+δ)
B0(T+δ)
B0(T )
Bt(T )
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∀t ≤ T , we can derive some properties of the spread process Sδ(t, T ):
Sδ(t, T ) =
1 + δLδ(t;T, T + δ)
1 + δLD(t;T, T + δ)
=
Bt(T + δ)
Bt(T )
EQT+δ [1 + δL(T ;T, T + δ)|Ft]
B.T.
=
Bt(T + δ)
Bt(T )
EQT [(1 + δL(T ;T, T + δ)) · LT |Ft]
Lt
=
Bt(T + δ)
Bt(T )
B0(T + δ) ·Bt(T )
Bt(T + δ) ·B0(T )E
QT
[
(1 + δL(T ;T, T + δ))
BT (T + δ)
B0(T + δ)
B0(T )
BT (T )
∣∣∣Ft]
=EQT
[
BT (T + δ)(1 + δL(T ;T, T + δ))
∣∣∣Ft] = EQT [Sδ(T, T )∣∣∣Ft].
(1.19)
From the last equivalence, we can observe that the process (S(t, T ))t is a QT -
martingale.
In order to develop the HJM framework, it is moreover convenient to split the
spread process Sδ(t, T ) in the spot component Sδ(t, t) and a forward component.
In particular, we assume that:
Assumption 1.3.2. In accord with [12], we assume that for each t ≤ T , it holds:
Sδ(t, T ) = Sδ(t, t)
Bδt (T )
Bt(T )
, (1.20)
where the term Bδt (T ) can be interpreted as a ﬁctitious bond, since the classical
terminal bond equivalence holds: Bδt (t) = 1, ∀ t ∈ R+.
Remark 1.3.3. Through the previous assumption, we can observe that the ﬁcti-
tious bond's price curve is given by:
Bδt (T ) =
Sδ(t, T )
Sδ(t, t)
Bt(T ) =
1 + δLδ(t;T, T + δ)
1 + δLD(t;T, T + δ)
· 1 + δL
D(t; t, t+ δ)
1 + δLδ(t; t, t+ δ)
Bt(T ) =
=
1 + δLδ(t;T, T + δ)
1 + δLδ(t; t, t+ δ)
· Bt(T + δ)Bt(t)
Bt(T )Bt(t+ δ)
Bt(T ) =
=
1 + δLδ(t;T, T + δ)
1 + δLδ(t; t, t+ δ)
· Bt(T + δ)
Bt(t+ δ)
.
1.3.2 HJM approach description
In this paragraph we describe the Heath-Jarrow-Morton approach, which we will
use in the following of the dissertation.
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Our aim is to model an interest rates market composed by m+1 curves: one curve
associated to the OIS curve, chosen as the discounting curve and one LIBOR rate
for each given tenor δ ∈ {1, . . . ,m}. In order to adopt the HJM approach (see
A.3), based on multiplicative spreads, we follow [8], using a slightly diﬀerent (but
equivalent) parameterization. To do this let us consider the ﬁltered probability
space (Ω,F , (Ft)t∈[0,T ∗],Q), deﬁned on the ﬁrst section, where Q is a martingale
probability measure.
OIS Curve For the OIS curve, we use the same parameterization of [[8], Section
3.2], based on instantaneous forward rates ft(T ), for 0 ≤ t ≤ T < T ∗:
ft(T ) = f0(T ) +
∫ t
0
α˜s(T )ds+
∫ t
0
σ˜s(T )dWs, (1.21)
where W = (Wt)t≥0 is and Rd-valued Brownian motion and α˜ and σ˜ satisfy the
same conditions of A.2.1.
Moreover, we can pass to the Musiela parameterization (A.3.1): rt(x) := ft(t+x).
We obtain the following dynamics:
drt(x) =
( ∂
∂x
rt(x) + σ˜t(t+ x)
∫ x
0
σ˜t(t+ u)
∗du
)
dt+ σ˜t(t+ x)dWt, (1.22)
where the volatility term is a row vector and, with A∗, we denote the transpose of
the vector or the matrix A.
Finally, we denote with Bt(T ) = exp
(− ∫ T−t
0
rt(x)dx
)
the price of an OIS zero-
coupon bond.
Libor Curve The Libor curve, associated with the tenor δ, is obtained by the
multiplicative spread process (Sδ(t, T ))t∈[0,T ], for each T ≤ T ∗, deﬁned as in (1.17).
Moreover, we choose to adopt the parameterization of (Sδ(t, T ))t∈[0,T ] described in
(1.20).
The ﬁctitious Bond, associated with tenor δ (also called δ-bond) and introduced
in (1.20) is supposed to have the following structure:
Bδt (T ) := exp
(−∫ T
t
f δt (u)du
)
, (1.23)
where the associated forward rate process (f δt (T ))t∈[0,T ] is given by:
f δt (T ) = f
δ
0 (T ) +
∫ t
0
αδs(T )ds+
∫ t
0
σδs(T )dWs. (1.24)
Finally we give the following assumption:
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Assumption 1.3.4. We impose that
Sδ(t, t) = eY
δ
t , (1.25)
where (Y δt )t≥0 is an adapted Itoˆ process, which dynamics is driven by a Q-Wiener
process.
In particular, the exponent process (Y δt )t, is supposed to satisfy
Y dt = Y
d
0 +
∫ t
0
γδsds+
∫ t
0
βδsdWs. (1.26)
We assume that all the processes introduced to deﬁne all the dynamics respect
assumptions A.2.1.
HJM drift condition After the crisis, we have observed that FRA contracts
have to be explicitly considered in the ﬁxed-income market. Recalling the equiv-
alence (1.3), we are going to describe the price of a FRA contract in terms of
multiplicative spreads. By the formula of FRA value at time t (1.3), we can ob-
serve that:
ΠFRA(t;T, T + δ,K) = δBt(T + δ)EQ
T+δ
[(Lδ(T ;T, T + δ)−K)|Ft] =
= δBt(T + δ)(L
d(t;T, T + δ)−K) =
F
= δBt(T + δ)
[(1 + δLDt (t;T, T + δ))Sδ(t, T )− 1
δ
−K
]
=
= Bt(T + δ)
[ Bt(T )
Bt(T + δ)
Sδ(t, T )− (δK + 1)
]
=
= Bt(T )S
δ(t, T )−Bt(T + δ)(δK + 1) =
= Bt(T )S
δ(t, t)
Bδt (T )
Bt(T )
−Bt(T + δ)(δK + 1) =
= Sδ(t, t)Bδt (T )−Bt(T + δ)(δK + 1),
(1.27)
where in equivalenceF we have used the deﬁnition of spread: Sδ(t, T ) = 1+δLδ(t;T,T+δ)
1+δLD(t;T,T+δ)
and the classical pre-crisis relation, which holds for OIS bonds:
1 + δLD(t;T, T + δ) = Bt(T )
Bt(T+δ)
.
As we have observed in Section 1.2.3, the term
(
Bt(T )
Bt
)
is already aQ-martingale.
In order to get absence of arbitrage in ﬁxed-income market, we need to ﬁnd con-
ditions under which also the leg dependent on the spread is a Q-martingale, when
discounted by the bank account deﬁned on (1.14).
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We have thus to analyse the dynamics of the following process:
KT,δt =
Sδ(t, t)Bδt (T )
Bt
(1.28)
Hence we compute:
Sδ(t, t)Bδt (T ) = exp
{ Yt︷ ︸︸ ︷
Y δ0 +
∫ t
0
γδsds+
∫ t
0
βδsdWs−
∫ T
t
fδt (u)︷ ︸︸ ︷[
fδ0 (u) +
∫ t
0
αδs(u)ds+
∫ t
0
σδs(u)dWs
]
du
}
=
F.T
= exp
{
Y δ0 +
∫ t
0
γδsds+
∫ t
0
βδsdWs −
∫ T
0
fδ0 (u)du+
∫ t
0
fδ0 (u)du+
−
∫ t
0
(∫ T
t
αδs(u)du
)
ds−
∫ t
0
(∫ T
t
σδs(u)du
)
dWs
}
=
= exp
{
Y δ0 +
∫ t
0
γδsds+
∫ t
0
βδsdWs −
∫ T
0
fδ0 (u)du+
∫ t
0
fδ0 (u)du+
−
∫ t
0
(∫ T
s
αδs(u)du−
∫ t
s
αδs(u)du
)
ds−
∫ t
0
(∫ T
s
σδs(u)du−
∫ t
s
σδs(u)du
)
dWs
}
=
= exp
{
Y δ0 +
∫ t
0
γδsds+
∫ t
0
βδsdWs −
∫ T
0
fδ0 (u)du+
∫ t
0
fδ0 (u)du+
+
∫ t
0
(∫ t
s
αδs(u)du
)
ds+
∫ t
0
(∫ t
s
σδs(u)du
)
dWs +
∫ t
0
As(T )ds+
∫ t
0
Σs(T )dWs
}
,
where {
As(T ) = −
∫ T
s
αδs(u)du = −
∫ T−s
0
αδs(s+ u)du;
Σs(T ) = −
∫ T
s
σδs(u)du = −
∫ T−s
0
σδs(s+ u)du.
Moreover, using the stochastic version of Fubini Theorem (for the proof see [14], chapter 6,
Theorem 6.2), we obtain:∫ t
0
fδu(u)du =
∫ t
0
[
fδ0 (u) +
∫ u
0
αδs(u)ds+
∫ u
0
σδs(u)dWs
]
du =
=
∫ t
0
fδ0 (s)ds+
∫ t
0
(∫ t
s
αδs(u)du
)
ds+
∫ t
0
(∫ t
s
σδs(u)du
)
dWs.
Finally:
Sδ(t, t)Bδt (T ) = exp
{
Y δ0 −
∫ T
0
fδ0 (u)du+
∫ t
0
[
γδs + f
δ
s (s) +As(T )
]
ds+
∫ t
0
[
βδs + Σs(T )
]
dWs
}
.
(1.29)
We recall that the process (KT,δt )t∈T is a local martingale if it does not admit drift
term. In particular, applying Itoˆ formula: dKT,δt = K
T,δ
t (µtdt+ νtdWt), where:
µt = γ
δ
t + f
δ
t (t) + At(T ) +
1
2
||βδt + Σt(T )||2 − rt(0),
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we have to impose that:
γδt +f
δ
t (t)+At(T )+
1
2
||βδt +Σt(T )||2−rt(0) = 0, ∀ t ∈ [0, T ], ∀ T ≤ T ∗. (1.30)
In particular, if t = T we get: γδt + f
δ
t (t) +
1
2
||βδt ||2 − rt(0) = 0.
By the previous equivalence, we obtain the drift condition:
αt(T ) = −1
2
||βδt + Σt(T )||2 +
1
2
||βδt ||2 =
= −βδtΣt(T )∗ −
1
2
||Σt(T )||2.
diﬀerentiating with respect to the T variable we get:
γδt (T ) = −βδt σδ∗t (T ) + σδt (T )
(∫ T−t
0
σδt (t+ u)du
)∗
. (1.31)
Then, if we consider the forward rate process (f δt (T ))t∈[0,T ] described through
Musiela parameterization (rδt (x) = f
δ
t (t+ x), we obtain
drδt (x) =df
δ
t (t+ x) +
∂
∂T
f δt (t+ x)dt =
=αδt (t+ x)dt+ σ
δ
t (t+ x)dWt +
∂
∂x
f δt (t+ x)dt =
=
[
−βδt σδ∗t (t+ x) + σδt (t+ x)
(∫ x
0
σδt (t+ u)du
)∗
+
∂
∂x
rδt (x)
]
dt+ σδt (t+ x)dWt.
whereas the Itoˆ process (Y δt )t which determines the exponent of the spot spread
process satisﬁes the following dynamics:
dY δt =
(
−f δt (t)−
1
2
||βδt ||2 + rt(0)
)
dt+ βδt dWt (1.32)
Conclusions The HJM approach and the condition of arbitrage free market have
determined the following system of SDEs:
[OIS Curve] drt(x) =
(
Frt(x) + σ˜t(t+ x)Hσ˜
)
dt+ σ˜t(t+ x)dWt;
[Libor Curve] drδt (x) =
[
−βδt σδ∗t (t+ x) + σδt (t+ x)Hσδ + Frδt (x)
]
dt+ σδt (t+ x)dWt;
[Log Spot Spread] dY δt =
(
−rδt (0)− 12 ||βδt ||2 + rt(0)
)
dt+ βδt dWt.
(1.33)
where F := ∂
∂x
, Hσ =
∫ x
0
σ∗t (t+u)du. The previous system is composed by 2m+ 1
stochastic diﬀerential equations, 2 for each tenor δ and one for the OIS curve.
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1.4 Foreign exchange analogy
It is possible to observe an analogy between spot spread processes deﬁned on
the previous section (Sδ(t, t))t and an exchange rate, which characterizes a multi
currency framework. Under this interpretation, we can represent model (1.33) in
this way:
• Each ﬁctitious bond Bδt (T ), associated with LIBOR interest rates deﬁned on
the δ-tenor structure, can be interpreted as a Zero-Coupon Bond traded in
a foreign risky market;
• OIS ZCBs are associated with the domestic contracts.
We consider a market deﬁned on a ﬁltered probability space (Ω,F , {Ft}0≤t≤T ∗ ,P),
where P is classical objective probability measure.
If pDt (t+ x), p
F
t (t+ x) are respectively the price processes of a domestic ZCB
and a foreign ZCB, with maturity date t+x. Deﬁning the respective instantaneous
forward rates rDt (x), r
F
t (x), the classical pre-crisis HJM framework (obtained by
Musiela parameterization) can be used:dr
D
t =
{
FrDt (x) + σ
D
t (t+ x)Hσ
D
}
dt+ σDt (t+ x)dW
D
t , r
D
0 (x) = r
D,0
0 (x);
drFt =
{
FrFt (x) + σ
F
t (t+ x)Hσ
F
}
dt+ σFt (t+ x)dW
F
t , r
F
0 (x) = r
F,0
0 (x);
where the meaning F,H is the same of (1.33).
In the previous system, the random sources are respectively driven by a QD-Wiener
processWDt and a QF -Wiener processW Ft , where QD,QF are martingale measures
for the respective currency markets.
As done in section 1.2.3, we assume that the evolution of money account in each
market BKt = exp
{∫ t
0
rKs (0)ds
}
for K ∈ {D,F}. Then it holds:{
dBFt = B
F
t r
F
t (0)dt;
dBDt = B
D
t r
D
t (0)dt.
In order to have two arbitrage free markets, the martingale measure QK , with K ∈
{D,F} is obtained supposing that all discounted prices in each market are QK-
martingale. We assume that the exchange rate process (St)t follows this dynamics:
dSt = St(γtdt+ ηtdW
D
t ). (1.34)
This process represents the following equivalence: we can buy the foreign currency
and invest in the foreign market (with the foreign short rate rFt (0) and in an
equivalent way we can invest in a domestic asset determined by the money account
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of the foreign market evaluated in the domestic currency through the exchange rate
process BˆFt = StB
F
t . In particular, the dynamics of Bˆ
F
t is:
dBˆFt =d(StB
F
t ) = dB
F
t · St +BFt · dSt +
=0︷ ︸︸ ︷
d[BF , S]
t
=
=BˆFt [(r
F
t (0) + γt)dt+ ηtdW
D
t ].
BˆFt is the price of a contract quoted in the domestic market, then the associated
discounted price has to be a QD-martingale. As done before, we compute the
diﬀerential of the discounted price. Successively, we impose that the drift term of
this process is null.
d
( BˆFt
BDt
)
=
BˆFt
BDt
[(rFt (0)− rDt (0) + γt)dt+ ηtdWDt ],
then, the condition on the drift is: γt = r
D
t (0)− rFt (0). Hence, we obtain:
dSt = St((r
D
t (0)− rFt (0))dt+ ηtdWDt ).
Passing to the logarithm Y = logS, we get:
dYt =
{
rDt (0)− rFt (0)−
1
2
||ηt||2
}
dt+ ηtdW
D
t . (1.35)
Moreover, the Lebesgue-Radon-Nikodym derivative between measure QF ,QD on
Ft is:
Lt =
St
S0
exp
{
−
∫ t
0
(rDs (0)− rFs (0))ds
}
,
therefore, the relation between the two Wiener processes is:
dW Ft = dW
D
t − ηtdt.
This condition allows us to describe the foreign forward rate dynamics in driven
by the domestic Brownian motion.
In conclusion, the system composed by the domestic forward rate, the foreign
forward rate and the exchange process is:
drDt =
{
FrDt (t+ x) + σ
D
t (t+ x)Hσ
D
}
dt+ σDt (t+ x)dW
D
t ,
rD0 (x) = r
D,0
0 (x);
drFt =
{
FrFt (t+ x) + σ
F
t (t+ x)Hσ
F − σFt (t+ x)η∗t
}
dt+ σFt (t+ x)dW
F
t ,
rF0 (x) = r
F,0
0 (x);
dYt =
{
rDt (0)− rFt (0)− 12 ||ηt||2
}
dt+ ηtdW
D
t .
(1.36)
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We can see that this system is equivalent to (1.33). In the following of the disserta-
tion, we will use this analogy to describe some properties of ﬁxed-income market in
post-crisis framework. Indeed, we will exploit the techniques developed by Slinko
in [21], in order to ﬁnd conditions under which the inﬁnite-dimensional system
(1.33) possesses ﬁnite dimensional realizations (we will describe these concept in
details in chapter 3).
Chapter 2
The Geometric Approach and
The Consistency Problem
At the end of Chapter 1, we introduced the forward rate system which describes the
dynamics of instantaneous forward rates associated with each tenor δ, belonging
to a ﬁnite set of tenors D = {δ1, . . . , δm}.
In this chapter, we aim at describing the problem of consistency in the post-
crisis context. To this eﬀect, we will adopt the geometric approach described by
Björk in [5]. This approach provides a diﬀerent interpretation of the system (1.33),
which is interpreted as a ﬁnite-dimensional system of SDEs, each of them deﬁned
on an inﬁnite-dimensional space. We aim at generalizing the strategy developed in
[2], in order to ﬁnd conditions which guarantee that couple (M,G) is consistent,
where M and G denote respectively a forward rate model and a parameterized
family of forward rates. The concept of consistency can be introduced as follows:
we say that an interest rate modelM and a parameterized family of forward rate
curves G are consistent ifM produces forward rate curves which belong to G for
a strictly positive time interval.
Mathematical ﬁnance is interested in the previous concept because the problem
of consistency is related to the problem of parameter recalibration of a concrete
interest rate model. The parameter recalibration is essential in the analysis of
a ﬁnancial market through a model, because when we use a model M in order
to describe the ﬁxed-income market (i.e. we deﬁne a volatility term σˆ(rˆt) which
determines a forward rate system as (1.33)) we have to take into account the fact
thatM is an approximation of the real ﬁnancial market, hence, after a suﬃcient
time interval, the comparison between the values provided by the model M and
the market data will not coincide. Therefore, recalibrating the parameters of the
model using the current market data, we can correct the behaviour ofM, adding
the information given by the market data.
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In order to recalibrate a model we have to develop the following strategy. First
of all, we have to deal with the problem of production of a forward rate curve
ΓM = {rM(x); x ≥ 0} from market data. Indeed, only a ﬁnite number of bonds
are actually traded in the market, then we have to ﬁt a ﬁnite set of points to obtain
the entire term structure ΓM . In order to do this, we can follow several approaches.
The main strategies we can follow are described in [14] Chapter 3 and they consist
in using splines or parameterized families of smooth forward rate curves, such as
the Nelson-Siegel family or the Svensson family, which will be studied in details in
Section 2.3.
When we have provided the term-structure from market data, we have to deal
with the problem of recalibration. In order to face this problem, we can follow a
strategy which takes into account times series combined with cross-section data.
These strategies are justiﬁed only from a statistical point of view, hence, deeper
theoretical motivations are related to the concept of consistency, between the dy-
namics of a given modelM and the term structure determined by a parameterized
forward rate family G.
This chapter is structured as follows: in the ﬁrst sections, we will provide a
formal characterization of this concept of consistency in the post-crisis framework.
Then, we will discuss the validity of the general consistency conditions in the con-
text of several speciﬁc examples. The class of models and parameterized families
which will be studied is inspired by [2].
2.1 The geometric approach
The system (1.33) is a system of SDEs depending on a positive real parameter x
(time to maturity). If we try to analyse the properties of this system directly, we
have to deal with an inﬁnite number of SDEs. In order to overcome this problem,
we can interpret each equation of the system as a unique SDE, deﬁned on an
inﬁnite-dimensional space. For ease of presentation, let us ﬁrst consider only the
OIS forward curve.
In order to formalize this idea, we use from now, this notation:{
rt : forward rate curve at time t ,
r : the stochastic process (rt)t≥0 of forward rate curves .
The stochastic process r can be interpreted as a curve evolving on a inﬁnite di-
mensional space:
H ⊂ C+∞(R+,R).
Using this notation for r : R+ → H, rt can be interpreted as a point on H.
In what follows, we will suppose that each equation of the system (1.33) respects
some particular properties, which lead to the following deﬁnition of the space H:
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Deﬁnition 2.1.1. For each t ≥ 0, the solution of each forward rate equation
of the system (1.33) at time t, rt and r
i
t i = 1, . . . ,m, belongs to the following
inﬁnite-dimensional space:
H := {r : R+ → R inﬁnite times diﬀerentiable, and s.t. ||r||γ < +∞},
where the norm || · ||γ is deﬁned as follows:
||r||2γ =
+∞∑
n=0
2−n
∫ +∞
0
( ∂n
∂xn
r(x)
)2
e−γxdx, γ > 0.
We have used the convention ∂
0
∂x0
r(x) ≡ r(x).
The space (H, ||·||γ) is an Hilbert space for each γ > 0 (we refer to [4][Proposition
4.2] for the proof of this result), then we ﬁx a value for γ and in the following, for
simplicity of notation, we denote the norm without the subscript.
Remark 2.1.2. The choice of such a norm is necessary to guarantee the existence
of a strong solution for the ﬁrst m + 1 rows of the system (1.33) (associated with
the inﬁnite-dimensional dynamics). Indeed, the operator F : H −→ H, deﬁned by
F := ∂
∂x
is bounded:
||Fr||2 =
+∞∑
n=0
2−n
∫ +∞
0
( ∂n
∂xn
( ∂
∂x
r(x)
))2
e−γxdx
=2
+∞∑
j=0
2−j
∫ +∞
0
( ∂j
∂xj
r(x)
)2
e−γxdx−
∈[0,+∞)︷ ︸︸ ︷
2
∫ +∞
0
r2(x)e−γxdx
≤2||r||2 < +∞.
Recalling that the operator norm is deﬁned as:
||F|| := sup
r∈H\{0}
{ ||Fr||
||r||
}
,
we conclude that: ||F|| ≤ √2.
If we generalize this approach to multi-curve framework, we have to interpret
each solution of the ﬁrst m+1 equations of system (1.33), as a function on a space
isomorphic to H. We introduce the following notation:
r −→ r0, (2.1)
rδi −→ ri, i ∈ {1, . . . ,m}, (2.2)
βδi −→ βi, i ∈ {1, . . . ,m}. (2.3)
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Under this notation, the entire solution of the system (1.33) can be interpreted as
a vector forward rate process deﬁned on the space:
Hˆ := H0 × · · · × Hm × Rm,
where Hi ≡ H and we recall that d is the dimension of the Brownian motion
which drives the stochasticity of the model. In particular, each R component is
associated with the spread process associated with a tenor δi. Hˆ is still an Hilbert
space since it is a ﬁnite product of Hilbert spaces and the solution of (1.33) will
be denoted in the following by:
rˆt = [
OIS︷︸︸︷
r0t ,
LIBOR︷ ︸︸ ︷
r1t , . . . , r
m
t ,
Log Spot spread︷ ︸︸ ︷
Y 1t , . . . , Y
m
t ].
Assumption 2.1.3. The dynamics describing system (1.33) are completely deter-
mined by the volatility terms σ0t (t+ x), σ
δi
t (t+ x), β
δi
t ∀δ ∈ {δ1, . . . , δm} (this is
due to the Heath-Jarrow-Morton drift condition (1.31)).
We introduce the same notation of (2.1): σδit ≡ σit, σ˜t ≡ σ0t , βδit ≡ βit. In
analogy to [21], we suppose that:
• The adapted processes describing the volatility of each component are deﬁned
as follows:
σ0t (t+ x) = σ
0(rˆt, t+ x);
σit(t+ x) = σ
i(rˆit, t+ x);
βit = β
i(rˆt),
where σi, βj i ∈ {0, . . . ,m}, j ∈ {1, . . . ,m} are deterministic functions:
σ0 : Hˆ −→ (H)d,
σi : Hˆ −→ (H)d i ∈ {1, . . . ,m},
βj : Hˆ −→ Rd j ∈ {1, . . . ,m},
supposed to be smooth, in the sense of the Remark B.1.3.
• The following mappings are supposed to be smooth:
rˆ −→ σ0(rˆ)Hσ0(rˆ)− 1
2
∂σ0
∂rˆ
(rˆt)σˆ(rˆt),
rˆ −→ σi(rˆ)Hσi(rˆ)− 1
2
∂σ0
∂rˆ
(rˆt)σˆ(rˆt)− σi(rˆt)βi∗(rˆ), i = 1, . . . ,m.
In particular, we rewrite the system (1.33) as:
drˆt = µ(rˆt)dt+ σˆ(rˆt)dWt, (2.4)
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where:
µ(rˆ) =

Fr0 + σ0(rˆ)Hσ0(rˆ)
Fr1 + σ1(rˆ)Hσ1(rˆ)− β1σ1∗(rˆ)
...
Frm + σm(rˆ)Hσm(rˆ)− βmσm∗(rˆ)
Br0 −Br1 − 1
2
||β1||2
Br0 −Br2 − 1
2
||β2||2
...
Br0 −Brm − 1
2
||βm||2

∈ Hˆ,
where B denotes the mapping B : Hˆ −→ R, deﬁned as follows:
B(r) = r(0), ∀ r ∈ Hˆ
and
σˆ(rˆ) =

σ0(rˆ)
σ1(rˆ)
...
σm(rˆ)
β1(rˆ)
...
βm(rˆ)

∈ Hˆd. (2.5)
For the details regarding inﬁnite-dimensional Itoˆ's formula we recall [9] and [10].
In order to adopt a classical diﬀerential approach, we need to use a slightly
diﬀerent notation, based on the Stratonovich integral deﬁnition:
Deﬁnition 2.1.4. Given two semimartingales X, Y , the Stratonovich integral of
X with respect to Y is deﬁned by:∫ t
0
Xs ◦ dYs =
∫ t
0
XsdYs +
1
2
〈X, Y 〉t,
where 〈Xt, Yt〉 is the quadratic covariation process between Xt and Yt.
The following proposition can be proved:
Proposition 2.1.5 (Chain Rule). If F (t, y) is a smooth function and Yt is an Itoˆ
process, then:
dF (t, Yt) =
∂
∂t
F (t, Yt)dt+
∂
∂y
F (t, Yt) ◦ dYy.
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Proof. By Itoˆ's formula:
dF (t, Yt) =
∂
∂t
F (t, Yt)dt+
∂
∂y
F (t, Yt)dYt +
1
2
∂2
∂y2
F (t, Yt)d〈Y 〉t, (2.6)
where
Yt = Y0 +
∫ t
0
ϕsds+
∫ t
0
ψsdWs,
where, for simplicity, we have supposed that the Brownian motion (Wt)t≥0 is 1-
dimensional.
Then, computing the Itoˆ's derivative of ∂
∂y
F (t, Yt):
d
( ∂
∂y
F (t, Yt)
)
=
∂
∂t
∂
∂y
F (t, Yt)dt+
∂2
∂y2
F (t, Yt)dYt +
1
2
∂3
∂y3
F (t, Yt)d〈Y 〉t
=
[ ∂
∂t
∂
∂y
F (t, Yt)dt+
∂2
∂y2
F (t, Yt)ϕt +
1
2
∂3
∂y3
F (t, Yt)ψ
2
t
]
dt+
∂2
∂y2
F (t, Yt)ψtdWt.
Hence
d
〈 ∂
∂y
F (·, Y ), Y
〉
t
=
∂2
∂y2
F (t, Yt)ψ
2
t dt.
On the other hand, by deﬁnition of Stratonovich integral:
∂
∂y
F (t, Yt) ◦ dYt = ∂
∂y
F (t, Yt)dYt +
1
2
d
〈 ∂
∂y
F (·, Y ), Y
〉
t
=
∂
∂y
F (t, Yt)dYt +
1
2
∂2
∂y2
F (t, Yt)ψ
2
t dt.
Finally, by substituting in (2.6):
dF (t, Yt) =
∂
∂t
F (t, Yt)dt+
∂
∂y
F (t, Yt) ◦ dYt.
Passing to the Stratonovich formulation, we rewrite (2.4) as follows:
drˆt =µ(rˆt)dt+ σˆ(rˆt)dWt
=µ(rˆt)dt− 1
2
d〈σˆ(rˆ),W 〉t + σˆ(rˆt) ◦ dWt
Recalling by [9][Theorem 4.17] how to compute the Itoˆ's derivative of an inﬁnite-
dimensional SDE, we compute:
dσˆ(rˆt) =
∂σˆ
∂rˆ
(rˆt)drˆt +
1
2
∂2σˆ(rˆt)
∂rˆ2
d〈rˆ〉t
=
∂σˆ
∂rˆ
(rˆt)
[
µ(rˆt)dt+ σˆ(rˆt)dWt
]
+
1
2
∂2σˆ
∂rˆ2
(rˆt)σˆ(rˆt) · σˆ(rˆt)dt
=
[∂σˆ
∂rˆ
(rˆt)µ(rˆt) +
1
2
∂2σˆ
∂rˆ2
(rˆt)σˆ(rˆt) · σˆ(rˆt)
]
dt+
∂σˆ
∂rˆ
(rˆt)σˆ(rˆt)dWt,
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where ∂
∂rˆ
denotes the Fréchét derivative.
Then, d〈σˆ(rˆ),W 〉t = ∂σˆ∂rˆ rˆtσˆ(rˆt)dt. Therefore, the solution of the forward rate
system (2.4) can be rewritten as:
drˆt =
µˆ(rˆt)︷ ︸︸ ︷
[µ(rˆt)− 1
2
∂σˆ
∂rˆ
(rˆt)σˆ(rˆt)] dt+ σˆ(rˆt) ◦ dWt, (2.7)
where: µˆ : Hˆ −→ Hˆ is given by:
µˆ(rˆt) =

Fr0 + σ0(rˆt)Hσ
0(rˆt)
Fr1 + σ1(rˆt)Hσ
1(rˆt)− σ1(rˆt)β1∗
...
Frm + σm(rˆ)Hσm(rˆ)− σm(rˆt)βm∗
Br0 −Br1 − 1
2
||β1||2
...
Br0 −Brm − 1
2
||βm||2

− 1
2
∂σˆ
∂rˆ
(rˆt)

σ0(rˆt)
σ1(rˆt)
...
σm(rˆt)
β1(rˆt)
...
βm(rˆt)

, (2.8)
where
∂σˆ
∂rˆ
(rˆt) =

∂σ0
∂r0
(rˆt) . . .
∂σ0
∂rm
(rˆt)
∂σ0
∂Y 1
(rˆt) . . .
∂σ0
∂Ym
(rˆt)
∂σ1
∂r0
(rˆt) . . .
∂σ1
∂rm
(rˆt)
∂σ1
∂Y 1
(rˆt) . . .
∂σ1
∂Ym
(rˆt)
...
...
...
...
∂σm
∂r0
(rˆt) . . .
∂σm
∂rm
(rˆt)
∂σm
∂Y 1
(rˆt) . . .
∂σm
∂Ym
(rˆt)
∂β1
∂r0
(rˆt) . . .
∂β1
∂rm
(rˆt)
∂β1
∂Y 1
(rˆt) . . .
∂β1
∂Ym
(rˆt)
...
...
...
...
∂βm
∂r0
(rˆt) . . .
∂βm
∂rm
(rˆt)
∂βm
∂Y 1
(rˆt) . . .
∂βm
∂Ym
(rˆt)

.
Remark 2.1.6. We observe that, since
σˆ = (σˆ1, . . . , σˆd) : Hˆ −→ Hˆd,
and
µˆ : Hˆ −→ Hˆ,
are smooth mappings by Assumption 2.1.3, we can interpret µˆ, σˆj for each
j ∈ {1, . . . ,m} (locally) as vector ﬁelds deﬁned on the Banach space Hˆ.
2.2 The consistency problem
In this section, we aim at providing a description of the property of consistency
and a general characterization of the consistency between a model M and a pa-
rameterized G. We generalize the results provided by Björk and Christensen in [2]
to the multi-curve context.
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Suppose that we have speciﬁed:
• A volatility σˆ. In this sense we are representing an interest rate modelM,
described by the SDE system (2.4).
• A mapping G, which determines a forward rate curve manifold G ⊂ Hˆ.
In particular, in order to obtain a submanifold determined by G we have to assume
that:
Assumption 2.2.1.
G : Z −→ Hˆ, Z ⊂ Rn (2.9)
is an injective function such that the diﬀerential of G (in the sense of Deﬁnition
B.1.8):
dG|z : Rn −→ Hˆ,
for each z ∈ Z.
For simplicity, we will use the following notation for the diﬀerential of a func-
tion: dG|z = Gz(z).
Recalling Example B.1.11, the previous assumption allows to obtain that G is
an immersion. In particular, G := Im[G] is a submanifold of Hˆ.
The consistency problem consists in ﬁnding conditions under which a model
M and a submanifold G are consistent in the sense described by the following
deﬁnition:
Deﬁnition 2.2.2. Given a forward rate dynamics, as (2.4), describing a model
M and a family of forward rate curves, described by a submanifold G ⊂ Hˆ, we
say that the couple (M,G) is locally invariant under the action of rˆ (solution of
(2.4)) if for each (rs, s) ∈ G × R+ there exists τ : G × R+ −→ R+, stopping time,
such that:
τ(rs, s) > s, Q− a.s.; (2.10)
rt ∈ G, for each t ∈ [s, τ(s, rs)). (2.11)
If τ(s, rs) = ∞, for each (rs, s) ∈ G, Q − a.s. we say that the couple (M,G), is
globally invariant.
In order to prove a characterization of the previous deﬁnition in terms of the
vector ﬁelds µˆ(rˆ), σˆ(rˆ) and the mapping G, we give the following deﬁnition:
Deﬁnition 2.2.3. We say that G is locally rˆ-invariant under the action of the
forward rate process rˆ if for each rˆ0 ∈ G there exists a Q-a.s. strictly positive
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stopping time τ(rˆ0) and a stochastic process (Zt)t taking values in Rn, which has
a Stratonovich diﬀerential of the form:
dZt = a(Zt)dt+ b(Zt) ◦Wt, (2.12)
such that for each t ∈ [0, τ(rˆ0)), rt(x) = G(x, Zt) for each x Q-a.s., where G is
assumed to be an immersion on Hˆ, such that G = Im[G].
In what follows, we will prove local results, then we will use the term invariant
or rˆ-invariant in order to denote the local invariance and the rˆ-local invariance
respectively.
We now prove that, under the conditions given for G, the previous two deﬁni-
tions are equivalent. To this eﬀect, we need classical results of functional analysis
(see [6] and [18]).
Proposition 2.2.4 (Local left inverse). Consider a mapping g : X −→ Y, where
X , Y are two Banach spaces. Let h0 ∈ X and suppose that
1. g is a diﬀerentiable function, with Fréchet derivative denoted by ∂
∂h
g;
2. the linear map ∂
∂h
g is injective;
3. there exists a bounded left inverse of ∂
∂h
g, denoted with A at the point h0; in
particular:
A
∂
∂h
g
∣∣∣
h0
= idX ,
where idX is the identity map on the Banach space X .
Then:
There exists two open subset U ⊂ X and W ⊂ Y, which respectively contain
h0 and g(h0) and a function f : W −→ U such that f(g(x)) = x, for each x ∈ W .
Proof. Deﬁne ϕ : X −→ X by ϕ(x) := Ag(x), then ∂
∂h
ϕ(x) = A ∂
∂h
g(x) = idX , (it
is linear and bounded). Then, by the inverse function theorem there exists U ⊂ X
open and a function ψ0 : U −→ U such that ψ0(ϕ(x)) = x, x ∈ U .
Then, we deﬁne W := ϕ(U) and the function:
f : W
y
−→
−→
U
ψ0(Ay)
.
In particular, for each x ∈ U : f(g(x)) = ψ0(A(g(x))) = ψ0(ϕ(x)) = x.
We now need to show the regularity of the inverse function described in Propo-
sition 2.2.4:
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Lemma 2.2.5. Let Ψ : X −→ Y be a bounded injective linear mapping between
two Banach spaces X ,Y with closed range.
If we denote with Ψ∗ the adjoint mapping, then the linear mapping:
HΨ := (Ψ
∗Ψ)−1Ψ∗
is a bounded left inverse of Ψ. Moreover, the operator Ψ −→ HΨ is inﬁnitely
diﬀerentiable in the norm operator.
Proof. Ψ is injective with closed range, then (Ψ∗Ψ) is invertible.
If we consider y = Ψx, then:
HΨy = (Ψ
∗Ψ)−1Ψ∗y = (Ψ∗Ψ)−1(Ψ∗Ψ)x = x.
The smoothness descends from the fact that Ψ −→ Ψ∗ and A −→ A−1 are smooth
operators.
Remark 2.2.6. We can apply Proposition 2.2.4 to a function which satisﬁes the
boundary condition on the local inverse of the Fréchet derivative. Therefore, if we
want to apply this result to a function G which satisﬁes Assumption 2.2.1, we have
to assume that the local inverse of G′ is bounded.
In the following proposition we will prove the equivalence between the concepts
of equivalence and rˆ-equivalence under the Assumption 2.1.3 Assumption 2.2.1.
Proposition 2.2.7. Let us consider a model M, determined by (2.4) whose pa-
rameters satisfy Assumption 2.1.3 and a parameterized family G ⊂ Hˆ, described
as the image of a mapping G which satisﬁes Assumption (2.2.1).
Then the couple (M,G) is invariant in the sense of Deﬁnition 2.2.2 if and only
if G is rˆ-invariant, in the sense of Deﬁnition 2.2.3.
Proof. rˆ-invariance ⇒ invariance: It follows directly from the deﬁnitions.
invariance ⇒ rˆ-invariance:
for an arbitrary ﬁxed rˆ0 ∈ G, thanks to the hypothesis on G : Z −→ G ⊂ Hˆ, we
have that: rˆ0 = G(z0), for a unique z0 ∈ Z.
Moreover, ∂
∂z
G(z0) is injective, then it has left inverse, denoted by Ψ(rˆ0). We
can also note that the left inverse Ψ : Hˆ −→ Rd. Since the codomain is ﬁnite-
dimensional, the mapping Ψ(rˆ0) is not only linear but also bounded.
We have thus shown thatG satisﬁes the hypotheses of Proposition 2.2.4. There-
fore, G has local left inverse, denoted by F : U −→ W (U, W are deﬁned as the
open subsets introduced in the proof of Proposition 2.2.4).
Let us deﬁne:
Zt = F (rˆt),
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around rˆ0 ∈ U . Computing the Stratonovich dynamics on Z, we obtain:
dZt =
∂F
∂rˆt
(rˆt)µˆ(rˆt)dt+
∂F
∂rˆt
(rˆt)σˆ(rˆt) ◦ dWt. (2.13)
Thus, (Zt)t is the solution of a ﬁnite dimensional system of SDEs like in (2.12),
where:
a(z) =
∂F
∂rˆ
(G(z))µˆ(G(z)), (2.14)
b(z) =
∂F
∂rˆ
(G(z))σˆ(G(z)). (2.15)
By construction, F (rˆt) = Zt and since G is the local inverse of F around rˆ0, the
following equation holds:
G(Zt) = G(F (rˆt)) = rˆt.
We can prove now the central result of this section:
Theorem 2.2.8 (Invariance). If we consider the forward curve manifold
G = Im[G] and the model M, the couple (M,G) is invariant if and only if the
following conditions hold:
µˆ(G(z)) ∈ Im[Gz(z)] ≡ TG(z)G; (2.16)
σˆj(G(z)) ∈ Im[Gz(z)] ≡ TG(z)G, ∀j ∈ {1, . . . , d} (2.17)
where rˆ = G(z), for each z ∈ Z domain of deﬁnition of G.
Proof. (⇒) We exploit the equivalence between rˆ-invariance and invariance, proved
in Proposition 2.2.7.
By Itoˆ's formula (with the correction term given by Stratonovich):{
drˆt = Gz(Zt)a(Zt)dt+Gz(Zt)b(Zt) ◦ dWt
rˆ0 = G(Z0),
where rˆ0 is chosen arbitrarily in G.
Then, recalling that rˆ satisﬁes (2.4) and equating the corresponding terms we
obtain:
µˆ(rˆt) = G(Zt)za(Zt), (2.18)
σˆ(rˆt) = G(Zt)zb(Zt); (2.19)
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these conditions are equivalent to: µˆ(rˆt), σˆj(rˆt) ∈ Im[Gz(Zt)],
for each j ∈ {1, . . . , d}.
(⇐) Let us suppose that µˆ(rˆt), σˆ(rˆt) ∈ Im[Gz(Zt)]. This means that there
exists two vector ﬁelds a(z), b(z) ∈ Rn, deﬁned on the open subset Z, such that:
µˆ(G(z)) = Gz(Zt)a(Zt), (2.20)
σˆ(G(z)) = Gz(Zt)b(Zt). (2.21)
From the injectiveness of Gz(z) a(z), b(z) are uniquely determined.
Since Rn is ﬁnite-dimensional, Gz(z) has closed range, then by Assumption
2.1.3 we can apply Lemma 2.2.5 to G.
Therefore, choosing an arbitrary point z0 ∈ Z and denoting by H the local
inverse of dG(z) around z0 (H : TG|G(U) −→ Rn, where U is an open subset of Z
containing z0), we have that H is smooth. This implies that:
a(z) = H(G(z))µˆ(G(z)), (2.22)
b(z) = H(G(z))σˆ(G(z)) (2.23)
are smooth too.
Since a(z), bj(z), for each j ∈ {1, . . . , d} are smooth vector ﬁelds deﬁned on
U , they are locally Lipschitz. This condition allows us to deﬁne a process (Zt)t as
the unique strong solution of the equation:{
dZt = a(Zt)dt+ b(Zt) ◦ dWt
Z0 = z0.
Given the initial point z0 the solution of the previous SDE is local on U . A priori,
there could be no global solution of hte previous SDE on Z.
Finally, we deﬁne the process (yt)t ⊂ Hˆ, as yt = G(Zt) which satisﬁes the
dynamics: {
dyt = Gz(Zt)a(Zt)dt+Gz(Zt)b(Zt) ◦ dWt,
y0 = G(z0).
We can observe that y0 = rˆ0 = G(z0) and both the process (yt)t≥0 and (rˆt)t≥0
solves the same SDE.
By the uniqueness of strong solution of SDEs, we conclude that yt = rˆt. Since
G is locally rˆ-invariant, then we can apply Proposition 2.2.7 in order to say that
the couple (M,G) is locally invariant, which is the thesis.
The previous result is basically equivalent to Proposition 4.2 of [2], with a slight
diﬀerent notation, due to the multi-curve approach that we are developing.
The main change is due to the fact that µˆ(rˆ), σˆ(rˆ) are vector ﬁelds deﬁned
on Hˆ, which is a product of Banach spaces. This fact implies that it is possible
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to determine relations between the components of the Fréchet derivative of the
function G computed on the vector ﬁelds a(z) and b(z), which guarantee that the
couple (M,G) is invariant.
Using the notation:
Gz :=
(
G0z, G
1
z, . . . , G
m
z , G
m+1
z , . . . , G
2m
z
)∗
, (2.24)
condition (2.16) can be rewritten, emphasizing the relations among the diﬀerent
components. We obtain that:
G0za(z) = FG
0(z) + σ0(G(z))Hσ0(G(z))− 1
2
∂σ0
∂rˆ
(G(z))σˆ(G(z)), (2.25)
for j ∈ {1, . . . ,m}:
Gjza(z) = FG
j(z)+σj(G(z))Hσj(G(z))−βj(G(z))σj∗(G(z))−1
2
∂σj
∂rˆ
(G(z))σˆ(G(z)),
(2.26)
for j ∈ {m+ 1, . . . , 2m}:
Gjza(z) = BG
0(z)−BGj−m(z)− 1
2
||βj−m(G(z))||2 − 1
2
∂βj−m
∂rˆ
(G(z))σˆ(G(z)).
(2.27)
The condition on the volatility term is:{
Gjzb(z) = σ
j(G(z)), j ∈ {0, . . . ,m};
Gjzb(z) = β
j−m(G(z)), j ∈ {m+ 1, . . . , 2m}. (2.28)
Substituting conditions (2.28) in the conditions on the drift equation (2.25) be-
comes:
G0za(z) = FG
0(z) +G0zb(z)HG
0
zb(z)−
1
2
∂σ0
∂rˆ
(G(z))σˆ(G(z)),
which can be rewritten as:
FG0(z) = G0z(z)[a(z)− b(z)HG0zb(z)]−
1
2
∂σ0
∂rˆ
(G(z))σˆ(G(z)). (2.29)
Equations (2.26) can be reinterpreted as follows:
Gjz(a(z)) =FG
j(z) + [Gjzb(z)]H[G
j
zb(z)]+
−Gj+mz b(z)[Gjzb(z)]∗ −
1
2
∂σj
∂rˆ
(G(z))σˆ(G(z)).
(2.30)
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Recall that the following equivalence hold:
Gjzb(z)H[G
j
zb(z)](x) = G
j
zb(z)(x)
∫ x
0
[Gjzb(z)]
∗(s)ds
=
1
2
∂
∂x
∣∣∣∣∣∣ ∫ x
0
[Gjzb(z)](s)ds
∣∣∣∣∣∣2
Therefore it holds that:
Gjza(z) =FG
j(z) +
1
2
F
∣∣∣∣∣∣ ∫ x
0
[Gjzb(z)](s)ds
∣∣∣∣∣∣2+
−Gj+mz b(z)[Gjzb(z)]∗ −
1
2
∂σj
∂rˆ
(G(z))σˆ(G(z)),
In conclusion, exploiting the linearity of F:
Gjz{a(z) + b(z)[Gj+mz b(z)]∗} = F
[
Gj(z) +
1
2
∣∣∣∣∣∣ ∫ x
0
[Gjzb(z)](s)ds
∣∣∣∣∣∣2]+
− 1
2
∂σj
∂rˆ
(G(z))σˆ(G(z)),
(2.31)
where j ∈ {1, . . . ,m}.
Finally, for equations (2.27), we obtain the following equation:
Gjza(z) = BG
0(z)−BGj−m(z)− 1
2
||Gjzb(z)||2 −
1
2
∂βj−m
∂rˆ
(G(z))σˆ(G(z)), (2.32)
where j ∈ {m+ 1, . . . , 2m}.
We can conclude that the family G has to satisfy the conditions imposed by
equation (2.31) and (2.32), which represent the relations between the components
of the forward rate equation satisﬁed by rˆ.
In the following remark we try to analyse if it is possible to divide the compo-
nents of the solution of (1.33), in particular if there exists conditions under which
we can check the consistency conditions only on the coordinates associated with a
forward rate equation and which automatically guarantee those conditions on the
components associated with the log-spread components.
Remark 2.2.9. Looking at Deﬁnition 2.2.3 one could think that the existence of a
process Zt and a mapping G which guarantee the rˆ-invariance conditions, crucial in
the introduction of the concept of consistency, has to be texted only for the equations
of the system (1.33) associated with the forward rate ri for each i = 1, . . . , d, since
only those components are inﬁnite-dimensional. This problem can formalized as
follows:
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If there exists a ﬁnite-dimensional process Zt and a set of functions G
i for
j = 0, . . . ,m such that: rit(x) = G
i(x, Zt) for each i, then we have the consistency
condition:
rˆt(x) = Gˆ(x, Zˆt), where Zˆt = (Zt, Yt),
and the process Yt = (Y
1
t , . . . , Y
m
t ) is the log-spot spread process.
Such a condition allows us exploit the fact that the log-spot processes Y it are
ﬁnite-dimensional in order to consider them as a part of the ﬁnite-dimensional
process Zt. Consequently, we can check the consistency conditions only on the
inﬁnite-dimensional equations of the system (1.33), which solutions are ri for every
j = 0, . . . ,m.
Unfortunately, in the general framework this property does not hold. Indeed,
analysing the conditions (2.25) and (2.26) it is possible to note that the components
of the volatility term σi and βi depend on the entire forward structure deﬁned on
Hˆ. This fact implies that, for each j = 0, . . . ,m, the condition on Giza(z) is
dependent on the entire function G, which is deﬁned on Hˆ and therefore, it is
dependent also on the last m components of G, associated with the log-spot spread
processes. In particular, by the previous consideration we conclude that in order
to check the consistency condition for a couple (M,G) we have to describe all the
2m + 1 components of G and text the conditions (2.16) (2.17) also for the last
m component. Since in the pre-crisis environment the spread processes were not
deﬁned, we do not have a family of functions which is used in the literature to
parameterize the spreads (diﬀerent from the forward rate curves associated with
each tenor, for which several parameterized forward families have been introduced,
for example the family of Nelson-Siegel or Svensson, which will be described in
the next section). As a consequence of this fact, we try to ﬁnd conditions for the
components of G related to the log-spreads, in order to guarantee the consistency. In
order to do this, we consider the function G of Deﬁnition 2.2.3 and we assume that
the function G˜ = (G0, . . . , Gm)∗ is injective and its Fréchet derivative is injective
too. Moreover, according to what we observed at the beginning of the remark, we
suppose that the volatility term σˆ(rˆ) does not depend on the log-spread processes,
but it is only a function of r˜t = (r
0
t , . . . , r
m
t )
∗. Under this assumption, which does
not allow to consider very complex models, but it is respected by the models we will
describe in Section 2.3, we can invert the conditions (2.25) and (2.26):
G˜za(z) =

FG0(z) + σ0(G˜)Hσ0(G˜)− 12 ∂σ
0
∂r˜ (G˜(z))(σ
0(G˜(z)), . . . , σm(G˜(z)))∗
FG1(z) + σ1(G˜)Hσ1(G˜)− 12 ∂σ
1
∂r˜ (G˜(z))(σ
0(G˜(z)), . . . , σm(G˜(z)))∗ − β1(G˜(z))σ1∗(G˜(z))
.
.
.
FGm(z) + σm(G˜)Hσm(G˜)− 12 ∂σ
m
∂r˜ (G˜(z))(σ
0(G˜(z)), . . . , σm(G˜(z)))∗ − βm(G˜(z))σm∗(G˜(z))
 ,
After this computation we can determine the vector a(z) and then we can use it
in order to provide conditions on the diﬀerential Giz for each i = m + 1, . . . , 2m
such that the condition (2.27) is satisﬁed. Through this procedure, we determine
the conditions on the functions which deﬁne the log-spot spreads which respect the
consistency.
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2.3 Examples
In this section we shall use the Theorem 2.2.8 to determine if classical models such
as the Ho-Lee model (1986) or, for instance, the Hull-White model (1990) and
classical parameterized forward curves manifolds, such as the Nelson-Siegel family
or the Svensson family (or their modiﬁcations) are consistent.
We proceed by generalizing the results obtained in [2] to the multi-curve frame-
work. In order to do this, we consider a forward rate model M, deﬁned on the
Banach space Hˆ. It will be determined by a system of SDEs, in which each
component is described by a well known dynamics (for instance, the Ho-Lee or the
Hull-White). On the other hand, we will introduce a vector forward parameterized
family, denoted by G, whose components are described by forward parameterized
families such as the Nelson-Siegel or the Svensson family. We will provide explicit
conditions for the consistency of the couple (M,G).
We will ﬁrst consider the same forward rate family for each component and the
same model for each component of M. Afterwards, we will describe a model in
which the ﬁrst component (associated with the OIS curve) will be equipped with
a richer structure than the components associated with the LIBOR forward rate.
In analogy to [2], we introduce a forward parameterized family, frequently used
in literature, the Nelson-Siegel family (in the following, we denote it with NS).
2.3.1 The Nelson-Siegel family
The NS forward curve manifold G was described for the ﬁrst time in [17]. It is
parameterized by z ∈ Z := R4, through the mapping G, deﬁned in the following
way:
G(z, x) = z1 + z2e
−z4x + z3xe−z4x = z1 + e−z4x[z2 + z3x]. (2.33)
For a detailed description of this family we recall [13]. If we want to consider G
as a function deﬁned on R, and taking values on Hγ, we need to suppose that:
z4 > −γ2 .
We consider now the Fréchet derivative of G:
• if z4 6= 0:
∂G
∂z
(z, x) =
(
1 e−z4x xe−z4x −xe−z4x(z2 + z3x)
)
. (2.34)
• If z4 = 0, the family is described by the mapping G = z1 + z2 + xz3. The
term z2 is redundant, so that we impose that z2 = 0 and G becomes
G(z, x) = z1 + z3x, (2.35)
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where z = (z1, z3). In this case the Fréchet derivative of G is:
∂G
∂z
(z, x) =
(
1 x
)
. (2.36)
If z4 = 0 the family G := Im[G] is called degenerated NS family.
We consider a NS family for each component of the multi-curve family. The
parameters describing each row of this family are supposed to be independent row
by row. Therefore, we have to consider a vector of parameters:
z = (z01 , . . . z
0
4 , z
1
1 , . . . , . . . , z
m
4 ) (2.37)
Then, the ﬁrst m+ 1 rows of the mapping G are deﬁned by:
G(z, x) =

z01 + z
0
2e
−z04x + xz03e
−z04x
z11 + z
1
2e
−z14x + xz13e
−z14x
. . .
zm1 + z
m
2 e
−zm4 x + xzm3 e
−zm4 x
 (2.38)
We can determine the Fréchet derivative of G, deﬁned by the matrix:1 [e
−z4x] [xe−z4x] [−xe−z4x(z2 + z3x)] 0 0 0 0 · · · 0
0 0 0 0 1 [e−z4x] [xe−z4x] [−xe−z4x(z2 + z3x)] · · · 0
...
...
...
...
...
...
...
...
...

For the degenerated case the Fréchet derivative is given by:
∂G
∂z
(z, x) =

1 x 0 0 0 · · · 0 0
0 0 1 x 0 · · · 0 0
...
...
...
...
...
...
...
...
0 0 0 0 0 0 1 x

The Nelson-Siegel family is the main forward rate family analyzed by Björk and
Christensen in [2]. In particular, the consistency is checked in relation with two
models.
We brieﬂy describe them in the following paragraphs.
2.3.2 The Ho-Lee model
The Ho-Lee model (in the following denoted by HL) is a short rate model, devel-
oped in 1986 in [15]. It is described by the following SDE:
drt = Θ(t)dt+ σdWt, (2.39)
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where rt is the short rate, σ > 0 is constant and the function Θ(t) is satisfying the
conditions which guarantee the existence and uniqueness of strong solution.
We can derive the dynamics of the associated forward rate ft(T ). The function
Θ(t) will be determined by the HJM-drift condition. In order to compute ft(T ),
we introduce the following general dynamics:
dft(T ) = αt(T )dt+ σt(T )dWt, (2.40)
where the drift term is supposed to respect the HJM-drift condition (A.18).
Let us consider constant volatility term: σt(T ) ≡ σ > 0, then:
ft(T ) = f0(T ) +
∫ t
0
αs(T )ds+
∫ t
0
σdWs
= f0(T ) + σ
2
∫ t
0
(T − s)ds+ σWt = f0(T ) + σ2t
(
T − t
2
)
+ σWt.
If we compute the short rate associated with this forward rate, we obtain:
rt = ft(t) = f0(t) + σ
2 t
2
2
+ σWt.
In conclusion, the dynamics of rt is described by:
drt =
( ∂
∂T
f0(t) + σ
2t
)
dt+ σdWt.
The previous dynamics corresponds to (2.39) with Θ(t) = ∂
∂T
f0(t) + σ
2t.
The forward rate equation associated with the HL model is:
drt(x) =
[
σ2t
(
x+
t
2
)
+
∂r0(x)
∂x
+ σ2t
]
dt+ σdWt, (2.41)
where r0(x) = f0(x) for each x ∈ R+.
2.3.3 The Ho-Lee model and the Nelson-Siegel family
Similarly as in the single-curve approach the Ho-Lee model and the Nelson Siegel
family are inconsistent. We focus only on the ﬁrst m+ 1 rows of (2.7). In order to
prove the inconsistency of the couple (M,G), whereM is the model determined by
a constant volatility term σ > 0 and G = Im[G], whereG is the mapping describing
the NS family, we need to check the conditions of Theorem 2.2.8. Moreover, in
analogy to the fact that σ is constant, we will also assume that β, the volatility term
of log spot spread process, is constant. The consistency condition is equivalent to:
µˆj(G(z)), σˆji (G(z)) ∈ TG(z)G, ∀ j ∈ {0, . . . ,m}, ∀ i ∈ {1, . . . , d}.
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If we try to check this condition for j = 0 on the drift term, we obtain the following
result.
First of all, we can make the following observation:
∂
∂rˆ
σ0(rˆ) = 0, (since σ0 is constant).
Adopting the notation G = (G0, . . . ,Gm,Gm+1, . . . ,G2m)∗, the previous condition
implies that:
µˆ(G(z))(x) = FG0(z)(x) + σ0Hσ0 ∈ TG0(z)G0. (2.42)
This is equivalent to the existence of a vector η = (η1, . . . , η4) such that, for every
x ∈ R+ and for z ∈ Z:
∂
∂x
G0(z, x) + σ0
∫ x
0
σ0ds = η1 + η2e
−z04x + η3xe−z
0
4x − xe−z04x(z02 + z03x)η4
e−z
0
4x(−z04z02 − z04z03x+ z3) + (σ0)2x = η1 + e−z
0
4x(η2 + x(η3 − z02η4)− x2z03η4)
However, for x → +∞ and z04 > 0, the left member tends to +∞ whereas the
right one is constant. Since the ﬁrst condition does not hold, then we can say that
the couple (M,G) is not consistent.
We can see that, recalling [2][ Proposition 5.3], in the single curve approach
the NS degenerated family is consistent with the HL model, indeed:
∂
∂x
G(z, x) + σ2x = η1 + η2x =⇒ z3 + σ2x = η1 + η2x.
If we aim at checking the consistency of (M,G2) where G2 is the parameterized
family described by the degenerated NS mapping and M is the Ho-Lee model,
we have to prove that: µˆ(G(z)) ∈ TG(z)G2. By simplicity in the following of the
dissertation we will assume that every component of the function G is described
by an independent set of parameters. In particular, if the coordinate G0 is deter-
mined by the parameters z01 , z
0
2 , the i
th component Gi will be described by zi1, z
i
2
which are diﬀerent from z01 , z
0
2 . For the equations associated with the OIS and
LIBOR forward rates, this condition is equivalent to the existence of a vector
η = (η01, η
0
2, η
1
1, η
1
2, . . . , η
m
1 , η
m
2 ):
FG0(z) + (σ0)2x = η01 + η
0
2x
FG1(z) + (σ1)2x− β1σ1 = η11 + η12x
...
FGm(z) + (σm)2x− βmσm = ηm1 + ηm2 x
(2.43)
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and this is equivalent to:
z03 + (σ
0)2x = η01 + η
0
2x
z13 + (σ
1)2x− β1σ1 = η11 + η12x
...
zm3 + (σ
m)2x− βmσm = ηm1 + ηm2 x
(2.44)
Therefore, choosing:
ηj2 = (σ
j)2, ∀ j = 0, . . . ,m,
η01 = z
0
3 ,
ηj1 = z
j
3 − βjσj,=⇒ ηj1 = zj3 − βj
√
ηj2, ∀j = 0, . . . ,m
(2.45)
the equivalence requested holds.
The condition on the volatility term, in the ﬁrst m+1 coordinates is equivalent
to the existence of a vector (ξ01 , ξ
0
2 , ξ
1
1 , ξ
1
2 , . . . , ξ
m
1 , ξ
m
2 ), such that:
σj = ξj1 + ξ
j
2x, ∀ i ∈ {0, . . . ,m}, (2.46)
and such a condition can be obtained imposing that:{
ξj1 = σ
j,
ξj2 = 0,
(2.47)
for each j ∈ {0, . . . ,m}. In particular, until now we have introduced n := 2(m+1)
parameters.
The condition on the log-spreads (the last m components of the system) is, in
this case:
G0(z, 0)−Gj−m(z, 0)− 1
2
(βj−m)2 = Gj(z)zη(z), ∀j = m+ 1, . . . , 2m. (2.48)
Recalling the deﬁnition of G, and Remark 2.2.9 the previous condition becomes:
Gjz(z)η(z) = z
0
1 − zj−m1 −
1
2
(βj−m)2
=
∑
h∈{1,3}
m∑
k=0
Gj
zkh
ηkh =
m∑
k=1
Gj
zk1
(
zk3 − βkσk
)
+Gj
z01
z03 +
m∑
k=0
Gj
zk3
(σk)2.
(2.49)
By linearity, we can consider for instance:
z01 = G
j
z01
z03 +G
j
z03
(σ0)2. (2.50)
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If we consider z03 = 0, the previous equation will lead to: G
j(z01 , z
0
3) =
z01
(σ0)2
z03 +
c(z01), where c is a suitable function on the z
0
1 variable. Hence, equation (2.50)
becomes:
z01 =
( z03
(σ0)2
+ c′(z01)
)
z03 + z
0
1 ⇒
z03
(σ0)2
+ c′(z01) = 0→ c′(z01) = −
z03
(σ0)2
, (2.51)
which is impossible, because c is function only of z01 , by deﬁnition. Therefore, it
is necessary to introduce other parameters in order to have the consistency. In
particular, we consider the following vector:
z˜ = (z, u1, . . . , um)∗ ∈ Rn+m ≡ R3m+2, (2.52)
where uj are additional parameters. Since Gj for each j = 0, . . . ,m are the de-
generate Nelson Siegel family, then ∂
∂ui
Gj = 0 for each j. If we introduce, with an
abuse of notation the function Gj(z˜) = Gj(z) for j = 0, . . . ,m, η(z) = η(z˜) and
the vector ﬁeld:
η˜(z˜) = (η(z˜), ηn+1(z˜), . . . , ηn+m(z˜))∗,
we obtain that: Gjz˜(z˜)η˜(z˜) = G
j
z(z)η for each j = 0 . . . ,m. On the other hand, we
deﬁne the functions Gj+m(z˜) = uj for each j = 1, . . . ,m. This implies that:{
Gj
uh
≡ 0, ∀j 6= h+m,
Gh+m
uh
≡ 1.
Moreover, we introduce the last m coordinates of the vector ﬁeld η˜ as follows:
ηn+j(z˜) = z01 − zj1 −
1
2
(βj)2, j = 1, . . . ,m. (2.53)
In particular, the equivalence Gj+mz˜ η˜(z˜) = z
0
1 − zj1 − 12(βj)2, j = 1, . . . ,m holds.
We have proved the consistency condition for the drift term. Now we consider
the last m coordinates of the volatility term. Since the vector ﬁeld on ξ(z) which
respects the drift condition for the ﬁrst m+ 1 components is given by (2.47), then
adding the other m components on ξ, we deﬁne the vector ﬁeld:
ξ˜(z˜) = (ξ, ξn+1, . . . , ξn+m)∗.
Hence, we obtain that the condition on the spreads's volatility is:
Gj+mz˜ (z˜)ξ˜(z˜) = β
j, (2.54)
then, by the deﬁnition of the last m component of G given before:
Gj+m(z˜) = uj (2.55)
and imposing that ξj+n = βj, condition (2.54) is satisﬁed.
In conclusion, we have proved the following proposition:
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Proposition 2.3.1. If we consider a model M for the ﬁxed-income market in
which each forward rate equation is given by the Ho-Lee model and the parameter-
ized family G, deﬁned by the mapping G : R3m+2 −→ Hˆ,
G(z˜) =

z01 + z
0
3x
z11 + z
1
3x
...
zm1 + z
m
3 x
u1
...
um

, (2.56)
where z˜ is introduced in (2.52), then the couple (M,G) is consistent.
2.3.4 The Hull-White model
The second model analyzed by Björk and Christensen in Section 5.2 of [2] is the
Hull-White model. This model is a generalization of the Vasicek model and it
describes the short rate which satisﬁes the following dynamics:
drt = {Φ(t)− art}dt+ σdWt, (2.57)
where a > 0 and Φ is supposed to satisfy usual conditions which guarantee the
existence and uniqueness of strong solution.
In order to analyse a multi-curve model determined by the SDE (2.57) it is
necessary to provide the dynamics of the associated forward rate.
Lemma 2.3.2. If rt satisﬁes the Hull-White equation, then the forward rate ft(T ),
such that ft(t) = rt satisﬁes the following SDE:
dft(T ) = αt(T )dt+ σe
−a(T−t)dWt, (2.58)
where αt(T ) =
σ2
a
e−a(T−t)
[
1− e−a(T−t)
]
.
Proof. Section 2.4.1.
Passing to the Musiela parameterization, we obtain that the forward rate equa-
tion (2.58) can be rewritten as:
drt(x) =
σ2
a
e−ax
[
1− e−ax
]
dt+ σe−axdWt. (2.59)
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2.3.5 The Hull-White model and the Nelson-Siegel family
As done for the Ho-Lee model, we aim at checking the consistency of the couple
(M,G), whereM is determined by the vector forward rate equation (2.7) in which,
for each component, we have chosen the volatility term as in (2.59): σj(t, x) =
σje−a
jx. Moreover we have chosen G = Im[G], with G determined by (2.33). Also
in this case the volatility is constant on Hˆ.
We consider a modelM associated with the forward rate equation (2.7), such
that each component is given by the Hull-White forward rate equation associated
with a couple of parameters (aj, σj) for each j = 0, . . . ,m. We have to check the
conditions provided by Theorem 2.2.8, in particular:
µˆ(G(z)), σi(G(z)) ∈ TG(z)G, ∀ i ∈ {1, . . . , d}. (2.60)
For this example we consider a 1-dimensional Brownian Motion, i.e. d = 1.
If we test the condition on µˆ0(G(z)), we observe that, since the volatility term
is constant in Hˆ:
µˆ0(G(z))(x) = F(G0(z))(x) + σ0(t, x)Hσ0(t, x), (2.61)
whereas the ﬁrst row of the family G, is given by: G0(z, x) = z01 +z02e−z04x+xz03e−z04x.
Recalling the computation provided in (2.128), we obtain the following equiv-
alence:
σ0(t, x)Hσ0(t, x) = (σ0)2e−2a
0x 1
a0
[
ea
0x − 1
]
, (2.62)
Then, condition (2.61) amounts the existence of a vector (η01, . . . , η
0
4) (by simplicity
of notation, we omit to the dependence of z) such that:
e−z
0
4x(−z04z02 − z04z03x+ z3) + (σ0)2e−2a
0x 1
a0
[
ea
0x − 1
]
=
= η1 + e
−z04x(η02 + x(η
0
3 − z02η04)− x2z03η04),
On the other hand, the condition on the volatility term σˆ0(G(z)) = σ0e
−a0x is
equivalent to the existence of a vector ξ0 = (ξ01 , . . . , ξ
0
4), omitting as done for η the
dependence on z, such that:
σ0e
−a0x = ξ01 + e
−z04x[ξ02 + x(ξ
0
3 − z02ξ04)− x2z03ξ04 ], ∀ x ∈ R+,
which holds if and only if z04 = a
0. Therefore, the couple (M,G) is not consistent.
Starting from the previous result, we can compute a parameterized family G
such that the couple (M,G) is consistent. The strategy, developed in analogy to
[2][Proposition 5.2], is given as follows: we try to modify G, in order to impose the
consistency condition.
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The ﬁrst step is imposing that z04 = a
0. We can observe that, since a0 > 0, the
condition on z4 which guarantees that G(z) ∈ Hˆ is satisﬁed. Therefore, since z04 is
constant, then the condition on the drift (2.61) requires the existence of a vector
(η01, . . . , η
0
3), such that:
e−a
0x(−a0z02 − a0z03x+ z3) + (σ0)2e−2a
0x 1
a0
[
ea
0x − 1
]
= η01 + e
−a0xη02 + η
0
3xe
−a0x.
To deal with the term e−2a
0x, it can be convenient to expand the NS manifold
adding an exponential of the form e−2a
0x. Hence, we introduce the augmented NS
family, deﬁned by the following mapping:
G0A(z, x) = z01 + z
0
2e
−a0x + z03xe
−a0x + z04e
−2a0x, (2.63)
where z0 = (z01 , . . . , z
0
4) and z = (z
0∗, . . . , zm∗). The Fréchet derivative of this
mapping is:
∂G0A
∂z
(z, x) =
(
1 e−a
0x xe−a
0x e−2a
0x
)
. (2.64)
In particular, deﬁning GA := Im[GA], we conclude that the consistency property
(for the ﬁrst row of µˆ(G(z)) is equivalent to the existence of a vector (η01, . . . , η
0
4)
such that:
e−a
0x(−a0z02 − a0z03x+ z03)− e−2a
0x(2a0z04) + (σ
0)2e−2a
0x 1
a0
[
ea
0x − 1
]
=
= η01 + η
0
2e
−a0x + η03xe
−a0x + η04e
−2a0x.
(2.65)
If we choose the parameters in the following way
η01 = 0,
η02 = −a0z02 + z03 + (σ
0)2
a0
,
η03 = −a0z03 ,
η04 = −2a0z04 − (σ
0)2
a0
,
(2.66)
we prove the consistency condition on µˆ0(G(z)).
Following the same strategy for the other forward rate components of µˆ, we
introduce the following functions:
GjA(zj, x) = zj1 + z
j
2e
−ajx + zj3xe
−ajx + zj4e
−2ajx, j = 1, . . . ,m
where zj = (zj1, . . . , z
j
4). Then, we consider the vector mapping:
GA := (G0A, . . . , GmA, Gm+1, . . . , G2m).
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We recall that:
µˆj(GA(z)) = FGjA(z)(x) + σj(t, x)Hσj(t, x)− βjσj∗(t, x).
Therefore, µˆj(GA(z)) ∈ TGjA(z)GAj is equivalent to the existence of a vector (ηj1, . . . , ηj4)
such that:
e−a
jx(−ajzj2 − ajzj3x+ zj3)− e−2a
jx(2ajzj4) + (σ
j)2e−2a
jx 1
aj
[
ea
jx − 1
]
− βjσje−ajx =
= ηj1 + η
j
2e
−ajx + ηj3xe
−ajx + ηj4e
−2ajx,
(2.67)
which is equivalent to:
e−a
jx
(
−ajzj2 + zj3 +
(σj)2
aj
− βjσj − ajzj3x
)
+ e−2a
jx
(
−2ajzj4 −
(σj)2
aj
)
=
= ηj1 + (η
j
2 + η
j
3x)e
−ajx + ηj4e
−2ajx.
This condition is veriﬁed when the following equivalences hold:
ηj1 = 0,
ηj2 = −ajzj2 + zj3 + (σ
j)2
aj
− βjσj,
ηj3 = −ajzj3,
ηj4 = −2ajzj4 − (σ
j)2
aj
.
(2.68)
The condition on the volatility is easier to prove, since we have to check the
existence of a vector (ξj1, . . . , ξ
j
4) such that:
σje−a
jx = ξj1 + ξ
j
2e
−ajx + ξj3xe
−ajx + ξj4e
−2ajx,
and this can be veriﬁed choosing: 
ξj1 = 0,
ξj2 = σ
j,
ξj3 = 0,
ξj4 = 0.
for each j = 0, . . . ,m.
Finally, we can assume that the volatility of the log-spot spread βj is constant.
We try to exploit the conditions on the vector ﬁelds η and ξ in order to provide
the components of the function G associated with the spreads. If this procedure
does not lead to a conclusion, we will follow the same strategy outlined in Section
2.3.3 adding an opportune number of parameters. First, we can observe that the
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components ηj1 = 0 for each j = 0, . . . ,m. We can use this property in order to
solve the problem.
At this point, we describe explicitly the conditions on the last m components
of G:
Gm+jz (z)η(z) =BG
0A(z)−BGjA(z)− 1
2
(βj)2
=z01 + z
0
2 + z
0
4 − zj1 − zj2 − zj4 −
1
2
(βj)2, i = 1, . . . ,m.
(2.69)
Let us suppose that the function Gm+j is dependent z01 , z
0
2 , z
0
3 , z
0
4 , z
j
1, z
j
2, z
j
3, z
j
4 be-
cause the other variables do not appear in equation (2.69). In these terms, the
conditions on the components related to the drift become:
Gm+j
z02
(z)
(
−a0z02 + z03 +
(σ0)2
a0
)
+Gm+j
z03
(−a0z03) +Gm+jzj2
(
−ajzj2 + zj3 +
(σj)2
aj
− βjσj
)
+
+Gm+j
zj3
(−ajzj3) = z01 + z02 + z04 − zj1 − zj2 − zj4 −
1
2
(βj)2.
Let us suppose that the real parameters z03 , z
j
3 > 0, then we can consider the
function:
Gm+j(z) =
1
a0
[
−z02 +
(
−z01 −
(σ0)2
2(a0)2
+
1
2
(βj)2
)
log z03 −
z03
a0
− 1
2
z04
]
+
+
1
aj
[
zj2 +
(
zj1 +
(σj)2
2(aj)2
− β
jσj
aj
)
log zj3 +
zj3
aj
+
1
2
zj4
]
,
(2.70)
In this case, by the vector η is given (2.66) and (2.68), by the following equivalences
hold: 
Gm+j
z02
(z)
(
−a0z02 + z03 + (σ
0)2
a0
)
= z02 − z
0
3
a0
− (σ0)2
(a0)2
,
Gm+j
z03
(z)(−a0z03) = z01 + (σ
0)2
2(a0)2
− 1
2
(βj)2 +
z03
a0
,
Gm+j
z04
(z)
(
−2a0z04 − (σ
0)2
a0
)
= z04 +
(σ0)2
2(a0)2
,
Gm+j
zj2
(z)(−ajzj2 + zj3 + (σ
j)2
aj
− βjσj) = −zj2 + z
j
3
aj
+ (σ
j)2
(aj)2
− βjσj
aj
,
Gm+j
zj3
(z)(−ajzj3) = −zj1 − (σ
j)2
2(aj)2
+ β
jσj
aj
− zj3
aj
,
Gm+j
zj4
(z)
(
−2ajzj4 − (σ
j)j
aj
)
= −zj4 − (σ
j)2
2(aj)2
,
hence, summing the right members of the previous system we obtain the right
member of (2.69), whereas, summing the left members of the previous system, we
obtain the left member of (2.69), therefore, condition (2.69) is satisﬁed.
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At this point it is necessary to ﬁnd the conditions which guarantee that the
function deﬁned above are consistent also for the volatility term. We recall that
the consistency condition for the forward rate equations leads to a vector ﬁeld ξ
such that ξj2 = σ
j and ξjk = 0 for j = 0, . . . ,m and k ∈ {1, 3, 4}. Hence, since
Gm+j is deﬁned (2.70), we obtain that:
Gm+jz (z)ξ = G
m+j
z02
(z)ξ02 +G
m+j
zj2
(z)ξj2 = β
j ⇔ −σ
0
a0
+
σj
aj
= βj, j = 1, . . . ,m.
(2.71)
Therefore, it is necessary to assume that βj = σ
j
aj
− σ0
a0
in order to have the consis-
tency for the volatility term.
This implies that the functions Gm+j deﬁned in (2.70) satisfy the condition
which guarantees the consistency. In conclusion, we have proved the following
Proposition:
Proposition 2.3.3. If we consider the model M given by the Hull-White model
for each forward rate equation and the family G determined by the function
G : R4(m+1) −→ Hˆ, where βj = σj
aj
− σ0
a0
for each j = 1, . . . ,m:
G(z) =

z01 + z
0
2e
−a0x + z03xe
−a0x + z04e
−2a0x
z11 + z
1
2e
−a1x + z13xe
−a1x + z14e
−2a1x
...
zm1 + z
m
2 e
−amx + zm3 xe
−amx + zm4 e
−2amx
1
a0
[
−z02 +
(
−z01 − (σ
0)2
2(a0)2
+ 1
2
(βj)2
)
log z03 − z
0
3
a0
− 1
2
z04
]
+
+ 1
a1
[
z12 +
(
z11 +
(σ1)2
2(a1)2
− β1σ1
a1
)
log z13 +
z13
a1
+ 1
2
z14
]
...
1
a0
[
−z02 +
(
−z01 − (σ
0)2
2(a0)2
+ 1
2
(βj)2
)
log z03 − z
0
3
a0
− 1
2
z04
]
+
+ 1
am
[
zm2 +
(
zm1 +
(σm)2
2(am)2
− βmσm
am
)
log zm3 +
zm3
am
+ 1
2
zm4
]

, (2.72)
then the couple (M,G) is consistent.
On the other hand, recalling the same strategy of Proposition 2.3.1, we have
that the model M is consistent with the family G˜ where G˜ is determined by the
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mapping G˜ : R5m+4 −→ Hˆ:
G˜(z˜) =

z01 + z
0
2e
−a0x + z03xe
−a0x + z04e
−2a0x
z11 + z
1
2e
−a1x + z13xe
−a1x + z14e
−2a1x
...
zm1 + z
m
2 e
−amx + zm3 xe
−amx + zm4 e
−2amx
u1
...
um

, (2.73)
where z˜ = (z, u1, . . . , um)∗.
We can make a last observation for the Hull-White model. In Remark 5.1 of
[2] the following result is shown:
Remark 2.3.4. The augmented manifold GA is not the smallest possible mani-
fold consistent with Hull-White. The minimal manifold satisfying the consistency
property is given by:
G(z, x) = z1e
−ax + z2e−2ax. (2.74)
This remark still holds in the multi-curve framework. Indeed, choosing a pa-
rameterized family described by (2.74) for each component Gj with i ∈ {0, . . . ,m},
for the ﬁrst coordinate of the drift µˆ0(G(z)), there exists a vector (η01, η
0
2) such that:
−a0z01e−a
0x − 2a0z2e−2a0x + (σ0)2e−2a0x 1
a0
[
ea
0x − 1
]
= η01e
−a0x + η02e
−2a0x, (2.75)
Indeed, choosing (η01, η
0
2) as follows:{
η01 = −a0z01 + (σ
0)2
a0
,
η02 = −2a0z02 − (σ
0)2
a0
,
(2.76)
the condition (2.75) is veriﬁed.
For the other coordinates, the consistency condition is given by the existence
of a vector (ηj1, η
j
2) such that, for each j = 1, . . . ,m:
−ajzj1e−a
jx−2ajzj2e−2a
jx+(σj)2e−2a
jx 1
aj
[
ea
jx−1
]
−βjσje−ajx = ηj1e−a
jx+ηj2e
−2ajx,
which is equivalent to[
−ajzj1 +
(σj)2
aj
−βjσj
]
e−a
jx+
[
−2ajzj2−
(σj)2
aj
]
e−2a
jx = ηj1e
−ajx+ηj2e
−2ajx. (2.77)
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Also in this case, in order to impose the consistency condition, it is suﬃcient to
choose: {
ηj1 = −ajzj1 + (σ
j)2
aj
− βjσj,
ηj2 = −2ajzj2 − (σ
j)2
aj
.
For the volatility term, we recall that σj(rˆt) = σ
je−a
jx for each j = 0, . . . ,m.
Hence, the condition is:
σje−a
jx = ξj1e
−ajx + ξj2e
−2ajx,
therefore, the solution is given by ξj = (σj, 0)∗, for each j = 0, . . . ,m. In particular,
we have constructed two vector ﬁelds deﬁned on R2(m+1), one for the drift term
and one for the volatility term:
η(z) =
(
η01 η
0
2 η
1
1 η
1
2 · · · η1m η2m
)
,
ξ(z) =
(
ξ01 ξ
0
2 ξ
1
1 ξ
1
2 · · · ξ1m ξ2m
)
.
Now it is necessary to consider the last m components of G. As done before,
ﬁrst, we try to ﬁnd suitable conditions using the parameters already introduced,
if a solution can not be found, we exploit the procedure outlined in the previous
subsection and we add an opportune number of parameters.
The conditions for the coordinates of the drift are:
Gm+jz (z)η(z) =BG
0(z)−BGj(z)− 1
2
(βj)2,
=z01 + z
0
1 − zj1 − zj2 −
1
2
(βj)2, j = 1, . . . ,m,
(2.78)
where the vector ﬁeld η is given by (2.77). If we assume that the function G
satisﬁes:
Gm+j(z) = −z
0
1 +
1
2
z02
a0
+
zj1 +
1
2
zj2
aj
, j = 1, . . . ,m,
therefore, the left member of (2.77) is given by:
Gm+jz (z)η(z) = −
1
a0
(
−a0z01 +
(σ0)2
a0
)
− 1
2a0
(
−2a0z02 −
(σ0)2
a0
)
+
(
−ajzj1+
+
(σj)2
aj
) 1
aj
+
(
−2ajzj2 −
(σj)2
aj
) 1
2aj
− β
jσj
aj
= z01 + z
0
2 − zj1 − zj2 −
βjσj
aj
− 1
2
((σ0)2
(a0)2
− (σ
j)2
(aj)2
)
,
hence, condition (2.78) on the drift is satisﬁed if and only if:
1
2
(βj)2 =
βjσj
aj
+
1
2
((σ0)2
(a0)2
− (σ
j)2
(aj)2
)
, ⇐⇒
(βj)2 − 2β
jσj
aj
−
((σ0)2
(a0)2
− (σ
j)2
(aj)2
)
= 0,
(2.79)
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whose solutions are:
βj1,2 =
σj
aj
±
√
(σj)2
(aj)2
+
((σ0)2
(a0)2
− (σ
j)2
(aj)2
)
=
σj
aj
± σ
0
a0
, j = 1, . . . ,m.
(2.80)
On the other hand, for the volatility term the condition is:
βj = Gm+jz ξ(z) = −
σ0
a0
+
σj
aj
,
Recalling the conditions provided in (2.80), we obtain that the unique condition
on βj is:
βj =
σj
aj
− σ
0
a0
, j = 1, . . . ,m, (2.81)
which is the same provided in (2.71).
The previous equivalence determines a dependence of the volatility of the LI-
BOR forward rates, expressed by the ratio σ
j
aj
from the volatility of the associated
spread βj and the volatility of the OIS forward rate, expressed by the ratio σ
0
a0
. In
conclusion, the following Proposition is proved:
Proposition 2.3.5. If we consider the model M determined by the Hull-White
model for each forward rate equation and the family G described by the function
G : R2(m+1) −→ Hˆ, where βj satisﬁes (2.81) for each i = 1, . . . ,m:
G(z) =

z01e
−a0x + z02e
−2a0x
z11e
−a1x + z12e
−2a1x
...
zm1 e
−amx + zm2 e
−2amx
− z01+ 12 z02
a0
+
z11+
1
2
z12
a1
...
− z01+ 12 z02
a0
+
zm1 +
1
2
zm2
am

, (2.82)
then, the couple (M,G) is consistent.
On the other hand, recalling the same strategy of Proposition 2.3.1, we have
that the model M is consistent with the family G˜ where G˜ is determined by the
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mapping G˜ : R3m+2 −→ Hˆ:
G˜(z˜) =

z01e
−a0x + z02e
−2a0x
z11e
−a1x + z12e
−2a1x
...
zm1 e
−amx + zm2 e
−2amx
u1
...
um

, (2.83)
where z˜ = (z, u1, . . . , um)∗.
2.3.6 The Svensson family
The Svensson family is one of the most widely employed forward parameterized
families. The Svensson family is described by a six-dimensional vector of parame-
ters: z = (z1, . . . , z6) (for the details we refer to [14] Chapter 9.5.2). The mapping
which describes this submanifold is:
G(z, x) := z1 + (z2 + z3x)e
−z5x + z4xe−z6x. (2.84)
In particular, the Fréchet derivative of this mapping is:
Gz(z, x) =
(
1 e−z5x xe−z5x xe−z6x −x(z2 + z3x)e−z5x −z4x2e−z6x
)
.
The Svensson family and the Hull-White model We consider the Hull-
White model (2.59). Then, the couple (M,G) we aim at studying is determined
by:
M : drˆt = µˆ(rˆt)dt+ σˆ(rˆt) ◦ dWt,
where each row associated with the above SDE is described by the volatility term
σie−a
ix (Hull-White volatility term), whereas we suppose that the volatility term
of the spread processes is constant.
On the other hand, the submanifold G ⊂ Hˆ is deﬁned componentwise by the
Svensson family: G := Im[G], where G is:
G(z, x) =

z01 + (z
0
2 + z
0
3x)e
−z05x + z04xe
−z06x
z11 + (z
1
2 + z
1
3x)e
−z15x + z14xe
−z16x
...
zm1 + (z
m
2 + z
m
3 x)e
−zm5 x + zm4 xe
−zm6 x
Gm+1(z)
...
G2m(z)

, (2.85)
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where z = (z01 , . . . , z
m
6 ). First of all, we focus on the ﬁrst m + 1 coordinates
and when we ﬁnd the consistency conditions for those components (associated
with the forward rate equations) we can characterize the conditions on the last m
components of the functions G.
By construction, G is deﬁned on an open subset of a ﬁnite-dimensional real
vector space, Z, and in order to assure that G(z, x) ∈ Hˆ, for every z, we need to
impose that zj5, z
j
6 > −γ2 for each j = 0, . . . ,m.
In order to determine whether the couple (M,G) we exploit the invariance
Theorem 2.2.8. As before, we need to check conditions (2.60). Starting from the
ﬁrst coordinate of the drift term µˆ0(G(z)) we get:
µˆ0(G(z)) = F(G0(z))(x) + σ0Hσ0
= e−z
0
5 [z03 − z05(z02 + z03x)] + e−z
0
6x[z04 − z06z04x] +
(σ0)2
a0
e−2a
0x
[
ea
0x − 1
]
.
(2.86)
Condition (2.60) is equivalent to the existence of a vector η0 = (η01, . . . , η
0
6) ∈ R6
such that:
µˆ0(G(z)) = η01 + e
−z5x[η02 + xη
0
3 − xη05(z02 + z03x)] + xe−z6x[η04 − z04xη60]. (2.87)
Clearly, the previous equivalence does not hold if: {z05 , z06} 6= {a0, 2a0}. Then we
suppose that: z05 = a
0, z06 = 2a
0. Under these assumptions, the Svensson forward
rate function associated with i = becomes:
G0(z, x) = z01 + z
0
2e
−a0x + z03xe
−a0x + z04xe
−2a0x. (2.88)
The Fréchet derivative of G is given by:
G0z(z, x) =
(
1 e−a
0x xe−a
0x xe−2a
0x
)
, (2.89)
whereas:
FG(z, x) = e−a
0x[(z02 + z
0
3x)(−a0) + z03 ] + e−2a
0x[z4 − 2a0z4x]. (2.90)
Therefore, the consistency condition µ0(G(z)) = G0z(z)η
0(z) is equivalent to:
e−a
0x[(z02 + z
0
3x)(−a0) + z03 ] + e−2a
0x[z4 − 2a0z4x] + (σ
0)2
a0
e−a
0x − (σ
0)2
a0
e−2a
0x =
= η01 + e
−a0x[η02 + η
0
3x] + η
0
4xe
−2a0x.
(2.91)
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Imposing that the coeﬃcients of the exponential terms are equal
η01 = 0 (2.92)
z03 − a0(z02 + z03x) +
(σ0)2
a0
= η02 + η
0
3x (2.93)
z04(1− 2a0x)−
(σ0)2
a0
= η04x. (2.94)
If the last equivalence holds for each x then z04 =
(σ0)2
a0
, then we have the inconsis-
tency of the couple (M,G). This implies that the Svensson family is inconsistent
with the Hull-White model.
We can enlarge the previous family adding a term z5e
−2a0x, where z5 is a new
parameter, in order obtain the consistency. Indeed, if we consider the mapping:
G0(z, x) = z01 + [z
0
2 + z
0
3x]e
−a0x + [z04x+ z
0
5 ]e
−2a0x. (2.95)
The previous mapping is an extension of the mapping GA, deﬁned on (2.63). The
associated submanifold: G := Im[G] forms with the Hull-White model a couple
whose ﬁrst row respects condition (2.60) on the drift. In particular, if we compute
the drift term on a function G which takes value on H and such that its ﬁrst
coordinate is G0, we obtain:
µ0(G(z))(x) = FG0(z, x)− σ0(x)Hσ0(x)
= [−a0(z02 + z03x) + z03 ]e−a
0x + [−2a0(z04x+ z05) + z04 ]e−2a
0x+
+
(σ0)2
a0
(e−a
0x − e−2a0x)
=
((σ0)2
a0
− a0z02 + z03 − z03a0x
)
e−a
0x +
(
−(σ
0)2
a0
− 20z05 + z04 − 2z04a0x
)
e−a
0x,
whereas,
G0z(z, x)η
0(z) =η01(z) + e
−a0xη02(z) + xe
−a0xη03(z) + xe
−2a0xη04(z) + e
−2a0xη05(z)
=e−a
0x
[
η02(z) + xη
0
3(z)
]
+ e−2a
0x
[
xη04(z) + η
0
5(z)
]
+ η01(z),
Which implies that: 
η01(z) = 0,
η02(z) =
(σ0)2
a0
− a0z02 + z03 ,
η03(z) = −z03a0,
η04(z) = −2z04a0,
η05(z) = − (σ
0)2
a0
− 2a0z05 + z04 .
(2.96)
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For the condition on the drift terms for j = 1, . . . ,m, we need to follow the
same strategy adopted for j = 0. In particular, the Svensson family (2.84) is
inconsistent with the model Hull-White model. The same discussion can be done
for the family (2.95) since the drift term associated to the j− th coordinate of the
forward rate equation is:
µˆj(G(z)) = F(Gj(z))(x) + σjHσj(x)− βjσi∗(x),
where Gj(z) is given by:
Gj(z, x) = zj1 + [z
j
2 + z
j
3x]e
−ajx + [zj4x+ z
j
5]e
−2ajx.
The Fréchet derivative of this mapping is:
Gjz(z, x) =
(
1 e−a
jx xe−a
jx xe−2a
jx e−2a
jx
)
,
and the consistency condition for this component becomes:
e−a
jx[−aj(zj2 + zj3x) + zj3] + e−2a
jx[−2aj(zj4x+ zj5) + zj4] +
(σj)2
aj
e−2a
jx
[
ea
jx − 1
]
+
− βjσje−ajx ∈ TGj(x)Gj.
Rewriting the previous expression:
e−a
jx
[
−aj(zj2+zj3x)+zj3+
(σj)2
aj
−βjσj
]
+e−2a
jx
[
−2aj(zj4x+zj5)−
(σj)2
aj
+zj4
]
∈ TGj(x)Gj .
If we consider the vector:
ηj =
(
0
[
−ajzj2 + zj3 + (σ
j)2
aj
− βjσj
]
[−ajzj3] [−2ajzj4]
[
−2ajzj5 − (σ
j)2
aj
+ zj4
])
,
where we omitted the dependence on the z variable of η. Hence, we get that
µˆj(G(z))(x) = Gjz(z, x)η(z).
Finally, we have to check that the volatility term of the model M satisﬁes
condition (2.60). In particular, by the form of the mapping which deﬁnes the
extension of the Svensson family (2.95), the condition on the volatility of the ﬁrst
m+ 1 components of the forward rate equation is:
σje−a
jx = Gjz(z, x)ξ,
where ξ =
(
0 σj 0 0 0
)∗
.
For the coordinates related to the spreads components Gm+1, . . . , G2m we ob-
serve that, for every j = 1, . . . ,m the condition is:
Gm+jz (z)η
j(z) =BG0(z)−BGj − 1
2
(βj)2
=z01 + z
0
2 + z
0
5 − zj1 − zj2 − zj5 −
1
2
(βj)2, j = 1, . . . ,m.
(2.97)
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For simplicity, we can assume that the function Gm+j, for every j = 1, . . . ,m
depends only on the variables z01 , z
0
2 , z
0
3 , z
0
4 , z
0
5 , z
j
1, z
j
2, z
j
3, z
j
4, z
j
5 because the other
coordinates do not appear in equation (2.97). Adopting a similar strategy to
Proposition 2.3.3 and assuming that z03 , z
0
4 , z
j
3, z
j
4 we introduce the function, for
every j = 1, . . . ,m:
Gm+j(z) = − 1
a0
(
z02 + z
0
1 log z
0
3 +
z03
a0
+
z05
2
)
− log z
0
4
2a0
( (σj)2
2(a0)2
)
− z
0
4
4(a0)2
+
+
1
aj
(
zj2 + z
j
1 log z
j
3 +
zj3
aj
+
zj5
2
)
+
log zj4
2aj
( (σj)2
2(aj)2
)
+
zj4
4(aj)2
(2.98)
We observe that the following equivalences hold:
Gm+j
z02
(
−a0z02 + z03 + (σ
0)2
a0
)
= z02 − z
0
3
a0
− (σ0)2
(a0)2
,
Gm+j
z03
(
−a0z03
)
= z01 +
z03
a0
,
Gm+j
z04
(
−2a0z04
)
= (σ
0)2
2(a0)2
+
z04
2a0
,
Gm+j
z05
(
− (σ0)2
a0
− 2a0z05 + z04
)
= + (σ
0)2
2(a0)2
+ z05 − z
0
4
2a0
,
Gm+j
zj2
(
−ajzj2 + zj3 + (σ
j)2
aj
− βjσj
)
= −zj2 + z
j
3
aj
+ (σ
j)2
(aj)2
− βjσj
aj
,
Gm+j
zj3
(
−ajzj3
)
= −zj1 − z
j
3
aj
,
Gm+j
zj4
(
−2ajzj4
)
= − (σj)2
2(aj)2
− zj4
2aj
,
Gm+j
zj5
(
− (σj)2
aj
− 2ajzj5 + zj4
)
= − (σj)2
2(aj)2
− zj5 + z
j
4
2aj
.
In particular, condition (2.98) becomes:
Gm+jz (z)η(z) = z
0
2 + z
0
1 + z
0
5 − zj2 −
σj
aj
βj − zj1 − zj5,
which is satisﬁes if and only if βj = σ
j
2aj
. Therefore, it is necessary to control the
condition on the volatility. Recalling that the vector ﬁeld ξ = (ξ0, . . . , ξm), the
condition is:
Gm+jz (z)ξ(z) = β
j ⇒ −σ
0
a0
+
σj
aj
= βj ⇒ σ
0
a0
= βj,
for each j = 1, . . . ,m. In conclusion, we have proved the following Proposition:
Proposition 2.3.6. If we consider the model M determined by the Hull-White
model or each forward rate equation and the family G = Im[G] described by the
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function: G : R5(m+1) −→ Hˆ, where βj = σj
2aj
= σ
0
a0
, for each j = 1, . . . ,m:
G(z) =

z01 + (z
0
2 + z
0
3x)e
−a0x + (z04x+ z
0
5)e
−2a0x
...
zm1 + [z
m
2 + z
m
3 x]e
−amx + [zm4 x+ z
m
5 ]e
−2amx
− 1
a0
(
z02 + z
0
1 log z
0
3 +
z03
a0
+
z05
2
)
− log z04
2a0
(
(σ0)2
2(a0)2
)
− z04
4(a0)2
+
+ 1
a1
(
z12 + z
1
1 log z
1
3 +
z13
a1
+
z15
2
)
+
log z14
2a1
(
(σ1)2
2(a1)2
)
+
z14
4(a1)2
...
− 1
a0
(
z02 + z
0
1 log z
0
3 +
z03
a0
+
z05
2
)
− log z04
2a0
(
(σ0)2
2(a0)2
)
− z04
4(a0)2
+
+ 1
am
(
zm2 + z
m
1 log z
m
3 +
zm3
am
+
zm5
2
)
+
log zm4
2am
(
(σm)2
2(am)2
)
+
zm4
4(am)2

,
(2.99)
where z = (z01 , . . . , z
0
5 , z
1
1 , . . . , . . . , z
m
5 )
∗, hence the couple (M,G) is consistent.
On the other hand, recalling the same strategy of Proposition 2.3.3, we have
that the model M is consistent with the family G˜ where G˜ = Im[G˜] and the
mapping G˜ : R6m+5 −→ Hˆ is:
G˜(z) =

z01 + (z
0
2 + z
0
3x)e
−a0x + (z04x+ z
0
5)e
−2a0x
...
zm1 + [z
m
2 + z
m
3 x]e
−amx + [zm4 x+ z
m
5 ]e
−2amx
u1
...
um

, (2.100)
where z˜ = (z, u1, . . . , um)∗.
2.3.7 Hybrid models
We can also consider hybrid models, where each component is described by diﬀer-
ent model. For instance, we can consider the following forward rate modelM:
drˆt = µˆ(rˆt)dt+ σˆ(rˆt) ◦ dWt,
where
drˆ0t (x) =
(σ0)2
a0
e−a
0x
[
1− e−a0x
]
dt+ σ0e−a
0x ◦ dWt, (2.101)
drˆit(x) =
[
(σi)2t
(
x+
t
2
)
+
∂r0(x)
∂x
+ (σi)2t
]
dt+ σi ◦ dWt, ∀ i ∈ {1, . . . ,m}.
(2.102)
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In other words, we model the OIS forward rate with the Hull-White model while
the forward rates associated with each LIBOR rates are described by the Ho-Lee
model. We suppose moreover that the log-spread processes have constant volatility.
In the previous paragraphs we have determined conditions which guarantee
the consistency of a couple (M′,G ′) where G ′ is a forward rate family and M′
is a multi-curve model in which each forward rate equation is described by the
same model. We can exploit those results in order to understand which structure
a consistent forward rate family has to respect. First of all, denoting with G the
candidate forward rate submanifold, we have to impose that the ﬁrst coordinate of
G forms with the Hull-White model associated with the ﬁrst row ofM, a consistent
couple. For instance, in analogy to (2.74), we can choose:
G0(z, x) = z01e
−a0x + z02e
−2a0x.
Therefore, we have to ﬁnd conditions for the equations associated with the LIBOR
forward rates. In particular, we can observe that it is no longer possible to choose
the same family:
Gj(z, x) = zj1e
−ajx + zj2e
−2ajx, j = 1, . . . ,m,
because that family is not consistent with the Ho-Lee model. Indeed, for the
invariance Theorem 2.2.8, the condition on the drift term is given by:
µˆj(G(z)) = FGj(z) + σjHσj − βjσj ∈ TGj(z)Gj, m ∈ {1, . . . ,m}.
If we write explicitly the previous equation, we can observe that the condition is
equivalent to the existence of a vector ηj =
(
ηj1 η
j
2
)
, such that:
−ajzj1e−a
jx − 2a2z2e−2ajx + (σj)2x− βjσj = ηj1e−a
jx + ηj2e
−2ajx.
Clearly the previous equation has no solution, so that the entire couple (M,G) is
inconsistent.
One possibility is to build a linear combination of the family determined by
the function (2.74) and the degenerated NS family (2.35):
Gj(z) = zj1 + z
j
2x+ z
j
3e
−ajx + zj4e
−2ajx, (2.103)
but it seems not to be an eﬃcient strategy to follow, because we introduce to
many parameters. Therefore, in order to solve the problem of consistency for such a
forward rate model, we can build a sub-manifold with a diﬀerent structure for each
row. We proved in Proposition 2.3.1 that the degenerate NS family is consistent
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with the Ho-Lee model, therefore we construct the following sub-manifold:
G(z, x) =

z01e
−a0x + z02e
−2a0x
z11 + z
1
2x
...
zm1 + z
m
2 x
Gm+1(z)
...
G2m(z)

,
where as usual we do not focus at the moment on the last m coordinates of the
mapping G.
Recalling (2.76) and (2.45), the condition on the drift Gz(z)η(z) = µ(G(z)) is
satisﬁed by:
η(z) =
(
−a0z01 + (σ
0)2
a0
−2a0z02 − (σ
0)2
a0
z12 − β1σ1 (σ1)2 · · · zm2 − βmσm (σm)2
)
,
whereas the condition for the ﬁrst coordinate is: G0zξ(z) = σ
0e−a
0x, which is
equivalent to impose that the vector
ξ(z) =
(
ξ01(z) ξ
0
2(z) ξ
1
1(z) ξ
1
2(z) . . . ξ
m
1 (z) ξ
m
2 (z)
)
,
satisﬁes ξ01(z)e
−a0x+ξ02e
−2a0x = σ0e−a
0x, which implies that ξ01 = σ
0 and ξ02 = 0. On
the other hand, computing the equivalence Gjz(z)ξ(z) = σ
j for every j = 1, . . . ,m
we obtain: ξj1 + ξ
j
2x = σ
j. The previous equivalence is satisﬁed by imposing that
ξj1 = σ
j and ξj2 = 0 for each j = 1, . . . ,m. In conclusion:
ξ(z) =
(
σ0 0 σ1 0 σ2 0 · · · σm 0) .
Now, we analyze the condition on the last m component in order to understand if
it necessary to add a suitable number of parameters or it is possible to exploit the
form of the vector ﬁelds η and ξ in order to characterize the functions Gm+j. In
particular, we observe that the condition on them+j components, for j = 1, . . . ,m
is:
Gm+jz (z)η(z) =BG
0(z)−BGj(z)− 1
2
(βj)2
=z01 + z
0
2 − zj1 −
1
2
(βj)2,
Diﬀerently from the previous cases, we assume that Gm+j is dependent on the
variables z01 , z
0
2 , z
j
1, z
j
2, z
j+1
2 , for every j = 1, . . . ,m − 1 and the function G2m is
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dependent on the variables z01 , z
0
2 , z
j
1, z
j
2, z
1
2 . For each j = 1, . . . ,m−1, the condition
becomes:
Gm+j
z01
(z)
(
−a0z01 +
(σ0)2
a0
)
+Gm+j
z02
(z)
(
−2a0z02 −
(σ0)2
a0
)
+Gm+j
zj1
(z)(zj2 − βjσj)+
+Gm+j
zj2
(z)((σj)2) +Gm+j
zj+12
(z)((σj+1)2) = z01 + z
0
2 − zj1 −
1
2
(βj)2.
(2.104)
If we consider the function:
Gm+j(z) = −z
0
1 +
1
2
z02
a0
− z
j+1
2 z
j
1
(σj+1)2
+
(zj2)
2zj+12
2(σj+1)2(σj)2
− (z
j
2)
3
6(σj)4
+
− (z
j+1
2 )
2βjσj
2(σj+1)4
− z
j+1
2
(σj+1)2
1
2
(
(βj)2 − (σ
0)2
(a0)2
)
,
(2.105)
the condition (2.104) is satisﬁed, indeed if j = 1, . . . ,m− 1:
Gm+1
z01
(z)
(
−a0z01 + (σ
0)2
a0
)
= z01 − (σ
0)2
(a0)2
,
Gm+j
z02
(z)
(
−2a0z02 − (σ
0)2
a0
)
= z02 +
(σ0)2
2(a0)2
,
Gm+j
zj1
(z)(zj2 − βjσj) = − z
j+1
2 z
j
2
(σj+1)2
+
zj+12 β
jσj
(σj+1)2
,
Gm+j
zj2
(z)((σj)2) =
zj2z
j+1
2
(σj+1)2
− (zj2)2
2(σj)2
,
Gm+j
zj+12
(x)((σj+1)2) = −zj1 + (z
j
2)
2
2(σj)2
− zj+12 βjσj
(σj+1)2
− 1
2
(
(βj)2 − (σ0)2
(a0)2
)
,
(2.106)
the condition (2.104) is
Gm+jz (z)η(z) =z
0
1 −
(σ0)2
(a0)2
+ z02 +
(σ0)2
2(a0)2
− z
j+1
2 z
j
2
(σj+1)2
+
zj+12 β
jσj
(σj+1)2
+
+
zj2z
j+1
2
(σj+1)2
− (z
j
2)
2
2(σj)2
− zj1 +
(zj2)
2
2(σj)2
− z
j+1
2 β
jσj
(σj+1)2
− 1
2
(
(βj)2 − (σ
0)2
(a0)2
)
.
Whereas, the conditions for the function G2m are the same of (2.106), but
zj+12 → z12 . Now, it is suﬃcient to ﬁnd conditions for the functions Gm+j and the
vector ﬁeld ξ. In particular, the conditions which has to be respected is:
Gm+jz (z)ξ(z) = β
j, j = 1, . . . ,m,
where Gm+1 is described in (2.105). The conditions is explicitly:
−σ
0
a0
− z
j+1
2 σ
j
(σj+1)2
= βm, j = 1, . . . ,m,
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which has no solutions. In conclusion, it seems very diﬃcult to ﬁnd conditions
which guarantee the consistency also for the components associated with the
spreads without adding new parameters. Hence, as in Proposition 2.3.1, only
the following result is proved:
Proposition 2.3.7. If we consider the modelM for the post-crisis interest rates
market, given by the Hull-White model (2.59) for the OIS forward rate equations
and the Ho-Lee model (2.41) for the forward rate equations associated with the
LIBOR rates and the parameterized family G given by the function G : R3m+2 → Hˆ,
G(z˜) =

z01e
−a0x + z02e
−2a0x
z11 + z
1
2x
...
zm1 + z
m
2 x
u1
...
um

, (2.107)
where z˜ = (z, u1, . . . , um)∗ and z = (z01 , z
0
2 , z
1
1 , z
1
2 , . . . , z
m
1 , z
m
2 )
∗, therefore the couple
(M,G) is consistent.
2.3.8 Vector Brownian motion examples
In this subsection we aim at describing the case where the Brownian motion W ,
which drives the dynamics, is characterized by diﬀerent correlation structures.
First, we will consider the case in which the Brownian motion is 1-dimensional
and the volatility term is the same for each forward rate equation, afterwords
we will analyse the case of d-dimensional Brownian motion and a volatility term
σˆ such that each forward rate equation is driven by a speciﬁc Brownian motion
independent from the others.
Common volatility for all forward rate equation
We consider the Hull-White model introduced in (2.59). For each forward rate
equation, we consider a 1-dimensional Brownian motion and a volatility term given
by:
σj(x) = σe−ax, ∀ j = 0, . . . ,m,
where σ, a > 0. The volatilities of log-spot spread processes are given by a constant
βj = β, for each j = 1, . . . ,m. In particular, there is one 1-dimensional Brownian
motion W which drives every equation.
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We check the consistency of this model coupled with a parameterized forward
rate family G determined by the function G introduced in (2.74). Diﬀerently from
the previous examples, we can use less parameters. Indeed, if we introduce the
following family:
G0(z) = z1e
−ax + z2e−2ax, (2.108)
Gj(z) = (z3 + z1)e
−ax + z2e−2ax, j = 1, . . . ,m, (2.109)
the conditions which guarantee the consistency (2.16) and (2.17) are given by:
µ0(G(z))(x) =FG0(z)(x) +
σ2
a
e−ax
[
1− e−ax
]
= (G0z(z)η)(x),
µj(G(z))(x) =FGj(z)(x) +
σ2
a
e−ax
[
1− e−ax
]
− βσe−ax = (Gjz(z)η(z))(x),
σj(G(z)) = (Gjz(z)ξ(z)),
for suitable vectors ξ, η ∈ R3 and for each j = 0, . . . ,m.
Explicitly, the conditions on the drift become:
− az1e−ax − 2az2e−2ax + σ
2
a
e−2ax(eax − 1) = η1e−ax + η2e−2ax,
− a(z1 + z3)e−ax − 2az2e−2ax + σ
2
a
e−2ax(eax − 1)− βσe−ax = η1e−ax + η2e−2ax + η3e−ax.
In the following of the subsection, we will omit the dependence on the z variable
for the vector ﬁelds η and ξ. The previous equations are satisﬁed imposing that:
η = (−az1 + σ
2
a
,−2az2 − σ
2
a
,−az3 − βσ)∗. (2.110)
On the other hand, the conditions on the volatility terms become:
σe−ax =ξ1e−ax + ξ2e−2ax, (2.111)
σe−ax =ξ1e−ax + ξ2e−2ax + ξ3e−ax (2.112)
which is satisﬁed by the vector
ξ = (σ, 0, 0)∗. (2.113)
At this point, we have to determine functions Gm+j : Rn −→ R for j = 1, . . . ,m
where n is an opportune natural number, such that:
Gm+jz (z)η(z) =BG
0 −BGj − 1
2
β2
=z1 + z2 − (z3 + z1)− z2 − 1
2
β2 = −z3 − 1
2
β2, j = 1, . . . ,m.
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In particular, we can observe that the previous condition does not depend on j.
This implies that it suﬃcient to add one parameter, which will be denote by u in
analogy to the examples of the previous sections.
Explicitly, we introduce the following ﬁnite-dimensional vector: z = (z1, z2, z3, u)
∗ ∈
R4. We introduce the following vector ﬁelds:{
η(z) =
(−az − 1 + σ2
a
−2az2 − σ2a −az3 − βσ −z3 − 12β2
)
,
ξ(z) =
(
σ 0 0 β
)
,
and the function G : R4 −→ Hˆ:
G(z) =

z1e
−ax + z2e−2ax
z1e
−ax + z2e−2ax
...
z1e
−ax + z2e−2ax
u
...
u

. (2.114)
Therefore, Gjz(z)η(z) = µ
j(G(z)) andGjz(z)ξ(z) = σ
j(G(z)) for every j = 0, . . . ,m.
Moreover, the coordinates related to the spreads satisfy:{
Gm+jz (z)η(z) = −z3 − 12β2, j = 1, . . . ,m;
Gm+jz (z)ξ(z) = β, j = 1, . . . ,m.
In conclusion, the following result is proved:
Proposition 2.3.8. We consider the modelM determined by the volatility vector:
σ(x) =
(
σe−ax · · · σe−ax) ,
and the family G = Im[G], where G is given by (2.114). Hence, the couple (M,G)
is consistent.
Independent Brownian motion for each forward rate equation
In this paragraph, we aim at analysing the case of a Rd-valued Brownian motion
W , where d ≥ m. We introduce the volatility term of each forward rate equation
as follows:
σj(x) = (0, · · · , 0,
j-th component︷ ︸︸ ︷
σje−a
jx , 0, · · · , 0), j = 1, . . . ,m, (2.115)
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and similarly:
βj = (0, · · · , 0,
i-th component︷︸︸︷
βj , 0, · · · , 0), j = 1, . . . ,m, (2.116)
where σj, βj, aj are positive constants. Under this assumption, we have that each
component of the forward rate equation is driven by a component of the vector
Brownian motion W . As a consequence, all forward rates are independent pro-
cesses. If we want to check the consistency condition for the modelM determined
by the previous volatility terms and the parameterized families introduced in the
previous subsections, we can make the following observation. The term σjHσj is
given by:
σj(x)Hσj(x) =
(
0 0 · · · σje−ajx 0 . . . 0
)

0
...
0∫ x
0 σ
je−ajsds
0
...
0

= σje−a
jx
∫ x
0
σje−a
jsds,
which is equivalent to the one introduced in (2.120) for the drift condition of the
Hull-White model. Through the same computations we can observe that σjβj∗ =
σje−a
jxβj as the term introduced in (2.67) for the 1-dimensional Brownian motion
case. On the basis of these considerations, we can conclude that the consistency
results associated with this model corresponds exactly to the ones demonstrated
in sections 2.3.5, 2.3.6, 2.3.7.
Independent Brownian motion for each forward rate equation and com-
mon volatility term
In this paragraph, we construct a trade oﬀ between the previous two examples. In
particular, we consider the case of a Rd-valued Brownian motion W , where d ≥ 0.
The volatility term of each forward rate equation is deﬁned as follows:
σj(x) = (0, · · · , 0, σe−ax, 0, · · · , 0), (2.117)
and
βj = (0, · · · , 0, β, 0, · · · , 0), (2.118)
where σ, a, β are positive constants. As in the last example, for each i = 1, . . . , d
the term:
σj(x)Hσj(x) = σe−ax
∫ x
0
σe−asds,
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and the term σjβj∗ = σβ for every j.
In particular we obtain the same structure of the ﬁrst paragraph of this sub-
section.
In conclusion, we have proved the following proposition:
Proposition 2.3.9. If we consider the vector volatility term associated with the
Hull-White model, the following statements hold:
1. The Brownian motion W is Rd-valued, where d ≥ m, and the volatility term
which determines M is given by equations (2.115) and (2.116). Then, the
consistency conditions are analogous to Sections 2.3.5, 2.3.6, 2.3.7.
2. If the Brownian motionW is Rd-valued, where d ≥ m, and the volatility term
which determinesM is given by equations (2.117) and (2.118), then we have
the consistency between the modelM and the forward family described by the
function G given by (2.108) and (2.109).
The general case
We consider a d-dimensional Brownian motion which drives a forward rate model
M determined by the following volatility term:
σˆ(rˆt) =

σ01e
−a01x σ02e
−a02x · · · σ0de−a0dx
σ11e
−a11x σ12e
−a12x · · · σ1de−a1dx
...
...
...
σm1 e
−am1 x σm2 e
−am2 x · · · σmd e−amd x
β11 β
1
2 · · · β1d
...
...
...
βm1 β
m
2 · · · βmd

≡

σ0
σ1
...
σm
β1
...
βm

, (2.119)
where σji , a
j
i and β
j
i are positive real constants, for ever i = 1, . . . , d and j =
0, . . . ,m.
First, it is necessary to generalize the computation provided in (2.128), in order
to manage the term σj(t, x)Hσj(t, x), where σj(t, x) is a vector. In particular, we
obtain the following equivalence:
σj(t, x)Hσj(t, x) =
(
σj1e
−aj1x σj2e
−aj2x · · · σjde−a
j
dx
)
∫ x
0
σj1e
−aj1sds∫ x
0
σj2e
−aj2sds
...∫ x
0
σjde
−ajdsds

=
d∑
i=1
(σji )
2
aji
e−2a
j
ix
(
ea
j
ix − 1
)
, j = 0, . . . ,m,
(2.120)
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whereas the term related to the presence of the spread on the LIBOR forward rate
dynamics is given by:
σj(x)βi∗ =
d∑
i=1
σji e
−ajixβji .
Hence, we analyse the problem of consistency between the model M, previously
deﬁned and a suitable parameterized family. We recall the conditions on the drift
and volatility terms, µˆ(G(z)), σˆi(G(z)) ∈ TG(z)G, where G = Im[G] and for every
i = 1, . . . , d. The drift term is given by:
µˆ(G(z)) =

FG0(z) + (σ0Hσ0)(z)
FG1(z) + (σ1Hσ1)(z)−∑di=1 σ1i (G(z))β1i (G(z))
...
FGm(z) + (σmHσm)(z)−∑di=1 σmi (G(z))βmi (G(z))
BG0(z)−BG1(z)− 1
2
∑d
i=1(β
1
i )
2
...
BG0(z)−BGm(z)− 1
2
∑d
i=1(β
m
i )
2

.
At this point, we consider the function deﬁned on (2.74). We observe that it is not
possible to use that function in order to have the consistency, because the element
σjHσj involves the sum of 2d exponential terms. Hence, we propose the following
generalization of the function introduced in (2.74):
Gj(z, x) =
d∑
i=1
(
zji e
−ajix + wji e
−2ajix
)
, j = 0, . . . ,m, (2.121)
where the vector z ∈ R2d(m+1) is introduced by the following notation:
z = (z01 , z
0
2 , . . . , z
0
d, w
0
1, . . . , w
0
d, z
1
1 , . . . , . . . , w
m
d )
∗. (2.122)
If we consider the previous function the existence of a vector ﬁeld η deﬁned on the
domain Z ⊂ R2d(m+1) such that µ0(G(z))(x) = G0z(z, x)η(z) is satisﬁed. Indeed:
µ0(G(z)) = FG0(z) + (σ0Hσ0)(z)
=
d∑
i=1
(
−a0i z0i e−a
0
i x − 2a0iw0i e−2a
0
i x
)
+
d∑
i=1
(σ0i )
2
a0i
e−2a
0
i x
(
ea
0
i x − 1
)
=
d∑
i=1
{
e−a
0
i x
[
−a0i z0i +
(σ0i )
2
a0i
]
− e−2a0i
[
2a0iw
0
i +
(σ0i )
2
a0i
]}
,
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On the other hand, we compute the Fréchet derivative of G0(z) against the vector
ﬁeld η. In order to simplify the computation, we introduce the following notation
for η:
η(z) = (ηz01 , ηz02 , . . . , ηz0d , ηw01 , . . . , ηw0d , ηz11 , . . . , . . . , ηz
m
d
) ∈ R2d(m+1).
In particular, the consistency condition is satisﬁed by:{
ηz0i = −a0i z0i +
(σ0i )
2
a0i
, i = 1, . . . , d,
ηw0i = −2a0iw0i −
(σ0)2
a0i
, i = 1, . . . , d,
We have not already provided conditions for ηzji
, ηwji
for j = 1, . . . ,m. In order to
do this, we consider the other conditions for the drift term:
µj(G(z)) = FGj(z) +
d∑
i=1
(σji )
2
aji
e−2a
j
ix
(
ea
j
ix − 1
)
−
d∑
i=1
σji e
−ajixβji = G
j
z(z)η(z).
Recalling the shape of the function Gj, j = 1, . . . ,m given by (2.121), the consis-
tency condition on the drift is:
d∑
i=1
(
ηzji
(z)e−a
j
ix + ηwji
(z)e−2a
j
ix
)
=
d∑
i=1
(
−ajizji e−a
j
ix − 2ajiwji e−2a
j
ix
)
+
+
d∑
i=1
(σji )
2
aji
e−2a
j
ix
(
e−a
j
ix − 1
)
−
d∑
i=1
σji e
−ajixβji
=
d∑
i=1
[
e−a
j
ix
(
−ajizji +
(σji )
2
aji
− σjiβji
)
+ e−2a
j
ix
(
−2ajiwji −
(σji )
2
aji
)]
,
which implies that:ηzji (z) = −a
j
iz
j
i +
(σji )
2
aji
− σjiβji , i = 1, . . . , d,
ηwji
(z) = −2ajiwji − (σ
j
i )
2
aji
, i = 1, . . . , d,
for every j = 1, . . . ,m.
On the other hand, the consistency condition for the volatility is equivalent to
the existence of a vector ﬁeld ξi(z) ∈ R2d(m+1), i = 1, . . . , d, such that σji (G(z)) =
Gm+iz (z)ξi(z). In particular, we recall that σ
j
i (G(z)) = σ
j
i e
−ajix, hence, for each
i = 1, . . . , d, we can choose{
ξi,zji
(z) = σji , j = 0, . . . ,m,
ξi,α(z) = 0, otherwise.
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It necessary to control the conditions on the coordinates related to the spreads.
In particular, we have to determine the shape of Gm+j such that Gm+jz (z)η(z) =
µm+j(G) and Gm+jzξi(z) = β
j
i (z) for every j = 1, . . . ,m.
We base on Proposition 2.3.5 and we exploit the linearity of the Fréchet deriva-
tive in order to construct a suitable function Gm+j. Explicitly, the conditions on
the drift term are:
Gm+jz (z)η(z) =BG
0(z)−BGj(z)− 1
2
d∑
i=1
(βji )
2
=
d∑
i=1
[
z0i + w
0
i − zji − wji −
1
2
(βji )
2
]
.
(2.123)
We introduce the family:
Gm+j(z) =
d∑
i=1
(
−z
0
i +
1
2
w0i
a0i
+
zji +
1
2
wji
aji
)
. j = 1, . . . ,m.
By the previous deﬁnition, Gm+jz (z)η(z) becomes:
Gm+jz (z)η(z) =
d∑
i=1
(
z0i −
(σ0i )
2
(a0i )
2
+ w0i +
(σ0i )
2
2(a0i )
2
− zji +
(σji )
2
(aji )
2
− σ
j
i
aji
βji − wji −
(σji )
2
2(aji )
2
=
d∑
i=1
(z0i + w
0
i − zji − wji )−
1
2
d∑
i=1
[
(σ0i )
2
(a0i )
2
+ 2
σji
aji
βji −
(σji )
2
(aji )
2
]
,
hence, condition (2.123) is equivalent to:
d∑
i=1
(βji )
2 =
d∑
i=1
[(σ0i )2
(a0i )
2
− (σ
j
i )
2
(aji )
2
+ 2
σji
aji
βji
]
d∑
i=1
[
(βji )
2 − 2σ
j
i
aji
βji +
(
(σji )
2
(aji )
2
− (σ
0
i )
2
(a0i )
2
)]
= 0.
(2.124)
The following condition on the matrix β = (βji )j=1,...,m; i=1,...,d is a suﬃcient condi-
tion, such that (2.124) holds:
βji =
σji
aji
± σ
0
i
a0i
. (2.125)
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If we test the consistency condition on the volatility term of the spreads, we obtain:
βji =G
m+j
z (z)ξi(z) =
m∑
j¯=1
d∑
i¯=1
Gm+j
zji
(z)ξi(z)
=
m∑
j¯=1
d∑
i¯=1
(
−δi¯i
a0
i¯
ξi,z0i +
δjj¯δi¯i
aj¯
i¯
ξ
i,zj¯i
)
= −ξi,z0i
a0i
+
ξi,zji
aji
=− σ
0
i
a0i
+
σji
aji
,
(2.126)
where δhk stands for the Kronecker delta between the indeces h and k. Hence, by
(2.125) and (2.126) the condition on βji is:
βji = −
σ0i
a0i
+
σji
aji
, j = 1, . . . ,m, i = 1, . . . , d. (2.127)
In conclusion the following proposition is proved:
Proposition 2.3.10. If we consider the model M for the ﬁxed-income market
determined by the volatility term described in (2.119) where the volatility terms
of the spreads satisfy (2.127) and the family G = Im[G] given by the function
G : R2d(m+1) −→ Hˆ
G(z) =

∑d
i=1
(
z0i e
−a0i x + w0i e
−2a0i x
)
...∑d
i=1
(
zmi e
−ami x + wmi e
−2ami x
)
∑d
i=1
(
− z0i + 12w0i
a0i
+
z1i +
1
2
w1i
a1i
)
...∑d
i=1
(
− z0i + 12w0i
a0i
+
zmi +
1
2
wmi
ami
)

,
where z is given by (2.119), then the couple (M,G) is consistent.
On the other hand, recalling the same strategy of Proposition 2.3.3, we have that
the model M is consistent with the family G˜ where G˜ = Im[G˜] with the mapping
G˜ : R(2d+1)m+2d −→ Hˆ given by
G˜(z˜) =

∑d
i=1
(
z0i e
−a0i x + w0i e
−2a0i x
)
...∑d
i=1
(
zmi e
−ami x + wmi e
−2ami x
)
u1
...
um

,
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where z˜ = (z, u1, . . . , um)∗.
2.4 Appendix
2.4.1 Hull-White forward rate
In this section we will provide the proof of Lemma 2.3.2.
Proof. Let us consider the following SDE:
dft(T ) = αt(T )dt+ σe
−a(T−t)dWt.
If ft(T ) represents the forward rate associated with the short rate rt, solution of
the Hull-White equation, ft(T ) has to satisfy the HJM-drift condition (A.18). In
particular:
αt(T ) = σe
−a(T−t)
∫ T
t
σe−a(T−s)ds = σe−a(T−t)σe−aT
∫ T
t
easds
=
σ2
a
[
e−a(T−t) − e−2a(T−t)
]
=
σ2
a
e−a(T−t)
{
1− e−a(T−t)
}
.
(2.128)
Then:
ft(T ) = f0(T ) +
σ2
a
∫ t
0
e−a(T−s)ds− σ
2
a
∫ t
0
e−2a(T−s)ds+ σ
∫ t
0
e−a(T−s)dWs
= f0(T ) +
σ2
a
e−aT
∫ t
0
easds− σ
2
a
e−2aT
∫ t
0
e2asds+ σ
∫ t
0
e−a(T−s)dWs
= f0(T ) +
σ2
a2
e−aT
(
eat − 1
)
− σ
2
2a2
e−2aT
(
e2at − 1
)
+ σ
∫ t
0
e−a(T−s)dWs
Computing the short rate:
rt = ft(t) = f0(t) +
σ2
a2
(
1− e−at
)
− σ
2
2a2
(
1− e−2at
)
+ σ
∫ t
0
e−a(t−s)dWs,
and diﬀerentiating it:
drt =
{ ∂
∂T
f0(t) +
σ2
a
e−at − σ
2
a
e−2at + σ
∫ t
0
−ae−a(t−s)dWs
}
dt+ σdWt.
Recall now that:
σ
∫ t
0
e−a(t−s)dWs = rt − σ
2
a2
[(
1− e−at
)
− 1
2
(
1− e−2at
)]
− f0(t),
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In conclusion:
drt =
{ ∂
∂T
f0(t) +
σ2
a
e−at − σ
2
a
e−2at − art + σ
2
a
[(
1− e−at
)
− 1
2
(
1− e−2at
)]
− f0(t)
}
dt+ σdWt
=
{ ∂
∂T
f0(t)− 1
2
σ2
a
e−2at − art + σ
2
2a
− f0(t)
}
dt+ σdWt
=
{ ∂
∂T
f0(t) +
σ2
2a
[
1− e−2at
]
− f0(t)− art
}
dt+ σdWt.
The previous SDE is the Hull-White equation, if
Φ(t) =
∂
∂T
f0(t) +
σ2
2a
[
1− e−2at
]
− f0(t).
Chapter 3
Finite-dimensional
Realizations
In this chapter we will exploit the concept of invariance developed in Chapter
2, in order to understand if the solution of the system (1.33) can be described
as the image of a process, whose dynamics given by a ﬁnite-dimensional SDE.
Moreover, if it is the case, we will provide a strategy to construct this process
and the mapping which associates it to the forward rate rˆ. To this eﬀect, we will
exploit the geometric theory developed in Appendix B, applying it to the geometric
interpretation of equation (1.33) described in Section 2.1. The general conditions
will be applied to the study of particular cases: ﬁrst, we will analyse the case of
deterministic volatility (constant in the space Hˆ), then we will study the case of
constant direction volatility.
The main references for this chapter are represented by [4], [5] and [21].
3.1 The general result
In the previous chapter we developed a geometric interpretation of system (1.33),
representing the inﬁnite-dimensional system of SDEs as a unique SDE of the form:
drˆt = µˆ(rˆt)dt+ σˆ(rˆt) ◦ dWt, (3.1)
rˆ0 = rˆ
M . (3.2)
We have seen that, since µˆ : UrˆM −→ Hˆ and σˆ : UrˆM −→ Hˆd are smooth functions,
they can be interpreted as local vector ﬁelds on Hˆ, as described in Deﬁnition B.1.14,
denoting by UrˆM a neighborhood of rˆ
M in Hˆ.
We deﬁne as follows the main concept of this chapter, the ﬁnite-dimensional
realization. First of all we need the following concept:
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Deﬁnition 3.1.1. We say that rˆ, given an initial point rˆM , has the local repre-
sentation around rˆM given by a function G : Z ⊆ Rn −→ Hˆ for a suitable n and
a ﬁnite-dimensional stochastic process Zt deﬁned on Z, if there exists a strictly
positive stopping time τ(rˆM) such that rˆt = G(Zt) for each t ∈ [0, τ(rˆM)).
Now we say that a the system (1.33) possesses ﬁnite-dimensional realizations
if it has n-dimensional realizations, deﬁned as follows, for a suitable n:
Deﬁnition 3.1.2. We say that (3.1) has a n-dimensional realization if for each
rˆM0 ∈ Hˆ, there exists z0 ∈ Rn and (d+ 1)−smooth vector ﬁelds a, b1 . . . , bd, deﬁned
on a neighborhood of z0 denoted with Z and a smooth mapping G : Z −→ Hˆ, such
that rˆ has the local representation:
rˆt = G(Zt),
where
dZt = a(Zt)dt+ b(Zt) ◦ dWt,
Z0 = z0,
where b := (b1, . . . , bd).
Remark 3.1.3. The deﬁnition of ﬁnite-dimensional realization is strictly related
to the concept of rˆ-invariance. In particular, the existence of a ﬁnite-dimensional
realization for a model described by (3.1) is equivalent to the existence of a rˆ-
invariant G for rˆ.
By the invariance Theorem 2.2.8, given a forward rate modelM, a submanifold
G ⊂ Hˆ is such that the couple (M,G) is invariant if and only if µˆ(G(z)), σˆ(G(z)) ∈
TG(z)G, for each G(z) ∈ U , where U is a neighborhood of rˆM and rˆM ∈ G.
The condition µˆ(G(z)), σˆ(G(z)) ∈ TrˆMG is equivalent to assume that the dis-
tribution (see Deﬁnition B.1.13) generated by µˆ and σˆ is a subset of TG, where
TG is the tangent bundle of G (B.1.12). In other words, we are looking for a
tangential submanifold G of the distribution F = Span{µˆ, σˆ}. We recall Theorem
B.3.2, which guarantees the existence of a tangential sub-manifold for a smooth
distribution F if and only if F is involutive (see Deﬁnition B.1.22). We will use the
Frobenius theorem (Theorem B.2.4) in order to construct a tangential submanifold
when the distribution F generated by µˆ and σˆ is involutive.
Unfortunately, given equation (3.1), do not exist a priori conditions under
which the distribution generated by µˆ, σˆ is involutive. As we observed in Ap-
pendix B, given a distribution F generated by n-vector ﬁelds, the smallest invo-
lutive distribution which contains F is the Lie algebra of F (see Deﬁnition B.3.4).
Therefore, denoting by L := {µˆ, σˆ1, . . . σˆd}LA the Lie algebra of F , we obtain that
the existence of ﬁnite-dimensional realizations is equivalent to the existence of a
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ﬁnite-dimensional tangential submanifold. By Theorem B.3.2, this is equivalent
to the condition:
dim[L] = dim{µˆ, σˆ1, . . . , σˆd}LA < +∞. (3.3)
The analogous condition for the pre-crisis environment is provided in [5][Theorem
4.2].
If the above condition holds, a ﬁnite-dimensional realization can be provided.
To this end, we provide a strategy based on [5][Chapter 5]. This strategy is de-
scribed in the following steps:
1. Choose a ﬁnite number of vector ﬁelds ξ1, . . . ξn, which span {µˆ, σˆ1, . . . σˆd}LA;
2. Compute the invariant manifold
G(z1, . . . , zn) = e
ξnzn · · · eξ1z1 rˆM ,
where eξnzn denotes the integral curve of ξn at time zn (as in Proposition
B.3.3);
3. Through the mapping G deﬁned in the previous step, deﬁne the state space
process Z, such that rˆ = G(Z). Z is a Rn- valued process determined by:
dZt = a(Zt)dt+ b(Zt) ◦ dWt, (3.4)
where
G∗a(G(z)) = Gz(z)a(z) = µˆ(G(z)), (3.5)
G∗bj(G(z)) = Gz(z)bj(z) = σˆj(G(z)), j ∈ {1, . . . , d}, (3.6)
where, as before, we have denoted with Gz(z) the Fréchet derivative of G.
We recall that the symbol G∗a stands for the G-related vector ﬁeld to the
vector ﬁeld a, deﬁned on Hˆ, introduced in Deﬁnition B.1.20.
The uniqueness of a and b is guaranteed since G respects Assumption 2.2.1,
then it is a local diﬀeomorphism. Therefore applying Deﬁnition B.1.20, there
exists a unique vector ﬁeld deﬁned on Z a for µˆ and bi for σˆi for every
i = 1, . . . , d such that conditions (3.5) and (3.6) are satisﬁed.
In the following section we will analyze the problem of the existence of ﬁnite-
dimensional realizations for model whose volatility has a certain structure.
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3.2 Constant volatility
We now examine the case in which the volatility vector ﬁeld σˆ(rˆ) is constant. In
particular, σˆ does not depend on rˆ. Equivalently, this assumption means that
σ0, σ1, . . . , σm are all constant vector ﬁelds and β1, . . . , βm are constant on Rd. In
this section we generalize the results provided in [21][Section 3].
The logarithm of the spread process associated with the tenor δi is given by:
dYt =
{
Br0t −Brit −
1
2
||βi||2
}
dt+ βidWt,
whereas the drift and volatility terms of equation (3.1) are respectively given by:
µˆ(rˆ) =

Fr0 + σ0Hσ0
Fr1 + σ1Hσ1 − β1σ1
...
Frm + σmHσm − βmσm
Br0 −Br1 − 1
2
||β1||2
...
Br0 −Brm − 1
2
||βm||2

,
σˆ(rˆ) =

σ0
...
σm
β1
...
βm

.
We aim now at computing the successive Lie brackets between µˆ and σˆ, in order to
determine suitable conditions under which (3.3) holds. Recalling Deﬁnition B.1.18
we have to compute:
[µˆ, σˆ](rˆ) = dµˆ(rˆ)(σˆ(rˆ))− dσˆ(rˆ)(µˆ(rˆ)),
where dµˆ denotes the diﬀerential of µˆ, which is locally represented by the Fréchet
derivative of the local representation of µˆ (with an abuse of notation we will denote
by µˆ the local representation of µˆ since all the properties that we are studying are
local). Therefore, recalling that:
rˆ = (r0, . . . , rm, Y 1, . . . , Y m),
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Fréchet derivatives of µˆ and σˆ are respectively given by:
∂
∂rˆ
µˆ(rˆ) =

F 0 0 · · · 0 0 · · · 0
0 F 0 · · · 0 0 · · · 0
0 0 F · · · 0 0 · · · 0
...
...
...
...
...
...
0 0 0 · · · F 0 · · · 0
B −B 0 · · · 0 0 · · · 0
B 0 −B · · · 0 0 · · · 0
...
...
...
...
...
...
B 0 0 · · · −B 0 · · · 0

, (3.7)
whereas
∂
∂rˆ
σˆi(rˆ) = O,
where we have denote with O the matrix of the same dimension of (3.7) such that
Oij = 0 for each i and j.
Computing the Lie bracket of µˆ and σˆi, for i ∈ {1, . . . , d}, we get:
[µˆ, σˆi] =
∂
∂rˆ
µˆ(rˆ)σˆi(rˆ)−
=O︷ ︸︸ ︷
∂
∂rˆ
σˆi(rˆ) µˆ(rˆ) =

Fσ0i
Fσ1i
...
Fσmi
Bσ0i −Bσ1i
...
Bσ0i −Bσmi

.
We can observe that the Lie brackets is constant on Hˆ. This means that in
{µˆ, σˆ}LA, the only vector ﬁeld which is not constant is µˆ. Therefore, it is suﬃcient
to ﬁnd a law which describes the Lie bracket between µˆ and the successive Lie
bracket between µˆ and σˆ. The other Lie brackets will be null by deﬁnition. For
instance, if we compute:
[µˆ, [µˆ, σˆi]] = dµˆ(rˆ)([µˆ, σˆi](rˆ))−
:=O︷ ︸︸ ︷
d[µˆ, σˆi](rˆ)(µˆ(rˆ)) =

F2σ0i
F2σ1i
...
F2σmi
BFσ0i −BFσ1i
...
BFσ0i −BFσmi

,
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where the Fréchet derivative of the Lie bracket is null, since [µˆ, σˆ] is constant.
If we generalize the previous procedure inductively, we obtain the following
result:
L := {µˆ, σˆ}LA = Span
{
µˆ, σˆ1, . . . , σˆd, ν
k
i | k ∈ N, i = 1, . . . , d
}
, (3.8)
where
νki =

Fkσ0i
Fkσ1i
...
Fkσmi
BFk−1σ0i −BFk−1σ1i
...
BFk−1σ0i −BFk−1σmi

. (3.9)
In order to ﬁnd suﬃcient conditions under which dim[L] < +∞ we introduce the
following deﬁnition:
Deﬁnition 3.2.1. A quasi-exponential function (QE) is a function of the form:
f(x) =
∑
i
eλix +
∑
j
eαjx[pj(x) cosωjx+ qj(x) sinωjx],
where λi, αj and ωj are real numbers and pi, qj are real polynomials.
For a detailed description of quasi-exponential functions we refer to [19] and
[7]. The following characterization of QE functions is crucial for our purposes:
Lemma 3.2.2. A function f is QE if and only if it is a component of the solution
of a vector valued linear ODE with constant coeﬃcients:
∂n
∂xn
f =
n−1∑
i=0
γi
∂i
∂xi
f
We prove now the main result of this section, which characterizes condition
(3.3). It is based on [21][Proposition 3.2].
Theorem 3.2.3. System (3.1) with constant volatility possesses ﬁnite-dimensional
realization (FDR) (i.e. equivalence (3.3) holds) if and only if: σij(x) are QE func-
tions for each j ∈ {1, . . . , d} and i ∈ {0, . . . ,m}.
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Proof. As a preliminary, we can observe that:
L = Span{µˆ, σˆ1, . . . , σˆd}+
N︷ ︸︸ ︷
Span{(νki )i=1,...,d, k ∈ N},
where + denotes the sum between vector spaces. This implies that dim[L] < +∞
if and only if dim[N ] < +∞. Therefore, to prove the theorem it suﬃces to prove
that N is ﬁnite-dimensional if and only if σˆji are QE functions for each i = 1, . . . , d
and for each j = 0, . . . ,m.
(=⇒) Suppose that N is ﬁnite-dimensional. Then, for each i Span{νni , n ∈ N}
is ﬁnite-dimensional. In particular, this fact means that the following condition
holds:
∀ i = 1, . . . , d ∃ ni ∈ N : νni+1i =
ni∑
k=1
αk,iν
k
i , (3.10)
where αk,i ∈ R for each i and k. The ﬁrst m + 1 rows of the system (3.10) imply
that: 
Fni+1σ0i =
∑ni
k=1 αk,iF
kσ0i
...
Fni+1σmi =
∑ni
k=1 αk,iF
kσmi
By Lemma 3.2.2, for the previous system all the constant vector ﬁelds σ0i , . . . , σ
m
i
are QE-functions.
(⇐=) Let us suppose that σji (x) are QE functions for each i = 1, . . . , d and j =
0, . . . ,m. By Lemma 3.2.2, for each j and i there exists a polynomial:
P
(j)
i (λ) = λ
nji+1 − α(j)
nji ,i
λn
j
i − α(j)
nji−1,i
λn
j
i−1 − · · · − α(j)0,i ,
such that P
(j)
i (F)σ
(j)
i = 0, where F
n ≡ ∂n
∂xn
.
If we consider now the polynomial:
Mi(λ) =
m∏
j=0
P
(j)
i (λ), (3.11)
then, the following conditions hold:
Mi(F)σ
0
i = 0,
...
Mi(F)σ
m
i = 0,
(3.12)
The degree of Mi is ni =
∑m
j=0 n
j
i + 1.
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Denoting the polynomial Mi with: Mi(λ) = λ
ni + α˜ini−1λ
ni−1 + · · ·+ α˜i1λ+ α˜i0,
we obtain: 
Fniσ0i + α˜
i
ni−1F
ni−1σ0i + · · ·+ α˜i1Fσ0i + α˜i0σ0i = 0,
...
Fniσmi + α˜
i
ni−1F
ni−1σmi + · · ·+ α˜i1Fσmi + α˜imσmi = 0.
We can also observe that:
0 = F0 = FMi(F)σ
0
i = Mi(F)[Fσ
0
i ], (3.13)
0 = F0 = FMi(F)σ
j
i = Mi(F)[Fσ
j
i ], for j = 1, . . . ,m, (3.14)
By the linearity of F and applying a reduction between the equations of (3.12), we
get Mi(F)(σ
0
i − σji ) = 0. This means that Mi(F)(σ0i − σji )(x) = 0 for each x ∈ R+.
In turn, this implies that:
BMi(F)(σ
0
i − σji ) = Mi(F)(σ0i − σji )(0) = 0. (3.15)
Writing (3.13),(3.14),(3.15) in expanded form, we have that:
Fni+1σ0i + α˜
i
ni−1F
niσ0i + · · ·+ α˜i1F2σ0i + α˜i0Fσ0i = 0,
Fni+1σji + α˜
i
ni−1F
niσji + · · ·+ α˜i1F2σji + α˜i0Fσji = 0,
BFnσ0i −BFnσji + α˜ini−1(BFni−1σ0i −BFni−1σji ) + · · ·+ α˜i1(BFσ0 −BFσj)+
+α˜i0(Bσ
0
i −Bσji ) = 0
In conclusion, we obtain:
Fni+1σ0i
Fni+1σ1i
...
Fni+1σmi
BFniσ0i −BFniσ1i
...
BFniσ0i −BFniσmi

= −α˜ini−1

Fniσ0i
Fniσ1i
...
Fniσmi
BFni−1σ0i −BFni−1σ1i
...
BFni−1σ0i −BFni−1σmi

−· · ·−α˜i0

Fσ0i
Fσ1i
...
Fσmi
Bσ0i −Bσ1i
...
Bσ0i −Bσmi

,
which is equivalent to:
νni+1i = −
ni∑
k=0
αikν
k
i .
Since the previous equivalence holds for each i ∈ {1, . . . , d}, the vector space
Span{νni |n ∈ N} is ﬁnite dimensional for each i. Therefore, N is the sum of d
ﬁnite-dimensional vector spaces, then it is ﬁnite dimensional too. In conclusion,
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for what we said at the beginning of the proof, the Lie algebra {µˆ, σˆ}LA is ﬁnite-
dimensional. Moreover, this result implies that if the condition on volatility σˆ
holds, then the dimension of {µˆ, σˆ1, . . . , σˆd}LA is dominated by:
dim{µˆ, σˆ1, . . . , σˆd}LA ≤ 1 + d+
d∑
i=1
ni = 1 +
d∑
i=1
(1 + ni). (3.16)
3.2.1 Construction of ﬁnite-dimensional realizations
In order to construct explicitly the ﬁnite-dimensional realizations, we can apply
the strategy outlined at the end of Section 3.1. We have to compute the integral
curve of each vector ﬁeld which span the Lie algebra generated L = {µˆ, σˆ1, . . . , σˆn}.
We have seen that if the volatility is constant then the Lie algebra L is determined
by equation (3.8). Therefore, by Theorem 3.2.3, it is suﬃcient to compute eξtx0
for:
ξ ∈ {µˆ, σˆ1, . . . , σˆd, νki | i = 1, . . . , d; k = 1, . . . , ni},
because these vector ﬁelds generate the entire Lie algebra. We now introduce the
following notation:
µˆ =(µ0, µ1, . . . , µm, µm+1, . . . , µ2m)
∗,
νki =(ν
k
i,0, ν
k
i,1, . . . , ν
k
i,2m)
∗, k = 0, . . . , ni, i = 1, . . . , d,
where, with a slight abuse of notation we denote: σˆi = ν
0
i . Moreover, we use the
following notation for the initial value rˆM :
rˆM =
(
rM0 · · · rMm yM1 · · · yMm
)
.
Now, we compute the integral curves of all these vector ﬁelds. We do this compo-
nentwise:
µ0 The integral curve of µ0 is a curve, denoted by ϑrM0 , solution to the following
ODE: { d
dt
ϑrM0 (t) = µ0(ϑrM0 (t)) = FϑrM0 + σ
0Hσ0,
ϑrM0 (0) = r
M
0 .
By assumption, σ0Hσ0 is constant on H0. Therefore, the solution to this ODE
can be computed in analogy to the ﬁnite-dimensional case:
ϑrM0 (t) = e
FtrM0 +
∫ t
0
eF(t−s)σ0Hσ0ds,
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where:
eFtrM0 (x) =
+∞∑
n=0
(Ft)n
n!
rM0 (x) =
+∞∑
n=0
1
n!
∂n
∂xn
rM0 (x)(t+ x− x)n = rM0 (t+ x).
The previous equivalence is obtained by the Taylor expansion of rM0 around x. We
can follow this strategy because it is possible to prove that if rM0 ∈ H, then rM0 is
an analytic function.
Moreover: ∫ t
0
(
eF(t−s)σ0Hσ0
)
(x)ds =
∫ t
0
(σ0Hσ0)(x+ t− s)ds.
If we deﬁne S0(x) =
∫ x
0
σ0(s)ds, then:
1
2
∂
∂x
||S0(x)||2 = 1
2
∂
∂x
∣∣∣∣∣∣ ∫ x
0
σ0(s)ds
∣∣∣∣∣∣2 = σ0(x)∫ x
0
σ0∗(s)ds = (σ0Hσ0)(x).
In conclusion, the solution is given by:
ϑrM0 (t)(x) = r
M
0 (t+ x) +
∫ t
0
eF(t−s)σ0Hσ0ds
= rM0 (t+ x) +
∫ t
0
1
2
∂
∂x
||S0(x+ t− s)||2ds
= rM0 (t+ x) +
∫ x+t
x
1
2
∂
∂u
||S0(u)||2du
= rM0 (t+ x) +
1
2
[
||S0(x+ t)||2 − ||S0(x)||2
]
.
(3.17)
µj, j = 1, . . . ,m The integral curve of the drift term of each component r
j, j = 1, . . . ,m
satisﬁes the following ODE:{
φ′
rMj
(t) = µj(φrMj (t)) = FφrMj (t) + σ
jHσj − βjσj∗,
φrMj (0) = r
M
j .
Similarly as in the previous case we can notice that σjHσj − βjσi∗ is constant on
Hˆ; therefore:
φrMj (t)(x) = r
M
j (t+ x) +
1
2
[
||Sj(t+ x)||2 − ||Sj(x)||2
]
−
∫ t
0
(
eF(t−s)βjσj∗
)
(x)ds
= rMj (t+ x) +
1
2
[
||Sj(t+ x)||2 − ||Sj(x)||2
]
−
∫ t
0
βjσj∗(t+ x− s)ds
= rMj (t+ x) +
1
2
[
||Sj(t+ x)||2 − ||Sj(x)||2
]
−
(
Sj(t+ x)− Sj(x)
)
βj∗,
(3.18)
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where Sj(x) =
∫ x
0
σj(s)ds.
µj, j = m+ 1, . . . , 2m The integral curve of the drift term of the last m com-
ponents is the solution of the following ODE:{
d
dt
ψyMj−m(t) = µ(ψyMj−m(t)) = BϑrM0 (t)−BφrMj−m(t)− 12 ||βj−m||2,
ψyMj−m(0) = y
M
j−m.
then
ψyMj−m(t) = y
M
j−m +
∫ t
0
(ϑrM0 (s)(0)− φrMj−m(s)(0))ds−
1
2
||βj−m||2t.
If we exploit (3.17) and (3.18), we obtain:
ψyMj−m(t) =y
M
j−m +
∫ t
0
{
rM0 (s) +
1
2
[
||S0(0 + s)||2 −
=0︷ ︸︸ ︷
||S0(0)||2
]
− rMj−m(s)−
1
2
[
||Sj−m(s)||2+
− ||Sj−m(0)||2
]
−
(
Sj−m(s)−
=0︷ ︸︸ ︷
Sj−m(0)
)
βj−m∗
}
ds− 1
2
||βj−m||2t
=yMj−m +
∫ t
0
(rM0 (s)− rMj−m(s))ds+
1
2
∫ t
0
[
||S0(s)||2 − ||Sj−m(s)||2
]
ds+
−
∫ t
0
Sj−m(s)ds · βj−m∗ − 1
2
||βj−m||2t.
(3.19)
We now compute the integral curves of each component of the vector ﬁled νki for
each k = 0, . . . , ni and i = 1, . . . , d. In this case, the vector ﬁelds ν
k
i deﬁned in
(3.9) are constant, then their integral curves are lines deﬁned on Hˆ. In particular,
the integral curve of νki at time t, denoted by e
νki trˆM , has the following form:
eν
k
i trM = rˆM + νki t, i = 1, . . . , d; k = 0, . . . , ni.
Recalling Proposition B.3.3 and the notation eξt, in order to describe the integral
curve of a vector ﬁeld ξ we can compute the tangential manifold of the involutive
distribution {µˆ, σˆ1, . . . , σˆd}LA which contains the initial point rˆM as the image of
the mapping G : Rn −→ Hˆ,
G(z0, zjk : i = 1, . . . , d; k = 0, . . . , ni)(x) =
(( ∏
i=1,...,d k=0,...,ni
eν
k
j
)
eµˆrˆM
)
(x)
(3.20)
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Remark 3.2.4. For the state-space vector z ∈ Z, we introduce the following
notation. Remembering the condition (3.16), we have that the dimension of the
Lie algebra L is n = 1 +∑di=1(1 + nj). Therefore, we use (z0, (zki )) to denote:
z∗ = (z0, (zki )
∗
i=1,...,d k=0,...,ni
)∗,
where (zki )
∗
i=1,...,d k=0,...,ni
∈ Rn−1 is given by:
(zki )
∗
i=1,...,d k=0,...,ni
= (z01 , . . . , z
0
d, z
1
0 , . . . , . . . , z
ni
d )
∗.
Moreover, we will use the same notation for the ﬁnite-dimensional vector ﬁeld a
and bi i = 1, . . . , d which deﬁne the process Zt introduced in (3.4).
In particular, the coordinates Gj for j = 0, . . . , 2m of the function deﬁned in
(3.20) are given by:
if j = 0:
G0(z0, zki )(x) = r
M
0 (x+ z
0) +
d∑
i=1
ni∑
k=0
Fkσ0i (x)z
k
i +
1
2
(||S0(x+ z0)||2 − ||S0(x)||2),
(3.21)
for j = 1, . . . ,m:
Gj(z0, zki )(x) =r
M
j (x+ z
0) +
d∑
i=1
ni∑
k=0
F
kσji (x)z
k
i +
1
2
(||Sj(x+ z0)||2+
− ||Sj(x)||2)− (Sj(x+ z0)− Sj(x))βi∗
=rMj (x+ z
0) +
d∑
i=1
ni∑
k=0
F
kσji (x)z
k
i +
1
2
(||Sj(x+ z0)||2 − ||Sj(x)||2)+
−
∫ x+z0
x
σj(s)ds · βj∗,
(3.22)
and ﬁnally, for j = m+ 1, . . . , 2m:
Gj(z0, zki ) =
d∑
i=1
ni∑
k=1
(BFk−1σ0i −BFk−1σj−mi )zki +
d∑
i=1
βji z
0
i + y
M
j−m +
∫ z0
0
(
rM0 (s)+
− rMj (s)
)
ds+
1
2
∫ z0
0
[
||S0(s)||2 − ||Sj−m(s)||2
]
ds+
−
∫ z0
0
Sj−m(s)ds · βj−m∗ − 1
2
||βj−m||2z0.
(3.23)
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Afterword, we have to perform step 3 of the strategy outlined at the end of
Section 3.1. In particular, we have to ﬁnd two vector ﬁelds on Rn where a and
b which satisfy respectively conditions (3.5), (3.6). For brevity of notation, in
the following we will not indicate the argument z ∈ Rn on the coordinates ah, bl
for each h, l ∈ {1, . . . , n}. First of all, we search for a vector ﬁeld a such that:
G0z(z)a = µ0(G(z)). Explicitly, the members of the previous equation are given
by:
G0z(z)a = a
0
(
FrM0 (x+ z
0) + σ0Hσ0(x+ z0)
)
+
d∑
i=1
ni∑
k=0
akiF
kσ0i (x)
µ0(G(z)) = FG
0(z) + σ0Hσ0
In particular, since G0 is given by (3.21), the following equation holds:
FG0 =
d∑
i=1
ni∑
k=0
Fk+1σ0i (x)z
k
i + Fr
M
0 (x+ z
0) +
σ0Hσ0︷ ︸︸ ︷
F
[1
2
(||S0(x+ z0)||2 − ||S0(x)||2)
]
,
then:
µ0(G(z)) =
d∑
i=1
ni∑
k=0
F
k+1σ0i (x)z
k
i +Fr
M
0 (x+ z
0) +σ0H(x+ z0)−σ0Hσ0(x) +σ0Hσ0(x).
Hence, the condition is given by:
a0
(
FrM0 (x+ z
0) + σ0Hσ0(x+ z0)
)
+
d∑
i=1
nj∑
k=0
akjF
kσ0j (x) =
=
d∑
i=1
ni∑
k=0
F
k+1σ0i (x)z
k
i + Fr
M
0 (x+ z
0) + σ0H(x+ z0).
Since the last equivalence must hold for every x ∈ R+, the conditions on the
vector ﬁeld a are:
a0 = 1, (3.24)
a0i = 0, i = 1, . . . , d, (3.25)
d∑
i=1
ni∑
k=1
akiF
kσ0i (x) =
d∑
i=1
ni∑
k=0
zki F
k+1σ0i (x). (3.26)
Since we are assuming the existence of a ﬁnite-dimensional realization, Theorem
3.2.3 must hold. Hence, the functions σ0i has to be QE for each i, then by Lemma
3.2.2 there exists α = (α0, (αki )
∗)∗ ∈ Rn such that:
Fni+1σ0i (x) =
ni∑
k=1
Fkσ0i (x)α
k
i ,
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Therefore:
d∑
i=1
ni∑
k=1
akiF
kσ0i (x) =
d∑
i=1
ni∑
k=0
zki F
k+1σ0i (x)
=
d∑
i=1
ni+1∑
k=1
zk−1i F
kσ0i (x)
=
d∑
i=1
( ni∑
k=1
zk−1i F
kσ0i (x)
)
+
d∑
i=1
(
znii
ni∑
k=1
αkiF
kσ0i (x)
)
=
d∑
i=1
(
ni∑
k=1
(zk−1i + z
ni
i α
k
i )F
kσ0i (x)
)
.
This implies that:
aki = z
k−1
i + z
ni
i α
k
i , k = 1, . . . , ni, i = 1, . . . , d. (3.27)
The vector ﬁeld a is uniquely determined by the injectiveness of dG, so that we
have described the solution of the condition (3.5). Moreover, we can observe that
the other coordinates of condition (3.5) lead an analogous conclusion. Indeed, the
following statements hold:
• Gjz(z)a = µj(G(z)) j = 1, . . . ,m The two members of the equation are given
by:
Gjz(z)a =a
0
(
FrMj (x+ z
0) + σjHσj(x+ z0)− σj(x)βj∗
)
+
d∑
i=1
ni∑
k=0
Fkσji (x)a
k
i ,
µj(G(z)) =FG
j(z) + σjHσj∗ − σjβj∗ =
d∑
i=1
ni∑
k=0
Fk+1σji (x)z
k
i +
+ FrMj (x+ z
0) + σjHσj(x+ z0).
Comparing the previous expressions, we obtain again conditions (3.24), (3.25),
(3.27).
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• Gjz(z)a = µj(G(z)) j = m+ 1, . . . , 2m Also in this case we get:
Gjz(z)a =a
0
(
−1
2
||βj−m||2 − Sj−m(z0)βj−m∗ + rM0 (z0)− rMj (z0)+
+
1
2
(
||S0(z0)||2 − ||Sj−m(z0)||2
))
+
d∑
i=1
( ni∑
k=1
aki (BF
k−1σ0i +
−BFk−1σj−mi )
)
−
d∑
i=1
βji a
0
i ,
µj(G(z)) =
d∑
i=1
(
ni∑
k=0
zik
(
BFkσ0i −BFkσj−mi
))
+
1
2
(
||S0(z0)||2 − ||Sj−m(z0)||2
)
+
+ (rM0 (z
0)− rMj (z0)) + Sj−m(z0)βj−m∗ −
1
2
||βj−m||2;
Also in this case, comparing the previous expressions we obtain again con-
ditions (3.24), (3.25), (3.27) indeed the following condition
On the other hand, analysing the behaviour of the volatility term, we can compute
the value of the coordinates b. In particular, we have to solve the condition:
Gz(z)b(z) = σˆ(G(z)), for each z ∈ Z. This condition corresponds to the following
system: 
G0z(z)bi(z) = σ
0
i (G(z)), i = 1, . . . , d;
Gjz(z)bi(z) = σ
j
i (G(z)), i = 1, . . . , d; j = 1, . . . ,m;
Gj+mz (z)bi(z) = β
j
i (G(z)), i = 1, . . . , d; j = 1, . . . ,m.
For each i = 1, . . . , d the ﬁrst condition of the previous system is explicitly given
by:
b0i
(
r00(x+ z
0) + (σ0Hσ0)(x+ z0)
)
+
d∑
h=1
ni∑
k=0
bkh,iF
kσ0j (G(z)) = σ
0
i (G(z)),
which implies that:
b0i,i = 1; (3.28)
b0i = 0; (3.29)
bkh,i = 0, h = 1, . . . , d, j 6= i; k = 1, . . . , nj. (3.30)
If we analyse the other conditions, we obtain the same result as in the drift term.
Indeed:
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• Gjz(z)bi = σji (G(z)) j = 1, . . . ,m
Gjz(z)bi = b
0
i
(
FrMj (x+ z
0) + σjHσj(x+ z0)− σj(x)βj∗
)
+
+
d∑
h=1
nh∑
k=0
Fkσjh(x)b
k
h,i = σ
j
i (G(z)),
which is satisﬁed if conditions (3.28), (3.29), (3.30);
• Gjz(z)bi = βj−mi (G(z)) j = m+ 1, . . . , 2m
Gjz(z)bi =b
0
i
(
−1
2
||βj−m||2 − Sj−m(z0)βj−m∗ + rM0 (z0)− rMj (z0) +
1
2
(
||S0(z0)||2+
− ||Sj−m(z0)||2
))
+
d∑
h=1
( nh∑
k=1
bki,h(BF
k−1σ0h −BFk−1σj−mh )
)
+
−
d∑
h=1
βj−mh b
0
i,h = β
j−m
i (G(z)).
which is satisﬁed if conditions (3.28), (3.29), (3.30), too.
In conclusion, we have proved the following proposition:
Proposition 3.2.5. If the modelM, described by the equation (1.33) is determined
by a constant volatility term σˆ, then there exists ﬁnite-dimensional realizations if
and only if the function σij(x) are QE functions for each i = 1, . . . , d and j =
0, . . . ,m. In this case, the existence of ﬁnite-dimensional realizations is guaranteed
and the coeﬃcients of the Rn-valued process dZt = a(Zt)dt + b(Zt) ◦ dWt, are
determined by conditions (3.25), (3.25), (3.27), (3.28), (3.29), (3.30).
3.3 Constant direction volatility
In this section we aim at analysing the existence of ﬁnite-dimensional realizations
for a modelM determined by a volatility term given by:
σˆi(rˆ, x) =

ϕ0i (rˆ)λ
0
i (x)
ϕ1i (rˆ)λ
1
i (x)
...
ϕmi (rˆ)λ
m
i (x)
β1i (rˆ)
...
βmi (rˆ)

, i = 1, . . . , d, (3.31)
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where λji (x) are elements of H for each i = 1, . . . , d; j = 0, . . . ,m and ϕji (rˆ) are
smooth scalar vector ﬁelds deﬁned on Hˆ, i.e.: ϕji (rˆ) ∈ C∞(Hˆ,R). This condition
implies that we can divide the dependence on the variable time to maturity (x)
and the dependence on the entire solution rˆ. The contents of this section are based
on [21][Section 4].
In order to ﬁnd conditions which guarantee ﬁnite-dimensional realizations we
need the following assumption:
Assumption 3.3.1. For each i = 1, . . . , d and j = 0, . . . ,m we suppose that:
ϕji (rˆ) 6= 0 and βji (rˆ) 6= 0 for each rˆ ∈ Hˆ.
In what follows we characterize the drift term introduced in (2.8) when the
volatility is given by (3.31). First of all, it is convenient to introduce the following
notation for the volatility:
σˆ(rˆ) =

ϕ01(rˆ)λ
0
1(x) · · · ϕ0d(rˆ)λ0d(x)
ϕ11(rˆ)λ
1
1(x) · · · ϕ1d(rˆ)λ1d(x)
...
...
ϕm1 (rˆ)λ
m
1 (x) · · · ϕmd (rˆ)λmd (x)
β11(rˆt) · · · β1d(rˆt)
...
...
βm1 (rˆt) · · · βmd (rˆt)

≡

σ0
...
σm
β1
...
βm

.
Recalling that the Stratonovich dynamics of rˆ is given by (2.7), we have to com-
pute the term related to the Fréchet derivative of the volatility involved by the
Stratonovich correction term. In particular, if j = 0, . . . ,m:
∂σj
∂rˆ
(rˆt, x)σˆ(rˆt) =
m∑
h=0
∂σj(rˆt)
∂rh
σh(rˆt) +
m∑
h=1
∂σj(rˆt)
∂Y h
βh(rˆt)
=
m∑
h=0
d∑
i=1
∂σji (rˆt)
∂rh
σhi (rˆt) +
m∑
h=1
d∑
i=1
∂σji (rˆt)
∂Y h
βhi (rˆt)
=
d∑
i=1
(
m∑
h=0
λji (x)
∂ϕji (rˆt)
∂rh
ϕhi (rˆt)λ
h
i (rˆt) +
m∑
h=1
λji (x)
∂ϕji (rˆt)
∂Y h
βhi (rˆt)
)
.
It is also necessary compute the term σj(rˆt)Hσ
j(rˆt):
σj(rˆt)Hσ
j(rˆt) = (ϕ
j(rˆt)λ
j(x))·
∫ x
0
(ϕj(rˆt)λ
j(s))∗ds =
d∑
i=1
(ϕji (rˆt))
2λji (x)
∫ x
0
λji (s)ds.
Moreover, we introduce the notation
∂ϕji (rˆ)
∂rˆh
[λhi ] in order to denote the Fréchet
derivative of ϕji on the variable r
h computed on rˆ acting on the vector λhi , for each
92 Finite-dimensional Realizations
h, j = 0, . . . , 2m and i = 1, . . . , d. It is convenient to introduce also the following
notation:
Dji (x) := λ
j
i (x)
∫ x
0
λji (s)ds, j = 0, . . . ,m, i = 1, . . . , d.
Therefore, in the Stratonovich form, the dynamics of each equation of system
(1.33) is given as follows. If j = 0:
dr0t =
[
Fr0 +
d∑
i=1
(ϕ0i (rˆt))
2D0i −
1
2
d∑
i=1
λ0i
(
m∑
h=0
ϕhi (rˆt)
∂ϕ0i (rˆt)
∂rh
[λhi ]+
+
m∑
h=1
∂ϕ0i (rˆt)
∂Y h
βhi (rˆt)
)]
dt+
d∑
i=1
ϕ0i (rˆt)λ
0
i (x) ◦ dWt,
whereas for j = 1, . . . ,m:
drjt =
[
Frj +
d∑
i=1
(ϕji (rˆt))
2Dji −
1
2
d∑
i=1
λji
(
m∑
h=0
ϕhi (rˆt)
∂ϕji (rˆt)
∂rh
[λhi ]+
+
m∑
h=1
∂ϕji (rˆt)
∂Y h
βhi (rˆt)− 2ϕji (rˆt)βji (rˆt)
)]
dt+
d∑
i=1
ϕji (rˆt)λ
j
i (x) ◦ dWt,
and, ﬁnally, the log-spread spot processes are determined by the following dynam-
ics:
dY jt =
{
Br0 −Brj − 1
2
d∑
i=1
(βji (rˆt))
2 − 1
2
[
d∑
i=1
m∑
h=0
∂βji (rˆt)
∂rˆh
[λhi ]ϕ
h
i (rˆt)+
+
m∑
h=1
∂βji (rˆt)
∂Y h
βhi (rˆt)
]}
dt+
d∑
i=1
βjh(rˆt) ◦ dWt,
for each j = 1, . . . ,m. We aim at determining conditions under which the Lie
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algebra generated by µˆ and σˆi i = 1, . . . , d is ﬁnite-dimensional, where:
µˆ(rˆt) =

Fr0 +
∑d
i=1(ϕ
0
i (rˆt))
2D0i − 12
∑d
i=1 λ
0
i
(∑m
j=0 ϕ
j
i (rˆt)
∂ϕ0i (rˆt)
∂rj [λ
j
i ] +
∑m
j=1
∂ϕ0i (rˆt)
∂Y j β
j
i (rˆt)
)
Fr1 +
∑d
i=1(ϕ
1
i (rˆt))
2D1i − 12
∑d
i=1 λ
1
i
(∑m
j=0 ϕ
j
i (rˆt)
∂ϕ1i (rˆt)
∂rj [λ
j
i ] +
∑m
j=1
∂ϕ1i (rˆt)
∂Y j β
j
i (rˆt)+
+2ϕ1i (rˆt)β
1
i (rˆt)
)
...
Frm +
∑d
i=1(ϕ
m
i (rˆt))
2Dmi − 12
∑d
i=1 λ
m
i
(∑m
j=0 ϕ
j
i (rˆt)
∂ϕmi (rˆt)
∂rj [λ
j
i ] +
∑m
j=1
∂ϕmi (rˆt)
∂Y j β
j
i (rˆt)+
+2ϕmi (rˆt)β
m
i (rˆt)
)
Br0 −Br1 − 12
∑d
i=1(β
1
i (rˆt))
2 − 12
[∑d
i=1
(∑m
j=0
∂β1i (rˆt)
∂rj [λ
j
i ]ϕ
j
i (rˆt) +
∑m
j=1
∂β1i (rˆt)
∂Y j β
j
i (rˆt)
)]
...
Br0 −Brm − 12
∑d
i=1(β
m
i (rˆt))
2 − 12
[∑d
i=1
(∑m
j=0
∂βmi (rˆt)
∂rj [λ
j
i ]ϕ
j
i (rˆt) +
∑m
j=1
∂βmi (rˆt)
∂Y j β
j
i (rˆt)
)]

,
(3.32)
and
σˆi(rˆt)(x) =

ϕ0i (rˆt)λ
0
i (x)
ϕ1i (rˆt)λ
1
i (x)
...
ϕmi (rˆt)λ
m
i (x)
β1i (rˆt)
βmi (rˆt)

, i = 1, . . . , d. (3.33)
Diﬀerently from the case described in the previous section, the drift term is more
complex and it seems very diﬃcult to compute the integral curve of µˆ. This implies
that we cannot compute the integral curve directly. In order to overcome this
problem, we exploit Lemma B.3.5 and, to apply it, Assumption 3.3.1. Therefore
we provide conditions such that a larger distribution than {µˆ, σˆ1, . . . , σˆd} is ﬁnite-
dimensional. In this way, we will determine a suﬃcient condition which guarantees
the existence of ﬁnite-dimensional realizations.
We consider a modelM determined by a drift term in (3.32) and a volatility
term in (3.33). We introduce now the following set of vector ﬁelds:
N := {ξ0, ξji , ηji , γk| j = 0, . . . ,m, i = 1, . . . , d, k = 1, . . . ,m},
where
ξ0 =

Fr0
Fr1
...
Frm
Br0 −Br1
...
Br0 −Brm

, ξji = λ
j
iEj, η
j
i = D
j
iEj, γk = Em+k,
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where Ej = (0, · · · ,
jth place︷︸︸︷
1 , 0, · · · , 0)∗ ∈ Hˆ = Hm+1 × Rm for j = 0, . . . , 2m.
We can see that:
µˆ(rˆ) = ξ0 +
m∑
j=0
d∑
i=1
(
(ϕji (rˆt))
2ηji − κjiξji
)
−
m∑
j=1
ζjγj, (3.34)
where
κji =
1
2
{
m∑
h=0
ϕhi (rˆt)
∂ϕji (rˆt)
∂rh
[λhi ] +
m∑
h=1
[
∂ϕji (rˆ)
∂Y h
βhi (rˆt)
]
+ 2(1− δ0h)ϕji (rˆt)βji (rˆt)
}
,
and δ0h is the Kronecker delta of indeces 0 and h, whereas
ζj =
1
2
{
d∑
i=1
(βji (rˆt))
2 +
d∑
i=1
(
m∑
h=0
∂βji (rˆt)
∂rh
[λhi ]ϕ
h
i (rˆt) +
m∑
h=1
∂βji (rˆt)
∂Y h
βhi (rˆt)
)]
.
Moreover, for each i = 1, . . . , d the following holds:
σˆi(rˆt) =
m∑
h=0
ϕhi (rˆt)ξ
h
i +
m∑
h=1
βhi (rˆt)γh. (3.35)
Conditions (3.34) and (3.35) imply that
L := {µˆ, σˆi, i = 1, . . . , d}LA ⊆ L1 := {ξ0, ξji , ηji , γk| j = 0, . . . ,m, i = 1, . . . , d, k = m+1, . . . , 2m}LA.
Therefore, if we provide conditions such that L1 is ﬁnite-dimensional, we will
determine suﬃcient conditions which guarantee that L is ﬁnite-dimensional.
To this eﬀect, we prove the following result, closely related to [21][ Proposition
4.2 ].
Theorem 3.3.2. If λji (x) is a quasi-exponential function for each j = 0, . . . ,m
and i = 1, . . . , d, then the Lie algebra L1 is ﬁnite-dimensional.
Proof. We can observe that all the vector ﬁelds which generate L1 are constant
except ξ0. This implies that, to compute L1 it is necessary to compute only the
Lie brackets [ξ0, φ] for each φ ∈ N \{ξ0}. Indeed, the Lie brackets between all the
other couples of vector ﬁelds in N are 0, since [v, w] = 0 if v, w are constant vector
ﬁelds and [ξ0, ξ0] = 0, by deﬁnition. Moreover, since ξ is linear as a function of rˆ,
the Lie brackets [ξ0, φ] are constant vector ﬁelds on Hˆ. Therefore, it is suﬃcient
to compute [ξ0, φ] for each φ ∈ N \ {ξ0}.
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If φ = ξjj , for each j = 0, . . . ,m and i = 1, . . . , d:
[ξ0, ξji ] =
∂ξ0
∂rˆ
ξji
=O︷︸︸︷
∂ξji
∂rˆ
ξ0 =

F 0 0 · · · 0 0 · · · 0
0 F 0 · · · 0 0 · · · 0
0 0 F · · · 0 0 · · · 0
...
...
...
...
...
...
0 0 0 · · · F 0 · · · 0
B −B 0 · · · 0 0 · · · 0
B 0 −B · · · 0 0 · · · 0
...
...
...
...
...
...
B 0 0 · · · −B 0 · · · 0


0
...
0
λji
0
...
0

=

0
...
0
Fλji
0
...
0

;
whereas if φ = ηji :
[ξ0, ηji ] =
(
FDji
)
Ej,
and, ﬁnally:
[ξ0, γk] = 0.
Iterating this procedure in order to compute the successive Lie brackets, we achieve
a similar result to the one obtained in Section 3.2. In particular we can conclude
that:
L1 =Span
{
ξ0, (Fnλji )Ej, (F
nDji )Ej, γk | j = 0, . . . ,m,
i = 1, . . . , d k = 1, . . . ,m, n ∈ N
}
.
(3.36)
Therefore, by Lemma 3.2.2 and through the strategy proposed in the proof of
Theorem 3.2.3, if the functions λji are QE functions, then {Fnλji | n ∈ N} is ﬁnite-
dimensional for each i and j. Moreover, in this case, also (ϕji (rˆt))
2Dji are QE
functions for each i and j. Indeed, if a function is QE, also its integral function is
QE and, also, the product between two QE functions is still a QE function. Hence,
we obtain that {FnDji | n ∈ N} is ﬁnite-dimensional for each i and j. In conclusion,
L1 is ﬁnite dimensional if and only if both {Fnλji | n ∈ N} and {FnDji | n ∈ N} are
ﬁnite-dimensional and this holds if the functions λij are QE.
The previous theorem determines suﬃcient conditions on the functions λji such
that the Lie algebra L is ﬁnite-dimensional, in particular, the following proposition
holds:
Corollary 3.3.3. If the functions λji deﬁned on (3.31) are QE functions for each
i = 1, . . . , d and j = 0, . . . ,m, then:
dim[L] := dim[{µˆ, σˆi, i = 1, . . . , d}LA] < +∞.
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3.3.1 Construction of ﬁnite-dimensional realizations
In the previous subsection we proved a general suﬃcient set of conditions which
guarantees the existence of ﬁnite-dimensional realizations for a model M, deter-
mined by a volatility term as in (3.31). In this subsection we will use Corollary
3.3.3 in order to describe the ﬁnite-dimensional realizations in the constant direc-
tion volatility case.
We assume that each function λji (x) is QE for each i = 1, . . . , d and j =
0, . . . ,m. Under this assumption, also the functions Dji (x) are QE. Then, by
Lemma 3.2.2 there exists natural numbers nji and p
j
i for each i = 1, . . . , d and
j = 0, . . . ,m such that the following ODEs are satisﬁed:
Fn
j
iλji =
nji−1∑
k=0
cjkiF
kλji (x), (3.37)
Fp
j
iDji (x) =
pji−1∑
k=0
djkiF
kDji (x), (3.38)
for a suitable real constants cjki and d
j
ki.
In this case, the dimension n of the Lie-algebra L1 is dominated by
n ≤ m+ 1 +
d∑
i=1
m∑
j=0
(nji + p
j
i ).
In order to build an invariant manifold we introduce the following notation to
denote a vector of the state-space z ∈ Rm+1+
∑d
i=1
∑m
j=0(n
j
i+p
j
i ):
z = (w0, w1, . . . , wm, (zjki)
∗, (xjki)
∗)∗, where (3.39)
(zjki)
∗ = (z001, z
0
11, . . . , z
0
n0i−1,1, z
0
02, . . . , . . . , z
d
ndd−1,d)
∗ ∈ R
∑d
i=1
∑m
j=0 n
j
i , (3.40)
(xiki)
∗ = (x001, x
0
11, . . . , x
0
p0i−1,1, . . . , . . . , x
d
pdd−1,d)
∗ ∈ R
∑d
i=1
∑m
j=0 p
j
i . (3.41)
Using this notation we construct the tangential manifold of L1 following the same
strategy developed in Section 3.1., based on Proposition B.3.3.
This manifold is described by the following mapping:
G(z) =
∏
i = 1, . . . , d
j = 0, . . . ,m
k = 0, . . . , n
j
i
h = 0, . . . , p
j
i
l = 1, . . . ,m
(eF
kλjiEjz
j
ki)(eF
hDjiEjx
j
hi)(eγlw
l
)(eξ0w
0
)rˆM ,
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for an arbitrary point rˆM = (rM0 , . . . , r
M
m , y
M
1 , . . . , y
M
m )
∗ ∈ Hˆ.
We have to compute the integral curve of each vector ﬁeld which determines
L1, introduced in (3.36). The integral curve of ξ0(r) = (ξ00 , ξ01 , . . . , ξ02m)∗ is given
componentwise by: {
d
dt
ϕ0
j,rMj
(t) = ξ0j (ϕ
0
j,rMj (x)
) = Fϕ0
j,rMj
(t),
ϕ0
j,rMj (x)
(0) = rMj
and the solution is given by:
ϕ0j,rMj (x)
(t) = eFtrMj (x) = r
M
j (t+ x), j = 0, . . . ,m. (3.42)
For the last m components the integral curve is:{
d
dt
ϕ0
j,yMj−m
(t) = ξ0j (ϕ
0
j,yMj−m
) = Bϕ0
0,rM0 (x)
(t)−Bϕ0
j−m,rMj−m(x)
(t)
ϕ0
j,yMj−m
(0) = yMj−m,
and the solution of this system is given by:
ϕ0j,yMj−m
(t) = yMj−m+
∫ t
0
[
Bϕ00,rM0 (x)
(s)−Bϕ0j−m,rMj−m(x)(s)
]
ds = yMj−m+
∫ t
0
rM0 (s)−rMj−m(s)ds,
(3.43)
for each j = m+ 1, . . . , 2m.
Since (Fkλji ) is constant, the integral curve of ξ
j
i , denoted by e
ξjj trM is given
by:
eξ
j
i trM = rMj + tF
jλji , j = 0, . . . ,m. (3.44)
In the same way, the integral curve of ηji , e
ηji trM is given by:
eη
j
i trM(t) = rM + tFjDji , j = 0, . . . ,m. (3.45)
Finally, the integral curve of the constant vector ﬁeld γk, e
γktrM is given by:{
(eγktrM)j = r
M
j , j = 0, . . . ,m,
(eγktrM)j = y
M
j + δ
j
kt, j = m+ 1, . . . , 2m,
(3.46)
where δjk is the Kronecker delta between indexes j and k.
Now, we observe that we can compute the tangential manifold G starting by
the integral cuve ξ0, (3.42), (3.43) and then the integral curves of (3.44), (3.45)
and (3.46) because they have a simpler shape. Following this strategy, we obtain
that each component of G = (G0, . . . , G2m)∗ is given by:
Gj(z, x) = rMj (w
0 + x) +
d∑
i=1
{nji−1∑
k=0
zjkiF
kλji (x) +
pji−1∑
k=0
xjkiF
k
(
λji (x)
∫ x
0
λji (s)ds
)}
, j = 0, . . . ,m,
(3.47)
Gj(z, x) = yMj +
∫ w0
0
(rM0 (s)− rMj (s))ds+ wj , j = m+ 1, . . . , 2m. (3.48)
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At this point, we have to compute the step 3 outlined at the end of Section 3.1.
In particular, we will determine the coeﬃcients of a ﬁnite dimensional process of
the form:
dZt = a(Zt)dt+ b(Zt) ◦ dWt,
such that G∗a = µˆ and G∗bi = σˆi for each i = 1, . . . , d. For simplicity we will omit
the z variable on the functions a and b and we use for those functions a notation
similar to the one introduced in (3.39):
a =(a0, a1, . . . , am, (ajki)
∗, (a˜jki)
∗)∗,
b =(b0, b1, . . . , bm, (bjki)
∗, (˜bjki)
∗)∗.
We observe that, since the Brownian motion W which drives the dynamics is d
dimensional, the term b, similarly as the volatility σˆ is a d-dimensional vector.
Hence it is necessary to introduce an additional parameter h = 1, . . . , d in order
to compute consistency condition:
b = (b1, . . . , bd)
∗,
bh = (b
0
h, b
1
h, . . . , b
m
h , (b
j
ki,h)
∗, (˜bjki,h)
∗)∗, h = 1, . . . , d.
Therefore, for each j = 0, . . . ,m:
(Gjz(z)a)(x) = Fr
M
j (w
0 + x)a0 +
d∑
i=1
[nji−1∑
k=0
Fkλji (x)a
j
ki +
pji−1∑
k=0
FkDji (x)a˜
j
ki
]
, (3.49)
whereas for j = m+ 1, . . . , 2m:
Gjz(z)a = a
0(rM0 (w
0)− rMj (w0)) + aj.
In order to obtain explicitly the condition G0z(z)a = µ
0(G(z)), we have now to
compute µˆ(G(z)):
µ0(G(z))(x) =FG0(z, x) +
d∑
i=1
(ϕ0i (G(z)))
2D0i (x)−
1
2
d∑
i=1
λ0i (x)
{
m∑
j=0
ϕji (G(z))
∂ϕ0i
∂rj
(G(z))[λji ]+
+
m∑
j=1
∂ϕ0i
∂Y j
(G(z))βji (G(z))
}
,
where we exploit hypotheses (3.37) and (3.38) in order to provide the following
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computation:
FG0(z, x) = FrM0 (x+ w
0) +
d∑
i=1
{n0i−1∑
k=0
z0kiF
k+1λ0i (x) +
p0i−1∑
k=0
x0kiF
k+1D0i (x)
}
= FrM0 (x+ w
0) +
d∑
i=1
{ n0i∑
k=1
z0k−1,iF
kλ0i (x) +
p0i∑
k=1
x0k−1,iF
kD0i (x)
}
= FrM0 (x+ w
0) +
d∑
i=1
{n0i−1∑
k=1
z0k−1,iF
kλ0i (x) +
p0i−1∑
k=1
x0k−1,iF
kD0i (x)+
+ z0n0i−1,i
n0i−1∑
k=0
c0kiF
kλ0i (x) + x
0
p0i−1,i
p0i−1∑
k=0
d0kiF
kD0i (x)
}
= FrM0 (x+ w
0) +
d∑
i=1
{n0i−1∑
k=1
(z0k−1,i + z
0
n0i−1,ic
0
ki)F
kλ0i (x) +
p0i−1∑
k=1
(x0k−1,i+
+ x0p0i−1,id
0
ki)F
kD0i (x) + z
0
n0i−1,ic
0
0iλ
0
i (x) + x
0
p0i−1,id
0
0iD
0
i (x)
}
,
Therefore the ﬁrst component of the drift term is given by:
µ0(G(z)) = FrM0 (x+ w
0) +
d∑
i=1
{
λ0i (x)
[
z0n0i−1,ic
0
0i −
1
2
(
m∑
h=0
ϕhi (G(z))
∂ϕ0i
∂rh
(G(z))[λhi ]+
+
m∑
h=1
∂ϕ0i
∂Y h
(G(z))βhi (G(z))
)]
+D0i (x)
[
(ϕ0i (G(z)))
2 + x0p0i−1,id
0
0i
]
+
+
n0i−1∑
k=1
(z0k−1,i + z
0
n0i−1,ic
0
ki)F
kλ0i (x) +
p0i−1∑
k=1
(x0k−1,i + x
0
p0i−1,id
0
ki)F
kD0i (x)
}
.
(3.50)
In conclusion equating (3.50) and (3.49) for j = 0, we obtain µ0(G(z)) = G0z(z)a.
The comparison of each term of this equation leads to:
a0 = 1,
a00i = z
0
n0i−1,ic
0
0i − 12
(∑m
h=0 ϕ
h
i (G(z))
∂ϕ0i
∂rh
(G(z))[λhi ] +
∑m
h=1
∂ϕ0i
∂Y h
(G(z))βhi (G(z))
)
,
a0ki = z
0
k−1,i + z
0
n0i−1,ic
0
ki, k = 1, . . . , n
0
i − 1,
a˜00i = (ϕ
0
i (G(z)))
2 + x0
p0i−1,id
0
0i,
a˜0ki = x
0
k−1,i + x
0
p0i−1,id
0
ki, k = 1, . . . , p
0
i − 1
(3.51)
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Following the same strategy, we compute the other coordinates of the drift term:
µj(G(z)) =FrMj (x+ w
0) +
d∑
i=1
{
λji (x)
[
zj
nji−1,i
cj0i −
1
2
(
m∑
h=0
ϕhi (G(z))
∂ϕji
∂rh
(G(z))[λhi ]+
+
m∑
h=1
βhi (G(z))
∂ϕji
∂Y h
(G(z)) + 2ϕji (G(z))β
j
i (G(z))
)]
+
+Dji (x)
[
(ϕji (G(z))
2 + xj
pji−1,i
dj0i
]
+
nji−1∑
k=1
(zjk−1,i + z
j
nji−1,i
cjki)F
kλji (x)+
+
pji−1∑
k=1
(xjk−1,i + x
j
pji−1,i
djki)F
kDji (x)
}
.
(3.52)
Therefore, by the comparison between (3.52) and (3.49) we obtain the equation
µj(G(z)) = Gj∗a, which leads to:
a0 = 1,
aj0i = z
j
nji−1,i
cj0i − 12
(∑m
h=0 ϕ
h
i (G(z))
∂ϕji
∂rh
(G(z))[λji ]+
+
∑m
h=1 β
h
i (G(z))
∂ϕji
∂Y h
(G(z)) + 2ϕji (G(z))β
j
i (G(z))
)
,
ajki = z
j
k−1,i + z
j
nji−1,i
cjki, k = 1, . . . , n
j
i − 1,
a˜j0i = (ϕ
j
i (G(z)))
2 + xj
pji−1,i
dj0i,
a˜jki = x
j
k−1,i + x
j
pji−1,i
djki k = 1, . . . , p
j
i − 1.
(3.53)
Finally, for j = m+ 1, . . . , 2m:
µj(G(z)) =BG0(z)−BGj−m(z)− 1
2
d∑
i=1
(βj−mi (G(z)))
2 − 1
2
[
d∑
i=1
(
m∑
h=0
∂βj−mi
∂rh
(G(z))[λhi ]ϕ
h
i (G(z))+
+
m∑
h=1
∂βj−mi (G(z))
∂Y h
βhi (G(z))
)
=rM0 (w
0) +
d∑
i=1
n0i−1∑
k=0
z0kiF
kλ0i (0)− rMj−m(w0)−
d∑
i=1
nj−mi −1∑
k=0
zj−mki F
kλj−mi (0)+
− 1
2
d∑
i=1
(βj−mi (G(z)))
2 − 1
2
[
d∑
i=1
m∑
h=0
∂βj−mi
∂rh
(G(z))[λhi ]ϕ
h
i (G(z))+
+
m∑
h=1
∂βj−mi
∂Y h
(G(z))βhi (G(z))
]
.
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Therefore, comparing with the last m components of G∗a, we obtain:
a0 = 1,
aj−m =
∑d
i=1
[∑n0i−1
k=0 z
0
kiF
kλ0i (0)−
∑nj−mi −1
k=0 z
j
kiF
kλji (0)− 12(βji (G(z)))2+
−1
2
(∑m
h=0
∂βj−mi
∂rh
(G(z))[λhi ]ϕ
h
i (G(z)) +
∑m
h=1
∂βj−mi
∂Y h
(G(z))βhi (G(z))
)]
,
(3.54)
for each j = m+ 1, . . . , 2m.
We follow the same procedure in order to compute the value of b.Therefore we
analyse the equation Gzbh = σˆh(G(z)), for each h = 1, . . . , d.
Then, for j = 0, . . . ,m:
(Gjz(z)bh)(x) = Fr
M
j (w
0 + x)b0h +
d∑
i=1
(nji−1∑
k=0
Fkλji (x)b
j
ki,h +
pji−1∑
k=0
FkDji (x)˜b
j
ki,h
)
= ϕjh(G(z))λ
j
h(x).
Therefore: 
b0h = 0,
bj0h,h = ϕ
j
h(G(z)),
bj0i,h = 0, i 6= h, i = 1, . . . , d,
bjki,h = 0, k = 1, . . . , n
j
i − 1,
b˜jki,h = 0, k = 0, . . . , p
j
i − 1.
(3.55)
On the other hand, for j = m+ 1, . . . , 2m and h = 1, . . . , d:
Gjz(z)bh = b
0
h(r
M
0 (w
0)− rMj (w0)) + bji,h = βjh(G(z)),
which leads to: 
b0 = 0,
bjh,h = β
j
h(G(z)), j = 1, . . . ,m.
bji,h = 0, i 6= h, j = 1, . . . ,m.
(3.56)
In conclusion, we have proved the following result:
Proposition 3.3.4. Let us consider a forward rate modelM, described by:
drˆt = µˆ(rˆt)dt+ σˆ(rˆt) ◦ dWt,
where µˆ and σˆi, i = 1, . . . , d are respectively determined by (3.32) and (3.33)
and the functions λji are QE for each i = 1, . . . , d and j = 0, . . . ,m. Hence,
M possesses ﬁnite-dimensional realizations. In particular, the equation rˆt(x) =
G(Zt, x) holds in a neighborhood of an initial point rˆ
M , where G is deﬁned in
(3.47)and the ﬁnite-dimensional process Zt, such that:
dZt = a(Zt)dt+ b(Zt) ◦ dWt,
where the drift a and volatility b terms are described by the conditions (3.51),
(3.53), (3.54), (3.55), (3.56).
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3.3.2 Necessary and suﬃcient conditions for a simpliﬁed
constant direction volatility model
Let us consider a volatility term for a model as (1.33) of the form:
σˆi(rˆt) = ϕi(r˜t)

λ0i (x)
...
λmi (x)
β1i
...
βmi

, i = 1, . . . , d, (3.57)
where r˜t = (r
0, . . . , rm)∗ and βji are real constants. This is a simpliﬁed case of
the volatility term introduced in (3.31). In particular, the scalar vector ﬁeld ϕi is
the same for each component of σˆi and diﬀerently from the previous section, in
ϕi there is no dependence on the last m components of the forward rate structure
rˆ (the ones associated with the spreads). This assumption allows us to separate
the components associated with the forward rate equations to the components
associated with the spreads, following the strategy outlined in Remark 2.2.9.
Under this assumption, the drift term introduced in (3.32) has the following
form:
µˆ(rˆt) =

Fr0 +
∑d
i=1
[
(ϕi(r˜t))
2D0i (x)− 12λ0i (x)ϕi(rˆt)
∑m
h=0
∂ϕi(rˆt)
∂rh
[λhi ]
]
Fr1 +
∑d
i=1
[
(ϕi(r˜t))
2D1i (x)− 12λ1i (x)
(
ϕi(r˜t)
∑m
h=0
∂ϕi(rˆt)
∂rh
[λhi ] + 2(ϕi(r˜t))
2β1i
)]
...
Frm +
∑d
i=1
[
(ϕi(r˜t))
2Dmi (x)− 12λmi (x)
(
ϕi(r˜t)
∑m
h=0
∂ϕi(rˆt)
∂rh
[λhi ] + 2(ϕi(r˜t))
2βmi
)]
Br0 −Br1 − 12
∑d
i=1
[
(ϕi(r˜t))
2(β1i )
2 + β1i ϕi(r˜t)
∑m
h=0
∂ϕi(r˜t)
∂rh
[λhi ]
]
...
Br0 −Brm − 12
∑d
i=1
[
(ϕi(r˜t))
2(βmi )
2 + βmi ϕi(r˜t)
∑m
h=0
∂ϕi(r˜t)
∂rh
[λhi ]
]

,
(3.58)
where Dji (x) := λ
j
i (x)
∫ x
0
λji (s)ds, for each j = 0, . . . ,m and i = 1, . . . , d.
We aim at providing equivalent conditions such that the Lie algebra:
L := {µˆ, σˆ1, . . . , σˆd}LA
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is ﬁnite-dimensional. We consider the following vector ﬁelds:
ξi =

λ0i (x)
...
λmi (x)
β1i
...
βmi

, i = 1, . . . , d, (3.59)
and
ξ0 =

Fr0t +
∑d
i=1(ϕi(r˜t))
2D0i (x)
Fr1t +
∑d
i=1(ϕi(r˜t))
2D1i (x)−
∑d
i=1 λ
1
i (x)(ϕi(r˜t))
2β1i
...
Frmt +
∑d
i=1(ϕi(r˜t))
2Dmi (x)−
∑d
i=1 λ
m
i (x)(ϕi(r˜t))
2βmi
Br0t −Br1t − 12
∑d
i=1(ϕi(r˜t))
2(β1i )
2
...
Br0t −Brmt − 12
∑d
i=1(ϕi(r˜t))
2(βmi )
2

. (3.60)
Therefore, by the comparison of the vector ﬁelds deﬁned in (3.58),(3.59) and(3.60),
we obtain:
µˆ(rˆt) = ξ
0 − 1
2
d∑
i=1
ϕi(r˜t)
( m∑
j=0
∂ϕi(r˜t)
∂rj
[λji ]
)
ξi,
and
σˆi(rˆt) = ϕi(r˜t)ξ
i, i = 1, . . . , d,
and since −1
2
∑d
i=1 ϕi(r˜t)
(∑m
j=0
∂ϕi(r˜t)
∂rj
[λji ]
)
and ϕi(r˜t) are scalar vector ﬁelds for
each i = 1, . . . , d, we can conclude that:
L = {ξ0, ξ1, . . . , ξd}LA =: L1. (3.61)
Therefore, the Lie algebra L is ﬁnite-dimensional if and only if L1 is ﬁnite-dimensional.
In order to compute the conditions under which dim[L1] < ∞, we need the suc-
cessive Lie brackets between the vector ﬁelds which determine L1.
First of all, we describe the Fréchet derivative of ξi for i = 1, . . . , d, that will
be denoted with ξirˆ, and we use the notation:
Φ(r˜t) = ((ϕ1(r˜t))
2, . . . , (ϕd(r˜t))
2)∗, (3.62)
Dj(x) = (Dj1(x), . . . , D
j
d(x))
∗, (3.63)
(βj)2 = ((βj1)
2, . . . , (βjd)
2)∗, (3.64)
λj(x)βj = (λj1(x)β
j
1, . . . , λ
j
d(x)β
j
d)
∗. (3.65)
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Therefore, we can denote:
d∑
i=1
(ϕi(r˜t))
2Dji (x) = Φ(r˜t)D
j(x),
d∑
i=1
(ϕi(r˜t))
2(βji )
2 = Φ(r˜t)(β
j)2,
d∑
i=1
(ϕi(r˜t))
2λji (x)β
j
i = Φ(r˜t)λ
j(x)βj.
Using the same notation introduced for the Fréchet derivative of ξi for the scalar
vector ﬁeld Φ, ∂Φ
∂rj
(r˜) = Φrj(r˜), we compute the Lie brackets of ξ
0, ξi for each
i = 1, . . . , d. First of all, it is necessary to compute:
ξ0rˆ =

F+ Φr0(r˜t)D
0 Φr1(r˜t)D
0 · · · Φrm(r˜t)D0 0 · · · 0
Φr0(r˜t)(D
1 − λ1β1) F+ Φr1(r˜t)(D1 − λ1β1) · · · Φrm(r˜t)(D1 − λ1β1) 0 · · · 0
...
...
...
...
...
B− 12Φr0(r˜)(β1)2 −B− 12Φr1(r˜)(β1)2 · · · − 12Φrm(r˜)(β1)2 0 · · · 0
...
...
...
...
...
B− 12Φr0(r˜)(βm)2 − 12Φr1(r˜)(βm)2 · · · −B− 12Φrm(r˜)(βm)2 0 · · · 0

,
whereas ξirˆ = O, where O means that ξirˆ is 0 in each element of the matrix, since
the vector ﬁeld ξi is constant in Hˆ, for each i = 1, . . . , d. Then, we compute the
following Lie bracket:
ηi := [ξ0, ξi] = ξ0rˆ (ξ
i)−
=0︷ ︸︸ ︷
ξirˆ(ξ
0) =

Fλ0i +
∑m
h=0 Φrh(r˜)[λ
h
i ]D
0
Fλ1i +
∑m
h=0 Φrh(r˜)[λ
h
i ](D
1 − λ1β1)
...
Fλmi +
∑m
h=0 Φrh(r˜)[λ
h
i ](D
m − λmβm)
λ0i (0)− λ1i (0)− 12(β1)2
(∑m
h=0 Φrh(r˜)[λ
h
i ]
)
...
λ0i (0)− λmi (0)− 12(βm)2
(∑m
h=0 Φrh(r˜)[λ
h
i ]
)

.
(3.66)
Therefore, we introduce the following notation for the second order derivative of
the function Φ on the variables rh, rl, computed on the couple of vector ﬁelds λhi ,
3.3 Constant direction volatility 105
λlk ∈ H: Φrhrl [λhi , λlk]. We can observe that:
ηi =

Fλ0i
Fλ1i
...
Fλmi
Bλ0i −Bλ1i
...
Bλ0i −Bλmi

+
m∑
h=0
Φrh(r˜)[λ
h
i ]

D0
D1 − λ1β1
...
Dm − λmβm
−1
2
(β1)2
...
−1
2
(βm)2

, i = 1, . . . , d.
Hence, if we compute the Fréchet derivative of ηi, we obtain:
ηirˆ =

D0
∑m
h=0 Φrhr0(r˜)[λ
h
i , ·] · · · D0
∑m
h=0 Φrhrm(r˜)[λ
h
i , ·] 0 · · · 0
(D1 − λ1β1)∑mh=0 Φrhr0(r˜)[λhi , ·] · · · (D1 − λ1β1)∑mh=0 Φrhrm(r˜)[λhi , ·] 0 · · · 0
...
...
...
...
(Dm − λmβm)∑mh=0 Φrhr0(r˜)[λhi , ·] · · · (Dm − λmβm)∑mh=0 Φrhrm(r˜)[λhi , ·] 0 · · · 0
...
...
...
...
− 12 (β1)2
∑m
h=0 Φrhr0(r˜)[λ
h
i , ·] · · · − 12 (β1)2
∑m
h=0 Φrhrm(r˜)[λ
h
i , ·] 0 · · · 0
...
...
...
...
...
...
...
...
− 12 (βm)2
∑m
h=0 Φrhr0(r˜)[λ
h
i , ·] · · · − 12 (βm)2
∑m
h=0 Φrhrm(r˜)[λ
h
i , ·] 0 · · · 0

.
(3.67)
Using (3.67), we can compute the vector ﬁeld κik = [ηi, ξk] = ηirˆ(ξ
k) for each
i, k = 1, . . . , d:
κik =

D0
∑m
l=0
∑m
h=0 Φrhrl [λ
h
i , λ
l
k]
(D1 − λ1β1)∑ml=0∑mh=0 Φrhrl [λhi , λlk]
...
(Dm − λmβm)∑ml=0∑mh=0 Φrhrl [λhi , λlk]
− 12 (β1)2
∑m
l=0
∑m
h=0 Φrhrl [λ
h
i , λ
l
k]
...
− 12 (βm)2
∑m
l=0
∑m
h=0 Φrhrl [λ
h
i , λ
l
k]

=
m∑
l=0
m∑
h=0
Φrhrl [λ
h
i , λ
l
k]

D0
D1 − λ1β1
...
Dm − λmβm
− 12 (β1)2
...
− 12 (βm)2

.
(3.68)
We introduce the following assumption:
Assumption 3.3.5. We suppose that:
m∑
l=0
m∑
h=0
Φrhrl [λ
h
i , λ
l
k] 6= 0, (3.69)
for each i, k = 1, . . . , d.
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We denote with (ϕn(r˜t))
2
rhrl
[λhi , λ
l
k] the second order derive of (ϕn(r˜t))
2 on the
variables rh, rl acting on the couple of vector ﬁelds λhi and λ
l
k, for each n = 1, . . . , d.
Therefore, we can make the following observation, recalling that Φ is given by
(3.62):
κik =
m∑
l=0
m∑
h=0
Φrhrl [λ
h
i , λ
l
k]

D0
D1 − λ1β1
...
Dm − λmβm
− 12 (β1)2
...
− 12 (βm)2

=
d∑
n=1
m∑
l=0
m∑
h=0
(ϕn(r˜t))
2
rhrl [λ
h
i , λ
l
k]

D0n
D1n − λ1nβ1n
...
Dmn − λmn βmn
− 12 (β1n)2
...
− 12 (βmn )2

,
for each i, k = 1, . . . , d. We introduce now the vector ﬁelds:
ζn =

D0n
D1n − λ1nβ1n
...
Dmn − λmn βmn
−1
2
(β1n)
2
...
−1
2
(βmn )
2

, n = 1, . . . , d, (3.70)
In particular, we can observe that κik = cikn ζn for each i, k = 1, . . . , d where
cikn :=
m∑
l=0
m∑
h=0
(ϕn(r˜t))
2
rhrl [λ
h
i , λ
l
k],
are real constants. Hence, the d2 vector ﬁelds κik can be written as linear com-
bination of the d vector ﬁelds ζn. Afterwards, we introduce the following vector
ﬁelds:
%i =

Fλ0i
Fλ1i
...
Fλmi
Bλ0i −Bλ1i
...
Bλ0i −Bλmi

, i = 1, . . . , d. (3.71)
We observe that the vector ﬁelds ζn and %i are constant in the space Hˆ, for each
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n, i = 1, . . . , d. Moreover, we consider the vector ﬁeld ν0, deﬁned as follows:
ν0 =

Fr0
Fr1
...
Frm
Br0 −Br1
...
Br0 −Brm

. (3.72)
Now we are able to prove the following result:
Proposition 3.3.6. The vector ﬁelds ζn, %i, ξi, ν0, respectively introduced in (3.70),
(3.71), (3.59) and (3.72), for each n, i = 1, . . . , d, determine the Lie algebra L, i.e.
L = {µˆ, σˆ1, . . . , σˆd}LA = {ζ i, %i, ξi, ν0| i,= 1, . . . , d}LA =: L2. (3.73)
Proof. We proved that L = {ξ0, . . . , ξd}LA in (3.61). We observe that:
ξ0 = ν0 +
d∑
n=1
(ϕn(r˜))
2ζn, (3.74)
ηi = %i +
d∑
n=1
m∑
h=0
(ϕn(r˜))
2
rh [λ
h
i ]ζ
n, i = 1, . . . , d, (3.75)
κik =
d∑
n=1
m∑
l=0
m∑
h=0
(ϕn(r˜))
2
rhrl [λ
h
i , λ
l
k]ζ
n, i, k = 1, . . . , d. (3.76)
Hence, if we compute the successive Lie brackets between two elements of L1, we
can exploit the bilinearity of the Lie brackets, equations (3.74), (3.75), (3.76) and
Lemma B.3.5, in order to substitute
κik, i, k = 1, . . . , d −→ ζn, n = 1, . . . , d,
ηi, i = 1, . . . , d −→ %i, i = 1, . . . , d,
ξ0 −→ ν0,
in {ξ0, ξ1, . . . , ξd}LA = {ξ0, ξi, ηi, κki| i, k = 1, . . . , d}LA = {ν0, ξi, ζn, %i| i, n =
1, . . . , d}LA.
By Proposition 3.3.6, L is ﬁnite-dimensional if and only if the Lie algebra L2
is ﬁnite-dimensional.
108 Finite-dimensional Realizations
We observe that all the vector ﬁelds in L2 are constants except ν0. Hence, by
an analogous strategy to the one provided in the proof of Theorem 3.3.2, we de-
termine equivalent conditions under which dim[L2] < +∞. Indeed, if we compute
[v, w] where v, w are constant vector ﬁelds we obtain [v, w] = 0 and by deﬁnition
[ν0, ν0] = 0. Therefore, it suﬃces to compute [ν0, φ] where φ ∈ {ξi, ζn, %i| i, n =
1, . . . , d}.
In particular, in analogy to the strategy developed at the beginning of Section
3.2 for the constant volatility case, we can observe that the Fréchet derivative of
ν0 is the same of the one computed for the drift term in (3.7). Hence, the Lie
brackets involving ν0 are given by:
[ν0, ξi] =

Fλ0i
...
Fλmi
Bλ0i −Bλ1i
Bλ0i −Bλ2i
...
Bλ0i −Bλmi

, [ν0, %i] =

F2λ0i
...
F2λmi
BFλ0i −BFλ1i
...
BBλ0i −BFλmi

,
and the analogous result is obtain for ζn, n = 1, . . . , d:
[ν0, ζn] =

FD0n
...
FDmn − βmn Fλmn
BD0n −BD1n + β1nBλ1n
...
BD0n −BDmn + βmn Bλmn

.
Therefore, iterating this procedure, we obtain that the Lie algebra L2 is given
by:
L2 = Span
{
ν0, %i, ζn, ξi, φi,k =

Fkλ0i
...
Fkλmi
BFk−1λ0i −BFk−1λ1i
...
BFk−1λ0i −BFk−1λmi

,
ψi,k =

FkD0i
FkD1i − β1i Fkλ1i
...
FkDmi − βmi Fkλmi
BFk−1D0i −BFk−1D1i + β1iBFk−1λ1i
...
BFk−1D0i −BFk−1Dmi + βmi BFk−1λmi

|i, n = 1, . . . , d, k ∈ N
}
.
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Hence, a necessary condition for
dim[L2] < +∞ (3.77)
is:
dim[Span{ν0, ξi, φi,k| i = 1, . . . , d, k ∈ N}] < +∞, (3.78)
and this is equivalent to
dim[Span{φi,k| k ∈ N}] < +∞, i = 1, . . . , d. (3.79)
In equivalence, we have to prove that:
∀ i = 1, . . . , d ∃pi ∈ N : φi,pi =
pi−1∑
k=0
αk,iφ
i,k, (3.80)
for a suitable set of real coeﬃcients {αk,i}. At this point, we recall the proof of
(⇒) part of Theorem 3.2.3. In particular, by ﬁrs m+ 1 components of (3.80), we
can aﬃrm: 
Fp
i
λ0i =
∑pi−1
k=0 αk,iF
kλ0i ,
...
Fp
i
λmi =
∑pi−1
k=0 αk,iF
kλmi .
By the previous system and applying Lemma 3.2.2, we conclude that
λji are QE functions ∀ i = 1, . . . , d, j = 0, . . . ,m. (3.81)
Vice versa, if λji are QE function for each i = 1, . . . , d and j = 0, . . . ,m, we can
follow the strategy outlined for σji (x) in the proof of (⇐) of Theorem 3.2.3, in
order to conclude that Span[φi,k|k ∈ N] is ﬁnite-dimensional for every i = 1, . . . , d.
At the moment, we have shown that condition (3.81) is equivalent to a necessary
condition for (3.77). Therefore, we aim at proving that (3.81) is also a suﬃcient
condition for (3.77). In particular, if λji (x) are QE functions also
dim[Span{ψi,k| k ∈ N}] <∞. (3.82)
Indeed, if λji (x) are QE functions, D
j
i (x) and D
j
i (x) − βji λji (x) are QE functions
for each i = 1, . . . , d and j = 0, . . . ,m, because the integral of a QE function is
a QE function too and a linear combination of QE functions is a QE function
too. By Lemma 3.2.2, for each i = 1, . . . , d, we can provide the common minimal
annihilator Mi for D
j
i and D
j
i −βji λji , for each j = 0, . . . ,m. To do this, we exploit
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an analogous strategy to he one provided in the proof of Theorem 3.2.3 part (⇐).
In particular, the following equations hold:
Mi(F)D
j
i = 0, j = 0, . . . ,m (3.83)
Mi(F)(D
j
i − λjiβji ) = 0, j = 1, . . . ,m, (3.84)
for each i = 1, . . . , d. Moreover (3.83) implies that Mi(F)D
j
i (x) = 0 for each
x ∈ R+, therefore:
B(Mi(F)D
j
i (x)) = 0, j = 0, . . . ,m, (3.85)
B(Mi(F)(D
j
i (x)− βji λji (x))) = 0, j = 1, . . . ,m. (3.86)
Finally, we observe that:
Mi(F)D
j
i = 0⇒Mi(F)(FDji ) = 0, j = 0, . . . ,m, (3.87)
Mi(F)(D
j
i (x)− βji λji (x)) = 0⇒Mi(F)(FDji (x)− βjiFλji (x)) = 0, j = 1, . . . ,m.
(3.88)
Rewriting in components equations (3.85),(3.86),(3.87),(3.88), we obtain:
Fq
i+1D0i =
∑qi
k=0 γk,iF
kD0i ,
Fq
i+1(D1i − β1i λ1i ) =
∑qi
k=0 γk,iF
k(D1i − β1i λ1i ),
...
Fq
i+1(Dmi − βmi λmi ) =
∑qi
k=0 γk,iF
k(Dmi − βmi λmi ),
BFq
i
D0i −BFq
i
D0i −BFq
i
D1i + β
1
iF
qiλ1i =
∑qi
k=0 γk,i(BF
k−1D0i −BFk−1D1i+
+β1iBF
k−1λ1i ),
...
BFq
i
D0i −BFq
i
D0i −BFq
i
Dmi + β
m
i BF
qiλmi =
∑qi
k=0 γk,i(BF
k−1D0i −BFk−1Dmi +
+βmi BF
k−1λmi ),
for a suitable set of real coeﬃcients {γk,i}. The last m components are obtained
computing the diﬀerence between (3.85) for j = 0 and (3.86). The previous system
is equivalent to:
ψi,q
i+1 =
qi∑
k=0
γk,iψ
i,k, i = 1, . . . , d,
which implies that (3.82) holds. In conclusion, if (3.81) holds, both (3.79) and
(3.82) hold. But in this case (3.77) holds. Hence, we have shown that λji (x) is a
QE function for each i = 1, . . . , d and j = 0, . . . ,m is equivalent to dim[L2] <∞.
In conclusion, we have proved the following proposition:
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Proposition 3.3.7. Given a model M described by a forward rate system of
SDEs as (1.33) and determined by a forward volatility term σˆ of the form (3.57),
such that Assumption 3.3.5 holds, the Lie algebra L = {µˆ, σˆ1, . . . , σˆd} is ﬁnite-
dimensional if and only if the functions λij are QE functions for each i = 1, . . . , d
and j = 0, . . . ,m.

Appendix A
Interest Rate Models in a
Pre-crisis Framework
This Appendix aims at describing the structure of ﬁxed-income market models,
before the last ﬁnancial crisis. We need this, because we want to understand why
the framework adopted until 2007 − 2008 is no longer appropriate. To develop
these contents we based on [3].
A.1 Zero-Coupon-Bonds and interest rate processes
Fixed-income instruments are contracts, which form the ﬁxed-income market, that
guarantee to the holder a ﬁxed (deterministic) amount of money at a given date
T , called maturity date.
In a pre-crisis environment every ﬁxed-income contract can be determined,
through no-arbitrage considerations, by a portfolio composed of Zero-Coupon-
Bond contracts. These instruments are deﬁned as follows:
Deﬁnition A.1.1. A Zero-Coupon-Bond (ZCB) with a maturity date T , is a
contract which guarantees to the holder 1 unit of currency to be paid at date T .
We will denote the price at time t ≤ T of this contract as Bt(T ).
In this framework the ﬁxed-income market is formed by all the ZCBs. This
market is supposed to respect the following assumptions:
Assumption A.1.2.
• The relation Bt(t) = 1 holds ∀t ≥ 0;
• For each t ∈ [0, T ] the price Bt(T ) is a diﬀerentiable function with respect to
the time maturity T .
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Then, we denote Γt := {(T,Bt(T )), T ∈ R+} as the bond price curve at t. Γt
represents the term structure of the bond price process.
Therefore, in our dissertation, we suppose that for each T ﬁxed the price p(·, T ) is
a scalar stochastic process, whose trajectory is driven by a d-dimensional Brownian
motion, Wt.
This market is composed by an inﬁnite number of assets (one for each maturity
time T ), therefore, one of the main problems which we have to face is to ﬁnd
relations between prices associated with diﬀerent maturities, in order to ensure
the absence of arbitrage opportunity. Hence, it is convenient to introduce the
concept of interest rate, which describes the relation between T bonds computed
by diﬀerent maturities, T and T + δ. Recalling the notation of [3], we deﬁne:
Deﬁnition A.1.3.
1. The simple forward rate for [T, T + δ], contracted at time t, is deﬁned as:
L(t;T, T + δ) = −Bt(T + δ)−Bt(T )
δBt(T + δ)
. (A.1)
2. The simple spot rate for [T, T + δ], is deﬁned as:
L(T, T + δ) := −BT (T + δ)− 1
δBT (T + δ)
. (A.2)
3. The instantaneous forward rate with maturity T , contracted at t, is de-
ﬁned by:
ft(T ) = −∂ logBt(T )
∂T
. (A.3)
4. The instantaneous short rate at time t is deﬁned as:
r(t) = ft(t).
Remark A.1.4. Before the last ﬁnancial crisis, the simple forward rate and the
simple spot rate denoted the LIBOR rate (forward and spot respectively), but, as
it is described in Chapter 1, these equivalences, in general, do not hold anymore.
Instead of analyzing directly the evolution of prices it is convenient to study
the evolution of forward rate processes. Indeed, bond prices can be determined by
instantaneous forward rate as described in the following lemma:
Lemma A.1.5. ∀t ≤ S ≤ T it holds:
Bt(T ) = Bt(S) · exp
(
−
∫ T
S
ft(u)du
)
In particular, if S = t, it holds that: Bt(T ) = exp
(
− ∫ T
t
ft(u)du
)
.
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Finally we deﬁne the money account Bt as:
Bt = exp
{∫ t
0
rsds
}
(A.4)
which is equivalent to: {
dBt = rtBtdt
B0 = 1
We will use the money account as the numeraire for a martingale measure Q.
A.2 Relation between interest rates and ZCB prices
In the previous section we have introduced the structure which characterizes a
ﬁxed-income market. Now we want to show explicit relations between the processes
deﬁned before, under suitable assumptions.
First of all, let us consider a stochastic basis (Ω,F , (Ft)t≥0,P,Wt), where (Wt)t
is a Q-Wiener process. On this space we deﬁne the following processes:
[Short rate] drt = a(t)dt+ b(t)dWt; (A.5)
r0 = r
M (A.6)
[Price] dBt(T ) = Bt(T )m(t, T )dt+Bt(T )v(t, T )dWt; (A.7)
B0(T ) = B
M
0 (T ) (A.8)
[Forward rate] dft(T ) = αt(T )dt+ σt(T )dWt. (A.9)
f0(T ) = f
M
0 (T ) (A.10)
where we assume that the initial conditions can be determined by market data.
In order to respect the assumption A.1.2, it holds:
Assumption A.2.1.
• a(t), b(t) are scalar adapted processes: a(t), b(t) ∈ Ft, ∀t ≥ 0;
• m(t, T ), v(t, T ), αt(T ), σt(T ) are a 1-parametric family (on T-variable) of
adapted processes, such that each of them is C1(R) on T-variable (we will
use mT (t, T ) to denote the partial T-derivative).
• It is supposed that each dynamics allows to diﬀerentiate under the integral.
The next proposition analyzes how those processes are related each other.
Proposition A.2.2. Under Assumption A.2.1 the following hold:
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1. If ft(T ) satisﬁes (A.9), then the short rate satisﬁes (A.5), where:{
a(t) = ∂
∂T
f(t, t) + α(t, t);
b(t) = σ(t, t).
2. If ft(T ) satisﬁes (A.9), then the price satisﬁes
dBt(T ) = Bt(T )
{
r(t)+A(t, T )+
1
2
||S(t, T )||2}dt+Bt(T )S(t, T )dWt, (A.11)
where
A(t, T ) = −
∫ T
t
αt(s)ds; (A.12)
S(t, T ) = −
∫ T
t
σt(s)ds; (A.13)
Proof. Part 1
By deﬁnition we have that rt = ft(t) then, by deﬁnition:
rt = f0(t) +
∫ t
0
αs(t)ds+
∫ t
0
σs(t)dWs.
Hence, by the fundamental theorem of calculus, we have that:
αs(t) = αs(s) +
∫ t
s
∂
∂T
αs(u)du
σs(t) = σs(s) +
∫ t
s
∂
∂T
σs(u)du
Therefore:
rt =f0(t) +
∫ t
0
αs(s)ds+
∫ t
0
(∫ t
s
∂
∂T
αs(u)du
)
ds+
∫ t
0
σs(s)dWs+
+
∫ t
0
(∫ t
s
∂
∂T
σs(u)du
)
dWs =
=
∫ t
0
αs(s)ds+
∫ t
0
σs(s)dWs +
∫ t
0
∂
∂T
f0(s)ds+
r0︷ ︸︸ ︷
f0(0) +
∫ t
0
∫ u
0
∂
∂T
αs(u)dsdu+
+
∫ t
0
∫ u
0
∂
∂T
σs(u)dWsds =
F.T.
= r0 +
∫ t
0
[
αu(u) +
( ∂
∂T
f0(u) +
∫ u
0
∂
∂T
αs(u)ds+
∫ u
0
∂
∂T
σs(u)dWs
)]
du+
∫ t
0
σs(s)dWs =
=r0 +
∫ t
0
(
αu(u) +
∂
∂T
fu(u)
)
du+
∫ t
0
σs(s)dWs,
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where we have used the stochastic version of Fubini theorem (for the proof see [14],
chapter 6, Theorem 6.2), and the possibility to diﬀerentiate under the integral sign.
We can conclude that:
drt =
(
αt(t) +
∂
∂T
ft(t)
)
dt+ σt(t)dWt.
Part 2
First of all, we deﬁne the following process: Yt(T ) = −
∫ T
t
ft(s)ds, which means:
Bt(T ) = expYt(T ).
Using Itoˆ's formula:{
dBt(T ) = exp(Yt(T ))d(Yt(T ))) +
1
2
exp(Yt(T ))d〈Yt(T )〉2
dYt(T ) = d
(
− ∫ T
t
ft(s)ds
)
Therefore, using Itoˆ's formula and the integral version of A.9, we can compute the
diﬀerential of Yt(T ), and we can use it to compute the dynamics of Bt(T ):
Yt(T ) =−
{∫ T
t
f0(s)ds+
∫ T
t
∫ t
0
αu(s)duds+
∫ T
t
∫ t
0
σu(s)dWuds
}
=
=−
∫ T
t
f0(s)ds−
∫ T
t
∫ T
0
αu(s)duds−
∫ T
t
∫ t
0
σu(s)dWuds =
F.T
= −
∫ T
0
f0(s)ds−
∫ t
0
∫ T
u
αu(s)dsdu−
∫ t
0
∫ T
u
σu(s)dsdWu+
+
∫ t
0
f0(s)ds+
∫ t
0
∫ t
u
αu(s)dsdu+
∫ t
0
∫ t
u
σu(s)dsdWu =
=−
∫ T
0
f0(s)ds−
∫ t
0
∫ T
u
αu(s)dsdu−
∫ t
0
∫ T
u
σu(s)dsdWu+
+
∫ t
0
f0(s)ds+
∫ t
0
∫ s
0
αu(s)duds+
∫ t
0
∫ s
0
σu(s)dWuds =
=−
∫ T
0
f0(s)ds−
∫ t
0
∫ T
u
αu(s)dsdu−
∫ t
0
∫ T
u
σu(s)dsdWu+
+
∫ t
0
{
f0(s)ds+
∫ s
0
αu(s)du+
∫ s
0
σu(s)dWu
}
︸ ︷︷ ︸
rs
ds =
=−
∫ T
0
f0(s)ds+
∫ t
0
{
rs + A(s, T )
}
ds+
∫ t
0
Σ(s, T )dWs,
where: {
A(s, T ) = − ∫ T
s
αs(u)du
Σ(s, T ) = − ∫ T
s
σs(u)du
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In conclusion, we have:
d(Yt(T )) = (rt + A(t, T ))dt+ Σ(t, T )dWt
Hence the quadratic covariation is:
d〈Yt(T )〉2 = ||Σ(t, T )||2dt
Therefore we can conclude:
dBt(T ) = Bt(T )
[
rt + A(t, T ) +
1
2
||Σ(t, T )||2
]
dt+Bt(T )Σ(t, T )dWt
The third equivalence is determined by a stochastic version of Fubini Theorem.
This results is provided by Filipovi¢ in [14], chapter 6, Theorem 6.2.
A.3 Heath-Jarrow-Morton Framework
In the previous sections we have analyzed the theoretical results concerning ﬁxed-
income-market. If we want to model the market, we have to specify the processes
which have been introduced above.
In order to do this, we can follow diﬀerent strategies. The main approaches
are:
• Short rate models;
• Forward rate models.
• LIBOR market models;
The ﬁrst method consists in deﬁning parameters for the short rate process (A.5),
whereas the second one is obtained specifying the dynamics of (A.9). Finally,
given a set of tenor D, a LIBOR market model is formed by a discrete family of
log-normal stochastic processes, each of them describing the dynamics of a forward
rate associated with a tenor δ ∈ D.
We follow the second approach, because it is too restrictive to assume that
the whole money market is governed by only one stochastic diﬀerential equation.
Hence, we describe the market with an inﬁnite system of stochastic diﬀerential
equations (one for each maturity). Using this construction, we can deﬁne:
Deﬁnition A.3.1. The Heath-Jarrow-Morton (HJM) framework is a family of
models for the ﬁxed-income market, built assuming that: for every T > 0, the
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dynamics of forward rate f(·, T ) is described by the following stochastic diﬀerential
equation, deﬁned on (Ω,F , (Ft)t,Q) where Q is a martingale measure:
dft(T ) = αt(T )dt+ σt(T )dWt (A.14)
f0(T ) = f
M
0 (T ) (A.15)
where W is a Q Brownian motion the processes α·(T ), σ·(T ) are adapted.
One of the main problem is the choice of the parameters in the previous system,
in order to have an arbitrage-free ﬁxed-income market.
To solve this problem, we remember that a ZCB is a contract which guarantees
1 at maturity date T . By the pricing formula. we get that:
B0(T ) = EQ
[
exp
{
−
∫ T
0
rsds
}]
(A.16)
where Q is a martingale measure.
Then, if we recall Lemma A.1.5, we have that:
Bt(T ) = exp
{
−
∫ T
t
ft(s)ds
}
(A.17)
where it holds that: rs = fs(s).
Comparing (A.16) and (A.17), we can determine a condition on the drift of
the price process, called HJM drift condition. We describe this condition in the
following Proposition:
Proposition A.3.2 (HJM drift condition). Under the martingale measure Q, the
processes α and σ must satisfy the following relation, for every t and every T ≥ t:
αt(T ) = σt(T )
∫ T
t
σt(s)
∗ds (A.18)
where A∗ denote the transpose of the vector (or the matrix) A.
Proof. First of all we recall that, by Proposition A.2.2 we have that:
dBt(T ) = Bt(T )
[
rt + A(t, T ) +
1
2
||Σ(t, T )||2
]
dt+Bt(T )S(t, T )dWt
Therefore, thanks to the fact that Q is a martingale measure, the drift term of the
previous equation has to be equal to the short rate rt. Thus we get:
rt + A(t, T ) +
1
2
||Σ(t, T )||2 = rt
this means that:
−
∫ T
s
αs(u)du+
1
2
www∫ T
s
σs(u)du
www2 = 0
If we diﬀerentiate the previous equation in the T-variable we get the thesis.
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A.3.1 Musiela parameterization
For our results it is more convenient to adopt an equivalent parameterization to
describe the forward rate. Instead of describing the dynamics as an inﬁnite family
of SDEs, parameterized with the T-variable, we choose the Musiela parameteri-
zation, which does not consider the maturity time T , but the time to maturity
x := T − t. In terms of x the forward rate will become:
rt(x) = ft(t+ x), x ≥ 0. (A.19)
In order to analyze the dynamics of the forward rate parameterized in this way,
we recall the following result:
Proposition A.3.3 (Musiela equation). Assume that ft(T ) is speciﬁed as in
(A.9).Then:
drt(x) = {Frt(x) + σt(t+ x)
∫ x
0
σt(t+ s)
∗ds}dt+ σt(t+ x)dWt, (A.20)
where F = ∂
∂x
.
Proof. Using Itoˆ's formula for processes which is stochastic in t-variable, but also
it has a component which is a diﬀerential function in that variable, we have that:
drt(x) = dft(t+ x) +
∂
∂T
ft(t+ x)dt.
Then, computing the Itoˆ diﬀerential for the ﬁrst term, we obtain:
drt(x) = αt(t+ x)dt+ σt(t+ x)dWt +
∂
∂x
rt(x)dt
Drift condition = σt(t+ x)
∫ t+x
t
σt(s)
∗ds+ σt(t+ x)dWt +
∂
∂x
rt(x)dt
= {Frt + σt(t+ x)
∫ x
0
σt(t+ s)
∗ds}dt+ σt(t+ x)dWt.
(A.21)
Appendix B
Diﬀerential Geometry On An
Inﬁnite Dimensional Vector
Space
In this chapter we aim to describe a geometric theory necessary to provide some
results, on the geometric properties of forward interest rate curves.
In the ﬁrst section, we will provide the main concepts of a general theory of
varieties, deﬁned on a Banach space. In particular, we will give the deﬁnition
of H-variety, where H is a Banach space. Then we will introduce the concepts
of tangent space and tangent bundle, which are essential to understand the most
important class of objects we need: the distributions. Then, by relying on the
concept of Lie bracket, we will studying the notion of involutive distribution.
In the second section, we will show some preliminary propositions and remarks
necessary to prove the Frobenius theorem. Finally, we will introduce the concept
of Lie algebra, which will be foundamental in order to describe how to provide
ﬁnal dimensional realizations for a forward rate model.
B.1 A brief introduction on inﬁnite dimensional
diﬀerential geometry
In this section, we recall some basic notions of diﬀerential geometry. Our presen-
tation is based on [16].
Let us consider a Banach space (H, || · ||), where || · || denotes the norm deﬁned
on the R-vector space H. In this dissertation, we admit the case in which H is
inﬁnite-dimensional.
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B.1.1 H-manifolds
To introduce the concept of manifold deﬁned on a Banach space H, it is necessary
to give the deﬁnition of compatible Atlas of a topological space X :
Deﬁnition B.1.1. An atlas on a connected topological space X is a collection of
pairs {(Ui, ϕi)}i∈I (I is an arbitrary set of indexes), which satisﬁes:
• Each Ui is a subset of X , ∀i and {Ui}i∈I cover X ;
• Each ϕi is a bijection between Ui and an open subset of a Banach space H.
Moreover, we suppose that for any i, j : ϕi(Ui ∩ Uj) is open in H.
• the map ϕiϕ−1j : ϕj(Ui ∩ Uj) −→ ϕi(Ui ∩ Uj) is a diﬀerentiable function for
each pair i, j.
The element (Ui, ϕi) is denoted as chart.
Moreover, we say that two atlases A1,A2 are compatible if, given (Ui, ϕi) ∈ A1,
for every chart (U,ϕ) ∈ A2 the diﬀerentiable condition is satisﬁed by ϕiϕ−1.
In particular the connection of X implies that the second property of atlas
holds with the same Banach space H (modulo isomorphism).
We can see that the compatibility condition is an equivalence relation, so that
we can consider the set of all the equivalence classes of atlases. Given one of these
classes we can formulate the following deﬁnition:
Deﬁnition B.1.2. A structure of H-manifold (simply denoted with manifold), on
a connected topological space X , is a class of equivalent atlases.
For example, every open subset of a Banach space H is a manifold.
Remark B.1.3. From now, when we talk about the diﬀerential of a function
f : H1 −→ H2 deﬁned between two Banach spaces, we intend diﬀerential in the
sense of Fréchet derivative:
The Fréchet derivative of a function f is a bounded linear operator L : H1 −→ H2
such that:
lim
||h||H1→0
||f(x+ h)− f(x)− Lh||H2
||h||H1
= 0,
where || · ||Hi denotes the norm of Hi for i = 1, 2.
Then we can say that a function f : Z → X between two H-manifolds Z, X f , is
diﬀerentiable if ∀ z ∈ Z, when we consider two charts (V, ψ) of z and (W,ϕ) of
f(z) such that f(V ) ⊂ W , the so called local representation of f :
f˜ := ϕ ◦ f ◦ ψ−1 : ψ(V )→ ϕ(W ) is a diﬀerentiable function of Banach spaces.
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One of the crucial points now is how to determine those conditions which
guarantee the structure of manifold on a subset of an H-manifold. In order to
solve this, we provide the following deﬁnition:
Deﬁnition B.1.4. Let X be a H-manifold. A subset Y ⊂ X is a submanifold of
X if ∀ y ∈ Y exists a chart (Vy, ψy) at y satisfying the following properties:
• Vy = V1 × V2 with V1, V2 ≤ H and ψy(Y ∩ Vy) = V1 × v2, where v2 ∈ V2;
• ψy induces a bijection: ψy,1 : Y ∩ Vy → V1.
The collection of pairs (Y ∩ Vy, ψ1,y)y∈Y constitutes an atlas for Y.
Now, we introduce the concept of immersion on an H-manifold X .
Deﬁnition B.1.5. Let f : Z → X be a diﬀerentiable function between two H-
manifolds Z, X . We say that f is an immersion at z if U ⊂ Z open and containing
z exists, such that f|U is an isomorphism between U and a submanifold of X . If f
is an immersion at each point, it is called global immersion (or simply immersion).
B.1.2 Distributions
The deﬁnition of immersion is strictly related to the concept of tangent space. In
order to give the deﬁnition of tangent space at a point x of an H-manifold X , it
is necessary to introduce the deﬁnition of tangent vector.
Deﬁnition B.1.6. Let X be an H-manifold and let x be a point of X . We consider
triples v¯ := (U,ϕ, v) where (U,ϕ) is a chart at x and v is an element of the vector
space (H) in which ϕ(U) lies.
We say that two triples (U,ϕ, v) and (V, ψ, w) are equivalent if (ψϕ−1)′ϕ(x)(v) =
w. Clearly, the previous equivalence describes an equivalence relation. We call
tangent vector an equivalence class of triples, as deﬁned above.
Deﬁnition B.1.7. The tangent space at a point x of X is the set of all tangents
vectors of X at x, denoted by Tx(X ).
Through the concept of tangent space we can generalize the diﬀerential of a
function, deﬁned between two manifolds:
Deﬁnition B.1.8. If f : X → Y is a diﬀerentiable function between two H-
manifolds, we deﬁne the diﬀerential of a function: df(x) : Tx(X ) → Tf(x)(Y) as
the unique linear function satisfying:
∀ (U,ϕ) chart at x ∈ X and ∀ (V, ψ) chart at y ∈ Y such that ϕ(U) ⊂ V , given a
tangent vector v¯ := (U,ϕ, v) it holds:
[df(x)](v¯) = w¯ := [(V, ψ, w)] where [(ψfϕ−1)′(ϕ(x))](v) = w.
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Remark B.1.9. It can be proved that Tx(X ) is a vector space. Moreover, and
choosing a chart at x, (U,ϕ), we can provide an isomorphism between Tx(X ) and
H. Indeed, chosen a point x ∈ U ⊂ X , the diﬀerential of ϕ, computed on x is an
isomorphism with its image:
dϕx : Tx(U)→ Tϕ(x)(ϕU) = H (B.1)
We are now able to provide a proposition, which characterizes the deﬁnition of
immersion, in terms of tangent spaces:
Proposition B.1.10. Let X ,Y be manifolds and let f be a diﬀerentiable function
between those manifolds. Then, the function f is an immersion at x if and only
if the map df(x) is injective and splits Tf(x)Y ≡ F1 × {0} (this means that TxX is
isomorphic to F1 ≤ Tf(x)Y).
Proof. see [16][Chapter II].
Example B.1.11. Recalling that open subsets of Banach spaces are manifolds, we
can consider a diﬀerential function f : D → H, where D is an open subset of Rn
and H is a Banach space. If f is injective and df(x) is injective too, then im[f ]
is a submanifold of H.
We can generalize the concept of tangent space, introducing a new object: the
Tangent Bundle.
Deﬁnition B.1.12. Denoted with TX , the tangent bundle is determined by the
disjointed union of tangent spaces Tx(X ):
TX = {(x, v¯) : x ∈ X , v¯ ∈ TxX}.
In order to visualize it, we can observe that TX is the set of TxX and each of
them is isomorphic to H. Then, using a chart (U,ϕ), we build an isomorphism
(this operation is called trivialization) between: TX|U = U ×H.
As usual, if X = V ⊂ H, we can build a global trivialization of V : TX = V ×H.
Generally, a map pi is paired to TX . This map is the projection of TX on the
ﬁrst coordinate: pi : TX
(x,v¯)
→
→
X
x
and each set pi−1(x) is called the ﬁber of x.
Now, we can give the central deﬁnition of this subsection:
Deﬁnition B.1.13. A distribution S is a subset of TX , which satisﬁes the fol-
lowing property: each ﬁber of S is a vector subspace of dimension n of H. In
particular we can associate to S a map F : X
x
→
→
TX
Sx
, where
Sx ≤ TxX ≡ H and dim(Sx) = n.
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A distribution represents a ﬁnite dimensional vector subspace associated with
each point. If we want to provide a basis for each subspace, we need the following
deﬁnition:
Deﬁnition B.1.14. Given an H-manifold X , we deﬁne a vector ﬁeld ξ as a
function: ξ : X → TX , where ξ(x) = v¯ ∈ TxX , for each x ∈ X . We assume that
a vector ﬁeld satisﬁes the following property: pi(ξ(x)) = x, ∀x ∈ X if and only if
pi ◦ ξ = idX .
If X = U is an open subset of H, then: ξ : U → TU = U ×H. In particular,
thanks to the fact that TxU ∼= H ∀ x ∈ U , we can describe a vector ﬁeld as
ξ : U → H.
Deﬁnition B.1.15. We say that a vector ﬁeld ξ lies on a distribution S, if ξ(x) ∈
Sx ∀x ∈ X.
Recalling that Sx is a n-dimensional subspace of TxX ∀x∈X , we can ﬁnd n
vectors which form a base of Sx, ∀x ∈ X . In particular, we aim to ﬁnd a set of
vector ﬁelds ξ1, ξ2, . . . , ξn, which generate S in this sense:
Span{ξ1(x), . . . , ξn(x)} = Sx, ∀x ∈ X ,
where Span denotes the vector space generated by vectors in argument.
Deﬁnition B.1.16. Moreover, we say that a distribution S is smooth, if x ∈ X
∃ U ⊂ X open neighborhood of x such that ∃ ξ1, . . . , ξn smooth vector ﬁelds deﬁned
on U and Sx = Span{ξ1(x), . . . , ξn(x)} ∀x ∈ U .
Remark B.1.17. In the previous deﬁnition we introduced smooth vector ﬁelds.
With the term smooth, we intend that ξ is supposed to be a smooth function between
Banach spaces (locally). We use this interpretation of the term smooth in all the
dissertation.
B.1.3 Lie Bracket
The last concept we need in order to develop a self-contained geometric theory is
the Lie bracket.
We consider an H-manifold X and U ⊂ X , open. We consider a smooth
function ϕ : U → R. Observing that ϕ is a function between manifolds, we get
that dϕ(x) : Tx(U)→ Tϕ(x)(R) = R is a continuous linear map.
Given a smooth vector ﬁeld ξ : X → TX , we can deﬁne the function:
(ξϕ) : U → R, deﬁned as: (ξϕ)(x) = dϕ(x)
(
ξ(x)
)
. We can provide this deﬁnition
because we have seen that, at least locally, ξ can be treated as a function between
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the open subset U and H. In particular, if ξ is already deﬁned on U ⊂ H open,
then: (ξϕ)(x) = ϕ′(x)(ξ(x)).
Through this new function, we can develop a sort of composition of vector
ﬁelds, the so called Lie Bracket, deﬁned as follows:
Deﬁnition B.1.18. Let ξ, η be two vector ﬁelds on X . Then there exists a unique
vector ﬁeld [ξ, η] on X , such that ∀ ϕ ∈ C∞(U,R) with U ⊂ X open, we get:
[ξ, η]ϕ = η(ξϕ)− ξ(ηϕ), (B.2)
Remark B.1.19. In particular, if ξ, η are deﬁned on U ⊂ H open, then:(
[ξ, η]ϕ
)
(x) = ϕ′(x)(ξ′(x)η(x)− η′(x)ξ(x)).
Then, locally:
[ξ, η](x) = ξ′(x)η(x)− η′(x)ξ(x). (B.3)
Now, we use the concept of Lie algebra in order to deﬁne a particular class of
distributions, called involutive distributions. First of all, we introduce the concept
of f-relation:
Deﬁnition B.1.20. We consider a diﬀeomorphism f between two manifolds X ,Y,
deﬁned on the same Banach space H, i.e. f : X→˜Y. We consider a vector ﬁeld
ξ, deﬁned on X . Through f we can induce in a unique way a vector ﬁeld on Y, η,
deﬁned as follows:
η(f(x)) = (f∗ξ)(f(x)) = dfx(ξ(x)),
η and ξ are in this case called f-related.
Remark B.1.21. There is an interesting connection between the concept of f-
relation and the Lie bracket. In particular, we can observe that, if f : X → Y is
a function between two H-manifolds and ξ1 and ξ2 are two vector ﬁelds on X , the
following equivalence holds:
f∗[ξ1, ξ2] = [f∗ξ2, f∗ξ2]. (B.4)
We prove this remark locally, supposing then that X = U,Y = V are open subset
of H. Then:
(f∗[ξ1, ξ2])(x) = f ′(x)(ξ′1(x)ξ2(x)− ξ′2(x)ξ1(x)).
Recalling that: ηi(f(x)) = f∗ξi(f(x)) = f ′(x)ξi(x), we get:
[η1, η2](f(x)) = η
′
1(f(x))η2(f(x))− η′2(f(x))η1(f(x)) =
= η′1(f(x))f
′(x)ξ2(x)− η′2(f(x))f ′(x)ξ1(x) =
= (η1 ◦ f)′(x)(ξ2(x))− (η2 ◦ f)′(x)(ξ1(x)) =
= f ′′(x)ξ1(x)ξ2(x) + f ′(x)ξ′1(x)ξ2(x)− f ′′(x)ξ2(x)ξ1(x) + f ′(x)ξ′2(x)ξ1(x) =
= f ′(x)[ξ′1(x)ξ2(x)− ξ′2(x)ξ1(x)],
where the last equality follows due to the fact that f ′′(x) is symmetric.
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Deﬁnition B.1.22. We say that a distribution S is involutive if, given a two
vector ﬁelds ξ, η which lie on S, also [ξ, η] lies on S.
If we consider a distribution S, it is possible to determine a mapping F which
describes S. If we consider a diﬀeomorphism f : X → Y , we can also compute f∗F .
This mapping is clearly associated in a unique way with a distribution, denoted
with f∗F . By Remark B.1.21, we can conclude that S is involutive if and only if
f∗F is involutive, for each diﬀeomorphism f .
In the following sections, we will denote with distribution, both S and its
associated mapping F .
B.2 Frobenius Theorem
In the previous section we have developed a consistent geometric theory on H-
manifolds, where H is a Banach space. In particular, we have described the con-
cepts of involutive and smooth distribution. In this section we aim to prove a
useful characterization of involutive distributions, which allows us to introduce
the so called tangential submanifolds. The main result is the Frobenius Theorem.
This section is based on [4] and [16].
We need the following preliminary deﬁnitions:
Deﬁnition B.2.1. Given a smooth vector ﬁeld ξ, deﬁned on a H-manifold X , we
deﬁne the integral curve of ξ at x0 as a function σx0 : J → X , where J ⊂ R is an
open interval containing 0, and the following equivalence holds:
σ′x0(t) = ξ(σx0(t)), ∀t ∈ J, such that σ(0) = x0. (B.5)
In particular, σx0(t) has the following form:
σx0(t) = x0 +
∫ t
0
ξ(σx0(s))ds. (B.6)
In several contexts, we will denote the integral curve of a smooth vector ﬁeld ξ with
σx(t) = e
ξtx.
The deﬁnition of integral curve allows us to introduce the concept of local ﬂow :
Deﬁnition B.2.2. The local ﬂow of a vector ﬁeld ξ, restricted on an open subset
U ⊂ X, is a function Θ : J × U → X , deﬁned as:
Θ(t, x0) = σx0(t), (B.7)
where σx is the integral curve of ξ at x.
128 Diﬀerential Geometry On An Inﬁnite Dimensional Vector Space
Now, we prove that, given a smooth vector ﬁeld ξ, deﬁned as before, a continu-
ous local ﬂow for ξ exists. We prove this result for vector ﬁelds already deﬁned on
open subset of the Banach space, since this property is local. It can be proved that
if a function ξ : H → H is smooth, then an open subset U ⊂ H, such that ξ|U is
bounded and Lipschitz, can be found ([16] chapter I§4, corollary 4.2). Therefore,
we can show the following result:
Proposition B.2.3. Let I be an interval of R containing 0 and let U ⊂ H be
open. Let us consider x0 ∈ U and a ∈ (0, 1) such that: B¯3a(x0) ⊂ U , where
B¯3a(x0) := {x ∈ H : ||x− x0|| ≤ 3a}.
Let us suppose to have a smooth vector ﬁeld ξ : U → H, which is bounded by a
constant L ≥ 1 on U and satisﬁes a Lipschitz condition on U with constant K ≥ 1.
If we consider b < a
LK
, then
∀x ∈ B¯a(x0) ∃ Θ : Jb ×Ba(x0)→ U,
where Jb := [−b, b] ⊂ R.
Proof. ∀x ∈ B¯a(x0), let us consider the set of functions:
M := {α : Jb → B¯2a(x0) : α is continuous and α(0) = x}.
ClearlyM 6= ∅.
M is a complete metric space, if we deﬁne the usual uniform metric:
δ(α, β) := supt∈Jb|α(t)− β(t)|, ∀α, β ∈M,
We deﬁne a mapping S :M→M as follows:
(Sα)(t) := x+
∫ t
0
ξ(α(s))ds. (B.8)
Sα is continuous and Sα(0) = x, moreover:
||(Sα)(t)− x0|| =||x− x0 +
∫ t
0
ξ(α(s))ds||
≤||x− x0||+
∫ t
0
||ξ(α(s))||ds
≤a+ Lt ≤ a+ Lb < a+ a
K
≤ 2a,
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so that, Sα ∈M. Moreover, we can observe that ∀ α, β ∈M:
δ(Sα, Sβ) = sup
t∈Jb
|Sα(t)− Sβ(t)|
= sup
t∈Jb
∣∣∣∫ t
0
[ξ(α(s))− ξ(β(s))]
∣∣∣ds
≤ sup
t∈Jb
∫ t
0
|ξ(α(s))− ξ(β(s))|ds
≤ sup
t∈Jb
∫ t
0
K|α(s)− β(s)|ds
≤ sup
t∈Jb
∫ t
0
K sups∈[0,t]|α(s)− β(s)|︸ ︷︷ ︸
δ(α,β)
ds
≤bKδ(α, β).
Then, choosing b in an appropriate way, we get that S is a shrinking mapping.
By contractions lemma there exists α ∈ M such that Sα = α. This fact implies
that:
αx0(t) = x0 +
∫ t
0
ξ(α(s))ds.
In particular, the mapping α : Jb → B¯a(x0) is continuous in the t-variable.
We can also note that the mapping x0 → αx0(t) = x0 +
(∫ t
0
ξ(α(s))ds
)
is
continuous, ∀ t ∈ [−b, b]. Actually, we will show that is Lipschitz. Let us consider
the mapping Sx :M→M, deﬁned before, where the subscript x emphasizes that
the initial condition depends on on x.
Let x, y be point on B¯a(x0):
||αx − Syαx|| = ||Sxαx − Syαx|| ≤ bK||x− y||.
Now, denoting C = bK with 0 < C < 1 (choosing b in a suitable way), we use the
following notation: Sny = Sy
n times︷ ︸︸ ︷◦ · · · ◦ Sy. Therefore:
||αx − Snyαx|| ≤ ||αx − Syαx||+ ||Syαx − S2yαx||+ · · ·+ ||Sn−1y αx − Snyαx|| =
≤ (1 + C + C2 + · · ·+ Cn−1)|x− y|.
Since limn→+∞ Snyαx = αy, by the continuity of the norm, we obtain:
||αx − αy|| = lim
n→+∞
||αx − Snyαx|| ≤ lim
n→+∞
( n−1∑
i=0
Ci
)
|x− y| ≤ KC |x− y|.
The integral curve is a Lipschitz function of the initial condition and therefore it
is continuous.
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We do not provide the proof of the uniqueness of local ﬂow and we recall
[16][Chapter IV , §1, Theorem 1.3.].
We are now ready to prove the Frobenius theorem:
Theorem B.2.4 (Frobenius). Let S be a smooth distribution and let F be the
associated function, deﬁned on a open set V of a Banach space H. Let x be an
arbitrary point in V . Then, there exists a diﬀeomorphism Φ : U → H deﬁned on
some neighborhood U ⊂ V of x, such that Φ∗F is constant on Φ(U) if and only if
F is involutive.
Proof. Part 1
(⇒) We suppose that a function satisfying the property described in the state-
ment exists. We note that, if
F (x) = Span{ξ1(x), . . . ξn(x)}, x ∈ U, then (B.9)
ϕ∗F (ϕ(x)) = Span{ϕ∗ξ1(ϕ(x)), . . . , ϕ∗ξn(ϕ(x))}, ∀ x ∈ U. (B.10)
In particular F is involutive if and only if ϕ∗F is involutive.
By assumption, it also holds that: ϕ∗F (ϕ(x)) = ϕ′(x)F (x) = ω for each x ∈ X,
where ω is a vector. This implies that:
ϕ∗[ξ, η](f(x)) = [ϕ∗ξ, ϕ∗η](f(x)) = [ω, ω](f(x)) = 0 ∀ x ∈ U.
This fact implies that ϕ∗F is involutive. In conclusion, we get that F is involutive
Part 2
(⇐) To prove this implication we adopt an inductive procedure, on the dimension
n of the distribution F .
If n = 1
Suppose that the distribution is generated by one vector ﬁeld, denoted by ξ.
Clearly, this distribution is involutive and, without loss of generality, we can as-
sume that 0 ∈ V . Let us deﬁne the vector v = ξ(0), and write H as the direct sum
H = 〈v〉 ⊕ Y , where 〈v〉 ≡ Span{v}. Note that, since 〈v〉 is ﬁnite dimensional,
then the space Y always exists. Let us now consider the function: Ψ : U → U :
Ψ(tv + x0) = Θ(t, x0) = x0 +
∫ t
0
ξ(Ψ(sv + x0))ds, (B.11)
with t ∈ J , where J is a open interval of R, and x0 ∈ Y .
By Proposition B.2.3, given a smooth vector ﬁeld, a continuous local ﬂow Θ(t, x0)
exists. From the existence of Θ(t, x0) the existence and of the (continuous) map-
ping Ψ(tv + x0) follows by deﬁnition.
By the smoothness of ξ, we can also show the smoothness of Ψ. We do not
provide this proof (see [16], chapter IV I, theorem 1.14).
B.2 Frobenius Theorem 131
Note that:
ξ(Ψ(tv + x0)) =
∂
∂t
(Ψ(tv + x0)) = Ψ
′(tv + x0)(v); (B.12)
Ψ(y) = y. (B.13)
Moreover, we can exploit the smoothness of ξ and Ψ, in order to show the following
equivalence:
Ψ′(0)(tv + x0) = tξ(0) + y = tv + x0, (B.14)
indeed:
Ψ(tv + x0) = x0 +
∫ t
0
ξ(Ψ(sv + x0))ds =
= x0 +
∫ t
0
ξ(
=0︷︸︸︷
Ψ(0) +Ψ′(0)(sv + x0) + o(sv + x0))ds =
= x0 +
∫ t
0
(
ξ(0) + ξ′(0)(Ψ′(0)(sv + x0) + o(sv + x0))+
+ o(Ψ′(0)(sv + x0) + o(sv + x0))
)
ds =
= x0 + ξ(0)t+ ξ
′(0)Ψ′(0)
(1
2
t2v + x0t
)
+ o(tv + x0) =
= x0 + ξ(0)t+ o(tv + x0).
Then, developing the Taylor expansion of the function Ψ:
Ψ(tv + x0) =
=0︷︸︸︷
Ψ(0) +Ψ′(0)(tv + x0) + o(tv + x0).
Hence, substituting in the previous equation, we obtain:
Ψ′(0)(tv + x0) = x0 + ξ(0)t = vt+ x0 + o(vt+ x0).
This means that, near 0, Ψ′(0) is invertible (it is the identity). By the smoothness
of Ψ, we get that Ψ′(0) is a local diﬀeomorphism. By the theorem of inverse
function, we can provide a local inverse Φ = Ψ−1. Moreover, we can restrict U
until we get: Φ : U → U .
Let x = Ψ(tv+x0) if and only if Φ(x) = tv+x0. Recalling the concept of Φ-relation,
we can write: (
Φ∗ξ(
Φ(x)︷ ︸︸ ︷
tv + x0)
)
= Φ′(x)(ξ(x)),
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On the other hand, we have seen that: Ψ′(tv+x0)v = ξ(Ψ(tv+x0)) = ξ(x), hence:
(Φ∗ξ)(tv + x0) =Φ′(x)(ξ(x)) =
=Φ′(Ψ(tv + x0))Ψ′(tv + x0)v =
=(Φ ◦Ψ)′︸ ︷︷ ︸
id on U
(tv + x0)v = v.
Then, Φ∗ξ is a constant vector ﬁeld.
If n > 1
For the induction step, we consider an n-dimensional distribution, and suppose
that the theorem holds for every m-dimensional distribution, with m < n.
As done before, we can assume the the origin belongs to V . Therefore, we
suppose that ξ1, . . . , ξn are vector ﬁelds generating S on V . We denote vi = fi(0),
i = 1, . . . n, and we decompose H as follows:
H = 〈v1〉 ⊕ · · · ⊕ 〈vn〉 ⊕ Z,
supposing that 〈v1〉 ⊕ · · · ⊕ 〈vn〉 ∩ Z = 〈0〉. Similarly as before, we can say that
such a space Z always exists, since 〈v1〉 ⊕ · · · ⊕ 〈vn〉 is ﬁnite-dimensional.
We now introduce the following subspace:
H1 = 〈v2〉 ⊕ · · · ⊕ 〈vn〉 ⊕ Z.
For the inductive step, we can suppose that (modulo diﬀeomorphism) ξ1 = v1.
Hence, we can apply Gauss elimination, in order to rewrite our generating base in
the following way:
ξi = vi + gi, j = 2, . . . , n,
where gj ∈ C∞(V, Z).
By assumption, F is assumed to be involutive, then there exists a family of scalar
ﬁelds ajk ∈ C∞(V,R) such that: [ξ1, ξj] =
∑n
k=1 ajkξk, for j = 2, . . . , n. Hence:
[ξ1, ξj] = ξ
′
1ξj − ξ′jξ1 = 0− g′jv1
= aj1v1 + aj2(v2 + g2) · · ·+ ajn(vn + gn).
Note that g′jv1 ∈ Z. As a consequence, it follows that: j = 2, . . . , n, k = 1, . . . , n:
ajk = 0 and therefore g
′
jv1 = 0 for j = 2, . . . , n.
Then for j = 2, . . . , n, we have:
∂
∂t1
gj(t1v1 + h) = g
′
j(t1v1 + h)v1 = 0, ∀t1 ∈ R, ∀h ∈ H1.
Thus gj does not depend on t1, then:
gj(t1v1 + h) = gj(h), ∀h ∈ H1, ∀t1 ∈ R.
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If we consider the restriction of ξ1, . . . , ξn toH1, they generate an (n−1)-dimensional
distribution FH1 , indeed: ξj(t1v1 +h) = vj+gj(t1v1 +h) = vj+gj(h) is well deﬁned
on H1.
Clearly FH1 is smooth and involutive.
Therefore, from induction hypothesis there exists U ⊂ H and a diﬀeomorphism
ΦH1 : U ∩H1 → U ∩H1 such that ΦY ∗F is constant near Φ(0).
Finally, we deﬁne the map Φ : U → U , in the following way:
Φ(t1v1 + h) = t1v1 + ΦY (h),
we get a diﬀeomorphism around 0 ∈ H such that Φ∗F is constant near Φ(0).
B.3 Tangential manifolds for involutive distribu-
tions S
In this section, we introduce the concept of tangential manifold for a given distri-
bution F . Such a manifold is deﬁned as follows:
Deﬁnition B.3.1. Let F be a smooth distribution and let x0 be a ﬁxed point in
X , an H-manifold.
A submanifold G ⊂ X , with x0 ∈ G, is called tangential manifold through x0 for
F , if F (x) ≤ TxG, ∀x ∈ U , where U is an open neighborhood of x0 ∈ G.
We use the Frobenius Theorem in order to prove the following result:
Theorem B.3.2. Let F be an n-dimensional distribution and let x0 be a ﬁxed point
on an H-manifold X . Then, there exists an n-dimensional tangential manifold
through x for each x in a neighborhood of x0, if and only if F is involutive.
Proof. Part 1
(⇐) If F is involutive, using the Frobenius theorem, we get n-smooth vector ﬁelds
ξ1, . . . , ξn and a local diﬀeomorphism Φ : U → U , deﬁned on U open neighborhood
of x0 on X , such that Φ∗ξ1, . . . ,Φ∗ξn are constant. Denoting Φ∗ξi = wi, we see
that for each x ∈ U , the hyperplane:
pix = Φ(x) + 〈w1, . . . , wn〉
is a tangential manifold for the distribution Φ∗F , passing through Φ(x). Pulling
back this plane with Φ, we get Φ−1(pix), which is a tangential manifold for F ,
passing through x, denoted with G|U .
Part 2
(⇒) If there exists an n-dimensional tangential manifold G through x, for each
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x ∈ U , where U ⊂ X neighborhood of x0, then: F (x) = TGx, for each x ∈ U (we
can restrict G in order to have the equivalence).
If ξ1, ξ2 are vector ﬁelds spanning F , then ξ1(x), ξ2(x) ∈ TGx, for each x ∈ U , then
ξ1, ξ2 are vector ﬁelds on the manifold U∩G. But we have seen that also [ξ1, ξ2] is a
vector ﬁeld on U ∩G and this means that: [ξ1, ξ2](x) ∈ TGx = F (x). In conclusion,
we obtain that F is involutive.
Recalling that, given a smooth vector ﬁeld ξ on an H-manifold X , we denote
the integral curve passing through a point x with σx(t) = e
ξtx, with the following
result we can describe how to build the tangential manifold.
Proposition B.3.3. Consider an n-dimensional involutive distribution spanned
by ξ1, . . . , ξn and a point x0 ∈ X. We have seen that a tangential manifold through
x0 exists and let us denote with G.
Deﬁning a mapping G : Rn → X by:
G(z1, . . . , zn) = eξnz
n · · · eξ1z1x0,
then G is a local parametrization of G in the sense that: there exists U ⊂ Rn open,
containing 0 and V ⊂ G open, containing x0 such that V = G(U).
Furthermore, the inverse of G|V is a local coordinate system for G at x0.
Proof. From the deﬁnition of tangential manifold we have that G(z) ∈ G, for
z ∈ U ⊂ Rn, open subset containing 0 (we can suppose without loss of generality,
that 0 ∈ U).
Moreover, if we denote the local ﬂow of the vector ﬁeld ξi with Θ
ξi we have
that:
G(z1, . . . , zn) = Θξn(zn,Θξn−1(zn−1, . . . (z2,Θξ1(z1, x0)) . . . )),
and the diﬀerential of G at the arbitrary point (z1, . . . , zn) is given by:
dG(z1,...,zn) =
( ∂
∂z1
G, . . . ,
∂
∂z1
G
)∣∣∣
(z1,...,zn)
,
In particular, for each h ∈ Rn it holds that: dG(z1,...,zn)(h) =
∑n
j=1
∂
∂zj
G(z1,...,zn)h
j.
Recalling Example B.1.11, we aim to prove that dG is injective around 0. In
theorem B.3.2, we have seen that G|V = Φ−1(pix), where V is an open neighborhood
of x0 and Φ : V → Φ(V ) ⊂ pix. For what we have told at the beginning of the
proof, G(z) ∈ G, for each z ∈ U , then we get Φ(G(z)) ∈ pix, where pix is the plane
introduced in Theorem B.3.2.
Then, by the Remark B.1.21: Φ∗[ξi, ξj] = [Φ∗ξi,Φ∗ξj] = 0, because the transformed
vector ﬁelds are constants.
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Therefore, if we consider the submanifold Φ(G(U)), it is generated by Φ∗ξi :=
ηi ∀ i = 1, . . . , n. In particular:
Φ(G(z)) = eηnz
n · · · eη1z1x0.
It can be proved that if [ηj, ηi] = 0, then the local ﬂows of ηi, ηj commute (see
[16], chapter V §I, theorem 1.5). This fact allows us to permute the integral curves
which deﬁne Φ(G(U)), in order to compute:
∂
∂zi
Φ(G(z))
∣∣∣
z=0
=
∂
∂zi
eηnz
n · · · eη1z1Φ(x0)
∣∣∣
z=0
= ηi(Φ(x0))
=(Φ∗ξi)(Φ(x0)) = Φ′(x0)(ξi(x0)),
On the other hand, by deﬁnition: ∂
∂zi
Φ(G(z))|z=0 = Φ′(G(0)) ∂∂ziG′(z)|z=0.
In conclusion, due to the previous equivalences and remembering that G(0) = x0
and that Φ′(x0) is invertible:
∂
∂zi
(G(z))
∣∣∣
z=0
= ξi(x0).
Since dG(z=0)(h) =
∑n
j=1
∂
∂zj
G(z1,...,zn)|(z=0)hj =
∑n
j=1 ξ(x0)h
j and ξ1, . . . , ξn form
a base, then they are independent, we obtain that dGz=0 is injective.
By the theorem of inverse function, we can ﬁnd an open neighborhood of 0 ∈ Rn, U
and an open neighborhood of x0 = G(0), open subset V , in which G is invertible.
This fact means that we can provide a local coordinate in Rn for the tangential
submanifold G|U , indeed:
G−1
∣∣
V
: G∣∣
V
∼−→ U ⊂ Rn.
We end this chapter with a concept which will be crucial in the search of
ﬁnite dimensional realizations for a forward rate model described through HJM -
approach.
Deﬁnition B.3.4. Let F be a smooth distribution on U ⊂ H open. The Lie alge-
bra generated by F , denoted by {F}LA, is deﬁned as the minimal (under inclusion)
involutive distribution containing F .
We prove now a result, which can be useful when we have to determine the Lie
Algebra generated by a set of smooth vector ﬁelds. It is based on Lemma 4.1 of
[5].
Lemma B.3.5. Let us consider n smooth vector ﬁelds ξ1, . . . , ξn deﬁned on an
X -manifold. Then the following operations does not modify the Lie algebra L =
{ξ1, . . . , ξn}LA:
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1. The vector ﬁeld ξi can be replaced by αξi where α is a smooth non-zero scalar
ﬁeld deﬁned on X ;
2. The vector ﬁeld ξi can be replaced by:
ξi +
∑
j 6=i
αjξj,
where αj si a smooth scalar vector ﬁeld, for each j.
Proof. If we substitute any vector v with λv with λ ∈ R r {0}, the vector space
generated by v does not change. This fact proves point 1..
Point 2. follows directly from the bilinearity of Lie Bracket, point 1. and the
fact that [ξ, ξ] = 0.
Given a forward rate model, which is described by a distribution F , we exploit
the result of the Frobenius theorem in order to provide a set of vector ﬁelds which
span {F}LA. Doing that, we obtain, by Proposition B.3.3, a local set of coordinates
for a tangential submanifold, associated with the minimal extension of F , which
is involutive. To do that we base on [5],[21].
Conclusions
The aim of this thesis was to generalize the geometric approach developed by Björk
in order to face the problems of consistency and existence of ﬁnite-dimensional real-
izations in a post-crisis interest-rate market. As regards the problem of consistency,
we understood that it was no longer possible to consider an identical approach to
the one developed in [5] for the pre-crisis context. Indeed, although the theoretical
conditions can be easily generalized from the pre-crisis environment, the presence
of the spreads between interest rates associated with diﬀerent tenors had led to
a more complex structure to manage in concrete examples. Therefore, we ﬁrst
tried to understand if it was possible to circumvent the presence of spreads by
adding them to the ﬁnite-dimensional process Zt determined by the consistency
conditions. As we described in Remark 2.2.9, this result can not be achieved with-
out requesting additional hypotheses. Hence, we concluded that it was necessary
to provide conditions on a parameterized family G for the components associated
with the spreads too, in order to guarantee the consistency between a given model
M and G. As a consequence of this fact, we studied concrete examples of forward
rate models M, as the Ho-Lee model and, especially, the Hull-White model, in
comparison to widely used parameterized families, the Svensson family and the
Nelson-Siegel family. In particular, we considered the generalizations introduced
in [2] of the above mentioned families, in order to guarantee the consistency with
each forward rate components of the analysed models. The main problem was
related to the presence of the spreads. In the analysed examples, we exploited
the independence between the coordinates of the volatility term σˆ from the entire
structure of the solution of system (1.33) in order to construct a procedure which
allows to satisfy the consistency conditions with a very simple functions for the
components associated with the spreads, by adding a suitable number of real pa-
rameters. Vice versa, in some cases we were able to determine the relations on the
coordinates of the vector σˆ, which guaranteed the consistency between the model
M determined by σˆ and a suitable parameterized family G, introduced without
adding other parameters. We proved these results in the case of models driven by
a 1-dimensional Brownian motion and, for the Hull-White model and the forward
parameterized family determined by the function (2.74), we provided those results
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in the general case of a d-dimensional Brownian motion.
For the problem of the existence of ﬁnite-dimensional realizations (FDR), we
exploited the analogy between the interest rate market in the post-crisis framework
modeled by (1.33) and a system of SDEs which described the multi-currency inter-
est rate market, for which the problem of FDR was analysed in [21] by Slinko. In
this article, the problem of the existence of FDR was faced for a modelM given
by 2 diﬀerent currencies. We generalized those results to the case of a general
tenor structure composed by m tenors and for models driven by a d-dimensional
Brownian motion. In particular, we proved that in the case of a constant volatility
term σˆ the existence of FDR is equivalent to request that the coordinates of σˆ are
given by quasi-exponential (QE) functions. Moreover, for a modelM given by a
constant direction volatility term σˆ as (3.31), we proved that if σˆ is determined by
QE functions, then ﬁnite-dimensional realizations exist. Finally, we constructed a
simpliﬁed constant direction volatility model, for which, under suitable technical
conditions on the volatility term σˆ, requesting that λji is QE for each j = 0, . . . ,m
and i = 1, . . . , d is equivalent to the existence of FDR.
In conclusion, we analyzed an open problem concerning interest rate market
models, adopting a geometric approach described by some strong results of func-
tional analysis and diﬀerential geometry, in a stochastic framework.
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