Quantification of RNA levels using real-time RT-PCR has considerable potential for a variety of biomedical applications (Walker, 2002) . In principle this method allows for online monitoring of the increase of amplicons generated by PCR and offers a possibility to determine the relative starting concentrations of different RNAs. Typically, the expression level of a target gene is normalized to the expression level of a reference or, for absolute quantification, to a standard of known copy number (Pfaffl et al., 2002; Vu et al., 2000) . This process of normalization usually takes the different efficiencies of PCR amplification for the target (E target ) and the reference (E reference ) into consideration and transforms the logarithmic scaled raw data unit Cycle Threshold (CT) into the linear unit of normalized expressions.
Since marginal differences in the procedural course of a PCR lead to noticeable changes in results, repetitions of the same probes are used to determine the variability of real-time PCR procedures. One of the major hurdles of the new technology is the evaluation and the mathematical and statistical analysis of data, especially since this issue is still a matter of debate (Bustin, 2002) .
Currently two different data processing procedures are used, which transform means of raw data CT values and the related standard errors (SEs) into means of normalized expression levels and their respective SEs. Both of these procedures are provided by the software package Q-Gene and regarded as equivalent alternatives (Muller et al., 2002) . In the current analysis major differences between both procedures will be addressed. The first procedure calculates in a series with n repetitions 'Normalized Expressions (NEs)' according to Equation (1) by n pairwise comparisons of a CT reference with a CT target of the same series. Afterwards a mean and an SE for a repetition series are calculated using the NEs of this series.
The second procedure calculates means and SE for the references (CTreference, mean and SE CTreference,mean ) as well as for the targets (CTtarget,mean and SE CTtarget,mean ) and determines a Mean Normalized Expression (MNE) according to Equation (2) subsequently.
By applying the differential equation of Gauss for error propagation the SE for this MNE (SE MNE ) is calculated according to Equation 3. Table 1 shows a fictitious example of a triplicate of a reference compared to a triplicate of a target gene, in which the data were processed by Q-Gene calculating NEs and SE NE , or MNEs and SE MNE . It is first of all assumed that raw data were obtained by performing a simplex realtime RT-PCR, where the CTs of three repetitions for the reference and three for the target were determined in six independent wells. For Case 1 and 2 E target and E reference were 2.0 and 1.9 and for Case 3 they were 1.9 both. (1), (2) and (3).
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Case 1 illustrates, that due to the transformation of the raw data the relative SE (SE%) increases from a level below 1% for reference and target to 15.24% for SE NE and 11.35% for SE MNE . Additionally the mean of NEs (2.61E−02) and MNEs (2.55E−02) differ by 2.3%. In Case 2 only the order of two reference values was switched. It becomes evident that a simple rearrangement of the raw data decreases the SE NE , while the SE MNE does not change. Moreover, if both efficiencies are set to 1.9 as in the third case, the SE NE reaches zero. Again the SE MNE changes only slightly, due to the manipulation of E control .
The presented analysis shows that the value of SE NE scatters rather according to the selection of target and reference values, which are compared to each other, than reflecting the scattering of raw data. Therefore it has to be concluded, that the calculation of NE and SE NE is an inappropriate way of processing simplex quantitative realtime RT-PCR data. The calculation of MNE and SE MNE , is therefore proposed for simplex PCR data processing.
In multiplex PCR, however, the analysis calculating NE and SE NE is useful, since CTs of target and internal standard are measured in the same well directly. Therefore, the links of data in pair-wise comparison of internal standard and target are well defined by the starting conditions of the experiment. It remains to be studied whether this difference contributes to a higher sensitivity of the multiplex approach. It is hoped that these findings will further alleviate data processing for quantitative real-time PCR users and will be considered for determining the upper limits of sensitivity of different procedures.
