Neural networks enjoy widespread success in both research and industry and, with the imminent advent of quantum technology, it is now a crucial challenge to design quantum neural networks for fully quantum learning tasks. Here we propose the use of quantum neurons as a building block for quantum feed-forward neural networks capable of universal quantum computation. We describe the efficient training of these networks using the fidelity as a cost function and provide both classical and efficient quantum implementations. Our method allows for fast optimisation with reduced memory requirements: the number of qudits required scales with only the width, allowing the optimisation of deep networks. We benchmark our proposal for the quantum task of learning an unknown unitary and find remarkable generalisation behaviour and a striking robustness to noisy training data.
Neural networks enjoy widespread success in both research and industry and, with the imminent advent of quantum technology, it is now a crucial challenge to design quantum neural networks for fully quantum learning tasks. Here we propose the use of quantum neurons as a building block for quantum feed-forward neural networks capable of universal quantum computation. We describe the efficient training of these networks using the fidelity as a cost function and provide both classical and efficient quantum implementations. Our method allows for fast optimisation with reduced memory requirements: the number of qudits required scales with only the width, allowing the optimisation of deep networks. We benchmark our proposal for the quantum task of learning an unknown unitary and find remarkable generalisation behaviour and a striking robustness to noisy training data.
Machine learning (ML), particularly applied to deep neural networks via the backpropagation algorithm, has enabled a wide spectrum of revolutionary applications ranging from the social to the scientific [1, 2] . Triumphs include the now everyday deployment of handwriting and speech recognition through to applications at the frontier of scientific research [2] [3] [4] . Despite rapid theoretical and practical progress, ML training algorithms are computationally expensive and, now that Moore's law is faltering, we must contemplate a future with a slower rate of advance [5] . However, new exciting possibilities are opening up due to the imminent advent of quantum computing devices that directly exploit the laws of quantum mechanics to evade the technological and thermodynamical limits of classical computation [5] .
The exploitation of quantum computing devices to carry out quantum maching learning (QML) is in its initial exploratory stages [6] . One can exploit classical ML to improve quantum tasks ("QC" ML, see [7] for a discussion of this terminology) such as the simulation of manybody systems [8] , adaptive quantum computation [9] or quantum metrology [10] , or one can exploit quantum algorithms to speed up classical ML ("CQ" ML) [11] [12] [13] [14] , or, finally, one can exploit quantum computing devices to carry out learning tasks with quantum data ("QQ" ML) [15] [16] [17] . Particularly relevant to the present work is the * kerstin.beer@itp.uni-hannover.de † dimbond@live.com ‡ farreltc@tcd.ie § rals.salzmann@web.de ¶ ramona.wolf@itp.uni-hannover.de A QNN has an input, output, and L hidden layers. We apply the perceptron unitaries layerwise from top to bottom (indicated with colours for the first layer): first the violet unitary is applied, followed by the orange one, and finally the yellow one. recent paper of Verdon, Pye, and Broughton [18] where quantum learning of parametrised unitary operations is carried out coherently. There are still many challenging open problems left for QML, particularly, the task of developing quantum algorithms for learning tasks involving quantum data. A series of hurdles face the designer of a QML algorithm for quantum data. These include, finding the correct quantum generalisation of the perceptron, (deep) neural network architecture, optimisation algorithm, and loss function. In this paper we meet these challenges and propose a natural quantum perceptron which, when integrated into a quantum neural network (QNN), is capable of carrying out universal quantum computation. Our QNN architecture allows for a quantum analogue of the classical backpropagation algorithm by exploiting completely positive layer transition maps. We apply our QNN to the task of learning an unknown unitary, both with and without errors. Our classical simulation results are very promising and suggest the imminent feasibility of our procedure for noisy intermediate scale (NISQ) quantum devices.
There are now several available quantum generalisations of the perceptron, the fundamental building block of a neural network [1, 2, [19] [20] [21] [22] [23] [24] [25] . In the context of CQ learning (in contrast to QQ learning, which we consider here) proposals include [26] [27] [28] [29] , who exploit a qubit circuit setup, though the gate choices and geometry are somewhat more specific than ours. Another interesting approach is to use continuous-variable quantum systems (e.g., light) to define quantum perceptrons [30] [31] [32] .
With the aim of building a fully quantum deep neural network capable of universal quantum computation we have found it necessary to modify the extant proposals somewhat. In this paper we define a quantum perceptron to be a general unitary operator acting on m input qubits and n output qubits. The input qubits are initialised in a possibly unknown mixed state ρ in and the output qubits in a fiducial product state |0 · · · 0 out . Our perceptron is then simply an arbitary unitary applied to the m+n input and output qubits. Such an arbitrary unitary operator depends on (2 m+n ) 2 − 1 parameters, which incorporate the weights and biases of previous proposals in a natural way (see the supplementary material for further details and the extension to qudits.) For simplicity in the sequel we focus on the case where our perceptrons act on m input qubits and one output qubit, i.e., they are (m + 1)-qubit unitaries.
Now we have a quantum neuron we can describe our quantum neural network architecture. Motivated by analogy with the classical case and consequent operational considerations (see the supplementary material for further details) we propose that a QNN is a quantum circuit of quantum perceptrons organised into L hidden layers of qubits, acting on an initial state ρ in of the input qubits, and producing an, in general, mixed state ρ out for the output qubits according to
where
l are the layer unitaries, comprised of a product of quantum perceptrons acting on the qubits in layers l − 1 and l. It is important to note that, because our perceptrons are arbitrary unitary operators, they do not, in general, commute, so that the order of operations is significant. See Fig. 1 for an illustration.
It is a direct consequence of the quantum-circuit structure of our QNNs that they can carry out universal quantum computation. More remarkable, however, is the observation that a QNN comprised of quantum perceptrons acting on 4-level qudits that commute within each layer, is still capable of carrying out universal quantum computation (see the supplementary material for details). Although commuting qudit perceptrons suffice, we have actually found it convenient in practice to exploit noncommuting perceptrons acting on qubits. In fact, the most general form of our quantum perceptrons can implement any quantum channel on the input qudits (see the supplemental material), so one could not hope for any more general notion of a quantum perceptron.
A crucial property of our QNN definition is that the network output may be expressed as the composition of a sequence of completely positive layer-to-layer transition maps E l :
is the jth perceptron acting on layers l − 1 and l, and m l is the total number of perceptrons acting on layers l − 1 and l. This characterisation of the output of a QNN highlights a key structural characteristic: information propagates from input to output and hence naturally implements a quantum feed-forward neural network. This key result is the fundamental basis for our quantum analogue of the backpropagation algorithm.
As an aside, we can justify our choice of quantum perceptron for our QNNs, by contrasting it with a recent notion of a quantum perceptron as a controlled unitary [26, 33] , i.e., U = α |α α| ⊗ U (α), where |α is some basis for the input space and U (α) are parametrised unitaries. Substituting this definition into (2) implies that the output state is the result of a measure-and-prepare, or cq, channel. That is,
Such channels have no nonzero quantum channel capacity and cannot carry out general quantum computation. Now that we have an architecture for our QNN we can specify the learning task. Here we focus on the scenario where we have repeatable access to training data in the form of pairs |φ in x , |φ out x , x = 1, 2, . . . , N , of possibly unknown quantum states. (It is crucial that we can request multiple copies of a training pair |φ in x , |φ out x for a specified x in order to overcome quantum projection noise in evaluating the derivative of the cost function.) For concreteness in the sequel we focus on the restricted case where |φ out x = V |φ in x , where V is some unknown unitary operation. This scenario is typical when one has access to an untrusted or uncharacterised device which performs an unknown quantum information processing task and one is able to repeatably initialise and apply the device to arbitrary initial states.
To evaluate the performance of our QNN in learning the training data, i.e., how close is the network output ρ out x for the input |φ in x to the correct output |φ out x , we need a cost function. Operationally, there is an essentially unique measure of closeness for (pure) quantum states, namely the fidelity, and it is for this reason that we define our cost function to be the fidelity between the QNN output and the desired output averaged over the training data:
Note that the cost function takes a slightly more complicated form when the training data output states are not pure [34] , which may occur if we were to train our network to learn a quantum channel. The cost function varies between 0 (worst) and 1 (best).
Repeat:
Repeat step 2. and 3. until the cost function reaches its maximum.
FIG. 2: Training algorithm.
We train the QNN by optimising the cost function C. This, as in the classical case, proceeds via update of the QNN parameters: at each training step, we update the perceptron unitaries according to U → e iǫK U , where K is the matrix that includes all parameters of the corresponding perceptron unitary and ǫ is the chosen step size. The matrices K are chosen so that the cost function increases most rapidly: the change in C is given by
, we obtain a formula for the parameter matrices (this is described in detail in the supplementary material). At this point, the layer structure of the network comes in handy: To evaluate K l j for a specific perceptron, we only need the output state of the previous layer, ρ l−1 (which is obtained by applying the layer-to-layer channels E 1 , E 2 . . . E l−1 to the input state), and the state of the following layer σ l obtained from applying the adjoint channels to the desired output state up to the current layer (see Fig. 2 ). A striking feature of this algorithm is that the parameter matrices may be calculated layer-by-layer without ever having to apply the unitary corresponding to the full quantum circuit on all the constituent qubits of the QNN in one go. In other words, we need only access two layers at any given time, which greatly reduces the memory requirements of the algorithm. Hence, the size of the matrices in our calculation only scale with the width of the network, enabling us to train deep QNNs.
It is impossible to classically simulate deep QNN learning algorithms for more than a handful of qubits due to the exponential growth of Hilbert space. To evaluate the benchmark the performance of our QML algorithm we have thus been restricted to QNNs with small widths. We have carried out pilot simulations for input and output spaces of m = 2 and 3 qubits and have explored the behaviour of the QML gradient descent algorithm for the task of learning a random unitary V (see supplementary material for the implementation details). We focussed on two separate tasks: In the first task we studied the ability of a QNN to generalise from a limited set of random training pairs (|φ Here we have plotted the (numerically obtained) cost function after training alongside a theoretical estimate of the optimal cost function for the best unitary possible which exploits all the available information (for which •
We trained the network (unitaries applied from top to bottom) with ǫ = 0.1, η = 2/3 for 1000 rounds with n = 1, 2, . . . , 8 training pairs and evaluated the cost function for a set of 10 test pairs afterwards. We averaged this over 20 rounds (orange points) and compared the result to the estimated value of the optimal achievable cost function (violet points). .7
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Robustness of the QNN to noisy data. We trained the network with ǫ = 0.1, η = 1 for 300 rounds with 100 training pairs. In the plot, the number on the x-axis indicates how many of these pairs were replaced by a pair of noisy (i.e. random) pairs and the cost function is evaluated for all "good" test pairs.
FIG. 3: Numerical results.
the QNN matches the theoretical estimate and demonstrates the remarkable ability of our QNNs to generalise.
The second task we studied was aimed at understanding the robustness of the QNN to corrupted training data (e.g., due to decoherence). To evaluate this we generated a set of N good training pairs and then corrupted n of them by replacing them with random quantum data, where we chose the subset that was replaced by corrupted data randomly each time. We evaluated the cost function for the good pairs to check how well the network has learned the actual unitary. As illustrated in Fig 3b the QNN is extraordinarily robust to this kind of error.
A crucial consequence of our numerical investigates was the absence of a "barren plateu" in the cost function landscape for our QNNs [35] . We always initialised our QNNs with random unitaries and we did not observe any exponential reduction in the value of the parameter matrices K (which arise from the derivative of our QNN with respect to the parameters). This may be intuitively understood as a consequence of the nongeneric structure of our QNNs: at each layer we introduce new clean ancilla, which lead to an, in general, dissipative output.
The QNN and training algorithm we have presented here lend themselves well to the coming era of NISQ devices. The network architecture enables a reduction in the number of coherent qubits required to store the intermediate states needed to evaluate a QNN. Thus we only need to store a number of qubits scaling with the width of the network. This remarkable reduction does come at a price, namely, we require multiple evaluations of the network to estimate the derivative of the cost function. However, in the near term, this tradeoff is a happy one as many NISQ architectures -most notably superconducting qubit devices -can easily and rapidly repeat executions of a quantum circuit. It is the task of adding coherent qubits that will likely be the challenging one in the near term and working with this constraint is the main goal here.
In this paper we have introduced natural quantum generalisations of perceptrons and (deep) neural networks, and proposed an efficient quantum training algorithm. The resulting QML algorithm, when applied to our QNNs, demostrates remarkable capabilities, including, the ability to generalise, tolerance to noisy training data, and an absence of a barren plateau in the cost function landscape. There are many natural questions remaining in the study of QNNs including: generalising the quantum perceptron definition further to cover general CP maps (thus incorporating a better model for decoherence processes), studying the effects of overfitting, and optimised implementation on the next generation of NISQ devices.
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Appendix A: A summary of the existing approaches for quantum perceptrons and quantum neural networks
Quantum algorithms for classical data
There are several proposals for efficiently training classical neural networks via quantum algorithms. In [36] , for example, the authors use a quantum subroutine to for efficiently approximating the inner products between vectors and store intermediate values in quantum random access memory. This yields a quadratically faster running time of their algorithm compared to the classical counterparts.
Another interesting approach for learning classical data via quantum algorithms is using a qubit-circuit setup, which was done in [27] [28] [29] 37] , for example. Although the setup reminds of a quantum neural network, the gate choices and geometry differ from ours.
One alternative option for quantum perceptrons and feedforward neural networks involves continuous-variable quantum systems [30, 31] . These are universal for continuous-variable quantum computation by virtue of including a non-Gaussian gate, and they are well-suited to CQ learning, as classical machine learning typically involves vectors in R d .
Controlled unitaries as perceptrons
There have been several attempts to define a quantum analogue of the classical perceptron, of which many have used what we call the "controlled unitary form", i.e. unitaries of the form U = α |α α| ⊗ U (α). In [26] , for example, the authors proposed perceptrons of the following form: the j th perceptron in the l th layer of the network is defined as a qubit with the following unitary acting on it:
Note that within one layer, all unitaries commute.
It is straightforward to see that these candidate perceptrons are not general enough for our purposes. As we will see, they cannot create entanglement in the output state (meaning, for example, that they cannot be universal for quantum computing, though the authors of [26] never claimed this). It is sufficient to look at the state of the lth layer after applying U l = jÛ l j ẑ l j ; f , where the product is over all perceptron unitaries acting in the lth layer. Notice that U l has the form
where |r 1 , . . . , r m l−1 l−1 is the state of the qubits in layer l − 1 in the computational basis, m l is the number of qubits in the lth layer, and V l j (r 1 , ..., r m l−1 ) is a unitary that acts non-trivially only on qubit j in layer l. Suppose the state of these two layers before applying U l is ρ
in (this is actually more general than what is considered in [26] ). Then the state of layer l after applying U l is given by
where p(r 1 , . . . , r m l−1 ) is a normalized probability distribution. The crucial point is that, if ρ l in is a separable state of the qubits in layer l (it is usually taken to be |0 . . . 0 ), then the output state ρ l out is separable. This is true regardless of whether the state of layer l − 1 was entangled. Therefore, the output of each subsequent layer of the neural network is not entangled, which also applies to the output layer of the neural network.
Implementation on near-term quantum computers
With the first small quantum computers available, many people have studied how quantum machine learning (and quantum-assisted ML) proposals can be implemented on near-term quantum computing devices [6, 38, 39] .
Furthermore, there has been quite a lot of progress on programming languages and frameworks customized for the implementation of quantum ML tasks. Examples for this are, amongst others, the Python library PennyLane [40] , that provides an architecture for ML of quantum and hybrid quantum-classical computations on near-term quantum-computing devices, and Strawberry Fields [41] , a quantum programming architecture for light-based quantum computing (also built in Python), which allows for quantum ML of continuous-variable circuits.
Appendix B: The Quantum Neural Network
In this section, we describe a generalised version of the quantum perceptron. In contrast to extant proposals on quantum perceptrons, we define a quantum perceptron to be a general unitary operator U that is acting on m input qudits and n output qudits, where the input qudits are in a (possibly unknown) mixed state ρ in and the output qudits in the product state |0 . . . 0 . The output of one layer of perceptrons is then
where U in,out is the product of all unitaries in that layer. For simplicity (especially in the implementation), we focus on the case where our perceptrons act on m input qubits and one output qubit. This definition is motivated by the most general quantization of the classical machine learning scenario. In the typical machine learning framework (see e.g. [42] ), the training data is a set of instances of some (unknown) probability distribution. And the natural quantisation of probability distributions are density matrices. Furthermore, the most general physical operations on density matrices are completely positive (CP, see e.g. [43] or [44] ) maps. Due to the Stinespring dilation, the most general CP map can be written as in equation (B1), something which is expanded upon in more detail in section C. In short, asking for the most general quantum version of a classical perceptron gives rise to the form we use here.
Having a quantum perceptron in hand, we can now focus on the architecture of a full quantum neural network. As depicted in Figure 4 , a quantum neural network is built similarly to its classical counterpart: it consists of several layers, namely L hidden layers and one input and one output layer, and a varying number of perceptrons in each layer.
A quantum feed forward neural network that has an input, an output, and L hidden layers. We marked the perceptron unitaries in the first layer with colors to demonstrate the order of the operations. We always apply the unitaries from top to bottom: first the violet one, followed by the orange one and the yellow one afterwards.
Hence, the QNN is a quantum circuit of quantum perceptrons that acts on an initial state ρ in of the input qubits and puts out an, in general, mixed state ρ out for the output qubits. Consider a network with L hidden layers as well as an input and an output layer. The output state of the network is then
where U l are the layer unitaries, which are comprised of a product of quantum perceptrons acting on the qubits in layer l − 1 and l:
where m l is the number of qubits in layer l. Note that since we allow arbitrary unitary operators, the perceptrons do not, in general, commute. Due to the structure of the proposed QNN, the network output can be expressed as the composition of a sequence of completely positive layer-to-layer transition maps E l :
with the channel going from layer l − 1 to l being
where m l is the number of perceptrons in layer l. This implies that the action of the network on the input state can be computed layer by layer, such that we never have to store the state of the whole network. Here we let the perceptron unitaries to depend on some sort of time parameter s. Training the network then corresponds to finding a path of unitaries U (s) that eventually minimise the cost function. We achieve this using the following update rule for the unitary after a time step ǫ:
where K l j (s) is the matrix that includes all parameters of the j th perceptron unitary in layer l. We will explain how to compute K l j (s) in sections D and G.
Appendix C: Universality and implementing quantum channels
It is known (see e.g. [42] ) that a neural network composed of classical perceptrons can represent any function. Hence, it is desirable to have the same feature for quantum neural networks.
In order to show universality, let us construct a particular network that is capable of universal quantum computation. For this we number neurons by two indices: neuron (l, j) is the jth neuron in lth layer. Let there be m l neurons in lth layer. Consider a network where the neuron (l, j) is connected to neurons (l − 1, j) and l + 1, j + (−1) l mod m l , for all (l, j) and no other connections exist. Suppose that each neuron corresponds to two qubits, labelled by + and −, initialised as |00 (as shown in the left picture of Figure 5 ). The action of the neural network on one layer has the form
j is a product of each unitary perceptron acting on layers l and l + 1. For the neuron (l, j), choose
where the SWAP operators act on one qubit in the l − 1th layer and one qubit that correspond to the neuron (l, j) and V l j is a unitary that acts on the qubits of the neuron (l, j). For example, the first swap swaps the − qubit in the neuron (l, j) with the + qubit in neuron (l, j − (1 + (−1) l )/2). Note that for fixed l all swaps commute since they all act on different pairs of qubits. This neural network is equivalent to the quantum circuit of two-qubit gates V l j that act on registers number 2j − 1 and 2j at the lth time step. This quantum circuit is universal, as two-qubit gates are universal (see e.g. [45] ) and SWAP is one of them (see Figure 5) . It is also straightforward to see that the most general form of a quantum perceptron we allow can implement any quantum channel on the input qubits (or qudits if we are dealing with more general neurons). To see this, look at equation (C1), and suppose that 2m l−1 = m l . Then it follows from the Stinespring dilation theorem [46] that, because the layer l qubits are in a pure state, we can choose U l to implement any completely positive map we like on the l − 1 qubits. Note that the output state lives on the l system as opposed to the l − 1 systems. This is equivalent to the usual Stinespring protocol by choosing SU l =Ũ l , whereŨ l implements the channel we want on the l − 1 qubits and S swaps these qubits into the first m l−1 qubits of the l layer. Of course, this is just a proof of principle. In realistic cases, we would not want to consider generic unitaries U l that act on m l−1 + m l qubits, but rather we want to choose
, where each U l j acts only on a few qubits. This would be much easier to implement in practice. Then it is an interesting question which channels can be simulated by these more restricted class of perceptrons.
Appendix D: Classical simulation of training the QNN
In this section, we describe how the simulation of the proposed QNN can be done on a classical computer. To Figure 6 .
The algorithm is as follows: in the set of training data, do the following steps:
II.1 Initialise the network in the state
II.2 Apply the unitaries to the input state:
II.3 Trace out the input system:
III. Update the parameters:
III.1 Compute the cost function:
III.2 Calculate the parameter matrices K IV. Repeat steps II. and III. until the cost function has reached its maximum.
To perform the algorithm, we need a formula that allows us to compute the parameter matrices K l j (s) to update the perceptron unitaries, which we will derive in the following. For clarity, we omit the superscript that indicates the layer since there is only one layer of unitaries. Furthermore, for the unitaries we omit the dependence on s for reasons of clarity. We derive the formula for the parameter matrices K l j (s) as follows: Consider the derivative of the cost function,
In the following calculation, we have the convention that all unitaries act on the whole system, e.g. U 1 is actually
. To calculate Equation D1, we need the output state for the updated unitary U (s + ǫ) = e iǫK2 U 2 e iǫK1 U 1 , which is
Hence, the derivation of the cost function becomes
We will parametrise the parameter matrices as
where σ ≡ {I, σ x , σ y , σ z }, since every unitary U l j in this example acts on three qubits. To reach the maximum of the cost function as a function of the parameters fastest, we maximize dC ds . Since this is a linear function (up to order ǫ), the extrema are at ±∞. To ensure that we get a finite solution we introduce a Lagrange multiplier λ ∈ R. Hence, to find K 1 we have to solve the following maximization problem:
Taking the derivative with respect to K 1,αβγ yields
Therefore, the elements of the parameter matrix are
This yields the matrix
In the last step we have used the completeness relation for the Pauli matrices. This derivation works analogously for K 2 , which is
Using these formulas for step III.3 of the algorithm, we can train the QNN. Note that in the paper, we have introduced the learning rate η, which is related to lambda by η = 1/λ and referred to it as the learning rate. For all numerical computations we show here, we will always indicate which η we have used to make it comparable to the plots in the main paper. In Figure 7 , the cost function is depicted for different values of the parameter η. To generate this figure, we have used a training set of 10 randomly generated pairs and ǫ = 0.1. .7
Cost function for different values of η. Violet: η = 2, orange: η = 1, yellow: η = 0.5.
The General Network
We will now generalise the previous example to the training of arbitrary networks. The training algorithm then is as follows: 
II.3 Trace out layer l − 1:
II.4 Store ρ l x (s). This step is crucial to efficiently calculate the parameter matrices.
These steps are equivalent to applying the layer-to-layer channels E IV. Repeat steps II. and III. until the cost function has reached its maximum.
We will now generalise the derivation of the update matrices K l j (s) given in Appendix D 1. As above, the unitaries always act on the current layers, e.g. U 
The derivative of the cost function up to first order in ǫ can then be written as
where the α i denote the qubits in the previous layer and β denotes the current qubit in layer l. As described in the example, to reach the maximum of the cost function as a function of the parameters fastest, we maximize dC ds . Since this is a linear function, the extrema are at ±∞. To ensure that we get a finite solution, we introduce a Lagrange multiplier λ ∈ R. Hence, to find K l j we have to solve the following maximization problem:
Taking the derivative with respect to K l j,α1,...,β yields
As mentioned in the previous subsection, note that η = 1/λ is the learning rate.
Efficient Training
Here, we describe how the channel structure of the feedforward process can be exploited to efficiently train the QNN. Consider a network with L hidden layers and a set of N pairs of training data |φ in x , |φ out x . As described in the previous sections, the general output state of the network at step s is
where m l is the number of perceptrons in layer l. This network structure provides a way to compute the derivative of the cost function that is similar to the backpropagation algorithm used in classical machine learning. Consider the cost function
To evaluate the derivative of the cost function, we will translate the formula for dC(s)/ds (to order ǫ) from (D2) to the channel formalism:
In this section we derive estimates for the typical value of the cost function when learning an unknown unitary V acting on D-dimensional qudit. We focus on the setting where we have access to N training pairs (|φ x , V |φ x ), x = 1, 2, . . . , N , where |φ x have been chosen uniformly at random according to the Haar measure induced on state space [47] . We use the first n (< D) pairs to train the network and then we investigate how well the network was trained by evaluating the cost function for all of the N pairs.
With probability 1 any subset of D of the states |φ x will be linearly independent. Thus the first n < D states |φ x span, with probability 1 an n-dimensional subspace K ⊂ H ∼ = C D which is unitarily mapped by V onto an n-dimensional subspace L:
We actually also consider a second scenario in the sequel, namely, where we generate n < D random orthogonal input states |φ x for the first n training pairs. In this case there is a quantitative difference in the performance of the quantum neural network due to ambiguity with phases.
Suppose our network is expressive enough that we can use it to represent the best unitary W for the available data. In the case where the training data is chosen completely at random this implies
for x = 1, 2, . . . , n. In the case the initial training data consists entirely of orthogonal states then all we can say is that
because the most we can infer from maximising the cost function is that W acts like V (up to a phase that depends on the state) on the states in K, but we have no further information about how V acts on the rest of the space (apart from the fact that it maps K ⊥ to L ⊥ ). Hence, in both cases, the learned unitary W can be written as
where the phases θ x = 0 when the input data is not orthogonal and θ x are undertermined when the initial data is orthogonal. The corresponding cost function for all of the training data (|φ x , V |φ x ), x = 1, 2, . . . , N , is then
Our input training states |φ x , x = 1, 2, . . . , N were chosen at random. To understand the average case behaviour of the cost function we now take an expectation value with respect to this measure:
To evaluate this expectation value we exploit the identity
The average value of the full cost function is therefore
Our next step is to estimate the quantity tr(V † W ) 2 . Since W is identical to V up to a phase on K we have that
The unitary X ⊥ acting on the (D − n)-dimensional subspace K ⊥ is completely unknown. Therefore the best we can do is simply guess X ⊥ and the n phases e iθx uniformly at random according to Haar measure. Thus, to estimate the value of the cost function after this guessing we take a second expectation value, this time over X ⊥ and the phases:
where we've used the result that the second moment of tr(X) when averaged over the Haar measure is equal to 1 [48, 49] . Putting this together we get that, on average, the cost function for the best possible guess for W , given the training data, should behave as
In the case that the initial training data was comprised of random states we obtain instead
To test how well the quantum neural network performs, we have simulated it with MATLAB and with Mathematica (the code is available at https://github.com/R8monaW/DeepQNN) and used it for different tasks.
Generalisation
The first task we consider aims at understanding how well the QNN is able to generalise, which means that the number of training pairs we use is fewer than the Hilbert space dimension. We have studied the performance of the QNN for different network architectures and different choices for the parameters and the Hilbert space dimension. In all plots, the violet points are the estimated values of the cost function according to (E1) and the orange points are the numerical values. The results are depicted below. 
Robustness to Noisy Data
The second task we studied was about understanding the robustness of the QNN to noisy training data. We have generated N good training pairs and then corrupted n of them by replacing them with random pairs. It is chosen randomly which of the good pairs are corrupted. In all plots, the number on the x-axis indicates how many of the good training pairs were replaced by a pair of random states and the cost function is evaluated for all good test pairs. Again, we have studied different network architectures, parameters and dimensions, as depicted in the figures below. .7
We have trained a network with ǫ = 0.1, η = 1 for 500 rounds with 100 training pairs. .7
We have trained a network with ǫ = 0.1, η = 1 for 300 rounds with 100 training pairs.
FIG. 9:
Numerical results for estimating the robustness of the QNN to noisy data.
Deep Neural Networks
Beside the previous tasks, we have also studied how well deep neural networks train in the classical simulation. In this section we explain how our algorithm can be implemented on a quantum computer. To begin we want to clarify what operations a quantum computer is assumed to be able to do in our case:
1. Partial trace.
2. Initialize a qubit in |0 state.
3. Apply cnot, T , H (and therefore perceptrons [50] ) easily.
Measuring in computational basis.
From now on we have two tasks. We need to compute the cost function as well as work out the derivative of the cost function on a quantum computer. We label/describe these two tasks as subroutine 1 and subroutine 2, respectively.
Subroutine 1
In this subroutine we use the "SWAP trick" to estimate the fidelity of a pure state |φ with a mixed state ρ. Our input is the state |φ in a register of m qubits and ρ in another register of m qubits. In total we have 2m qubits, however, we require an additional ancillary qubit for the following process. We estimate F (|φ , ρ) = φ|ρ|φ as a probability exploiting the following quantum circuit. c. CSWAP: We use cswap := |0 0| ⊗ ½ + |1 1| ⊗ swap and the result is:
d. Hadamard: After applying the Hadamard gate a second time we have the following expression:
e. Measuring: In this last step we measure the first control qubit and get 0 with probability p 0 . At this point we encounter quantum projective noise, i.e., we get 0 or 1 randomly and need to repeat this measurement N times to reduce the fluctuations arising from the bionomial probability distribution. We get . Our resource usage so far amounts to:
• 2N Hadamards,
• N copies of |φ ,
• N copies of ρ, and
• N cswaps.
In addition to that we need m qubits for the operation For bigswap m 2 swaps are needed if we arrange the qubits on a line, or m swaps otherwise. This concludes the description of our first subroutine.
To complete the description of our quantum algorithm we need to estimate the derivative of the cost function. This can be achieved by exploiting the following subroutine.
Subroutine 2
Subroutine 2 implements the channel E l . This part of the algorithm takes as input m l−1 qubits in the state ρ l−1 , where m l−1 is the number of qubits in layer l − 1. The output is ρ l = E l (ρ l−1 ).
Step 2a: Initialization Tensor m l qubits in state |0 with the input:
Recources: In this step m l−1 + m l qubits are required.
Step 2b: Perceptrons Apply the perceptrons in layer l: Resources: We require m l−1 + m l qubits and n l gates.
Step 2c: Partial trace Take the partial trace over layer m l−1 :ρ l−1,l tr − → ρ l .
Resources: In this step we go from m l−1 + m l qubits to m l qubits without any gates.
To get ρ out from ρ in we need to repeat Steps 2a to 2c a total of L times. The total number of qubits required to carry out this subroutine is given by max{m 1 + m 2 , m 2 + m 3 , . . . , m L + m out }. We need to apply n 1 + n 2 + . . . + n L perceptrons, where n i is the number of perceptrons in layer i.
Algorithm for the cost function
Putting it all together we can estimate the cost function via three steps:
Step 1: Prepare 2 copies of the state |φ x with probability 1 N .
Step 2: Do subroutine 2 on the last m qubits.
Step 3: Do swap trick.
Step 4: Repeat Steps 1,2, and 3 a total of M times for same value of x to estimate φ x |ρ|φ x . (The choice of M affects the accuracy of the latter; the bigger M the more accurate we get.) Step 1
Step 2 For a four-qubit QNN with two three-qubit perceptrons, see Figure 6 , we have
. . . . . . 
