In this article we study effects that small perturbations in the noise have to the solution of differential equations driven by Hölder continuous functions of order H > 1 2 . As an application, we consider stochastic differential equations driven by a fractional Brownian motion. We introduce a Wong-Zakai type stationary approximation to the fractional Brownian motions and prove that it converges in a suitable space. As a result, we prove the convergence of the Wong-Zakai approximations to stochastic differential equations driven by fractional Brownian motion.
Introduction
The philosophy of using appropriate deterministic differential equations to approximate stochastic differential equations dates back to the pioneer work by Wong and Zakai [33, 34] , in which both continuous piecewise linear approximations and piecewise smooth approximations for one-dimensional Brownian motions were proposed. Particularly, the convergence of solutions of the approximated equations was proved in the mean sense and almost surely under some required conditions on coefficients, respectively. However, these results are not applicable to high dimensional cases. For instance, a counter example was presented by McShane [20] to show that Wong-Zakai's result does not hold for a two dimensional Brownian motion approximated by smooth functions. Meanwhile, the Wong-Zakai's piecewise linear (polygonal) approximations for high-dimensional Brownian motions was introduced by Stroock and Varadhan [30] where also the convergence in law was proved and used to determine the support of diffusion processes. Later on, the shift operator was incorporated into approximations of high dimensional Brownian motion in two different types by Ikeda et al. [11, 12] . In these articles the convergence was established in the mean square sense, uniformly over finite time interval. Recently, a class of smooth approximations in the integral form was introduced by Kelly and Melbourne [13] , by involving a C 2 uniformly hyperbolic flow on a compact manifold. In this case the authors established weak convergence towards the limit equation by the methods of rough path theory. We point out however, that in the articles [11, 12, 13 ] the limit equations are not understood in the Stratonovich sense.
Recently, Lu and Wang [17, 18] approximated a one dimensional white noise by a stationary Gaussian process that was applied to the study of the chaotic behaviour of randomly forced ordinary differential equations with a homoclinic orbit to a saddle fixed point. Later this stationary Wong-Zakai approximation was successfully extended to high dimensional situations by Shen and Lu [28] , in which it was proved that the solutions of Wong-Zakai approximations converge in the mean square to the solutions of the Stratonovich stochastic differential equation. Moreover, the stationary Wong-Zakai approximations was applied to investigate complex dynamics of stochastic partial differential equations [16, 32, 9, 29] . In particular, it was proved in [29] that the solutions of Wong-Zakai approximations converge almost surely to the solutions of the Stratonovich stochastic evolution equation. The Wong-Zakai approximations have also been extended to study the stochastic differential equations driven by martingales and semimartingales, see [14, 25, 23, 15] for example. However, all of the mentioned articles study Markovian and/or semimartingale setups. Therefore, a natural question that arises is how to formulate a useful generalization of such pathwise approximations in the non-Markovian and/or non-semimartingale situations.
In general, the interaction between the (small) system and its (large) environment is described by stochastic force, which could be coloured or white, Gaussian or non-Gaussian, Markovian or non-Markovian, and semimartingale or nonsemimartingale. There is no a-priori reason to require it to be independent in the disjoint time intervals, and thus one need to drop the Markov and martingale property. This fact has led to a continuous, scale-invariant, Gaussian stationary increments process, known as fractional Brownian motion (fBm). It is well-known that one cannot reduce fBm to a Markovian situation without adding infinitely many degrees of freedom. Moreover, fBm exhibits long memory, and therefore does not reduce to white noise in the limit of large time rescaling. For these rea-sons there has been an increasing interest in the literature on stochastic (partial) differential equations driven by the (cylindrical) fBm. For detailed discussions with practical applications on the fBm, we refer to monographs [27, 3, 21] and references therein.
The aim of this article is to generalize the Wong-Zakai approximation results of stochastic differential equations with respect to fBm. In this respect, the WongZakai type approximations and convergence issue on a class of Itô-Volterra equations driven by an fBm with 1/2 < H < 1 was first reported by Tudor [31] , using an integral representation for fBm and piecewise linear approximation of Brownian motion. Recently, the Galerkin approximation was applied to fractional noise by Cao et. al. [4] , where an optimal order of convergence was acquired for space-time fractional white noise with 0 < H < 1/2. At the same time, the dyadic polygonal approximations of fBm was studied from the viewpoint of the rough path theory. The first result in this direction was presented by Coutin and Qian [5] , reporting a Wong-Zakai type approximation theorem for solutions of stochastic differential equations driven by fBm with 1/4 < H < 1/2. The rate of convergence for the Wong-Zakai approximation for fBm with 1/3 < H < 1/2 was obtained by Hu and Nualart [10] , with the help of fractional calculus. These two results, however, do not provide sharp estimates. More sharp results for the rate of convergence were obtained by Friz-Riedel [6] in the pathwise sense and Bayer et al. [2] in the probabilistic sense, respectively. Finally, optimal upper bound for the error of the WongZakai approximation for fBm with 1/4 < H < 1/2 was provided by Naganuma [22] . However, to the best of our knowledge, the stationary Wong-Zakai approximations and the convergence results for both fractional noise itself and driving differential equations with any H ∈ (0, 1) are challenging and open problems.
In this article we introduce stationary Wong-Zakai type approximations for the fBm in the full range H ∈ (0, 1) together with the rate of convergence in the L psense, for any p ≥ 1. As an application, we prove that, in the regime H > 1 2 , solutions to the differential equations driven by the approximation converge to the solution to the original stochastic differential equation driven by the fBm itself. We stress that, while we present our results for the fBm only, our results are valid for a very large class of stochastic processes, including all Hölder continuous Gaussian processes and also Hölder continuous processes living in some fixed chaos. In fact, we prove that as long as the true noise are approximated properly in certain Besov type space, then the corresponding solutions converge as well, justifying the claim presented in the abstract.
The rest of the article is organised as follows. In Section 2 we recall some preliminaries needed for our analysis. In particular, we recall the concept of generalised Lebesgue-Stieltjes integrals together with some useful inequalities. In Section 3 we introduce a stationary Wong-Zakai approximation of the fractional noise and study its convergence in suitable spaces. We study effects of noise perturbations to differential equations in Section 4, where we also apply results of Section 3 in order to study Wong-Zakai approximations of stochastic differential equations driven by fractional Brownian motions. We end the paper with a short discussion on the generality of our results.
Preliminaries
In this section we discuss briefly some preliminaries we need for our analysis. In particular, we recall the notion of generalised Lebesgue-Stieltjes integrals and some a priori estimates. We also gather some useful inequalities into Subsection 2.2 for later use.
Generalised Lebesgue-Stieltjes integrals
In the subsection we recall some basic facts on generalised Lebesgue-Stieltjes integrals. For more details, we refer to the paper [24] and a monograph [26] . 
It is known that the above integrals converge for almost every t ∈ (a, b), and I α a+ f and 
These are well-defined and they coincide with the Riemann-Liouville derivatives according to
, where equalities hold for almost every t ∈ (a, b).
We are now ready to recall the concept of generalised Lebesgue-Stieltjes integrals. For this, let f and g be functions such that the limits f (a+), g(a+), g(b−) exist in IR, and denote f a+ (t) = f (t) − f (a+) and
is well-defined. Moreover, it can be proved that the right side does not depend on α.
For our purposes, we follow the approach by [24] and introduce some necessary spaces and norms. For β ∈ 0, 
Here and below, | · | denotes the Euclidean norm. Similarly, we use a norm
We also consider the function space W β,∞ (0, T ; R m ), the space of measurable functions with values in R m with a norm
Clearly, we have
which we will use in the sequel. Similarly, we denote by W β,∞ (0, T ; R n×m ) the space of measurable vector functions
We also denote by C β the space of β-Hölder continuous functions.
Finally, we recall that if f ∈ W β,∞ (0, T ; R n×m ) and g ∈ W 1,1−β (0, T ; R m ), then the integral t 0 f s dg s exists for all t. Moreover, the integral belongs to C 1−β (0, T ; R n ) ⊂ W β,∞ (0, T ; R n ). Actually, by Proposition 4.1 of [24] we have the estimate
This yields immediately a bound
Moreover, the integral satisfies also a bound
which we will use throughout the paper.
Useful inequalities
In order to prove our main results we need the following two auxiliary results. The first one is called Garsia-Rodemich-Rumsey lemma, and the second one is a Gronwall type lemma that is needed for our purposes. 
where c α and d α are positive constants depending only on α.
Wong-Zakai approximations for the fractional noise
On the complete probability space (Ω, F, P H ), denote by W H (t) an m-dimensional fractional Brownian motion (fBm) with index H ∈ (0, 1). This means that the components W H,j (t), j = 1, 2, . . . , m, are centered Gaussian processes with the covariance function
In the sequel, we will work with the canonical version of the fBm. In fact, let Ω = C 0 (R; R m ) be the space of continuous paths with values zero at zero equipped with the compact open topology. Also, F is defined as the Borel-σ-algebra and P H is the distribution of B H (t). Let us consider the Wiener shift given by
for t ∈ R and ω ∈ C 0 (R; R m ). It follows from [7, Theorem 1] that the quadruple (Ω, F, P H , θ) is an ergodic metric dynamical system. Therefore we identify B H (·, ω) and ω(·) in the following discussion. Indeed, for each δ > 0, we define the random variable
Then we have
Using the properties of fBm (see, e.g. [21, 3] ), one can obtain that G δ (θ t ω) is a stationary stochastic process with a normal distribution and is unbounded in t for almost all ω. Next we show that G δ (θ t ω) can be viewed as an approximation of fractional white noise in the Wong-Zakai sense.
Lemma 3.1. We have
Moreover, for any p ≥ 1, we have
Proof. First, for each T ∈ R and 0 < t < T , it follows that
By using the uniform continuity of ω on the interval [0, T + δ], we have
which proves the first claim. For the second claim, basic inequality
This concludes the proof. In order to establish convergence of the solutions of the approximating stochastic differential equations we need also convergence in the space W 1,1−β . This is the topic of the next theorem.
Theorem 3.1. Let β ∈ (1 − H, H) be fixed. Then for any p ≥ 1 and any γ ∈ (0, 1) there exists a constant C = C(β, H, p, T, γ) such that
Proof. Again it suffices to prove the claim in one-dimensional case, which we will do for the sake of simplicity. Clearly, it also suffices to prove convergence in L p for arbitrary large p, and smaller values then follow from a simple application of Hölder inequality. Thus let p ≥ 1 be large enough such that
and 2H ǫ > γ.
we get from Lemma 2.1 that
and consequently,
where now C depends on p, the chosen ǫ, T , H, but not on δ. Thus in order to prove the claim, it suffices to prove that with our choice of ǫ the random variable ξ satisfies
Moreover, since x is Gaussian, we have
We treat cases |u − v| ≥ δ and |u − v| ≤ δ separately, and we begin with the first one that is much easier. Indeed, by Lemma 3.1 we get
Thus, on the set |u − v| ≥ δ, we have
where the last inequality follows from the fact that δ ≤ |u − v| and 2H ǫ − γ > 0. Consider now the case |u − v| ≤ δ. We claim that in this case, we have
Suppose u > v and u − v ≤ δ. We have
Hence, by Gaussianity,
and thus
2) for all |u − v| ≤ δ. Now using (3.2) allows us to deduce
where we used the fact that |u − v| ≤ δ and H < 1 implies
Combining the above estimates we observed that for all u, v ∈ [0, T ] we have
Since γ ∈ (0, 1), |u − v| −γ is integrable. Thus
To conclude this section, we study the boundedness of |G δ (θ s ω)|. To do this, we restrict Ω to a θ t -invariant subsetΩ of full measure, and it follows from the law of logarithms that lim s→±∞ |ω(s)| |s| = 0.
Now we denote
For all s ∈ R, since ω(s) : Ω → R m is measurable and finite, then C ω :Ω → R + is measurable and |ω(s)| ≤ C ω (|s| + 1).
Together with θ t ω(s) = ω(s + t) − ω(t), we get that
and
Noise perturbations for differential equations driven by Hölder functions
Consider the following differential equation,
driven by ω ∈ C α for some α > 
(ii) For any N > 0, there exist constants
Since ω is, in general, not smooth, Equation (4.1) is understood in integral form
Note that here we have used u(t) for the sake of notational simplicity, although u depends also on the path of ω, i.e. the solution is a flow u(t, ω). The integral in (4.8) is understood in the generalised Lebesgue-Stieltjes sense. Let β ∈ 1 − α, where C 1 and C 2 depend on the constants appearing in (4.2)-(4.7), T , β, and g. Finally, κ depends solely on ζ and β.
Let now G δ ∈ C α be arbitrary approximation of the noise ω (for example, a smooth approximation). Then we approximate (4.8) with
Since G δ ∈ C α as well, Equation (4.10) admits a unique solution u δ ∈ W β,∞ . It turns out that the solutions u δ for (4.10) converge towards solution u for (4.8) as long as G δ (s) converge towards the noise ω(s) of (4.8) in the space W 1,1−β . This is the topic of the next result that is our main result of this section. .7), and let β ∈ 1 − α, 1 2 be fixed. Further, let u δ and u denote the unique solutions to (4.10) and (4.8), respectively. If
Proof. The idea of the proof is to apply Lemma 2.2. For this we denote
Since G δ − ω 1,1−β → 0, it follows from (4.9) that there exists large N such that sup δ u δ β,∞ ≤ N and u β,∞ ≤ N . This allows us to apply localisation argument in order to apply conditions (4.2)-(4.7). Throughout the proof, we denote by K a generic constant that may vary from line to line. We stress that K may depend on N and the constants appearing in conditions (4.2)-(4.7). K may also depend on ω, T , and β. However, K is independent of δ, although from time to time, we also apply bound u δ β,∞ ≤ N and include this to the constant K, whenever confusion cannot arise.
We begin by computing
Note also that
(I 1 (t) + I 2 (t)).
For I 1 (t), it follows from (4.6) that
By the notation of (4.11), we have thus observed
For I 2 (t), we observe first that, for any s, t, we have
For the first term we get, by (2.2), that
by Lipschitz continuity of σ and the fact that u δ β,∞ ≤ N . For the second term, we apply (2.3) and Lemma 7.1 of [24] to get
Since we have u δ β,∞ ≤ N and u β,∞ ≤ N , it follows that
Similarly, we have
Let s = r − (t − r)z, then for the first term, we have
where 
which yields that
For the third term, we obtain 
Combining now the estimates (4.13)-(4.18) we observe that
Together with (4.12), we thus obtain
Thus we may apply Lemma 2.2 to get
which completes the proof.
Wong-Zakai approximations for SDEs driven by fBm
Consider the following stochastic differential equations (SDEs) driven by fBm 20) where H > 1 2 , and the corresponding Wong-Zakai approximatioṅ
where G δ (θ t ω) is given by (3.1). We denote
where for each 1 ≤ j ≤ m
Then Equation (4.21) can be rewritten aṡ 22) and equations (4.21) and (4.20) can be written in integral forms as
and 
can also be understood in the generalised Lebesgue-Stieltjes sense. Thus, again by [24, Theorem 2.1], the Equation (4.23) has a unique solution in the space C 1−β ⊂ W β,∞ , where β ∈ 1 − H, Remark 4.1. Let us suppose further that the coefficients given in (4.2)-(4.7) are independent of ω and that ζ = 1. Then by examining the proof of Theorem 4.1 carefully and using (4.9) we can deduce actually that for any p ≥ 1 and any γ ∈ (0, 1) there exists a constant C such that
This would give us also convergence in L p for this special case, together with a rate of convergence. On the other hand, we believe that the rate of convergence given here is far from optimal.
Discussions
In this article we have introduced Wong-Zakai approximations of the fractional noise and studied its convergence properties. Our approximation is valid on the full range H ∈ (0, 1) of the Hurst parameter. As an application, we proved that, for the case H > 1 2 , the solutions of the approximating differential equations converge towards the original solution, in the norm · β,∞ . Moreover, we proved that actually the only needed feature for the convergence of approximating solutions to differential equations is that the approximation of the noise converge in W 1,1−β . Thus our results remains valid for a large class of processes, justifying the claims mentioned in the introduction. Indeed, the proof of Theorem 4.1 was based only on the fact that the approximating noise converge to the true one in the space W 1,1−β together with deterministic Gronwall type Lemma 2.2 and some technical computations. In the particular case of the fractional Brownian motion, the convergence in W 1,1−β is the claim of Theorem 3.1. On the other hand, by carefully examining the proof of Theorem 3.1 we observe that the claim remains valid as long as, for some H > Indeed, these conditions imply the moment claim of Lemma 3.1, which together with hypercontractivity gives also the claim of Theorem 3.1. Actually, as already mentioned in Remark 3.1, Lemma 3.1 remains valid as long as (5.1) is satisfied, which is the case for arbitrary Hölder continuous Gaussian processes. This means that in addition to all Hölder continuous Gaussian processes, our results remain valid also for a large class of processes beyond Gaussianity. As a concrete example, our results remain valid, with some modifications, in the case of kth order Hermite processes; a process that share many properties with the fBm including covariance structure and Hölder continuity, but instead of Gaussianity it lives in the kth chaos (see, e.g. [19] for definition and details). To the best of our knowledge, stochastic differential equations driven by Hermite processes have not been extensively studied in the literature.
Despite that the results of this paper covers a wide class of processes, we believe that our rate of convergence is far from obvious (see Remark 4.1). Indeed, in the proof of Theorem 3.1 we have used rather rough estimates, and we believe that the rate of convergence can be proved to be significantly better. This is an interesting topic of further research.
