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◮ Des e´quations Diophantiennes
◮ Un automate pour construire les ensembles A∞ et B∞
◮ Un exercice d’e´tude de signe
◮ Un peu de combinatoire des mots
◮ Miscellane´es
Des e´quations Diophantiennes
Introduction
Aux alentours de 1750, L. Euler et C. Goldbach remarque`rent que
A = {a, b, c, a + b + c} et B = {a + b, a + c, b + c}
sont tels que
a + b + c + (a + b + c) = (a + b) + (a + c) + (b + c)
a2 + b2 + c2 + (a + b + c)2 = (a + b)2 + (a + c)2 + (b + c)2
Euge`ne Prouhet (1817–1867)
Me´moire sur quelques relations entre les puissances de nombres,
C. R. Acad. Sci. Paris Se´r. I 33 (1851), 225.
Une cinquantaine d’anne´es plus tard. . .
Le proble`me de Prouhet–Tarry–Escott
Soient k ,n deux entiers. Trouver deux ensembles distincts
d’entiers (que l’on pourra supposer disjoints)
A = {a1, . . . , an} et B = {b1, . . . , bn}
tels que {a1, . . . , an}=k{b1, . . . , bn}, i.e.,
n∑
i=1
ai =
n∑
i=1
bi ,
n∑
i=1
a2i =
n∑
i=1
b2i , · · · ,
n∑
i=1
aki =
m∑
i=1
bki
Souvent, on cherche une solution de taille n minimale pour un
degre´ k donne´.
Remarque : on ge´ne´ralise a` une partition en q ensembles de qk
nombres.
Exemple, k = 1
{0, 1} {2, 3} {4, 5} {6, 7} {8, 9} {10, 11} {12, 13} · · ·
1 1 1 1 1 1 1 · · ·
(2n + 1)− 2n = 1
0 3 4 7 8 11 · · · 4n 4n + 3
1 2 5 6 9 10 · · · 4n + 1 4n + 2
0 3 5 6 8 11 · · · 4n + 1 4n + 2
1 2 4 7 9 10 · · · 4n 4n + 3
On trouve des solutions pour n = 2, 4, 6, 8, . . .
A = {0, 3, 4, 7, 8, 11}
B = {1, 2, 5, 6, 9, 10}
2 4 6 8 10
2
4
6
8
10
la somme des longueurs des segments bleus e´gale la somme des longueurs
des segments rouges.
Exemple, k = 2
{0, 1} {2, 3} {4, 5} {6, 7} {8, 9} {10, 11} {12, 13} · · ·
1 1 1 1 1 1 1 · · ·
1 5 9 13 17 21 25 · · ·
(2n + 1)− 2n = 1 (2n + 1)2 − (2n)2 = 4n + 1
0 3 5 6 · · · 8n 8n + 3 8n + 5 8n + 6
1 2 4 7 · · · 8n + 1 8n + 2 8n + 4 8n + 7
8n + 1 8n + 2 8n + 4 8n + 7
8n 8n + 3 8n + 5 8n + 6
On trouve des solutions pour n = 4, 8, 12, . . .
A = {0, 3, 5, 6}
B = {1, 2, 4, 7}
1 2 3 4 5 6 7
1
2
3
4
5
6
7
1 2 3 4 5 6 7
10
20
30
40
50
Quelques ge´ne´ralite´s
◮ Si {a1, . . . , an} =k {b1, . . . , bn}, alors, pour N ≥ 1,
{Na1+M , . . . ,Nan+M } =k {Nb1+M , . . . ,Nbn+M }.
→ Si on dispose d’une solution, on en obtient une infinite´.
◮ Pour tout degre´ k fixe´,
si l’on dispose d’une solution de taille n, alors n ≥ k + 1.
◮ Pour tout degre´ k fixe´, il existe une solution de taille
n ≤ k(k + 1)
2
+ 1.
cf. P. Borwein, C. Ingalls, The Prouhet-Tarry-Escott problem
revisited , Enseign. Math. 40 (1994), 3–27.
retro.seals.ch/digbib/view?rid=ensmat-001:1994:40::10
◮ Si {a1, . . . , an} =k {b1, . . . , bn}, alors
{Na1 +M , . . . ,Nan +M } =k {Nb1 +M , . . . ,Nbn +M }.
Preuve par re´currence sur k .
Si
∑n
i=1 ai =
∑n
i=1 bi , alors
∑n
i=1(Nai +M ) =
∑n
i=1(Nbi +M ).
Hypothe`se de re´currence : si {a1, . . . , an} =k {b1, . . . , bn}, alors
{Na1 +M , . . . ,Nan +M } =k {Nb1 +M , . . . ,Nbn +M }, avec k ≥ 1.
• Supposons que {a1, . . . , an} =k+1 {b1, . . . , bn}.
On a {Na1 +M , . . . ,Nan +M } =k {Nb1 +M , . . . ,Nbn +M },
il reste a` ve´rifier que
n∑
i=1
(Nai +M )
k+1 =
n∑
i=1
(Nbi +M )
k+1
or, si on applique le binoˆme de Newton,
n∑
i=1
(Nai +M )
k+1 =
n∑
i=1
k+1∑
j=0
Cjk+1N
j a
j
i M
k+1−j
=
k+1∑
j=0
Cjk+1N
j M k+1−j
n∑
i=1
a
j
i
Un polynoˆme de degre´ n ≥ 1 posse`de n ze´ros (∈ C) compte´s avec
leur multiplicite´.
Formules de Vie`te
n∏
i=1
(X − ai ) =
n∑
j=0
(−1)j Cj X n−j avec C0 = 1
C1 = a1 + · · ·+ an , C2 =
∑
1≤i<j≤n
aiaj , . . . , Cn = a1 · · · an
Exemples
(X − a)(X − b) = X 2 − (a + b)X + ab
(X−a)(X−b)(X−c) = X 3−(a+b+c)X 2+(ab+ac+bc)X−abc
Notation : Sj = a
j
1 + · · ·+ ajn
⋆ Avec un peu de the´orie des polynoˆmes syme´triques. . .
Girard (1629) – Newton (1666) : exprimer la somme des j -ie`mes
puissances des ze´ros d’un polynoˆme a` partir des sommes des
i -ie`mes puissances, i < j , et des coefficients du polynoˆme.
S1 = C1
S2 = C1S1 − 2C2
S3 = C1S2 − C2S1 + 3C3
S4 = C1S3 − C2S2 + C3S1 − 4C4
...
C1 = S1
C2 = (−S2 + C1S1)/2
C3 = (S3 − C1S2 + C2S1)/3
C4 = (−S4 + C1S3 − C2S2 + C3S1)/4
...
Lemme (P. Borwein, C. Ingalls)
Soient n, k tels que n ≥ k . On a {a1, . . . , an} =k {b1, . . . , bn} si
et seulement si
deg
(
n∏
i=1
(X − ai )−
n∏
i=1
(X − bi)
)
≤ n − (k + 1)
Sj = a
j
1 + · · ·+ ajn ,
n∏
i=1
(X − ai ) =
n∑
j=0
(−1)j Cj X n−j
S ′j = b
j
1 + · · · + bjn ,
n∏
i=1
(X − bi) =
n∑
j=0
(−1)j C ′j X n−j
{a1, . . . , an} =k {b1, . . . , bn} ⇔ S1 = S ′1, . . . ,Sk = S ′k
⇔ C1 = C ′1, . . . ,Ck = C ′k
◮ Pour tout degre´ k , si l’on dispose d’une solution de taille n,
alors n ≥ k + 1.
Supposons disposer d’une solution de taille n ≤ k .
Quitte a` comple´ter, on peut supposer avoir deux ensembles
diffe´rents de taille k tels que
{a1, . . . , ak} =k {b1, . . . , bk}
Vu le lemme pre´ce´dent, les deux polynoˆmes unitaires
k∏
i=1
(X−ai) =
k∑
j=0
(−1)j Cj X k−j et
k∏
i=1
(X−bi) =
k∑
j=0
(−1)j C ′j X k−j
ont exactement les meˆmes coefficients. Ils sont donc e´gaux et ont
les meˆmes ze´ros. De la` {a1, . . . , ak} = {b1, . . . , bk}. Absurde!
Soit k fixe´. Prouhet donne une solution pour n = 2k .
k = 1, n = 2, A ∪ B = {0, 1, 2, 3}
A = {0, 3} et B = {1, 2}
0 + 3 = 1 + 2
k = 2, n = 4, A ∪ B = {0, 1, 2, 3, 4, 5, 6, 7}
A = {0, 3, 5, 6} et B = {1, 2, 4, 7}
0 + 3 + 5 + 6 = 14 = 1 + 2 + 4 + 7
02 + 32 + 52 + 62 = 70 = 12 + 22 + 42 + 72
(et c’est l’unique solution, ve´rification informatique)
Soit k fixe´. Prouhet donne une solution pour n = 2k .
k = 1, n = 2, A ∪ B = {0, 1, 2, 3}
A = {0, 3} et B = {1, 2}
0 + 3 = 1 + 2
k = 2, n = 4, A ∪ B = {0, 1, 2, 3, 4, 5, 6, 7}
A = {0, 3, 5, 6} et B = {1, 2, 4, 7}
0 + 3 + 5 + 6 = 14 = 1 + 2 + 4 + 7
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Soit k fixe´. Prouhet donne une solution pour n = 2k .
k = 1, n = 2, A ∪ B = {0, 1, 2, 3}
A = {0, 3} et B = {1, 2}
0 + 3 = 1 + 2
k = 2, n = 4, A ∪ B = {0, 1, 2, 3, 4, 5, 6, 7}
A = {0, 3, 5, 6} et B = {1, 2, 4, 7}
0 + 3 + 5 + 6 = 14 = 1 + 2 + 4 + 7
02 + 32 + 52 + 62 = 70 = 12 + 22 + 42 + 72
(et c’est l’unique solution, ve´rification informatique)
k = 3, n = 8, A ∪ B = {0, . . . , 15}
A = {0, 3, 5, 6, 9, 10, 12, 15} et B = {1, 2, 4, 7, 8, 11, 13, 14}
0+3+5+6+9+10+12+15 = 60 = 1+2+4+7+8+11+13+14
02+32+52+62+92+102+122+152 = 620 = 12+22+42+· · ·+142
03+33+53+63+93+103+123+153 = 7200 = 13+23+43+· · ·+143
(et c’est l’unique solution, ve´rification informatique)
Regardons d’un peu plus pre`s
Pour les ensembles
A = {0, 3, 5, 6, 9, 10, 12, 15} et B = {1, 2, 4, 7, 8, 11, 13, 14}
e´crits en base 2, on obtient
A = {0, 11, 101, 110, 1001, 1010, 1100, 1111}
et
B = {1, 10, 100, 111, 1000, 1011, 1101, 1110}
Remarque
Pour les entiers 0, . . . , 2k+1 − 1, exactement la moitie´ (i.e., 2k ) des
e´critures en base 2 contiennent un nombre pair de 1.
0
1
10
11
100
101
110
111
...
The´ore`me (Prouhet)
Soit k ≥ 1. Soient Ak ⊂ {0, . . . , 2k+1 − 1} l’ensemble des entiers
dont l’e´criture en base 2 a un nombre pair de 1 et
Bk = {0, . . . , 2k+1 − 1} \ Ak . On a
Ak =k Bk .
Il est conjecture´ qu’il s’agit de l’unique solution exacte
(i.e., Ak =k Bk et Ak 6=k Bk ) pour l’ensemble {0, . . . , 2k+1 − 1}.
σ2(n) = somme des chiffres de l’e´criture en base 2 de n
n 0 1 2 3 4 5 6 7
0 1 10 11 100 101 110 111
σ2(n) 0 1 1 2 1 2 2 3
A B B A B A A B
Preuve du the´ore`me (N. Pytheas Fogg, Lect. Notes in Math. 1794, V. Berthe´ et al. Eds.).
the`se : ∀r ∈ {0, . . . , k},
∑
a∈Ak
ar =
∑
b∈Bk
br .
Il est e´quivalent de montrer que∑
a∈Ak
ar −
∑
b∈Bk
br = 0
ou encore que
2k+1−1∑
n=0
(−1)σ2(n) nr = 0.
voir aussi R. Honsberger, Mathematical Diamonds, The Math. Association of America (2003).
L’e´criture d’un nombre en base 2 e´tant (essentiellement) unique,
on a
Fk (X ) =
2k+1−1∑
n=0
(−1)σ2(n)X n =
k∏
j=0
(1− X 2j )
Exemple, k = 1, 2
1− X − X 2 + X 3 = (1− X )(1− X 2)
1−X −X 2+X 3−X 4+X 5+X 6−X 7 = (1−X )(1−X 2)(1−X 4)
puisque 1− X n = (1− X )(1 + X + X 2 + · · ·+ X n−1), on en
conclut que
Fk (X ) = (1− X )k+1 Gk (X ) avec Gk ∈ Z[X ].
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puisque 1− X n = (1− X )(1 + X + X 2 + · · ·+ X n−1), on en
conclut que
Fk (X ) = (1− X )k+1 Gk (X ) avec Gk ∈ Z[X ].
L’e´criture d’un nombre en base 2 e´tant (essentiellement) unique,
on a
Fk (X ) =
2k+1−1∑
n=0
(−1)σ2(n)X n =
k∏
j=0
(1− X 2j )
Exemple, k = 1, 2
1− X − X 2 + X 3 = (1− X )(1− X 2)
1−X −X 2+X 3−X 4+X 5+X 6−X 7 = (1−X )(1−X 2)(1−X 4)
puisque 1− X n = (1− X )(1 + X + X 2 + · · ·+ X n−1), on en
conclut que
Fk (X ) = (1− X )k+1 Gk (X ) avec Gk ∈ Z[X ].
L’e´criture d’un nombre en base 2 e´tant (essentiellement) unique,
on a
Fk (X ) =
2k+1−1∑
n=0
(−1)σ2(n)X n =
k∏
j=0
(1− X 2j )
Exemple, k = 1, 2
1− X − X 2 + X 3 = (1− X )(1− X 2)
1−X −X 2 +X 3−X 4 +X 5 +X 6−X 7 = (1−X )(1−X 2)(1−X 4)
puisque 1− X n = (1− X )(1 + X + X 2 + · · ·+ X n−1), on en
conclut que
Fk (X ) = (1− X )k+1 Gk (X ) avec Gk ∈ Z[X ].
De cette factorisation, pour tout j ∈ {0, . . . , k}, on a
(DjFk )(1) = 0
c’est-a`-dire, puisque DjX n = n(n − 1) · · · (n − j + 1)X n−j ,
2k+1−1∑
n=0
(−1)σ2(n) n(n − 1) · · · (n − j + 1) = 0.
Pour rappel, il faut de´montrer, pour tout r ∈ {0, . . . , k},
2k+1−1∑
n=0
(−1)σ2(n) nr = 0.
On proce`de par re´currence sur r . Cas r = 0, OK.
Au vu de la remarque, pour les entiers 0, . . . , 2k+1 − 1, exactement la moitie´ (i.e., 2k ) des e´critures en base 2
contiennent un nombre pair de 1.
Supposons que pour tout r ∈ {0, . . . , j − 1},
2k+1−1∑
n=0
(−1)σ2(n) nr = 0.
A-t-on encore cette relation pour r = j ? On sait que
2k+1−1∑
n=0
(−1)σ2(n) n(n − 1) · · · (n − j + 1)︸ ︷︷ ︸
=nj+
∑j−1
t=0 αt n
t
= 0.
2k+1−1∑
n=0
(−1)σ2(n) n j +
j−1∑
t=0
αt
2k+1−1∑
n=0
(−1)σ2(n) nt
︸ ︷︷ ︸
=0
= 0
∀r ∈ {0, . . . , k},
∑
a∈Ak
ar =
∑
b∈Bk
br
Corollaire
Pour tout polynoˆme P de degre´ ≤ k , on a∑
a∈Ak
P(a) =
∑
b∈Bk
P(b)
Un automate pour construire les ensembles A∞ et B∞
J.-P. Allouche, J. Shallit, Cambridge Univ. Press, 2003.
L’automate suivant permet de de´cider si un nombre, e´crit en base
2, appartient a` A∞ ou B∞
A B
1
1
0 0
A∞ = {0, 3, 5, 6, 9, 10, 12, 15, . . .} et B∞ = {1, 2, 4, 7, 8, 11, 13, 14, . . .}
On peut de´finir une suite (xn)n≥0 sur l’alphabet {a, b} telle que
xn = a ⇔ σ2(n) est pair.
a|b|ba|baab|baababba|baababbaabbabaab| · · ·
Si xn = a, alors , x2n = a, x2n+1 = b
Si xn = b, alors , x2n = b, x2n+1 = a
Moyen de construction de suites
La suite est engendre´e a` partir des e´critures en base 2 des entiers
fournies a` un automate, i.e., pour obtenir le n-ie`me terme de la
suite (xn)n≥0, on fournit a` l’automate pre´ce´dent l’e´criture en base
2 de n.
Si xn = a, alors , x2n = a, x2n+1 = b
Si xn = b, alors , x2n = b, x2n+1 = a
Corollaire
La suite de Thue-Morse n’est pas pe´riodique.
Supposons que n + 1 est une pe´riode, de`s lors, xn = x2n+1 !
Un exercice d’e´tude de signe
Exercice pour vos e´le`ves (J.-P. Allouche’99)
Etudier le signe, sur l’intervalle [0, π] de la fonction
Fn(x ) = sin(x ) sin(2x ) sin(4x ) · · · sin(2nx )
0.5 1 1.5 2 2.5 3
-1
-0.5
0.5
1
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n = 0 +
n = 1 + −
n = 2 + − − +
n = 3 + − − + − + + −
n
n+1
−+
+ +−−
+ 7→ +−, − 7→ −+
On peut de´finir une suite en ite´rant un morphisme (convenable)
a 7→ ab
b 7→ ba
f (a) = ab
f 2(a) = abba
f 3(a) = abbabaab
f 4(a) = abbabaabbaababba
f 5(a) = abbabaabbaababbabaababbaabbabaab
Moyen de construction de suites (2)
Avec un minimum de topologie, on peut dire que cette suite de
mots (f n(a))n≥0 converge vers un mot infini (ou suite infinie)
limite.
Sous des hypothe`ses “raisonnables”, un the´ore`me duˆ a` A. Cobham
stipule qu’il est e´quivalent de construire une suite
◮ en ite´rant un morphisme (on autorise un recodage),
◮ en nourrissant un automate d’e´critures en base entie`re.
A. Cobham, Uniform tag sequences, Math. Systems Theory 6 (1972), 164-–192.
Un peu de combinatoire des mots
MATH0470-1 Combinatoire des mots
(30h Th, 10h Pr, 20h TD) Master en sciences mathe´matiques, a` finalite´ approfondie
Contenus du cours : D’une manie`re ge´ne´rale, la combinatoire est la
branche des mathe´matiques qui e´tudie les ”configurations”d’un ensemble
”discret” (et ge´ne´ralement fini). On s’inte´resse alors au de´nombrement ou
a` l’e´nume´ration effective des objets de cet ensemble, a` la structure
(e´ventuellement alge´brique) de celui-ci ou encore a` ses proprie´te´s
extre´males (e´le´ments maximaux, ...). Comme son nom l’indique, la
combinatoire des mots s’inte´resse plus spe´cialement aux mots (finis ou
infinis), i.e., aux suites de symboles ou de lettres appartenant a` un
alphabet fini.
Cette suite, qui fournit une solution au proble`me de Prouhet,
abbabaabbaababbabaababbaabbabaab · · ·
est aussi appele´e suite de Thue–Morse
Axel Thue (1863–1922) Marston Morse (1892-1977)
Des exemples de carre´ : bonbon, baba, tartare, . . .
The´ore`me
Avec un alphabet de deux lettres, tout mot de longueur ≥ 4
contient un carre´.
aba
Applications
◮ Algorithmique du texte (e.g., recherche d’un mot dans un
texte, compression de donne´es,. . . ),
◮ Bio-informatique (se´quence ge´ne´tique).
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Des exemples de carre´ : bonbon, baba, tartare, . . .
The´ore`me
Avec un alphabet de deux lettres, tout mot de longueur ≥ 4
contient un carre´.
aba
Applications
◮ Algorithmique du texte (e.g., recherche d’un mot dans un
texte, compression de donne´es,. . . ),
◮ Bio-informatique (se´quence ge´ne´tique).
Des exemples de carre´ : bonbon, baba, tartare, . . .
The´ore`me
Avec un alphabet de deux lettres, tout mot de longueur ≥ 4
contient un carre´.
aba
Applications
◮ Algorithmique du texte (e.g., recherche d’un mot dans un
texte, compression de donne´es,. . . ),
◮ Bio-informatique (se´quence ge´ne´tique).
◮ Sur 3 lettres, peut-on e´viter les carre´s ?
abacabcacb · · ·
◮ Sur 2 lettres, quelles configurations/motifs sont (in)e´vitables ?
The´ore`me
Le mot de Thue–Morse est sans chevauchement. Donc, en
particulier, il est sans cube et n’est pas (ultimement) pe´riodique.
vc v cc
Puisque le mot de Thue–Morse est sans chevauchement, il se
factorise de manie`re unique a` l’aide de {a, ab, abb}. En effet, il ne
contient jamais bbb.
abb|ab|a|abb|a|ab|abb|ab|a|ab|abb|a|abb|ab|a| a · · ·
g :


1 7→ abb
2 7→ ab
3 7→ a
On conside`re le mot infini 123132123213123 · · ·
Ce mot est sans carre´ car s’il en contenait un, le mot de
Thue-Morse contiendrait un chevauchement !
Une troisie`me de´finition de la suite de Thue–Morse
(1. par automate, 2. par morphisme ite´re´)
X0 = a, Xn+1 = XnXn
ou` abbaa = baabb
X0 = a
X1 = ab
X2 = abba
X3 = abbabaab
X4 = abbabaabbaababba
X5 = abbabaabbaababbabaababbaabbabaab
Ide´e de la preuve (par re´currence) : Xn correspond aux entiers
{0, 1, . . . , 2n − 1} et Xn correspond aux entiers {2n , . . . , 2n+1 − 1}
dont l’e´criture de´bute par un 1 supple´mentaire.
A. Engel, Problem-Solving Strategies, Springer (1997).
Miscellane´es
Une structure“fractal”
abbabaabbaababbabaababbaabbabaab
a · b · b · a · b · a · a · b · b · a · a · b · a · b · b · a·
b · a · a · b · a · b · b · a · a · b · b · a · b · a · a · b·
#{(x2tn+r )n≥0 | t ≥ 0, r < 2t} = 2.
Si xn = a, alors , x2n = a, x2n+1 = b
Si xn = b, alors , x2n = b, x2n+1 = a
Per Nørga˚rd
http://pernoergaard.dk/
Uendelighedsrækken
c0 = 0, c2n = −cn et c2n+1 = cn + 1
En particulier, cn = tn modulo 2
http://www.youtube.com/watch?v=FA7m7anh2xg
Tom Johnson
Machgielis Euwe (1901-1981).
Aux e´checs : une partie est de´clare´e nulle, si la meˆme se´quence de
coups apparaˆıt trois fois d’affile´e (“German Rule”). Max Euwe (1929)
utilise la suite de Thue–Morse (sans cube) pour montrer qu’avec cette
re`gle, une partie infinie peut encore exister.
a 7→ Ng1− f 3,Ng8− f 6,Nf 3− g1,Nf 6− g8
b 7→ Nb1− c3,Nb8− c6,Nc3− b1,Nc6− b8
Proble`me
Partitionner N en deux ensembles disjoints A et B de telle sorte
que toute entier posse`de le meˆme nombre de de´compositions
comme somme de deux e´le´ments distincts de A et comme somme
de deux e´le´ments distincts de B .
The´ore`me (Lambek–Moser 1959, R. Honsberger)
La suite de Thue–Morse fournit l’unique solution a` ce proble`me.
A = {0, 3, 5, 6, 9, 10, 12, 15, . . .} et B = {1, 2, 4, 7, 8, 11, 13, 14, . . .}
12 = 0 + 12 = 3 + 9, 12 = 1 + 11 = 4 + 8
J. Lambek, L. Moser, On some two way classifications of integers, Canad. Math. Bull. 2 (1959), 85–89.
Elementary Problems: E2692. Amer. Math. Monthly 85 (1978),
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D. Robbins, Solution to Problem E2692, Am. Math. Monthly 86 (1979), 394–395.
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D. Robbins, Solution to Problem E2692, Am. Math. Monthly 86 (1979), 394–395.
Transcendance
La constante de Thue–Morse
0
2
+
1
4
+
1
8
+
0
16
+ · · · =
∞∑
n=0
σ2(n) mod 2
2n+1
≃ 0, 4124540336 · · ·
est un nombre transcendant.
F. M. Dekking, Transcendence du nombre de Thue-Morse, Comptes
Rendus de l’Academie des Sciences de Paris 285 (1977), 157–160.
Transcendance II
Soient a, b > 0 des entiers. Le re´el
x = a +
1
b +
1
b +
1
a +
. . .
est transcendant.
M. Queffe´lec, Transcendance des fractions continues de Thue-Morse, J.
Number Theory 73 (1998), 201-–211.
B. Adamczewski, Y. Bugeaud, A short proof of the transcendence of
Thue-Morse continued fractions, Amer. Math. Monthly 114 (2007),
536-–540.
Un proble`me de Gelfond
lim
N→+∞
#{n ∈ P | n ≤ N and σ2(n) ≡ 0 mod 2}
#{n ∈ P | n ≤ N } =
1
2
.
C. Mauduit, J. Rivat, Sur un proble`me de Gelfond: la somme des chiffres
des nombres premiers, Ann. of Math. 171 (2010), 1591-–1646.
