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Diese Arbeit soll eine Untersuchung fortfu¨hren, die Kunert, Martin und Eccleston in ihremArtikel
”
A-optimal block designs for the comparison with a control for correlated errors and analysis with the
weighted least squares estimate“ begonnen haben. In ihrem Artikel versuchen die Autoren, optimale
approximative Versuchspla¨ne fu¨r den Vergleich mehrerer Behandlungen mit einer Kontrolle in
einem einfachen Blockmodell bei AR(1)-korrelierten Sto¨rgro¨ßen zu finden oder zumindest fu¨r
gegebene Rahmenbedingungen Untergrenzen fu¨r den Wert des betrachteten Gu¨tekriteriums, der
durchschnittlichen Varianz der Kontrastscha¨tzer zwischen Behandlungseffekten und dem Effekt
der Kontrollbehandlung, zu ermitteln. Dabei beschra¨nken sich die Autoren aber hauptsa¨chlich
auf zwei Spezialfa¨lle, na¨mlich Blockpla¨ne mit Blockla¨ngen von 3 und 4. Die Frage, wie Pla¨ne
bzw. Untergrenzen fu¨r beliebige Blockla¨ngen k aussehen, wird dort also noch nicht beantwortet
und soll daher in dieser Arbeit untersucht werden.
Die Grundlagen zum Versta¨ndnis dieser Arbeit sollen dazu in Kapitel 2 vermittelt werden, ab Ka-
pitel 3 wird dann systematisch auf das Auffinden der optimalen Sequenzen hingearbeitet. Zu die-
ser Suche seien an dieser Stelle noch einige Anmerkungen gegeben: Zuna¨chst einmal sei betont,
dass sie natu¨rlich unter genau denselben Annahmen stattfindet, die auch [Kunert et al., 2010] ih-
rer Arbeit zugrunde gelegt haben. Damit ist insbesondere eine Beschra¨nkung auf Fa¨lle gemeint,
in denen die Blockla¨nge k die Zahl der mit der Kontrolle zu vergleichenden Behandlungen v
nicht u¨bersteigt, und in denen der Korrelationsparameter λ des AR(1)-Prozesses im Intervall [0, 1)
liegt. [Kunert et al., 2010] untersuchten den Fall k = 3 zwar noch fu¨r beliebiges λ ∈ (−1, 1), be-
schra¨nkten sich aber auch schon im Fall k = 4 auf nicht-negative λ-Werte, da sie sonst eines ihrer
grundlegenden Resultate nicht ha¨tten anwenden ko¨nnen. Da das Auftreten einer negativen Kor-
relation innerhalb der Blo¨cke praktisch eh ohne Relevanz sein du¨rfte, stellt diese Beschra¨nkung
auch keinen wirklichen Nachteil dar.
Als Hilfsmittel bei allen Berechnungen wurden die beiden Programmpakete [Maxima, 2010] und
[R, 2009] eingesetzt. Letzteres wurde dabei insbesondere auch zum Erstellen der Grafiken ver-
wendet. Da bei vielen der im Rahmen dieser Arbeit vorgenommenen Berechnungen es nur dar-
um ging zu zeigen, dass ein Ausdruck ein bestimmtes Vorzeichen hat, und viele Umformungen
folgenlos fu¨r dieses bleiben, sei folgende Kurzschreibweise vereinbart: Durch das Proportiona-
lita¨tszeichen ∝ seien Umformungsschritte, durch die sich das Vorzeichen eines Ausdrucks nicht
vera¨ndert, gekennzeichnet. Wenn A und B zwei mathematische Ausdru¨cke sind, dann soll die
Schreibweise A ∝ B also einfach nur stellvertretend zu verstehen sein fu¨r sig(A) = sig(B).
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2 Grundlagen
In diesem Kapitel sollen die Hintergru¨nde der Arbeit dargelegt und so die Grundlage fu¨r das
Versta¨ndnis der kommenden Kapitel geschaffen werden. Dabei werden im ersten Unterkapitel
zuna¨chst einige sehr grundlegende Begriffe und Bezeichnungen eingefu¨hrt und erka¨rt, sowie die
zu betrachtende Ausgangssituation kurz dargestellt. Wie man in einer Situation wie der in die-
sem Abschnitt dargelegten nach guten Versuchspla¨nen suchen kann, wird unter Verweis auf ein
Resultat von [Kunert et al., 2010] im darauf folgenden Abschnitt erla¨utert. Das dritte Unterkapi-
tel bescha¨ftigt sich intensiv mit einer Matrix, die fu¨r diese Suche von allergro¨ßter Bedeutung ist:
Eigentlich alle der in dieser Arbeit folgenden Beweise basieren na¨mlich auf einigen elementa-
ren Aussagen u¨ber die Eintra¨ge einer Matrix W. All diese Aussagen werden in diesem letzten
Abschnitt des Kapitels hergeleitet.
2.1 Hintergrund und Bezeichnungen
Die Ausgangsbasis aller U¨berlegungen in dieser Arbeit stellt das einfache Blockmodell dar:






In diesem Modell bezeichnet y den Vektor der Beobachtungen und e den Vektor der Sto¨rgro¨ßen. τ
steht fu¨r den Vektor der Behandlungseffekte, der v+ 1 Eintra¨ge umfasst: Neben dem mit τ0 bezeich-
neten Effekt einer Kontrollbehandlung sind dies die Effekte von v verschiedenen Behandlungen,
die mit der Kontrollbehandlung verglichen werden sollen. Bei dem Vektor κ, der fu¨r jeden der b
gleichlangen Blo¨cke des Designs einen Eintrag entha¨lt, handelt es sich um den Vektor der Blockef-
fekte.



















 ∼ (b, 1)
k steht hierbei fu¨r die La¨nge eines jeden Blocks.
Bei den Matrizen Td und B handelt es sich um die Behandlungs-Design-Matrix und die Block-
Design-Matrix. Diese beiden Matrizen sind so aufgebaut, dass sie in jeder Zeile genau eine Eins
enthalten und sonst nur Nullen. Die Positionen der Einser in den jeweils i-ten Zeilen dieser Ma-
trizen geben Aufschluss daru¨ber, welche Behandlung bei Versuchsobjekt i eingesetzt wurde und
in welchem Block von Beobachtungen es sich befunden hat.
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Die Matrizen sind entsprechend von den folgenden Dimensionen:
Td ∼ (bk, v+ 1) B = Ib ⊗ 1k ∼ (bk, b)
Welche Behandlungen die Versuchsobjekte bekommen, wird auch in Form eines Blockplans ange-
geben: Ein solcher Blockplan d ist eine Matrix mit b Zeilen und k Spalten, deren Eintra¨ge jeweils
der Nummer der eingesetzten Behandlung entsprechen. Die Zeilen der Matrix stehen also fu¨r
die verschiedenen Blo¨cke, die Spalten fu¨r die Positionen im Block. Die Darstellung als Blockplan
entha¨lt nicht mehr und nicht weniger Informationen, als sie auch schon die Matrizen Td und B
bieten, stellt diese aber in einer kompakteren Form dar.
Als Sequenz wird eine einzelne Zeile dieses Blockplans bezeichnet. Eine Sequenz s gibt also fu¨r
einen Block an, an welcher Stelle welche Behandlung verwendet wird. Die Schreibweise einer
Sequenz ist u¨blicherweise so definiert, dass die Behandlungsnummern in der Reihenfolge ihres
Auftretens im Block in eckige Klammern geschrieben werden. Die Sequenz [0 1 2 3 0 4] bedeutet
also beispielsweise fu¨r einen Block der La¨nge 6, dass bei dem ersten und fu¨nften Versuchsobjekt
des Blocks die Kontrollbehandlung 0 eingesetzt wurde und die anderen vier Versuchsobjekte (in
dieser Reihenfolge) mit den Behandlungen 1 bis 4 behandelt wurden.
In dieser Arbeit wird nur der Fall untersucht, dass e, der Vektor der Sto¨rgro¨ßen, eine ganz spezielle
Gestalt hat. Es wird na¨mlich davon ausgegangen, dass nur Beobachtungen aus verschiedenen
Blo¨cken voneinander unabha¨ngig, die Beobachtungen innerhalb eines Blocks aber gema¨ß eines
AR(1)-Prozesses miteinander korreliert sind. Der Vektor y hat damit also die folgende Verteilung:
y ∼ IN(Tdτ+ Bκ, Σ)
mit




1 λ λ2 λ3 · · · λk−3 λk−2 λk−1
λ 1 λ λ2 · · · λk−4 λk−3 λk−2









λk−2 λk−3 λk−4 λk−5 · · · λ 1 λ
λk−1 λk−2 λk−3 λk−4 · · · λ2 λ 1

Die Gro¨ße λ steht hierbei fu¨r den Korrelationsparameter des AR(1)-Prozesses, σ2 fu¨r die ihm
zugrundeliegende Fehlervarianz.
In der Versuchsplanung bescha¨ftigt man sich mit der Fragestellung, welche Behandlung welches
Versuchsobjekt erhalten sollte, damit die Beantwortung der zugrundeliegenden statistischen Fra-
gestellung am besten erfolgen kann. Es gilt also, durch geschickte Wahl des Plans d eine Op-
timalita¨t hinsichtlich eines bestimmten Gu¨tekriteriums zu erzielen. Dabei gibt es natu¨rlich ei-
ne Vielzahl mo¨glicher Gu¨tekriterien, die alle herangezogen werden ko¨nnten. Das Gu¨tekriterium,
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das jedoch in dieser Arbeit ausschließlich betrachtet werden soll, ist das A-Kriterium fu¨r den Ver-
gleich mit einer Kontrolle. Dieses Kriterium ist definiert als die durchschnittliche Varianz der Kon-





i=1 var(τ̂i − τ0)
Dabei bezeichne d den jeweiligen Blockplan aus der Menge aller mo¨glichen Blockpla¨ne D mit b
Blo¨cken, Blockla¨nge k sowie einer Kontroll- und v Vergleichsbehandlungen.
2.2 Die Suche nach optimalen Pla¨nen
Als optimal wird ein Plan bezeichnet, wenn er unter allen Pla¨nen aus D den kleinsten Wert des
Kriteriums erzielt. Ein Plan d∗ wird demnach A-optimal fu¨r den Vergleich mit einer Kontrolle ge-
nannt, wenn fu¨r ihn gilt:
Atc(d
∗) = mind∈D Atc(d).
Es gelten nun die folgenden Bezeichnungen:
• Mit s[1], . . . , s[b] seien die nicht notwendigerweise verschiedenen Sequenzen bezeichnet, die
(in dieser Reihenfolge) in den b Blo¨cken des Versuchsplans Verwendung finden.









λ (∼ (k, k)).
• Mitwij seien die einzelnen Eintra¨ge dieser MatrixW bezeichnet, wobei i die Zeile und j die
Spalte des jeweiligen Elements der Matrix angibt (mit i, j = 1, . . . k).
• t(u)(s) bezeichne einen Vektor der La¨nge k, der an all den Stellen eine 1 entha¨lt, an denen
in Sequenz s Behandlung u eingesetzt wurde, und sonst nur Nullen. Fu¨r den q-ten Eintrag
dieses Vektors, t
(u)





1 : Behandlung u steht an Stelle q von Sequenz s
0 : sonst




(1)(s[1]) . . . t
(v)(s[1])
t(0)(s[2]) t






(1)(s[b]) . . . t
(v)(s[b])
.
• DieMatrixMd ist definiert als T˜Td (Ib⊗W)T˜d, wobei mit T˜d der Teil der Behandlungs-Design-
Matrix Td ohne die zur Kontrollbehandlung geho¨rende erste Spalte gemeint ist.
• cjj(s) bezeichne den Ausdruck t(j)(s)T ·W ·t(j)(s), der sich in alternativer Schreibweise auch








r1 (s) ·wr1r2 · t(j)r2 (s)
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• Die folgende auf diesenm-Werten basierende Funktion wird als H-Funktion einer Sequenz
s bezeichnet und ist fu¨r diese Arbeit von allergro¨ßter Bedeutung:
Hs(x) = (1+ x)
2m1(s) + x
2(v− 1)m2(s).
Wie [Kunert et al., 2010] mit Hilfe von Resultaten aus [Majumdar und Notz, 1983],
[Kushner, 1997] und [Kunert und Martin, 2000] gezeigt haben, stellt dann die Erfu¨llung der
folgenden drei Forderungen eine hinreichende Bedingung fu¨r die Atc-Optimalita¨t eines Plans d
dar:
(I) Bezeichne x∗ die Stelle, fu¨r die
maxsHs(x
∗) = minxmaxsHs(x)
gilt. Fu¨r alle im Versuchsplan d eingesetzten Sequenzen s[1], . . . s[b] muss dann gelten:
Hs[q](x
∗) = maxsHs(x∗) (q = 1, . . . , b)
(II) Die im Versuchsplan eingesetzten Sequenzen sind so gewa¨hlt, dass fu¨r die Summe der Ab-







(III) Die MatrixMd ist vollsta¨ndig symmetrisch und la¨sst sich also darstellen als
Md = c1 · Iv + c21v1Tv (c1, c2 ∈ IR).
Alle ihre Diagonalelemente nehmen also ebenso wie auch all ihre Nebendiagonalelemente
jeweils denselben Wert an.
Nicht fu¨r jede Kombination der Parameter b, k und v la¨sst sich aber ein Plan konstruieren, der
alle drei dieser Forderungen erfu¨llt: Wa¨hrend die erste Forderung immer erfu¨llbar ist, stellen die
anderen beiden na¨mlich fu¨r konkrete Parameterwerte unter Umsta¨nden eine unu¨berwindbare
Hu¨rde dar.
Ein konstruktives Vorgehen, wie man in dieser Situation dann den optimalen Plan ermittelt, ist
nicht bekannt. Da nach [Kunert et al., 2010] aber auch gilt, dass
Atc(d) ≥ v−1v·b·maxsHs(x∗) · σ2
ist, la¨sst sich die Gu¨te bzw. Effizienz eines konkreten Plans durch einen Vergleich mit dieser theo-






nahe an 1, so hat man einen zwar nicht unbedingt optimalen, aber dennoch fu¨r die konkrete
Situation sehr guten Plan gefunden.
Ob man sich jetzt mit einem
”
guten“ Plan zufrieden gibt oder auf die Suche nach dem optimalen




und dem ho¨chsten dort angenommenen Wert der H-Funktionen
maxsHs(x
∗) = minxmaxsHs(x)
fu¨hrt so oder so kein Weg vorbei. Gegenstand dieser Arbeit soll es daher sein, Aussagen u¨ber die
Lage dieser Stelle x∗ und die dort ho¨chsten H-Funktionen zu treffen, sowie zu untersuchen, wel-
che Auswirkungen A¨nderungen der Parameter darauf haben. DieMenge der Sequenzen s, fu¨r die
an der Stelle x∗ die ho¨chsten H-Funktionswerte erreicht werden, werden in der weiteren Arbeit
dabei der Einfachheit halber als optimale Sequenzen bezeichnet, auch wenn ein aus ihnen zusam-
mengestellter Versuchsplan wie bereits dargelegt natu¨rlich nicht notwendigerweise optimal sein
muss.
Mit den folgenden Behauptungen la¨sst sich die Suche nach der Stelle x∗ bereits etwas eingrenzen:
Behauptung 2.1: Fu¨r diem-Werte einer Sequenz s gilt:m1(s) undm2(s) sind beide gro¨ßer oder gleich
Null.
Beweis: Der Beweis folgt direkt aus [Majumdar und Notz, 1983]. Die Autoren zeigen dort in
Lemma 2.1, dass es sich bei den hier als m1(s) und m2(s) bezeichneten Werten um die Ei-
genwerte einer Matrix M¯(d) fu¨r einen nur aus einem einzigen Block bestehenden Versuchs-
plan d handelt. Diese eben erwa¨hnte Matrix M¯(d) berechnet sich dabei als Durchschnitt u¨ber
sa¨mtlicheM-Matrizen, die sich bei einer Permutation der Behandlungen in d ergeben.
Da nach [Majumdar und Notz, 1983] jede einzelne dieserM-Matrizen positiv semi-definit ist,
muss dies natu¨rlich auch fu¨r M¯(d) gelten. Da eine positiv semi-definite Matrix aber keine
negativen Eigenwerte haben kann, ist klar, dass beide m-Werte gro¨ßer oder gleich Null sein
mu¨ssen. 2
Behauptung 2.2: Sa¨mtliche H-Funktionen sind an keiner Stelle negativ. Sofern nichtm1(s) undm2(s)
beide gleich Null sind, handelt es sich bei der zu einer Sequenz s geho¨renden H-Funktion zudem um eine
nach oben geo¨ffnete Parabel, die als solche natu¨rlich streng konvex ist.
Beweis: Dass die H-Funktionen u¨berall nicht-negativ sind, ergibt sich direkt aus ihrer Defini-
tion und der Tatsache, dass auch diem-Werte gro¨ßer oder gleich Null sind (siehe Behauptung
2.1). Mit derselben Begru¨ndung ergibt sich aber weiter, dass es sich bei den H-Funktionen um
nach oben geo¨ffnete Parabeln handelt, denn schließlich ist Hs(x) nichts anderes als eine (so-
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fern wenigstens einer derm-Werte von Null verschieden ist) positive Linearkombination der
beiden nach oben geo¨ffneten Parabeln (1+ x)2 und x2:
Hs(x) = (1+ x)
2m1(s) + x
2(v− 1)m2(s).
Die Konvexita¨t folgt nun zwar schon unmittelbar aus dieser Tatsache, sie ließe sich aber




= 2m1(s) + 2(v− 1)m2(s).
Da ebenm1(s) als auchm2(s) nicht-negativ und nicht beide gleich Null sind, ist diese zweite
Ableitung fu¨r alle Werte von x positiv und die Funktion somit in jedem Fall streng konvex. 2
Behauptung 2.3: Die gesuchte Stelle x∗ = argminxmaxsHs(x) kann sich nur an einem der im Inter-
vall [−1, 0] liegenden Schnitt- und Scheitelpunkte der H-Funktionen befinden.
Beweis: Sollten fu¨r eine Sequenz s beidem-Werte gleich Null sein, so ist auch ihreH-Funktion
u¨berall gleich Null. Bei dieser Funktion kann es sich dann aber nicht ummaxsHs(x) handeln,
da jede Sequenz, fu¨r die auch nur einer der m-Werte gro¨ßer als Null ist, u¨berall echt positive
H-Werte erzielt und damit der erstgenannten Sequenz u¨berall u¨berlegen wa¨re. Eine weitere
Betrachtung dieser Sequenz wu¨rde also keinen Sinn machen, daher werden im Folgenden nur
noch Sequenzen untersucht, fu¨r die mindestens einer derm-Werte gro¨ßer Null ist.
Nach Behauptung 2.2 ist fu¨r solche Sequenzen Hs(x) aber eine nach oben geo¨ffnete Parabel.
Sei nun x˜ eine Stelle, an der kein Scheitel- oder Schnittpunkt zweier oder mehrerer Funktionen
liegt, und sei sm die Sequenz, die an dieser Stelle die ho¨chsten H-Werte erreicht.
Da es bei x˜ keinen Schnittpunkt gibt, la¨sst sich aufgrund der Stetigkeit der H-Funktionen in
jedem Fall ein Υ > 0 finden, so dass fu¨r alle mo¨glichen Sequenzen s gilt:
Hsm(x) ≥ Hs(x) fu¨r x ∈ [x˜− Υ, x˜+ Υ].
Nicht nur an der Stelle x˜, sondern auch in dieser Υ-Umgebung um x˜ erreicht die Sequenz sm
also ho¨here oder mindestens genau so hohe H-Werte wie alle anderen Sequenzen. Da es sich
bei Hsm(x) um eine Parabel handelt und an der Stelle x˜ kein Scheitelpunkt liegt, gilt fu¨r die
Ableitung von Hsm(x) nach x aber auch
H ′sm(x˜) 6= 0,
so dass es entweder im Intervall [x˜−Υ, x˜) oder im Intervall (x˜, x˜+Υ]mindestens eine Stelle x¨
geben muss, fu¨r die
Hsm(x˜) > Hsm(x¨)
und damit auch
maxs Hs(x˜) > maxs Hs(x¨)
gilt. Der Punkt x˜ kommt somit nicht als gesuchte Stelle argminx maxs Hs(x) in Frage.
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Die gesuchte Stelle x∗muss daher an einem der Scheitel- oder Schnittpunkte derH-Funktionen
liegen, und zwar einem innerhalb des Intervalls [−1, 0]: Betrachtet man na¨mlich die erste Ab-
leitung von Hs(x) nach x und beschra¨nkt sich dabei wie zu Beginn des Beweises erwa¨hnt auf
Sequenzen, fu¨r die einer der beidenm-Wertem1(s) undm2(s) positiv und der andere zumin-





>0 fu¨r x>−1︷ ︸︸ ︷
2(1+ x)︸ ︷︷ ︸
<0 fu¨r x<−1
·m1(s) +
>0 fu¨r x>0︷ ︸︸ ︷
2(v− 1)x︸ ︷︷ ︸
<0 fu¨r x<0
·m2(s)
> 0 fu¨r x > 0
< 0 fu¨r x < −1
ist. Außerhalb des Intervalls [−1, 0] haben die Ableitungen aller H-Funktionen jeweils das-
selbe Vorzeichen: Sie sind allesamt streng monoton fallend fu¨r x < −1 und streng monoton
wachsend fu¨r x > 0. Dies hat aber zur Folge, dass fu¨r beliebige Sequenz s
Hs(x) > Hs(−1) fu¨r x < −1
Hs(x) > Hs(0) fu¨r x > 0
gilt und somit natu¨rlich insbesondere auch
maxs Hs(x) > maxs Hs(−1) fu¨r x < −1
maxs Hs(x) > maxs Hs(0) fu¨r x > 0
ist. Damit ist gezeigt, dass es sich bei Stellen außerhalb des Intervalls nicht um das gesuchte
Minimum handeln kann. 2
Um die Suche nach der Optimalstelle x∗ nun noch weiter einzugrenzen, sind grundsa¨tzliche Er-
kenntnisse u¨ber das Aussehen und Verhalten der zu den jeweiligen Sequenzen geho¨renden H-
Funktionen no¨tig. Um zu diesen zu gelangen, ist es hilfreich, sich zuna¨chst einmal mit den Ein-
tra¨gen der MatrixW zu bescha¨ftigen. Dies geschieht im na¨chsten Unterkapitel.
2.3 Allgemeine Aussagen u¨ber die Eintra¨ge der MatrixW
Die im vorigen Unterkapitel eingefu¨hrte Matrix W, die die Grundlage fu¨r alle nun folgenden
U¨berlegungen bildet, weist - wie [Kunert et al., 2010] zeigen - beim AR(1)-Prozess ho¨chstens sie-
ben verschiedene Eintra¨ge auf: Die Diagonalelemente wii sind entweder
α := 1− 1−λ
k(1−λ)+2λ
, wenn i = 1 oder i = k, oder
β := 1+ λ2 −
(1−λ)3
k(1−λ)+2λ
, wenn 2 ≤ i ≤ k− 1,
und die anderen Elemente der Matrix wij sind fu¨r i < j
γ := − 1−λ
k(1−λ)+2λ
















, wenn 2 ≤ i ≤ k− 2 und j = i+ 1,
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wobei all diese Eintra¨ge noch mit dem Vorfaktor ( 1
1−λ2
) versehen werden.
DaW symmetrisch ist, ergeben sich die Eintra¨ge fu¨r j > i auch aus den zuvor aufgefu¨hrten. Die
Gestalt der Matrix sei an folgendem Beispiel fu¨r k = 12 einmal demonstriert.





α ζ δ δ δ δ δ δ δ δ δ γ
ζ β η ε ε ε ε ε ε ε ε δ
δ η β η ε ε ε ε ε ε ε δ
δ ε η β η ε ε ε ε ε ε δ
δ ε ε η β η ε ε ε ε ε δ
δ ε ε ε η β η ε ε ε ε δ
δ ε ε ε ε η β η ε ε ε δ
δ ε ε ε ε ε η β η ε ε δ
δ ε ε ε ε ε ε η β η ε δ
δ ε ε ε ε ε ε ε η β η δ
δ ε ε ε ε ε ε ε ε η β ζ
γ δ δ δ δ δ δ δ δ δ ζ α


Der Vorfaktor ( 1
1−λ2
) der MatrixW ist fu¨r die Suche nach der Optimalstelle x∗ nicht von Bedeu-
tung, da er nicht nur alle Eintra¨ge dieser Matrix, sondern auch alle H-Funktionen in gleichem
Maße betrifft (siehe dazu die Definition der H-Funktionen sowie der cjj- und der m-Werte auf
Seite 4). Aus diesem Grund wird er bei allen weiteren U¨berlegungen in dieser Arbeit einfach
ignoriert.
Die von diesem Vorfaktor befreiten Eintra¨ge der MatrixW werden fortan vor allem mit den neu
vergebenen Bezeichnungen α,β, γ, δ, ε, ζ und η angesprochen und nur noch bei Verweisen auf
[Kunert et al., 2010] mit der dort verwendeten Schreibweise wij. Der Vorteil dieser alternativen
Bezeichnungen liegt einfach darin, dass gleiche Zeichen auch immer die gleiche Bedeutung ha-
ben, wa¨hrend bei den wij-Bezeichnungen w44 fu¨r k = 4 beispielsweise einen ganz anderen Ein-
trag meint als fu¨r k = 5.
Die Gro¨ßen α,β, δ, ε, ζ und η der MatrixW lassen sich alle auch als Funktion von γ darstellen. So
ergibt sich, dass
α = 1+ γ β = 1+ λ2 + (1− λ)2γ δ = (1− λ)γ
ε = (1− λ)2γ ζ = −λ+ (1− λ)γ η = −λ+ (1− λ)2γ .
Wie man direkt sieht, gilt auch die folgende Gleichung:
δ+ η = ε+ ζ.
Diese Gleichung wird im Folgenden noch von Bedeutung sein. Ebenfalls im Folgenden noch von
Bedeutung sein werden einige Aussagen u¨ber dieMonotonie der Gro¨ßen selbst und der aus ihnen
zusammengesetzten Ausdru¨cke, sowie Aussagen u¨ber das Spektrum der von ihnen angenomme-
nen Werte.
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Behauptung 2.4: α,β, γ, δ und ε sind allesamt streng monoton wachsend in λ. Es gilt weiter: γ, δ und












fu¨r λ ∈ [0, 1).
Beweis: Die Ableitungen von α,β, γ, δ und ε bezu¨glich λ lauten:























Da bei allen Bru¨chen Za¨hler und Nenner fu¨r λ < 1 ganz offensichtlich positiv sind, ist die
strenge Monotonie der Gro¨ßen gezeigt. Die Minima und Suprema der Gro¨ßen ergeben sich
durch Einsetzen der Grenzen des Wertespektrums λ = 0 und λ = 1 in die Formeln. 2
Behauptung 2.5: Der Quotient β
α
ist fu¨r λ ∈ [0, 1) streng monoton wachsend in λ und liegt immer im










3λ3 − λ3k+ λ2k− 3λ2 + 5λ− λk+ k− 1
k− λk+ 3λ− 1
=
=Z︷ ︸︸ ︷
(3− k)λ3 + (k− 3)λ2 + (5− k)λ+ (k− 1)
(k− 1) + (3− k)λ︸ ︷︷ ︸
=N
Die Ableitung dieses Ausdrucks bezu¨glich λ sieht wie folgt aus:
(β
α








streng monoton wachsend in λ ist, muss obige Ableitung fu¨r λ ∈ (0, 1) positiv sein.
Da es fu¨r das Vorzeichen der Ableitung unerheblich ist, wie der Nenner der Ableitung genau
aussieht, da er aufgrund des Quadrats ohnehin nie negativ sein kann, kann dieser fu¨r die









)λ2 + 2(k2 − 4k+ 3)λ+ 2(k− 1)︸ ︷︷ ︸
(∗)
> 0
Der in der letzten Ungleichung stehende Ausdruck (∗) kann nach k abgeleitet werden. Damit
erha¨lt man:
(∗) ′ = 2 (λ− 1)︸ ︷︷ ︸
<0
(












Der Ausdruck (∗) ist daher monoton in k wachsend. Da (∗) fu¨r k = 3 einen Wert von 4 an-
nimmt, muss es fu¨r k ≥ 4 dementsprechend noch ho¨here Werte annehmen. Im von uns be-
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trachteten Fall k ≥ 4 ist (∗) also insbesondere immer positiv und folglich die Monotonie des
Quotienten (β
α
) in λ gezeigt.
Die Unter- beziehungsweise Obergrenze des Quotienten erha¨lt man, indem man ihn fu¨r λ = 0
und λ → 1 berechnet. Wie man leicht sieht, betra¨gt der Minimalwert dann 1 und das Supre-
mum 2. Damit ist auch klar, dass 2α > β ≥ α gelten muss. 2
Behauptung 2.6: Es gelten die folgenden Monotonieaussagen:
(a) β2 ist streng monoton wachsend in λ. (b) ε2 ist streng monoton fallend in λ.
(c) βε ist streng monoton wachsend in λ. (d) β2ε2 ist streng monoton fallend in λ.
Beweis:
(a) Da - wie in Behauptung 2.4 gezeigt - sowohl β als auch β ′ immer positiv sind, ist auch
(β2) ′ = 2ββ ′ > 0.
(b) Da nach Behauptung 2.4 aber auch ε fu¨r λ ∈ (0, 1) kleiner Null und ε ′ gro¨ßer Null ist, gilt
fu¨r die Ableitung von ε2 nach λ: (ε2) ′ = 2εε ′ < 0.









k2(2λ4 − 5λ3 + 5λ2 − 3λ+ 1)
+k(−10λ4 + 19λ3 − 19λ2 + 11λ− 1)




Die zweite Ableitung von (∗) nach k sieht fu¨r λ ∈ (0, 1) wie folgt aus:
∂2(∗)
∂2k




+ 1− λ︸ ︷︷ ︸
>0
) > 0
Die erste Ableitung von (∗) nach k ist dementsprechend monoton wachsend in k. Da wir
ohnehin nur Fa¨lle betrachten, fu¨r die k ≥ 3 ist, la¨sst sich diese Ableitung also durch Ein-
setzen von k = 3 nach unten abscha¨tzen:
∂(∗)
∂k
≥ 2λ4 − 11λ3 + 11λ2 − 7λ+ 5 = 2(1− λ)4 + 3(1− λ3) + λ(1− λ) > 0.
Der Ausdruck (∗) ist selbst also monoton wachsend in k. Es gilt daher, dass
(∗) ≥︸︷︷︸
k≥3
−2(λ(λ− 5)︸ ︷︷ ︸
<0
−2) > 0.
Also ist die Ableitung von βε nach λ fu¨r k ≥ 3 auf jeden Fall positiv und βε damit streng
monoton wachsend in λ.
(d) Da fu¨r λ ∈ (0, 1) ε < 0 und β > 0 ist, ist das Produkt βε folglich negativ. Fu¨r die Ableitung






(βε) ′ ist wegen (b) positiv, (βε) aber negativ. Ihr Produkt ist dementsprechend wiederum
negativ und (βε)2 deshalb streng monoton fallend in λ. 2
2 Grundlagen 12
Behauptung 2.7: Wenn der Quotient c2
c1
kleiner ist als (k− 1), so ist ein Ausdruck der Form c1β+ c2ε
fu¨r c1 > 0 auf jeden Fall positiv.
Beweis: Betrachte zuna¨chst den Fall, dass auch c2 gro¨ßer Null ist. Da β und ε beide monoton
wachsend in λ sind (siehe Behauptung 2.4), ist auch der gesamte Ausdruck c1β+c2εmonoton
in λ wachsend. Sein Minimum nimmt dieser also fu¨r λ = 0 an. Es gilt also:









Im Fall, dass c2 kleiner oder gleich Null ist, la¨sst sich aufgrund der Tatsache, dass auch ε nie
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3 Reduzierung der Anzahl zu betrachtender Sequenzen
Wie im Abschnitt 2.2 gezeigt wurde, gilt es bei der Suche nach guten oder optimalen approxima-
tiven Pla¨nen, die Stelle x∗ zu finden, die folgende Anforderung erfu¨llt:
maxsHs(x
∗) = minxmaxsHs(x).
Da es sich wie bereits erwa¨hnt bei jedem Schnitt- und jedem Scheitelpunkt in [−1, 0] um die ge-
suchte Stelle handeln ko¨nnte, ist es klar, dass diese Aufgabe umso schwieriger ist, je mehr Sequen-
zen betrachtet werden mu¨ssen. Aus diesem Grund ist es von großer Bedeutung, die Anzahl der
zu betrachtenden Sequenzen schon vorab zu reduzieren. Dazu versucht man, Sequenzen entwe-
der direkt aus dem Kreis der Kandidaten auszuschließen oder sich gleichverhaltende Sequenzen
zu A¨quivalenzklassen zusammenzufassen, um so nur noch einen Repra¨sentanten jeder Klasse
betrachten zu mu¨ssen.
3.1 Die Ansa¨tze von Kunert, Martin und Eccleston
[Kunert et al., 2010] geben in ihrem Artikel drei Regeln an, mit denen sich die Zahl der zu be-
trachtenden Sequenzen senken la¨sst. Alle diese drei Regeln basieren auf der grundlegenden Idee,
dass eine Sequenz, die u¨berall einer anderen unterlegen ist, bei der Suche nach der Minimalstelle
der Maximalwerte keine Rolle spielen kann und deshalb nicht weiter betrachtet werden muss.
Gilt fu¨r zwei Sequenzen s1 und s2 na¨mlich, dass m1(s1) ≥ m1(s2) und m2(s1) ≥ m2(s2) ist,
so folgt daraus direkt, dass auch Hs1(x) ≥ Hs2(x) ist und zwar fu¨r alle Werte von x. Die drei
Regeln sind nicht speziell fu¨r die Situation von AR(1)-Fehlern formuliert und lauten in ihrer all-
gemeingu¨ltigen Formulierung:
• La¨sst sich eine Sequenz s in eine andere Sequenz t u¨berfu¨hren, indem man einfach die Rei-
henfolge dieser Sequenz umdreht und den Behandlungen neue Bezeichnungen gibt, so ha-
ben beide Sequenzen dieselben m1- und m2-Werte und eine von ihnen muss folglich nicht
weiter betrachtet werden.
• Wenn alle wij fu¨r i 6= j kleiner oder gleich Null sind, dann mu¨ssen nur die Sequenzen
betrachtet werden, die keine Behandlung mehr als einmal einsetzen.
• Wenn zwei Sequenzen s und t sich in der Art unterscheiden, dass an allen Stellen j1, ..., jz,
an denen in Sequenz s eine Kontrolle steht, in Sequenz t eine Behandlung eingesetzt wird
und dass an allen Stellen, an denen in Sequenz s eine Behandlung steht, in Sequenz t eine
Kontrolle eingesetzt wird, und wenn weiter gilt, dass
∑z
r=1wjrjr ≤ 12tr(W) ist und keine
Behandlung mehr als einmal eingesetzt wird, dann muss Sequenz t nicht weiter beachtet
werden.
[Kunert et al., 2010] betonen selbst, dass die Bedingung fu¨r die zweite der drei Regeln bei AR(1)-
Fehlern fu¨r 0 ≤ λ < 1 immer erfu¨llt ist. Sequenzen, die eine Behandlung mehr als einmal ver-
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wenden, spielen fu¨r die Untersuchungen in dieser Arbeit also keine Rolle und ko¨nnen außen vor
gelassen werden. Wenn 0 ≤ λ < 1 vorausgesetzt werden kann, vereinfacht sich aber auch die
dritte der drei Regeln noch:
Behauptung 3.1: Wenn 0 ≤ λ < 1 ist, so mu¨ssen keine Sequenzen betrachtet werden, die...
• ... die Kontrolle auf mehr als der Ha¨lfte der Positionen im Block einsetzen.
• ... die Kontrolle in genau der Ha¨lfte der Positionen im Block einsetzen, nicht jedoch auf einer der
Randpositionen.
Beweis: Die Diagonalelemente wii von W nehmen nur zwei unterschiedliche Werte an: w11
und wkk sind immer gleich α, die u¨brigen wjj fu¨r j = 2, ..., k − 1 gleich β. Die Spur vonW ist
also
∑k
i=1wii = 2α + (k − 2)β. Wegen den Behauptungen 2.4 und 2.5 gilt aber: β ≥ α > 0
und α > 1
2
β fu¨r 0 ≤ λ < 1.
Damit eine Sequenz u¨berhaupt von Bedeutung sein kann, muss nach Proposition 3.2 aus
[Kunert et al., 2010] gelten, dass
∑z
r=1wjrjr ≤ 12tr(W) ist, wobei ji, i = 1, ..., z die Positio-
nen bezeichnet, an denen in ihr Kontrollen eingesetzt werden. Da wii ∈ α,β und α und β
beide positiv sind, ist offensichtlich, dass diese Bedingung umso leichter erfu¨llt werden kann,
je weniger Kontrollen eingesetzt werden.
Sei jetzt k ungerade und s eine Sequenz, fu¨r die z, die Anzahl eingesetzter Kontrollen, gro¨ßer
als k
2
ist. Wegen β ≥ α ist dann fu¨r s die Summe∑zr=1wjrjr auf jeden Fall ≥ 2α + k−32 β. Die
Sequenz t, die u¨berall da, wo in s Kontrollen stehen, Behandlungen einsetzt und ansonsten
u¨berall Kontrollen, erreicht in der Summe aber nur einen Wert von k−1
2
β. Da wegen α > 1
2
β




tr(W) = α + k−2
2
β, genu¨gt es folglich nach Proposition 3.2
die Sequenz t zu betrachten und die Sequenz s kann ignoriert werden. Analog folgt auch fu¨r
gerades k, dass nicht mehr als die Ha¨lfte der Positionen mit Kontrollen belegt werden du¨rfen.
Soll eine Sequenz s bei geradem k genau die Ha¨lfte der Positionen mit Kontrollen belegt ha-




β. Wegen β ≥ α ist dies aber nie kleiner als 1
2





Gegenspielerin“ t, die Kontrollen da einsetzt, wo s Behandlungen einsetzt
und umgekehrt, fu¨r b > a (entspricht λ > 0) sogar unterlegen und fu¨r b = a (entspricht λ = 0)
auch nicht u¨berlegen. Es macht demnach keinen Sinn, diese Sequenz weiter zu betrachten. 2
Diese Regeln sind dazu in der Lage, die Zahl der in Frage kommenden Sequenzen betra¨chtlich
zu reduzieren. Wie Tabelle 1 zeigt, bleiben aber auch nach ihrer Anwendung fu¨r gro¨ßere Werte
von k immer noch viel zu viele Sequenzen zur Betrachtung u¨brig, als dass die Fragestellung nun
einfach angegangen werden ko¨nnte. Die Zahl der zu betrachtenden Sequenzen ist bislang immer
noch gro¨ßer als 2k−2, weitere Methoden zur Reduzierung ihrer Anzahl scheinen somit zwingend
erforderlich zu sein.
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Tabelle 1: Anzahl verbleibender Sequenzen nach Anwendung der Regeln aus [Kunert et al., 2010]
k Anzahl Sequenzen k Anzahl Sequenzen
3 3 11 528
4 6 12 1166
5 10 13 2080
6 21 14 4590
7 36 15 8256
8 78 16 18164
9 136 17 32896
10 299 18 72099
3.2 Weitere Ansa¨tze zur Reduzierung
[Kunert et al., 2010] haben drei allgemeine Regeln angegeben, mit denen Sequenzen direkt aus-
geschlossen werden ko¨nnen, ohne dabei von der speziellen Korrelationsstruktur der Fehlerterme
Gebrauch zu machen. Die weiteren Reduzierungsmaßnahmen, die in diesem Abschnitt vorge-
stellt werden, setzen im Gegensatz dazu voll auf das Wissen um die konkrete Korrelationsstruk-
tur: In einem ersten Schritt werden dabei Sequenzen zu A¨quivalenzklassen zusammengefu¨hrt,
indem man sich das spezielle Aussehen der MatrixW fu¨r den AR(1)-Prozess zu Nutze macht.
Behauptung 3.2: Im konkreten Fall von AR(1)-Fehlertermen mit nicht-negativem Korrelationsparameter








((2− p)α+ (k− 2− q)β−m2(s))
Dabei bezeichne p die Anzahl der Kontrollen, die auf den Randpositionen (d.h. direkt an allererster oder
an allerletzter Stelle) eingesetzt werden, q die Anzahl der Kontrollen auf den u¨brigen Innenpositionen der
Sequenz, und n gibt an, wie oft in der Sequenz Kontrollen direkt aufeinander folgen. Aus dieser Definition
folgt unmittelbar, dass p ∈ {0, 1, 2}, q ∈ {0, ..., k− 2} und n ∈ {0, ..., k− 1} sein muss.
























1 : Behandlung j steht an Stelle u von Sequenz s
0 : sonst
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i (s)rwii, entspricht unter Verwen-









u (s), umzuschreiben, ist etwas
aufwa¨ndiger: Man halte sich zuna¨chst einmal vor Augen, dass wenn insgesamt p+q Kontrol-
len in einer Sequenz eingesetzt werden, es in der Doppelsumme (p+q)2−p−q Summanden
geben muss, fu¨r die nicht entweder schon t
(0)
r (s) oder t
(0)
u (s) gleich Null ist. Dies ergibt sich
aus einfachen kombinatorischen U¨berlegungen.
Betrachtet man nun den Aufbau von W und u¨berlegt sich, wann welche der Gro¨ßen
α,β, γ, δ, ε, ζ oder η zur Summe geho¨ren, so stellt man folgendes fest:
• Die Gro¨ße δ kann u¨berhaupt nur dann unter den Summanden sein, wenn p von Null
verschieden ist. Ist p = 1, so tra¨gt jede Kontrolle in der Mitte 2δ zur Gesamtsumme bei,
ist p = 2, so sind es sogar 4δ. Allgemeiner ausgedru¨ckt: Unter den (p + q)2 − p − q
Summanden sind immer (2pq) gleich δ.
• Die Gro¨ße γ ist genau dann unter den Summanden, wenn p = 2 ist, und dann sind es
direkt auch zwei Summanden, die diesen Wert annehmen. Mathematischer formuliert:
Unter den Summanden sind immer (p2 − p) gleich γ.
• Die Gro¨ßen ζ und η ko¨nnen sich nur unter den Summanden befinden, wenn in der Se-
quenz zwei Kontrollen direkt aufeinander folgen. Wenn die 1. und 2. Stelle oder die
(k − 1). und k. Stelle einer Sequenz mit einer Kontrolle besetzt ist, fließen jeweils 2ζ
in die Summe ein, sind zwei andere direkt aufeinanderfolgende Stellen mit Kontrollen
besetzt, werden 2η dazu addiert. Auf welchen Stellen aber nun genau benachbarte Kon-
trollen stehen, ob nun am Rand der Sequenz oder in ihrem Mittelteil, ist letztlich aber
irrelevant. Um dies zu sehen, stelle man sich eine Sequenz vor, bei der am Rand zwei
Kontrollen direkt aufeinander folgen (o.B.d.A. seien dies die Positionen 1 und 2) und
bei der noch mindestens eine weitere Nichtrandposition jmit einer Kontrolle besetzt ist.
Nun entferne man die Kontrolle auf Position 2 und fu¨ge sie dafu¨r auf einer noch nicht
von einer Kontrolle besetzten Position direkt neben j hinzu (o.B.d.A. sei dies Position
j + 1). Dieses Vorgehen hat aber keine Auswirkungen auf c00. Fu¨r r = 1 und u = 2 tra¨gt
obige Doppelsumme statt vormals 2ζ jetzt zwar genau Null zum Gesamtergebnis bei,
fu¨r r = j und u = j + 1 wird dafu¨r aber aus einem Beitrag von Null ein Beitrag von
2δ. Da zudem die 2ε verschwinden, die vor der Umsetzung fu¨r r = 2 und u = j dazu
gekommen wa¨ren, und sich dafu¨r fu¨r r = j und u = j + 1 2η dazuaddieren, ergibt sich
als Gesamtvera¨nderung
∆ = −2ζ+ 2δ− 2ε+ 2η.
Wegen der aber schon zuvor in Abschnitt 2.3 auf Seite 9 pra¨sentierten Gleichung δ +
η = ε + ζ ist dies nichts anderes als Null, d.h. wir ko¨nnen immer so tun, dass, wenn es
aufeinanderfolgende Kontrollen gibt, diese sich imMittelteil befinden, und fu¨r jedes der
n Paare direkt aufeinanderfolgender Kontrollen 2η zur Gesamtsumme hinzuza¨hlen.
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• Da (2pq) der Summanden gleich δ sind, (p2 − p) gleich γ und 2n gleich η, es insgesamt
aber nur (p+q)2−p−q Summanden gibt und ε zudem die letzte zu betrachtende Gro¨ße
darstellt, ergibt sich zwingend, dass es sich bei allen restlichen (p+q)2−p−q−(2pq)−
(p2 − p) − 2n = q2 − q− 2n Summanden um ε handeln muss.











(2n)(−λ+ (1− λ)2γ)+(p2 − p)γ+
(q2−q−2n)ε︷ ︸︸ ︷
(q2 − q− 2n)(1− λ)2)γ
= ... = p+ q− 2nλ+ qλ2 + γ(q(1− λ) + p)2).
Dam2(s) definiert war als
c00
v
, folgt somit der erste Teil der Behauptung.
Um m1(s) zu bestimmen, ist es no¨tig, die einzelnen cjj fu¨r j > 0 zu bestimmen. Die Bestim-
mung dieser cjj ist aber wesentlich einfacher als die Bestimmung von c00: Alle Nebendiago-
nalelemente der Matrix W sind in der hier ausschließlich untersuchten Situation 0 ≤ λ < 1
auf jeden Fall nicht-positiv (siehe dazu 2.4 und die Definition der Gro¨ßen), somit mu¨ssen wie
schon erwa¨hnt nach [Kunert et al., 2010] auch nur Sequenzen betrachtet werden, die jede be-
liebige Behandlung ho¨chstens einmal einsetzen. Bei solchen Sequenzen ko¨nnen die einzelnen
cjj aber nur entweder einen Wert von α oder einen Wert von β annehmen - ersteren, wenn die
jeweilige Behandlung am Rand der Sequenz eingesetzt wird, letzteren, wenn sie auf einer der
(k− 2) Innenpositionen steht.
Mit p und qwurde die Anzahl der Kontrollen auf den Rand- bzw. Innenpositionen bezeichnet.
Da es in jeder Sequenz aber genau 2 Randpositionen und (k − 2) Innenpositionen gibt, hat∑v
j=1 cjj(s) die folgende Gestalt:∑v
j=1 cjj(s) = (2− p)a+ (k− 2− q)b = (2− p)(1+ c) + (k− 2− q)(1+ λ
2 + (1− λ)2c)
Aus diesem Resultat und der Darstellung vonm2(s) folgt nun der zweite Teil der Behauptung.
2
Anhand dieser neuen Darstellungsform der m1- und m2-Werte ist nun direkt ersichtlich, dass
beispielsweise die Sequenzen s1 = [0 0 1 2 0 3] und s2 = [1 0 0 2 3 0] die gleiche Funktion Hs(x)
liefern, da sie beide eine Kontrolle auf einem Randfeld und zwei Kontrollen im Mittelteil der Se-
quenz einsetzen und dabei jeweils genau an einer Stelle Kontrollen direkt nebeneinander stehen.
Die beiden Sequenzen geho¨ren also zur selben Klasse von Sequenzen. Fu¨r weitere U¨berlegungen
wu¨rde es daher genu¨gen, nur noch einen Repra¨sentanten dieser Klasse zu betrachten.
Definition 3.3: Mit [p = p∗, q = q∗, n = n∗] wird fortan die Klasse von Sequenzen bezeichnet, die p∗
Kontrollen auf den Randfeldern und q∗ Kontrollen im Mittelteil einsetzen und dabei insgesamt n∗-mal
Kontrollen auf direkt benachbarten Positionen verwendet.
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Da sich also alle Sequenzen, die das gleiche Parametertupel (p, q, n) aufweisen, jeweils zu einer
Klasse zusammenfassen lassen und es wegen der verha¨ltnisma¨ßig einfachen Form der Parame-
trisierung sogar nur vergleichsweise wenige Klassen gibt, tra¨gt die in Behauptung 3.2 gefundene
alternative Darstellung bereits enorm zur Reduzierung der Anzahl zu betrachtender Sequenzen
bei.
Wie im Folgenden gezeigt wird, lassen sich anhand der neuen Darstellung aber auch ganze Se-
quenzklassen recht einfach aussortieren:
Behauptung 3.4: Wenn die Zahl der in einer Sequenz insgesamt eingesetzten Kontrollen kleiner ist als
k
2
, so mu¨ssen nur Sequenzen beachtet werden, die keine Kontrollen auf direkt benachbarten Positionen
einsetzen.
Beweis: Betrachte zwei Sequenzen s1 und s2, die beide jeweils p-mal am Rand und q-mal im
Innenteil einsetzen. Bei der Sequenz s1 wird zwischen zwei Kontrollen jedoch immer mindes-
tens eine Behandlung eingesetzt, bei der Sequenz s2 gebe es genau m Paare direkt aufeinan-
derfolgender Kontrollen (m > 0). Beachte, dass die Konstruktion solcher Sequenzen immer




m2 undm1 haben fu¨r diese Sequenzen mit p Kontrollen auf den Außenfeldern, q Kontrollen
















((2− p)α+ (k− 2− q)β−m2(s2))
Definiere nun ∆m1 := m1(s1) −m1(s2) und ∆m2 := m2(s1) −m2(s2) und berechne
∆H(x) = H1(x) −H2(x) = (1+ x)
2∆m1 + (v− 1)x
2∆m2
∆m2 ist in dieser Situation
2mλ
v




Somit gilt fu¨r ∆H(x):
∆H(x) = (1+ x)2(− 2mλ
v(v−1)




(−(1+ x)2 + (v− 1)2x2)︸ ︷︷ ︸
(∗)








An der Stelle x = 0, die zwischen diesen beiden Nullstellen liegt, nimmt ∆H(x) den Wert −1








die Sequenz s2, die Kontrollen in direkter Folge einsetzt, ho¨here
H-Werte als die Sequenz s1 erreicht, die dies nicht tut.
Betrachte man zum Vergleich jetzt einmal eine Sequenz s0, die komplett auf den Einsatz von
Kontrollen verzichtet.
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Bezeichne ∆˜m1 := m1(s0) − m1(s2) und ∆˜m2 := m2(s0) − m2(s2) nun die Differenzen der
m1- undm2-Werte zwischen s0 und s2. Berechnet man damit weiter
∆˜H(x) = (1+ x)2∆˜m1 + (v− 1)x
2∆˜m2,
so gelangt man zu folgendem Ergebnis:
∆˜H(x) = (1+ x)2 1
v−1
(pα+ qβ+m2(s2)) − x
2(v− 1)m2(s2)





((1+ x)2 − (v− 1)2x2).
Der erste Summand ist gro¨ßer Null, da sowohl α als auch β nicht kleiner werden ko¨nnen als
(1 − 1
k
) (siehe Behauptung 2.4) und auch alle weiteren Gro¨ßen echt positiv sind. Da fu¨r al-
le Sequenzen der m2-Wert aber gro¨ßer oder gleich Null ist (siehe Behauptung 2.1), ist auch
der Vorfaktor des zweiten Summanden nicht-negativ. Der Term in Klammern beim zweiten
Summanden unterscheidet sich nur bezu¨glich des Vorzeichens vom Ausdruck (∗), dement-






, nimmt aber zwischen
diesen beiden Nullstellen aufgrund des vera¨nderten Vorzeichens positive statt negative Werte





, so ist der gesamte Ausdruck dementsprechend echt positiv, und die
Sequenz s0 in diesem Bereich der Sequenz s2 also bezu¨glich ihres H-Werts u¨berlegen.
Da nun aber im Bereich x ∈ [−∞,−1
v
]
und im Bereich x ∈ [ 1
v−2
,∞] die Sequenz s1 ho¨here








wiederum die Sequenz s0 der Sequenz s2 u¨berlegen ist, ist klar, dass s2 nie eine Rolle spielen
kann und fu¨r λ ≥ 0 die Verwendung von Kontrollen in direkter Reihe also zu vermeiden ist. 2
Behauptung 3.5: Wenn die Zahl der in einer Sequenz insgesamt eingesetzten Kontrollen kleiner ist als
k
2
, so mu¨ssen nur Sequenzen beachtet werden, die keine Kontrollen auf Randfeldern einsetzen.
Beweis: Betrachte die folgenden vier Sequenzen, die alle so gewa¨hlt seien, dass die Kontrol-
len in ihnen an keiner Stelle in direkter Folge eingesetzt werden (das Verwenden mehrerer
Kontrollen nebeneinander ist ja nach Behauptung 3.4 schon zu vermeiden). Beachte wieder-
um, dass dadurch, dass in der Behauptung die Zahl der insgesamt verwendeten Kontrollen
als kleiner k
2
festgelegt wurde, es immer mo¨glich ist, derartige Sequenzen zu konstruieren,
ohne dass Kontrollen auf direkten Nachbarfeldern stehen mu¨ssen. Beachte weiter, dass die
Sequenzen s2∗ und s3∗ natu¨rlich u¨berhaupt nur dann existieren, wenn q ≥ 1 bzw. ≥ 2 ist.






• Die Sequenz s1∗, die keine Kontrolle auf den den beiden Randfeldern und q Kontrollen
im Mittelteil einsetzt.
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m2(s1∗) = 1v (q+ qλ
2 + γ(q(1− λ))2)
m1(s1∗) = 1v−1 (2α+ (k− 2− q)β−m2(s1∗))
• Die Sequenz s2∗, die eine Kontrolle auf einemder beiden Randfelder und q−1Kontrollen
im Mittelteil einsetzt.
m2(s2∗) = 1v (q+ qλ
2 − λ2 + γ(q(1− λ) + λ)2)
m1(s2∗) = 1v−1 (α+ (k− 1− q)β−m2(s2∗))
• Die Sequenz s3∗, die auf beiden Randfeldern die Kontrolle und q − 2 Kontrollen im
Mittelteil einsetzt.
m2(s3∗) = 1v (q+ qλ
2 − 2λ2 + γ(q(1− λ) + 2λ)2)
m1(s3∗) = 1v−1 ((k− q)β−m2(s3∗))
Die zu den vier Sequenzen geho¨renden Polynome sollen nun an den folgenden drei Punkten
bezu¨glich ihrer Lage verglichen werden:







Die Funktionswerte an den drei Stellen sehen in Abha¨ngigkeit von den zur jeweiligen Sequenz
s geho¨rendenm1- bzw.m2-Werte wie folgt aus:






((v− 1)2m1(s) + (v+ 1)(v− 1)m2(s))
Hs(x2) = m1(s)
Der Vergleich der Funktionswerte der vier Sequenzen an den drei genannten Punkten liefert
folgende Ergebnisse:
• An der Stelle x0 = −1 gilt: Hs1∗(−1) ≥ Hs2∗(−1) ≥ Hs3∗(−1) ≥ Hs0(−1).






gilt: Hs0(x1) ≥ Hs1∗(x1) ≥ Hs2∗(x1) ≥ Hs3∗(x1).
• An der Stelle x2 = 0 gilt: Hs1∗(0) ≤ Hs2∗(0) ≤ Hs3∗(0) ≤ Hs0(0).
Dies sieht man wie folgt: Die Differenz der Polynome von s1∗ und s2∗ an der Stelle x0 = −1






























ist gro¨ßer oder gleich Null, bei
Hs3∗(−1) −Hs0(−1) = m2(s3∗)
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ergibt sich dies schon allein aus der Tatsache, dass m2-Werte nie negativ sein ko¨nnen. Somit
ist die Anordnung an Punkt x0 gezeigt.






und betrachten die mit dem positiven
Faktor (v− 1+
√
v+ 1)2 multiplizierten Differenzen der Polynome:
(v− 1+
√
v+ 1)2(Hs0(x1) −Hs1∗(x1)) = (v− 1)(qβ− q− qλ
2 − q2ε)
= (v− 1) · ε ·︸︷︷︸
<0





v+ 1)2(Hs1∗(x1) −Hs2∗(x1)) = (v− 1)(α− β+ λ
2 − 2q(1− λ)λγ− λ2γ)
= 2(v− 1)γ(λ− λ2 − q(1− λ)λ)
= 2(v− 1) · γ ·︸︷︷︸
<0





(q− 1) ≥ 0 fu¨r q ≥ 1
(v− 1+
√
v+ 1)2(Hs2∗(x1) −Hs3∗(x1)) = (v− 1)(α− β+ λ
2 − 2q(1− λ)λγ− 3λ2γ)
= 2(v− 1)γ(λ− 2λ2 − q(1− λ)λ)
= −2(v− 1)λ · γ ·︸︷︷︸
<0︸ ︷︷ ︸
≥0
(1+ (1− λ)(q− 2)) ≥ 0 fu¨r q ≥ 2
Da die Sequenzen s2∗ und s3∗ u¨berhaupt nur existieren, wenn q ≥ 1 bzw.≥ 2 ist, ko¨nnen diese
Untergrenzen von q fu¨r die letzten beiden Polynomdifferenzen vorausgesetzt werden. Somit
ist dann die Anordnung an Punkt x1 gezeigt.
























































Damit ist die Anordnung an Punkt x2 gezeigt.
Aus diesen Anordnungen folgt aber unmittelbar, dass in der der Behauptung zugrundelie-
genden Situation Sequenzen, die Kontrollen auch am Rand einsetzen, nicht weiter betrach-
tet werden mu¨ssen. Dies sieht man wie folgt: Da es sich bei all diesen Polynomen um nach
oben geo¨ffnete Parabeln handelt, ko¨nnen sich jeweils zwei dieser Polynome ho¨chstens an
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von Sequenz s1∗ nicht kleiner als die Funktionswerte zu den Sequenzen s2∗ und s3∗, an der







] die zur Sequenz s1∗ geho¨rende Funktion bessere oder jedenfalls nicht
schlechtere Werte erzielt als die zu s2∗ und s3∗ geho¨renden Funktionen. Ga¨be es na¨mlich in
diesem Intervall Stellen, an denen dies nicht der Fall wa¨re, so mu¨ssten sich Hs1∗ und Hs2∗
bzw. Hs3∗ in diesem Intervall an genau zwei Stellen schneiden, und ab dem zweiten dieser
Schnittpunkte mu¨sste die Funktion Hs1∗ sogar echt gro¨ßere Werte liefern als jede der beiden
anderen Funktionen. Da aber schon festgestellt wurde, dass an der Stelle x2 = 0 die Funktion
Hs1∗ nicht gro¨ßer sein kann als die beiden anderen Funktionen, scheidet diese Mo¨glichkeit
aus.






, 0] auch keine Stelle geben kann,
an denen Hs2∗ oder Hs3∗ ho¨here Werte liefert als Hs0 . Die Funktionen Hs2∗ und Hs3∗ werden
somit aber im gesamten relevanten Bereich [−1, 0] von anderen Funktionen dominiert und
deshalb ko¨nnen die entsprechenden Sequenzen bei den weiteren Betrachtungen außen vor
gelassen werden. 2
Von den Behauptungen 3.4 und 3.5 nicht erfasst ist die Situation, in der genau k
2
Kontrollen in
einer Sequenz eingesetzt werden. Diese kann natu¨rlich u¨berhaupt nur fu¨r gerade Werte von k
eintreten. Der Grund dafu¨r, dass die beiden Behauptungen diesen Fall unberu¨cksichtigt ließen,
ist, dass zwei der in den Beweisen genutzten Sequenzklassen, s1 in Behauptung 3.4 und s1∗ in
Behauptung 3.5, in dieser Situation nicht bzw. nicht fu¨r jede Kombination von p und q existieren.




Behauptung 3.6: Wenn die Zahl der in einer Sequenz insgesamt eingesetzten Kontrollen genau k
2
betra-
gen soll, so mu¨ssen nur Sequenzen beachtet werden, die genau eine der Kontrollen auf ein Randfeld setzen
und bei denen keine zwei Kontrollen direkt benachbart sind.
Beweis:Wegen Behauptung 3.1 ist klar, dass mindestens eine der zu verwendenden Kontrol-
len auf einem der Randfelder eingesetzt werden muss, dass also alle Sequenzen, die die Kon-
trollen ausschließlich im Mittelteil einsetzen wu¨rden, nicht mehr betrachtet werden mu¨ssen.





gilt. Fu¨r solche Parameterkombinationen existieren aber die im Beweis von Behauptung 3.4
benutzten Sequenzen s1 und s2, der Beweis la¨sst sich also auch auf diese spezielle Situation
anwenden und folglich ko¨nnen alle Sequenzen, die Kontrollen auf direkt benachbarten Posi-
tionen einsetzen, aussortiert werden.
Es bleibt also nur noch die Frage zu kla¨ren, ob eine der beiden Sequenzklassen [p = 1, q =
k
2
− 1, n = 0] bzw. [p = 2, q = k
2
− 2, n = 0] der anderen u¨berlegen ist. Hier hilft der Be-
weis zu Behauptung 3.5: In diesem wurde gezeigt, dass die Sequenz s2∗, die eben genannter
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Sequenzklasse [p = 1, q = k
2
− 1, n = 0] entspricht, der Sequenz s3∗, die der Sequenzklasse
[p = 2, q = k
2














, 0], die Sequenz s0, die keine Kontrolle einsetzt, die beiden Sequenzen s2∗
und s3∗ dominiert, ist die Sequenz s3∗ also im gesamten relevanten Bereich einer anderen Se-
quenz unterlegen und deshalb fu¨r alle weiteren U¨berlegungen uninteressant. Es bleibt also
letztlich nur die Sequenzklasse [p = 1, q = k
2
− 1, n = 0] fu¨r die weitere Betrachtung u¨brig. 2
Von den vormals mehr als 2k−2 Sequenzen, die die Anwendung der Regeln aus
[Kunert et al., 2010] u¨berstanden haben, bleiben nach der weiteren Anwendungen der Behaup-
tungen 3.2 bis 3.6 aus diesem Abschnitt damit insgesamt nur noch (k
2
+ 1) zu betrachtende Se-
quenzklassen u¨brig: Fu¨r jede Anzahl verwendeter Kontrollen Z (0 ≤ Z ≤ k
2
) gibt es na¨mlich
genau eine einzige Sequenzklasse, die den Aussortiervorgang u¨bersteht.
Fu¨r 0 ≤ Z < k
2
sieht diese Klasse und die zugeho¨rigenm1- undm2-Werte wie folgt aus:






(Z+ Zλ2 + γZ2(1− λ)2) = 1
v




(2α+ (k− 2− Z)β−m2(s))
Fu¨r Z = k
2
ergibt sich das folgende Aussehen der Sequenzklasse:
[p = 1, q = k
2










− 1)λ2 + γ((k
2







Da es fu¨r jedes Z jeweils nur eine einzige zu betrachtende Klasse gibt, kann in den kommenden
Abschnitten deshalb zu folgender Kurzschreibweise u¨bergegangen werden:
Definition 3.7: Mit s(Z) soll fu¨r 0 ≤ Z ≤ k2 jeweils ein Vertreter der Klasse von Sequenzen bezeichnet
sein, fu¨r die gilt:
• In ihr werden genau Z Kontrollen eingesetzt.
• Kontrollen befinden sich in der Sequenz nicht an direkt benachbarten Stellen.
• Falls Z < k
2
, so befindet sich keine Kontrolle auf einem der beiden Randfelder der Sequenz.
• Falls Z = k
2
, so befindet sich genau eine Kontrolle auf einem der beiden Randfelder.
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4 Reduzierung der Anzahl zu betrachtender Schnittpunkte
In den vorangegangenen Abschnitten wurden Sequenzen, die an keiner Stelle einer anderen Se-
quenz u¨berlegen sind, aussortiert und die Zahl der zu betrachtenden Sequenzen somit reduziert.
Nach diesem Aussortieren bleiben fu¨r gegebenes k noch genau bk
2
+ 1c zu betrachtende Sequen-
zen u¨brig.
Die Stelle x∗, fu¨r die maxs Hs(x∗) sein Minimum annimmt, kann wie in Behauptung 2.3 gezeigt
wurde nur an dem Scheitelpunkt einer oder dem Schnittpunkt zweier oder mehrerer Sequenzen
liegen. Bei der Suche nach ihr mu¨ssten demnach aber immer noch die Funktionswerte aller in
Frage kommenden Sequenzen an all diesen Scheitel- und Schnittpunkten ermittelt werden: Dies
wu¨rde aber bedeuten, dass jeweils bk
2
+ 1c Funktionswerte an bk
2







Schnittpunkte ausgewertet werden mu¨ssten.
Die Zahl dieser zu u¨berpru¨fenden Schnitte wu¨rde demnach also quadratischmit kwachsen. Es ist
aber nicht no¨tig, wirklich alle Schnitte zu betrachten, da aufgrund von Behauptung 2.3 natu¨rlich
u¨berhaupt nur Schnitte im Intervall [−1, 0] von Interesse seien ko¨nnen und - wie in diesemKapitel
gezeigt wird - bei einem Großteil dieser Schnitte die H-Werte der sich schneidenden Sequenzen
kleiner sind als die H-Werte anderer Sequenzen an dieser Stelle.
Dazu werden zuna¨chst einige Aussagen u¨ber das Verhalten der Sequenzen s(z) im relevanten
Intervall [−1, 0] getroffen:
Behauptung 4.1: Je mehr Kontrollen eine Sequenz s(z) einsetzt, desto ho¨her ist der Wert der zu ihr
geho¨renden H-Funktion an der Stelle x1 = −1 und desto niedriger ist er an der Stelle x2 = 0.
Beweis: Sei z1 = z und z2 = z + 1, wobei z ≤ k−32 ist. Sowohl bei s(z1) als auch bei s(z2)
handelt es sich also um Sequenzen, die ohne Randbelegung auskommen. Die m2- und m1-
















(2α+ (k− 3− z)β−m2(s(z2)))
Betrachte nun die Differenz der zu diesen Sequenzen geho¨renden H-Funktionen. Mit
∆m2 := m2(s(z2)) −m2(s(z1)) =
1
v
(1+ λ2 + 2z γ(1− λ)2︸ ︷︷ ︸
ε












2zε) = − 1
v(v−1)
((v+ 1)β+ 2zε)
la¨sst sich diese Differenz schreiben als
∆H(x) := Hs(z2)(x) −Hs(z1)(x) = (1+ x)
2∆m1 + (v− 1)x
2∆m2.
Die Ausdru¨cke (β+ 2zε) und ((v+ 1)β+ 2zε) sind wegen Behauptung 2.7 aber immer positiv:
Da z ≤ k−3
2
ist, lassen sie sich na¨mlich nach unten durch (β+(k−3)ε) und ((v+1)β+(k−3)ε)
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abscha¨tzen und darauf dann besagte Behauptung anwenden. Somit ist klar, dass fu¨r alleWerte
von z ∈ [0, bk−3
2
c] das oben definierte ∆m2 positiv und die Gro¨ße ∆m1 immer negativ ist.
Da weiter aber ∆H(−1) = (v − 1)∆m2 und ∆H(0) = ∆m1 ist, ist die Differenz der beiden
Funktionen an der Stelle x1 = −1 also positiv, an der Stelle x2 = 0 aber negativ. Je mehr
Kontrollen eine Sequenz s(z) fu¨r z <
k
2
also einsetzt, desto ho¨her ist ihr Funktionswert an der
Stelle −1 und desto niedriger ist er an der Stelle 0.
Noch ausgelassen wurde bei den letzten U¨berlegungen die Sequenz s(k
2
). Sei deshalb nun
z1∗ = k2 − 1 und z2∗ =
k
2
. Wa¨hrend die Sequenz s(z1∗) keine Kontrolle auf eines der beiden
Randfelder legt, setzt Sequenz s(z2∗) dort eine Kontrolle ein. Indem man sich zu Nutze macht,
dass α = 1+γ und folglich 1 = α−γ ist, erha¨lt man fu¨r die Differenzen derm1- undm2-Werte
fu¨r diese neuen Sequenzen:




∆m1∗ := m1(s(z2∗)) −m1(s(z1∗)) = −
1
v(v−1)
((v+ 1)α+ (k− 2)δ)
In vo¨lliger Analogie zum Beweis zu Behauptung 2.7 la¨sst sich zeigen, dass α + (k − 2)δ und
somit auch (v + 1)α + (k − 2)δ echt gro¨ßer Null ist: Da sowohl α als auch δ nach Behauptung
2.4 monoton in λ wachsend sind, lassen sich die Ausdru¨cke na¨mlich nach unten abscha¨tzen,
indem man ihren Wert fu¨r λ = 0 ermittelt.
Auch fu¨r diese Sequenzen gilt also wieder, dass ∆m2∗ positiv und ∆m1∗ negativ ist und - nach
erneuter vollkommen analoger Schlußfolgerung - dass Sequenz s(z2∗), die eine Kontrolle mehr
verwendet als Sequenz s(z1∗), an der Stelle −1 also auch ho¨hereH-Werte erreicht, an der Stelle
0 dafu¨r aber niedrigere.
Somit ist fu¨r alle Sequenzen s(z) die Behauptung gezeigt. 2
Behauptung 4.2: Im Intervall [−1, 0] schneiden sich zwei Sequenzen s(z1) und s(z2) mit z1 bzw. z2 ≤ k2
und z1 6= z2 genau einmal.
Beweis: Bei den zu den Sequenzen geho¨renden H-Funktionen handelt es sich um Parabeln,
siehe Behauptung 2.2. Diese ko¨nnen sich also an ho¨chstens zwei Stellen schneiden.
Wie in Behauptung 4.1 gezeigt, ist der Funktionswert einer Sequenz s(z) an der Stelle x1 = −1
umso gro¨ßer, je mehr Kontrollen sie einsetzt, und an der Stelle x2 = 0 umso kleiner. Folg-
lich muss es es in dem Intervall zwischen diesen beiden Stellen aber eine ungerade Anzahl
an Schnittpunkten geben: Ga¨be es na¨mlich keinen oder eine gerade Anzahl an Schnitten, so
ko¨nnte die Anordnung der Funktionswerte an den beiden Stellen nicht gegenla¨ufig sein. Da
es aber wie zu Beginn des Beweises erla¨utert ho¨chstens zwei Schnittpunkte geben kann, ist die
Behauptung somit gezeigt. 2
Da sich nach dieser Behauptung zwei zu betrachtende Sequenzen im relevanten Intervall nur
einmal schneiden, kann die folgende Notation fu¨r den Schnittpunkt der Sequenzen verwendet
werden.
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Definition 4.3: Mit der Schreibweise xi|j wird der Schnittpunkt der zu den Sequenzen s(i) und s(j)
geho¨renden H-Funktionen im Intervall [−1, 0] bezeichnet.
U¨ber die Anordnung der Schnittpunkte im Intervall lassen sich nun folgende Aussagen treffen:
Behauptung 4.4: Fu¨r 0 ≤ λ < 1 gilt fu¨r die Schnittpunkte der Sequenzen:
xz+1|z+2 < xz|z+1.
Beweis: Betrachte zuna¨chst nur die Schnittpunkte der Sequenzen s(z) und s(z+1) mit z ≤ k−32 ,
d.h. nur die Schnittpunkte von Sequenzen, die sich nur um eine Kontrolle unterscheiden und
die beide keine Kontrolle auf einem Randfeld einsetzen.
Die Differenz der H-Werte dieser Funktionen la¨sst sich schreiben als
∆H(x) := Hs(z+1)(x) −Hs(z)(x) = (1+ x)
2∆m1 + (v− 1)x
2∆m2,
wobei








ist (vergleiche Beweis zu Behauptung 4.1).













Der Nenner dieser Ausdru¨cke, ∆m1 + (v − 1)∆m2 =
1
v−1
(2εz(v − 2) + β(v − 3)), ist immer
positiv. Beachte dazu, dass z ≤ k−3
2
gelten muss und er ganz offensichtlich monoton in ε und
βwa¨chst und in z fa¨llt. Durch Einsetzen der jeweils ungu¨nstigsten Werte erha¨lt man dann die
folgende Abscha¨tzung:








Da aber nach Behauptung 2.7 ∆m2 immer positiv und ∆m1 immer negativ ist (siehe hierzu






∆m1 + (v− 1)∆m2︸ ︷︷ ︸
>0
> 0.
Der im relevanten Intervall [−1, 0] liegende und damit fu¨r die weitere Betrachtung relevante
Schnittpunkt ist also nicht der Punkt xs2 , sondern der Punkt xs1 .
Setzt man in die Schnittpunktgleichung die konkreten Werte fu¨r ∆m1 und ∆m2 ein, so ergibt
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Interessant zu untersuchen ist, wie sich die Lage des Schnittpunkts vera¨ndert, wenn man z,
also die Anzahl eingesetzter Kontrollen in Sequenz s(z), variiert. Dazuwird z nicht als diskrete,
sondern als stetige Einflussgro¨ße betrachtet und der ganze Ausdruck danach abgeleitet.






, wobei Z und N Za¨hler bzw.
Nenner von xs1 und Z
′ und N ′ die jeweiligen Ableitungen von Za¨hler und Nenner nach z
bezeichnen.
Der NennerN2 dieser Ableitung ist auf Grund des Quadrats aber immer positiv. Im Folgenden




entspricht aber dem Vorzeichen von Z ′N− ZN ′, insofern genu¨gt es
fu¨r die weitere Betrachtung also, sich auf letzteren Ausdruck zu konzentrieren. Mit
Z = 2εz+ (v+ 1)β− (v− 1)
√
(2εz+ β)(2εz+ (v+ 1)β) Z ′ = 2e− (v−1)ε(4εz+(v+2)β)√
(2εz+β)(2εz+(v+1)β)
N = 2εzv(v− 2) + βv(v− 3) N ′ = 2v(v− 2)ε
erha¨lt man also
Z ′N− ZN ′ = (2εzv(v− 2) + βv(v− 3))(2ε− (v−1)ε(4εz+(v+2)β√
(2εz+β)(2εz+(v+1)β)
)
− (2v(v− 2)ε)((2εz+ (v+ 1)β)) − (v− 1)
√
(2εz+ β)(2εz+ (v+ 1)β))
= 4ε2zv(v− 2) + 2βεv(v− 3)︸ ︷︷ ︸
(I)
+ 2v(v− 2)ε(v− 1)
√
(2εz+ β)(2εz+ (v+ 1)β)










+ 2v(v− 2)ε(v− 1)
√
(2εz+ β)(2εz+ (v+ 1)β)
Dieser gesamte Ausdruck la¨sst sich durch εv(v − 1) teilen. Da e negativ ist, hat das Resultat
dieser Division ein anderes Vorzeichen als der Originalausdruck. Dementsprechend wa¨re die
Ableitung von xs1 nach z genau dann negativ, wenn Z
′N − ZN ′ kleiner bzw. wenn Z
′N−ZN ′
εv(v−1)
gro¨ßer Null ist. Diese letzte Ungleichung la¨sst sich also a¨quivalent weiterumformen:
Z ′N−ZN ′
εv(v−1)




(2εz+ β)(2εz+ (v+ 1)β)
> 0
Nun multipliziert man beide Seiten der Ungleichung mit
√
(2εz+ β)(2εz+ (v+ 1)β). Da dies
positiv ist, a¨ndert diese Multiplikation nichts an der Richtung der Ungleichung.
...⇔ −2β(v− 1)√(2εz+ β)(2εz+ (v+ 1)β) − (2εz(v− 2) + β(v− 3))(4εz+ (v+ 2)β)
+ 2v(v− 2)ε(v− 1)(2εz+ β)(2εz+ (v+ 1)β) > 0⇔ 2(v− 2)(2εz+ β))(2εz+ β+ (v+ 1)β) − (2εz(v− 2) + β(v− 3))(4εz+ (v+ 2)β)
> 2β(v− 1)
√
(2εz+ β)(2εz+ (v+ 1)β)⇔ 2βεv2z− 4βεvz+ 4βεz+ β2v2 − β2v+ 2β2
> 2β(v− 1)
√
(2εz+ β)(2εz+ (v+ 1)β)
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⇔ 2βεz((v− 1)2 + 1) + β2((v− 1)2 + (v+ 1)) > 2β(v− 1)√(2εz+ β)(2εz+ (v+ 1)β)⇔ 2εz((v− 1)2 + 1) + β((v− 1)2 + (v+ 1)) > 2(v− 1)√(2εz+ β)(2εz+ (v+ 1)β)
Die rechte Seite dieser Ungleichung ist ohnehin gro¨ßer als Null, aber auch die linke Seite ist
hier nicht negativ: Da v > 0 und wie schon erwa¨hnt wegen 2.7 auch b+2ez > 0 ist, ist na¨mlich
auch
2εz((v− 1)2 + 1) + β((v− 1)2 + (v+ 1)) >︸︷︷︸
v>0
2εz((v− 1)2 + 1) + β((v− 1)2 + 1)
= (β+ 2εz)︸ ︷︷ ︸
>0
((v− 1)2 + 1)︸ ︷︷ ︸
>0 ∀v
nicht negativ. Da beide Seiten der Ungleichung gro¨ßer Null sind, bleibt diese auch dann erhal-
ten, wenn man beide Seiten quadriert. Man kann also auch schreiben:
...⇔ (2εz((v− 1)2 + 1) + β((v− 1)2 + (v+ 1)))2 > 4(v− 1)2(2εz+ β)(2εz+ (v+ 1)β)⇔ 4ε2z2((v− 1)4 + 2(v− 1)2 + 1) + 4βεz((v− 1)4 + (v− 1)2(v+ 1) + (v− 1)2 + (v+ 1))
+ β2((v− 1)4 + 2(v− 1)2(v+ 1) + (v+ 1)2) > 4(v− 1)2(2εz+ β)(2εz+ (v+ 1)β)⇔ 4ε2v2z2(v2 − 4v+ 4) + 4βεv2z(v2 − 5v+ 6) + β2v2(v2 − 6v+ 9) > 0⇔ 4ε2v2z2(v− 2)2 + 4βεv2z(v− 2)(v− 3) + β2v2(v− 3)2 > 0⇔ (2εvz(v− 2) + βv(v− 3))2 > 0
Der Ausdruck in Klammern in der letzten Ungleichung ist nichts anderes als
v(v− 1)(∆m1 + (v− 1)∆m2),
was - wie schon gezeigt - fu¨r v ≥ k > 3 immer echt positiv ist. Die letzte Ungleichung gilt also
immer, dementsprechend ist auch Z
′N−ZN ′
εv(v−1)
immer gro¨ßer oder gleich Null und Z ′N − ZN ′
kleiner oder gleich Null. Die Ableitung von xs1 nach z ist also nie positiv: Dies bedeutet anders
ausgedru¨ckt, dass mit wachsendem z die Schnittpunkte der Sequenzen s(z) und s(z+1) jeweils
ein Stu¨ck nach links wandern.
Bislang wurden in diesem Beweis jedoch nur Sequenzen ohne Randbelegung beru¨cksichtigt.
Wenn k gerade ist, gibt es mit der Sequenz s(k
2
) aber auch eine Sequenz von Interesse, die eine
Kontrolle auf einem der Randfelder einsetzt. Es bleibt also fu¨r die Behauptung noch zu zeigen,
























Durch Einsetzen von z = k
2


























((v+ 1)α+ (k− 2)δ)
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Da der in beiden Summanden des Ausdrucks auftauchende Faktor 1
((k−4)εv(v−2)+βv(v−3))2
in
jedem Fall positiv ist, aber wieder nur das Vorzeichen des ganzen Ausdrucks von Interesse ist,
kann der Faktor einfach weggelassen werden. Durch Ausmultiplizieren und Wiederzusam-







−1) · ((k− 4)εv(v− 2) + βv(v− 3))2 =
− 2(v−1)2((k−2)βδ−(k−4)αε)
√
((v+ 1)β+ (k− 4)ε)(β+ (k− 4)ε)
+ ε((v− 1)3 + (v− 1))(k− 4)((k− 2)βδ− (k− 4)αε)
+ β((v− 1)3 + (v+ 1)(v− 1))((k− 2)βδ− (k− 4)αε)
Aus jedem der Summanden la¨sst sich der Faktor (v − 1) herausziehen, am Vorzeichen des
gesamten Ausdrucks a¨ndert sich dadurch nichts. Zudem steckt in jedem Summand auch noch
der Faktor ((k − 2)βδ− (k − 4)αε). Dieser la¨sst sich schreiben als (k − 2)(βδ− αε) + 2αε. Fu¨r
diesen Ausdruck gilt aufgrund von Behauptung 2.4 aber:
(k− 2)(βδ− αε) + 2αε = (k− 2)(−λ(1− λ)2γ2︸ ︷︷ ︸
≤0







Der Faktor ((k − 2)βδ − (k − 4)αε) ist also echt kleiner als Null, ein Teilen des gesamten












−1) · (((k− 4)εv(v− 2) + βv(v− 3))2) > 0.
Es soll also gelten, dass
−2(v−1)
√
((v+ 1)β+ (k− 4)ε)(β+ (k− 4)ε)+ β((v−1)2+(v+1))+ε((v−1)2+1)(k−4) > 0⇔ β((v−1)2+(v+1))+ε((v−1)2+1)(k−4) > 2(v−1)√((v+ 1)β+ (k− 4)ε)(β+ (k− 4)ε)
Beide Seiten dieser Ungleichung sind aber positiv. Bei der rechten Seite ist dies ganz offen-
sichtlich, bei der linken folgt dies aus folgender Abscha¨tzung:
β((v− 1)2 + (v+ 1)) + ε((v− 1)2 + 1)(k− 4) = βv︸︷︷︸
>0
+ (β+ (k− 4)ε)︸ ︷︷ ︸
>0 wegen Beh. 2.7
· ((v− 1)2 + 1)︸ ︷︷ ︸
≥0 ∀v
> 0
Das Quadrieren beider Seiten la¨sst die Ungleichung also bestehen.
Mit einigen weiteren Umformungen wird aus der quadrierten Ungleichung so schließlich:
...⇔ (β((v− 1)2 − (v+ 1)) + (k− 4)ε((v− 1)2 − 1))2 > 0
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Kleiner Null kann der Ausdruck auf der linken Seite aufgrund des Quadrats offensichtlich nie
werden. Dass er aber sogar echt gro¨ßer als Null ist, la¨sst sich durch die folgende Abscha¨tzung
zeigen, bei der die Monotonie von β und ε benutzt wird (siehe erneut Behauptung 2.4):




+ (k−4)(v−2) · ε︸︷︷︸
≥− 1
k











Damit ist gezeigt, dass die Sequenz s(k
2




−1 fu¨r 0 ≤ λ < 1 schon echt kleine-




−1). Da aber - wie in Behauptung
4.1 gezeigt wurde - die Sequenz s(k
2
) an der Stelle x = −1 ho¨here Funktionswerte erreichte als





schon zu einem Schnitt gekommen sein. 2
Mit den Behauptungen 4.1, 4.2 und 4.4 la¨sst sich nun zeigen, dass es nicht no¨tig ist, alle Schnitt-
punkte zweier Sequenzen s(i) und s(j) zu betrachten, sondern dass es genu¨gt sich auf eine we-
sentlich kleinere Untermenge zu beschra¨nken:
Behauptung 4.5: Es mu¨ssen nur Schnittpunkte xz|z+1 fu¨r z ≤ k2 − 1 betrachtet werden.
Beweis: In dem Intervall [−1, 0] schneiden sich nach Behauptung 4.2 zwei Sequenzen genau
einmal. Zwei Sequenzen s(i) und s(i+1), die sich um genau eine Kontrolle unterscheiden, wei-
sen dabei aber wegen Behauptung 4.1 immer das folgende Verhalten auf: Vor ihrem Schnitt-
punkt xi|i+1 erzielt die Sequenz mit der zusa¨tzlichen Kontrolle, s(i+1), die ho¨heren H-Werte,
nach dem Schnitt die Sequenz s(i), die eine Kontrolle weniger einsetzt.
Betrachte nun den Schnittpunkt xi|i+D der Sequenzen mit i bzw. mit i+D Kontrollen (D > 1).
Egal wo dieser Schnittpunkt genau liegt, eine andere Sequenz erreicht an dieser Stelle immer
ho¨here (bzw. zumindest nicht niedrigere) Funktionswerte: La¨ge dieser Schnittpunkt na¨mlich
vor dem Schnittpunkt xi|i+1 der Sequenzen mit i bzw. i+ 1 Kontrollen, so wu¨rde die Sequenz
mit i + 1 Kontrollen hier wegen den Ausfu¨hrungen im ersten Absatz dieses Beweises ho¨here
Funktionswerte erreichen als die Sequenz mit nur i Kontrollen, und der Schnittpunkt dement-
sprechend kein Kandidat mehr sein ko¨nnen. La¨ge der Schnittpunkt xi|i+D aber rechts von
xi|i+1, so wu¨rde er wegen Behauptung 4.4 auch rechts vom Schnittpunkt der Sequenzen mit
i+D bzw. i+D−1Kontrollen liegen. Dementsprechend wu¨rde die Sequenz mit i+D−1Kon-
trollen also hier besser abschneiden als die Sequenzmit i+DKontrollen, und der Schnittpunkt
also wieder nicht von Interesse sein ko¨nnen. 2
Die Zahl der zu u¨berpru¨fenden Schnittpunkte wurde somit in diesem Kapitel erheblich gesenkt:
Wie gezeigt werden konnte, reicht die Betrachtung von ho¨chstens bk
2
c Schnittpunkten fu¨r die
Suche nach der Optimalstelle aus.
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5 Das Vorgehen bei der Suche nach optimalen Sequenzen
In den letzten Kapiteln wurde zuna¨chst die Zahl der zu betrachtenden Sequenzen und dann die
Zahl der zu u¨berpru¨fenden Schnittpunkte betra¨chtlich reduziert. Nach den in diesen Kapiteln
vorgestellten Ergebnissen wu¨rden somit fu¨r gegebenes k nur noch noch die H-Funktionen von
genau bk
2
+ 1c Sequenzen zur Betrachtung u¨brigbleiben, die an bis zu bk
2
+ 1c Scheitel- und bk
2
+
1c Schnittpunkten ausgewertet werden mu¨ssten, um sicher maxsHs(x∗) = minxmaxsHs(x) zu
finden.
Auch wenn das Ziel der Argumentation im letzten Kapitel nur war, irrelevante Schnittpunkte aus
dem Kreis der Kandidaten zu entfernen, wurde dabei doch implizit noch einiges mehr gezeigt.
Diese zusa¨tzlichen Erkenntnisse, die sich aus den Behauptungen des letzten Kapitels ergeben,
sollen hier noch einmal explizit wiedergegeben und daraus ein konstruktives Vorgehen fu¨r die
Suche nach den optimalen Sequenzen abgeleitet werden.
Definition 5.1: Mit der Schreibweise x(z) wird der Scheitelpunkt der zu Sequenz s(z) geho¨renden H-
Funktion bezeichnet.
Behauptung 5.2: Fu¨r die Scheitelpunkte gilt: −1 ≤ x(z) < x(z+1) < 0 fu¨r z ≤ bk2 − 1c.
Beweis: Fu¨r den Scheitelpunkt der Sequenz s(z) ergibt sich:
Hs(z)(x) = (1+ x)
2m1(s(z)) + (v− 1)x
2m2(s(z))⇒ H ′s(z)(x) = 2(1+ x) ·m1(s(z)) + 2(v− 1)x ·m2(s(z)) = 0⇒ x(z) = −m1(s(z))m1(s(z))+(v−1)m2(s(z)) = −11+ (v−1)m2(s(z))
m1(s(z))
Da aber Hs(z)(−1) = (v − 1)m2(s(z)) und Hs(z)(0) = m1(s(z)) ist (vergleiche auch Beweis zu








Da dieH-Funktionen in jedem Fall nicht-negativ sind (siehe auch Behauptung 2.2), lassen sich
die Untergrenze fu¨r die Scheitelpunkte, x = −1, und die fu¨r sie nicht erreichbare Obergrenze
x = 0 unmittelbar dieser Darstellung entnehmen. Wegen Behauptung 4.1 wird der Quotient
Hs(z)(−1)
Hs(z)(0)
nun offensichtlich aber auch noch umso gro¨ßer, je gro¨ßer z ist. Die Behauptung folgt
nun aus der Tatsache, dass der Quotient im Nenner steht, der Za¨hler aber mit negativem Vor-
zeichen versehen ist. 2
Behauptung 5.3: Fu¨r die Ableitungen der H-Funktionen nach x gelten die folgenden beiden logischen
Schlu¨sse:
• H ′s(z+1)(x) > 0⇒ H ′s(z)(x) > 0 • H ′s(z)(x) < 0⇒ H ′s(z+1)(x) < 0
Beweis: Bei den verbleibenden H-Funktionen handelt es sich um nach oben geo¨ffnete Para-




(x) < 0, wenn x < x(z), und H
′
s(z)
(x) > 0, wenn x > x(z).
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(x) < 0 ⇒ x < x(z) ⇒ x < x(z+1) ⇒ H ′s(z+1)(x) < 0
Somit sind beide Teile der Behauptung also gezeigt. 2
Behauptung 5.4: Der Scheitelpunkt der Sequenz s(0) kann nicht die gesuchte Stelle x
∗ darstellen.
Beweis: Die Lage dieses Scheitelpunkts ha¨ngt nicht von λ oder den anderen Parametern ab,







Da m2(s(0)) = 0 ist, ergibt sich aus der Darstellung des Scheitelpunkts wie im Beweis zu
Behauptung 5.2, x(z) = (1 +
(v−1)m2(s(z))
m1(s(z))
)−1, dann aber direkt, dass dieser immer an der
Stelle x = −1 liegen muss.
Nun gilt aber weiter nach Behauptung 4.1 fu¨r eben diese Stelle x = −1, dass die Sequenzen hier
ho¨here H-Werte erzielen, je mehr Kontrollen sie einsetzen. Somit kann dieser Scheitelpunkt
aber nicht der gesuchte Punkt sein und man kann ihn bei der U¨berpru¨fung u¨bergehen. 2
Behauptung 5.5: Sei 1 ≤ z ≤ bk
2
c − 1: Dann erreicht eine Sequenz s(z) im offenen Intervall
(xz|z+1, xz−1|z) ho¨here H-Werte als die anderen Sequenzen und ist an den Schnittpunkten xz|z+1 und
xz−1|z nur ihren ”
Schnittpartnern“ s(z+1) bzw. s(z−1) nicht u¨berlegen.
Analog dazu sind die Sequenzen s(bk
2




c) bzw. (x0|1, 0]





x0|1 nur den Sequenzen s(bk
2
c−1) bzw. s(1) nicht u¨berlegen.
Beweis: Diese Behauptung ha¨ngt mehr als eng mit Behauptung 4.5 zusammen und stellt sie
quasi nur in einer Form dar, in der nun nicht darauf abgezielt wird, bestimmte Schnittpunkte
aus dem Kandidatenkreis auszuschließen, sondern Erkenntnisse fu¨r die konkrete Suche nach
optimalen Sequenzen zu gewinnen. Der Beweisgang ist dabei aber natu¨rlich eigentlich iden-
tisch, daher wird die grundlegende Beweisidee hier auch nur noch in Kurzform pra¨sentiert:
Wie schon im Beweis zu jener Behauptung anhand der Behauptungen 4.1 und 4.2 dargelegt
wurde, gilt: Im Intervall [−1, xi|i+1) ist Hs(i+1)(x) > Hs(i)(x), im Intervall (xi|i+1, 0] dagegen
Hs(i+1)(x) < Hs(i)(x). Zudem gilt wegen Behauptung 4.4 aber auch, dass xi|i+1 < xi−1|i ist.
Zusammengenommen folgt aus diesen beiden Feststellungen aufgrund der Transitivita¨t der
Relationen aber direkt die Behauptung. Andere Szenarien, in denen beispielsweise davon aus-
gegangen wu¨rde, dass eine Sequenz s(y) im Intervall [xz|z+1, xz−1|z] ho¨here H-Werte als s(z)
erreicht, wu¨rden also sofort - wie im Beweis zu Behauptung 4.5 gesehen - zu einem Wider-
spruch fu¨hren. 2
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In Abbildung 1 auf Seite 35 ist noch einmal das Verhalten der Sequenzen im relevanten Bereich
[−1, 0] - und somit auch die Aussagen der Behauptungen 4.1 bis 4.5 sowie 5.3 und 5.5 - anschaulich
dargestellt.
Daru¨ber, wie man anhand der zuletzt vorgestellten Erkenntnisse nun nach der Stelle
argmin
x
maxs Hs(x) und somit nach den optimalen Sequenzen suchen kann, gibt die folgen-
de Behauptung Aufschluß:
Behauptung 5.6: Die gesuchte Stelle findet man, indem man die Schnittpunkte xi|i+1 der Reihe nach
u¨berpru¨ft.
Die gesuchte Stelle ist dabei der Scheitelpunkt x(bk
2




























(xi|i+1) ≥ 0 und H ′s(i+1)(xi|i+1) ≤ 0
ist.
Beweis: Wie in Behauptung 5.5 gezeigt wurde gibt es fu¨r jede Sequenz s(z) ein Intervall, an
der die zu ihr geho¨rendeH-Funktion allen anderen u¨berlegen ist. Dieses Intervall ist durch die





c bzw. x0|1 und 0, wenn z = bk2 c bzw. = 0 ist.
Wenn nun an der Intervallgrenze xz|z+1 H
′
s(z)




(xz−1|z) > 0 ist, so muss es in dem dazwischen liegenden Intervall aufgrund der
Stetigkeit der Funktionen eine Stelle x geben, an der H
′
s(z)
(x) = 0 ist. Das Minimum der Ma-
ximumsfunktion muss also irgendwo in diesem offenen Intervall liegen, und da die Sequenz
s(z) hier echt gro¨ßere H-Werte als alle anderen Sequenzen erzielt, kann nur ihr Scheitelpunkt
die gesuchte Stelle sein.




c) gilt die gleiche Argumentation. Beachte, dass hier keine
Bedingung an die Ableitung an der Intervallgrenze x = −1 gestellt werden muss: Wegen
Behauptung 4.1 erreicht hier Sequenz sbk
2
c die ho¨chsten H-Werte, wegen Behauptung 5.2 liegt
ihr Scheitelpunkt jedoch auf jeden Fall weiter rechts, d.h. die zugeho¨rige H-Funktion fa¨llt an
dieser Stelle auf jeden Fall. Beachte weiter, dass das Intervall (x0|1, 0] nicht u¨berpru¨ft werden
muss, da der Scheitelpunkt der Sequenz s(0) wegen Behauptung 5.4 schon ausgeschlossen
werden konnte.
Auch die die Schnittpunkte betreffende Aussage in der Behauptung ist schnell gezeigt: Da das
Maximum einer Schar streng konvexer Funktionen selbst wieder eine streng konvexe Funk-
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tion darstellt, ist klar, dass wenn an einer Stelle xz|z+1 die eine Funktion fa¨llt und die andere
wa¨chst, diese Stelle die gesuchte sein muss. Schließlich gibt es an dieser Stelle nach Behaup-
tung 5.5 auch keine Funktionen, die ho¨here Werte erzielen als Hs(z) und Hs(z+1) , wa¨re die
Stelle also nicht die gesuchte, so erga¨be sich ein Widerspruch zur Konvexita¨t der Maximums-
funktion. 2
Da der Arbeitsaufwand der Suche nach dieser Minimalstelle schon in den letzten beiden Kapiteln
durch den Ausschluss zahlreicher Sequenzen und in Frage kommender Schnittpunkte sehr stark
reduziert wurde, bringt Behauptung 5.6 fu¨r dieses Vorhaben keine wesentliche Arbeitserleich-
terung mehr mit sich. Dennoch ist sie aber von großer Wichtigkeit: Anhand von ihr lassen sich -
wie im folgenden Kapitel zu sehen sein wird - allgemeine Aussagen u¨ber das Aussehen optimaler
Sequenzen herleiten, die nicht nur fu¨r eine konkrete Einstellung der Parameter Gu¨ltigkeit haben.











Abbildung 1: Das Verhalten der Sequenzen im Intervall [−1, 0]
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6 Allgemeine Aussagen u¨ber die optimalen Sequenzen
Im letzten Kapitel war das Ziel der U¨berlegungen, eine konstruktive Vorgehensweise herzulei-
ten, mit der sich fu¨r gegebene Parametereinstellungen die gesuchte Stelle einfach und ohne allzu
viele Funktionsauswertungen ermitteln la¨sst. In diesem Kapitel soll dieses und andere der in die-
ser Arbeit vorgestellten Ergebnisse dazu benutzt werden, einige allgemeine Aussagen u¨ber das
Aussehen optimaler Sequenzen und ihre Abha¨ngigkeit von den Parameterwerten zu treffen.
Die erste Aussage dieses Kapitels betrifft das Aussehen optimaler Sequenzen fu¨r hinreichend
große Werte von v:
Behauptung 6.1: Der Fall, dass x0|1 die gesuchte Stelle darstellt, kann nur dann eintreten, wenn v >
(k− 2)2 ist. Ist v sogar gro¨ßer als (k− 1)2, so tritt er immer ein, egal welchen Wert λ annimmt.
Beweis: Wie auch schon im Beweis zu Behauptung 5.6 zu sehen war, schneiden sich die Se-








Wegen Behauptung 5.5 ist auch klar, dass alle anderen Sequenzen an dieser Stelle niedrigere
H-Werte aufweisen als die beiden Sequenzen s(0) und s(1).
Da der Scheitelpunkt der Sequenz s(0) wie im Beweis zu Behauptung 5.4 gezeigt immer bei
x(0) = −1 (und damit auf jeden Fall links vom Schnittpunkt x0|1) liegt, ergibt sich weiter, dass
die zu s(0) geho¨rende H-Funktion hier bereits monoton wachsend ist.
Fu¨r den Beweis dieser Behauptung bleibt also nach Behauptung 5.6 noch zu untersuchen,
wann die zur Sequenz s(1) geho¨rende H-Funktion an dieser Stelle monoton fallend ist, die




































































U¨ber den hier auftretenden Quotienten β
α
wurde in Behauptung 2.5 eine Aussage getroffen:
Danach ist er monoton in λ wachsend und ist nach unten durch 1 und nach oben durch 2
begrenzt. Basierend auf dieser Erkenntnis la¨sst sich nun berechnen, was fu¨r gegebenes k das
kleinstmo¨gliche v ist, fu¨r das die AbleitungH
′
s(1)
am Schnittpunkt nicht-positiv ist: Dazu setzt
man in der Ungleichung die
”
gu¨nstigste“ wenngleich eigentlich ausgeschlossene Wertebele-
gung λ = 1 bzw. β
α
= 2 ein und lo¨st die Ungleichung daraufhin nach v auf.
6 Allgemeine Aussagen u¨ber die optimalen Sequenzen 37














⇔ v = (k−3)√(k−1)2+4+(k−2)2+1
2
Da v aber eigentlich natu¨rlich nur ganzzahlige Werte annehmen kann, macht es Sinn zu un-
tersuchen, welches das kleinste ganzzahlige v∗ ist, das u¨ber dem eben berechneten Wert fu¨r v














Fu¨r v = (k−2)2 ist am Schnittpunkt x0|1 die Ableitung der Sequenz s(1) also noch nicht fallend,
fu¨r v = (k− 2)2 + 1 fu¨r die uns interessierenden Werte von kmit k ≥ 4 hingegen schon. Es gilt
na¨mlich fu¨r v = (k− 2)2 + 1:




⇔ (k− 2)2 + 1 ≥ (k− 3)√(k− 1)2 + 4⇒ k4 − 8k3 + 26k2 − 40k+ 25 ≥ k4 − 8k3 + 26k2 − 48k+ 45⇔ 8k ≥ 20⇔ k ≥ 5
2
.
Da die von uns betrachteten Werte von k immer gro¨ßer sind als in dieser Schranke gefordert,
ist dieser Teil der Behauptung also gezeigt.
Analog zur Untersuchung, ab welchen v-Werten der Fall, dass der Schnittpunkt x0|1 der ge-
suchte Punkt ist, fru¨hestens auftreten kann, la¨sst sich auch untersuchen, ob es eine Grenze





Fall λ = 0 bzw. b
a







kleiner oder gleich −2 sein. Umformen und Auflo¨sen liefert als Lo¨sung






Dieser Wert liegt fu¨r k ≥ 3
2
zwischen den beiden folgenden ganzzahligen Schranken (k − 1)2

















≤ (k− 1)2 + 1⇔ (k− 2)√k2 + 4 ≤ k2 − 2k+ 2⇒ (k− 2)2(k2 + 4) ≤ (k2 − 2k+ 2)2⇔ k4− 4k3+ 8k2− 16k+ 16 ≤ k4− 4k3+ 8k2− 8k+ 4⇔ −8k ≤ −12⇔ k ≥ 3
2
Damit ist die obere Schwelle, ab der besagter Fall immer eintritt, also gefunden und der Beweis
somit abgeschlossen. 2
Wie in der letzten Behauptung gezeigt wurde, ist es fu¨r sehr große Werte von v optimal, eine
Mischung der Sequenzen s(0) und s(1) zu verwenden, also gerade der Sequenzen, die die Kon-
6 Allgemeine Aussagen u¨ber die optimalen Sequenzen 38
trolle seltenst bis gar nicht einsetzen. Dass sich diese Erkenntnis nun ausweiten und es sich ganz
allgemein zeigen la¨sst, dass mit wachsendemWert von v generell immer weniger Kontrollen ein-
gesetzt werden sollten, zeigen die na¨chsten Behauptungen. Die erste von ihnen ist dabei eine sehr
technische. Ihre Bedeutung wird schließlich mit Behauptung 6.3 klar.
Behauptung 6.2: Bezeichne x
(v)
(z)




Scheitelpunkt derselben Sequenz, wenn nicht v, sondern v+ 1 Behandlungen mit der Kontrolle verglichen
werden sollten.






die Schnittpunkte der Sequenzen s(z) und s(z+1) bezeichnet,
wenn einmal v und einmal v+ 1 Behandlungen mit der Kontrolle verglichen werden sollten.














bezeichnet, wobei aufgrund des negativen Vorzeichens aller relevanten Schnitt- und Scheitelpunkte gilt,
dass das Wachstum umso schneller ist, je niedriger der Wert des Quotienten.
Dann gilt fu¨r 1 ≤ z ≤ bk−1
2
c und 0 ≤ i ≤ bk−3
2
c: Ein Scheitelpunkt x(z) wa¨chst mit wachsendem v mit
ho¨herer relativer Geschwindigkeit als jeder der Schnittpunkte xi|i+1.
Beweis: In der Behauptung werden nur die Schnitt- und Scheitelpunkte der Sequenzen be-
trachtet, die auf die Verwendung einer Kontrolle auf einem der Randfelder verzichten. Auch
umfasst die Behauptung nicht den Scheitelpunkt x(0), der ja - wie in Behauptung 5.4 gezeigt -
immer an der Stelle −1 liegt und somit also gar nicht wa¨chst.
Wegen des Hauptsatzes der Integralrechnung (siehe z.B. [Hildebrandt, 2006], Seite 289) gilt











































Anstatt als Geschwindigkeitsmaß fu¨r dasWachstum die in der Behauptung dargestellten Quo-

















betrachten und, wenn fu¨r dieses Geschwindigkeitsmaß die Behauptung gilt, auf das andere
Maß schließen. Durch dieses
”
Auswechseln“ des Geschwindigkeitsmaßes erleichtern sich die
fu¨r den Beweis erforderlichen Berechnungen na¨mlich erheblich.
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Um zu zeigen, dass jeder der betrachteten Scheitel- schneller in vwa¨chst als jeder der betrach-
teten Schnittpunkte, reicht es aus, die Wachstumsgeschwindigkeit des langsamsten Scheitel-
mit der des schnellsten Schnittpunkts zu vergleichen: Ist ersterer immer noch schneller als
letzterer, so gilt dies erst recht fu¨r jeden anderen Scheitel- und jeden anderen Schnittpunkt.







A = z+ zλ2 + z2ε− (k− 2− z)β− 2α,
B = −((k− 2)β+ 2α)(1+ λ2 + 2εz) + βεz2 und
C = (v− 3)εz2 + (λ2 − β+ 1)vz− z(3λ2 + β+ 3) + (v+ 1)(2α+ (k− 2)β).
Der Nenner dieser Ableitung ist aufgrund der Quadrate natu¨rlich immer positiv. Da fu¨r die
betrachteten Scheitelpunkte gilt, dass 1 ≤ z ≤ bk−1
2
c, lassen sich die im Za¨hler vorkommenden
Faktoren A, B und C wie folgt abscha¨tzen:
A = z+ zλ2 + z2ε︸︷︷︸
≤zε
−(k− 2− z)β− 2α ≤ z+ zλ2 + zε︸ ︷︷ ︸
=zβ
−(k− 2− z)β− 2α
= (2z− k︸ ︷︷ ︸
≤−1
)β+ 2(β− α) ≤ β− 2α < 0 (a)
B = −((k− 2)β+ 2α)(1+ λ2 + 2εz) + βεz2︸ ︷︷ ︸
<0
< −((k− 2)β+ 2α)︸ ︷︷ ︸
>0
(1+ λ2 + 2εz)︸ ︷︷ ︸
>0 wegen (b)
< 0
C = (v− 3)εz2 + (λ2 − β+ 1)︸ ︷︷ ︸
=ε
vz− z (3λ2 + β+ 3)︸ ︷︷ ︸
≤8
+(v+ 1) (2α+ (k− 2)β)︸ ︷︷ ︸
≥kα







+ (v+ 1)kα (c)





















> 0 fu¨r k ≥ 4.
Bei denAbscha¨tzungenwurden dabei an denmit Buchstabenmarkierten Stellen die folgenden
Begru¨ndungen gebraucht:
• Bei (a) wurde das Resultat von Behauptung 2.5 ausgenutzt.
• Bei (b) wurde ausgenutzt, dass der Ausdruck offensichtlich monoton wachsend in λ
(und somit auch in ε) ist und ebenso offensichtlich monoton fallend in z. Durch Ein-
setzen der jeweils ungu¨nstigsten Werte λ = 0 und z = k−1
2
gelangt man so zu einer
Abscha¨tzung nach unten, die immer noch positiv ist.
• Auch bei (c) wurde die offensichtliche Monotonie in z ausgenutzt und z wieder durch
den ungu¨nstigsten Fall, z = k−1
2
, ersetzt. Diese Monotonie liegt vor, da die Summanden,
in denen z auftaucht, alle kleiner oder gleich Null sind.
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• Bei (d)wurde analog dazu dieMonotonie in λ benutzt, um α und ε - und damit natu¨rlich
auch den gesamten Ausdruck - nach unten abzuscha¨tzen.
• An der mit (e) gekennzeichneten Stelle folgt die Ungleichung schließlich daraus, dass
der Ausdruck offensichtlich in v wa¨chst und in dieser Arbeit nur Fa¨lle beru¨cksichtigt
werden, in denen v ≥ k gilt, v also kleinstenfalls den Wert v = k annehmen kann.
Da die Abscha¨tzungen also zeigen, dass A und B beide kleiner oder gleich Null sind, C aber
fu¨r die in der Arbeit betrachteten Werte von k positiv ist, ist auch das Produkt A ·B ·C positiv.
Da der ebenfalls im Za¨hler vorkommende Vorfaktor −(v − 1) in jedem Fall negativ ist, ist
der ganze Za¨hler - und somit auch der ganze Bruch - fu¨r k ≥ 4, v ≥ k, 0 ≤ λ < 1 negativ.
Der Quotient Q1 ist somit monoton fallend in z. Mit anderen Worten: Der Scheitelpunkt, der
am langsamsten wandert, ist der, den wir fu¨r z = 1 erhalten, also der Scheitelpunkt x(1) (der
Scheitelpunkt x(0) wurde in dieser Behauptung ja bewusst außer Acht gelassen, da er gar nicht
wandert).
Auf dem selben Wege wird nun nach dem am schnellsten wachsenden Schnittpunkt gesucht.














(2εz+ β)(2εz+ (v+ 1)β)(8ε3v3z3−40ε3v2z3+64ε3vz3−64ε3z3+12βε2v3z2
− 76βε2v2z2 + 112βε2vz2 − 144βε2z2 + 2β2εv3z− 42β2εv2z+ 46β2εvz− 102β2εz
− β3v3 − 9β3v2 + β3v− 23β3)
und




Das Vorzeichen der Summe D+ E zu ermitteln, ist aufgrund der recht komplexen Gestalt der
Summanden und vor allem aufgrund des sto¨rendenWurzelterms inD sehr mu¨hsam. Behelfen
kann man sich hier jedoch mit einem Trick: Anstatt wirklich die Summe D + E zu betrachten,
betrachtet man zuna¨chst nur die Differenz D2 − E2, die sich - auch wenn es die Einzelbe-
standteile nicht vermuten lassen wu¨rden - na¨mlich noch recht kompakt darstellen la¨sst. Wenn
fu¨r diese Differenz nun gelten sollte, dass sie gro¨ßer Null ist, so wu¨rde das Vorzeichen der
Summe (D + E) dem Vorzeichen von D entsprechen. Sollte die Differenz D2 − E2 hingegen
kleiner als Null sein, so wu¨rde das Vorzeichen von E das Vorzeichen der Summe bestimmen.
Gleichbedeutend mit der Ermittlung des Vorzeichens von D + E ist also die U¨berpru¨fung des
Vorzeichens vonD2−E2 und der anschließenden Ermittlung des Vorzeichens des bestimmen-
den Summanden.
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Fu¨r D2 − E2 erha¨lt man:
D2 − E2 = v2(2εz+ (v+ 1)β)(2εz(v− 2) + β(v− 3))4 · F
mit
F = 48βε2v2z2 − 204β2εvz− β3v3 − 7β3v2 − 47β3v+ 23β3
+32ε3v2z3 − 128ε3vz3 + 64ε3z3 + 102β2εz+ 144βε2z2 − 288βε2vz2 + 6β2εv2z
Die Faktoren v2, (2εz(v − 2) + β(v − 3))4 und (2εz + (v + 1)β) sind alle gro¨ßer oder gleich
Null (letzterer wegen Behauptung 2.7). Der Faktor F ist negativ. Dies zeigt man durch eine
Abscha¨tzung des Ausdrucks nach oben:
F = 48βε2v2z2 − 204β2εvz− β3v3 − 7β3v2 − 47β3v+ 23β3
+ 32ε3z3︸ ︷︷ ︸
≤0
((v− 3)2 + (2v− 7))︸ ︷︷ ︸




(102b+ 144ez)︸ ︷︷ ︸
>0 wegen 2.7︸ ︷︷ ︸
<0




< 48βε2v2z2 − 204β2εvz− β3v3 − 7β3v2 − 47β3v+ 23β3
∝ 48ε2v2z2 − 204βεvz− β2v3 − 7β2v2 − 47β2v+ 23β2︸ ︷︷ ︸
<92
(f)


































< 0 fu¨r k ≥ 4.
An den mit Buchstaben gekennzeichneten Stellen gilt die Abscha¨tzung jeweils wegen einem
der folgenden Argumente:
• Bei (f) wurde ausgenutzt, dass β immer positiv ist (siehe auch Behauptung 2.4), und das
Vorzeichen des Ausdrucks sich also nicht a¨ndert, wenn man durch β teilt.
• Bei (g) wurde der Umstand genutzt, dass alle Summanden monoton in λ fallen (siehe
hierzu auch Behauptung 2.6). Fu¨r λ = 0 erreichen alle Summanden also ihren ho¨chsten
Wert und die Summe dieser Maximalwerte kann als Abscha¨tzung verwendet werden.
• Auch bei (h) wurde eine offensichtliche Monotonie ausgenutzt, diesmal jedoch die in
z. Da nur Schnittpunkte xz|z+1 mit z ≤ k−32 betrachtet werden, la¨sst sich also durch
Einsetzen von z = k−3
2
eine Obergrenze finden.
• Bei (i) wurde schließlich benutzt, dass der Ausdruck monoton in v fallend ist und der
kleinstmo¨gliche Wert fu¨r v genau v = k entspricht. Dementsprechend erreicht der Aus-
druck also auch fu¨r v = k sein Maximum und diese Ersetzung kann zur Abscha¨tzung
nach oben benutzt werden.
Die angesprochene Monotonie in v la¨sst sich durch die Betrachtung der Ableitungen
des bei (h) gezeigten Ausdrucks nachweisen:
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Da in dieser Arbeit nur die Situation k ≥ 4 untersucht wird, ist somit gezeigt, dass F und damit
auch die Differenz D2 − E2 negativ ist. Es genu¨gt daher, das Vorzeichen von E zu bestimmen,
um das Vorzeichen des Ausdrucks D+ E zu erfahren.
Der Ausdruck E selbst ist aber das Produkt der folgenden beiden Faktoren:




v3(2εz+ β)((16ε2z2 + 22βεz+ β2) − vβ(2εz+ β))
(II)︷ ︸︸ ︷
−2(2εz+ β)(32ε2z2 + 56βεz+ 23β2)
+ v(256ε3z3 + 544βε2z2 + 352β2εz+ 71β3) − v2(176ε3z3 + 360βε2z2 + 216β2εz+ 41β3)︸ ︷︷ ︸
(III)
ist.
Der erste Faktor dieses Produkts, −((v + 1)β + 2εz), ist wegen Behauptung 2.7 und des Mi-
nuszeichens vor dem Ausdruck offensichtlich negativ. Dass aber auch der zweite Faktor, E˜,
negativ sein muss, la¨sst sich u¨ber seine Aufteilung in die drei Summanden (I), (II) und (III)
zeigen. Fu¨r diese Summanden gilt na¨mlich jeweils:
(I) =
>0 wegen 2.7︷ ︸︸ ︷
v3(2εz+ β) ((16ε2z2 + 22βεz+ β2) − vβ(2εz+ β))
∝ 16ε2z2 + 22βεz+ β2 − v β(2εz+ β)︸ ︷︷ ︸
>0 wegen 2.7v≥4︷︸︸︷












(II) = −2(2εz+ β)(32ε2z2 + 56βεz+ 23β2)
= −2(2εz+ β)(16(β+ 11
8
εz)2 + 7β2 + 12βεz+ 7
4
ε2z2)




















∝ 256ε3z3 + 544βε2z2 + 352β2εz+ 71β3 − v(176ε3z3 + 360βε2z2 + 216β2εz+ 41β3)
= 256ε3z3 + 544βε2z2 + 352β2εz+ 71β3
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v>3︷︸︸︷
< 256ε3z3 + 544βε2z2 + 352β2εz+ 71β3
−3(41(β+ 2εz)3 − εz(25(β+ 2εz)2 + (β+ 4εz)2 + 4(β+ 3εz)2))
= −4(13β3 + 74β2εz+ 134βε2z2 + 68ε3z3)












Da alle drei Teilsummanden kleiner oder gleich Null sind, ist ihre Summe, E˜, natu¨rlich erst
recht negativ. Wie bereits begru¨ndet folgt daraus nun direkt, dass der Ausdruck E und somit
auch die Summe D+ E positiv sind.





· (2εz+ b)︸ ︷︷ ︸
>0 wegen 2.7
· (D+ E)︸ ︷︷ ︸
>0
> 0
Da aber auch der Nenner der Ableitung in jedem Fall positiv ist, ist die gesamte Ableitung







) folglich monoton wachsend in z.
Der schnellst wachsende Schnittpunkt ist also der, den man fu¨r z = 0 erha¨lt: Der Schnittpunkt
x0|1.
Wenn also das relative Vera¨nderungsverhalten des schnellst wachsenden Schnittpunkts mit
dem des langsamst wachsenden Scheitelpunkts verglichen werden soll, mu¨ssen die folgenden












(Siehe zur Ermittlung dieser Darstellung der Punkte auch die Beweise zu den Behauptungen
6.1 und 5.2.)























v(v+ 3)((k+ v− 5)β+ 2α)
2β(v+ 1)(v− 1)(
√
v+ 1+ v− 1)︸ ︷︷ ︸
G1
· (βv(k− 3) + 2αv− β)
(βv(k− 3) + 2αv+ 2α+ β(k− 5))︸ ︷︷ ︸
G2
Am Wert dieses Quotienten la¨sst sich nun ablesen, wer mit wachsendem v schneller wa¨chst,
ob Scheitel- oder Schnittpunkt. Fu¨r Werte gro¨ßer 1 wa¨re es der Schnittpunkt, fu¨r Werte kleiner
1 der Scheitelpunkt.
In der obigen Darstellung wurde der Quotient bereits in zwei offensichtlich positive Faktoren
G1 und G2 zerlegt. Im Folgenden soll gezeigt werden, dass beide Teilfaktoren jeweils kleiner
1 sind und es der Gesamtausdruck dementsprechend erst recht ist.
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Fu¨rG2 ist dies schnell gezeigt: Der Term βv(k−3)+2αv taucht hier in Za¨hler und Nenner auf.
Der Summand (k − 5)β, der im Nenner steht, ist fu¨r k ≥ 4 aber gro¨ßer oder gleich dem −β,
das im Za¨hler steht. Da auch der Summand 2α aus dem Nenner gro¨ßer als Null ist, ist klar,
dass der Za¨hler auf jeden Fall kleiner ist als der Nenner, und damit der gesamte Bruch kleiner
als 1 sein muss.
Der FaktorG1 la¨sst sich nach oben abscha¨tzen, indemman sich zunutze macht, dass nach Vor-
aussetzung v ≥ k und nach Behauptung 2.5 fu¨r λ ∈ [0, 1) auchβ ≥ α ist. Durch Ersetzen des im




















Durch einfache A¨quivalenzumformungen la¨sst sich nun zeigen, dass diese Obergrenze fu¨r alle







< 1⇔ v(v+ 3)(v− 3
2
) < (v+ 1)(v− 1)
√
v+ 1+ (v+ 1)(v− 1)2⇔ 5v2−7v−2
2




< (v+ 1)3(v− 1)2⇔ v
4
(4v4 − 21v3 + 62v2 − 37v− 24) > 0⇔ 4v4 − 21v3 + 62v2 − 37v− 24 > 0⇔ 4(v− 2)4 + 11(v− 2)3 + v(32v− 41) > 0
Mit G1 und G2 ist aber auch der Quotient
r0|1
r1
kleiner als 1. Anders ausgedru¨ckt bedeutet
dies nun: Selbst der
”
langsamste“ der betrachteten Scheitelpunkte wa¨chst also im Verha¨ltnis
immer noch schneller als der
”
schnellste“ der betrachteten Schnittpunkte. Damit ist also die
Behauptung gezeigt. 2
DieAussage der Behauptung la¨sst sich folgendermaßen zusammenfassen: Scheitelpunkte ko¨nnen
mit wachsendem v Schnittpunkte u¨berholen, Schnittpunkte aber keine Scheitelpunkte. Mit dieser
recht technischen Behauptung kann nun eine ganz praktische Aussage bewiesen werden.
Behauptung 6.3: Sei im Folgenden i < k
2
− 1:
• Wenn dann fu¨r gegebene Werte von λ und v die Optimalstelle bei xi|i+1 liegt, so kann sie fu¨r gro¨ßere
Werte von v nur an den Stellen xj|j+1 und x(j) mit j ≤ i liegen.
• Liegt die Optimalstelle fu¨r gegebenes λ und v bei x(i), so kann sie fu¨r gro¨ßere Werte von v nur an
den Stellen xj1|j1+1 und x(j2) mit j1 < i und j2 ≤ i liegen.
Beweis: Damit fu¨r gegebene Parameterwerte xi|i+1 die gesuchte Stelle sein kann, muss nach
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ist. Es gelten also die folgenden beiden Aussagen (siehe dazu auch den Beweis zu Behauptung
5.3 und bedenke, dass all diese Scheitel- und Schnittpunkte negativ sind, sich Ungleichungen



















Da durch die zu Beginn der Behauptung gestellte Forderung i < k
2
− 1 sichergestellt ist, dass
fu¨r den Scheitelpunkt x(i) und den Schnittpunkt xi−1|i die Bedingung aus Behauptung 6.2



















































Kombiniert man diese Abscha¨tzungen mit den obigen Aussagen, so gelangt man zu den fol-























































d.h. die Optimalstelle liegt nach Behauptung 5.6 fu¨r v∗ am gleichen Schnittpunkt wie fu¨r v.

















d.h. die Optimalstelle muss nun rechts von dem Schnittpunkt xi|i+1 liegen, da links davon
die Funktionswerte ja noch ho¨her sind. Aufgrund von Behauptung 5.5 ko¨nnen rechts des
Schnittpunkts aber u¨berhaupt nur Sequenzen s(z) mit z ≤ i beziehungsweise ihre Scheitel-
und Schnittpunkte in Frage kommen. Damit ist der erste Teil der Behauptung also gezeigt.
Der zweite Teil der Behauptung folgt ganz analog: Wenn fu¨r ein v die gesuchte Optimalstelle
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und die gesuchte Stelle dementsprechend nach 5.6 wieder der Scheitelpunkt der Sequenz s(i).




























entspricht. Wenn die Ableitung der Sequenz s(i) am Schnittpunkt xi−1|i aber fa¨llt, so kann die
Optimalstelle nicht links dieses Schnittpunkts liegen. In Frage kommen also nur die Schnitt-
und Scheitelpunkte gro¨ßer oder gleich xi−1|i und das sind nach Behauptung 5.5 genau die im
zweiten Teil der Behauptung genannten mit Ausnahme von x(i). Fasst man beide Szenarien
zusammen, so ist damit auch der zweite Teil der Behauptung gezeigt und der Beweis abge-
schlossen. 2
Umgangssprachlich ausgedru¨ckt la¨sst sich die Aussage von Behauptung 6.3 also als
”
Monotonie
in v“ verstehen: Je gro¨ßer der Wert von v, desto niedriger die Anzahl eingesetzter Kontrollen
in den zugeho¨rigen optimalen Sequenzen. Die in der Behauptung geforderte Beschra¨nkung auf
Punkte x(i) bzw. xi|i+1 mit i <
k
2
− 1 stellt dabei nur scheinbar eine Einschra¨nkung dar: Wie
na¨mlich in den letzten beiden Behauptungen dieser Arbeit, 6.4 und 6.5, zu sehen sein wird, sind
fu¨r k ≥ 5 und v = k u¨berhaupt nur solche Stellen relevant, d.h. die Behauptung gilt ab dieser
Mindestblockla¨nge von 5 immer.
Ein vergleichbares Monotonieresultat wie das in Behauptung 6.3 fu¨r v gezeigte existiert u¨brigens
fu¨r steigende Werte von λ nicht, wie auch Abbildung 2 auf Seite 55 beweist. Zur Erstellung die-
ser Abbildung wurde fu¨r festes k und verschiedene Parameterkombinationen aus λ und v mit
dem in Behauptung 5.6 vorgestellten Verfahren nach den optimalen Sequenzen gesucht. Welche
Stelle argmin
x
maxsHs(x) fu¨r welche Kombination der Parameter jeweils optimal war, ist in der
Abbildung vermerkt.
Wie man an dieser Grafik erkennt, scheint es fu¨r die meisten Werte von v nun zwar tatsa¨chlich so
etwas wie eine
”
Monotonie in λ“ in dem Sinne zu geben, dass mit wachsenden λ meist auch die
Anzahl eingesetzter Kontrollen bei den jeweiligen optimalen Sequenzen sinkt, nur gilt dies aber
eben nicht fu¨r alleWerte von v: Bei dem hier betrachteten k = 5 ist fu¨r v = 11 der Scheitelpunkt der
Sequenz s(1) sowohl fu¨r sehr kleine λ-Werte als auch fu¨r Werte um 0.65 herum die Optimalstelle,
nicht aber fu¨r dazwischenliegende λ-Werte wie zum Beispiel λ = 0.4.
Im Folgenden soll nun mit Hilfe von Behauptung 6.2 untersucht werden, wie viele Kontrollen
die optimalen Sequenzen fu¨r gegebenes k ho¨chstens einsetzen. Diese Untersuchung ist auf zwei
Behauptungen aufgeteilt: In Behauptung 6.4 wird ein allgemeines Ergebnis fu¨r Blockla¨ngen k
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von mindestens 13 hergeleitet. In Behauptung 6.5 werden dann in Einzelbetrachtung die noch zu
untersuchenden, aber von Behauptung 6.4 nicht erfassten Fa¨lle k = 5 bis k = 12 u¨berpru¨ft.
Behauptung 6.4: Fu¨r i ≥ 4 und k ∈ [(i − 1)2 + i, i2 + i] kommen als gesuchte Stelle nur Schnitt-
punkte xj1−1|j1 mit j1 ≤ i und Scheitelpunkte x(j2) mit j2 < i in Frage. Die Obergrenze fu¨r die Anzahl
einzusetzender Kontrollen liegt demnach bei i.
Beweis: Notwendige Bedingung dafu¨r, dass es sich bei einem Scheitelpunkt x(i) oder einem
Schnittpunkt xi|i+1 um die gesuchte Stelle handeln kann, ist, dass am Schnittpunkt xi−1|i die
zu Sequenz s(i) geho¨rende H-Funktion eine nicht-negative Ableitung hat. Dies sieht man, in-
dem man sich u¨berlegt, welche Auswirkungen die Alternative ha¨tte. Es gilt na¨mlich:
Hs(i)(xi−1|i) < 0 =⇒ Hs(i)(xi|i+1) < 0,
da wegen Behauptung 4.4 xi|i+1 < xi−1|i gilt und es sich bei allen noch betrachteten H-
Funktionen um nach oben geo¨ffnete Parabeln handelt (siehe Behauptung 2.2).
Alleine die Tatsache, dass Hs(i)(xi−1|i) < 0 ist, reicht aber nun schon aus, um den Scheitel-
punkt x(i) aus demKreis der Kandidatenpunkte auszuschließen, da er damit na¨mlich nicht die
Bedingung aus Behauptung 5.6 erfu¨llen kann. Aufgrund der aus der Ungleichung gezogenen
Folgerung kann aber auch der Schnittpunkt xi|i+1 die an ihn nach Behauptung 5.6 gestellten
Bedingungen nicht erfu¨llen und scheidet ebenfalls aus.
Um zu zeigen, dass die in der Behauptung genannten Obergrenzen tatsa¨chlich zutreffen,
genu¨gt es also zu zeigen, dass
Hs(i)(xi−1|i) < 0
ist, falls i ≥ 4 und k ∈ [(i− 1)2 + i, i2 + i].
Diese Untersuchung kann man sich nun aber unter Beru¨cksichtigung der Ergebnisse aus Be-
hauptung 6.2 noch ein wenig erleichtern. Fu¨r einen Schnittpunkt xi−1|i und einen Scheitel-
punkt x(i) gilt fu¨r i <
k
2





























Dass in der hier betrachteten Situation die Bedingung erfu¨llt ist und i < k
2
gelten muss, sieht
man anhand von folgender Umformung, bei der man fu¨r k den kleinstmo¨glichen vorgesehe-
nen (und damit ungu¨nstigsten) Wert von (i− 1)2 + i einsetzt:
i < k
2
⇔ i < (i−1)2+i
2






⇔ 0 < 1
2
i(i− 3) + 1
2
.
Beachte dabei, dass im letzten Ausdruck fu¨r i ≥ 3 nur positive Summanden stehen. Obige Un-
gleichung la¨sst sich also anwenden und man kann damit analog zum Beweis zu Behauptung
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Gilt die Aussage also fu¨r ein v, so gilt sie folglich erst recht fu¨r alle nachfolgenden v(∗) > v.
Die Gu¨ltigkeit der Aussage muss also nur noch fu¨r den
”
Worst Case“ v = k gezeigt werden.




(i+ iλ2 + i2ε) m1(s(i)) =
1
k−1















(β+ 2ε(i− 1))((k+ 1)β+ 2ε(i− 1))(2α + (k − 2 − i)β + i(k − 2)(β + (i − 1)ε))
h2 = (k− 1)((β+ 2ε(i− 1))(2α+ β(k− 2)) − βiε(i− 1)).
Der Faktor 2
k(β(k−3)+2ε(i−1)(k−2))
ist immer positiv. Dies sieht man, indemman den Ausdruck
im Nenner na¨her betrachtet. Dabei kann man zuna¨chst seine offensichtliche Monotonie in λ
ausnutzen und dann verwenden, dass k in dieser Behauptung ≥ (i− 1)2 + i ist:













∝ k− 3− 2(i− 1) ≥ (i− 1)2 + i− 3− 2i+ 2 = i(i− 3)
Diese Untergrenze ist fu¨r i ≥ 4 aber positiv und dementsprechend auch der gesamte Faktor.
Weniger einfach ist es, das Vorzeichen der Differenz h1 − h2 zu bestimmen. Aufgrund der
Behauptungen 2.4 und 2.7 ist klar, dass beide Terme gro¨ßer oder gleich Null sind. Dadurch
ist das Problem der Bestimmung des Vorzeichens ihrer Differenz zwar nicht aus dem Weg
gera¨umt, man kann nun allerdings benutzen, dass wenn h1 − h2 ≥ 0 ist, auch die Differenz
h21 − h
2
2 ≥ 0 sein muss, und sich auf dieser Weise des Wurzelausdrucks entledigen. Durch
Quadrieren und Aufteilen des Ergebnisses in zwei Summanden ergibt sich:
h21 − h
2





(β+ 2ε(i− 1))((k+ 1)β+ 2ε(i− 1))(2α+ (k− 2− i)β)2 − (k− 1)2β2i2ε2(i− 1)2
und




−(k− 1)2(2α+ β(k− 2))((β+ 2ε(i− 1))(2α+ β(k− 2)) − 2βiε(i− 1))]
Im Folgenden wird nun gezeigt werden, dass beide Summanden t1 und t2 positiv sind. Be-
gonnen wird dabei mit einer Abscha¨tzung des Summanden t1.




(β+ 2ε(i− 1))((k+ 1)β+ 2ε(i− 1))(2α+ (k− 2− i)β)2︸ ︷︷ ︸
alle Faktoren positiv und monoton wachsend in λ︸ ︷︷ ︸
erreicht Minimum fu¨r λ=0
−(k− 1)2β2i2ε2(i− 1)2︸ ︷︷ ︸
monoton fallend in λ︸ ︷︷ ︸











(k− 2i+ 1)(k− i)2(k2 − 2i+ 1) − (k− 1)2(i− 1)2i2
= 1
3
(k− 2i+ 1)(k− i)2(k− 1)2 − (k− 1)2(i− 1)2i2 +
2
3




(k− 2i+ 1)(k− i)2(k− 1)2 − (k− 1)2(i− 1)2i2
∝ 1
3
(k− 2i+ 1)(k− i)2︸ ︷︷ ︸












> 0 fu¨r i ≥ 4.
Bei dieser Abscha¨tzung wurde benutzt, dass wie schon gezeigt i < k
2
ist und folglich auch die
weiteren Ungleichungen
• (k− 2− i) > 0 • 2(i− 1) < k− 2 • k− 2i+ 1 > 0
gelten. Wegen der ersten dieser Ungleichungen ist der Ausdruck 2α+(k−2−i)β auf jeden Fall
positiv, wegen der zweiten greift bei (β+ 2ε(i− 1)) und ((k+ 1)β+ 2ε(i− 1)) Behauptung 2.7
und auch diese Ausdru¨cke sind demnach positiv. Da aufgrund der Behauptungen 2.4 und 2.7
aber auch die Gro¨ßen α, β und εmonoton in λwachsen und β2ε2 monoton darin fa¨llt, konnte
somit die Monotonie des Gesamtausdrucks t1 fu¨r die Abscha¨tzung verwendet werden.
Auch bei der Abscha¨tzung von t2 kann man ausnutzen, dass (β + 2ε(i − 1)) positiv ist. Da
zudem gilt, dass
(k+ 1)β+ 2ε(i− 1) = kβ+ (β+ 2ε(i− 1))︸ ︷︷ ︸
>0
> kβ = 2β︸︷︷︸
≥2α
+(k− 2)β ≥ 2α+ (k− 2)β
ist, gelangt man zur folgenden Untergrenze fu¨r t2:
t2 =
>0︷ ︸︸ ︷




− (k− 1)2(2α+ β(k− 2))((β+ 2ε(i− 1))(2α+ β(k− 2)) − 2βiε(i− 1))]
∝
>2α+(k−2)β︷ ︸︸ ︷




− (k− 1)2(2α+ β(k− 2))((β+ 2ε(i− 1))(2α+ β(k− 2)) − 2βiε(i− 1))








− (k− 1)2((β+ 2ε(i− 1))(2α+ β(k− 2)) − 2βiε(i− 1))
= βε(i− 1)(2(k− 2)2i− 2(k− 2)i2 + 2(k− 2)2i2 − 2(k− 1)2(k− 2) + 2(k− 1)2i)
+ β2(2(k− 2)2i− 2(k− 2)i2 + (k− 2)2i2 − (k− 1)2(k− 2)) + 2
3
(2α+ (k− 2− i)β)2
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(4i(k− 2) − 2(k− 1)2)︸ ︷︷ ︸
≤0
+ αε(i− 1)(4i(k− 2) − 4(k− 1)2)
> βε(i− 1)(2(k− 2)2i− 2(k− 2)i2 + 2(k− 2)2i2 − 2(k− 1)2(k− 2) + 2(k− 1)2i)
+ β2(2(k− 2)2i− 2(k− 2)i2 + (k− 2)2i2 − (k− 1)2(k− 2)) + 2
3
(2α+ (k− 2− i)β)2




(i− 1) (4i(k− 2) − 4(k− 1)2)︸ ︷︷ ︸
≤0
≥ βε(i− 1)(2(k− 2)2i− 2(k− 2)i2 + 2(k− 2)2i2 − 2(k− 1)2(k− 2) + 2(k− 1)2i)
+ β2(2(k− 2)2i− 2(k− 2)i2 + (k− 2)2i2 − (k− 1)2(k− 2)) + 2
3
(2α+ (k− 2− i)β)2
+ β2(4i(k− 2) − 2(k− 1)2) + βε(i− 1)(2i(k− 2) − 2(k− 1)2)
= β2(2(k− 2)2i+ 4i(k− 2) − 2(k− 2)i2 + (k− 2)2i2 − (k− 1)2k)︸ ︷︷ ︸
t2,1





(2α+ (k− 2− i)β)2︸ ︷︷ ︸
t2,3
Dabei wurde an einigen Stellen das Resultat von Behauptung 2.5 verwendet: β ist immer
gro¨ßer oder gleich α, aber nie gro¨ßer als 2α. Beru¨cksichtigt man, dass zudem ε nach Behaup-
tung 2.4 < 0 ist, so ergibt sich daraus auch α > 1
2
β > 0⇒ αε < 1
2
βε < 0.
Alle drei Teilsummanden von t2 sind monoton wachsend in λ. Dies sieht man wie folgt:
• Bei t2,1 hat der Vorfaktor von β2 die folgende zweite Ableitung nach k:
−6k+ 2i2 + 4i+ 4 ≤︸︷︷︸
k≥(i−1)2+i
−4((i− 2)2 + 1
2
(3i− 7)) < 0 fu¨r i ≥ 3.
Der Vorfaktor ist also konkav in k und nimmt sein Minimum daher am Rand des zu
betrachtenden Bereichs an, d.h. entweder fu¨r k = (i − 1)2 + i oder k = i2 + 1. Fu¨r die
beiden Randstellen ergibt sich aber:
k = (i− 1)2 + i ; i(3(i− 2)4 + 13(i− 2)3 + 15(i− 2)2 + 2(i− 3)) > 0 fu¨r i ≥ 3
k = i2 + i ; i((i− 2)4 + 6(i− 2)3 + 7(i− 4)2 + (21i− 81) > 0 fu¨r i ≥ 4
Da der Vorfaktor also an beiden Ra¨ndern nicht-negativ ist, kann er aufgrund seiner Kon-
kavita¨t auch dazwischen nicht negativ sein. Da nach Behauptung 2.6 β2 monoton wach-
send in λ ist, folgt somit auch die Monotonie des ganzen Teilsummanden t2,1.
• Der Vorfaktor von βε im zweiten Teilsummanden t2,2 hat als zweite Ableitung nach k:
−4(i− 1)(3k− i2 − 2i− 3) ≤︸︷︷︸
k≥(i−1)2+i
−4(i− 1)i(2i− 5) < 0 fu¨r i ≥ 3
Auch dieser Vorfaktor ist also konkav in k und nimmt sein Minimum daher fu¨r einen
der Randwerte von k an. Fu¨r diese Randstellen erha¨lt man:
k = (i− 1)2 + i ; 2(i− 1)i2(3i2(i− 3) + 5i+ 3) > 0 fu¨r i ≥ 3
k = i2 + i ; 2(i− 1)2((i− 1)4 + 5(i− 1)3 + 7(i− 1)2 + 2(i− 2)) > 0 fu¨r i ≥ 2
Da der Ausdruck an beiden Ra¨ndern aber immer noch positiv ist, ist er es auch im gesam-
ten dazwischenliegenden Bereich. Aufgrund der ebenfalls in Behauptung 2.7 gezeigten
Monotonie von be in λ ist somit auch t2,2 monoton in λ.
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• Bei t2,3 folgt die Monotonie direkt aus der Tatsache, dass nach Behauptung 2.4 α und β
beide positiv und monoton in λ sind.
Der ganze Ausdruck t2 = t2,2+ t2,2+ t2,3 la¨sst sich also weiter nach unten abscha¨tzen, indem
man fu¨r α, β und ε die Werte einsetzt, die sich fu¨r sie fu¨r λ = 0 ergeben. Daraus folgt:
t2 ≥ −k−13k2 ·
(∗)︷ ︸︸ ︷
(3k4 − 3i2k3 − 12ik3 − 5k3 + 6i3k2 + 27i2k2 + 28ik2 − 7k2 − 30i3k− 44i2k
−4ik+ 15k+ 36i3 + 8i2 − 12i− 6)
Der erste Faktor dieser Untergrenze fu¨r t2,−
k−1
3k2
, ist auf jeden Fall negativ. Dass aber auch der
Ausdruck (∗) kleiner Null sein muss, sieht man wie folgt:
∂(∗)
∂3k
= 72k− (18i2 + 72i+ 30)
k≥(i−1)2+i︷︸︸︷
≥ 6(3i− 7)(3i− 1) ≥ 0 fu¨r i ≥ 7
3⇒ ∂(∗)
∂2k





= 2(9(i− 4)4 + 87(i− 4)3 + 273(i− 4)2 + (283i− 1108)) ≥ 0 fu¨r i ≥ 4⇒ (∗) ist konvex in k und nimmt das Maximum an einer der beiden Randstellen an.
An beiden Stellen sind die Werte aber negativ:
(∗) fu¨r k = (i− 1)2 + i:
−(i− 1)i(9(i− 2)5 + 41(i− 2)4 + 41(i− 3)3 + 93(i− 4)2 + 197i− 747) < 0 fu¨r i ≥ 4
(∗) fu¨r k = i2 + i:
−(3(i− 1)7 + 14(i− 2)6 + 89(i− 3)5 + 622(i− 3)4 + 1592(i− 4)3 + 6237(i− 4)2
+ 7275i− 27546) < 0 fu¨r i ≥ 4
Da der Ausdruck (∗) selbst an seinenMaximalstellen fu¨r i ≥ 4 negativ ist, ist er es auch an allen





Aufgrund des negativen Vorfaktors ist Hs(i)(xi−1|i) = −
2
k(β(k−3)+2ε(i−1)(k−2))
· (h1 − h2)
dementsprechend immer negativ und der Beweis abgeschlossen. 2
Die Obergrenze aus Behauptung 6.4 ließe sich sogar noch weiter verscha¨rfen. Da der Beweis dann
allerdings noch unangenehmer werden wu¨rde, weil nicht mehr ganz so großzu¨gig abgescha¨tzt
werden ko¨nnte, und der Zusatznutzen aber nur sehr gering wa¨re, wird hier bewusst auf den
Beweis dieser verscha¨rften Variante verzichtet und diese Variante nur als Vermutung gea¨ußert.
In ihrer scha¨rfer formulierten Fassung mu¨sste Behauptung 6.4 demnach wie folgt lauten:
Fu¨r i ≥ 4 und k ∈ [i2 − 1, i2 + 2i − 1] kommen als gesuchte Stelle nur Schnittpunkte xj1−1|j1 mit
j1 ≤ i und Scheitelpunkte x(j2) mit j2 < i in Frage. Die Obergrenze fu¨r die Anzahl einzusetzender
Kontrollen liegt demnach bei i.
In Tabelle 2 ist fu¨r Blockla¨ngen bis knapp u¨ber k = 100 gegenu¨bergestellt, wie die Obergrenzen
der Anzahl verwendeter Kontrollen nach den beiden Varianten von Behauptung 6.4 aussehen.
Behauptung 6.4 greift wie gesehen erst fu¨r Blockla¨ngen k ≥ 13. Die Fa¨lle k = 3 und k = 4wurden
bei [Kunert et al., 2010] sehr intensiv behandelt und bedu¨rfen somit keiner weiteren Betrachtung
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Tabelle 2: Obergrenzen der Zahl zu verwendender Kontrollen fu¨r k ≥ 13
Obergrenze nach Behauptung 6.4 fu¨r k von... nach verscha¨rfter Variante fu¨r k von...
4 13 bis 20 15 bis 23
5 21 bis 30 24 bis 34
6 31 bis 42 35 bis 47
7 43 bis 56 48 bis 62
8 57 bis 72 63 bis 79
9 73 bis 90 80 bis 98
10 91 bis 110 99 bis 119
mehr. Der Vollsta¨ndigkeit halber sollten allerdings natu¨rlich auch die Fa¨lle k = 5 bis k = 12 un-
tersucht werden. Daru¨ber, wie in diesen die jeweiligen Obergrenzen aussehen, gibt die folgende
Behauptung Aufschluß. Durch diese Behauptung ist dann auch der Nachweis erbracht, dass fu¨r
k ≥ 5 Sequenzen mit Randbelegung tatsa¨chlich keine Rolle mehr spielen und Behauptung 6.3
entsprechend uneingeschra¨nkt gu¨ltig ist.
Behauptung 6.5: Auch fu¨r k < 13 lassen sich Obergrenzen fu¨r die Zahl der Kontrollen in den optimalen
Sequenzen angeben:
• Fu¨r k ∈ [5, 7] kommen als gesuchte Stelle nur Schnittpunkte xj1−1|j1 mit j1 ≤ 2 und Scheitelpunkte
x(j2) mit j2 < 2 in Frage. Die Obergrenze fu¨r die Anzahl einzusetzender Kontrollen liegt demnach
bei 2.
• Fu¨r k ∈ [8, 12] kommen als gesuchte Stelle nur Schnittpunkte xj1−1|j1 mit j1 ≤ 3 und Scheitel-
punkte x(j2) mit j2 < 3 in Frage. Die Obergrenze fu¨r die Anzahl einzusetzender Kontrollen liegt
demnach bei 3.
Beweis: In diesem Beweis wird die Argumentation von Behauptung 6.4 aufgegriffen, die acht
von ihr noch nicht erfassten Fa¨lle k = 5 bis k = 12 aber als separate Einzelfa¨lle betrachtet.
Wie in Behauptung 6.4 dargelegt, reicht es zu zeigen, dass fu¨r v = k
Hs(i)(xi−1|i) < 0
ist, um die Gu¨ltigkeit der angegebenen Obergrenzen nachzuweisen. Behauptung 6.2 ist
na¨mlich auf den Scheitelpunkt x(i) und den Schnittpunkt xi−1|1 wieder anwendbar, da die
in der Behauptung genannten Bedingungen fu¨r die hier genannten Kombinationen aus i und
k jeweils erfu¨llt sind. Wie ebenfalls in Behauptung 6.4 zu sehen war, genu¨gt es dazu wiederum
das Vorzeichen der Differenz h1 − h2 zu ermitteln, wobei h1 und h2 wie folgt aussehen:
h1 =
√
(β+ 2ε(i− 1))((k+ 1)β+ 2ε(i− 1))(2α + (k − 2 − i)β + i(k − 2)(β + (i − 1)ε))
h2 = (k− 1)((β+ 2ε(i− 1))(2α+ β(k− 2)) − βiε(i− 1)).
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In dieser Situation la¨sst sich dies durch Einsetzen der Definition von α, β und ε und der kon-
kreten Werte von i und k erledigen. Es ergibt sich nach geschicktem Zusammenfassen dann
fu¨r h1 − h2 jeweils:




(171(1− λ)9 + 1962λ(1− λ)8 + 10519λ2(1− λ)7 + 32194λ3(1− λ)6
+ 60433λ4(1− λ)5 + 71262λ5(1− λ)4 + 52221λ6(1− λ)3
+ 22710λ7(1− λ)2 + (5312λ8 − 4800λ9))




(316(1− λ)9 + 3332λ(1− λ)8 + 17346λ2(1− λ)7 + 52522λ3(1− λ)6
+ 97895λ4(1− λ)5 + 113894λ5(1− λ)4 + 80900λ6(1− λ)3
+ 32956λ7(1− λ)2 + (6976λ8 − 6384λ9))




(100(1− λ)9 + 1440λ(1− λ)8 + 11864λ2(1− λ)7 + 46616λ3(1− λ)6
+ 100590λ4(1− λ)5 + 126596λ5(1− λ)4 + 92425λ6(1− λ)3
+ 36442λ7(1− λ)2 + (7136λ8 − 6592λ9))




(54975(1− λ)9 + 524670λ(1− λ)8 + 2358956λ2(1− λ)7
+ 6190172λ3(1− λ)6 + 10123200λ4(1− λ)5 + 10375440λ5(1− λ)4
+ 6406416λ6(1− λ)3 + 2182944λ7(1− λ)2 + (373504λ8 − 348480λ9))




(4122(1− λ)9 + 36882λ(1− λ)8 + 158419λ2(1− λ)7 + 401910λ3(1− λ)6
+ 640360λ4(1− λ)5 + 640390λ5(1− λ)4 + 383119λ6(1− λ)3
+ 123074λ7(1− λ)2 + (19424λ8 − 18240λ9))




(153909(1− λ)9 + 1308258λ(1− λ)8 + 5449488λ2(1− λ)7
+ 13539516λ3(1− λ)6 + 21244792λ4(1− λ)5 + 20915072λ5(1− λ)4
+ 12222672λ6(1− λ)3 + 3723968λ7(1− λ)2 + (545856λ8 − 515328λ9))




(25968(1− λ)9 + 211248λ(1− λ)8 + 864916λ2(1− λ)7
+ 2132836λ3(1− λ)6 + 3335715λ4(1− λ)5 + 3265800λ5(1− λ)4
+ 1881129λ6(1− λ)3 + 546834λ7(1− λ)2 + (74912λ8 − 71040λ9))




(78489(1− λ)9 + 611586λ(1− λ)8 + 2507260λ2(1− λ)7
+ 6265716λ3(1− λ)6 + 9954896λ4(1− λ)5 + 9843152λ5(1− λ)4
+ 5659120λ6(1− λ)3 + 1580704λ7(1− λ)2 + (203648λ8 − 193856λ9))
Anhand dieser Darstellungen sieht man, dass all diese Differenzen h1 − h2 positiv sind: Die
Differenz la¨sst sich wie zuvor zu sehen na¨mlich immer als Produkt zweier Faktoren schreiben.
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Der erste ist jeweils ein mit einem Minuszeichen versehener Bruch, dessen Nenner aufgrund
des Exponenten in jedem Fall positiv ist, und dessen Za¨hler immer negativ ist. Letzteres sieht
man durch einen Blick auf die Koeffizienten: Die zu λ1 und λ0 geho¨renden Koeffizienten ha-
ben alle ein negatives Vorzeichen und sind vom Betrag her ihren zu λ2 und λ3 geho¨renden
Pendants u¨berlegen. Da wegen 0 ≤ λ < 1 aber gilt, dass 1 > λ > λ2 > λ3 ist, folgt daraus, dass
dieser Za¨hler kleiner Null sein muss. Da der Za¨hler aber negativ ist und der Nenner positiv,
ist auch der gesamte Bruch negativ und aufgrund des jeweils vor dem Bruch stehenden Mi-
nuszeichen der erste Faktor folglich positiv. Auch der zweite Faktor ist aber positiv: Da wegen
der gleichen Argumentation wie zuvor natu¨rlich auch gelten muss, dass λ8 > λ9, ist klar, dass
dieser jeweils aus lauter positiven Summanden besteht und somit gar kein anderes Vorzeichen
haben kann.
Da h1 − h2 als Produkt zweier positiver Faktoren selbst natu¨rlich auch positiv ist, greift die-
selbe Argumentation wie in Behauptung 6.4 und der Beweis ist abgeschlossen. 2
Die in Behauptung 6.5 nachgewiesenen Obergrenzen werden mit einer Ausnahme auch
tatsa¨chlich angenommen. Die Ausnahme betrifft die Blockla¨nge k = 8: In diesem Fall spielt
zwar der Scheitelpunkt x(2) fu¨r bestimmte λ-Werte eine Rolle, nicht aber der Schnittpunkt x2|3.
Verscha¨rfen ließe sich die Behauptung in der gewa¨hlten Formulierung aber nicht.























































Abbildung 2: Das Aussehen der optimalen Sequenzen fu¨r k = 5 (λ und v variierend)
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7 Zusammenfassung
In dieser Arbeit wurde eine Vorarbeit von [Kunert et al., 2010] aufgegriffen und fu¨r den Vergleich
mehrerer Behandlungen mit einer Kontrolle im einfachen Blockmodell mit AR(1)-korrelierten
Fehlern untersucht, wo sich die Stelle befindet, an der das Maximum u¨ber alle H-Funktionen sei-
nen kleinsten Wert annimmt. Das Auffinden dieser Stelle ist deshalb so bedeutsam, da sich durch
sie zumindest eine Untergrenze fu¨r das Atc-Kriterium ermitteln la¨sst und sie in manchen Fa¨llen
sogar u¨ber die Gestalt des optimalen Versuchplans Auskunft gibt. Bei dieser Untersuchung wur-
de dabei von denselben grundlegenden Annahmen ausgegangen, die auch [Kunert et al., 2010]
in ihrem Artikel voraussetzten: So wurde insbesondere nur die Situation betrachtet, in der die
Anzahl der Behandlungen v mindestens so groß ist wie die Blockla¨nge k und die Fehler zudem
nicht-negativ und auch nicht perfekt korreliert sind, der Korrelationsparameter λ des autoregres-
siven Prozesses also im Bereich [0, 1) liegt.
In Kapitel 3 konnte mit einer alternativen Darstellung der Sequenzen schnell gezeigt werden,
dass nur solche Sequenzen fu¨r diese Suche u¨berhaupt von Relevanz sein ko¨nnen, die Kontrollen
nie in direkter Folge einsetzen und den Einsatz einer Kontrolle auf einem der beiden Randfel-
der der Sequenz nach Mo¨glichkeit vermeiden. Durch diese Erkenntnis und die Vorarbeit von
[Kunert et al., 2010] ließ sich die Zahl der zu betrachtenden Sequenzen erheblich reduzieren und
es konnte nachgewiesen werden, dass fu¨r jede bestimmte Anzahl von Kontrollen z mit z ≤ k
2
je-
weils nur eine einzige Sequenz s(z) als Repra¨sentant der ganzen Klasse betrachtet werden muss.
Bei der anschließenden na¨heren Betrachtung des Verhaltens dieser verbleibenden Sequenzen in
den Kapiteln 4 und 5 stellte sich heraus, dass die zu ihnen geho¨rendenH-Funktionen im Intervall
[−1, 0], das - wie Voru¨berlegungen zeigten - u¨berhaupt den einzig interessanten Bereich abdeckt,
besonderen Gesetzma¨ßigkeiten folgen: Die Scheitelpunkte x(z) dieser Funktionen liegen alle in
diesem Bereich und zwar in der immer gleichen Reihenfolge x(0), x(1), x(2) und so weiter. Je zwei
dieser Funktionen schneiden sich in diesem Intervall genau einmal. Fu¨r die Schnittpunkte xj|j+1
zweier Sequenzen s(j) und s(j+1) konnte dabei gezeigt werden, dass diese Schnitte umso wei-
ter links im Intervall liegen, je gro¨ßer j ist, also die Reihenfolge x0|1 > x1|2 > x2|3 usw. gilt.
Diese Erkenntnisse vereinend und dabei die Tatsache beru¨cksichtigend, dass es sich bei allen H-
Funktionen um nach oben geo¨ffnete Parabeln handelt, ließ sich damit weiter zeigen, dass es fu¨r
all diese Sequenzen jeweils ein Teilintervall gibt, auf dem die jeweilige Sequenz allen anderen
u¨berlegen ist, und dass diese Intervalle umso weiter rechts liegen, je kleiner die Zahl der einge-
setzten Kontrollen in der Sequenz.
Mit diesem neu gewonnenen Wissen konnte daraufhin ein konstruktives Verfahren hergeleitet
werden, mit dem sich schnell und mit nur wenigen Funktionsauswertungen die gesuchte Opti-
malstelle finden la¨sst. Welche Auswirkungen eine Vera¨nderung der Parameter auf die Position
dieser Stelle bzw. die Zahl der in den dort optimalen Sequenzen eingesetzten Kontrollen hat,
wurde schließlich zum Abschluß dieser Arbeit in Kapitel 6 erforscht. Dabei konnte unter ande-
rem nachgewiesen werden, dass mit wachsendem v die Zahl der in diesen optimalen Sequenzen
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verwendeten Kontrollen monoton sinkt und sich Schwellenwerte finden lassen, ab denen die ge-
suchte Optimalstelle am Schnittpunkt x0|1 liegen kann bzw. ab denen sie dort sogar immer liegen
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