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1. Introduction
Let J
[β]
n be the Jain operators
J [β]n (f, x) =
∞∑
k=0
ωβ(k, nx)f
(
k
n
)
, (1.1)
where x ∈ R0 := [0,∞), n ∈ N, 0 ≤ β < 1 and
ωβ(k, α) =
α
k!
(α+ kβ)k−1e−(α+kβ) for α ∈ R0, k ∈ N0 = N ∪ {0}. (1.2)
Approximation properties of J
[β]
n were examined by Jain [1] for f ∈ C (R0). In the particular case β = 0, J
[β]
n
turn out to well known the Sza´sz-Mirakyan operators [2]. Kantorovich type extension of the operators (1.1) was
discussed in [3]. Various other generalization and its approximation properties of similar type of operators are
studied in [4–13]. In this paper, we modify operators J
[β]
n given by (1.1), i.e. we consider operators
J [β]n (f ; an, bn;x) =
∞∑
k=0
ωβ(k, anx)f
(
k
bn
)
, x ∈ R0, n ∈ N (1.3)
for f ∈ C ([0,∞)), where (an)
∞
n=1 and (bn)
∞
n=1 are given increasing and unbounded numerical sequence such that
an ≥ 1, bn ≥ 1 and
(
an
bn
)∞
1
is non decreasing and
an
bn
= 1 + o
(
1
bn
)
. (1.4)
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If an = bn = n for all n ∈ N, then the operators (1.3) reduce to the operators (1.1).
The paper is organized as follows. In our manuscript, we shall study approximation properties of operators (1.3).
In section 2, we shall examine moments of the operators J
[β]
n (f ; an, bn;x). We discuss approximation properties
of the operators (1.3) in section 3. We mention Kantorovich type extension of the operators J
[β]
n (f ; an, bn;x) for
further research.
2. Moments of J [β]n (f ; an, bn;x)
In order to obtain moments of J
[β]
n (f ; an, bn;x), we need some background results, which are as follows:
Lemma 1 ([1]). Let 0 < α <∞, 0 ≤ β < 1 and let the generalized poisson distribution given by (1.2). Then
∞∑
k=0
ωβ(α, k) = 1. (2.1)
Lemma 2 ([1]). Let 0 < α <∞, 0 ≤ β < 1. Suppose that
S(r, α, β) :=
∞∑
k=0
(α+ βk)k+r−1
e−(α+βk)
k!
, r = 0, 1, 2, . . .
and
αS(0, α, β) := 1.
Then
S(r, α, β) = αS(r − 1, α, β) + βS(r, α+ β, β). (2.2)
Also,
S(r, α, β) =
∞∑
k=0
βk(α+ kβ)S(r − 1, α+ kβ, β). (2.3)
From (2.2) and (2.3), when 0 ≤ β < 1, we get
S(1, α, β) =
1
1− β
; (2.4)
S(2, α, β) =
α
(1− β)2
+
β2
(1 − β)3
; (2.5)
S(3, α, β) =
α2
(1− β)3
+
αβ2
(1 − β)4
+
β3 + 2β4
(1− β)5
; (2.6)
S(4, α, β) =
α3
(1− β)4
+
6α2β2
(1 − β)5
+
4αβ3 + 11αβ4
(1− β)6
+
β4 + 8β5 + 6β6
(1− β)7
. (2.7)
In the following lemma, we have computed moments up to 4th order.
Lemma 3. Let 0 ≤ β < 1, then the following equalities hold:
1. J [β]n (1; an, bn;x) = 1;
2
2. J [β]n (t; an, bn;x) =
anx
bn(1 − β)
;
3. J [β]n (t
2; an, bn;x) =
x2a2n
(1− β)2b2n
+
xan
(1− β)3b2n
;
4. J [β]n (t
3; an, bn;x) =
x3a3n
(1− β)3b3n
+
3x2a2n
(1− β)4b3n
+
x(1 + 2β)an
(1− β)5b3n
;
5. J [β]n (t
4; an, bn;x) =
x4a4n
(1− β)4b4n
+
6x3a3n
(1− β)5b4n
+
x2(7 + 8β)a2n
(1− β)6b4n
+
x
(
1 + 8β + 6β2
)
an
(1− β)7b4n
.
Proof: Using equalities (2.1), (2.4) to (2.7) and by simple commutation, we obtain
J [β]n (1; an, bn;x) =
∞∑
k=0
ωβ(k, anx) = 1;
J [β]n (t; an, bn;x) =
anx
bn
∞∑
k=0
1
k!
(anx+ kβ + β)
ke−(anx+kβ+β)
=
anx
bn
S(1, anx+ β, β)
=
anx
bn(1− β)
;
J [β]n (t
2; an, bn;x) =
∞∑
k=0
anx
k!
(anx+ kβ)
k−1e−(anx+kβ)
k2
b2n
=
anx
b2n
[S(1, anx+ β, β) + S(2, anx+ 2β, β)]
=
anx
b2n
[
1
1− β
+
anx+ 2β
(1− β)2
+
β2
(1− β)3
]
=
x2a2n
(1− β)2b2n
+
xan
(1 − β)3b2n
;
J [β]n (t
3; an, bn;x) =
∞∑
k=0
anx
k!
(anx+ kβ)
k−1e−(anx+kβ)
k3
b3n
=
anx
b3n
[S(1, anx+ β, β) + 3S(2, anx+ 2β, β) + S(3, anx+ 3β, β)]
=
x3a3n
(1− β)3b3n
+
3x2a2n
(1 − β)4b3n
+
x(1 + 2β)an
(1− β)5b3n
;
J [β]n (t
4; an, bn;x) =
∞∑
k=0
anx
k!
(anx+ kβ)
k−1e−(anx+kβ)
k4
b4n
=
anx
b4n
[S(1, anx+ β, β) + 7S(2, anx+ 2β, β)
+6S(3, anx+ 3β, β) + S(4, anx+ 4β, β)]
=
x4a4n
(1− β)4b4n
+
6x3a3n
(1 − β)5b4n
+
x2(7 + 8β)a2n
(1− β)6b4n
+
x
(
1 + 8β + 6β2
)
an
(1− β)7b4n
.
Lemma 4. Let 0 ≤ β < 1, then the following equalities hold:
1. J [β]n (t− x; an, bn;x) =
(
an
bn(1− β)
− 1
)
x;
2. J [β]n ((t− x)
2; an, bn;x) = x
2
(
an
(1− β)bn
− 1
)2
+
xan
(1 − β)3b2n
;
3
3. J [β]n ((t− x)
3; an, bn;x) = x
3
(
an
(1− β)bn
− 1
)3
+
3x2an
b2n(1 − β)
3
(
an
(1 − β)bn
− 1
)
+
xan(1 + 2β)
(1− β)5b3n
;
4. J [β]n ((t− x)
4; an, bn;x) = x
4
(
an
(1− β)bn
− 1
)4
+
6anx
3
(1 − β)3b2n
(
an
(1 − β)bn
− 1
)2
+
anx
2
(1− β)5b3n
(
an(7 + 8β)
(1− β)bn
− 4− 8β
)
+ x
(
an(1 + 8β + 6β
2)
(1− β)7b4n
)
.
Proof of the above lemma, follows from the linearity of the operators J
[β]
n (f ; an, bn;x).
By equality (1.4) and lim
n→∞
βn = 0, we obtain
lim
n→∞
bnJ
[βn]
n (t− x; an, bn;x) = 0;
lim
n→∞
bnJ
[βn]
n ((t− x)
2; an, bn;x) = x;
lim
n→∞
bnJ
[βn]
n ((t− x)
3; an, bn;x) = 0;
lim
n→∞
b2nJ
[βn]
n ((t− x)
4; an, bn;x) = 3x
2,
for every x ∈ R0.
3. Approximation properties
Let p ∈ N0,
ω0 (x) = 1, ωp (x) = (1 + x
p)
−1
if p ≥ 1,
for x ∈ R0, and Bp be the set of all functions f : R0 → R for which fωp is bounded on R0 and the norm is given
by the following formula:
‖f‖p = sup
x∈R0
ωp (x) |f (x)| .
Moreover, Cp be the set of all f ∈ Bp for which fωp is a uniformly continuous function on R0. The spaces Bp and
Cp are called polynomial weighted spaces.
Lemma 5. Let r ∈ N be fixed number. Then there exists positive numerical coefficients λr,j,β, 1 ≤ j ≤ r, depending
only on r and j such that
J [β]n (t
r; an, bn;x) =
1
brn(1− β)
r
r∑
j=1
λr,j,β
(1− β)j−1
(anx)
j ,
for all x ∈ R0 and n ∈ N. Moreover, we have λr,1,β = 1 = λr,r,β.
The proof follows by a mathematical induction argument.
Lemma 6. For given p ∈ N0 and (an)
∞
n=1 and (bn)
∞
n=1 there exists a positive constant M1(b1, p, β) such that
∥∥∥∥J [β]n
(
1
ωp(t)
; an, bn; ·
)∥∥∥∥
p
≤M1(b1, p, β), n ∈ N. (3.1)
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Moreover, for every f ∈ Cp, we have
‖J [β]n (f ; an, bn; ·)‖p ≤M1(b1, p, β)‖f‖p, n ∈ N. (3.2)
The formula (1.2), (1.3) and the inequality (3.2), show that J
[β]
n , n ∈ N is a positive linear operator from the space
Cp into Cp, p ∈ N0.
Proof: If p = 0, then
∥∥∥∥J [β]n
(
1
ω0(t)
; an, bn; ·
)∥∥∥∥
0
= sup
x∈R0
|J [β]n (1; an, bn;x)| = 1.
If p ≥ 1, then by (1.3), (1.4), Lemma 3 and Lemma 5, we get
ωp(x)J
[β]
n
(
1
ωp(t)
; an, bn;x
)
= ωp(x)
{
1 + J [β]n (t
p; an, bn;x)
}
=
1
1 + xp

1 + 1bpn(1 − β)p
p∑
j=1
λr,j,β
(1 − β)j−1
(anx)
j


=
1
1 + xp
+
1
(1− β)p
p∑
j=1
λr,j,β
(1 − β)j−1
1
bp−jn
(
an
bn
)j
xj
1 + xp
≤ 1 +
1
(1 − β)p
p∑
j=1
λr,j,β
(1− β)j−1
1
bp−j1
=M1(b1, p, β),
for all x ∈ R0 and n ∈ N. From this, (3.1) follows.
By (1.3) and definition of norm, we have
‖J [β]n (f ; an, bn; ·)‖p ≤ ‖J
[β]
n (
1
ωp(t)
; an, bn; ·)‖p‖f‖p,
for every f ∈ Cp, p ∈ N and n ∈ N. From (3.1), the inequalities (3.2) is achieved.
Theorem 1. For every p ∈ N0 there exists a positive constant M2(b1, p, β) such that
ωp(x)J
[β]
n
(
(t− x)2
ωp(t)
; an, bn;x
)
≤ M2(b1, p, β)
[
x2
(
an
(1− β)bn
− 1
)2
+
x
(1− β)3bn
]
, (3.3)
for all x ∈ R0 and n ∈ N.
Proof: If p = 0, then (3.3) follows from values of J
[β]
n
(
(t− x)2; an, bn;x
)
.
Let J
[β]
n (f ;x) = J
[β]
n (f ; an, bn;x). Notice that
J [β]n
(
(t− x)2
ωp(t)
;x
)
= J [β]n
(
(t− x)2;x
)
+ J [β]n
(
tp(t− x)2;x
)
. (3.4)
For p = 1, we get
J [β]n
(
(t− x)2
ω1(t)
;x
)
= J [β]n
(
(t− x)2;x
)
+ J [β]n
(
t(t− x)2;x
)
= J [β]n
(
(t− x)2;x
)
+ J [β]n
(
(t− x)3;x
)
+ xJ [β]n
(
(t− x)2;x
)
= (1 + x)J [β]n
(
(t− x)2;x
)
+ J [β]n
(
(t− x)3;x
)
.
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Therefore,
(1 + x)J [β]n
(
(t− x)2
ω1(t)
;x
)
= x2
(
an
(1− β)bn
− 1
)2
+
xan
(1 − β)3b2n
+
x3
1 + x
(
an
(1− β)bn
− 1
)3
+
3x2an
(1 + x)b2n(1− β)
3
(
an
(1− β)bn
− 1
)
+
xan(1 + 2β)
(1 + x)(1 − β)5b3n
≤ M2(b1, p, β)
[
x2
(
an
(1 − β)bn
− 1
)2
+
x
(1− β)3bn
]
.
If p ≥ 2, then by Lemma 5, we get
ωp(x)J
[β]
n
(
tp(t− x)2;x
)
= ωp(x)
{
J [β]n
(
tp+2;x
)
− 2xJ [β]n
(
tp+1;x
)
+ x2J [β]n (t
p;x)
}
=
x
bn(1 − β)

 1bp+1n (1− β)p+1
p+1∑
j=1
λp+2,j,β
(1− β)j−1
ajn
xj−1
1 + xp
−
2
bpn(1− β)p
p∑
j=1
λp+1,j,β
(1− β)j−1
ajn
xj
1 + xp
+
1
bp−1n (1− β)p−1
p−1∑
j=1
λp,j,β
(1− β)j−1
ajn
xj+1
1 + xp

+ 1(1 − β)2p+3
(
an
bn
)p+2
xp+2
1 + xp
−
2
(1− β)2p+1
(
an
bn
)p+1
xp+2
1 + xp
+
1
(1− β)2p−1
(
an
bn
)p
xp+2
1 + xp
=
x
bn(1 − β)

 1bp+1n (1− β)p+1
p+1∑
j=1
λp+2,j,β
(1− β)j−1
ajn
xj−1
1 + xp
−
2
bpn(1− β)p
p∑
j=1
λp+1,j,β
(1− β)j−1
ajn
xj
1 + xp
+
1
bp−1n (1− β)p−1
p−1∑
j=1
λp,j,β
(1− β)j−1
ajn
xj+1
1 + xp


+
xp+2
1 + xp
(
an
bn
)p
1
(1− β)2p−1
(
an
bn(1− β)
− 1
)2
.
Since 0 ≤
an
bn
≤ 1 for n ∈ N, (1− β)−1 ≤ (1− β)−3, we have
ωp(x)J
[β]
n
(
tp(t− x)2;x
)
≤
x
bn(1 − β)3


p+1∑
j=1
λp+2,j,β
bp−j+11 (1− β)
p+j
+ 2
p∑
j=1
λp+1,j,β
bp−j1 (1− β)
p+j−1
+
p−1∑
j=1
λp,j,β
bp−j−11 (1 − β)
p+j−2

+ x
2
(1− β)2p−1
(
an
bn(1− β)
− 1
)2
.
≤ M2(b1, p, β)
{
x2
(
an
bn(1− β)
− 1
)2
+
x
bn(1 − β)3
}
. (3.5)
for x ∈ R0, n ∈ N. Using (3.5) in (3.4), we obtain (3.3) for p ≥ 2.
Thus, the proof is completed.
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Now, we approximate J
[β]
n (f ; an, bn;x) using the modulus of continuity ω1(f, Cp) and the modulus of smoothness
ω2(f, Cp) of function f ∈ Cp, p ∈ N0
ω1(f, Cp, t) := sup
0≤h≤t
‖△hf(·)‖p, ω2(f, Cp, t) := sup
0≤h≤t
‖△2hf(·)‖p,
for t ≥ 0, where
△hf(x) = f(x+ h)− f(x), △
2
hf(x) = f(x)− 2f(x+ h) + f(x+ 2h).
Let
ξn,β(x) = x
2
(
an
bn(1 − β)
− 1
)2
+
x
bn(1− β)3
, x ∈ R0, x ∈ N. (3.6)
Theorem 2. Suppose that f ∈ C2p with a fixed p ∈ N0. Then there exists a positive constant M3(b1, p, β) such that
ωp(x)|J
[β]
n (f ; an, bn;x)− f(x)| ≤ ‖f
′‖p
∣∣∣∣ anbn(1− β) − 1
∣∣∣∣ x+ ‖f ′′‖pM3(b1, p, β)ξn,β(x),
for all x ∈ R0, n ∈ N.
Proof: Notice that J [β]n (0; an, bn;x) = f(0), n ∈ N, which implies (3.7) for x = 0.
Let x > 0 and let J
[β]
n (f ;x) = J
[β]
n (f ; an, bn;x). For f ∈ C
2
p and t ∈ R0,
f(t) = f(x) + f ′(x)(t − x) +
∫ t
x
(t− u)f ′′(u)du. (3.7)
Applying J
[β]
n (f ;x) on both side, we obtain
J [β]n (f(t);x) = f(x) + f
′(x)J [β]n ((t− x);x) + J
[β]
n
(∫ t
x
(t− u)f ′′(u)du;x
)
.
Notice that ∣∣∣∣
∫ t
x
(t− u)f ′′(u)du
∣∣∣∣ ≤ ‖f ′′‖p
(
1
ωp(t)
+
1
ωp(x)
)
(t− x)2.
Now, using above inequality, we have
ωp(x)|J
[β]
n (f(t);x) − f(x)| ≤ ‖f
′‖pJ
[β]
n ((t− x);x)
+‖f ′′‖pωp(x)J
[β]
n
((
1
ωp(t)
+
1
ωp(x)
)
(t− x)2;x
)
≤ ‖f ′‖pJ
[β]
n ((t− x);x)
+‖f ′′‖p
(
ωp(x)J
[β]
n
(
(t− x)2
ωp(t)
;x
)
+ J [β]n
(
(t− x)2;x
))
.
Now, using (3.3) and (3.6), we get
ωp(x)|J
[β]
n (f(t);x) − f(x)| ≤ ‖f
′‖p
∣∣∣∣ anbn(1− β) − 1
∣∣∣∣ x+ ‖f ′′‖pξn,β(x)M3(b1, n, β).
Thus, the proof is completed.
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Corollary 1. Let ρ(x) = (1 + x2)−1, x ∈ R0. Suppose that f ∈ C
2
p with a fixed p = 2. Then there exists a positive
constant M4(b1, p, β) such that
‖[J [β]n (f ; an, bn;x)− f(x)] ρ‖2 ≤
(
1−
an
bn(1− β)
)
‖f ′‖2 (3.8)
+M4(b1, p, β)‖f
′′‖2b
−1
n (1− β)
−3, n ∈ N
Theorem 3. Suppose that f ∈ Cp with a fixed p ∈ N0. Then there exists a positive constant M5(b1, p, β) such that
ωp|J
[β]
n (f ; an, bn;x)− f(x)| ≤
∣∣∣∣ anbn(1 − β) − 1
∣∣∣∣x (ξn,β(x))−1/2 ω1
(
f ;Cp;
√
ξn,β(x)
)
+M5(b1, p, β)ω2
(
f ;Cp;
√
ξn,β(x)
)
,
for all x > 0 and n ∈ N, where ξn,β(·) is defined in (3.6). For x = 0, it follows that J
[β]
n (f ; an, bn; 0) = f(0).
Proof: We shall apply the Steklov function fh for f ∈ Cp:
fh(x) =
4
h2
∫ h/2
0
∫ h/2
0
[f(x+ s+ t)− f(x+ 2(s+ t))] dsdt,
x ∈ R0, h > 0, for which we have
f ′h(x) =
1
h2
∫ h/2
0
[
8△h/2f(x+ s)− 2△hf(x+ 2s)
]
ds,
f ′′h (x) =
1
h2
[
8△2h/2f(x)−△
2
hf(x)
]
.
Hence, for h > 0, we have
‖fh − f‖p ≤ ω2(f, Cp;h), (3.9)
‖f ′h‖p ≤ 5h
−1ω1(f, Cp;h)
ωp(x)
ωp(x + h)
, (3.10)
‖f ′′h‖p ≤ 9h
−2ω2(f, Cp;h), (3.11)
which show that fh ∈ C
2
p if f ∈ Cp. By denoting J
[β]
n (f ; an, bn;x) by J
[β]
n (f ;x) we can write
ωp(x)|J
[β]
n (f ;x)− f(x)| ≤ ωp(x)
{
|J [β]n (f − fh;x)|+ |J
[β]
n (fh;x)− fh(x)|
+|fh(x) − f(x)|} := A1 +A2 +A3,
for x > 0, h > 0 and n ∈ N. By (3.2) and (3.9), we have
A1 ≤ M1(b1, p, β)‖f − fh‖p ≤M1(b1, p, β)ω2(f, Cp;h),
A3 ≤ ω2(f, Cp;h).
8
Applying Theorem 2, inequalities (3.10) and (3.11), we get
A2 ≤ ‖f
′‖p
∣∣∣∣ anbn(1− β) − 1
∣∣∣∣x+ ‖f ′′‖pM3(b1, p, β)ξn,β(x)
≤ ω1(f, Cp;h)
ωp(x)
ωp(x+ h)
5x
h
∣∣∣∣ anbn(1 − β) − 1
∣∣∣∣+ 9h2ω2(f, Cp;h)M3(b1, p, β)ξn,β(x)
Combining these and setting h =
√
ξn,β(x), for fixed x > 0 and n ∈ N, we obtain the desired result.
Theorem 4. Let f ∈ Cp, p ∈ N0, and let ρ(x) = (1 + x
2)−1 for x ∈ R0. Then there exists a positive constant
M6(b1, p, β) such that
∥∥ [J [β]n (f ; an, bn;x)− f]ρ∥∥p ≤
(
1−
an
bn(1− β)
)√
bn ω1
(
f, Cp; 1/
√
bn(1− β)3
)
+M6(b1, p, β)ω2
(
f, Cp; 1/
√
bn(1− β)3
)
, n ∈ N.
From Theorems 3 and 4, we derive the following corollary:
Corollary 2. Let f ∈ Cp, p ∈ N0, βn → 0 as n→∞. Then for J
[βn]
n defined by (1.3), we have
lim
n→∞
J [βn]n (f ; an, bn;x) = f(x), x ∈ R0. (3.12)
Furthermore, the convergence of (3.12) is uniformly on every interval [x1, x2], where x2 > x1 ≥ 0.
Remark 1. The error of approximation of a function f ∈ Cp, p ∈ N0 by J
[β]
n (f ; an, bn; .) where an = n
r + 1n and
bn = n
r, r > 1 is smaller than by the operators (1.1).
4. The Operators K [β]n (f ; an, bn)
In 1985, Umar and Razi [3] introduced Kantorovich type extension of the operators (1.1). Motivated by these,
we introduce the further generalization of the operators (1.3), in the following way:
K [β]n (f ; an, bn;x) = bn
∞∑
k=0
ωβ(k, anx)
∫ k + 1
bn
k
bn
f (t) dt, (4.1)
where x ∈ R0 := [0,∞), n ∈ N, 0 ≤ β < 1 and ωβ(k, anx) as same in (1.3).
It is obvious that, the operators K
[β]
n (f, an, bn), n ∈ N, defined in (4.1), we can consider for function f ∈ Cp,
p ∈ N0. For these operators and f ∈ Cp, we can prove lemma and theorems similar to the operators J
[β]
n (f, an, bn).
One can study properties of K
[β]
n (f, an, bn) for functions f ∈ L(R0) as same as discussed in [14].
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