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Abstract. Many interactive image segmentation techniques are based on semi-
supervised learning. The user may label some pixels from each object and the
SSL algorithm will propagate the labels from the labeled to the unlabeled pix-
els, finding object boundaries. This paper proposes a new SSL graph-based in-
teractive image segmentation approach, using undirected and unweighted kNN
graphs, from which the unlabeled nodes receive contributions from other nodes
(either labeled or unlabeled). It is simpler than many other techniques, but it
still achieves significant classification accuracy in the image segmentation task.
Computer simulations are performed using some real-world images, extracted
from the Microsoft GrabCut dataset. The segmentation results show the effec-
tiveness of the proposed approach.
1. Introduction
Image segmentation is considered one of the most difficult tasks in image processing
[Gonzalez and Woods 2008]. It is the process of dividing an image into parts, identifying
objects or other relevant information [Shapiro and Stockman 2001]. Fully automatic
segmentation is still very difficult to accomplish and the existing techniques are usually
domain-dependent. Therefore, interactive image segmentation, in which the segmenta-
tion process is partially supervised, has experienced increasing interest in the last decades
[Boykov and Jolly 2001, Grady 2006, Protiere and Sapiro 2007, Blake et al. 2004,
Ducournau and Bretto 2014, Ding and Yilmaz 2010, Rother et al. 2004,
Paiva and Tasdizen 2010, Li et al. 2010, Artan and Yetik 2010, Artan 2011,
Xu et al. 2008, Breve et al. 2015b, Breve et al. 2015a].
Semi-supervised learning (SSL) is an important field in machine learning, usu-
ally applied when unlabeled data is abundant but the process of labeling is expen-
sive, time consuming and/or requiring intensive work of human specialists [Zhu 2005,
Chapelle et al. 2006]. This characteristics makes SSL an interesting approach to perform
interactive image segmentation, which may be seen as a pixel classification process. In
this scenario, there are often many unlabeled pixels to be classified. An human specialist
can easily classify some of them, which are away from the borders, but the process of
defining the borders manually is difficult and time consuming.
Many interactive image segmentation techniques are, in fact, based on semi-
supervised learning. The user may label some pixels from each object, away from the
boundaries where the task is easier. Then, the SSL algorithm will iteratively propagate
the labels from the labeled pixels to the unlabeled pixels, finding the boundaries. This
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paper proposes a different SSL-based interactive image segmentation approach. It is sim-
pler than many other techniques, but it still achieves significant classification accuracy in
the image segmentation task. In particular, it was applied to some real-world images, in-
cluding some images extracted from the Microsoft GrabCut dataset [Rother et al. 2004].
The segmentation results show the effectiveness of the proposed approach.
1.1. Related work
The approach proposed in this paper may be classified in the category of graph-based
semi-supervised learning. Algorithms on this category rely on the idea of building a
graph which nodes are data items (both labeled and unlabeled) and the edges repre-
sent similarities between them. Label information from the labeled nodes is propagate
through the graph to classify all the nodes [Chapelle et al. 2006]. Many graph-based
methods [Blum and Chawla 2001, Zhu et al. 2003, Zhou et al. 2004, Belkin et al. 2004,
Belkin et al. 2005, Joachims 2003] are similar and share the same regularization frame-
work [Zhu 2005]. They usually employ weighted graphs and labels are spread globally,
differently from the proposed approach, where the label spreading is limited to neighbor-
ing nodes and the graph is undirected and unweighted.
Another graph-based method, known as Label Propagation through Linear Neigh-
borhoods [Wang and Zhang 2008], also uses a k-nearest neighbors graph to propagate
labels. However, the edges have weights, which require the resolution of quadratic pro-
gramming problems to be calculated, prior to the iterative label propagation process. On
the other hand, the proposed approach uses only unweighted edges.
1.2. Technique overview
In the proposed method, an unweighted and undirected graph is generated by connecting
each node (data item) to its k-nearest neighbors. Then, in a iterative process, unlabeled
nodes will receive contributions from all its neighbors (either labeled or unlabeled) to
define their own label. The algorithm usually converges quickly, and each unlabeled node
is labeled after the class from which it received most contributions. Differently from
many other graph-based methods, no calculation of edge weights or Laplacian matrix are
required.
2. The Proposed Model
In this section, the proposed technique will be detailed. Given a bidimensional digital
image, the set of pixels are reorganized as X = {x1, x2, . . . , xL, xL+1, . . . , xN}, such that
XL = {xi}Li=1 is the labeled pixel subset and XU = {xi}Ni=L+1 is the unlabeled pixels
subset. L = {1, . . . , C} is the set containing the labels. y : X → L is the function
associating each xi ∈ χ to its label y(xi) as the algorithm output. The algorithm will
estimate y(xi) for each unlabeled pixel xi ∈ XU .
2.1. k-NN Graph Generation
A large amount of features may be extracted from each pixel xi to build the graph. In this
paper, 23 features are used. They are shown on Table 1. These are the same features used
in [Breve 2015].
For measures 12 to 23, the pixel neighbors are the 8-connected neighborhood,
except on the borders where no wraparound is applied. All components are normalized
Table 1: List of features extracted from each image to be segmented
# Feature Description
1 Pixel row location
2 Pixel column location
3 Red (R) component of the pixel
4 Green (G) component of the pixel
5 Blue (B) component of the pixel
6 Hue (H) component of the pixel
7 Saturation (S) component of the pixel
8 Value (V) component of the pixel
9 ExR component of the pixel
10 ExG component of the pixel
11 ExB component of the pixel
12 Average of R on the pixel and its neighbors (MR)
13 Average of G on the pixel and its neighbors (MG)
14 Average of B on the pixel and its neighbors (MB)
15 Standard deviation of R on the pixel and its neighbors (SDR)
16 Standard deviation of G on the pixel and its neighbors (SDG)
17 Standard deviation of B on the pixel and its neighbors (SDB)
18 Average of H on the pixel and its neighbors (MH)
19 Average of S on the pixel and its neighbors (MS)
20 Average of V on the pixel and its neighbors (MV)
21 Standard deviation of H on the pixel and its neighbors (SDH)
22 Standard deviation of S on the pixel and its neighbors (SDS)
23 Standard deviation of V on the pixel and its neighbors (SDV)
to have mean 0 and standard deviation 1. They are also scaled by a vector of weights λ
in order to emphasize/deemphasize each feature during the graph generation. ExR, ExG,
and ExB components are obtained from the RGB components using the method described
in [Lichman 2013]. The HSV components are obtained from the RGB components using
the method described in [Smith 1978].
The undirected and unweighted graph is defined as G = (V,E), where V =
{v1, v2, . . . , vN} is the set of nodes, and E is the set of edges (vi, vj). Each node vi
corresponds to a pixel xi. Two nodes vi and vj are connected if vj is among the k-
nearest neighbors of vi, or vice-versa, considering the Euclidean distance between xi and
xj features. Otherwise, vi and vj are disconnected.
2.2. Label Propagation
For each node vi, a domination vector vωi (t) = {vω1i (t), vω2i (t), . . . , vωCi (t)} is created.
Each element vωci (t) ∈ [0, 1] corresponds to the domination level from the class c over the
node vi. The sum of the domination vector in each node is always constant,
∑C
c=1 v
ωc
i = 1.
The domination levels are constant in nodes corresponding to labeled pixels, with
full domination by the corresponding class. On the other hand, domination levels are vari-
able in nodes corresponding to unlabeled pixels and they are initially set equally among
classes. Therefore, for each node vi, the domination vector vωi is set as follows:
vωci (0) =
 1 if xi is labeled and y(xi) = c0 if xi is labeled and y(xi) 6= c1
C
if xi is unlabeled
. (1)
In the iterative phase, at each iteration each unlabeled node will get contributions
from all its neighbors to calculate its new domination levels. Thus, for each unlabeled
node vi, the domination levels are updated as follows:
vωi (t+ 1) =
1
K
∑
j∈N(vi)
vωj (t), (2)
where K = |N(vi)| is the size of N(vi), and N(vi) is the set of the vi neighbors. In this
way, the new dominance vector vωi is the arithmetic mean of all its neighbors dominance
vectors, no matter if they are labeled or unlabeled.
The average maximum domination levels is defined as follows:
〈vωmi 〉,m = argmax
c
vωci , (3)
considering all vi representing unlabeled nodes. 〈vωmi 〉 is checked every 10 iterations and
the algorithm stops when its increase is below 0.001 between checkpoints.
At the end of the iterative process, each unlabeled pixel is assigned to the class
that has the highest domination level on it:
y(xi) = argmax
c
vωci (4)
2.3. The Algorithm
Overall, the proposed algorithm can be outlined as follows:
Algorithm 1: The proposed method algorithm
1 Build the k-NN graph, as described in Subsection 2.1;
2 Set nodes’ domination levels by using Eq. (1);
3 repeat
4 for each unlabeled node do
5 Update node domination levels by using Eq. (2);
6 until the stopping criterion is satisfied;
7 Label each unlabeled pixel using Eq. (4);
3. Implementation
In order to reduce the computational resources required by the proposed method, the
following implementation strategy is applied.
The iterative step of the algorithm is very fast in comparison with the graph gen-
eration step, i.e., the graph generation dominates the execution time. Therefore, the graph
(a) (b) (c)
Figure 1: (a) Original image, (b) Trimap providing seed regions for Fig. 1a segmentation,
(c) Close-up foreground segmentation results by the proposed method.
is generated using the k-d trees method [Friedman et al. 1977], so the algorithm runs in
linearithmic time (O(N logN)).
In the iterative step, each iteration runs in O(uk), where u is the amount of unla-
beled nodes and k is usually proportional to the amount of neighbors each node has (not
equal because the graph is undirected). u is usually a fraction of N in practical problems,
and often k  n. By increasing k, one also increases each iteration execution time. On
the other hand, the amount of iterations required to converge decreases as the graph be-
comes more connected and the labels propagate faster, as it was empirically observed in
computer simulations.
The iterative steps are synchronous, i.e., the contributions any node receives to
produce its domination vector in time t + 1 refer to the domination levels its neighbors
had in time t. Therefore, parallelization of this step, corresponding to the inner loop in
steps 4 and 5 of the Algorithm 1, is possible. Nodes can calculate their new domination
vectors in parallel without running into race conditions. Synchronization is only required
between iterations of the outer loop (steps 3 to 6).
4. Experiments
The proposed technique efficacy is first tested using the real-world image shown on
Fig. 1a, extracted from [Breve et al. 2015b], which has 576×432 pixels. A trimap provid-
ing seed regions is presented in Figure 1b. Black (0) represents the background, ignored
by the algorithm; dark gray (64) is the labeled background; light gray (128) is the unla-
beled region, which labels will be estimated by the proposed method; and white (255) is
the labeled foreground.
The proposed technique efficacy is then verified using a series of computa-
tional experiments using nine image selected from the Microsoft GrabCut database
[Rother et al. 2004] 1. The selected images are shown on Fig. 2. The corresponding
trimaps providing seed regions are shown on Fig. 3. Finally, the ground truth images are
shown on Fig. 4.
1Available at http://web.archive.org/web/20161203110733/research.
microsoft.com/en-us/um/cambridge/projects/visionimagevideoediting/
segmentation/grabcut.htm
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2: Original images from the GrabCut dataset: (a) 21077; (b) 124084; (c) 271008;
(d) 208001; (e) llama; (f) doll; (g) person7; (h) sheep; (i) teddy.
For each image, k and the vector of weights λ were optimized using the genetic
algorithm available in Global Optimization Toolbox of MATLAB, with its default param-
eters.
5. Results and Discussion
First, the proposed method was applied to the image shown on Fig. 1a. The best seg-
mentation result is shown on Fig. 1c. By comparing this output with the segmentation
result achieved in [Breve et al. 2015b] for the same image, one can notice that the pro-
posed method achieved slightly better results, by eliminating some misclassified pixels
and better defining the borders.
Then, the proposed method was applied to the nine images shown on Fig. 2, as
described on Section 4. The best segmentation results achieved with the proposed method
are shown on Fig. 5. Error rates are computed as the fraction between the amount of
incorrectly classified pixels and the total amount of unlabeled pixels (light gray on the
trimaps images shown on Fig. 3). Notice that ground truth images (Fig. 4) have a thin
contour of gray pixels, which corresponds to uncertainty, i.e., pixels that received different
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3: The trimaps providing seed regions from the GrabCut dataset: (a) 21077; (b)
124084; (c) 271008; (d) 208001; (e) llama; (f) doll; (g) person7; (h) sheep; (i) teddy.
labels by the different persons who did the manual classification. These pixels are not used
in the classification error calculation.
Segmentation error rates are also summarized on Table 2. Some results from
other methods [Ducournau and Bretto 2014, Ding and Yilmaz 2008, Breve et al. 2015b]
are also included for reference. By analyzing them, one can notice that the proposed
method has comparable results. The results from the other methods were extracted from
the respective references.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4: Close-up foreground segmentation results by the proposed method: (a) 21077;
(b) 124084; (c) 271008; (d) 208001; (e) llama; (f) doll; (g) person7; (h) sheep; (i) teddy.
Table 2: Segmentation error rates achieved by Learning on Hypergraphs model
(ISLH) [Ding and Yilmaz 2008], Directed Image Neighborhood Hypergraph model
(DINH) [Ducournau and Bretto 2014], Particle Competition and Cooperation (PCC)
[Breve et al. 2015b] and the proposed model (LPKNN).
Image ISLH DINH PCC LPKNN
21077 (cars) 13.24% - - 5.20%
124084 (flowers) - 3.51% 1.09% 0.57%
271008 (children) - 5.12% 7.67% 3.09%
208001 (mushroom) - 3.65% 6.19% 3.88%
llama - - - 6.72%
doll - - - 0.06%
person7 - 2.82% 1.53% 0.95%
sheep - 5.85% 1.24% 0.67%
teddy 4.56% - - 1.48%
It is also important to notice that the proposed method is deterministic. Given the
same parameters, it will always output the same segmentation result on different execu-
(a) 5.13% (b) 0.57% (c) 3.09%
(d) 3.88% (e) 6.83% (f) 0.64%
(g)
1.09%
(h) 1.41% (i) 1.63%
Figure 5: The ground-truth images from the GrabCut dataset: (a) 21077; (b) 124084; (c)
271008; (d) 208001; (e) llama; (f) doll; (g) person7; (h) sheep; (i) teddy. Error rates are
indicated below each image.
tions. Other methods, like Particle Competition and Cooperation [Breve et al. 2015b], are
stochastic. Therefore, they may output different segmentation results on each execution.
The optimized parameters k and features weights (λ) are shown on Table 3. Con-
sidering the 10 images evaluated in this paper, pixel location features (Row and Col) are
the most important features, followed by the ExB component, intensity (V), and the mean
of green (MG). The least important features were hue (H), saturation (S) and all those
related to standard deviation. However, no single feature received a high weight in all im-
ages. The optimal weights and k seem to be highly dependent on image characteristics.
Table 3: Parameter k and feature weights λ optimized by the proposed method for each
segmented image.
Image / 
Feature dog
21077 
(cars)
124084 
(flowers)
271008 
(children)
208001 
(mushroom)
llama doll person7 sheep teddy Mean StandardDevia�on
K 80 1746 32 24 3 29 409 175 165 16 267.90 533.86
Row 0.9907 0.9624 0.9916 0.4440 0.9778 0.2270 0.9733 0.7895 0.9441 0.4417 0.7742 0.2904
Col 0.8037 0.7163 0.6668 0.9142 0.9699 0.9955 0.3366 0.9858 0.8308 0.3941 0.7614 0.2368
R 0.6329 0.0348 0.0550 0.9109 0.4452 0.4467 0.5563 0.5846 0.8823 0.2783 0.4827 0.2999
G 0.3503 0.4935 0.2452 0.9633 0.2972 0.2759 0.3098 0.1000 0.5431 0.6671 0.4246 0.2500
B 0.9568 0.4486 0.1784 0.3610 0.5355 0.4602 0.2596 0.1883 0.7959 0.3919 0.4576 0.2524
H 0.0252 0.0445 0.0782 0.3739 0.0662 0.7357 0.0253 0.1472 0.1062 0.1409 0.1743 0.2220
S 0.7384 0.0984 0.0572 0.0940 0.1041 0.2981 0.2144 0.0732 0.0955 0.9176 0.2691 0.3064
V 0.6482 0.2761 0.7066 0.9371 0.7995 0.2365 0.1843 0.6082 0.7395 0.2948 0.5431 0.2702
ExR 0.9559 0.2111 0.0612 0.8488 0.8395 0.7908 0.1264 0.3828 0.1195 0.4729 0.4809 0.3497
ExB 0.7240 0.3610 0.6374 0.6980 0.4183 0.4662 0.1629 0.8326 0.3456 0.9791 0.5625 0.2525
ExG 0.7549 0.0972 0.0668 0.2196 0.1851 0.0373 0.7835 0.2897 0.2375 0.3225 0.2994 0.2645
MR 0.1122 0.3797 0.0316 0.3538 0.1319 0.2051 0.7779 0.3442 0.8124 0.2239 0.3373 0.2664
MG 0.1253 0.2337 0.7893 0.3044 0.7582 0.4657 0.6985 0.1806 0.6098 0.9258 0.5091 0.2858
MB 0.4920 0.3143 0.3254 0.4192 0.4458 0.2395 0.1536 0.2876 0.7695 0.8005 0.4247 0.2144
SDR 0.0136 0.1167 0.0552 0.1139 0.0781 0.3762 0.0172 0.2690 0.2002 0.2155 0.1456 0.1177
SDG 0.0108 0.0835 0.0851 0.0264 0.0883 0.3825 0.2080 0.0194 0.2743 0.0556 0.1234 0.1242
SDB 0.0012 0.0522 0.0459 0.0427 0.2194 0.2193 0.0584 0.3989 0.1289 0.0064 0.1173 0.1267
MH 0.5757 0.0351 0.1605 0.9111 0.1469 0.9223 0.0254 0.2682 0.1353 0.8616 0.4042 0.3742
MS 0.6523 0.3068 0.0442 0.0642 0.2147 0.2119 0.3596 0.8859 0.4064 0.6697 0.3816 0.2766
MV 0.0160 0.9502 0.0441 0.3472 0.5527 0.7841 0.6615 0.5698 0.7959 0.2517 0.4973 0.3217
SDH 0.1672 0.4067 0.1900 0.3916 0.4765 0.3160 0.0673 0.3128 0.3755 0.0816 0.2785 0.1430
SDS 0.0252 0.4144 0.2204 0.1460 0.1776 0.2288 0.1337 0.4976 0.5146 0.0228 0.2381 0.1795
SDV 0.6078 0.2135 0.0684 0.0993 0.1304 0.3065 0.0287 0.1040 0.3757 0.2373 0.2172 0.1757
6. Conclusion
In this paper, a new SSL graph-based approach is proposed to perform interactive image
segmentation. It employs undirected and unweighted kNN graphs to propagate labels
from nodes representing labeled pixels to nodes representing unlabeled pixels. Computer
simulations with some real-world images show that the proposed approach is effective,
achieving segmentation accuracy similar to those achieved by some state-of-the-art meth-
ods.
As future work, the method will be applied on more images and more features
may be extracted. Methods to automatically define the parameters k and λ may also be
explored. Graph generation may also be improved to provide further increase in segmen-
tation accuracy.
Moreover, the proposed method works for multiple labels simultaneously at no
extra cost, which is an interesting property not often exhibited by other interactive image
segmentation methods. This feature will also be explored in future works.
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