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Abstract 
Space-Time FSI Modeling and Dynamical Analysis of 
Spacecraft Parachutes and Parachute Clusters 
by 
Timothy R. Spielman 
The Team for Advanced Flow Simulation and Modeling (T*AFSM) at Rice Uni-
versity has been developing fluid-structure interaction (FSI) modeling techniques us-
ing Stabilized Space-Time FSI (SSTFSI) core technology to model spacecraft parachutes 
and carry out informative dynamical analysis of parachute performance. Computer 
modeling of spacecraft parachutes, which are quite often used in clusters of two or 
three large parachutes, involves FSI between the parachute canopy and the air, geo-
metric complexities created by the construction of the ringsail parachute with hun-
dreds of gaps and slits, and the contact between the parachutes. The computational 
challenges related to the FSI have successfully been addressed, and one of the special 
techniques used to deal with the geometric complexities is the Homogenized Modeling 
of Geometric Porosity. The technique for modeling, in the context of an FSI prob-
lem, the contact between two structural surfaces is described and the results of FSI 
computations using this technique are presented. The results obtained from FSI com-
putations of single parachutes and parachute clusters, the related dynamical analysis, 
and a special decomposition technique for parachute descent speed are presented. A 
special technique for extracting model parameters from a parachute FSI computation 
is also presented. 
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Chapter 1 
Introduction 
Many physical systems involve interactions between fluids and structures. Flows can 
be internal or external, and structures can range from nearly-rigid objects like build-
ings to very light and highly deformable materials like fabric parachutes. Given the 
shape of a structure in a flowfield, the velocity and pressure of the fluid moving around 
it can be calculated at points in space and time. From the flowfield, fluid traction 
forces acting on the structure can be calculated. These fluid traction forces cause the 
structure to deform, and the deformation consequently alters the flowfield. Because 
the flowfield is dependent on the shape of the structure and the structural deforma-
tion is dependent on the fluid forces, the fluid and structural unknowns are coupled 
and the system of governing equations must be solved simultaneously. The two-way 
interaction between fluid and structure occurs continuously and is even more pro-
nounced in the case of light materials where the structure is very sensitive to changes 
in fluid forces. This class of problem is commonly referred to as fluid-structure inter-
action (FSI). Obtaining solutions for FSI problems is inherently challenging because 
the fluid and structural mechanics are governed by fundamentally different nonlinear, 
time-dependent partial differential equations that must be solved simultaneously with 
matching interface conditions. 
1 
2 
FSI problems are generally too complex to solve analytically. For example, exact 
solutions to the Navier-Stokes equations are usually limited to specific cases with 
simple geometry. Experimental approaches can be helpful for analysis, but they have 
several disadvantages as well. Testing can be expensive, and some data may be 
difficult to measure during experiments. The testing environment is often difficult to 
control, and in the case of large parachutes, the desired test conditions may be difficult 
or impossible to achieve in a laboratory. Numerical approaches can be faster and 
less costly than experimentation, and since the problem is solved at discrete points, 
parameters of interest can be calculated virtually anywhere in the computational 
domain during post-processing. For these reasons, reliable numerical methods can be 
used for in-depth analysis of real-world FSI problems to complement laboratory and 
field testing. 
The Team for Advanced Flow Simulation and Modeling (T*AFSM) at Rice Uni-
versity has been developing FSI modeling techniques for ringsail parachutes for several 
years. These are typically used in clusters of two or three parachutes. The two major 
computational challenges successfully addressed so far have been the FSI between 
the parachute canopy and the air and the geometric complexities created by the 
construction of the ringsail parachute with hundreds of gaps and slits. The contact 
between the parachutes creates another major challenge, which the T*AFSM started 
addressing very recently (see [34]). 
The research in this thesis expands upon the foundation of advanced parachute 
modeling techniques developed by the T*AFSM to further enhance parachute cluster 
modeling capabilities. New dynamical analysis techniques for parachute FSI com-
putations are also presented. These include a method for extracting model param-
eters from FSI computations and a special decomposition technique for informative 
parachute performance analysis. 
3 
1.1 Motivation 
The parachute chosen for modeling in this research is expected to be used for the 
recovery of NASA's Orion Crew Exploration Vehicle (CEV) Crew Module. In 2004, 
the United States announced the Vision for Space Exploration, a new space policy for 
extending human presence across the solar system including a return to the Moon and 
later missions to Mars [19]. To pursue these goals, NASA established the Constellation 
Program and initiated the design of the Orion CEV, the Ares I crew launch vehicle, 
and the Ares V cargo launch vehicle [22]. The Constellation Program was canceled 
in late 2010, but development of the Orion CEV was directed to continue [6]. Orion 
is expected to become NASA's next generation crew vehicle that will restore the 
capability for low Earth orbit missions after the Space Shuttle is retired [21, 20]. 
The first unmanned test flight for Orion could happen as early as 2013, and the first 
manned flight is anticipated in 2016 [27, 6]. Subsequent flights could provide logistical 
support for the International Space Station if commercial orbital transport services 
are not available. The Orion CEV may eventually become a key component of human 
missions beyond low Earth orbit to the Moon, asteroids and Mars [20]. 
1.2 Parachute System Description 
Spacecraft parachutes have four main components: canopy, suspension lines, riser, 
and payload. Canopy design can depend on many factors including payload weight, 
desired stability characteristics, and descent speed requirements. The canopy must 
be strong enough to withstand the aerodynamic forces required to produce sufficient 
drag, but the overall weight and storage volume of the parachute system must be small 
enough to facilitate practical integration with the spacecraft design. To accomplish 
this, the canopy is made of thin, lightweight material, and the load-bearing strength is 
provided by heavier suspension lines and riser elements. Most spacecraft parachutes 
4 
have an opening at the canopy apex, called a vent, to increase stability. Radial lines 
start at the vent and continue to the bot tom of the canopy, which is also called the 
skirt. The slice of canopy between two adjacent radial lines is referred to as a gore. 
At the skirt , each radial line is connected to a suspension line. The suspension lines 
meet at a confluence point and connect to the riser. For a single main parachute, 
the payload is directly connected to the suspension line confluence by the riser. For 
a cluster configuration , the risers of the individual parachutes meet at a confluence, 
and a harness connects the payload with the riser confluence. The Orion CEV single 
main parachute assembly is shown in Figure 1.1. 
Figure 1.1: Orion CEV single main parachute assembly. 
Ringsail parachutes were used for spacecraft recovery in the Apollo program and 
have historically shown good reliability, drag efficiency, and damage tolerance [16]. 
Ringsail parachutes consist of rings and sails that create hundreds of gaps and slits in 
the canopy. The rings are located near the vent and are separated by gaps. The sails 
start below the rings and continue to the skirt. Sails are manufactured so that the 
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leading edge is longer than the distance between the radials. This creates "fullness" 
on the leading edge and slits between adjacent sails. The parachute canopy, including 
the rings and sails, is shown in more detail in Figure 1.2. 
Figure 1.2: Orion CEV main parachute canopy. The rings are located near the vent 
and are separated by gaps. The sails start below the rings and continue to the skirt. 
Like the earlier Apollo capsules , the Orion Crew Module will use a cluster of 
parachutes for recovery after reentry. The CEV Parachute Assembly System uses 
three ringsail main parachutes during the final descent stage. Each main parachute 
has a nominal diameter of approximately 120ft and a quarter spherical constructed 
shape. The canopy has 80 gores, and each gore contains four rings and nine sails 
from the vent to the skirt. Each suspension line is approximately 130 ft long, and 
the riser is approximately 100ft long. The capsule weight is subject to change as the 
capsule undergoes design variations , but the current estimate at the time of writing 
is approximately 19,200 lbs. During developmental testing, several two-parachute 
clusters will be used since this represents the worst case scenario. A two-parachute 
cluster is shown in Figure 1. 3. 
The main parachutes employ a reefing technique during deployment to permit 
incremental opening of the parachute and to protect the integrity of the canopy fabric. 
6 
Figure 1.3: Orion CEV two-parachute cluster. 
When the parachute initially exits the deployment bag, the skirt is constricted by 
reefing lines to prevent the canopy from fully inflating. At preselected time intervals, 
the reefing lines are automatically cut and the parachute is "disreefed". Disreefing is 
discussed in more detail in Chapter 8. 
1.3 Overview 
Chapter 2 describes the governing equations for the parachute structure and sur-
rounding fluid including the Navier- Stokes equations of incompressible flows and the 
structural mechanics equations of motion. 
Chapter 3 describes the finite element formulations used to discretize the govern-
ing equations from Chapter 2. The structural mechanics part uses a semi-discrete 
formulation, and the fluid mechanics part uses a space- time formulation. The struc-
tural and fluid mechanics parts are coupled using a space-time FSI technique. 
Chapter 4 explains the special techniques that have been developed specifically 
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for single parachute and parachute cluster computations. These include a smoothing 
technique to deal with incompatible structural and fluid meshes, a model for fabric 
and geometric porosity, a technique for projecting fluid tractions to the structure 
interface, and symmetric FSI. 
Chapter 5 presents a FSI computation for a single parachute that analyzes the 
effect of design variations on parachute performance. 
Chapter 6 presents FSI computations for parachute clusters that are part of an 
analysis to determine how the parameters representing payload models and starting 
conditions affect long-term cluster dynamics. A technique for modeling the contact 
between parachutes in a cluster is also described. 
Chapter 7 presents special techniques that have been developed for fast and 
approximate engineering analysis of parachute dynamics. Methods are presented 
for parachute descent speed decomposition and model parameter extraction from 
parachute FSI computations. 
Chapter 8 presents a single parachute disreef computation and explains the tech-
niques for addressing specific challenges associated with reefed parachute computa-
tions. The results from disreef computations are considered preliminary. 
Chapter 9 provides a summary of results and conclusions. 
Chapter 2 
Governing Equations 
This chapter presents the governing equations for the parachute structure and sur-
rounding fluid. The fluid mechanics of the flowfield around the parachute is governed 
by the N avier-Stokes equations of incompressible flows. The parachute membrane 
and cable deformations are governed by structural mechanics equations of motion. 
2.1 Fluid Mechanics 
Let Ot c R~ be the spatial domain with boundary rt at timet E (0, T). The sub-
script t indicates the time-dependence of the domain. The Navier-Stokes equations 
of incompressible flows are written on nt and 'Vt E (0, T) as 
p(~~+u·Vu-r) -V·a 
V·u 
0, 
0, 
(2.1) 
(2.2) 
where p, u and f are the density, velocity and the external force, respectively. The 
stress tensor tT is defined as 
a(p, u) = -pi + 2J.£E( u) , (2.3) 
8 
9 
with 
1 
e(u) = 2 ((Vu) + (Vuf) . (2.4) 
Here p is the pressure, I is the identity tensor, f-l = pv is the viscosity, v is the 
kinematic viscosity, and e(u) is the strain-rate tensor. The essential and natural 
boundary conditions for Eq. (2.1) are represented as 
(2.5) 
(2.6) 
where (rt)9 and (rt)h are complementary subsets of the boundary rt, n is the unit 
normal vector, and g and hare given functions. A divergence-free velocity field u 0 (x) 
is specified as the initial condition. 
2.2 Structural Mechanics 
Let nz c JRnxd be the spatial domain with boundary q, where nxd = 2 for membranes 
and nxd = 1 for cables. The superscript "s" indicates the structure. The parts of q 
corresponding to the essential and natural boundary conditions are represented by 
(ft) 9 and (r:)h. The equations of motion are written as 
s ( d2y dy rs) T"'7' 8 0 P - + '11- - - v . q = dt2 ., dt ' (2.7) 
Where p8 ) y, rs and (T8 are the material density, Structural displacement, external fOrCe 
and the Cauchy stress tensor, respectively. Here TJ is an artificial damping coefficient, 
which is nonzero only in computations where time accuracy is not required, such 
as in determining the deformed shape of the structure for specified fluid mechanics 
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forces acting on it. Such computations typically precede any fluid mechanics or FSI 
computations, and the artificial damping facilitates reaching that initial shape in a 
robust way. As such, structural dampening may be used during shape determination 
iterations. The stresses are expressed in terms of the second Piola-Kirchoff stress 
tensor S, which is related to the Cauchy stress tensor through a kinematic transfor-
mation. Under the assumption of large displacements and rotations, small strains, 
and no material damping, the membranes and cables are characterized with linearly-
elastic material properties. For membranes, under the assumption of plane stress, S 
becomes: 
(2.8) 
where for isotropic plane stress ~8 = 2A 8 Ji/ j(A.8 + 2J1/), and the Green-Lagrange strain 
tensor is defined as 
(2.9) 
Here, A. 8 and Jl/ are the Lame constants, Gii are the contravariant components 
of the metric tensor in the undeformed configuration, and 9kl and Gkt are covariant 
metric tensor components in the deformed and undeformed configurations. For cables, 
under the assumption of uniaxial tension, S becomes 8 11 = EcG11 G11 E 11 , where Ec 
is the Young's modulus for the cable. 
Chapter 3 
Finite Element Formulations 
3.1 DSD/SST Formulation of Fluid Mechanics 
In the Deforming-Spatial-Domain/Stabilized Space-Time (DSD/SST) method (36, 
42, 44, 38], the finite element formulation is written over a sequence of N space-time 
slabs Qn, where Qn is the slice of the space-time domain between the time levels tn 
and tn+l· At each time step, the integrations are performed over Qn- The space-time 
finite element interpolation functions are continuous within a space-time slab, but 
discontinuous from one space-time slab to another. The notation (·); and (·);i will 
denote the function values at tn as approached from below and above. Each Qn is 
decomposed into elements Q~, where e = 1, 2, ... , (nez)n· The subscript n used with 
nel is for the general case where the number of space-time elements may change from 
one space-time slab to another. The essential and natural boundary conditions are 
enforced over (Pn)g and (Pn)h, the complementary subsets of the lateral boundary of 
the space-time slab. The finite element trial function spaces ( St)n for velocity and 
(s;)n for pressure, and the test function spaces (Vt)n and (v;)n = (S;)n are defined 
by using, over Qn, first-order polynomials in space and time. 
The DSD/SST formulation (from [38]) is written as follows: given (uh);, find 
11 
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(3.1) 
where 
(3.2) 
This formulation is applied to all space-time slabs Q0, Q1 , Q2, ... , QN-b starting with 
(uh)0 = u 0 . Here Tsupa, Tpspa and VLs1c are the SUPG (Streamline-Upwind/Petrov-
Galerkin), PSPG (Pressure-Stabilizing/Petrov-Galerkin) and LSIC (least-squares on 
incompressibility constraint) stabilization parameters. There are various ways of 
defining these stabilization parameters. Here we provide the definitions given in [38]: 
( I I ) -l (3.3) TsuPG 2 +-2--
7 SUGN12 7 sUGN3 ( r nen oN TsuGN12 - ~~a/+uh·VNal ' (3.4) 
TsuGN3 
h~GN (3.5) - 4v ' 
hRGN 2 (~lr·VN.f, (3.6) 
r 
Vlluhll (3.7) II Vlluhllll' 
Tpspa TsuPG' (3.8) 
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and in [46]: 
(3.9) 
where nen is the number of (space-time) element nodes, Na is the space-time shape 
function associated with the space-time node a, and vh is the mesh velocity. As an al-
ternative to the construction of TsuPa as given by Eqs. (3.3)-(3.4), another option was 
introduced in [46]. In that option, TsuPa is constructed based on separate definitions 
for the advection-dominated and transient-dominated limits: 
( 1 1 1 ) -l (3.10) TsuPG - -2-- + -2-- + -2--
7 sUGNl 7 suGN2 7 sUGN3 
TsuGNl - (t, l(u' -v'J. vN.If. (3.11) 
t:..t (3.12) TsuGN2 2' 
where t:..t is the time-step size. It was noted in [46] that separating TsuaN12 into 
its advection- and transient-dominated components as given by Eqs. (3.11)-(3.12) 
is equivalent to excluding the ( 8~a le) part of ( 8~a) in Eq. (3.4), making that the 
definition for TsuaNt' and accounting for ( 8~a le) in the definition for TsuaN2 given by 
Eq. (3.12). Here~ is the vector of element coordinates. For more ways of calculating 
TsuPa, Tpspa and VLsic, see [45, 1, 38, 39, 2, 41, 24, 4, 5, 10, 7]. References [38, 39, 41] also 
include the Discontinuity-Capturing Directional Dissipation (DCDD) stabilization, 
which was introduced as an alternative to the LSIC stabilization. 
Several of the remarks from [54] and [46] concerning this chapter are relevant and 
are presented here as Remarks 1-8. 
Remark 1 As an alternative to how the SUPG test function is defined in Eq. (3.1), 
another option was proposed in {46]. In this option, the SUPG test function ( &;h + uh · Vwh) 
is replaced with ( ( uh- vh) · Vwh). This replacement is equivalent to excluding the 
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( 8';t I~) part of ( 8~h). In [46}, this option was called "WTSE", and the option 
where the (~hI e) term is active, "WTSA ". 
Remark 2 The stability and accuracy analysis reported in {34} for the DSD/SST 
formulation of the time-dependent advection equation shows for linear functions in 
space and time that the WTSA option yields higher-order accuracy than the WTSE 
option. 
Remark 3 With the function spaces defined in the paragraph preceding Eq. (3.1), 
for each space-time slab velocity and pressure assume double unknown values at each 
spatial node. One value corresponds to the lower end of the slab, and the other one 
the upper end. In [46}, the option of using double unknown values at a spatial node is 
called "DV" for velocity and "DP" for pressure. In this case, as pointed out in [46}, 
we use two integration points over the time interval of the space-time slab, and this 
time-integration option is called "TIP2". This version of the DSD/SST formulation, 
with the options set DV, DP and TIP2, is called "DSD/SST-DP". 
Remark 4 In [46}, the option of using, for each space-time slab, a single unknown 
pressure value at each spatial node was proposed with the option name "SP". With 
this, another version of the DSD/SST formulation was proposed in {46}, where the 
options set is DV, SP and TIP2. This version is called "DSD/SST-SP". Because 
the number of unknown pressure values is halved, the computational cost is reduced 
substantially. 
Remark 5 To reduce the computational cost further, the option of using only one in-
tegration point over the time interval of the space-time slab was proposed in [46}. This 
time-integration option is called "TIP 1 ". With that, a third version of the DSD /SST 
formulation was proposed in [46}, where the options set is DV, SP and TIP1. This 
version is called "DSD/SST- TIP1 ". 
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Remark 6 For DSD/SST-SP and DSD/SST-TIP1, in integration of the incompressibility-
constraint term over each space-time slab, as proposed in {31}, we use only one inte-
gration point in time, shifted to the upper time level of the slab. All other terms in 
the space-time finite element formulation are integrated by using Gaussian quadrature 
points in time, with the number of points set to whatever we intended to have for the 
overall formulation. With this technique, as pointed out in {31}, the incompressibility 
constraint equation focuses on the velocity field (uh)~+l· 
3.2 Semi-Discrete Formulation of Structural Me-
chanics 
With yh and wh coming from appropriately defined trial and test function spaces, 
respectively, the semi-discrete finite element formulation of the structural mechanics 
equations (see [17, 3, 28]) is written as 
(3.13) 
The fluid mechanics forces acting on the structure are represented by vector th. The 
left-hand-side terms of Eq. (3.13) are referred to in the original configuration and the 
right-hand-side terms in the deformed configuration at timet. From this formulation 
at each time step we obtain a nonlinear system of equations. In solving that nonlinear 
system with an iterative method, we use an incremental form (see [17, 3, 28, 14]), 
which is expressed as 
(3.14) 
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Here M is the mass matrix, C is the damping matrix, K is the consistent tangent 
matrix associated with the internal elastic forces, Ri is the residual vector at the 
ith iteration, and .6.di is the ith increment in the nodal displacements vector d. For 
spatially-constant rJ, the damping matrix can be written as C = rJM. All of the 
terms known from the previous iteration are lumped into the residual vector Ri. The 
parameters o:, (3, "(are part of the Hilber-Hughes-Taylor [9] scheme, which is the time-
integration technique used here. For all computations reported here, the structural 
mechanics part of the mass matrix is lumped. This is consistent with other parachute 
computations performed by the T*AFSM. 
3.3 Stabilized Space-Time Fluid-Structure Inter-
action (SSTFSI) Technique 
The SSTFSI technique was introduced in [46], where it was described based on the 
finite element formulations given by Eqs. (3.1) and (3.13), with a slight change of 
notation and with a clarification of how the fluid-structure interface conditions are 
handled. In that notation subscripts 1 and 2 refer to fluid and structure, respectively. 
Furthermore, while subscript I refers to the fluid-structure interface, subscript E 
refers to "elsewhere" in the fluid and structure domains or boundaries. Here we write 
from [46] the equations representing the SSTFSI technique: 
(3.15) 
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(3.16) 
(3.17) 
(3.18) 
(3.19) 
Here (rli )REF and (021 )REF represent some reference configurations of r 11 and 0 21 , 
respectively, and xq1 and x~1 are the fluid mechanics and structural mechanics nodal 
positions at the fluid-structure interface. In reconciling the slightly modified notation 
used here with the notation used in Eqs. (3.1) and (3.13), we note that p2 = p8 , f~ = 
fB, (02)0 = ng, n2 = n:, and n21 and n2E denote the partitiOnS Of n2 COrreSpOnding 
to the interface and elsewhere. We also note that h~1 = th, and (hq1) A and (hq1) B 
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represent the values of hq1 associated with the fluid surfaces above and below the 
membrane structure. The symbol h~E denotes the prescribed external forces acting on 
the structure in n2E, which is separate from f~. In this formulation, (uqr);;:-+1' hql and 
h~1 (the fluid velocity, fluid stress and structural stress at the fluid-structure interface) 
are treated as separate unknowns, and Eqs. (3.18), (3.19) and (3.20) can be seen as 
corresponding to these three unknowns, respectively. The structural displacement 
rate at the interface, u~l' is derived from yh. 
We note that Eq. (3.19) has been derived by assuming that the viscous-flux jump 
terms across inter-element borders are negligible. We also note that the last term of 
that equation, in its original form in [46], was written as a global integral JQn rather 
than a series of element-level integrals. Alternatively, one can leave that projection 
equation in its form prior to the integration-by-parts: 
{ (w~1)M-1 · pn dP 
}(Pn)h 
+ { (w~1 );;:-+1 · (n · (2Jle(u))) dP, 
}(Pn)h 
(3.22) 
and this would require also the projection of e(u) from the element interiors to the 
nodes. 
The formulation given by Eqs. (3.15)-(3.21) is based on allowing for cases when 
the fluid and structure meshes at the interface are not identical. If they are identical, 
as pointed out in [46], the same formulation can still be used. 
It was noted in [46] that, for constant viscosity, the term V · (2Jle( u)) in Eq. (3.19) 
vanishes for tetrahedral elements. It was further noted in [46] that the same statement 
can be made also in the context of that term being a part of the expression L(ph, uh) 
appearing in Eqs. (3.15) and (3.16). 
Remark 7 In FSI computations with membranes and shells, the pressure at the in-
terface has split nodal values corresponding to the fluid surfaces above and below the 
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membrane or shell structure. We propose to use such split nodal values for pressure 
also at the boundaries (i.e. edges) of a membrane structure surrounded by the fluid. 
Our computations show that this provides additional numerical stability for the edges 
of the membrane. 
Remark 8 In [46], the version of the SSTFSitechnique corresponding to the DSD/SST-
TIP1 formulation was called "SSTFSI-TIP1". 
3.4 Mesh Update Methods 
The mesh update methods, and related techniques, developed by the T*AFSM to 
be used in conjunction with the DSD /SST formulation was described in Section 4 
of [46]. The section includes references to a number of articles where these methods 
and techniques were described in detail (see [36, 43, 35, 12, 13, 29, 30]), as well as 
references to related methods developed by other researchers (see [8]). 
3.5 Solution of the Fully-Discretized Coupled Equa-
tions 
Full discretization of the FSI formulation described in Section 3.3 leads to coupled, 
nonlinear equation systems that need to be solved at every time step. The techniques 
developed by the T*AFSM for that purpose were described in Section 5 of [46]. 
The section includes references to a number of articles where related techniques were 
described in detail (see [37, 39, 47, 48, 53, 40]), as well as references to related methods 
developed by other researchers (see [11]). 
Chapter 4 
Special Techniques 
This chapter describes several special techniques that have been developed by the 
T*AFSM to address specific computational challenges related to parachute FSI mod-
eling. 
4.1 Directional Geometric Smoothing Technique 
As mentioned in Chapter 1, ringsail parachutes are constructed with hundreds of 
gaps and slits, and reinforcement cables that are embedded longitudinally in the 
canopy structure cause the formation of "peaks" and "valleys" when the canopy is 
inflated. Representing the geometric complexity of the structure at the interface 
would require a fluid mechanics mesh that is not computationally affordable. To 
make the problem more tractable, we use a structural interface that represents the 
actual parachute geometry and a coarser smoothened fluid interface to approximate 
the geometry using fewer nodes and a simpler surface shape. Certain nodes are picked 
from the structure interface mesh to generate the set of fluid interface nodes, so the 
number of fluid interface nodes are smaller than the number of structure interface 
nodes. While generating the set of fluid interface nodes, the structure interface nodes 
from the valleys are picked. In picking these nodes circumferentially, a few valleys 
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can be skipped, and in picking them longitudinally, inside a valley a few nodes can be 
skipped. The nodes are then connected with three-node triangular elements , resulting 
in a smooth fluid mesh along the circumferential direction. Figure 4.1 shows the 
structural and fluid interface meshes. 
Figure 4.1: Structural mechanics mesh (left) and fluid interface mesh (right) for a 
single parachute. 
Because the fluid and structure meshes are incompatible at the interface, nodal 
data cannot be transferred directly. Rather , the structural mesh and displacement 
rates are projected to the fluid mesh after a geometric smoothing. To address the 
geometric complexities of the peaks and valleys , smoothing is done in the circumfer-
ential direction of the parachute canopy. This was introduced in [51 , 52) as the FSI 
Directional Geometric Smoothing Technique (FSI-DGST). By generating the fluid in-
terface mesh using nodes picked circumferentially from the structure interface valleys, 
the preferred smoothing directions can approximately be represented by the gridlines 
of the interface mesh. In the FSI-DGST, a value (mesh coordinate or displacement 
rate) at a given node is replaced by a weighted average of the values at that node and 
a limited set of nearby nodes. When projecting the stress values from the smoothened 
interface to the structure, the values for the mapping nodes are transferred directly, 
and for the remaining nodes a weighted average is used. 
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4.2 Separated Stress Projection 
An additional stress projection option called Separated Stress Projection (SSP) was 
proposed in [50]. In SSP, the pressure and viscous parts of the stress at the fluid 
interface are projected to the structure interface separately, pressure as a scalar and 
viscous stress as a vector. The projected parts are then combined while integrating 
the interface stresses in the structural mechanics equations. In the SSP option, the 
projections given by Eq. (3.19) and (3.20) are replaced with the following projections: 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
where h~ is the viscous part of the stress vector, p~1 is the pressure at the fluid 
interface, p~1 is the projection of that to the structure interface, and n 21 is the unit 
normal vector at the structure interface. The stress vector at the structure interface, 
given by Eq. (4.4), is evaluated while integrating the interface stresses in the structural 
mechanics equations. Therefore, in the way Eq. (4.4) is used, n 21 is evaluated at the 
integration point, and p~1 and (h~) 21 are the interpolated values at the integration 
point. 
As an alternative to the projection given by Eq. (4.1), that projection equation 
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can be left in its form prior to the integration-by-parts: 
which would correspond to Eq. (3.22) and would again require the projection of e( u) 
from the element interiors to the nodes. Figure 4.2 provides an illustration the SSP 
technique. 
Figure 4.2: An illustration of the Separated Stress Projection (SSP) technique. The 
purple surface on the left half of the canopy is the fluid interface and the blue surface 
on the right is the structure interface. The arrows on the left represent the structure 
interface stress vectors obtained by transferring the total fluid interface stress vectors 
directly to the structure. The arrows on the right represent the structure interface 
stress vectors obtained with the SSP technique. 
4.3 Homogenized Modeling of Geometric Porosity 
The total porosity of a ringsail parachute is a combination of fabric permeability and 
hundreds of gaps and slits inherent in the canopy design. To simulate air flow through 
the canopy, a fluid velocity, crossing from the high-pressure side to the low-pressure 
side, is generated at each node of the fluid interface. This velocity is proportional 
to the cross-canopy pressure differential. The fabric porosity is circumferentially-
uniform and varies from the vent to the skirt. Fabric porosity coefficients for each 
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region of the canopy are known and typically reported in units of "CFM," meaning 
"cubic feet of air per minute per square foot at a pressure differential of half an inch of 
water". For example, when a fabric with a porosity coefficient of 1 CFM is subjected 
to a pressure differential of ~ in of H20, a volumetric flowrate of 1 ft3 /min occurs 
across a unit surface area of 1 ft2 , which translates to a normal velocity of 1 ft/min. 
As explained in Section 4.1, the fluid interface mesh generated using FSI-DGST is a 
smooth representation that does not include the geometric complexities of the canopy. 
Therefore, the geometric porosity must be accounted for using a special technique. 
4.3.1 HMGP Technique 
Homogenized Modeling of Geometric Porosity (HMGP) was introduced in [50, 49] 
to model the combination of fabric and geometric porosity as an equivalent, locally-
varying fabric porosity. We divide the canopy into concentric patches and calculate an 
equivalent fabric-porosity coefficient for each. Each patch includes a slit and part of a 
ring or sail on either side of the slit. A porosity coefficient is calculated for each patch, 
and at the border between two patches the average of the two porosity coefficients 
is used. To calculate the porosity coefficient for each patch, we carry out a one-time 
flow computation, holding the canopy rigid and using a thin slice of the canopy with a 
small number of gores, with all the rings, sails and slits. Using only a four-gore slice, 
as shown in Figure 4.3, keeps the problem size at a manageable level. The porosity 
coefficient for a patch J can then be calculated using the following expression: 
(4.6) 
The area of the patch J calculated using the smoothened fluid interface is denoted by 
(A1)J, and the area calculated using the structure interface is denoted by (A2 )J. With 
the additional notation of (AF) J representing the fabric area and (Aa) J representing 
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Figure 4.3: Four-gore fluid mechanics computation to calculate porosity coefficients. 
the gap (or slit) area, we can write (A2 )J (AF )J. The symbol VJ represents the 
volumetric flow rate crossing the patch J . It is the sum of the flow passing through 
the gap (or slit) and the flow through the fabric due to its porosity: 
(4.7) 
where ( VF) J and ( Va) J are calculated by integrating the flow over (AF )J and (Aa)J, 
respectively. The pressure differential seen when crossing the patch J is integrated 
over its area to yield a force differential denoted by ~FJ: 
(4.8) 
We define the average pressure differential across the structure for the patch J as 
(4.9) 
and from Eq. ( 4.6) rewrite the expression used for calculating the homogenized poros-
ity as 
( 4.10) 
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In computations that use HMGP, Eq. (3.18) is replaced with the following one: 
(4.11) 
In the current implementation of Eq. (4.15), only the pressure component of h~1 is 
taken into account. 
4.3.2 HMGP-FG Technique 
An improvement to HMGP was introduced in [32]. This new technique, which is 
called HMGP-FG, separates the fabric and geometric porosity contributions. The 
velocity coming from the fabric contribution varies linearly with pressure differential, 
and the velocity coming from the geometric contribution varies nonlinearly. 
In HMGP-FG, instead of using a single expression for VJ as given by Eq. (4.10), 
we use separate expressions for ( Vp) J and ( Va) J, with separate porosity coefficients 
(kp )J and (ka)J as follows: 
(vF )J 
(Al)J (4.12) 
(va )J 
(Al)J (4.13) 
where pis the fluid density. Then, the normal velocity crossing the fluid interface is 
modeled nodally using the following expression: 
(4.14) 
where (kF)J, (ka)J, Ap, Aa and A1 can be seen as "material properties", calculated 
for each node by area-weighted averaging of the "material properties" of the (triangu-
lar) fluid interface elements sharing that node. Each fluid interface element belongs 
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to a "material properties" group. Each structural interface (fabric) element and each 
gap (or slit) also belongs to a "material properties" group. Each group is associated 
with a patch J. The values of (kF)J and (ka)J for a group come from the patch J 
that the group is associated with. The symbols Ap, Aa and A1 represent for a group 
the total instantaneous area of the fabric, the sum of the instantaneous areas of the 
gap(s) and the sum of the areas of the fluid interface elements. In this new version of 
the HMGP we have 14 patches, with no gaps or slits in the first and last patches, and 
the groups are defined based on these 14 patches. Longitudinally, each group spans 
over one patch. Circumferentially, each group spans over 4 gores in Patch 1, 2 gores 
in Patches 2-5, and 1 gore in Patches 6-14. 
In computations that use HMGP-FG, Eq. (3.18) is replaced with the following 
one: 
In the current implementation of Eq. (4.15), only the pressure component of ht1 is 
taken into account. 
4.4 Symmetric FSI 
In a technique called symmetric FSI, we project to the structure the circumferentially-
averaged fluid interface stress, (ht1) AVE' which is symmetric with respect to the 
parachute axis (see Section 3.3 for interface notation). We use symmetric FSI to 
build a good starting point for the full FSI computation without generating any 
asymmetric parachute deformation or gliding in the process. After a period of sym-
metric computation, we project to the structure (1 - rs) ht1 + rs (ht1) AVE' where rs 
is gradually varied from 1.0 to 0.0. In the computations reported here, for expedited 
implementation, the symmetrization of the interface stress projected to the structure 
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and the de-symmetrization with the parameter rs are done in terms of only the pres-
sure component of the interface stress, -pt1n. This expedited implementation was 
motivated by the SSP. Before starting full FSI, the de-symmetrization is accomplished 
over a period of approximately 7 s by varying rs from 1.0 to 0.0 in a Cosine form. 
Chapter 5 
Single Parachute Computations 
The Orion capsule is expected to use a cluster of three parachutes. However, paramet-
ric studies for a single parachute can be useful for performance analysis and compar-
ison of many design variations. The single-parachute computation presented in this 
chapter will also serve as an introduction to the parachute FSI modeling techniques 
used by the T*AFSM. Many of these techniques are used for the parachute cluster 
computations in Chapter 6. 
Here we present a computational analysis of design variations intended to improve 
parachute performance. The "steady descent" (i.e. without events such as disreefing) 
of a ringsail parachute is dynamic, and the payload descent speed is oscillatory in na-
ture. These oscillations are a concern for parachute design engineers because mission 
requirements dictate a maximum allowable descent speed. One suggested method for 
limiting descent speed oscillations is to restrict the periodic "breathing" motion with 
an Over Inflation Control Line (OICL). 
Canopy loading is another concern and is defined as Wp/ S0 , where WP is the 
payload weight and S0 is the nominal area with a constant value of approximately 
10, 500 ft2 • Increased canopy loading could result from capsule design modifications 
or contingencies such as the loss of a parachute during descent. Changes in canopy 
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loading can significantly alter the parachute aerodynamics and affect performance. 
Here we analyze a parachute with a 76 ft OICL and Wp/ 80 = 0.650. 
5.1 Starting Conditions 
It is essential to have a good starting condition for any FSI computation, and it 
is especially important in parachute computations where the structure is light and 
very sensitive to the fluid dynamics forces. The starting condition for parachutes is 
defined in terms of the parachute shape, descent speed and a developed flow field. 
The starting parachute shape is determined by a stand-alone structural mechanics 
computation with a uniform parachute inflation pressure equal to the stagnation 
pressure corresponding to the starting descent speed. A fluid mechanics mesh is 
generated around the settled starting shape. The developed flow field is obtained with 
a two-part stand-alone fluid mechanics computation based on the starting descent 
speed. After obtaining a starting shape and developed flow field, we begin a symmetric 
FSI computation (see Section 4.4). Modifications to the payload weight and OICL 
length are made during symmetric FSI. At the start of that stage, the skirt diameter 
is 78.9 ft. We begin with a zero-stiffness OICL to allow the breathing motion to begin 
and turn on the stiffness when the diameter is at a minimum to avoid the sudden 
changes of the internal force balance for the structure. Symmetric FSI is computed 
for 100 s allowing the solution to settle. We note that the payload and the parachute 
have no horizontal speed at the end of the symmetric FSI step, which does not match 
what is observed in NASA drop tests. To emulate the swinging motion observed 
in the drop tests, we instantaneously hike the horizontal speed of the payload to 
20 ft/s. Simultaneously, we begin the de-symmetrization using a Cosine form which 
lasts for one breathing period (7 s). Although the vortex shedding pattern behind the 
parachute is not exactly the same in each computation, the momentum added to the 
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payload with this velocity hike is consistent. We believe that emulating the payload 
momentum in this fashion represents this aspect of the starting condition with a 
reasonable closeness to the actual conditions. We use the parachute shape and flow 
field at the end of symmetric FSI as the starting condition for the FSI computation. 
5.2 Computational Conditions 
The single ringsail parachute in this computation is used with a 5,600 lb payload. At 
the time of computation, this represented 1/3 of the expected weight of the capsule 
intended to be recovered using a cluster of three parachutes. The starting descent 
speed is 25 ft/s, which is the estimated descent speed for the given canopy loading. 
The parachute geometry is described in detail in Chapter 1. 
The structural mechanics mesh has 30,722 nodes, 26,000 four-node quadrilateral 
membrane elements, 12,521 two-node cable elements and 1 one-node payload element. 
There are 29,200 nodes on the canopy. The fluid mechanics interface mesh has 2,140 
nodes and 4,180 three-node triangular elements. The fluid mechanics mesh includes 
178,270 nodes and 1,101,643 four-node tetrahedral elements. The dimensions of the 
computational domain, in ft, are 1,740x1,740x1,566. 
All computations are carried out using properties of air at standard sea-level 
conditions. In addition to moving the reference frame vertically with a reference 
descent speed, as originally proposed in [55], we move the mesh horizontally and 
vertically, with the average displacement rate for the structure. The horizontal motion 
of the mesh becomes particularly helpful when the parachute glides significantly. With 
a mesh that moves horizontally, we use the velocity form of the free-stream conditions 
also at the lateral boundaries. 
All computations are carried out in a parallel computing environment, using PC 
clusters. The meshes are partitioned to enhance the parallel efficiency of the com-
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putations, and mesh partitioning is based on the METIS [15] algorithm. In solving 
the linear equation systems involved at every nonlinear iteration, the GMRES search 
technique [25] is used with a diagonal preconditioner. 
The stand-alone fluid mechanics computations are done in two parts. The first 
part uses the semi-discrete formulation given in [38]. We compute 1,000 time steps 
with a time-step size of 0.232 sand 7 nonlinear iterations per time step. The number of 
GMRES iterations per nonlinear iteration is 90. The second part uses the DSD/SST-
TIP1 technique (see Remark 5), with the SUPG test function option WTSA (see 
Remark 1). The stabilization parameters used are those given by Eqs. (3.3)-(3.4), 
(3.5)-(3.8), and (3.9), with the TsuaN2 term dropped from Eq. (3.3). The porosity 
model is HMGP-FG. We compute 600 time steps with a time-step size of 0.0232 s, 
6 nonlinear iterations per time step, and 90 GMRES iterations per nonlinear iteration. 
During the symmetric FSI and FSI computations, we use the SSTFSI-TIP1 tech-
nique (see Remarks 5 and 8), with the SUPG test function option WTSA. The sta-
bilization parameters used are those given by Eqs. (3.3)-(3.4), (3.5)-(3.8), and (3.9), 
with the TsuaN2 term dropped from Eq. (3.3). We use the SSP. The fully-discretized, 
coupled fluid and structural mechanics and mesh-moving equations are solved with 
the quasi-direct coupling technique (see Section 5.2 in [46]). We use selective scal-
ing (see [46]), with the scale for the structure part set to 10. The time-step size is 
0.0232 s. The number of nonlinear iterations per time step is 6. The number GMRES 
iterations per nonlinear iteration is 90 for the fluid+structure block, and 30 for the 
mesh-moving block. 
5.3 Descent Speed Component Analysis 
It was suggested in [32] that a methodology be developed for removing the dominant 
swinging component from the descent speed of the payload (U) to provide a better 
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comparison basis in parametric studies. Drawing conclusions about the effect of the 
OICL would be easier if the dominant swinging dynamic were not a factor in U. This 
contribution can vary due to damping throughout the computation and whether the 
trajectory of the swing is pendular or circular in nature. Here we will present and 
employ a method for removing the swinging component from U. Analyzing trajectory 
information from the computations, it was concluded that the canopy centroid is a 
very stable point for the canopy. We estimate the swinging component of the velocity, 
(us)n as follows: 
(5.1) 
(5.2) 
where x represents the position, the subscripts "p" and "c" stand for "payload" and 
"canopy centroid", and the subscript "n" is the time step. We subtract the vertical 
component of (us)n from U and report U- (us)z. The significant horizontal speed 
makes a contribution to the overall drag of the parachute. In plots showing time-
dependent behavior, it is difficult to compare strictly U values as a difference in glide 
ratio will have an effect on the apparent U. Therefore, we will also report the total 
velocity magnitude of the payload with the swinging component removed. 
5.4 Results 
Figure 5.1 shows that the skirt diameter restriction imposed by the OICL has removed 
the breathing oscillations, as expected. 
We are interested in the effect of Wpf So on the lateral movement of the parachute, 
primarily the horizontal speed developed in steady descent, which is an indication of 
stability. Decreased stability, which means more horizontal gliding, will lead to lower 
descent speeds that may seem to improve performance. When looking for the effect 
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Figure 5.1: Skirt diameter for 76ft OICL and Wp/ So = 0.650. 
of the OICL on drag production, total speed can sometimes provide a clearer picture 
than descent speed. Figures 5.2 and 5.3 show the payload descent speed and total 
speed with the swinging component removed. 
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Figure 5.2: Payload descent speed (with the swinging component removed) for 76 ft 
OICL and WP/ So = 0.650. 
In order to evaluate the lateral stability of the parachute, we non-dimensionalize 
the glide slope using the lift-to-drag ratio (L/ D). Drag is defined as the component 
of canopy force in the direction of the relative wind. Lift is defined as the component 
of canopy force that is orthogonal to the relative wind vector in the plane formed 
by the relative wind vector and the parachute axis. Dividing the magnitude of the 
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Figure 5.3: Payload total speed (with the swinging component removed) for 76 ft 
OICL and WPI So = 0.650. 
lift vector by the magnitude of the drag vector gives the LID ratio. The LID ratio 
provides a clearer indication of the parachute's tendency to glide independent of the 
descent speed. High Ll D means low lateral stability and vice versa. Figure 5.4 shows 
t he stability of the parachute in terms of Ll D. Table 5.1 provides a summary of the 
0.5 .------,-------,-------,-------,-------,-------,-------,-------.-------, 
0.4 ········-------~-------------- --~ - ----- ------------- --
0.3 --------- · · · · ·- ~--- --------- - ---~ ------··----·---:-------- - -----
§ 
0.2 
0.1 
0 L_~~~----~----~~--~----~----~----~----~--~ 
30 40 50 60 70 80 90 100 110 120 
Time (s) 
Figure 5.4: Lift-to-drag ratio (LID) for 76ft OICL and WPI So = 0.650. 
computational results . 
While this analysis is relatively limited, it shows the general approach for parachute 
FSI modeling, data post-processing, and several common measures of parachute per-
formance. 
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Table 5.1: Average values of the skirt diameter (Ds), U- (us)z, and L/D for 76ft 
OICL and Wp/ So = 0.650. 
Chapter 6 
Parachute Cluster Computations 
Parachute clusters, like the ones presented in this chapter, have several advantages 
over single parachutes when used to decelerate heavy payloads [16]. Several small 
parachutes are easier to manufacture and rig than a single large parachute with equiv-
alent drag area. The filling time is also shorter for smaller parachutes. Employing 
a cluster of parachutes allows one parachute design to be utilized for a wide range 
of payload weights and offers redundancy if one parachute fails. Finally, clusters are 
generally more stable than single parachutes. Parachute clusters also have several dis-
advantages including drag reduction due to mutual interference and unequal loading 
due to asynchronous parachute opening. This chapter, after describing a technique 
for modeling the contact between parachutes in a cluster, presents an investigation of 
parachute cluster dynamics. Through this investigation, we seek to determine how the 
parameters representing the payload models and starting-conditions affect long-term 
cluster behavior. 
6.1 Surface-Edge-Node Contact Tracking 
There are a number of FSI computational challenges specific to parachute clusters, 
and contact between parachutes is one of the major challenges. For parachute FSI 
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computations, a contact algorithm is necessary to prevent the structural surfaces from 
coming closer than a predetermined minimum distance we would like to maintain to 
protect the quality of the fluid mechanics mesh between the structural surfaces. The 
Surface-Edge-Node Contact Tracking (SENCT) technique was introduced in [46] for 
this purpose. Two versions of the SENCT technique were proposed in [46]. In the 
SENCT-Force (SENCT-F) technique, the contacted node is subjected to penalty 
forces that are inversely proportional to the projection distances to the contacting 
surfaces, edges and nodes. In the SENCT-Displacement (SENCT-D) technique, the 
displacement of the contacted node is adjusted to correlate with the motion of the 
contacting surfaces, edges and nodes. The SENCT technique was described in more 
detail in [26], which included a number of test computations. 
For FSI problems with incompatible fluid and structure meshes at the interface, 
it was proposed in Remark 1 of [50] to formulate the contact model based on the fluid 
mechanics mesh at the interface. This version of the SENCT was denoted with the 
option key "-M1". Basing the contact model on the fluid mechanics mesh instead of 
the structural mechanics mesh becomes significant (and helpful) when smoothing and 
homogenization techniques are employed to shelter the fluid mechanics mesh from the 
consequences of the geometric complexities of the structural surfaces. 
6.2 SENCT-FC Technique 
The SENCT-FC technique, which was introduced in [33], has some features in com-
mon with the SENCT-F technique but is more robust. Also, compared to the SENCT-
F technique, the forces are applied in a conservative fashion, and the letter "C" in 
"FC" stands for "conservative". Later in this section, we will comment more on this 
aspect of the differences between SENCT-FC and SENCT-F (see Remark 10). The 
new technique is used as SENCT-FC-M1 in the computations reported here. It can 
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be seen as having three parts: contact detection, force representation, and solving 
the contact force equations. We describe those three parts from [33]. 
6.2.1 Contact Detection and Node Sets 
To detect contact, we calculate the distance between a point and the closest point 
to it. The closest point is searched on surfaces, and the number of surfaces can be 
limited for efficiency. For example, we may choose to exclude self-contact. Here, we 
use the nodes on the fluid surface for contact detection, however this technique is 
applicable for any other kind of points (e.g. integration points). 
The technique starts by finding the closest point in the same way as in the earlier 
SENCT techniques described in [50, 26]; i.e., the closet point on a node, edge or 
surface element. The node, edge, or surface element containing the closest point will 
be referred to as a "segment". Here we define dA = x~- XA as the distance vector for 
each node and the closest point, which is represented by xc. In the case of lldAII < EA, 
this node is in contact. The predetermined minimum distance is defined as follows: 
(6.1) 
where E~ :::=:: 0 and E~ :::=:: 0 are the length parameters for node A and the closest point, 
respectively. Figure 6.1 shows an example. The set of contacted nodes is defined as 
follows: 
(6.2) 
where "7 represents all possible contacted nodes on the fluid surface. Each contacted 
node A has some contacting nodes, which are denoted by /A· All nodes in contact 
are represented as follows: 
'f/c = u {A+rA}· (6.3) 
AE'I)D 
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In general TJD ~ TJC· As a reverse relationship, we define ~A as the nodes contacted by 
node A. These set definitions are shown in Figures 6.1 and 6.2. 
"contacting segment" 
Figure 6.1: Contact detection and definitions of "contacted node" and "contacting-
segment nodes" . 
Figure 6.2: The set ~A contains the nodes contacted by node A. 
6.2.2 Contact Force and Reaction Force 
We introduce a virtual contact force cpA for each contacted node A and a reaction 
force cp~ for node B E 'YA· First, we model the force and the reaction forces as follows: 
-<pAllA , 
dA 
lldAII' 
(6.4) 
(6.5) 
41 
and 
(6.6) 
where EBA is a scalar for each node B E /A· Figure 6.3 shows the definition of the 
force and the reaction forces. The scalar values can be solved by using the following 
equations: 
l,OA + L l,O~ - 0, (6.7) 
BE"( A 
L: (xB- x~) x l,O~ - 0. (6.8) 
BE"( A 
The first equation is the balance of forces and the second equation is the no-moment 
condition. There is a unique set of solutions EBA for Eqs. (6.7) and (6.8) in the cases 
of node, edge and triangle segments. 
Remark 9 We note that in the case of a node, edge and triangle segment, the scalar 
factor E BA is the same as the shape function value N B ( x~) . 
The total force for each contacted node A is 
fA= -rpAnA + L EADrt'DllD VA E 'f/D, 
DEe A 
and for the other nodes it is 
fA= L EADrt'DllD VA E 'f/C- 'f/D· 
DEe A 
Figure 6.4 shows all the forces acting on node A. 
(6.9) 
(6.10) 
Remark 10 The contact forces are applied in SENCT-FC in a conservative fashion, 
because while we calculate the forces acting on a contacted node, we also calculate 
the corresponding reaction forces acting on the contacting nodes, as represented by 
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Eqs. (6.4) and (6.6} and eventually by Eqs. (6.9} and (6.10). In SENCT-F on the 
other hand, only the forces acting on the contacted nodes are calculated, assuming that 
all the contacting nodes would also become contacted nodes during the search process, 
and therefore the contact forces are not applied in a conservative fashion. 
We rewrite the ith component of total force for node A E 'f/c as follows: 
(6.11) 
where we use the summation convention (0, D E 'f/D and j = 1, · · · , nsd)· With the 
matrix-vector notation, the above equation becomes 
(6.12) 
where 
F - [fAi], (6.13) 
Q [EAc6ij - 6Ac6ij] , (6.14) 
v - [6cDnDi], (6.15) 
~ - [cpD]· (6.16) 
6.2.3 Solving for the Contact Force 
We use the following equation for the contacted node A: 
(6.17) 
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A 
Figure 6.3: Contact force for the contacted node A and the reaction forces for the 
contacting nodes 'YA· 
Figure 6.4: All the forces acting on node A. Node A is both "contacted" and "con-
tacting" . 
For implementation convenience, we use block-iterative coupling between Eq. ( 6.17) 
and the fluid+structure block of the FSI system. In that framework , the block cor-
responding to Eq. ( 6.17) becomes: 
n~. ((adA) i 8x1 ( 8x2) i 8F2 (~F)i) 
8x1 8x2 8F2 8F1 
E~- lld~ll 2 
2lld~ll (6.18) 
where subscripts "1" and "2" represent the fluid and structure, respectively, and 
superscript i denotes the ith nonlinear iteration. In the case of compatible fluid and 
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structure meshes at the interface, ~ and ~ are identity matrices. After solving for 
this contact force, we form the total force and apply it to the structure as an external 
force, then solve the fluid+structure block. 
We describe each term in more detail below. The closest point can be expressed 
as follows: 
x~ = L NB (x~) XB. (6.19) 
BE"'( A 
We define HAB = N8 (x~), and the ith component of the distance vector for A E 1JD 
can be written as 
(6.20) 
where BE 'T/C· With the matrix-vector notation, it becomes 
D=SX, (6.21) 
where 
D - [dAi], (6.22) 
s - [(HAB8ij - 8AB8ij)], (6.23) 
X - [XBjl· (6.24) 
Thus, 
(~~) = s. (6.25) 
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Because of Remark 9, S is the transpose of Q. Here we define three more matrices: 
c &xl 
8x2 ' 
(6.26) 
z OX2 - 8F2' 
(6.27) 
B 8F2 8F1. (6.28) 
Thus, we obtain the following equation system: 
(6.29) 
where 
(6.30) 
We approximate zi by ,B~t2M-1 , where M is the mass matrix and ,8 is part of 
the Hilber-Hughes-Taylor [9] scheme. In the case of uncoupled multiple contacts, 
because of the nodal ordering we select, the coefficient matrix multiplying ~(pi is in 
block-diagonal form. We split it into the block-diagonal matrices and solve each block 
directly by using LAPACK. Then, we apply the force BQiVi~(pi to the structure 
just like an external force. 
Remark 11 In the case of node-to-node contact, the forces of the two contacted nodes 
are not linearly independent. Therefore, we exclude one of the equations. 
46 
6.3 Two-Parachute Cluster Computations 
The objective in these two-parachute cluster computations is to determine how the 
parameters representing the payload models and starting-conditions affect long-term 
cluster dynamics. The parachute clusters reported in this paper are used with a 
19,200 lb payload. The parachute geometry is described in detail in Chapter 1. 
The parameters selected for testing are the payload-model configurations and 
initial coning angles ( OrNIT) and parachute diameters ( DINIT). For a definition of 
coning angle, see Figure 7.3. We also investigate two scenarios to approximate the 
conditions immediately after parachute disreefing. This is explained in more detail 
in a later paragraph. A summary of the computations is shown in Table 6.1. In all 
cases, the OINrT is the same for both parachutes. 
The first set of computations investigates the effect of the payload model. In drop 
tests, the parachutes are connected to a rectangular pallet that is weighted to rep-
resent the mass and inertial properties of a proposed crew capsule. The preliminary 
parachute cluster computations reported in [34] modeled the payload as a point mass 
located at the confluence of the risers. We will refer to this as the payload at the 
confluence (PAC) configuration. Two new computational payload models were cre-
ated to see how they would influence parachute behavior. The payload lower than the 
confluence (PLC) configuration adds another cable element below the confluence and 
models the payload as a point mass at the location of the pallet center of gravity. The 
payload as a truss element (PTE) configuration further enhances the model by dis-
tributing the payload mass at 9 different points to match the mass, center of gravity, 
and six components of the inertia tensor of the pallet. This is accomplished by adding 
5 cable elements and 26 truss elements below the confluence (see [18]). Figure 6.5 
shows the PTE configuration. All of the payload comparison computations use OINrT 
= 35°. 
The second set of computations investigates the effect of OINIT· Three values of 
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3-Point Fitting Harness Legs 
Figure 6.5: PTE configuration showing the cable (blue) , truss (red), and payload 
(black) elements. 
BrNIT are tested: 15° , 25°, and 35°. It should be noted that 35° is greater than the 
e values seen in drop tests. The average e during normal descent is around 15° , and 
the maximum e does not usually exceed 25°. We use BrNIT = 35° only to cause a large 
perturbation in order to analyze the dynamic response of the parachute cluster. All 
of the BrNIT comparison computations use the PTE configuration. 
The parachute described in this paper uses a reefing technique to permit incre-
mental opening of the canopy. The parachute skirt is initially constricted by reefing 
lines and the reefing lines are cut at preselected time intervals to allow the canopy 
to "disreef' to larger diameters. In the third set of computations, we compute two 
scenarios to analyze how conditions immediately after disreefing could have an ef-
fect on long-term dynamics. In the first scenario, which we call "simulated disreef', 
BrNIT = 10° , and for both parachutes DrNIT = 70 ft. These values represent the 
approximate e during final disreefing and the average minimum D during nominal 
descent. The second scenario represents an "asynchronous disreef' by using for one 
parachute DrNIT = 70 ft , and for the other DrNIT = 90 ft. These values represent 
the average minimum and maximum parachute diameters during nominal descent , 
respectively. Both scenarios use the PTE configuration. 
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Payload ()INIT (0 ) DrNIT (ft) 
Model 
pl p2 
PAC 35 80 80 
PLC 35 80 80 
PTE 35 80 80 
PTE 15 80 80 
PTE 25 80 80 
PTE 10 70 70 
PTE 35 70 90 
Table 6.1: Summary of all parachute cluster computations for different combinations 
of payload models, initial coning angles ( OINrT), and parachute diameters ( DrNIT). The 
values tabulated for OINrT apply to both parachutes, "P1" and "P2". The acronyms 
PAC, PLC and PTE represent payload at the confluence, payload lower than the 
confluence, and payload as a truss element. 
6.3.1 Starting Conditions 
We first build a starting condition for a single parachute. We begin with a parachute 
shape obtained with the symmetric FSI computation reported in [55]. We do another 
symmetric FSI computation with a horizontal inflow velocity of 24.0 sin( OINIT) ft/s. 
This results in an angle of attack of OrNIT, and we compute for three breathing cy-
cles. We use the parachute shape and position corresponding to the time when the 
parachute skirt diameter is at its average value and assemble the cluster structural 
mechanics mesh with the parachutes at OrNIT· After that we generate a fluid mechan-
ics mesh. With the cluster mesh, holding the parachute shapes and positions fixed, 
we first do a fluid mechanics computation. The inflow velocity is 31.0 ftjs. Next, we 
do a fluid mechanics computation with a prescribed, time-dependent shape for both 
parachutes. The time-dependent shape comes from the single-parachute symmetric 
FSI computation carried out earlier at an angle of attack of OrNIT· We use the solu-
tion from the fluid mechanics computation with prescribed parachute motion as the 
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starting condition for the FSI computation. 
6.3.2 Computational Conditions 
The structural mechanics mesh for a two-parachute cluster has 61,443 nodes, 52,000 
four-node quadrilateral membrane elements, and 25,042 two-node cable elements. 
There are 58,400 nodes on the canopies. The number of cable and payload elements 
can change depending on the payload model. The fluid mechanics interface mesh has 
2,140 nodes and 4,180 three-node triangular elements. The fluid mechanics mesh is 
cylindrical with a diameter of 1,740 ft and a height of 1,566 ft. It consists offour-node 
tetrahedral elements, while the fluid interface mesh consists of three-node triangular 
elements. The number of nodes and elements are given in Table 6.2. 
nn 61,443 
Membrane ne 52,000 
CJ.) 
J-< Cable ne 25,042 ;:::l 
...., 
u Payload ne 1 ;:::l 
J-< 
...., 
nn 58,400 r:n Interface 
ne 52,000 
Interface nn 4,280 
ne 8,360 
Volume (15°, 80/80 ft) nn 197,288 
ne 1,210,349 
Volume (25°, 80/80 ft) nn 280,601 
"i:l 1,739,739 
·s ne 
- 289,679 ~ Volume (35°, 80/80 ft) nn 
ne 1,797,003 
Volume (10°, 70/70 ft) nn 352,861 
ne 2,199,472 
Volume (35°, 70/90 ft) nn 289,221 
ne 1,795,542 
Table 6.2: Number of nodes and elements for the two-parachute clusters before any 
payload modifications. Here nn and ne are number of nodes and elements, respec-
tively. The fluid mechanics volume mesh is tabulated for different combinations of 
OINrT and DrNIT values. The PLC configuration has 1 more structure node and 1 
more cable element. The PTE configuration has 10 more structure nodes, 5 more 
cable elements, 26 more truss elements, and 8 more payload elements. 
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All computations are carried out using air properties at standard sea-level condi-
tions. In addition to moving the reference frame vertically with a reference descent 
speed, as originally proposed in [55], we move the mesh horizontally and vertically, 
with the average displacement rate for the structure. The horizontal motion of the 
mesh becomes particularly helpful when the parachute glides significantly. With a 
mesh that moves horizontally, we use the velocity form of the free-stream conditions 
also at the lateral boundaries. 
All computations are carried out in a parallel computing environment using PC 
clusters. The meshes are partitioned to enhance the parallel efficiency of the com-
putations, and mesh partitioning is based on the METIS [15] algorithm. In solving 
the linear equation systems involved at every nonlinear iteration, the GMRES search 
technique [25] is used with a diagonal preconditioner. 
The stand-alone fluid mechanics computations are done in two parts. The first 
part uses the semi-discrete formulation given in [38]. We compute 1,000 time steps 
with a time-step size of0.232 sand 7 nonlinear iterations per time step. The number of 
GMRES iterations per nonlinear iteration is 90. The second part uses the DSD/SST-
TIP1 technique (see Remark 5), with the SUPG test function option WTSA (see 
Remark 1). The stabilization parameters used are those given by Eqs. (3.3)-(3.4), 
(3.5)-(3.8), and (3.9), with the TsucN2 term dropped from Eq. (3.3). The porosity 
model is HMGP-FG. We compute 600 time steps with a time-step size of 0.0232 s, 
6 nonlinear iterations per time step, and 90 GMRES iterations per nonlinear iteration. 
For the fluid mechanics computations with prescribed, time-dependent shapes, we 
again use the DSD/SST-TIP1 technique, with the same SUPG test function option 
and stabilization parameters as those described above. We compute roughly 300 time 
steps with a time-step size of 0.0232 s, 6 nonlinear iterations per time step, and 90 
GMRES iterations per nonlinear iteration. 
For FSI computations, we use the SSTFSI-TIP1 technique (see Remarks 5 and 
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8), again with the same SUPG test function option and stabilization parameters as 
those described above. The fully-discretized, coupled fluid and structural mechanics 
and mesh-moving equations are solved with the quasi-direct coupling technique (see 
Section 5.2 in [46]). The time-step size is 0.0232 s, and the number of nonlinear 
iterations per time step is 6. The porosity model is HMGP-FG. We use SSP. We 
use selective scaling (see [46]), with the scale for the structure part set to 100. The 
SENCT-FC contact algorithm is used withE~= E~ = 1.45 ft, which is approximately 
equal to the radial distance between the valley nodes and the outermost part of the 
sails at the parachute skirt. The number of GMRES iterations per nonlinear iteration 
is for most of the time steps 140 for the fiuid+structure block, and 30 for the mesh-
moving block. When the parachutes are close to each other, the number of GMRES 
iterations per nonlinear iteration for the fiuid+structure block is increased as needed 
to control the residuals, especially those corresponding to the structural mechanics 
part. The maximum number of GMRES iterations used per nonlinear iteration for 
the fiuid+structure block is 1,400. 
We compute each parachute cluster for a total of about 75 s, and we remesh 
as needed to preserve mesh quality. The frequency of remeshing varies for each 
computation and usually depends on how often the parachutes collide, how much the 
cluster rotates about the vertical axis, and how much each parachute rotates about 
its own axis. Depending on the computation, remeshing is needed every 170 to 370 
time steps. 
6.3.3 Results 
The critical measure of performance for the parachute system described in this paper 
is the descent speed of the payload. The maximum payload descent speed ultimately 
determines if the system meets mission requirements. Another common measure of 
performance is the drag coefficient, which is calculated as Cn = Wpj(Soq) where q is 
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dynamic pressure. Dynamic pressure is computed with the expression q = ~ pU2 . 
Figures 6.6- 6.9 show the computational results for the parachute cluster compu-
tations. 
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Figure 6.6: Cluster computations for different payload models and eiNIT = 35°. 
The geometry of parachute clusters usually forces individual parachutes to fly at 
angles of attack that are higher than the angle of attack at which they would fly as 
single parachutes. If the forced angle of attack in the cluster is not a stable one for the 
parachutes , they tend to collide with each other as they attempt to reach an angle of 
attack that is stable. Figure 6.10 shows the contact between two parachutes from the 
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Figure 6.7: Cluster computations for PTE and different thNIT values. 
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asynchronous-disreef computation. Parachute clusters often experience reductions in 
drag due to this mutual interference between parachutes. The oscillatory motion 
of parachutes in the cluster and the frequency of collisions between parachutes can 
be used to characterize cluster stability. Figures 6.11- 6.17 show the vent-separation 
distance ( "Lvs") for all cluster computations. The horizontal black line on each plot 
shows the approximate vent-separation distance when the parachutes are in contact. 
Tables 6.3- 6.5 summarize the payload descent speeds and drag coefficients for all of 
the cluster computations. 
34.0 
~ E. 32.0 
=> 
30.0 
26.0 ...__.....____--'----'---____I_-____L_ _ ____.,L _ _____Jc______j 
0 10 20 30 40 50 60 70 80 
Time (s) 
1.3 ,--,--,---.--.-~~-~-~-~ 
1.2 t- ··············;···················+·············+··················; ..................... L ................... ; .................... L ..... ............. ...j 
1.1 
1 .0 t-tt ············j·················:············· .; ................... :·······················f .. ·············!················· -~··········· ···-l 
cf 0.9 
0.8 
0.7 
0.6 t- ···········+··················+·································································································· ··························-1 
0.5 ....____......__ _ __.___----1...._----l. __ L__..J....._ _ __.__ _ __J 
0 1 0 20 30 40 50 60 70 80 
Time (s) 
Figure 6.8: Cluster computations for simulated disreef. 
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One of the goals of this computational analysis is to assist parachute design engi-
neers in determining which factors contribute to the payload descent speed oscillations 
seen in drop tests. For example, collisions between parachutes are usually associated 
with increased payload descent speed, but this is not always true. Previous analyses 
have also noted some correlation between parachute coning angles and payload de-
scent speed. However, the correlation between these parameters is not strong enough 
to conclude that coning angle is the only, or even the most important, factor. The 
payload descent speed is composed of several overlapping frequencies caused by var-
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Figure 6.9: Cluster computations for asynchronous-disreef. 
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ious parachute dynamics. The overlap makes it very difficult to determine which 
individual parachute behaviors and parachute cluster behaviors are contributing to 
changes in payload descent speed. In order to address this complex problem, we have 
developed a technique to decompose the payload descent speed into components. This 
technique is described in Chapter 7. 
Payload Model 
PAC 
PLC 
PTE 
U (ftjs) 
28.1 
30.1 
29.5 
Co 
0.97 
0.85 
0.88 
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Table 6.3: Average U and Co for different payload models with OINIT = 35°. Statistical 
analysis begins 20 s after the start of the computation. 
eiNIT u (ft/s) Co 
15° 29.9 0.86 
25° 31.4 0.78 
35° 29.5 0.88 
Table 6.4: Average U and Co for PTE and different values of OINIT· Statistical 
analysis begins 20 s after the start of the computation. 
U (ft/s) Co 
Simulated Disreef 30.6 0.82 
Asynchronous Disreef 30.8 0.81 
Table 6.5: Average U and Co for the disreef cases. Statistical analysis begins 5 s 
after the start of the computation for the simulated-disreef case, and 20 s after the 
start of the computation for the asynchronous-disreef case. 
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Figure 6.10: Parachutes from t = 52.20 s to t = 58.00 s, at 1.16 s intervals from left 
to right and top to bottom, during the asynchronous-disreef computation modeling 
the contact between parachutes. 
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Figure 6.11: Vent-separation distance during the cluster computation with PAC and 
BINIT = 35°. 
300 ~--~--~--~--~--~--~--~--~ 
250 ~- -··---·········--+·--·-------- . ....... . . ..... ..... .. .. . ... 
~ ::: : \H---------------·-----~----------------- - -~---------------------~--------------------· ;'--------------------;---------------------"·-----------------·-l 
-" 100 v, (\, /":\/~ L 
- "' 
50 r --·-----------+--·--····--··----·+----- --- ------;---------------~------------··---:-------------~-----···----··----·t--·-···---·-------~ 
0 ~--~--~--~--~--~--~--~--~ 
0 1 0 20 30 40 50 60 70 80 
Time (s) 
Figure 6.12: Vent-separation distance during the cluster computation with PLC and 
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Figure 6.13: Vent-separation distance during the cluster computation with PTE and 
BrNIT = 35°. 
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Figure 6.14: Vent-separation distance during the cluster computation with PTE and 
BrNIT = 15o. 
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Figure 6.17: Vent-separation distance during the asynchronous-disreef cluster com-
putation. 
Chapter 7 
Dynamical Analysis and Model 
Parameter Extraction 
Dynamical analysis of the data coming from parachute FSI computations requires an 
approach that helps us make sense out of a large volume of time-dependent informa-
tion generated by the computations. We need to extract and present the significant 
information in a way that would make it easier for parachute design engineers to make 
use of it. In addition to providing time histories of the aerodynamically significant 
quantities, such as the descent speed and forces, we may sometimes find it useful to 
show the various contributors to these quantities separately. We describe a special de-
composition technique developed in [33] for parachute descent speed. We also describe 
a special technique developed in [33] for extracting from a parachute FSI computation 
model parameters that can be used in fast, approximate engineering analysis models 
for parachute dynamics. The specific parameters we are extracting are the added 
mass and the coefficient for the velocity-proportional aerodynamic force. 
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7.1 Parachute Descent Speed Decomposition 
To better understand the descent speed fluctuations, we decompose the payload ve-
locity into components based on geometric contributing factors. We carry out the 
analysis first for a single parachute, and then for a cluster of parachutes. 
7 .1.1 Single parachute 
We represent the parachute in a spherical polar coordinate system. In that system, 
the payload is the origin, and the basis vectors are given in terms of the Cartesian 
basis vectors ex, ey and ez as follows: 
gr - sin f) cos¢ ex+ sin f) sin¢ ey +cos f) ez, 
ge - cos fJ cos¢ ex +cos fJ sin¢ ey -sin fJ ez, 
g.p - -sin¢ ex+ cos¢ ey. 
(7.1) 
(7.2) 
(7.3) 
Here gr and ge represent the direction of the parachute axis and swinging, respectively, 
and r = rgr as shown in Figure 7.1. We separate the payload velocity Up=~ into 
its geometric ( ua) and aerodynamic ( uA) contributors as follows: 
UG -
UG +uA, 
d (xp- XA) 
dt 
(7.4) 
(7.5) 
where XA is a reference point, meant to be selected to give us a good way of dif-
ferentiating between the factors contributing to the payload velocity. Here we use 
the canopy centroid as that reference point. We define the relative position vector 
r = (xA - xp), and obtain 
ua = -r. (7.6) 
e 
Figure 7.1: Parachute axis gr. Swinging angle e. 
The geometric contribution can be rewritten as follows: 
d (rgr) . dgr 
- = -rg -r-dt r dt 
-rgr -rgoB -r sin Bg¢¢, 
'-v-'~"-.,.-' 
uc 
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(7.7) 
(7.8) 
where uB , us and uc represent the parachute breathing, swinging and coning, respec-
tively. We note that because the axes are orthogonal to each other, the decomposition 
becomes 
us (uc · go)go, 
(uc · g¢)g¢. 
(7.9) 
(7.10) 
(7.11) 
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7.1.2 Cluster of Parachutes 
We define XA as 
(7.12) 
where npara is the number of parachutes. We again use a spherical polar coordinate 
systems with the payload being the origin and the basis vectors given as 
sinO cos¢ ex+ sinO sin¢ ey +cosO ez, 
go - cosO cos¢ ex+ cosO sin¢ ey- sinO ez, 
- sin ¢ ex + cos ¢ ey. 
(7.13) 
(7.14) 
(7.15) 
Here gr, g0 and gq, can be seen as the direction of the cluster axis, swinging and 
coning, and r = r gr. Figure 7.2 shows the relationship between the Cartesian axes 
and the basis vectors. We also define individual spherical coordinate systems for the 
parachutes of the cluster. In each of those coordinate systems, the payload is the 
origin, and the basis vectors are given in terms of the basis vectors go, gq, and gr: 
(7.16) 
(7.17) 
(7.18) 
Here (gr )k is the axis direction for the kth parachute, Ok is the coning angle, and 
(xA)k- Xp = rk = rk(gr)k· Figure 7.3 shows the relationship between the cluster 
axes, the individual parachutes and (gr )k. 
From Eq. (7.12) and the definition of rk, 
(7.19) 
Figure 7.2: Direction of the cluster axis gr and the cluster coning angle e. 
where 
We define 
therefore 
l npara 
f= -- Lrk· 
npara k=l 
ua = -r, 
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(7.20) 
(7.21) 
(7.22) 
First we consider the cluster system itself. As we did for a single parachute, we 
can decompose the geometric contribution as follows: 
ua = uB + u 8 + uc , (7.23) 
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Figure 7.3: Direction of the parachute axis (gr )k and the individual parachute coning 
angle fh. 
where uB , us and uc represent the cluster system "breathing", swinging and coning: 
us 
uc 
(ua · ge)ge , 
(ua · g4Jg¢. 
(7.24) 
(7.25) 
(7.26) 
Furthermore, we decompose the velocity into contributions from individual parachutes, 
which are written in terms of their breathing, "swinging" and coning parts: 
(7.27) 
Here 
By definition, 
(us)k - ((ua)k · (gr)k)(gr)k, 
(us)k - ((ua)k · (go)k)(go)k, 
(uc)k - ((ua)k · (g¢)k)(g¢)k· 
We also define the averages of the parts given by Eqs. (7.28)-(7.30): 
1 npara 
us - - L(us)k, 
npara k=l 
1 npara 
us - - L)us)k, 
npara k=l 
1 npara 
uc 
- L::Cuc)k· 
npara k=l 
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(7.28) 
(7.29) 
(7.30) 
(7.31) 
(7.32) 
(7.33) 
(7.34) 
The cluster "breathing" comes from ((us)k · gr) gr and ((us)k · gr) gr. We note from 
Eq. (7.18) that uc does not have a part in the direction of the cluster axis. 
In summary, 
ua = us + us + uc = us +us + uc. (7.35) 
We note that us and us, us and us, and uc and uc represent things that are 
different from each other. In this paper we focus on the vertical components of all 
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these velocities, which, for example for the cluster, can be expressed as follows: 
liB· ez - (((iiB)k · gr) + ((iis)k · gr)) (gr · ez), 
us· ez - (((iiB)k · ge) + ((iis)k · ge) + ((iic)k · ge)) 
(ge · ez), 
Uc · ez - 0. 
7 .1. 3 Results 
(7.36) 
(7.37) 
(7.38) 
Figures 7.4-7.10 show, for all cluster computations, the decomposition of the descent 
speed. For the cluster, the decomposition is in terms of iiA and the "breathing" and 
swinging contributors of the descent speed. Top plots represent that. For the average 
of the individual parachute contributions, it is in terms of their breathing, "swinging" 
and coning parts. Bottom plots represent that. 
From the top plots, we note that the contribution from uB is always greater than 
the contribution from us. Furthermore, cluster swinging does not appear to be a 
major contributor to payload descent speed oscillations. Most of the oscillations are 
coming from the motion of the individual parachutes. Looking at the bottom plots, 
we observe that for all of the computations with OINIT = 35o, the largest contribution 
comes from iis. For the computations with smaller OINIT, the iiB contribution is 
dominant initially, and the iis contribution grows over time. The OINIT = 25° case 
seems to have fairly equal contributions from both iis and iiB. The contribution from 
the individual parachute coning, iic, is the smallest. 
We further analyze a particularly interesting result from the cluster computation 
with PTE and (;liNIT = 35° to better understand the parachute behavior that is caus-
ing the anomaly. Approximately 38 s into the computation, there is a large positive 
contribution from (us) 2 followed by a large negative contribution (see Figure 7.11). 
In comparison, (ush remains fairly constant over the same time period. From the 
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Figure 7.4: Decomposition of the descent speed for the cluster computation with PAC 
and BrNIT = 35 o. 
plots of payload and canopy-centroid descent speeds shown in Figure 7.12 , we see 
that Parachute 2 initially has a much higher descent speed than Parachute 1. After 
about the 45 s mark, the descent speed for Parachute 2 becomes much lower than 
Parachute 1. The payload descent speed is relatively shielded because the fluctua-
tions for Parachutes 1 and 2 are opposite each other and the average of the canopy 
speed fluctuations is small. We have determined that the large changes in (nsh 
occur as Parachute 2 flies around Parachute 1 in a coning motion. Meanwhile , 
Parachute 1 descends in a relatively straight path and presents a larger projected 
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Figure 7.5: Decomposition of the descent speed for the cluster computation with PLC 
and BrNIT = 35 o . 
area to the freestream. Therefore , Parachute 1 produces substantially more drag 
than Parachute 2 as shown in Figure 7.13. At the time of maximum drag differential , 
Parachute 1 produces nearly 70% of the total cluster drag as shown in Figure 7.14. 
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Figure 7.6: Decomposition of the descent speed for the cluster computation with PTE 
and BINIT = 35 °. 
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Figure 7. 7: Decomposition of the descent speed for the cluster computation with PTE 
and 81NIT = 15°. 
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Figure 7.8: Decomposition of the descent speed for the cluster computation with PTE 
and BINIT = 25°. 
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Figure 7.9: Decomposition of the descent speed for the simulated-disreef cluster com-
putation. 
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Figure 7.10: Decomposition of the descent speed for the asynchronous-disreef cluster 
computation. 
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52 
Figure 7.11: Individual-parachute contributions to descent speed for the cluster com-
putation with PTE and BrNIT = 35°. 
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Figure 7.12: Payload and canopy-centroid descent speeds for the cluster computation 
with PTE and BrNIT = 35 o. 
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7.2 Added Mass 
7.2.1 Concept 
Added mass is the inertia added to a system due to the unsteady motion of a body 
through a surrounding fluid. The concept of added mass is applicable to parachutes 
during disreefing and unsteady full-open descent. When the parachute is disreefed, the 
sudden increase in drag area causes a rapid deceleration and increase in system inertia. 
During full-open descent, the parachute exhibits a periodic breathing motion. The 
frequency and damping of this motion is related to the added mass. Here we present 
a technique for determining the added mass of a parachute from FSI computations, 
and we approximate the added mass of a single parachute in full-open descent. 
7.2.2 Theoretical Background 
In a vacuum, the mass of an accelerating body can be known precisely. However, 
in a fluid medium, the determination of the effective mass of a body requires the 
consideration of the motion of the fluid as well as that of the body. When a body 
immersed in a fluid translates at a steady velocity U, the body experiences a drag 
force D, which is proportional to U2 : 
D (7.39) 
where S is a reference area. If the body accelerates, there will be an increase in the 
drag associated with the instantaneous value of U. The fluid surrounding the body 
will also acquire momentum and the kinetic energy of the fluid will increase. This 
energy must be supplied in the form of work done on the fluid by the body. As a 
result, the body will experience an additional drag force. It is sometimes convenient 
to think of this additional force in terms of an added mass of fluid that is being 
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accelerated along with the body. The instantaneous force on the body at time t can 
then be expressed as 
F(t) (7.40) 
where D, as before, is the instantaneous drag as a function of U2 , mA is the added 
mass, and U(t) is the instantaneous acceleration of the body. 
7.2.3 Determining Added Mass 
Rewriting Eq. (7.40) in a general form, the force experienced by a body moving 
through a fluid is a function of the instantaneous velocity and instantaneous acceler-
ation of the body. The force at time t can be written in terms of coefficients C and 
F(t) (7.41) 
where mA is the added mass. Dividing both sides of Eq. (7.41) by U1(t), we obtain 
F(t) 
Ui(t) (7.42) 
Plotting data points from parachute FSI computations in this form and fitting a trend 
line to the data can yield values for C and mA. 
Figure 7.15 shows two breathing periods from a symmetric FSI computation for 
a single parachute in full-open descent. The parachute exhibits a periodic breathing 
motion resulting in a time-varying added mass. Figure 7.16 shows the projected area 
of the parachute for the time steps corresponding to the data points and the colors 
illustrate the chronological sequence of the data points during the breathing period. 
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Figure 7.15: Symmetric FSI computation for a single parachute in full-open descent. 
Results are plotted in the form of Eq. (7.42). Two breathing periods are shown. 
Figure 7.17 shows the full results from the same symmetric FSI computation for 
approximately 150 s of full-open descent. Linear regression is used to fit a trend line to 
the part of the periodic motion when the parachute diameter is increasing. From the 
plot we find mA = 339 slugs and C = 7. 7 slugs/ft. Added mass during the inflation 
part of the breathing period is nearly constant at approximately 10,900 lbs. This is 
almost twice the payload weight of 5,570 lbs and approximately 10% larger than the 
enclosed air mass. Some parts of the breathing period have zero slope indicating that 
there is no added mass. Other parts of the breathing period have a negative slope. 
In a physical sense, this means that the fluid is doing work on the parachute. 
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Figure 7.17: Full results for the single parachute symmetric FSI computation. The 
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Chapter 8 
Preliminary Disreef Computations 
The Orion main parachutes employ a reefing technique during deployment to permit 
incremental opening of the parachute and to protect the integrity of the canopy fabric. 
When the parachute initially exits the deployment bag, the skirt is constricted by 
reefing lines to prevent the canopy from fully opening. At preselected time intervals, 
the reefing lines are automatically cut and the parachute is "disreefed" to a larger 
diameter. Parachute reefing serves at least two main purposes [16]. First, it limits 
the peak loads on the fabric, radials, and suspension lines by opening the parachute 
in stages. Consequently, this also limits the acceleration forces felt by the occupants 
of the capsule. Secondly, reefing increases the accuracy of drops from high altitude 
by decreasing drag area and allowing a high rate of descent. Higher descent speed 
translates to decreased horizontal gliding tendencies. Shortly before reaching the 
water, the parachute is disreefed to achieve a safe impact velocity. 
The amount by which the parachute skirt is constrained is described by a parame-
ter known as the reefing-line ratio which is defined as TaEEF = DaEEF/ Do where DaEEF 
is the reefed diameter and Do is the nominal diameter [16]. The Orion parachutes 
have two reefing stages. Immediately after deployment, the parachute is in the Stage 1 
configuration with TaEEF = 7%. After a preselected time interval, the parachute is 
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disreefed to Stage 2 with rREEF = 14%. After another preselected time interval, the 
parachute is disreefed from Stage 2 to the full-open configuration. 
8.1 Starting Conditions 
Parachute reefing is accomplished incrementally with a series of stand-alone struc-
tural mechanics computations. We start with a full-open canopy shape from a single 
parachute FSI computation and begin reefing at a point in the periodic breathing cy-
cle when the diameter is at a minimum. During the first computation, the reefing-line 
element lengths are decreased in a linear fashion until rREEF = 50%. Simultaneously, 
a circumferentially-uniform and time-varying prescribed pressure profile is applied to 
the structural mechanics mesh. The initial pressure profile comes from a full-open 
symmetric FSI computation. The final pressure profile comes from earlier T*AFSM 
computations at corresponding rREEF values [55]. Those earlier computations used 
a slightly different version of the parachute structural mechanics mesh. The forces 
applied to the structure are ramped from the initial to the final pressure profile over a 
period of 45 s using a Cosine form. The same procedure is used to reef the parachute 
from 50% to 25%, and from 25% to 14%. The pressure profile corresponding to the 
Stage 2 shape is held steady until the structure reaches a settled shape. A fluid 
mechanics mesh is generated around the settled starting shape. The developed flow 
field is obtained with a two-part stand-alone fluid mechanics computation, similar to 
the way it was described in Section 5.2, based on the starting descent speed. Af-
ter obtaining a starting shape and developed flow field, we begin a symmetric FSI 
computation. 
At the beginning of the symmetric FSI computation, the parachute adjusts to the 
flow conditions and reaches a new settled shape and descent speed. In order to match 
the conditions observed during Stage 2 descent, we go through an iterative process 
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during symmetric FSI and obtain a desirable shape and descent speed. We observe 
in drop test videos that the lower sails of the parachute have significant deformation 
that allow increased air flow through the lower portion of the canopy. The structural 
mechanics mesh in the computation does not have enough resolution to model this 
deformation , and therefore the Ac value from Eq. (4.14) is too small. We cannot 
change Ac , but we can change the geometric porosity coefficient kc and achieve the 
same effect by increasing the cross-canopy velocity due to geometric porosity. In our 
preliminary testing we have found that increasing ka to three times the full-open 
value for the lower five sails results in a parachute shape and descent speed that 
closely matches drop tests. The final settled shape is shown in Figure 8.1. 
Figure 8.1: Parachute structural mesh in the Stage 2 configuration. 
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8.2 Computational Conditions 
The computational conditions for the disreefing case are the same as those for the 
single parachute parametric study described in Section 5.2 with a few exceptions, 
which we describe here. The starting descent speed is 62.5 ft/s, which is the esti-
mated descent speed for the Stage 2 configuration. The initial fluid mechanics mesh 
{before any remeshing) has 210,807 nodes and 1,304,389 four-node tetrahedral ele-
ments. We do not use SSP for reefed parachute computations because we have found 
that projecting the fluid tractions as vectors, which are normal to the fluid interface, 
helps to maintain a good reefed shape and preserve the quality of the fluid mechan-
ics mesh. The structure part of the selective scaling is set to 1000. The time-step 
size is 0.01 s, and the number of GMRES iterations per nonlinear iteration is 180 
for the fluid+structure block. The porosity is modeled using a modified version of 
HMGP-FG that was developed to address the additional geometric complexity caused 
by the reefed parachute shape. The modified version of HMGP-FG is described in 
Section 8.3. 
8.3 HMGP-FG Regularization 
From Eq. {4.14), the velocity of cross-canopy flow due to geometric porosity can be 
expressed as 
{8.1) 
In the method we use to solve the nonlinear equation system in the fluid mechanics 
problem, we must calculate the partial derivative of ( un)a with respect to !:ip. That 
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partial derivative can be expressed as 
8(u,.)a = _ (kc) Aa !J I . 
8/::lp J At 2 plflpl (8.2) 
Note that a discontinuity exists at !::lp = 0. We have also found that when !::lp is 
very small, Eq. (8.1) does not accurately model the relationship between !::lp and 
( un)c that we observe in higher resolution fluid mechanics computations like the ones 
mentioned in Section 4.3.1. 
In the case of full-open parachute computations, the flow separates at the parachute 
skirt and !::lp is sufficiently high for all regions of the canopy. However, in the case 
of a reefed parachute, the flow separates approximately five sails above the skirt. In 
that separation region, f::lp varies between positive and negative values. This causes 
numerical instability in the fluid part of the solution. To address this challenge, we 
modify Eq. (8.1) as follows: 
(u.)a =- (ka)J ~ sgn(b.p) ( J'b.p~ + 'v- fi). (8.3) 
where Ep is a parameter in units of pressure. We call this new version HMGP-FGR, 
where "R" stands for regularized. Note that when !::lp = 0, there is no cross-canopy 
velocity. We calibrate the value of Ep using data from a 4-gore fluid mechanics compu-
tation. If Ep is sufficiently small, we can avoid numerical instability and still maintain 
solution accuracy. For preliminary reefing and disreef computations, we have used 
Epj(pv2/Ac) = 812.9. Figure 8.2 shows the HMGP-FGR model compared with data 
points from a 4-gore fluid mechanics computation. 
4-Gore Computation 0 
HMGP-FG --
HMGP-FGR --
······-- -·-- ·--------·---~ .......... ................. . . .......................... . .......... ·········-·---· -----·---- .... --------.. ... . ........... -................ . 
. . 
1 [ 
· · ········-~---························!·········----
10-6 .__..___.__.......____._____._--L..L----L-....___._....__.....____._..........___._____.___._.____..__......_L..J.....__._____._.....J...J 
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Figure 8.2: Comparison of HMGP-FG and HMGP-FGR with data from a 4-gore 
fluid mechanics computation. Data shown is for Patch 5. This comparison uses 
Epj(pv2 /Aa) = 812.9. 
8.4 Preliminary Results 
After obtaining the desired parachute shape and descent speed using the techniques 
described, we begin the de-symmetrization using a Cosine form which lasts for about 
7 s. The parachute is then instantaneously disreefed by giving the reefing line elements 
zero-stiffness. As the parachute opens, we observe deformation on top of the canopy 
near the vent due to wake recontact (see [23] for this parachute behavior). Figure 8.3 
shows the disreef sequence from the FSI computation. We consider these results to 
be preliminary. 
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Figure 8.3: Results from FSI computation of parachute disreefing from Stage 2 to the 
full-open configuration. The top left picture shows the instant that disreefing starts , 
and the remaining pictures proceed in 0.22 s intervals from left to right and top to 
bottom. 
Chapter 9 
Conclusions 
Space-time FSI techniques and other special techniques developed by the T* AFSM 
have been used to address some of the numerical challenges associated with computer 
modeling of spacecraft parachutes and parachute clusters. We use these techniques 
for computer modeling of the parachute system for NASA's Orion CEV Crew Module. 
This type of computational approach has the potential to reduce development costs, 
model the parachute in conditions that are not possible to achieve in a laboratory, 
and allow in-depth analysis to complement field testing. 
Several special techniques that have been developed for single parachute and 
parachute cluster computations have been described in Chapter 4. To shelter the 
fluid mechanics mesh from the geometric complexities of the ringsail parachute ge-
ometry, we use the FSI-DGST and carry out geometric smoothing in the circum-
ferential direction of the parachute canopy. In the SSP technique, the pressure and 
viscous parts of the stress at the fluid interface are projected to the structure inter-
face separately. Pressure is projected as a scalar and viscous stress as a vector. With 
HMGP, we model the combination of geometric and fabric porosity as an equiva-
lent, locally-varying fabric porosity. In an improvement to HMGP called HMGP-FG, 
we separate the fabric and geometric contributions. The velocity coming from the 
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fabric contribution varies linearly with pressure differential, and the velocity coming 
from the geometric contribution varies nonlinearly. We use symmetric FSI to build a 
good starting condition for the full FSI computation without generating asymmetric 
parachute deformation or gliding in the process. 
A single-parachute FSI computation has been described in Chapter 5. The compu-
tation analyzes the effect of design variations on parachute performance. The design 
variations include increased canopy loading and the addition of an OICL to decrease 
descent speed oscillations. A method for removing the swinging component of the 
payload descent speed has been described. The method is intended to provide a better 
comparison basis in parametric studies. Results for the single-parachute computation 
have been reported including descent and total speeds, parachute diameter, and L/D 
ratio. 
Parachute cluster FSI computations have been presented in Chapter 6. The com-
putations are part of an analysis to determine how the parameters representing pay-
load models and starting conditions affect long-term cluster dynamics. The parame-
ters selected for testing are the payload-model configurations and initial coning angles 
( OINIT) and parachute diameters ( DINIT). Two scenarios to approximate the condi-
tions immediately after disreefing have also been investigated. Payload descent speed, 
drag coefficient, and vent-separation distance have been reported. 
A technique for modeling the contact between parachutes in a cluster has also been 
described in Chapter 6. The contact algorithm is based on preventing the structural 
surfaces from coming closer than a predetermined minimum distance to protect the 
quality of the fluid mechanics mesh between the structural surfaces. In the latest 
version, called SENCT-FC, the forces are applied in a conservative fashion. Using the 
"-Ml" option, the contact model is formulated based on the fluid mechanics mesh at 
the interface. This option is particularly helpful when smoothing and homogenization 
techniques are employed. 
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Dynamical analysis techniques for parachute FSI computations have been pre-
sented in Chapter 7. The critical measure of performance for the Orion parachute 
system is the descent speed of the payload, and one of the goals of the parachute clus-
ter computational analysis is to assist design engineers in determining which factors 
contribute to the payload descent speed oscillations. For that, a special decompo-
sition technique developed by the T*AFSM was used for parachute descent speed. 
In addition to the time histories of the aerodynamically significant quantities, such 
as the descent velocity and forces, the various contributors to these quantities have 
been shown separately. A special technique has also been presented for extracting 
model parameters from a parachute FSI computation. These parameters, including 
the added mass, can be used in fast, approximate engineering analysis models for 
parachute dynamics. 
Chapter 8 describes a single-parachute disreef computation and the techniques 
used to address specific challenges associated with reefed parachute computations. 
The methods and computations used for developing a starting parachute shape and 
flowfield have been described. A method to address numerical challenges related to 
the reefed parachute problem by regularizing HMGP-FG has also been introduced. 
Preliminary disreef computational results have been presented. 
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