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11 Einleitung
Sei q eine Primzahlpotenz und F
q
der endliche Körper mit q Elementen. Ist F=F
q
ein algebraischer Funktionenkörper über F
q
mit genauem Konstantenkörper F
q
,
so bezeichnen wir g = g(F ) als das Geschlecht von F=F
q
und N = N(F ) als die
Anzahl der rationalen Stellen von F=F
q
. Nach dem Satz von Hasse-Weil gilt
N(F )  q + 1 + 2g
p
q:
Wie Ihara bemerkte, kann diese Schranke wesentlich verbessert werden, falls g
groÿ ist im Verhältnis zu q. Sei dazu
N
q
(g) := maxfN(F ) jF=F
q
ist vom Geschlecht gg
und sei
A(q) := lim sup
g!1
N
q
(g)
g
:
Dann gilt die sogenannte Drinfeld-Vladut Schranke
A(q) 
p
q   1:
Ist q ein Quadrat, so gilt sogar
A(q) =
p
q   1 (1)
[Iha] und [Tsf-Vla-Zin].
Dieses Ergebnis hat nun groÿe Bedeutung für die Codierungstheorie im Bezug
auf die Existenz guter langer Codes. Wir erinnern dazu an die folgenden Begrie.
Ist C  F
n
q
ein [n; k; d]-Code, so bezeichnet man mit R = R(C) := k=n die Rate
von C und mit Æ = Æ(C) := d=n den relativen Minimalabstand von C. Sei ferner
V
q
:= f(Æ(C); R(C)) 2 [0; 1]
2
jC ist ein Code über F
q
g
und U
q
 [0; 1]
2
die Menge der Häufungspunkte von V
q
. Nach Manin gibt es eine
stetige Funktion 
q
: [0; 1]! [0; 1], so daÿ gilt
U
q
= f(Æ; R) j 0  Æ  1 und 0  R  
q
(Æ)g:
Weiter ist 
q
(0) = 1, 
q
(Æ) = 0 für 1   1=q  Æ  1, und 
q
ist monoton
fallend auf dem Intervall 0  Æ  1   1=q. Mit Hilfe von Goppas Konstruktion
algebraisch-geometrischer Codes erhalten wir nun die folgende untere Schranke
für 
q
. Sei A(q) > 1, dann ist

q
(Æ) 
 
1  A(q)
 1

  Æ (2)
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für 0  Æ  1   A(q)
 1
[Sti1]. In dem Fall, daÿ q ein Quadrat ist, liefert (2)
zusammen mit (1)

q
(Æ) 

1 
1
p
q   1

  Æ
für 0  Æ  1 (
p
q 1)
 1
. Das ist die sogenannte Tsfasman-Vladut-Zink Schran-
ke. Leider beweist dieses Resultat nur die Existenz und gibt keine explizite Kon-
struktion dieser Codes.
1996 haben Garcia und Stichtenoth zwei Funktionenkörpertürme gefunden
[Gar-Sti1], [Gar-Sti2], die die Drinfeld-Vladut Schranke auch erreichen. Diese
Türme haben eine explizite und einfache Beschreibung. Für die Konstruktion der
auf diesen Funktionenkörpertürmen basierenden Codes braucht man jedoch die
Bestimmung einer Basis des Vektorraums L(rP ), der die sämtliche Funktionen
mit Polen nur an der Stelle P und Polordnung  r enthält.
Im Hauptteil dieser Arbeit beschreiben wir einen neuen Ansatz zur Aufstel-
lung eines Algorithmus, um explizit Basen der Räume L(rP ) in einem der Garcia-
Stichtenoth-Türme zu bestimmen.
Wir untersuchen auch die Automorphismen dieser Funktionenkörper und ge-
ben einen neuen Beweis dafür, daÿ der erste von Garcia-Stichtenoth angegebene
Funktionenkörperturm die Drinfeld-Vladut-Schranke erreicht.
An dieser Stelle möchte ich mich bei Henning Stichtenoth bedanken. Ohne seine
Geduld und Hilfe hätte diese Arbeit nicht entstehen können.
Ich bedanke mich auch bei meinem Vater für alles, was er mich gelehrt und
für meine Ausbildung getan hat.
32 Vorbereitungen
Mit einem Funktionenkörper meinen wir im folgenden immer eine
Körpererweiterung F=K vom Transzendenzgrad 1, so daÿ [F : K(x)]
endlich ist, für x transzendent über K. Für die grundlegenden Begrie
der Theorie der Funktionenkörper verweisen wir auf [Sti1].
In diesem Abschnitt führen wir die Bezeichnungen ein und erinnern an manche
grundlegende Ergebnisse, die wir später brauchen werden. Im folgenden werden
wir folgende Bezeichnungen benutzen:
K = F
q
2
- der endliche Körper der Kardinalität q
2
.
F , E, F
0
, F
1
, F
2
, : : : - algebraische Funktionenkörper einer Variablen über K.
P(F ) - die Menge aller Stellen von F=K.
v
P
- die zu P 2 P(F ) zugehörige diskrete Bewertung.
g(F ) - das Geschlecht von F=K.
O
P
- der Bewertungsring der Stelle P 2 P(F ).
ic
E
(A) - der ganze Abschluÿ eines Unterrings A  E in E.

 - 
 := f 2 K j 
q
+  = 0g.



- 


:= 
 n f0g.
Sei E=F eine endliche separable Funktionenkörpererweiterung (über K), P 2
P(F ) und P
0
2 P(E) eine Stelle von E, die über P liegt. Dann bezeichnen wir:
e(P
0
jP ) - der Verzweigungsindex von P
0
über P .
f(P
0
jP ) - der relative Grad von P
0
über P .
d(P
0
jP ) - der Dierentenexponent von P
0
über P .
Di(E=F ) - die Dierente von E=F .
Wir schreiben für x; y 2 F und P 2 P(F )
x = y +O(1) an der Stelle P;
wenn v
P
(x  y)  0.
Wir erinnern an einige Fakten über den zweiten Funktionenkörperturm F =
(F
0
; F
1
; F
2
; : : : ) von Garcia und Stichtenoth [Gar-Sti2]. Dieser Turm ist wie folgt
deniert:
F
0
= F
q
2
(x
0
) und, für n  1; F
n
= F
n 1
(x
n
);
wobei x
n
die folgende Gleichung erfüllt.
x
q
n
+ x
n
=
x
q
n 1
x
q 1
n 1
+ 1
Der nächste Satz beschreibt das Verhalten von Stellen in den Erweiterungen
F
n
=F
n 1
, siehe [Gar-Sti2, 3.3].
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Satz 2.1
i) Sei P 2 P(F
n
) ein Pol von x
0
oder eine Nullstelle von x
0
  , für  2 


.
Dann ist P vollverzweigt in der Erweiterung F
n
=F
0
. Der Dierentenexpo-
nent d(P ) von P bzgl. F
n
=F
n 1
ist gegeben als d(P ) = 2(q   1).
ii) Sei R 2 P(F
n
) eine Stelle, die weder ein Pol von x
0
, noch eine Nullstelle
von x
0
  für alle  2 
 = 


[f0g ist. Dann ist R unverzweigt in F
n
=F
0
.
iii) Es gibt genau eine gemeinsame Nullstelle P
(n)
0
von x
0
; : : : ; x
n
. Sie ist un-
verzweigt in der Erweiterung F
n
=F
0
.
Denition 2.2 Für n  0 denieren wir
S
(n)
:= fP 2 P(F
n
) j x
0
(P ) = 0g;
und, für 1  t  n,
S
(n)
t
:= fP 2 S
(n)
j x
t
(P ) =  2 


g:
Es gilt insbesondere:
S
(n)
=
[
1tn
S
(n)
t
[ fP
(n)
0
g:
Satz 2.3 Sei P 2 S
(n 1)
t
. Dann gilt
i) für 1  t < n=2 ist die Stelle P voll verzweigt in F
n
=F
n 1
und unverzweigt
in F
n
=K(x
n
). Der Dierentenexponent d(P ) von P in F
n
=F
n 1
ist gegeben
als d(P ) = 2(q   1);
ii) für n=2  t < n ist P unverzweigt in F
n
=F
n 1
.
Wir werden auch einige Tatsachen über Ganzheitsbasen benötigen (siehe
[Chev, IV, x8]):
Lemma 2.4 Sei E=F eine endliche Funktionenkörpererweiterung vom Grad n.
Sei T ( P(F ) eine Untermenge von P(F ). Dann ist (
1
; : : : ; 
n
) eine Ganzheits-
basis von ic
E
(
T
P2T
O
P
) über
T
P2T
O
P
genau dann, wenn sie eine Ganzheitsbasis
für ic
E
(O
P
) über O
P
für alle P 2 T ist.
Lemma 2.5 Sei E=F eine endliche separable Funktionenkörpererweiterung vom
Grad n := [E : F ]. Für P 2 P(F ), sei O
E;P
der ganze Abschluÿ von O
P
in E.
Sei weiter (
1
; : : : ; 
n
) eine Ganzheitsbasis für P und 
1
; : : : ; 
n
2 O
E;P
. Dann
ist (
1
; : : : ; 
n
) eine Ganzheitsbasis für die Stelle P genau dann, wenn
v
P
((
1
; : : : ; 
n
)) = v
P
((
1
; : : : ; 
n
)):
Dabei bezeichnet (
1
; : : : ; 
n
) die Diskriminante von (
1
; : : : ; 
n
).
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Grad n := [E : F ], P 2 P(F ) eine Stelle von F . Sei ferner (
1
; : : : ; 
n
) eine
Ganzheitsbasis für P , dann gilt
v
P
((
1
; : : : ; 
n
)) =
X
Q2P(E)
Q jP
d(Q jP )f(Q jP ):
Nach Satz 2.1 besitzt das Element x
0
im Funktionenkörper F
n
genau einen
Pol, den wir mit P
(n)
1
bezeichnen. Wir beschreiben nun unser Vorgehen für die
Konstruktion einer Basis des Vektorraums L(rP
(n)
1
).
Denition 2.7 Sei P
0
bzw. P
1
die Nullstelle bzw. der Pol von x
0
in F
0
. Wir
denieren
O
0
:= fz 2 F
0
j v
P
(z)  0 für alle P 2 P(F
0
) n fP
0
; P
1
gg = K[x
0
; x
 1
0
]
und, für n  1, sei
O
n
:= ic
F
n
(O
0
):
Für n  0 denieren wir
R
n
:= ic
F
n
(O
P
0
):
Die Idee unserer Konstruktion ist es, Ganzheitsbasen für O
n
über O
0
bzw. für
R
n
über R
0
zu nden, siehe xx 3 und 4. Daraus kann man dann wegen
O
n
\R
n
=
[
r0
L(rP
(n)
1
)
Basen der Räume L(rP
(n)
1
) erhalten, für alle r  0 und n  0.
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73 Ganzheitsbasis über P
0
In diesem Abschnitt konstruieren wir eine Ganzheitsbasis von R
n
über R
0
.
Lemma 3.1 Sei E=F eine galoissche Erweiterung vom Grad n := [E : F ] und
(u
1
; : : : ; u
n
) eine Ganzheitsbasis für P 2 P(F ). Seien w; z
1
; : : : ; z
n
2 E Elemente
mit den Eigenschaften
v
P
0
(w) = 0; v
P
0
(z
i
) >
1
2
v
P
0
((u
1
; : : : ; u
n
));
für alle Fortsetzungen P
0
2 P(F
n
) von P und 1  i  n. Dann ist
(wu
1
+ z
1
; : : : ; wu
n
+ z
n
)
eine Ganzheitsbasis an der Stelle P .
Beweis.
Seien 
1
; : : : ; 
n
die verschiedenen Automorphismen von E=F . Sei Q 2 P(E) eine
Fortsetzung von P in E. Wir setzen m := v
Q
((u
1
; : : : ; u
n
)); dann gilt
(wu
1
+ z
1
; : : : ; wu
n
+ z
n
) = det (
i
(wu
j
) + 
i
(z
j
))
2

 det(
i
(wu
j
))
2
= N
E=F
(w)
2
 det(u
1
; : : : ; u
n
)
2
mod Q
m+1
;
da 
i
(z
j
) 2 Q
[
m
2
]+1
und 2([
m
2
] + 1)  m + 1. Nach der Dreiecksungleichung be-
kommt man
v
Q
((wu
1
+ z
1
; : : : ; wu
n
+ z
n
)) = v
Q
((u
1
; : : : ; u
n
)) :
Die Behauptung des Lemmas ergibt sich nach Lemma 2.5.
ut
Insbesondere, wenn die Basis aus Potenzen eines Elementes besteht, gilt fol-
gendes:
Lemma 3.2 Sei (1; u; : : : ; u
n 1
) eine Ganzheitsbasis für P 2 P(F ), z 2 E ein
Element mit
v
P
0
(z) >
1
2
v
P
0
((1; u; : : : ; u
n 1
));
für alle Stellen P
0
jP in E. Dann ist
(1; u+ z; : : : ; (u+ z)
n 1
)
eine Ganzheitsbasis an der Stelle P .
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Beweis.
Sei QjP eine Fortsetzung von P , dann gilt für jedes 1  i  n  1
v
Q
((z + u)
i
  u
i
)  v
Q
(z) >
1
2
v
Q
((u
1
; : : : ; u
n
)):
Nach Lemma 3.1 ist dann (1; u+ z; : : : ; (u+ z)
n 1
) eine Ganzheitsbasis in P .
ut
Sei n  0. Wir bemerken, daÿ
R
n
=
\
Q2S
(n)
O
Q
ist (siehe [Sti1, III.2.6]). Deswegen sind wir, als nächstes, interessiert an Ganz-
heitsbasen in F
n
=F
n 1
für Stellen Q 2 S
(n 1)
. Bevor wir aber die allgemeine
Situation beschreiben, wollen wir ein paar Lemmata vorausschicken, die wir spä-
ter für die Konstruktion der Ganzheitsbasis benutzen werden.
1 1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
: : :
: : :
: : :
: : :
: : :
q
q
q
q
q
q
q
q
q
q
q
q
q
K(x
2t n
) K(x
i
) K(x
t
)
Abbildung 1:
Lemma 3.3 Sei Q 2 S
(n)
i
mit 1  i < n=2 und x
i
(Q) =  2 


, dann gilt:
v
Q
(x
t
) = q
n 2i+t
; für alle 0  t < i;
v
Q
(x
i
) = 0;
v
Q
(x
i
  ) = q
n i
;
v
Q
(x
t
) =  q
n t
; für alle i < t  n:
9Beweis.
Die Verzweigungsindizes der Einschränkung vonQ in den ErweiterungenK(x
i
; x
i+1
)
über K(x
i
), bzw. K(x
i+1
) sind in Abbildung 1 gegeben. Daraus kann man leicht
die Behauptung des Satzes ablesen. ut
Lemma 3.4 Sei Q 2 S
(n)
j
mit n=2  j  n und x
j
(Q) =  2 


. Dann gilt:
v
Q
(x
t
) = q
t
; für alle 0  t < j;
v
Q
(x
j
) = 0;
v
Q
(x
j
  ) = q
j
;
v
Q
(x
t
) =  q
2j t
; für alle j < t  n:
Beweis.
Die Verzweigungsindizes der Einschränkung von Q sind gegeben wie in folgender
Abbildung:
1
1
1
1
1
1
1
1
1
1
1
1
1
1 1
1
1
: : :
: : :
: : :
: : :
: : :
q
q
q
q
q
q
q
q
q
q
q
q
q
K(x
2t n
)
K(x
j
)
K(x
t
)
Abbildung 2:
Die Behauptung des Satzes folgt dann aus Abbildung 2.
ut
Nun beschreiben wir Ganzheitsbasen von Stellen P 2 S
(n 1)
in der Erweite-
rung F
n
=F
n 1
.
Lemma 3.5 Sei P 2 S
(n 1)
. Dann gilt:
i)
 
1;
1
x
n
; : : : ;
1
x
q 1
n

ist eine Ganzheitsbasis in F
n
=F
n 1
für alle P 2
[
1t<n=2
S
(n 1)
t
.
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ii) Für P 2 S
(n 1)
t
mit n=2  t < n ist

1; x
n
+
x
2
t
x
2t n
; : : : ;
 
x
n
+
x
2
t
x
2t n

q 1

eine Ganzheitsbasis in F
n
=F
n 1
.
iii) (1; x
n
; : : : ; x
q 1
n
) ist eine Ganzheitsbasis in der Erweiterung F
n
=F
n 1
an der
Stelle P
(n 1)
0
.
Beweis.
i) Sei P 2 [
1t<n=2
S
(n 1)
t
, dann ist P voll verzweigt in F
n
=F
n 1
und
1
x
n
ist ein
lokaler Parameter in P . Es folgt nach [Sti1, III.5.12], daÿ
 
1;
1
x
n
; : : : ;
1
x
q 1
n

eine
Ganzheitsbasis für P in F
n
=F
n 1
ist.
ii) Sei nun P 2 S
(n 1)
t
mit x
t
(P ) =  2 


. Wir haben nach [Gar-Sti2, 3.4]
v
Q

x
n
+

2
x
2t n

 0
für jede Fortsetzung Q 2 P(F
n
) von P . Dann gilt
v
Q
 
x
n
+
x
2
t
x
2t n

= v
Q

 
x
n
+

2
x
2t n

+
(x
t
  )(x
t
+ )
x
2t n


 minf0; v
Q
(x
t
  )  v
Q
(x
2t n
)g =
= minf0; q
t
  q
2t n
g = 0 :
Das bedeutet, daÿ das Minimalpolynom
 (T ) = T
q
+ T  
 
x
q
n 1
x
q 1
n 1
+ 1
+
x
2
t
x
2t n
+
x
2q
t
x
q
2t n
!
des Elementes x
n
+
x
2
t
x
2t n
über F
n 1
die Koezienten in O
P
hat. Wir bemerken,
daÿ die Stelle P unverzweigt in F
n
=F
n 1
ist. Daher gilt
v
P

 
0
 
x
n
+
x
2
t
x
2t n


= 0 = d(Q jP )
für alle Q jP , und die Behauptung folgt nach [Sti1, III.5.10].
iii) Man kann leicht sehen, daÿ
v
P
(n 1)
0

x
q
n 1
x
q 1
n 1
+ 1

> 0:
11
Dann liegen alle Koezienten des minimalen Polynoms
(T ) = T
q
+ T  
x
q
n 1
x
q 1
n 1
+ 1
von x
n
über F
n 1
in O
P
(n 1)
0
. Ähnlich wie in ii), da die Stelle P
(n 1)
0
unverzweigt
in F
n
=F
n 1
ist, gilt
v
P
 

0
(x
n
)

= 0 = d(Q jP
(n 1)
0
)
für alle Q jP . Nach [Sti1, III.5.10] ist (1; x
n
; : : : ; x
q 1
n
) eine Ganzheitsbasis an der
Stelle P
(n 1)
0
. ut
Denition 3.6 Wir bezeichnen
y
n
:=
X
n=2j<n
x
2
j
x
2j n
:
Im nächsten Theorem beschreiben wir Bedingungen, die uns eine gemeinsame
Ganzheitsbasis für alle Stellen Q 2 S
(n 1)
zu konstruieren ermöglichen.
Theorem 3.7 Sei w 2 F
n
mit folgenden Eigenschaften:
i) v
Q
(w + x
n
+ y
n
) > q(q   1); für alle Q 2 S
(n)
t
mit 1  t < n=2;
ii) v
Q

w +
1
x
n
+ y
n
 
x
2
t
x
2t n

> 0; für alle Q 2 S
(n)
t
mit n=2  t < n;
iii) v
Q
 
w +
1
x
n
+ y
n

> 0; für alle Q 2 S
(n)
n
[ fP
(n)
0
g.
Dann ist

1;
 
w + x
n
+
1
x
n
+ y
n

; : : : ;
 
w + x
n
+
1
x
n
+ y
n

q 1

eine Ganzheitsbasis in der Erweiterung F
n
=F
n 1
für jedes Q 2 S
(n 1)
.
Beweis.
Es folgt sofort aus Lemma 3.2, Lemma 2.6 und Lemma 3.5.
ut
Nun wollen wir ein Element w, das den Bedingungen aus Theorem 3.7 genügt,
explizit beschreiben. Zuerst müssen wir aber ein paar Zwischenresultate beweisen.
Denition 3.8 Für 1  j  n denieren wir

j
:=
j
Y
i=1
(x
q 1
i
+ 1);
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und für l := [
n 1
2
], n=2  t < n, setzen wir
u :=

2
l

n
; u
t
:=
(x
q 1
t
+ 1)
2

n 1
x
n
:
Lemma 3.9 Es gilt:
i) v
Q
(u) > 0, für alle Q 2
S
1i<n=2
S
(n)
i
;
v
Q
(u) < 0, für alle Q 2
S
n=2jn
S
(n)
j
;
v
P
(n)
0
(u+ 1) = 0, falls char(K) 6= 2.
ii) Für
n
2
 t < n
v
Q
(u
t
) > 0, für alle Q 2 S
(n)
t
;
v
Q
(u
t
) < 0, für alle Q 2 S
(n)
n
 
S
(n)
t
S
S
(n)
n

;
v
Q
(u
t
+ 1) = 0, für alle Q 2 S
(n)
n
, falls char(K) 6= 2.
Beweis.
i)  Sei x
i
(Q) =  2 


mit 1  i < n=2. Wir schreiben u als
u =
(x
q 1
1
+ 1)  : : :  (x
q 1
l
+ 1)
(x
q 1
l+1
+ 1)  : : :  (x
q 1
n
+ 1)
:
und wenden das Lemma 3.3 an:
v
Q
(u) =
l
X
j=1
v
Q
(x
q 1
j
+ 1) 
n
X
j=l+1
v
Q
(x
q 1
j
+ 1) =
= q
n i
  (q   1)
 
q
n i 1
+ : : :+ q
n l

+ (q   1)
 
q
n l 1
+ : : :+ 1

=
= 2q
n l
  1 > 0:
 Für Q 2 S
(n)
mit x
j
(Q) =  2 


(n=2  j  n) gilt nach dem Lemma 3.4:
v
Q
(
l
) = 0
und folglich
v
Q
(
n
) = q
j
  (q   1)
 
q
2j (j+1)
+ : : :+ q
2j n

=
= q
j
  (q   1)
 
q
j 1
+ : : :+ q
j (n j)

=
= q
j
  q
j
+ q
j (n j)
= q
2j n
:
Das impliziert v
Q
(u) =  v
Q
(
n
) =  q
2j n
< 0.
 Für P
(n)
0
gilt
v
P
(n)
0
(u+ 1) = v
P
(n)
0
 
(x
q 1
1
+ 1)  : : :  (x
q 1
l
+ 1) +
+(x
q 1
l+1
+ 1)  : : :  (x
q 1
n
+ 1)

=
= v
P
(n)
0
 
2 +
n
X
i=1
x
q 1
i
+ höhere Potenzen

= 0;
13
falls char(K) 6= 2.
ii)  Sei x
t
(Q) =  2 


mit n=2  t < n, dann gilt nach Lemma 3.4
v
Q
(u
t
) = v
Q
(x
t
  )  (q   1)
n 1
X
i=t+1
v
Q
(x
i
  )  v
Q
(x
n
) =
= q
t
+ (q   1)
 
q
t 1
+ : : :+ q
2t n+1

+ q
2t n
> 0:
 Ferner sei Q 2 S
(n)
mit x
i
(Q) =  2 


, 1  i < t. Wir betrachten zuerst
den Fall 1  i < n=2  t. Es gilt
v
Q
(
n 1
) = q
n i
  (q   1)
 
q
n (i+1)
+ : : :+ q

=
= q
n i
  q
n i
+ q = q;
und folglich ist
v
Q
(u
t
) = 2v
Q
(x
q 1
t
+ 1)  v
Q
(
n 1
)  v
Q
(x
n
) =  2(q   1)q
n t
  q   1 < 0:
Im Fall 1 < n=2  i < t gilt
v
Q
(
n 1
) = q
i
  (q   1)
 
q
2i (i+1)
+ : : :+ q
2i (n 1)

=
= q
i
  q
i
+ q
2i n+1
= q
2i n+1
:
Dann ist
v
Q
(u
t
) = 2v
Q
(x
q 1
t
+ 1)  v
Q
(
n 1
)  v
Q
(x
n
) =
=  2(q   1)q
2i t
  q
2i n+1
+ q
2i n
< 0:
Sei nun Q 2 S
(n)
mit x
j
(Q) =  2 


, t < j < n, dann hat man
v
Q
(u
t
) =  
n 1
X
i=j
v
Q
(x
q 1
i
+ 1)  v
Q
(x
n
) =
=  

q
j
  (q   1)
 
q
j 1
+ : : :+ q
2j n+1

  q
2j n

=
=  
 
q
j
  q
j
+ q
2j n+1
  q
2j n

= q
2j n
  q
2j n+1
< 0:
Für P
(n)
0
ist es leicht zu sehen, daÿ v
P
(n)
0
(u
t
) =  q
n
< 0.
 Schlieÿlich, für Q 2 S
(n)
n
mit x
n
(Q) =  2 


gilt
v
Q
(u
t
+ 1) = v
Q
 
(x
q 1
t
+ 1)
2
+ 
n 1
x
n

=
= v
Q
 
(x
q 1
t
+ 1)
2
+ 
n 1
+ 
n 1
(x
n
  )

=
= v
Q
 
(1 + ) + (x
n
  )
n 1
+R(x
1
; : : : ; x
n 1
)

= 0;
(falls char(K) 6= 2) wobei R(x
1
; : : : ; x
n 1
) ein Polynom in K[x
1
; : : : ; x
n 1
] ist
und R(0; : : : ; 0) = 0. Das beweist das Lemma. ut
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Lemma 3.10 Für Q 2 S
(n)
, n=2  t < n gilt
v
Q
(x
n
)   q
n
; v
Q

1
x
n

  q
n
und v
Q

x
2
t
x
2t n

  q
n
:
Insbesondere hat man
v
P
(n)
0
(x
n
) = q
n
und, für Q 2 S
(n)
n
[ fP
(n)
0
g,
v
Q
(y
n
) = 2q
[
n+1
2
]
  q
2
[
n+1
2
]
 n
:
Beweis.
Es ist klar für x
n
und
1
x
n
.
Die Bewertungen des Elementes x
n
+
x
2
t
x
2t n
(n=2  t < n) bei Q 2 S
(n)
lassen
sich mit Hilfe des Lemmas 3.3 und 3.4 berechnen:
v
Q

x
2
t
x
2t n



8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
 2q
n t
+ q
2n 2t
; falls Q 2 S
(n)
l
und 1  l < 2t  n < t < n;
 2q
n t
; falls Q 2 S
(n)
2t n
;
 2q
n t
  q
2t 2l
; falls Q 2 S
(n)
l
und 1 < 2t  n < l < n=2 < t < n;
 2q
2l t
  q
2t n
; falls Q 2 S
(n)
l
und 1 < 2t  n  n=2  l < t < n;
 q
2t n
; falls Q 2 S
(n)
t
;
2q
t
  q
2t n
; falls Q 2 S
(n)
l
und 1 < 2t  n < t < l  n;
 2q
2l t
  q
2l 2t+n
; falls Q 2 S
(n)
l
und 1 < n=2  l < 2t  n < t < n;
2q
t
  q
2t n
; falls Q = P
(n)
0
:
In jedem Fall ist also v
Q

x
2
t
x
2t n

  q
n
.
Schlieÿlich, für Q 2 S
(n)
n
[ fP
(n)
0
g ist die Folge

v
Q

x
2
i
x
2i n

[
n+1
2
]
in 1
=

2q
i
  q
2i n

[
n+1
2
]
in 1
monoton steigend. Das beweist, daÿ
v
Q
(y
n
) = 2q
[
n+1
2
]
  q
2
[
n+1
2
]
 n
:
ut
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Denition 3.11 Wir denieren
 :=

1
1 + u

q
n+1
;  :=

1
x
q
n
+ x
n
+ 1

q
n+1
;
und, für n=2  t < n,

t
:=

1
1 + u
t

q
n+1
:
Lemma 3.12 Sei T=K ein Funktionenkörper, und  
1
;  
2
seien disjunkte Teil-
mengen von P(T ). Sei weiter z 2 T mit
v
P
(z) > 0 ; für alle P 2  
1
;
v
P
(z) < 0 ; für alle P 2  
2
:
Wir bezeichnen z :=
1
1 + z
. Dann gilt
v
P
(z   1) > 0 ; für alle P 2  
1
;
v
P
(z) > 0 ; für alle P 2  
2
:
Beweis.
Für P 2  
1
hat man
v
P
(z   1) = v
P

 z
1 + z

> 0:
Ähnlich ist für P 2  
2
v
P
(z) =  v
P
(z) > 0:
ut
Korollar 3.13 Sei char(K) 6= 2. Man hat für die Elemente , 
t
(n=2  t < n)
und :
i)
v
Q
(   1)  q
n+1
; für alle Q 2 [
1i<n=2
S
(n)
i
;
v
Q
()  q
n+1
; für alle Q 2 [
n=2jn
S
(n)
j
;
v
P
(n)
0
() = 0;
ii) für n=2  t < n
v
Q
(
t
  1)  q
n+1
; für alle Q 2 S
(n)
t
;
v
Q
(
t
)  q
n+1
; für alle Q 2 S
(n)
n
 
S
(n)
t
[ S
(n)
n

;
v
Q
(
t
) = 0 ; für alle Q 2 S
(n)
n
;
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iii)
v
Q
(  1)  q
n+1
; für alle Q 2 S
(n)
n
[ fP
(n)
0
g;
v
Q
()  q
n+1
; für alle Q 2 [
n 1
i=1
S
(n)
i
:
Beweis.
Wegen Lemma 3.9 und Lemma 3.13 genügt es, die Aussage nur für  zu beweisen.
Wir haben
v
Q
(  1) = q
n+1
v
Q

x
q
n
+ x
n
x
q
n
+ x
n
+ 1

 q
n+1
; für alle Q 2 S
(n)
n
[ fP
(n)
0
g;
und
v
Q
() =  q
n+1
v
Q
(x
q
n
+ x
n
+ 1)  q
n+1
; für alle Q 2 [
n 1
i=1
S
(n)
i
:
ut
Lemma 3.14 Sei T=F
r
ein Funktionenkörper und  
i
, (1  i  m) seien dis-
junkte Teilmengen von P(T ). Sei z
i
2 T und r
i
2 Z, (1  i  m). Seien w
j
(1  j  m) Elemente in T mit den Eigenschaften
v
P
(w
j
  1) > r
j
  s ; für alle P 2  
j
;
v
P
(w
j
) > r
i
  s ; für alle P 2  
i
; i 6= j;
wobei s = min
i;j
fv
P
(z
i
) jP 2  
j
g. Wir bezeichnen z =  
m
X
j=1
w
j
z
j
. Dann ist
v
P
(z + z
i
) > r
i
; für alle P 2  
i
(1  i  m):
Beweis.
Sei P 2  
i
. Dann gilt
v
P
(z + z
i
) = v
P
 
 
m
X
j=1
w
j
z
j
+ z
i

= v
P

(z
i
  1) 
m
X
j 6=i
w
j
z
j

> r
i
:
ut
Nun können wir das in Theorem 3.7 erwähnte Element explizit beschreiben.
Satz 3.15 Das Element
w : =  x
n

 +
X
n=2t<n

t

 
1
x
n

 +
X
n=2t<n

t

 
  y
n

 + +
X
n=2t<n

t

+
X
n=2t<n

x
n
+
x
2
t
x
2t n


t
erfüllt die Bedingungen von Theorem 3.7.
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Beweis.
Wir schreiben das Element w in der Form
w =  (x
n
+ y
n
)  
 
1
x
n
+ y
n

 
X
n=2t<n

x
n
+
1
x
n
+ y
n
 
 
x
n
+
x
2
t
x
2t n



t
:
und prüfen die Bedingungen des Theorems 3.7.
Es folgt aus Lemma 3.10, 3.13 und 3.14
i)
v
Q
(w + x
n
+ y
n
)  q
n+1
  q
n
> q(q   1); für alle Q 2
[
1i<n=2
S
(n)
i
;
ii)
v
Q
(w +
1
x
n
+ x
n
+ y
n
 
x
2
t
x
2t n
)  q
n+1
  q
n
> 0; für alle Q 2
[
n=2j<n
S
(n)
j
:
Für Q 2 S
(n)
n
[ fP
(n)
0
g gilt
v
Q
 
w +
1
x
n
+ y
n

=
= v
Q

  (x
n
+ y
n
)   (
1
x
n
+ y
n
)(  1) 
X
n=2t<n
 
x
n
+
1
x
n
+ y
n
 
x
2
t
x
2t n


t



(
minf2q
[
n+1
2
]
  q
2
[
n+1
2
]
 n
;  q
n
+ q
n+1
g; falls Q = P
(n)
0
minfv
Q
(y
n
) + q
n+1
;  q
n
+ q
n+1
; v
Q
(y
n
)g; falls Q 2 S
(n)
n
)
> 0;
d.h. das Element w erfüllt die Bedingungen des Theorems 3.7.
ut
Nun betrachten wir den Fall charK = 2. Wie wir im Satz 3.15 gesehen haben,
erfüllt das Element
w : =  x
n

 +
X
n=2t<n

t

 
1
x
n

 +
X
n=2t<n

t

 
  y
n

 + +
X
n=2t<n

t

+
X
n=2t<n

x
n
+
x
2
t
x
2t n


t
die Bedingungen von Theorem 3.7, sobald wir die Elemente

, 
t
(n=2  t < n)
und  mit den Eigenschaften
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i)
v
Q
(

   1)  q
n+1
; für alle Q 2 [
1i<n=2
S
(n)
i
;
v
Q
(

)  q
n+1
; für alle Q 2 [
n=2jn
S
(n)
j
[ fP
(n)
0
g;
(3)
ii) für n=2  t < n
v
Q
( 
t
  1)  q
n+1
; für alle Q 2 S
(n)
t
;
v
Q
( 
t
)  q
n+1
; für alle Q 2 S
(n)
n S
(n)
t
;
(4)
iii)
v
Q
(  1)  q
n+1
; für alle Q 2 S
(n)
n
[ fP
(n)
0
g;
v
Q
()  q
n+1
; für alle Q 2 [
n 1
i=1
S
(n)
i
(5)
haben. Wir denieren sie wie folgt:
Denition 3.16 Für 1  l < n,  2 


bezeichnen wir
v
l; 
:= (x
l
  )

1
x
q
n
+ x
n
+ x
n

; w
l; 
:=
1
1 + v
q
n+1
l; 
und

 :=
X
1l<n=2
X
2


w
l; 
; 
t
:=
X
2


w
t; 
(n=2  t < n);
 :=  =
1
(x
q
n
+ x
n
+ 1)
q
n+1
:
Lemma 3.17 Die Elemente

, 
t
(n=2  t < n) und  erfüllen die Bedingungen
(3), (4), (5).
Um das zu beweisen, brauchen wir folgendes Lemma:
Lemma 3.18
1
x
q
n
+ x
n
=
X
2

1
x
n
  
:
Beweis.
Wir haben
X
2

1
x
n
  
=
f(x
n
)
x
q
n
+ x
n
;
für ein f(x
n
) 2 K[x
n
] mit deg f(x
n
) < q.
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Sei  2 
, dann gilt
1 +
X
2

 6=
x
n
  
x
n
  
=
f(x
n
)
Q
2

 6=
(x
n
  )
und folglich
f() =
Y
2

 6=
(  ):
Andererseits gilt
X
2

Y
2

 6=
(x
n
  ) =
 
Y
2

(x
n
  )
!
0
=
 
x
q
n
+ x
n

0
= 1:
Dies impliziert
Y
2

 6=
(  ) = f() = 1;
für alle  2 
. Da deg f(x
n
) < q und j
j = q, bekommen wir f(x
n
) = 1.
ut
Beweis des Lemmas 3.17.
Wir schreiben das Element v
t; 
in der Form
v
t; 
= (x
t
  )
 
X
2

1
x
n
  
+ x
n
!
:
Jetzt sieht man, daÿ
v
Q
(v
t; 
) > 0; für Q 2 S
(n)
t
mit x
t
(Q) = ;
v
Q
(v
t; 
) < 0; für Q 2 S
(n)
mit x
t
(Q) 6= :
Dann gilt für w
t; 
nach Lemma 3.12
v
Q
(w
t; 
  1)  q
n+1
; für Q 2 S
(n)
t
mit x
t
(Q) = ;
v
Q
(w
t; 
)  q
n+1
; für Q 2 S
(n)
mit x
t
(Q) 6= :
Für  gilt die Aussage nach Korollar 3.13.
ut
Nachdem wir eine Ganzheitsbasis für R
n
über R
n 1
berechnet haben, kann
man leicht eine Ganzheitsbasis für R
n
über R
0
erhalten, indem man Produkte von
Basiselementen bildet. Dazu benötigen wir das folgende Lemma, dessen Beweis
trivial ist.
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Lemma 3.19 Für 1  i  n sei (w
(i)
1
; : : : ; w
(i)
q
) eine Ganzheitsbasis von R
i
=R
i 1
.
Dann bilden die Elemente
n
Y
i=1
w
(i)
j
i
; 1  j
i
 q
eine Ganzheitsbasis von R
n
=R
0
.
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4 Ganzheitsbasis auÿerhalb P
0
und P
1
In diesem Abschnitt konstruieren wir eine Ganzheitsbasis für O
n
über O
0
. In
anderen Worten, wir nden eine Ganzheitsbasis in F
n
=F
0
für alle Stellen Q, die
weder ein Pol noch eine Nullstelle von x
0
sind.
Unsere Konstruktion basiert auf folgendem Satz ([Sti1, III.3.4]):
Lemma 4.1 Sei F=K ein Funktionenkörper, E=F sei eine endliche separable
Funktionenkörpererweiterung vom Grad n. Sei R ein ganzabgeschlossener Unter-
ring von F mit Quotientenkörper F . Ist (z
1
; : : : ; z
n
) eine Basis von E=F mit
z
i
2 ic
E
(R) und (z

1
; : : : ; z

n
) seine duale Basis, dann gilt:
n
X
i=1
Rz
i
 ic
E
(R) 
n
X
i=1
Rz

i
:
Lemma 4.2 Sei K ein Körper der Charakteristik p > 0, und L = K() mit

q
+  2 K und [L : K] = q = p
r
:
Dann ist (1; ; : : : ; 
q 1
) die duale Basis zur Basis (1 + 
q 1
; 
q 2
; : : : ; ; 1).
Beweis.
Das Minimalpolynom von  über K ist
'(T ) = T
q
+ T    2 K[T ]:
Da '() = 0, gilt
'(T ) = (T   )(T
q 1
+ T
q 2
+ : : :+ 
q 2
T + (1 + 
q 1
));
und nach [Sti1, III.5.10] ist (1 + 
q 1
; 
q 2
; : : : ; ; 1) die duale Basis zu Basis
(1; ; : : : ; 
q 1
). ut
Lemma 4.3 SeienM=L und L=K separable Körpererweiterungen von endlichem
Grad. Seien (
1
; : : : ; 
s
) bzw. (
1
; : : : ; 
t
) Basen von M=L bzw. L=K. Wir be-
zeichnen (

1
; : : : ; 

s
) bzw. (

1
; : : : ; 

t
) ihre duale Basen. Dann ist
f

i


j
j 1  i  s; 1  j  tg
die duale Basis von
f
i

j
j 1  i  s; 1  j  tg
in der Erweiterung M=K.
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Beweis.
Wir bezeichnen mit Tr
M=L
, Tr
L=K
und Tr
M=K
die Spurabbildungen bzgl. M=L,
L=K und M=K; dann haben wir für 1  i; k  s und 1  j; l  t
Tr
M=K
 
(
i

j
)(

k


l
)

= Tr
L=K
 
(
j


l
)Tr
M=L
(
i


k
)

=
Tr
L=K
 
(
j


l
)Æ
ik

= Æ
ik
Æ
jl
;
wobei Æ
ik
das Kronecker Symbol bezeichnet.
ut
Wir kommen nun zurück zu dem Funktionenkörperturm F = (F
0
; F
1
; F
2
; : : : )
aus x2.
Denition 4.4 Wir denieren
u
1;0
:= (x
q 1
0
+ 1)(x
q 1
1
+ 1)
u
1;1
:= (x
q 1
0
+ 1)x
q 2
1
.
.
.
u
1;q 2
:= (x
q 1
0
+ 1)x
1
u
1;q 1
:= (x
q 1
0
+ 1);
und, für 2  i  n,
u
i;0
:= x
q 1
i
+ 1
u
i;1
:= x
q 2
i
.
.
.
u
1;q 1
:= 1:
Sei
E
n
:= f = (
1
; : : : ; 
n
) j 0  
i
 q   1g:
Für  = (
1
; : : : ; 
n
) 2 E
n
setzen wir
u

:=
n
Y
i=1
u
i;
i
:
Lemma 4.5 Die Familie (u

j  2 E
n
) ist eine Basis von F
n
=F
0
. Ihre duale Basis
(u


j  2 E
n
) ist gegeben durch
u


=
1
x
q 1
0
+ 1
n
Y
i=1
x

i
i
:
Beweis.
Dies folgt oensichtlich aus Lemma 4.2 und 4.3. ut
Lemma 4.6 u

2 O
n
für alle  2 E
n
.
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Beweis.
Die Elemente u

lassen sich in der Form u

= (x
q 1
0
+1) f(x
1
; : : : ; x
n
) beschreiben,
mit Polynomen f(x
1
; : : : ; x
n
) 2 K[x
1
; : : : ; x
n
].
Sei Q 2 P(F
n
) mit Q \ F
0
6= P
0
; P
1
. Dann gilt:
i) Ist Q\F
0
keine Nullstelle von x
q 1
0
+1, dann ist Q kein Pol von x
1
; : : : ; x
n
(ein
Pol von x
j
muÿ entweder ein Pol von x
0
oder eine Nullstelle von x
q
0
+ x
0
sein).
Daraus folgt, daÿ f(x
1
; : : : ; x
n
) 2 O
Q
und daher u

2 O
Q
.
ii) Ist Q \ F
0
eine Nullstelle von x
0
   mit  2 


, dann ist v
Q
(x
q 1
0
+ 1) = q
n
und v
Q
(x
j
) =  q
n j
für 1  j  n. Es folgt
v
Q
(u

) = q
n
  (q   1  
1
)q
n 1
  (q   1  
2
)q
n 2
  : : :  (q   1  
n
) 
 q
n
  (q   1)(q
n 1
+ q
n 2
+ : : :+ 1) = 1;
d.h. u

2 O
Q
.
Wir bemerken, daÿ
O
n
=
\
Q2P(F
n
)
Q\F
0
6=P
0
;P
1
O
Q
(siehe [Sti1, III.2.6]). Das beweist das Lemma. ut
Lemma 4.7
O
n

X
2E
n
O
0
u


=
1
x
q 1
0
+ 1
X
2E
n
K[x
0
; x
 1
0
]
n
Y
i=1
x

i
i
:
Beweis. Nach Lemma 4.6 ist
X
2E
n
O
0
u

 O
n
:
Dann folgt die Behauptung des Lemmas aus Lemma 4.1.
ut
Im nächsten Theorem werden wir eine Ganzheitsbasis von O
n
über O
0
=
K[x
0
; x
 1
0
] ausrechnen.
Theorem 4.8
O
n
= O
0
+ (x
q 1
0
+ 1)
X
06=2E
n
O
0
n
Y
i=1
x

i
i
:
Beweis. Sei z 2 O
n
. Nach Lemma 4.7 gilt
z = x
 N
0
X
2E
n
f

(x
0
)
x
q 1
0
+ 1
n
Y
i=1
x

i
i
;
mit einem N 2 Z und Polynomen f

(x
0
) 2 K[x
0
].
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Sei Q 2 P(F
n
) mit v
Q
(x
q 1
0
+ 1) > 0. Dann gilt v
Q
(x
q 1
0
+ 1) = q
n
und
v
Q
(
n
Y
i=1
x

i
i
) =  
n
X
i=1

i
q
n i
:
Diese Werte sind paarweise inkongruent modulo q
n
.
Wegen v
Q
(z)  0 und v
Q
(x
 N
0
) = 0, folgt
v
Q

f
0
(x
0
)
x
q 1
0
+ 1

 0
und
v
Q

f

(x
0
)
x
q 1
0
+ 1

> 0
für alle  6= 0. Das impliziert (x
q 1
0
+1) j f
0
(x
0
) und (x
q 1
0
+1)
2
j f

(x
0
) für  6= 0.
Daraus folgt, daÿ
O
n
 O
0
+ (x
q 1
0
+ 1)
X
06=2E
n
O
0
n
Y
i=1
x

i
i
:
Die inverse Inklusion liefert uns das Lemma 4.6. ut
Korollar 4.9 Für alle P 6= P
0
; P
1
bilden die Elemente
w

:=
8
>
<
>
:
1; für  = 0
(x
q 1
0
+ 1)
Q
n
i=1
x

i
i
; für  = (
1
; : : : ; 
n
) 6= 0
eine Ganzheitsbasis an der Stelle P . Ihre duale Basis (w


j  2 E
n
) ist gegeben als
w


:=
8
>
<
>
:
(x
q 1
0
+ 1)
 1
u
0
; für  = 0
(x
q 1
0
+ 1)
 2
u

; für  6= 0:
Bemerkung 4.10 Für den Ring
Q
n
:=
[
r1
L(rP
(n)
1
)
gilt Q
n
 O
n
(siehe Abschnitt 2), d.h. jedes z 2 Q
n
kann geschrieben werden, als
z =
X
2E
n
g

(x
0
)w

mit g

(x
0
) 2 K[x
0
; x
 1
0
]. In anderen Worten,
g

(x
0
)x
a
0
2 K[x
0
] für ein a 2 N :
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Wir wollen den Exponenten a abschätzen.
Lemma 4.11 Sei Q 2 P(F
n
) eine Fortsetzung von P
0
. Dann gilt
v
Q
(u

)   (q
n 1
  1) für alle  2 E
n
:
Beweis.
Zuerst betrachten wir den Fall v
Q
(x
n
)  0. Dann v
Q
(x
i
) > 0, für alle 0  i  n 1,
und folglich v
Q
(u

)  0.
Sei nun Q 2 P(F
n
) mit v
Q
(x
n
) < 0. Da v
Q
(x
0
) > 0, existiert genau ein j
(1  j  n 1), sodaÿ Q eine Nullstelle von x
j
  mit 
q 1
+1 = 0 ist. Dann ist
v
Q
(x
i
) > 0 für 0  i < j, und v
Q
(x
j+i
)   q
n i 1
für 1  i  n  j. Das liefert
uns
v
Q
(u

)   (q   1)(q
n 2
+ q
n 3
+ : : :+ 1) =  (q
n 1
  1):
ut
Lemma 4.12 Jedes z 2 Q
n
kann in der Form
z = x
 (q
n 1
 1)
0

h
0
(x
0
) + (x
q 1
0
+ 1)
X
0 6=2E
n
h

(x
0
)
n
Y
i=1
x

i
i

dargestellt werden, mit Polynomen h

(x
0
) 2 K[x
0
].
Beweis.
Wir schreiben z 2 Q
n
als
z =
X
2E
n
g

(x
0
)w

;
mit g

(x
0
) 2 K[x
0
; x
 1
0
].
Sei Q 2 P(F
n
) eine Fortsetzung der Stelle P
0
,  2 E
n
. Dann gilt
v
Q
(w


) = v
Q
(u

); wegen Korollar 4.9:
Weiter ist
v
Q
(zw


) = v
Q
(zu

)  v
Q
(u

)   (q
n 1
  1);
und folglich gilt
v
Q
(zx
q
n 1
 1
0
w


)  0:
Das liefert uns
v
P
0
 
Tr
F
n
=F
0
(zx
q
n 1
 1
0
w


)

= v
P
0
 
x
q
n 1
 1
0
Tr
F
n
=F
0
(zw


)

= v
P
0
(x
q
n 1
 1
0
g

(x
0
))  0:
Da g

(x
0
) 2 K[x
0
; x
 1
0
], bekommen wir
x
q
n 1
 1
0
g

(x
0
) 2 K[x
0
]:
ut
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Bemerkung 4.13 Wir bezeichnen als c den Führer der Weierstraÿ-Halbgruppe
von P
(n)
1
und setzen s := c + q
n
. Ist eine Basis von L(sP
(n)
1
) mit paarweise
verschiedenen Polordnungen gegeben, dann ist es leicht zu sehen, wie man eine
Basis des Vektorraums L(rP
(n)
1
) für ein beliebiges r  0 konstruieren kann. Man
multipliziert mit entsprechender Potenz von x
0
.
Der Führer ist bekannt (siehe [Pel-Sti-Tor, 2.1]), er ist < q
n+1
. Also wird es
ausreichen, den K-Vektorraum L((q
n+1
+ q
n
  1)P
(n)
1
) zu konstruieren, um alle
Vektorräume L(rP
(n)
1
) explizit beschreiben zu können.
Theorem 4.14 Jedes z 2 L((q
n+1
+ q
n
  1)P
(n)
1
) kann in der Form
z = x
 (q
n 1
 1)
0

h
0
(x
0
) + (x
q 1
0
+ 1)
X
06=2E
n
h

(x
0
)
n
Y
i=1
x

i
i

geschrieben werden, wobei h

(x
0
) 2 K[x
0
] Polynome vom Grad
deg h

(x
0
) 
8
>
<
>
:
q
n 1
+ q   1; für  = 0
q
n 1
; für  6= 0
sind.
Beweis.
Sei z 2 L((q
n+1
+ q
n
  1)P
(n)
1
)  Q
n
. Nach Lemma 4.12 existieren Polynome
h

(x
0
) 2 K[x
0
], sodaÿ
z = x
 (q
n 1
 1)
0

h
0
(x
0
) + (x
q 1
0
+ 1)
X
06=2E
n
h

(x
0
)
n
Y
i=1
x

i
i

:
Für 0  i  n gilt v
P
(n)
1
(x
i
) =  q
n i
. Daher sind die Werte
v
P
(n)
1
(
n
Y
i=1
x

i
i
) =  
n
X
i=1

i
q
n i
:
paarweise inkongruent modulo q
n
. Dann folgt wegen
v
P
(n)
1
(z)   (q
n+1
+ q
n
  1);
daÿ
v
P
(n)
1
(x
 (q
n 1
 1)
0
h
0
(x
0
))   q
n+1
  q
n
+ 1
) (q
n 1
  1)q
n
  q
n
deg h
0
(x
0
)   q
n+1
  q
n
+ 1
) q
n 1
  1  deg h
0
(x
0
)   q
) deg h
0
(x
0
)  q
n 1
+ q   1:
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Ähnlich erhalten wir für  6= 0:
v
P
(n)
1

x
 (q
n 1
 1)
0
(x
q 1
0
+ 1)
X
06=2E
n
h

(x
0
)
n
Y
i=1
x

i
i

  (q
n+1
+ q
n
  1)
) (q
n 1
  1)q
n
  (q   1)q
n
  q
n
deg h

(x
0
) 
n
X
i=1

i
q
n i
  (q
n+1
+ q
n
  1)
) q
n 1
  q   deg h

(x
0
)   (q + 1) + q
 n
 
1 +
n
X
i=1

i
q
n i

) q
n 1
+ 1  deg h

(x
0
) + 1
) deg h

(x
0
)  q
n 1
:
ut
Bemerkung 4.15 Als nächstes für die Bestimmung einer Basis des Vektorraums
L(rP
(n)
1
) braucht man eine Basis des Durchschnitts
O
n
\R
n
=
[
r0
L(rP
(n)
1
)
über O
0
\ R
0
= K[x
0
]. Danach kann man die Elemente einer solchen Basis nach
steigender Polordnung bei P
(n)
1
sortieren und dadurch eine Basis von L(rP
(n)
1
)
erhalten.
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5 Ein anderer Funktionenkörperturm
In [Gar-Sti1] wurde ein anderer als der in xx 2 4 betrachtete Funktionenkörper-
turm über F
q
2
untersucht, und es wurde gezeigt, daÿ auch dieser die Drinfeld-
Vladut-Schranke erreicht. In diesem Abschnitt präsentieren wir einen neuen Be-
weis für diese Tatsache.
Der in [Gar-Sti1] untersuchte Turm E ist gegeben durch F = (F
1
; F
2
; F
3
; : : : )
mit
F
1
:= K(x
1
)
und für n > 1 ist
F
n+1
:= F
n
(z
n+1
);
wobei z
n+1
die Gleichung
z
q
n+1
+ z
n+1
= x
q+1
n
; mit x
n
:=
z
n
x
n 1
(6)
erfüllt. Wir setzen z
n+1
= x
n+1
x
n
in (6) und sehen, daÿ
x
q
n+1
+ x
n+1
1
x
q 1
n
= x
n
:
Wir denieren den Turm T = (T
1
; T
2
; T
3
; : : : ) durch
T
n
:= K(x
1
; : : : ; x
n
)
mit der Gleichung
x
q
i+1
+ x
i+1
1
x
q 1
i
= x
i
; für 1  i  n  1;
dann gilt also T
i
= F
i
.
Das Hauptresultat dieses Abschnitts ist:
Theorem 5.1 Der Funktionenkörperturm T erreicht die Drinfeld-Vladut-Schranke
über F
q
2
, d.h.
(T ) := lim
i!1
N(T
i
)
g(T
i
)
= q   1:
Zur Vorbereitung des Beweises wollen wir folgenden Satz vorausschicken, den
wir später noch mehrfach benutzen werden.
Satz 5.2 Sei der Funktionenkörper F = K(y; z) durch die Gleichung
z
q
+ z
1
y
q 1
= y (7)
deniert. Dann gilt:
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i) Die Erweiterung F=K(y) ist galoissch und
[F : K(y)] = [F : K(z)] = q:
ii) Die Funktion y hat einen einzigen Pol P
1
in F ; die Stelle P
1
ist vollver-
zweigt in F=K(y).
iii) Die Funktion z hat eine einzige Nullstelle Q
0
in F . Diese Stelle Q
0
ist
vollverzweigt in F=K(z).
iv) Die Stelle Q
0
\K(y) ist voll zerlegt in F=K(y). Sind Q
0
; R
1
; : : : ; R
q 1
die
sämtliche Erweiterungen von Q
0
\K(y) in F , dann sehen die Hauptdiviso-
ren der Funktionen y und z in F wie folgt aus:
(y) = Q
0
+R
1
+ : : :+R
q 1
  qP
1
;
(z) = qQ
0
  R
1
  : : : R
q 1
  P
1
:
(8)
v) Die Stelle P
1
ist die einzige Stelle in F , die über K(y) verzweigt ist. Ihr
Dierentenexponent in der Erweiterung F=K(y) ist
d(P
1
) = q
2
+ q   2:
vi) Die Stelle Q
0
ist die einzige Stelle in F , die über K(z) verzweigt ist. Ihr
Dierentenexponent in F=K(z) ist gleich
d(Q
0
) = q
2
+ q   2:
Beweis.
Das Polynom
'(T ) = T
q
+ T
1
y
q 1
  y 2 K(y)[T ]
ist irreduzibel über K(y); daher ist '(T ) das Minimalpolynom von z in der Er-
weiterung F=K(y), und der Pol von y ist vollverzweigt in F=K(y), siehe [Sti1,
III.1.14]. Insbesondere ist [F : K(y)] = q.
Die Nullstellen des Polynoms
'(T ) =
1
y
q
 
(yT )
q
+ (yT )  y
q+1

sind von der Form (z +

y
), wobei  2 
. Sie sind alle verschieden und liegen im
Körper F . Das bedeutet, daÿ die Erweiterung F=K(y) galoissch ist.
Das Element y hat folgendes Minimalpolynom in F=K(z):
 (T ) = T
q
  T
q 1
z
q
  z:
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Wir wenden den Satz [Sti1, III.1.14] wieder an und nden, daÿ z eine einzige
Nullstelle Q
0
in F besitzt. Diese ist in F=K(z) vollverzweigt. Damit sind die
Aussagen i), ii) und iii) bewiesen.
Nun beweisen wir die Aussage iv). Wir setzen u := zy. Die Gleichung (7) ist
dann äquivalent zu
u
q
+ u = y
q+1
; (9)
und es gilt
qv
P
1
(u) = v
P
1
(u
q
+ u) = (q + 1)v
P
1
(y):
Daraus folgt
v
P
1
(y) =  q; v
P
1
(u) =  (q + 1)
und schlieÿlich v
P
1
(z) =  1.
Ähnlicherweise bekommen wir aus (7) mit Hilfe der Dreiecksungleichung
v
Q
0
(y) = v
Q
0
(z
q
  y) = v
Q
0

z
1
y
q 1

= v
Q
0
(z)  (q   1)v
Q
0
(y);
denn v
Q
0
(z) = q und v
Q
0
(y)  q. Also ist v
Q
0
(z) = qv
Q
0
(y) und folglich v
Q
0
(y) =
1. Das bedeutet, daÿ die Stelle Q
0
unverzweigt in F=K(y) ist.
Da Q
0
vollverzweigt in F=K(z) ist, gilt deg (Q
0
) = 1. Wir benutzen die Tat-
sache, daÿ die Erweiterung F=K(y) galoissch ist. In diesem Fall gilt
q = [F : K(y)] = e(Q
0
)f(Q
0
)r = r
(siehe [Sti1, III.7.2]), wobei r die Anzahl der Erweiterungen von Q
0
\K(y) in F
ist. Also ist die Stelle Q
0
\K(y) voll zerlegt in F=K(y) und der Hauptdivisor des
Elements y ist gleich
(y) = Q
0
+R
1
+ : : :+R
q 1
  qP
1
:
Zu iv) bleibt es nur noch zu zeigen, daÿ v
R
i
(z) =  1, für 1  i  n   1. Da
Q
0
die einzige Nullstelle von z in F ist, gilt v
R
i
(z)  0 und
v
R
i
(z
q
  y) = q v
R
i
(z):
Schlieÿlich bekommt man aus (7)
q v
R
i
(z) = v
R
i
(z
q
  y) = v
R
i
(z)  (q   1)v
R
i
(y)
und
v
R
i
(z) =  v
R
i
(y) =  1:
Zu v). Sei P 2 P(F )nfP
1
; Q
0
; R
1
; : : : ; R
q 1
g. Wir zeigen, daÿ die Stelle P
unverzweigt in F=K(y) ist. In der Tat:
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das Minimalpolynom '(T ) von z über K(y) hat Koezienten in O
P
, dann folgt
nach [Sti1, III.5.10]
0  d(P )  v
P
('
0
(z)) = v
P

1
y
q 1

= 0:
Nach dem Dedekind'schen Dierentensatz (siehe [Sti1, III.5.1]) ist P unverzweigt
in der Erweiterung F=K(y).
Nun berechnen wir den Dierentenexponenten der Stelle P
1
in F=K(y). Das
Element t := 1=z ist ein lokaler Parameter von P
1
. Sein Minimalpolynom ist
gleich
(T ) = T
q
  T
q 1
1
y
q
 
1
y
:
Wir wenden den Satz [Sti1, III.5.12] an und erhalten
d(P
1
) = v
P
1
 

0
(
1
z
)

= v
P
1

1
z
q 2

1
y
q

= q
2
+ q   2:
Der Beweis von vi) geht ähnlich. Das Element y ist ein lokaler Parameter von
Q
0
und sein Minimalpolynom über K(z) ist  (T ). Dann gilt wieder nach dem
Satz [Sti1, III.5.12]
d(Q
0
) = v
Q
0
( 
0
(y)) = v
Q
0
(z
q
y
q 2
) = q
2
+ q   2:
ut
Der Turm T = (T
1
; : : : ; T
n
) hat folgende Eigenschaften:
Satz 5.3
i) [T
n
: K(x
i
)] = q
n 1
, für alle 1  i  n.
ii) Sei P 2 P(T
n
) ein Pol von x
1
in T
n
. Dann ist P auch ein Pol der Funktionen
x
2
; x
3
; : : : ; x
n
. Die Stelle P ist vollverzweigt in T
n
=T
1
und unverzweigt in
T
n
=K(x
n
). Der Dierentenexponent d(P ) von P bezüglich der Erweiterung
T
n
=T
n 1
ist gegeben durch
d(P ) = q
2
+ q   2:
iii) Ist R 2 P(T
n
) eine Stelle, die weder ein Pol noch eine Nullstelle von x
1
ist,
dann ist R unverzweigt in T
n
=T
1
.
Beweis.
Sei P 2 P(T
n
) ein Pol von x
1
. Die Einschränkung von P auf T
1
ist vollverzweigt
in T
2
=T
1
und nach dem Satz 5.2 ein einfacher Pol von x
2
. Das Element x
2
hat
ein einzigen Pol in K(x
2
; x
3
). Er ist vollverzweigt in K(x
2
; x
3
)=K(x
2
) und ist ein
einfacher Pol von x
3
. Per Induktion bekommt man dann heraus, daÿ P ein gemein-
samer Pol von x
2
; : : : ; x
n
ist und die Verzweigungsindizes der Einschränkungen
von P in den Erweiterungen K(x
i
; x
i+1
)=K(x
i
) (bzw. K(x
i
; x
i+1
)=K(x
i+1
)) wie
in Abbildung 3 gegeben sind.
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F
q
2
(x
1
) F
q
2
(x
2
) F
q
2
(x
n 1
) F
q
2
(x
n
)
T
2
T
3
p pp
  
q
1
q q
1 1 1 1
q q
Abbildung 3:
Die folgenden Aussagen ergeben sich aus Satz 5.2 und der obigen Abbildung:
i) P ist vollverzweigt in T
n
=T
1
mit dem Verzweigungsindex q
n 1
.
ii) [T
n
: K(x
i
)] = q
n 1
für alle 1  i  n.
iii) P ist unverzweigt in T
n
=K(x
n
).
iv) Der Dierentenexponent von P in der Erweiterung T
n
=T
n 1
ist
d(P ) = q
2
+ q   2:
Sei jetzt R 2 P(T
n
), und R sei weder ein Pol noch eine Nullstelle von x
1
.
Per Induktion kann man leicht mit Hilfe von Satz 5.2 sehen, daÿ R auch we-
der ein Pol noch eine Nullstelle von x
i
für alle 1  i  n   1 ist. Nun zeigt
der Satz 5.2,daÿ R unverzweigt in allen Einschränkungen K(x
i
; x
i+1
)=K(x
i
) und
K(x
i
; x
i+1
)=K(x
i+1
) ist. Folglich istR unverzweigt in den Erweiterungen T
n
=K(x
i
)
für alle 1  i  n  1.
ut
Nach obigem Satz bleibt noch das Verhalten der Nullstellen des Elementes
x
1
in der Erweiterung T
n
=T
n 1
zu untersuchen, um den Grad der Dierente
Di(T
n
=T
1
) bestimmen zu können.
Nach dem Satz 5.2 bekommen wir folgende Möglichkeiten für eine Nullstelle
Q 2 P(T
n
) von x
1
:
a) Q ist eine gemeinsame Nullstelle von x
1
; x
2
; : : : ; x
n
.
b) Es existiert ein t, 1  t  n mit
i) Q ist eine gemeinsame Nullstelle von x
1
; : : : ; x
t
,
34 5 EIN ANDERER FUNKTIONENKÖRPERTURM
ii) Q ist gemeinsamer Pol von x
t+1
; : : : ; x
n
.
(Wir bemerken, daÿ die Bedingung: Q ist Nullstelle von x
t
und Pol von x
t+1
beide i) und ii) impliziert.)
Im Fall a) hat die Einschränkung von Q in K(x
i
; x
i+1
) über K(x
i
) (bzw.
K(x
i+1
)) die folgenden Verzweigungsindizes:
F
q
2 (x
1
) F
q
2 (x
2
) F
q
2 (x
3
)
  
F
q
2 (x
n 1
) F
q
2 (x
n
)
p p p
1 1 1
q q q q
1
Abbildung 4:
Es folgt dann, daÿ Q unverzweigt in T
n
=T
1
ist. Auÿerdem ist Q vollverzweigt
in der Erweiterung T
n
=K(x
n
), und Q ist die einzige gemeinsame Nullstelle von
x
1
; : : : ; x
n
.
Im Fall b) sehen die Verzweigungsindizes der Einschränkung von Q in den
Körpern K(x
i
; x
i+1
; x
i+2
) folgenderweise aus:
K(x
t 2
) K(x
t 1
) K(x
t
) K(x
t+1
) K(x
t+2
) K(x
t+3
)
p p p p
p p p p p
1 1 1
q q
111
qq
1 1
q q
11
qq
Abbildung 5:
Leider ist es unmöglich, die Verzweigungsindizes von Q in der Erweiterungen
T
n
=K(x
i
) aus diesem Bild für alle i zu bestimmen. Was ist insbesondere der
Verzweigungsindex der Einschränkung von Q in
K(x
t 1
; x
t
; x
t+1
; x
t+2
)=K(x
t 1
; x
t
; x
t+1
)?
Satz 5.4 Für 1  k  t   1 denieren wir E
k
:= K(x
t k
; : : : ; x
t+k
) und H
k
:=
E
k
(x
t+k+1
). Ist Q 2 P(H
k
) sowohl eine Nullstelle von x
t
, als auch ein Pol von
x
t+1
, dann ist die Stelle Q unverzweigt in H
k
=E
k
.
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K(x
t 2
) K(x
t 1
) K(x
t
) K(x
t+1
) K(x
t+2
) K(x
t+3
)
p
p
p
p
p
p
p
p
p
K(x
t 1
; x
t
) K(x
t
; x
t+1
)
E
1
E
2
H
1
H
2
1
1
1
1
1
1
i
i
1
1
1
1
1
q
q
q
q
q
q
q
q
1
1
1
1
1
q
q
q
q
11
Abbildung 6:
Beweis.
Die eingekreiste 1
i
in der Abbildung 6 ist das Ziel unseres Beweises. Die anderen
Verzweigungsindizes von Q erhält man daraus unmittelbar.
Für 1  t  n  1, bezeichnen wir u
t+1
:= x
t+1
x
t
. Dann gilt für jedes z 2 E
k
H
k
= E
k
(u
t+k+1
  z):
Das Minimalpolynom des Elementes u
t+k+1
  z über E
k
ist
'(T ) = T
q
+ T   (x
q+1
t+k
  (z
q
+ z)):
Wegen v
Q
('
0
(u
t+k+1
  z)) = v
Q
(1) = 0, bleibt es nur zu zeigen, daÿ ein z 2 E
k
mit
v
Q
((u
t+k+1
  z)
q
+ (u
t+k+1
  z)) = v
Q
(x
q+1
t+k
  (z
q
+ z))  0
existiert, siehe [Sti1, III.5.10].
Für x
t
und u
t+1
haben wir v
Q
(u
t+1
) = 0 und v
Q
(x
t
) > 0. Dann folgt aus der
Gleichung
Y
2

(u
t+1
  ) = u
q
t+1
+ u
t+1
= x
q+1
t
;
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daÿ ein  2 


mit v
Q
(u
t+1
  ) > 0 existiert.
Wir beweisen durch Induktion über k die folgende Aussage:

u
t+k+1
 

q+1
u
t+1 k

q
+

u
t+k+1
 

q+1
u
t+1 k

= O(1):
Daraus folgt dann insbesondere, daÿ u
t+k+1
 

q+1
u
t+1 k
= O(1).
Für k = 1 hat man H
1
= E
1
(u
t+2
), und es gilt an der Stelle Q:
(u
t+1
  )
q
+ (u
t+1
  ) = u
q
t+1
+ u
t+1
= x
q+1
t
=
u
q+1
t
x
q+1
t 1
=
=
u
q
t
u
q 1
t
+ 1
= u
q
t
(1  u
q 1
t
+O(u
q
t
)):
Weiter ist
u
t+1
   = u
q
t
(1  u
q 1
t
+O(u
q
t
))  (u
t+1
  )
q
=
= u
q
t
(1  u
q 1
t
+O(u
q
t
));
und folglich
1
u
t+1
  
= u
 q
t
(1 + u
q 1
t
+O(u
q
t
)) = u
 q
t
+ u
 1
t
+O(1): (10)
Andererseits gilt an der Stelle Q:
u
q
t+2
+ u
t+2
=
(u
t+1
  )
q
+ 
q
u
q 1
t+1
+ 1
=

q
u
q 1
t+1
  1
+O(1): (11)
Wir schreiben u
q 1
t+1
+1 = (u
t+1
 )h(u
t+1
), wobei h(u
t+1
) ein Polynom vom Grad
q   2 ist. Dierenzierung dieser Gleichung ergibt:
 u
q 2
t+1
= h(u
t+1
) + (u
t+1
  )h
0
(u
t+1
);
und folglich ist h() =  
q 2
. Da
1  h() = 1  ( 
q 2
) = 1 + 
q 1
= 0;
bekommen wir:

q
u
q 1
t+1
+ 1
=

q
(1  h(u
t+1
))
u
q 1
t+1
+ 1
+

q+1
u
t+1
  
=

q+1
u
t+1
  
+O(1): (12)
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Endlich liefern (10), (11) und (12) (da (
q+1
)
q
= 
q+1
) das Ergebnis:
u
q
t+2
+ u
t+2
=

q
u
q 1
t+1
+ 1
+O(1) =

q+1
u
t+1
  
+O(1) =
=


q+1
u
t

q
+

q+1
u
t
+O(1):
Sei nun k  2, so haben wir an der Stelle Q:
u
q
t+k+1
+ u
t+k+1
= x
q+1
t+k
=
u
q
t+k
u
q 1
t+k
+ 1
=
u
t+k
1 + (u
 1
t+k
)
q 1
=
= u
t+k
(1  (u
 1
t+k
)
q 1
+O(u
 q
t+k
)):
Da v
Q
(u
t+k
) = v
Q
(x
t+k
x
t+k 1
) < 0, ist Q eine Nullstelle des Elementes u
 1
t+k
.
Dann gilt:
u
q
t+k+1
+ u
t+k+1
= u
t+k
+O(1): (13)
Andererseits hat man an dieser Stelle:
u
q
t+2 k
+ u
t+2 k
=
u
q
t+1 k
u
q 1
t+1 k
+ 1
= u
q
t+1 k
(1  u
q 1
t+1 k
+O(u
q
t+1 k
)):
Da v
Q
(u
t+1 k
) > 0 ist, gilt
u
t+2 k
= u
q
t+1 k
(1  u
q 1
t+1 k
+O(u
q
t+1 k
))
und
u
 1
t+2 k
= u
 q
t+1 k
(1 + u
q 1
t+1 k
+O(u
q
t+1 k
)) = u
 q
t+1 k
+ u
 1
t+1 k
+O(1): (14)
Nach Induktionsannahme ist
u
t+k
=

q+1
u
t+2 k
+O(1); (15)
dann liefern (13), (14) und (15)
u
q
t+k+1
+ u
t+k+1
= u
t+k
+O(1) =

q+1
u
t+2 k
+O(1) =
=


q+1
u
t+1 k

q
+

q+1
u
t+1 k
+O(1):
Das beendet den Beweis des Satzes.
ut
Der nächste Satz ist eine direkte Folgerung von Abbildung 6,Satz 5.3 und
[Gar-Sti2, 1.2].
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Satz 5.5 Sei 1  t < n und Q 2 P(T
n
) eine Stelle in T
n
mit folgenden Eigen-
schaften:
- Q ist gemeinsame Nullstelle von x
1
; : : : ; x
t
;
- Q ist gemeinsamer Pol von x
t+1
; : : : ; x
n
.
Dann gilt:
i) Ist n  2t, dann ist Q unverzweigt in der Erweiterung T
n
=T
n 1
.
ii) Für 2t < n ist Q ist vollverzweigt in T
n
=T
2t
, und für 2t  s  n ist Q
unverzweigt in T
n
=K(x
s
).
iii) Ist 2t < n, dann ist der Dierentenexponent d(Q) von Q in der Erweiterung
T
n
=T
n 1
gleich
d(Q) = q
2
+ q   2:
Satz 5.6 Für 1  t <
n
2
, denieren wir die Menge
X
t
:= fQ 2 P(T
n
)jQ ist sowohl eine Nullstelle vonx
t
als auch ein Pol von x
t+1
g
und den Divisor
A
t
:=
X
Q2X
t
Q;
dann gilt
deg A
t
= (q   1)q
t 1
:
Beweis.
Nach dem Satz 5.2 sind die Hauptdivisoren von x
t
und x
t+1
in K(x
t
; x
t+1
) als
(x
t
) = Q
t
+R
(1)
t
+ : : :+ R
(q 1)
t
  qP
t
;
(x
t+1
) = qQ
t
  R
(1)
t
  : : : R
(q 1)
t
  P
t
gegeben. Dann existiert für jede Stelle Q aus X
t
ein 1  i  q   1 so, daÿ
Q \K(x
t
; x
t+1
) = R
(i)
t
:
Aus Satz 5.4 und Abbildung 5 kann man sehen, daÿ der Verzweigungsindex der
Einschränkung von Q in der Erweiterung T
2t
=K(x
t
; x
t+1
) gleich q
t 1
ist. Da die
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Stelle Q vollverzweigt in T
n
=T
2t
ist (siehe Satz 5.5), ist deg Q = deg (Q \ T
2t
).
Also gilt:
deg A
t
=
P
q 1
i=1
deg Con
T
2t
=K(x
t
;x
t+1
)
(R
(i)
t
)
q
t 1
=
=
P
q 1
i=1
[T
2t
: K(x
t
; x
t+1
)]deg (R
(i)
t
)
q
t 1
=
=
(q   1)q
2t 2
q
t 1
= (q   1)q
t 1
:
ut
Lemma 5.7 Für n  2 ist der Grad der Dierente Di(T
n
=T
n 1
) der Erweite-
rung T
n
=T
n 1
gleich
deg Di(T
n
=T
n 1
) = (q
2
+ q   2)q
[
n 1
2
]
:
Beweis.
Wir bekommen aus Satz 5.4 i), ii), Satz 5.5 und Satz 5.6:
deg Di(T
n
=T
n 1
) = (q
2
+ q   2) +
[
n 1
2
]
X
t=1
(q   1)q
t 1
(q
2
+ q   2)
= (q
2
+ q   2)(1 + (q
[
n 1
2
]
  1)) = (q
2
+ q   2)q
[
n 1
2
]
:
ut
Jetzt betrachten wir Stellen vom Grad 1 im Funktionenkörper T
n
=K.
Lemma 5.8 Für  2 K bezeichnen wir mit R

2 P(T
1
) die Nullstelle von x
1
 
in T
1
. Sei S := fR

2 P(T
1
) j 2 K

g. Dann ist jede Stelle R 2 S voll zerlegt in
allen Erweiterungen T
n
=T
1
.
Beweis.
Sei R 2 S. Wir beweisen die folgende Aussagen durch Induktion über n.
i) R ist voll zerlegt in T
n
=T
1
.
ii) Für jede Stelle R
0
2 P(T
n
), die über R liegt, gibt es ein  2 K

so, daÿ R
0
eine Nullstelle von x
n
   ist.
Für n = 1 sind die Behauptungen trivial.
Wir nehmen an, daÿ sie für n gelten. Sei R
0
2 P(T
n
) eine Stelle, die über
R 2 S liegt, d.h. es existiert ein  2 K

so, daÿ R
0
eine Nullstelle von x
n
 
 ist. Weiter gilt T
n+1
= T
n
(x
n+1
), wobei x
n+1
eine Nullstelle des irreduziblen
separablen Polynoms
'(T ) = T
q
+ T 
1
x
q 1
n
  x
n
2 O
R
0
[T ]
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ist. Das Restklassenpolynom von '(T ) ist gleich
'(T ) = T
q
+ T
1

q 1
   =
1

q
 
(T)
q
+ (T)  
q+1

=
=
1

q

Y
2Tr
 1
K=F
q
(
q+1
)
(T  ):
Dann behauptet das Kummer'sche Theorem (siehe [Sti1, III.3.7]), daÿ R
0
voll
zerlegt in der Erweiterung T
n
=T
n 1
ist und es für jede Stelle R
00
2 P(T
n+1
), die
über R
0
liegt, ein  2 K

gibt so, daÿ R
00
Nullstelle von x
n+1
   ist.
ut
Wir können nun den Beweis von 5.1 führen.
Beweis.
Wir betrachten den Unterturm T
0
= (T
0
1
; T
0
2
; T
0
3
; : : : ) von T , wo T
0
n
:= T
2n 1
für
alle n  1. Nach [Gar-Sti2, 2.4] gilt (T ) = (T
0
). Wegen der Drinfeld-Vladut-
Schranke ist (T
0
)  q   1, und es genügt zu zeigen, daÿ
(T
0
)  q   1:
Wir wenden den Satz [Gar-Sti2, 2.7] auf den Turm T
0
an. Dann gilt mit den
Bezeichnungen D
n+1
:= degDi(T
n+1
=T
n
) und D
0
n+1
:= degDi(T
0
n+1
=T
0
n
):
D
0
n+1
= degDi(T
2n+1
=T
2n 1
) = D
2n+1
+ [T
2n+1
: T
2n
]D
2n
=
= (q
2
+ q   2)q
n
+ q(q
2
+ q   2)q
n 1
= 2(q
2
+ q   2)q
n
= qD
0
n
:
Also sind die Voraussetzungen des Satzes [Gar-Sti2, 2.7] mit " = q
 1
erfüllt, und
wir erhalten
(T
0
) 
2(1  q
 1
)q
2
(q
2
  1)
2(q
2
+ q   2)q + (1  q
 1
)q
2
( 2)
=
(q   1)(q
2
  1)
q
2
+ q   2  q + 1
= q   1:
ut
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6 Automorphismen
Wie wir in x2 gesehen haben, ist der durch die Gleichung
y
q
+ y =
x
q
x
q 1
+ 1
(16)
denierte Funktionenkörper F = K(x; y) (wobei q eine Potenz der Charakteri-
stik von K ist) von besonderem Interesse. In diesem Abschnitt wollen wir die
Automorphismengruppe von F=K bestimmen.
Sei

K ein algebraischer Abschluÿ des Körpers K und

F=

K die Konstanten-
körpererweiterung von F=K mit

K. Wir setzen voraus, daÿ das Geschlecht g  2
ist. Dann ist die Automorphismengruppe G von

F=

K endlich. In unserem Fall
bedeutet das, daÿ
g = (q   1)
2
 2
ist, d.h. q  3 (siehe [Gar-Sti2, 3.8]).
Zuerst bestimmen wir die Gruppe G(P
1
) aller Automorphismen von

F=

K,
welche P
1
, den Pol von x in

F , fest lassen. Dazu brauchen wir folgendes Lemma:
Lemma 6.1 Die Elemente 1; x; : : : ; x
q 1
; y(x
q 1
+1) bilden eine Basis des Vek-
torraums L((q
2
  q + 1)P
1
).
Beweis.
Es wurde in [Pel-Sti-Tor, 3.2] gezeigt, daÿ für alle c  q
2
  q gilt:
dim(c P
1
) = c+ 1  g:
Wir setzen c = q
2
  q+1 ein und bekommen für die Dimension des Vektorraums
L((q
2
  q + 1)P
1
)
dim((q
2
  q + 1)P
1
) = q
2
  q + 1 + 1  (q   1)
2
= q + 1:
Nach [Gar-Sti2, 3.2] haben die Hauptdivisoren in

F der Elemente x , y 
(;  2 
 ) folgende Gestalt:
(x) =
X
2

Q

  qP
1
;
(x  ) = qP

  qP
1
; für  2 


(y   ) = qQ

  P
1
 
X
2


P

; für  2 
:
Wir zeigen, daÿ die Elemente 1; x; : : : ; x
q 1
; y(x
q 1
+ 1) linear unabhängig sind
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und alle in L((q
2
  q + 1)P
1
) liegen. In der Tat:
(x
i
) = i
X
2

Q

  iqP
1
  (q
2
  q + 1)P
1
; für 0  i  q   1;
 
y(x
q 1
+ 1)

= qQ
0
  P
1
 
X
2


P

+ q
X
2


P

  (q
2
  q)P
1
=
= qQ
0
+ (q   1)
X
2


P

  (q
2
  q + 1)P
1
:
Da diese Elemente verschiedene Polordnungen in P
1
haben, sind sie linear un-
abhängig. ut
Satz 6.2 Die Kardinalität von G(P
1
) ist
j G(P
1
) j= q(q   1):
Auÿerdem hat jedes  2 G(P
1
) die Gestalt:
(x) = ax;
(y) = ax+ b; wobei a 2 F

q
; b 2 
:
Beweis.
Sei  2 G(P
1
). Da  die Stelle P
1
fest läÿt, ist
(L((q
2
  q + 1)P
1
)) = L((q
2
  q + 1)P
1
):
Wir bemerken, daÿ jedes Element der Folge 1; x; : : : ; x
q 1
; y(x
q 1
+ 1) eine echt
kleinere Polordnung als das folgende hat. Deshalb bekommt man:
(x) = cx + d;
(y(x
q 1
+ 1)) = ay(x
q 1
+ 1) + P (x);
wobei a; c; d 2

K; a 6= 0; c 6= 0 und P (x) 2

K[x] mit deg P (x)  q   1. Daraus
folgt
(y) =
ay(x
q 1
+ 1) + P (x)
(cx + d)
q 1
+ 1
: (17)
Nun setzen wir die Ausdrücke für (x) und (y) in die Gleichung (16) ein.
a
q
y
q
(x
q 1
+ 1)
q
+ P (x)
q
((cx+ d)
q 1
+ 1)
q
+
ay(x
q 1
+ 1) + P (x)
(cx + d)
q 1
+ 1
=
(cx+ d)
q
(cx + d)
q 1
+ 1
,
y
q
a
q
(x
q 1
+ 1)
q
((cx + d)
q 1
+ 1)
q
+ y
a(x
q 1
+ 1)
(cx+ d)
q 1
+ 1
=
(cx+ d)
q
(cx + d)
q 1
+ 1
 
 

P (x)
(cx + d)
q 1
+ 1

q
 

P (x)
(cx+ d)
q 1
+ 1

,
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y
q
+ y
 
(cx+ d)
q 1
+ 1

q 1
a
q 1
(x
q 1
+ 1)
q 1
=
 
(cx+ d)
q 1
+ 1

q
a
q
(x
q 1
+ 1)
q
 (18)


(cx+ d)
q
(cx + d)
q 1
+ 1
 

P (x)
(cx + d)
q 1
+ 1

q
 

P (x)
(cx + d)
q 1
+ 1

:
Jetzt liefert uns der Koezientenvergleich von (16) und (18):
 
(cx + d)
q 1
+ 1

q 1
= a
q 1
(x
q 1
+ 1)
q 1
, (19)
 
(cx)
q 1
+
 
q 1
q 2

(cx)
q 2
d+ : : :+
 
q 1
1

(cx)d
q 2
+ d
q 1
+ 1

q 1
=
= a
q 1
(x
q 1
+ 1)
q 1
:
Wieder bekommen wir nach Koezientenvergleich bei x
0
und x
1
:
x
0
: (d
q 1
+ 1)
q 1
= a
q 1
;
x
1
:
 
q 1
1

cd
q 2
(d
q 1
+ 1)
q 2
= 0:
Da a 6= 0, c 6= 0, ist d = 0 und (19) kann als
(c
q 1
x
q 1
+ 1)
q 1
= a
q 1
(x
q 1
+ 1)
q 1
geschrieben werden. Daraus folgt a
q 1
= c
q 1
= 1, was insbesondere bedeutet,
daÿ a; c 2 F

q
, und die Gleichung (18) vereinfacht sich zu der Form:
y
q
+ y =
c
a

x
q
x
q 1
+ 1
 
1
a


P (x)
x
q 1
+ 1

q
+

P (x)
x
q 1
+ 1

:
Dann folgt durch Vergleich mit (16):
a = c und P (x) = b(x
q 1
+ 1); mit b 2 
:
Zusammen mit (17) erhält man schlieÿlich:
(x) = ax;
(y) =
ay(x
q 1
+ 1) + b(x
q 1
+ 1)
a
q 1
x
q 1
+ 1
= ax + b:
ut
Nachdem wir die Gruppe G(P
1
) berechnet haben, können wir die ganze Au-
tomorphismengruppe von

F=

K bestimmen. Wir gehen folgenderweise vor:
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Zuerst zeigen wir, daÿ die Stelle P
1
nur auf endlich viele Stellen von

F mit
Hilfe eines Automorphismus  2 G = Aut (

F=

K) abgebildet werden kann. Das
impliziert, daÿ der Index (G : G(P
1
)) endlich ist. Schlieÿlich werden wir für jede
Restklasse einen Vertreter genau beschreiben.
Die Stellen von

F=

K, die von P
1
und den Nullstellen von x    ( 2 
) in

F verschieden sind, sind die Stellen P
a;b
:
x  ! a; y  ! b:
Dabei durchläuft a alle Elemente von

Kn
 und b durchläuft bei festem a alle
Nullstellen von
b
q
+ b =
a
q
a
q 1
+ 1
:
Das Element x  a ist ein Primelement von P
a;b
, und y  b hat P
a;b
als Nullstelle.
Wir untersuchen nun die Polzahlverteilung der Stellen P
a;b
. Wir betrachten
folgenden kanonischen Divisor
W = (dx) =  2(x)
1
+Di(

F=

K(x)):
Mit Hilfe von [Gar-Sti2, 3.2] bekommen wir
W =  2qP
1
+ 2(q   1)
X
2


P

+ 2(q   1)P
1
=  2P
1
+ 2(q   1)
X
2


P

:
Lemma 6.3 Die Zahl k ist genau dann eine Fehlzahl von P
a;b
, wenn es ein Ele-
ment z 2 L(W ) gibt mit v
P
a;b
(z) = k   1.
Beweis.
k ist eine Fehlzahl von P
a;b
genau dann, wenn
L((k   1)P
a;b
) = L(k P
a;b
):
Dies ist nach Riemann-Rochschen Satz gleichbedeutend mit
L(W   (k   1)P
a;b
) ( L(W   k P
a;b
):
Weil P
a;b
nicht in W auftritt, ist das gerade die Behauptung des Lemmas. ut
Lemma 6.4 Sei a 2

Kn
, b 2

K eine Nullstelle des Polynoms T
q
+T  
a
q
a
q 1
+1
.
Dann ist
B
a; b
:=
n
x
q i 2
(x  a)
i
(y   b)
j
x
q 1
+ 1


0  i; j  q   2
o
eine Basis des Vektorraums L(W ).
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Beweis.
Zuerst bestimmen wir die Hauptdivisoren der Funktionen x   a und y   b. Aus
[Gar-Sti2, 3.2] sehen wir, daÿ
(x  a) =
X
c
q
+c=
a
q
a
q 1
+1
P
a;c
  qP
1
und
(y   b) = P
a;b
+ A
a;b
  P
1
 
X
2


P

;
wobei A
a;b
 0 ein Divisor mit deg A
a;b
= q und v
P

(A
a;b
) = 0.
Wir zeigen jetzt, daÿ v
P
a;b
(A
a;b
) = 0. Es gilt
(y   b)
q
+ (y   b) =
x
q
x
q 1
+ 1
 
a
q
a
q 1
+ 1
=
=
1
x
q 1
+ 1

x
q
 
a
q
a
q 1
+ 1
x
q 1
 
a
q
a
q 1
+ 1

=
x  a
x
q 1
+ 1
Q(x);
wobei Q(x) ein Polynom in K[x] ist. Da

x
q
 
a
q
a
q 1
+ 1
x
q 1
 
a
q
a
q 1
+ 1

0




x=a
=
= qa
q 1
  (q   1)
a
q
a
q 1
+ 1
a
q 2
=
a
2q 2
a
q 1
+ 1
6= 0;
ist x = a keine Nullstelle des Polynoms Q(x). Daraus folgt
v
P
a;b
(y   b) = v
P
a;b
(x  a) = 1:
Nun können wir den Hauptdivisor berechnen:

x
q i 2
(x  a)
i
(y   b)
j
x
q 1
+ 1

= (q   i  2)
X
2

Q

  (q   i  2)qP
1
+
+i
X
c
q
+c=
a
q
a
q 1
+1
P
a;c
  iqP
1
+ jP
a;b
+ jA
a;b
  jP
1
  j
X
2


P

 
 q
X
2


P

+ (q   1)qP
1
= i
X
c
q
+c=
a
q
a
q 1
+1
P
a;c
+ (q   i  2)
X
2

Q

+
+jP
a;b
+ jA
a;b
+ (q   j)P
1
  (q + j)
X
2


P


 2P
1
  2(q   1)
X
2


P

:
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Also liegen die Elemente
x
q i 2
(x  a)
i
(y   b)
j
x
q 1
+ 1
;
für 0  i; j  q   2, in L(W ).
Man kann leicht sehen, daÿ sie linear unabhängig sind (sonst wäre y Nullstelle
eines Polynoms über K(x) vom Grad < q). Da dimL(W ) = g(

F ) = (q   1)
2
,
folgt, daÿ B
a;b
eine Basis von L(W ) ist. ut
Korollar 6.5 Sei a; b 2

K, a =2 
 und b
q
+ b =
a
q
a
q 1
+1
. Dann ist die Zahl q eine
Fehlzahl für die Stelle P
a;b
.
Beweis.
Nach Lemma 6.4 liegt das Element
x
q 3
(x a)(y b)
q 2
x
q 1
+1
in L(W ), und es ist
v
P
a;b
(
x
q 3
(x  a)(y   b)
q 2
x
q 1
+ 1
) = q   1:
Dann folgt aus Lemma 6.3, daÿ q eine Fehlzahl von P
a;b
ist. Den Rest erhält man
sofort aus Lemma 6.4.
ut
Nun können wir die volle Automorphismengruppe G von

F=

K bestimmen.
Theorem 6.6 Sei F = K(x; y) durch y
q
+ y =
x
q
x
q 1
+1
deniert und nicht ellip-
tisch. Dann operiert die Gruppe Aut (F=K) transitiv auf den Stellen P
1
, P

und
Q

, mit  2 


,  2 
. Die Ordnung von Aut (F=K) ist
j G j= 2q j G(P
1
) j= 2q
2
(q   1):
Auÿerdem hat jedes  2 Aut (F=K) die Gestalt:
i)
(x) = ax;
(y) = ay + b; wobei a 2 F

q
; b 2 
;
ii)
(x) =
c
y   
;
(y) =
c
x
+ d; wobei c 2 F

q
; d;  2 
;
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iii)
(x) =
ex
1 
x

;
(y) = ey + f; wobei e 2 F

q
; f 2 
;  2 


:
Beweis
Wir betrachten die Konstantenerweiterung

F=

K von F=K. Nach [Gar-Sti2, 3.2]
hat die Stelle P
1
die Zahl q als Polzahl. Andererseits ist q nach Korollar 6.5 eine
Fehlzahl von P
a;b
für alle a 2

Kn
, d.h. es existiert kein  2 G mit (P
1
) = P
a;b
.
Nun geben wir einen Vertreter für jede Restklasse von G modulo G(P
1
) an.
Sei  2 
. Wir denieren


(x) =
1
y   
; (y) =
1
x
:


ist ein Automorphismus von

F=

K, da

q

(y) + 

(y) =
1
x
q
+
1
x
=
x
q 1
+ 1
x
q
=
1
y
q
+ y
=
=
1
(y   )
q
+ (y   )
=
1
(y )
q
1
(y )
q 1
+ 1
=


(x)
q


(x)
q 1
+ 1
:
Dabei bildet 

die Stelle P
1
auf Q

ab.
Schlieÿlich bildet die Abbildung


(x) =
x
1 
x

; (y) = y
die Stelle P
1
auf die Stelle P

für jedes  2 


ab, und sie ist ein Automorphismus
von

F=

K, denn


(x)
q


(x)
q 1
+ 1
=

q
x
q
( x)
q

q 1
x
q 1
( x)
q 1
+ 1
=

q
x
q

q 1
x
q 1
(  x) + 
q
  x
q
=
=

q
x
q

q
x
q 1
+ 
q
  x
q
(
q 1
+ 1)
=
x
q
x
q 1
+ 1
= y
q
+ y = 

(y)
q
+ 

(y):
Man sieht, daÿ jedes  2 Aut (

F=

K) auch ein Automorphismus von F=K ist,
wegen 
  K. Das bedeutet Aut (F=K) = Aut (

F=

K), und der Satz ist bewiesen.
ut
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