Abstract-In this paper, a computationally efficient framework for intelligent critic control design and application of continuous-time input-affine systems is established with the purpose of disturbance attenuation. The described problem is formulated as a two-player zero-sum differential game and the adaptive critic mechanism with intelligent component is employed to solve the minimax optimization problem. First, a neural identifier is developed to reconstruct the unknown dynamical information incorporating stability analysis. Next, the optimal control law and the worst-case disturbance law are designed by introducing and tuning a critic neural network. Moreover, the closed-loop system is proved to possess the uniform ultimate boundedness. At last, the present method is applied to a smart microgrid and then is further adopted to control a general nonlinear system via simulation, thereby substantiating the performance of disturbance attenuation. Index Terms-Adaptive/approximate dynamic programming, adaptive critic control, disturbance attenuation, intelligent control, neural identification, smart microgrid.
I. INTRODUCTION

I
N CONTROL theory and engineering, robustness is an important criterion to evaluate the performance of the designed controller with respect to uncertain parameters or disturbances of the dynamical plant [1] - [5] , where stability analysis is the basic issue as studied in [6] - [9] . For example, there are several excellent robust control algorithms developed for microgrids to improve their performance with respect to disturbances and uncertainties [10] - [13] . In particular, the H ∞ method generally focuses on constructing the worst-case control law for specified plants including additive disturbances or dynamical uncertainties [14] , [15] . In order to obtain a controller that minimizes the cost function in the worst-case disturbance, the H ∞ design requires to find the Nash equilibrium solution by considering the Hamilton-Jacobi-Isaacs equation. However, it is intractable to acquire the analytic solution for general nonlinear systems. Hence, the adaptive/approximate dynamic programming strategy was developed [16] , as an effective method to solve optimal control problems using a design manner of forward-in-time. Therein, function approximation structures, such as artificial neural networks, were always included [17] , [18] . Remarkably, the core of the adaptive/approximate dynamic programming approach lies in the adaptive critic mechanism with intelligent component [16] - [18] . In other words, it can be regarded as an intelligent control implementation of the traditional optimization design, especially for complex systems with nonlinearities and uncertainties.
When mentioning the research of adaptive/approximate dynamic programming, in the last decade, it has gained much progress in term of optimal control design for discrete-time systems [19] - [21] , continuous-time systems [22] - [26] , and potential applications [27] - [31] , particularly for power system design and control [27] - [30] . In addition, the nonlinear H ∞ control [32] - [36] and multiagent differential game design [37] also have been revisited and studied under this framework incorporating adaptivity and learning ability. However, existing works are mostly conducted for optimal regulation problem or H ∞ control design with known dynamics, which lacks an extension to zero-sum differential game problems for unknown nonlinear plant. Additionally, building an architecture composed of actor, critic, and disturbance elements, is often complicated since it relies on a number of neural networks and occupies large computational resource. This, of course, motivates our research on developing an effectively intelligent H ∞ control method with simple identification structure and adaptive critic learning module.
Compared with the traditional mathematical programming methods, the adaptive/approximate dynamic programming is appropriate for solving sequential optimization and control problems under uncertain environment, which are common in real-world applications [31] . Hence, this paper focuses on designing the intelligent critic control with unknown nonlinear dynamics for the purpose of achieving disturbance attenuation. The main contribution lies in that the neural network identification framework is combined with the adaptive critic learning technique, in order to study the nonlinear H ∞ feedback control and application with unknown dynamical information.
Notations: Throughout this paper, R represents the set of all real numbers. R n is the Euclidean space of all n-dimensional real vectors. R n ×m is the space of all n × m real matrices. · denotes the vector norm of a vector in R n or the matrix norm of a matrix in R n ×m . I n represents the n × n identity matrix. λ max (·) and λ min (·) stand for the maximal and minimal eigenvalues of a matrix, respectively. Let Ω be a compact subset of R n , Ω u be a compact subset of R m , and A (Ω) be the set of admissible controls on Ω. L 2 [0, ∞) denotes a space of functions where the Lebesgue integral of the element is finite. ρ is the L 2 -gain performance level. "T" is used for representing the transpose operation, tr(·) is adopted to conduct the trace operation, and ∇(·) ∂(·)/∂x is employed to denote the gradient operator.
II. PROBLEM STATEMENT AND PRELIMINARIES
Consider a class of continuous-time input-affine systems with external perturbations described bẏ
where
p is the objective output, and f (·), g(·), h(·) are differentiable in their arguments with f (0) = 0. We let the initial state at t = 0 be x(0) = x 0 and x = 0 be the equilibrium point of the controlled plant. The system (1) is assumed to be controllable.
Assumption 1: The control and disturbance matrices g(x) and h(x) are upper bounded such that g(x) ≤ λ g and h(x) ≤ λ h , where λ g and λ h are positive constants.
The nonlinear H ∞ design needs to derive a feedback control law u(x) such that the closed-loop dynamics is asymptotically stable and has L 2 -gain no larger than , that is,
where Q(x) 2 = x T (t)Qx(t) and Q ∈ R n ×n is a positive definite matrix.
In light of [32] - [36] , designing the H ∞ control can be regarded as a two-player zero-sum differential game. The solution of H ∞ control problem is the saddle point of zero-sum game theory, denoted as a pair of laws (u * , v * ), where u * and v * are called the optimal control and the worst-case disturbance, respectively. Let
represent the utility function and define the infinite horizon cost function as
For simplicity, the cost J(x(t), u, v) is often written as J(x(t)) or J(x) in the sequel. What we always concern is the cost function starting from t = 0, which is denoted as J(x(0)) = J(x 0 ). Here, our goal is to find the feedback saddle point solution (u * , v * ), such that the Nash condition
holds. For an admissible control u ∈ A (Ω), if the related cost function (4) is continuously differentiable, then its infinitesimal version is the nonlinear Lyapunov equation
with J(0) = 0. Define the Hamiltonian of system (1) as
Employing Bellman's optimality principle, the optimal cost function J * (x) makes sure that the so-called Hamilton-JacobiIsaacs equation min u max v H(x, u, v, ∇J * (x)) = 0 holds. The saddle point solution (u * , v * ) satisfies the stationary condition [34] , which can be used to derive the optimal control law and the worst-case disturbance law by [32] - [36] 
Considering the two formulas in (8) , the Hamilton-JacobiIsaacs equation turns to the form
The formula (9) is called the Hamilton-Jacobi-Isaacs equation and is difficult to solve in theory. This inspires us to find an alternate avenue to overcome the difficulty by adopting the adaptive critic mechanism.
III. INTELLIGENT CRITIC CONTROL DESIGN WITH DISTURBANCE ATTENUATION
A. Identification of the Controlled Plant With Stability
Here, we introduce a three-layer neural network identifier to reconstruct the dynamics (1) by using the input/output data. Let the number of neurons in the hidden layer be denoted by l m and then the system (1) can be approximated bẏ
where A ∈ R n ×n is a stable design matrix, ω m ∈ R l m ×n is the ideal weight matrix between the hidden layer and the output layer, σ m (·) ∈ R l m is a differentiable and monotonically increasing activation function such as σ m (·) = tanh(·),
(n +m +q )×l m is the ideal weight matrix between the input layer and the hidden layer,
T ∈ R n +m +q is the augmented input vector, and ε m ∈ R n is the reconstruction error. With the differentiable ac-
holds [23] , [26] . Note that when performed for a vector, (11) is applied to each element of the vector. Hence, under the condition (11), we can further derive the following inequality
for any two vectors ξ a and ξ b with the same dimensions. For simplicity, we let the input-hidden weight matrix ν m be constant and only tune the hidden-output weight matrix. Actually, we can initialize the input-hidden matrix randomly and keep it unchanged during the identification. Then, the output of neural network identifier iṡ
whereω m (t) is the currently estimated weight matrix of the ideal value ω m at time t ,x is the estimated system state, and
T . Letω m =ω m − ω m be the weight estimation error of the neural identifier andx =x − x be the identification error. Then, according to (10) and (13), the dynamical equation with respect to the identification error can be derived aṡ
Observing the identifier weight matrices and the reconstruction error, we present two common assumptions often used in the community, such as [23] and [26] , which are helpful to analyze the stability of the identification error dynamics. Note that the reconstruction error ε m can be arbitrarily small, as long as the number of the hidden layer node l m is large enough. In the neural identification field, the reconstruction error ε m is often considered to be bounded by a known constant. However, observing (14), we know that ε m is closely linked withx. From a mathematical perspective, the assumption that ε m is bounded by a function ofx is regarded to be more general. Tx , where λ ε m is a positive constant. Theorem 1: Using the neural identifier (13) with a suitable stable matrix A, if the network weight is tuned bẏ
T , where α m > 0 is the learning rate, then the state estimation errorx is asymptotically stable.
Proof: Choose a Lyapunov function candidate as the form
We take the derivative of L 11 (t) along the trajectory of the error system (14) and obtaiṅ
TωT
Using the adjusting criterionω m = −α m σ m (ẑ)x T , the fact thaṫ ω m =ω m , and the property of trace operation, we find thaṫ
According to (16) and (17), we can obtaiṅ
Adopting (12) and observing Assumption 2, we have
Recalling Assumption 3, we derive −2x
Tx , which is combined with (19) to further obtain the reduction of (18) tȯ
where the square matrix
If A is selected to ensure that Ξ > 0, then the time derivative of the Lyapunov function isL 1 (t) < 0 for anyx = 0. Thus, we find that the identification error can approach zero as time goes to infinity (i.e.,x(t) → 0 as t → ∞), which completes the proof.
According to Theorem 1, we observe that the model neural network is actually an asymptotically stable identifier. Hence, after a sufficient learning stage, we can obtain an available neural identifier with finally converged weights as follows:
which, in fact, represents the information of the state derivative of the controlled plant. In addition, we respectively take the partial derivative of (22) with regard to the control u and the disturbance v and derive that
where the term ∂σ(z)/∂z is in fact a l m -dimensional square matrix. The two formulas in (23) reconstruct the information of the control matrix and the disturbance matrix. Remarkably, the obtained neural dynamics reflects the data-based learning of the controlled plant and thus is helpful for the intelligent H ∞ control design in the sequel. Remark 1: Strictly speaking, the state derivativeẋ in (22), the control matrix g(x) in (23a), and the disturbance matrix h(x) in (23b) should be denoted byẋ,ĝ(x), andĥ(x), respectively, as approximated values. However, this may cause the complication of symbols as well as the confusion of control design description. For convenience of analysis, from the next part, we keep on using the notationsẋ, g(x), and h(x), without stating that they are actually the converged variables after the sufficient learning session.
B. Intelligent Critic Control Design With Stability
For performing the neural control implementation, we denote l c as the number of neurons in the hidden layer. According to the universal approximation property [38] , the cost function J * (x) can be reconstructed by a neural network with a single hidden layer on a compact set Ω as J
, where ω c ∈ R l c is the ideal weight vector, σ c (x) ∈ R l c is the activation function, and ε c (x) ∈ R is the reconstruction error. Then, the gradient vector is
Since the ideal weight is unknown, a critic neural network is introduced and used for approximating the cost function aŝ 
Adopting the neural network expression (24), the optimal control law (8a) and the worst-case disturbance law (8b) are written as
Incorporating the critic neural network, the approximate expressions of the above two laws arê
For the control u and the disturbance v, we apply the neural network expression to the Hamiltonian and derive that (28) where the term
represents the residual error arisen in the approximate operation. Meanwhile, the approximate Hamiltonian iŝ
Let us define the error vector between the ideal weight and the estimated value asω c = ω c −ω c . Then, we combine (28) with (30) and yield
which comprises the relationship of the above two versions of the Hamiltonian.
Next, we turn to train the critic neural network as the main learning component and need to design the weight vectorω c to minimize the objective function E c = (1/2)e 2 c . In the learning stage, the approximated control and disturbance laws are used. We employ the normalized steepest descent algorithm to adjust the weight aṡ
where α c > 0.5 represents the learning rate to be determined
is a l c -dimensional column vector, and the term
In what follows, we construct the error dynamics of the critic network and focus on its stability. By recallingω c = −ω c and introducing
we further derive that the critic error dynamics is written aṡ
When designing an adaptive control system, the persistence of excitation assumption is necessary to perform system identification [39] . In the adaptive critic control community, it is also required because we need to identify the parameter of the critic network to approximate the optimal cost function. Assumption 4 (cf. [22] ): The signal φ 1 is persistently exciting within the interval [t, t + T ], T > 0, i.e., there exist two constants ς 1 > 0, ς 2 > 0 such that
holds for all t. According to Assumption 4, the persistence of excitation condition guarantees λ min (φ 1 φ T 1 ) > 0, which is important to perform the stability analysis. In the sequel, the uniformly ultimately bounded stability [40] of the closed-loop system is analyzed. Before proceeding, the following assumption is required, as usually stated and used in the literature [23] , [26] . Theorem 2: For the nonlinear system (1), we suppose that Assumptions 1 and 5 hold. The neural identifier is constructed by (13) withx =x − x being the identification error. The approximate optimal control law and worst-case disturbance law are given by (27a) and (27b), respectively, where the constructed critic network is tuned by adopting (32) . Then, the closed-loop system state x, the system identification errorx, and the critic weight errorω c are uniformly ultimately bounded, respectively, by
is a constant. Proof: Choose a Lyapunov function candidate composed of three terms as
We compute the time derivative of the Lyapunov function L 2 (t) along the dynamics (1), (14) , and (35) and obtaiṅ
Note that the formula (8) implies that
In addition, (9) reveals
Considering (39a) and based on (40) and (41), we derivė
Recalling the neural-network-related formulas of u * (x) and u(x), i.e., (26a) and (27a), it follows from the fact ω c =ω c +ω c and Assumptions 1 and 5 that
).
Then, it follows from (42) thaṫ
When considering (39c) and Assumption 5, we employ the Young's inequality and derive thaṫ
By combining (44) and (45), it follows from (39) thaṫ
Hence, if one of the following inequalities holds:
thenL 2 (t) < 0. Thus, based on the standard Lyapunov extension theorem, we obtain the conclusion that the state vector x, the neural identification errorx, and the critic weight errorω c are all uniformly ultimately bounded. Clearly, their upper bounds are, respectively, written as B x , Bx , and Bω c , which completes the proof.
Corollary 1:
The approximate control lawû in (27a) and disturbance lawv designed in (27b) converge to the neighborhood of their optimal values, u * and v * , with finite bounds
respectively. Proof: According to Theorem 2, we derive that ω c < Bω c . Based on (26a) and (27a), we find that
where B u stands for the finite bound with respect to the control signal. Using a similar mechanism, we can obtain from (26b) and (27b) that
50) where B v denotes the finite bound with respect to the disturbance signal. This actually completes the proof.
Remark 2: According to Theorem 2, we can find that the bounds of the x,x, andω c can be adjusted to be arbitrarily small, if we enlarge the related parameters such as λ min (Q), λ min (Ξ), and α c . Clearly, in light of Corollary 1, the bounds of approximate control with respect to the optimal value and approximate disturbance law with respect to the optimal one also can be modulated based on the initial parameter settings. This kind of stability is weaker than the asymptotic stability.
At the end of the section, we give a simple diagram of the present intelligent critic control scheme as shown in Fig. 1 .
IV. EXPERIMENTAL VERIFICATION
In this section, we first apply the present control approach to a microgrid system with linear dynamics and then turn to the simulation verification of a more general nonlinear plant.
A. Application to a Microgrid System
Smart grids including various load changes and multiple renewable generations have received intensive attention in recent years. In modern power systems, many kinds of distributed and renewable energies have been frequently integrated into microgrids. However, the involvement of the intermittent power may bring in some unforeseeable causes, which will inevitably affect the stability of microgrids. In particular, the imbalance between load consumptions and power generations is a common phenomenon, which may result in the frequency deviation, especially for microgrids [41] , [42] . Hence, the frequency stability of microgrids has been a significant topic to the development of modern power systems [43] . The load frequency control is seemed as an essential control design strategy to guarantee the reliable operation in the field of power systems [44] . It also requires a robust controller to ensure the balance between all power generations and load consumptions under uncertain and disturbed environment.
We consider a benchmark power system constructed in Fig. 2 , which is composed of regular generations (microturbines), renewable energy generation sources (photovoltaic arrays), and a set of demand sides (smart homes and loads). The benchmark power system can be regarded as a microgrid, which is affected and controlled by the local smart microgrid management center [45] . The active power is produced by microturbines and photovoltaic arrays to balance all local loads. The states of the microgrid system incorporate the frequency deviation, the turbine power, and the governor position. All the variables can be measured by distributed sensors and then transmitted to the microgrid management center via a communication medium, where the collected data is also processed. Then, the generated control signals are sent back to each participating unit in the local system, so as to guarantee the frequency stability. Now, we formulate the load frequency control problem inspired by the excellent work in [46] and [47] . The primary design objective is to guarantee that the load frequency of the microgrid system can maintain the command frequency level even if there exist load disturbances and energy uncertainties. Some mathematical notations are provided in Table I to facilitate describing the benchmark system. The dynamics of this system is given as follows:
where u ∈ R and v ∈ R are, respectively, regarded as the control signal to be designed and the perturbation signal caused by photovoltaic power and load demand change.
Under this circumstance, we define x = [Δξ f , Δξ t , Δξ p ] T ∈ R 3 as the state vector, where x 1 = Δξ f , x 2 = Δξ t , and x 3 = Δξ p . Then, the state-space description of the proposed power system dynamics (51) can be written aṡ
(52) (52) is an input-affine form (1) with linear dynamics.
In the sequel, we design the intelligent critic controller and then evaluate the H ∞ control performance of the dynamical plant (52). For the simulation purpose, we select the values of the related parameters as shown in Table II T with l c = 6. In what follows, we will make effort to derive an applicable weight vector. It is worth mentioning that the number of hidden layer neurons is often determined by computer experiment. Actually, the choice of the activation function is more of an art than science, involving a tradeoff between control accuracy and computational complexity.
For adjusting the critic network, we set the learning rate of the critic network as α c = 2. For performing effective learning and approximation, we add a probing noise to guarantee the persistence of excitation condition within the first 550 s. The simulation result of the neural network learning stage in illustrated in Fig. 3(a) . Therein, we find that the weight vector of the critic network gradually converges to T , which reflects the learning ability of the intelligent critic controller. Next, we evaluate the H ∞ control performance by applying the obtained intelligent critic controller to the plant (52) for 60s and introducing an external perturbation v(t) = e −0.2t cos(−0.6t), t > 0. The simulation results of the H ∞ control implementation stage are exhibited in Fig. 3(b) and (c). Among them, the 3-D (three-dimensional) view of the system state trajectory is depicted in Fig. 3(b) . Besides, in order to reflect the disturbance attenuation of the H ∞ control problem, we define a ratio function¯ (t) as the form
(54) As time goes on, the approximate control lawû(x(t)) and the ratio¯ (t) converge to 0 and 0.6635, respectively, which are both shown in Fig. 3(c) . Since¯ (t) → 0.6635 < = 5, we successfully observe a required L 2 -gain performance level for the closed-loop system. Consequently, the designed intelligent critic control law possesses an excellent ability of disturbance attenuation.
Remark 3: Note that during the simulation, the "Time (s)" marked in the figures is in fact the time steps. The system state should be persistently excited long enough so as to let the critic network acquire the optimal cost as accurately as possible. Hence, it requires sufficient time steps to perform the learning task. However, it is certainly not the actually elapsed time of the CPU. In this example, using the computer with the processor Intel Core i7-4790, the actual elapsed time of the learning and control processes is 14.9562 and 0.9934 s, respectively, rather than the time steps marked in Fig. 3(a) and (c). Of course, the elapsed time is related to the computer configuration. This fact is also true for the next example.
B. Simulation of a Nonlinear Dynamical Plant
Consider a continuous-time nonlinear system with inputaffine structure and external disturbance given as follows: T ∈ R 2 , u ∈ R, and v ∈ R are the state, control, and perturbation variables, respectively. Clearly, the bounded condition of the control and disturbance matrices is true due to the fact that 1 + sin 2 x 1 ≤ √ 2 and √ 1 + cos 2 x 2 ≤ √ 2. We consider the H ∞ control problem with an initial state x 0 = [1, −0.5] T and choose Q = I 2 and = 3. In this simulation, we select six hidden neurons (l m = 6) and set the learning rate as α m = 0.8. Then, the critic network is introduced with the structurê T with l c = 3. Note that the probing noise should also be brought into the implementation process to satisfy the persistence of excitation condition with the learning rate α c = 3.5. We can observe that the convergence of the weight vector occurred after 450 s. In addition, the convergence process of the weight vector to [0.9390, 2.1959, 0.5902]
J(x) =ω
T is depicted in Fig. 4(a) . At last, we apply the approximated control law to the controlled plant (55) for 20 s with an external perturbation v(t) = 3e −t cos t, t > 0 being employed and then obtain the system state trajectory is shown in Fig. 4(b) . In addition, the adjustments of the control input and the ratio function are illustrated in Fig. 4(c) , which reveals that the designed H ∞ feedback controller attains a prespecified L 2 -gain performance level for the closed-loop system (i.e.,¯ (t) → 1.0150 < = 3). The above simulation results substantiate the effectiveness of the intelligent critic control strategy with respect to the external disturbance.
V. CONCLUSION
The intelligent H ∞ control of continuous-time affine dynamic systems was investigated with adaptive critic framework. The approximate optimal control and worst-case disturbance laws were derived with the help of regulating an identifier and training a critic network with stability proof. The application to a power system and the simulation for a nonlinear system was presented as experimental verification. The general discussion on discretetime systems is worth further studying in the future.
