OPERating ON Chromatin, a Colorful Language where Context Matters by Gardner, Kathryn E. et al.
OPERating ON chromatin, a colorful language where context
matters
Kathryn E. Gardner1, C. David Allis2, and Brian D. Strahl1,*
1 Department of Biochemistry and Biophysics, Lineberger Comprehensive Cancer Center, The
University of North Carolina at Chapel Hill School of Medicine, Chapel Hill, NC 27599, USA
2 Laboratory of Chromatin Biology and Epigenetics, The Rockefeller University, New York, NY
10065, USA
Abstract
Histones, the fundamental packaging elements of eukaryotic DNA, are highly decorated with a
diverse set of post-translational modifications (PTMs) that are recognized to govern the structure
and function of chromatin. Ten years ago, we put forward the histone code hypothesis, which
provided a model to explain how single and/or combinatorial PTMs on histones regulate the
diverse activities associated with chromatin (e.g. gene transcription). At that time, there was a
limited understanding of both the number of PTMs that occur on histones as well as the proteins
that place, remove and interpret them. Since the conception of this hypothesis, the field has
witnessed an unprecedented advance in our understanding of the enzymes that contribute to the
establishment of histone PTMs, as well as the diverse effector proteins that bind them. While
debate continues as to whether histone PTMs truly constitute a strict “code”, it is becoming clear
that PTMs on histone proteins function in elaborate combinations to regulate the many activities
associated with chromatin. In this special issue, we celebrate the 50th anniversary of the landmark
publication of the lac operon with a review that provides a current view of the histone code
hypothesis, the lessons we have learned over the last decade, and the technologies that will drive
our understanding of histone PTMs forward in the future.
“Small changes modifying the distribution in time and space of the same structures
are sufficient to affect deeply the form, the functioning, and the behavior of the
final product…. It is always a matter of using the same elements, of adjusting them,
of altering here or there, of arranging various combinations to produce new objects
of increasing complexity. It is always a matter of tinkering.”
– François Jacob, “Evolution and Tinkering” (Science
1977)
The adult animal was in actuality the final product that François Jacob was referring to in
this eloquent statement taken from his article “Evolution and Tinkering”.1 Yet, as chromatin
biologists, we delight in the applicability of Jacob’s quote regarding the plasticity of a single
template to the chromatin landscape. However, François Jacob is not best known for his
theories on how patterns of gene expression affect evolution, but rather for his seminal work
with Jacques Monod establishing the basis of the lac operon. In celebration of the 50th
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anniversary of François Jacob and Jacques Monod’s landmark publication on the lac
operon2, we are honored to contribute this piece in which we reflect on how several of the
scientific themes put forward by Jacob and Monod in their historic work are widely
applicable to topics as diverse as chromatin biology and the histone code hypothesis.
In simplistic terms, an operon is a functional genomic unit comprised of a cluster of genes
that is controlled by a single regulatory element or promoter.3 Complementary genetic and
biochemical studies revealed that the basic principle underlying the lac operon is that the
coordinated expression of the genes necessary to metabolize lactose is under the control of
the lac repressor protein and activator protein CAP, which negatively and positively control
transcription of the lac operon, respectively.2 From the pioneering studies on the lac operon
completed by Jacob and Monod, we now know that there are three major types of regulatory
DNA sequences that function in the control of gene expression: (1) promoter sequences to
which RNA polymerase binds; (2) operator sequences to which transcriptional repressors
bind; and (3) positive control elements to which transcriptional activator proteins bind.4
While the lac operon provides a simple yet elegant mechanism by which gene expression is
controlled in prokaryotes, it is unreasonable to think that such a system would adequately
provide a means by which efficient regulation of gene expression could occur in eukaryotes,
where DNA must be highly compacted to fit within the confines of the nuclear space. The
need for differential patterns of gene expression to specify diverse types of tissues from a
single genome in multicellular organisms also calls for the existence of additional regulatory
mechanisms. For example, cellular identity must be faithfully maintained through cell
divisions for a lifetime, despite differentiation occurring earlier during embryonic
development. The plasticity of cellular differentiation and the stability of cellular memory
are thought to represent epigenetic phenomena wherein inherited changes in phenotype
occur independently of changes in the underlying DNA sequence and without the need for
trans-factors that establish the initial programs of coordinated gene regulation. Hence, while
the historic work of Jacob and Monod reveals an elegant mechanism for prokaryotic gene
regulation, it is clear that more sophisticated means of gene regulation involving
components that do more than engage the DNA template alone are necessary for processes
such as cellular memory in multicellular eukaryotes.
Based on many insightful studies on chromosome structure, we know that in eukaryotes,
DNA is assembled on a histone scaffold to form chromatin.5 The nucleosome core particle,
or fundamental repeating unit of chromatin, consists of approximately 147 base pairs of
DNA wrapped around an octamer containing one tetramer of histones H3 and H4 (two
copies each) and two histone H2A-H2B dimers.5; 6; 7; 8 Nucleosomes are packaged into
progressively higher-order structures to ultimately form chromosomes. Chromatin structure
largely affects DNA-templated processes such as transcription, thus necessitating that access
to DNA be tightly controlled to allow factors that function in such processes to make
appropriate contacts with the DNA template itself.5; 9 Post-translational modifications
(PTMs) to the histone proteins themselves can significantly affect the levels of chromatin
compaction by creating generally condensed “heterochromatic” or more open “euchromatic”
regions, and therefore provide a means by which rapid and localized access to DNA can be
accomplished.10; 11 Additionally, other well-studied mechanisms, such as ATP-dependent
chromatin remodeling and the exchange of primary sequence histone variants, introduce
meaningful variation into the chromatin polymer, “tinkering” in such a way that one
relatively stable genome can give rise to the demands of multicellular development.12; 13; 14
The ‘histone code hypothesis’: the first ten years
In 2000, we proposed what has commonly come to be referred to as the ‘histone code
hypothesis’, which, in its original form, posits that “multiple histone modifications, acting in
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a combinatorial or sequential fashion on one or multiple histone tails, specify unique
downstream functions”.15 Parallels to François Jacob’s quote from “Evolution and
Tinkering” are readily apparent. The same fixed set of amino acids that make up the histone
proteins have the potential of being post-translationally modified within the chromatin
template, where distinct spatiotemporal patterns of modifications ultimately shape functional
outcome. One of the more striking phenomena predicted by such a code is that subtle
variations to the same template can result in vastly different outcomes, especially in the
context of regulation of gene expression.
At the time that we proposed the histone code hypothesis, we had a limited understanding of
the true breadth of the number and type of PTMs that exist on histone residues either on the
unstructured N-terminal tails that protrude from the nucleosomal surface or within the
structured globular domains. Acetylation and phosphorylation were the best-characterized
modifications at that time, with multiple sites and several of the enzymes responsible for
their placement and removal having been identified. However, investigations on the
dynamics of histone methylation were in their infancy. Only a handful of sites modified by
methylation were known at the time, and the function of histone methylation was largely
unclear, primarily because the enzyme systems responsible for the steady-state balance of
methyl marks (histone methyltransferases and demethylases) were not yet identified and the
intricacies associated with a modification that could exist in multiple states (mono-, di-, or
trimethyl) complicated studies. Insight into other modifications was even more rudimentary.
Today, we know that a number of PTMs exist, including acetylation, methylation,
phosphorylation, ubiquitylation, sumoylation, ADP-ribosylation, proline isomerization,
citrullination, butyrylation, propionylation, and glycosylation (Table 1).11; 16; 17 Numerous
studies using both biochemical and genetic approaches have revealed many of the enzymes
that are responsible for placement or removal of these modifications on specific amino acid
residues on histones as well as non-histone proteins. While the functional significance of
some of these modifications remains to be determined, the collective field of chromatin
biologists has made great strides toward identifying the biological consequence of others.
For example, modifications can disturb contacts between histones in contiguous
nucleosomes or histones with DNA, resulting in alteration of higher-order chromatin
structure. Specifically, acetylation of lysine residues on histone tails neutralizes the basic
charge of the residue on which it occurs, thereby disrupting histone contacts with other
histones and/or DNA and in turn chromatin compaction.9 While it had been known that
histone modifications such as methylation did not disrupt nucleosomal contacts by altering
the charge of the modified residue, we now know that specialized domains within effector
proteins facilitate recognition and binding to methyl marks in a defined state on specific
residues to mediate downstream effects. Domains characterized thus far as being able to
bind to methylated residues include chromodomains, tudor domains, PHD fingers, MBT
domains, Ankyrin repeats, PWWP domains, HEAT domains and WD40 repeats (Table 1).
18; 19; 20; 21; 22 Other domains that recognize and bind to specifically modified histone
forms have also been characterized. For instance, where bromodomains can bind to
acetylated lysine residues, 14-3-3, BRCT, and BIR domains can bind to phosphorylated
threonine and serine residues (Table 1).19; 23
The chromatin-modifying enzymes that facilitate alterations to the chromatin landscape by
placing, removing, or interpreting modifications to establish variable states have been more
recently come to be generally referred to as writers, erasers, and readers, respectively, of the
histone code (Figure 1). Returning to the idea of tinkering with chromatin, we are now in a
position to appreciate the true potential of a “toolkit”24 of writers, erasers, and readers of the
histone code in the establishment of proper spatiotemporal patterns of modifications
necessary for cellular identity and function. At defined points, writers place marks on
defined histone residues, which are in turn interpreted by readers harboring specialized
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domains that facilitate recognition and binding to the specific mark of interest to drive the
progression of a specific biological phenomenon. At a time when such signaling needs to be
terminated, erasers are recruited to their defined target(s) to remove the mark, thereby
ending the associated functional outcome of the previously defined reader. Admittedly, the
situation is made vastly more complicated by the fact that particular amino acid residues can
house more than one type of modification (this is largely true for lysine residues, which can
be methylated, acetylated, ubiquitylated, or sumoylated), and that some enzymes can write,
erase, or read more than one modification. Moreover, one mark can often recruit multiple
effector proteins.25; 26 Such complications, however, support the general notion of tinkering
with combinatorial pattern of PTMs to control proper recruitment of effector proteins or
complexes in which they reside.
We appreciate that the ‘histone code hypothesis’, as originally articulated by us in 2000,
evolved into an influential review on the function(s) of covalent histone modifications. We
acknowledge that this hypothesis, and extensions of it, rest heavily on the foundation of
many biologists and biochemists who were dedicated to the general view that chromatin was
going to be much more than a passive way to package the genome. However, because of the
rapid pace of research in chromatin biology and the complexity associated with chromatin
modifications such as those mentioned above, we must continually refine how we define the
histone code. In fact, the mere existence of a code in the first place has been a point of
contention.27 Beyond discussions in the field as to whether a strict histone code truly exists,
there is also debate over whether it is most appropriate to define it as “code” in which
definite combinations lead to an absolute outcome (as exemplified by the genetic code).
Some see it more in terms of a “language”, where complex combinatorial patterns of
modifications form words that ultimately give rise to a vocabulary of histone crosstalk.28
Others yet prefer to think of it more specifically in terms of an “epigenetic code” that is
defined by combinations of histone PTMs which are predictive of, and necessary for,
expression patterns of differentiation and developmental-specific genes.29 On the other
hand, it has been argued that histone modifications are not truly “epigenetic”, as the nature
of their heritability (a requisite condition to be defined in the classical sense of epigenetic) is
questionable30, thereby disputing the appropriateness of an “epigenetic code”. At some
point, the question of how exactly to define the histone code becomes somewhat rhetorical,
as at their very essence, all definitions ultimately seem to convey the same fundamental
principle that histone PTMs act in concert to elicit downstream biological outcomes. Here
we reflect on the many forms the ‘histone code hypothesis’ has come to take since the time
of its inception a decade ago, and suggest that individual definitions may not be mutually
exclusive of one another, but are perhaps instead complementary.
Transcribing the ‘histone code’: chicken or egg?
Although applicable to a diverse set of cellular processes, the histone code is most
commonly considered in the context of transcription regulation. Within this realm, there has
been much debate as to whether a putative code formed by combinatorial modifications can
formally regulate transcription itself or rather, if patterns of modifications are generally
associated with a particular transcriptional state. On one side is the argument that genes are
not necessarily regulated by chromatin modifications per se, but rather are regulated by
specific DNA-binding proteins that recruit activating and repressive complexes to genomic
loci to modulate transcriptional activity. According to this line of reasoning, the histone-
modifying machinery is recruited by canonical transcriptional activators and repressors (as
would be defined in the classical sense by Jacob and Monod), and the placement of
modifications by these enzymes then contributes to transcription by creating a more or less
permissive chromatin environment for the further recruitment of downstream factors that
regulate transcription. In support of this idea, it has long been known that histone acetylation
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is associated with active genes31, and functions to facilitate the disruption of higher-order
chromatin structure prior to gene activation.9 Thus, one would argue that it is the action of
the activators that directly determine transcriptional output, and that the targeting of
acetylation to histones via activators that bind to specific upstream activating sequences
functions to make the chromatin environment more permissive for transcriptional regulation.
9; 32 In an analogous fashion, binding of transcriptional repressors to upstream repressive
sequences facilitates recruitment of histone deacetylase (HDAC) enzymes to chromatin,
which in turn remove acetyl marks to contribute to transcriptional repression through
chromatin compaction.32; 33; 34 By this argument, modifications are thereby associated with
gene activation and/or silencing (much like RNA polymerase II (RNAPII) is associated with
active genes), but do not formally regulate transcription itself. An extension of this position
would be that chromatin modifications themselves do not intrinsically regulate gene
expression alone because an element of targeting or recruitment is necessary (in other
words, how do the enzymes know where to place the marks?). Once set, PTMs putatively
function in transcriptional regulation by promoting or excluding the binding of elements that
directly function in regulation (i.e., activators and/or repressor) to such regions.
One counterargument that could be made in response to the aforementioned view of the
histone code whereby chromatin-modifying machinery is recruited by transcriptional
activators or repressors would be that histone modifications are a prerequisite for
recruitment of certain elements of the transcriptional machinery. For example, two TBP-
associated factor (TAF) subunits of the transcription factor complex TFIID have been shown
to bind directly to histone PTMs, which would suggest that modification of histone proteins
is necessary for binding of the transcriptional machinery. The double bromodomain of Taf1,
the largest subunit of TFIID, binds preferentially to diacetylated histone H4.35 Taf3 harbors
a PHD finger that is selective for binding to trimethylated H3K4, and loss of this chromatin
mark results in reduced TFIID association with and transcriptional activity from certain
promoters 36, providing support for the role of histone PTMs as a requisite component in the
recruitment of transcription factors.
Despite the seemingly opposite lines of reasoning regarding the role of histone
modifications in transcriptional regulation, we maintain that the nature of the histone code
may not necessarily be as clear-cut as histone PTMs functioning solely as a consequence of
or prerequisite for recruitment of the canonical transcriptional machinery. It is likely that
both arguments hold true in their own rights with respect to transcription (as well as other
DNA-templated processes), and that possibly no absolute rule exists favoring either position
over the other, thereby necessitating examination of such codes on an individual basis. It is,
therefore, perhaps more judicious to focus our discussion on the histone code in the context
of how it more generally contributes to the physical organization of eukaryotic genomes.
Three major principles have developed during the evolution of the histone code hypothesis
over the past ten years: (1) interactions between histone modifications are not limited to a
single tail; (2) a single mark can recruit more than one protein; and (3) proteins acting alone
or in the context of a macromolecular complex can contain multiple domains to facilitate
binding to chromatin (Figure 2). At the time when the histone code hypothesis was put
forward, we had a relatively limited scope of the existent histone PTMs, the combinations in
which they exist, and how they affect downstream functionality. That marks located in close
proximity to one another often times exhibit functional interplay was demonstrated by
examples such as phosphorylation of serine 10 of histone H3 (H3S10ph) reducing the
affinity of the chromodomain of heterochromatin protein 1 (HP1) for di- and trimethylated
lysine 9 of histone H3.37 At present, the chromatin field continually refines our
understanding of how individual modifications affect placement of another, especially in the
context of how modifications on one histone tail affects placement of marks and recruitment
of effector proteins on other tails. A clear example of this idea is provided by studies that
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have demonstrated that a signal cascade in which 14-3-3 is recruited to the enhancer of
FOSL1 by binding to H3S10ph and itself subsequently recruits the HAT MOF, which
acetylates histone H4 on lysine 16 (H4K16ac) to create a doubly-modified H3S10ph/
H4K16ac nucleosome38. These PTMs then function as a platform for the bromodomain-
containing protein BRD4 (which in turn recruits the positive transcription factor b (P-
TEFb)) to activate transcription elongation, thus providing an elegant example of the
numerous intricacies associated with interactions between multiple histone PTMs across
multiple tails.38 It is becoming increasingly clear that modifications that work together to
form a putative code are not limited to a single histone tail, but are likely to span multiple
tails within one nucleosome, between adjacent nucleosomes, or between non-adjacent
nucleosomes that are physically located in close proximity to one another due to higher-
order chromatin structure. Examples of histone crosstalk continue to evolve, and many more
are likely to surface from future work, thereby shedding light on the growing complexity
associated with the many permutations of a histone code.
As alluded to above, modifications of histone residues in defined states can serve as
platforms for binding of more than one effector protein. For example, multiple proteins
(including JMJD2A, Rag2, BPTF, Ing2 and Taf3) have all been demonstrated to bind to
trimethylated lysine 4 of histone H3 (H3K4me3). 36; 39; 40; 41; 42; 43; 44 Such promiscuity
by a defined mark for multiple readers indicates that secondary levels of specification must
exist. One possible explanation is that one protein can harbor multiple domains that
cooperatively facilitate recognition and binding to chromatin.45 For example, Tsai et al have
recently shown that the tandem PHD finger and bromodomain of the protein TRIM24, a co-
activator of oestrogen receptor α (ERα), bind combinatorially to unmodified H3K4 and
acetylated H3K23 to facilitate chromatin recognition and contribute to ERα-mediated
transcription activation.46 Alternatively, more than one histone PTM (or the recognition of
unmodified histone residues with modified ones) can function in concert to form a
recognition code for a single protein with multiple chromatin-binding domains or multiple
proteins within a chromatin-associated complex.47 One example of this type of nucleosomal
interaction is provided by the Rpd3S histone deacetylase complex, which stably interacts
with H3K36 methylated nucleosomes via recognition of H3K36 methylation by the
chromodomain-containing subunit Eaf3 and H3 recognition by a PHD finger within in Rco1
subunit of this same complex.48 Thus, it is becoming increasingly clear that the one
mark:one reader (or writer or eraser in certain instances) ratio does not allow for generation
of enough physically distinct relationships to sufficiently impart the degree of information
necessary to mediate diverse outcomes, supporting the existence of numerous levels of
complexity built into the histone code. Such complexity would allow multiple ways to tinker
with the same chromatin landscape to promote diverse biological outcomes.
Tinkering the ‘histone code hypothesis’ in years to come
The key question that remains then, is perhaps not one of mulling over how to best define
the histone code, but rather, what form will the histone code hypothesis take over the years
to come? Given the rapidity of chromatin-based research and the prominent role of
chromatin in numerous DNA-based processes, research in the years to come is likely to
continue along the same fruitful path of discovery that it has witnessed in the past ten years,
demonstrating additional levels of complexity by which intrinsic cellular machines tinker
with the chromatin template. While studies aimed at identifying additional writers and
erasers of the histone code as well as novel marks remain ever important, investigations
elucidating how chromatin marks act in concert to recruit readers are of equal significance.
Technological advancements and new methodologies have significantly progressed our
efforts in both areas of study, and are expected to continue to do so well into the future.49; 50
Histone PTMs have traditionally been identified by metabolic labeling, microsequencing,
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the generation of immunological reagents, and more recently, mass spectrometry (MS).51
Advancements in MS technology include the recently developed top-down methodology,
which analyzes intact proteins samples (as opposed to the more canonical bottom-up
approach where proteins are fragmented prior to analysis). Because proteins are analyzed at
the whole-molecule level, top-down MS allows for identification of combinatorial patterns
of modifications that exist within one histone protein.52 For example, top-down MS analysis
has now been completed on all three human histone H3 variants (H3.1, H3.2, and H3.3),
revealing complex patterns of modified H3 forms.53; 54 Additionally, analysis of
asynchronously grown HeLa cells treated with the HDAC inhibitor sodium butyrate has
revealed a surprising and complex number of combinatorially-modified species of histone
H3.2 and H4.53; 55 Though still in its infancy, studies such as these have made it readily
apparent that top-down MS analysis will be a highly utilized technique in future studies to
decipher how combinatorial patterns of histone modifications contribute to the regulation of
diverse biological processes.49
Identification of the histone marks themselves and the combinatorial patterns in which they
exist is not enough to understand functional consequences of their placement. The
availability of modification-specific antibodies has allowed for immunoprecipitation of
DNA fragments associated with a particular mark by chromatin immunoprecipitation
(ChIP). It should be formally noted that one major limitation to be kept in mind when
designing and/or interpreting experiments involving ChIP is the requirement for a high-
quality antibody that can specifically recognize a defined modification state (e.g., a
dimethylated but not trimethylated lysine residue). Moreover, as neighboring modifications
may unpredictably impact antibody specificity, it is becoming increasingly clear that
rigorous validation of antibody quality is essential for any ChIP-based analysis to effectively
provide insight into the location of a particular modification in a defined state.56; 57; 58
Early approaches for studying chromatin-modifications on a genome-wide level utilized
ChIP combined with DNA microarray analysis (ChIP-chip). More recently, ChIP coupled
with next-generation sequencing technology (ChIP-seq) has provided considerable insight
into the function of histone PTMs, allowing for the identification of genome-wide patterns
of specific modifications as well as transcription factors and the machinery responsible for
modifying the chromatin landscape under defined biological conditions.59 Early ChIP-seq
analyses mapping histone modifications in CD4+ T cells or mouse embryonic stem (mES)
cells revealed a number of findings.60; 61; 62 For instance, a comparative ChIP-seq analysis
of mES, neural progenitor and embryonic fibroblasts confirmed the existence of bivalent
domains characterized by the co-localization of H3K4 and H3K27 trimethylation that
function in cellular plasticity and commitment to a defined lineage.61; 63 However, how
widespread bivalent domains occur in various developmental contexts remains unclear and
is under active investigation. Genome-wide association studies derived from ChIP-seq
analyses completed to date have led many to see the histone code less in terms of as sets of
definite combinations that produce an absolute outcome, but rather, more as patterns of
modifications that when in combination tend to favor a specified outcome. In that vein, the
ramifications of the histone code are correlative rather than causal in that combinatorial
patterns provide a bias for a specific outcome rather than serve as an absolute mark of one.
ChIP-seq analyses has, for example, revealed that in general, higher levels of H3K9me1 and
H2BK5me1 in the 5′ end, H3K27me1 distributed throughout, and H3K36me3 in the 3′ end
of a transcribed region mark actively transcribed regions.60 Furthermore, another study
found that there is a combinatorial pattern of methylation and acetylation events on histone
tails that are co-associated with each other on a significant fraction of genes within the
human genome.62 Such studies provide important insight, in that they demonstrate that
actively transcribed regions of the genome, as well as functional elements in general, bear
distinct histone PTM signatures.64 Additional studies will surely expand upon whether the
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histone code is characterized by a fixed set of combinatorial patterns that establish defined
chromatin states (also referred to frequently as chromatin ‘signatures’) or rather, if certain
combinations tend to tip the balance in favor of a certain state. For example, recent work
published by the modENCODE Consortium has provided great insight into the genome-
wide chromatin organization in the model organisms Caenorhabditis elegans and
Drosophila melanogaster, which together have vastly advanced our understanding how
various histone PTMs are associated with genomic regulatory elements in defined
developmental states.65; 66; 67 Newcomers to this field should refer to these studies to
become oriented not only to some of the principal PTMs that mark chromatin domains, but
also to the staggering complexities underlying the combinatorial nature with which gene
bodies and regulatory elements are specified and defined in a chromatin context. Indeed the
language is colorful and must be interpreted in context, especially in a developmental
setting.
Novel methods are also being developed to characterize combinatorial patterns that facilitate
binding of effector proteins as well as identify novel proteins that can bind to modified
histone tails. Use of combinatorial peptide libraries based on the N-terminal histone tails has
become a widely used practice to identify how the presence of additional marks enhances or
weakens the affinity of an effector protein for its target binding module. Peptide libraries
have been synthesized as various types of platforms, including resin-bound PTM-containing
histone tail libraries and custom peptide microarrays.56; 58; 68; 69 Such platforms have
recently begun to be used to identify synergistic and antagonistic combinations of histone
modifications that ultimately affect the binding of effectors. For example, the H3K9me2
demethylase PHF8 binds to H3K4me3/2, and hybridization of a recombinant GST-
PHD(PHF8) fusion protein to a synthetic peptide array containing combinatorial
modifications patterns revealed that binding to H3K4me3/2 was also achieved when
peptides were acetylated at the H3K9/K14 positions.70 While peptide libraries are
advantageous at looking at how effector proteins respond to various combinatorial patterns
of modifications, alternative functional technologies are being employed to screen for
proteins that bind to a particular modification in an unbiased manner. Recently, a histone
peptide pulldown approach paired with SILAC proteomics technology was used to define a
large-scale methyl lysine interactome.71 Extending this concept further, designer synthetic
nucleosomes in which nucleosomes are reconstituted using recombinant histones harboring
specific modifications states have allowed for unbiased identification of cellular proteins
that bind to a specific state on a nucleosomal substrate in a technique called SNAP (SILAC
nucleosome affinity purification).72 Because the DNA sequence and modifications of
interest are user-defined, one could theoretically begin to make oligonucleosomes in which
crosstalk both within and across nucleosomes can be addressed. This latter technology holds
great potential for future studies in which peptides harboring several modifications are fused
to multiple histone tails via native chemical ligation to reconstitute multiply-modified
nucleosomes to give a more complete picture of how combinatorial patterns affect binding
by chromatin readers in the more-physiologically relevant nucleosomal context.
Strict code versus rich language: exciting either way
At the time of inception, it is always difficult to discern how influential a hypothesis will
truly be. We have been privileged to witness that François Jacob and Jacques Monod’s
report on the lac operon in the Journal of Molecular Biology in 1961 has revolutionized our
understanding of the basic mechanisms underlying gene regulation. We are also beginning
to understand the richness of the histone code hypothesis. When we posited this hypothesis,
now ten years ago, we had what in retrospect would be described as a quite limited scope of
histone post-translational modifications. One decade later, we stand in awe at how the
chromatin field, and scientific research community at large, has come together to expand
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this code to a scope beyond what was imaginable at the time of its conception. For example,
never in our wildest dreams had we envisioned a Keystone meeting being dedicated to the
singular topic of the ‘Histone Code’: Fact or Fiction (January 10–15, 2011 in Midway,
Utah). However, it is with a sense of realism that we recognize that many obstacles remain
to be overcome before we can officially declare that this code has been deciphered to its
fullest potential. For example, it will be difficult to discern when saturation has been reached
and all modifications have been identified, a reality complicated by the fact that organismal
differences exist within the chromatin landscape. The staggering complexity of this
proposed ‘epigenetic code’ promises to keep many talented scientists busy for the next
decade with many more welcomed surprises along the way. Moreover, we are coming to
realize that such a code may not pertain specifically to histones, but could potentially be
extended to proteins in general. That proteins are modified post-translationally is by no
means a novel concept, but the idea that modifications working in concert are predictive of
defined downstream biological events has received more thought recently. The tumor
suppressor p53 is highly regarded as the model for the existence of a more general protein
code, as this protein is subject to a number of PTMs, including methylation, acetylation,
phosphorylation, and ubiquitylation.73 The observation that modifications, such as
acetylation, correlate with stabilization and activation of p5374 in concert with the idea that
one modification can enhance or preclude the placement of another supports a more general
mechanism in which modifications are tightly linked to p53 function in an analogous fashion
as to how histone PTMs work together to form a functional code. Also worthy of noting is
that many of the enzymes responsible for writing, erasing, and reading histone methylation
and acetylation on histone proteins are also responsible for modifying the C-terminus of p53
and certainly other non-histone proteins75; 76, echoing Jacob’s visionary sentiment that the
same elements are often used to create new products of increasing complexity.
Our piece in 2000 was framed as a hypothesis with the hope that it would stimulate
discussion and lead to subsequent tests of its central tenets. Much of this has happened, and
we look forward to much more along these lines. While contention over use of the word
“code” may eventually lead to an alternative designation in future years, we are confident
that debates over diction will not hinder the elegant work that the chromatin community has
collectively produced at a remarkable pace. We close with a prediction -- we will indeed
witness a period of further enlightenment with regard to how cellular enzymes tinker with
both histone and non-histone proteins alike to create increasingly complex patterns of
regulatory mechanisms in the years to come. Coloring the chromatin code with even more
shades will be part of the fun.77; 78
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Figure 1. Toolkit for modifying the chromatin template
Schematic illustrating the concept that writers place post-translational modifications on
histone proteins (left), erasers remove such modifications from histone proteins (middle),
and readers function to interpret these covalent modifications (right) to mediate diverse
downstream processes.
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Figure 2. Mechanisms of histone-recognition modules binding their target modification
Binding of specialized domains to histone post-translational modifications can occur in cis,
where contact is made to a series of modifications on the same histone tail (A), or in trans,
where contacts are made to distinct modifications across histone tails (B). Often, a single
modification can serve as a docking site for more than one protein, in which secondary
signals (e.g. other PTMs) may serve to dictate which protein is recruited to the specific mark
(C). Proteins acting alone (A–B), or in the context of a macromolecular complex (D) can
harbor multiple domains capable of facilitating chromatin recognition and binding. For
clarity, no attempts have been made to depict histone recogntion between nucleosomes in
either the same or distinct polynucleosome fibers, but these modes of binding recognition
are also likely (reviewed in Ruthenburg et al. 2007).
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Table 1
Histone modification types and the interacting domains that “read” them
Modification types Residue(s) modified Reader domain(s)
Unmodified lysine Lysine PHD
Acetylation Lysine Bromo
Methylation Lysine/Arginine Ankyrin, Chromo, HEAT, MBT, PHD, Tudor, PWWP, WD40
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