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Abstrat
In the this paper we present a simple reurrent algorithm for solving the Lin-
earization Problem involving some families of q-polynomials in the exponential lattie
x(s) = 
1
q
s
+ 
3
. Some simple examples are worked out in details.
1 Introdution.
Given three families of polynomials, denoted by P
n
(x), Q
m
(x) and R
j
(x), of degree exatly
equal to respetively n, m and j, the Linearization Problem asks to ompute the so-alled
linearization oeÆients L
mjn
dened by the relation:
Q
m
(x)R
j
(x) =
m+j
X
n=0
L
mjn
P
n
(x):
The study of suh a problem has known an inreasing interest in the last few years.
Speial emphasis was given to the lassial ontinuous (Hermite, Laguerre, Jaobi and
Bessel) [8, 9, 11, 15, 19, 20, 21, 24, 26, 27, 28℄ and the disrete ases (Charlier, Meixner,
Kravhuk and Hahn) [7, 9, 12, 14, 27℄. The main aim of the present paper is to show that
the ideas given in [14, 26℄ an be extended in a very easy way to the q-polynomials on the
exponential lattie x(s) = 
1
q
s
+ 
3
. If fat, if P
n
(x), Q
m
(x) and R
j
(x) are polynomials
in x(s) = 
1
q
s
+ 
3
, then it is possible to nd a reurrene relation for the linearization
oeÆients L
mjn
, whih is an alternative approah to the one given in [5℄. This approah
requires the knowledge of the so-alled struture relation and three-term reurrene relation
1
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for the polynomials P
n
(x) as well as the seond order dierene equation whih satisfy the
other two polynomials Q
m
(x) and R
j
(x).
In this paper we will present an algorithm for omputing the above oeÆients, show-
ing, as an example, the ase when the polynomials P
n
(x), Q
m
(x) and R
j
(x) are the three
Pohhammer and q-Pohhammer symbols. In both ases the solutions are given expliitly.
The obtained expression an be used for solving more \ompliated" examples.
The struture of the paper is as follows. In Setion 2, a general algorithm for nding a
reurrene relation for the L
mjn
, is presented. In Setion 3, two speial ases, of partiular
importane, are worked out, namely, the linearization of a produt of two q-Pohhammer
or q-Stirling polynomials in terms of single q-Pohhammer or q-Stirling polynomials, re-
spetively. Finally, some more ompliated examples involving the Charlier polynomials
and their q-analogues in the lattie x(s) = q
s
are presented.
2 General algorithm for solving the linearization problem.
In this setion we will present a general algorithm to nd a reurrene relation for the
linearization oeÆients L
mjn
in the expansion
Q
m
(x(s))R
j
(x(s)) =
m+j
X
n=0
L
mjn
P
n
(x(s)); x(s) = 
1
q
s
+ 
3
; (2.1)
where 
1
, 
3
and q are onstants, Q
m
(x(s))  Q
m
(s)
q
and R
j
(x(s))  R
j
(s)
q
are polyno-
mials whih satisfy a seond order dierene equation of the form
a(s)Q
m
(s+ 1)
q
+ b(s)Q
m
(s)
q
+ (s)Q
m
(s  1)
q
= 0; (2.2)
and
(s)R
j
(s+ 1)
q
+ (s)R
j
(s)
q
+ (s)R
j
(s  1)
q
= 0; (2.3)
respetively. A speial ase of suh polynomials are the q-polynomials of hypergeometri
type [3, 22, 23℄, whih satisfy the dierene equation
(s)
4
4x(s 
1
2
)
5y(s)
5x(s)
+ (s)
4y(s)
4x(s)
+ y(s) = 0;
5f(s) = f(s)  f(s  1); 4f(s) = f(s+ 1)  f(s) :
(2.4)
Obviously, the Eq. (2.4) is of the type (2.2) (y  Q
m
), with
a(s) = (s) + (s)4 x(s 
1
2
); (s) = (s)
4(s)
5x(s)
;
b(s) = 4 x(s 
1
2
)4x(s)  a(s)  (s) :
(2.5)
Notie that when x(s) = 
1
q
s
+ 
3
, 5x(s), 4x(s) and 4x(s  
1
2
) are polynomials of rst
degree in x(s), then, in this ase, the funtions a, b, , ,  and  in (2.2)-(2.3) are
polynomials of 2th degree at most.
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In the following, we will use the operators T and I dened as follows
T : IP! IP
T p(s) = p(s+ 1)
;
I : IP! IP
Ip(s) = p(s)
:
Using the above operators, we an rewrite the Eqs. (2.2)-(2.3) in the form
a(s+ 1)T
2
Q
m
(s)
q
+ b(s+ 1)T Q
m
(s)
q
+ (s+ 1)IQ
m
(s)
q
= 0; (2.6)
and
(s+ 1)T
2
R
j
(s)
q
+ (s+ 1)T R
j
(s)
q
+ (s+ 1)IR
j
(s)
q
= 0: (2.7)
Other important examples of q-polynomials are the so-alled q-Pohhammer symbols
and the q-Stirling polynomials (see setion 3 of the present work for more details) whih
satisfy a rst order dierene equation of type (2.6)- (2.7).
2.1 The fourth order dierene equation for the polynomials Q
m
(s)
q
R
j
(s)
q
.
Using the two equations (2.6) and (2.7), it is easy to prove that the polynomials u(s)
q

Q
m
(s)
q
R
j
(s)
q
, satisfy a fourth order dierene equation of the form
L
4
u(s)  p
4
(s)T
4
u(s)
q
+ p
3
(s)T
3
u(s)
q
+ p
2
(s)T
2
u(s)
q
+ p
1
(s)T u(s)
q
+ p
0
(s)Iu(s)
q
: (2.8)
To prove this, we will follow the works [13, 14℄. The idea is the following. Sine (2.6)-(2.7),
a(s+ 1)(s + 1)T
2
u(s) =
= [b(s+ 1)T Q
m
(s)
q
+ (s+ 1)IQ
m
(s)
q
℄ [(s+ 1)T R
j
(s)
q
+ (s+ 1)IR
j
(s)
q
℄ ;
whih an be rewritten as
L
2
u(s)  a(s+ 1)(s+ 1)T
2
u(s)  b(s+ 1)(s + 1)T u(s)  (s+ 1)(s+ 1)Iu(s) =
= b(s+ 1)(s+ 1) [T Q
m
(s)
q
IR
j
(s)
q
℄ + (s+ 1)(s+ 1) [IQ
m
(s)
q
T R
j
(s)
q
℄ =
= l
1
(s) [T Q
m
(s)
q
IR
j
(s)
q
℄ + l
2
(s) [IQ
m
(s)
q
T R
j
(s)
q
℄ :
Next, we hange in the last expression s! s+1, and substitute in the right-hand side the
expression T
2
Q
m
(s)
q
and T
2
R
j
(s)
q
, using the Eqs. (2.6)-(2.7), respetively. This allows
us to rewrite the resulting expression in the form
M
3
u(s) = m
1
(s) [T Q
m
(s)
q
IR
j
(s)
q
℄ +m
2
(s) [IQ
m
(s)
q
T R
j
(s)
q
℄ ;
where M
3
is a dierene operator of third order (there is one term proportional to T
3
), m
1
and m
2
are known funtions of s. Repeating the same proedure, but now starting from
the above equation we obtain
N
4
u(s) = n
1
(s) [T Q
m
(s)
q
IR
j
(s)
q
℄ + n
2
(s) [IQ
m
(s)
q
T R
j
(s)
q
℄ :
Then







L
2
u(s) l
1
(s) l
2
(s)
M
3
u(s) m
1
(s) m
2
(s)
N
4
u(s) n
1
(s) n
2
(s)







= 0 : (2.9)
Expanding the determinant from the rst olumn, the Eq. (2.8) holds.
Remark: The above equation (2.9), and its proof, remains true for any lattie funtion
x(s) and not only for the exponential lattie x(s) = 
1
q
s
+ 
3
.
3
2.2 The generalized linearization algorithm
As before, we will suppose that Q
m
(s)
q
and R
j
(s)
q
satisfy the equations (2.6) and (2.7),
respetively, and that P
n
(s)
q
satisfy the so-alled struture relation in the exponential
lattie x(s) = 
1
q
s
+ 
3
and a three-term reurrene relation. An example of the latest are,
again, the q-hypergeometri orthogonal polynomials in the aforementioned lattie whih
satisfy the struture relation [4℄ (for the ase x(s) = q
s
see [6℄)
[(s) + (s)4 x(s 
1
2
)℄
4P
n
(s)
q
4x(s)
= S
n
P
n+1
(s)
q
+ T
n
P
n
(s)
q
+R
n
P
n 1
(s)
q
; (2.10)
or, written in its equivalent form
(s)T P
n
(s)
q
=
n+2
X
k=n 2
A
k
(n)P
k
(s)
q
; (s) = (s) + (s)4 x(s 
1
2
); (2.11)
as well as the three-term reurrene relation (TTRR)
x(s)P
n
(s)
q
= 
n
P
n+1
(s)
q
+ 
n
P
n
(s)
q
+ 
n
P
n 1
(s)
q
; P
 1
(x)  0; n  0: (2.12)
To obtain (2.11) from (2.10) we use the fats that 4x(s) is a polynomial of rst degree
in x(s) (whih is not valid in general for any lattie x(s)), (s) + (s) 4 x(s  
1
2
) is a
polynomial of degree two in x(s), and the TTRR (2.12).
From the above expression (2.11), one easily obtains that
(s)(s+ 1)T
2
P
n
(s)
q
=
n+4
X
k=n 4
~
A
k
(n)P
k
(s)
q
;
(s)(s+ 1)(s+ 2)T
3
P
n
(s)
q
=
n+6
X
k=n 6
^
A
k
(n)P
k
(s)
q
;
(s)(s+ 1)(s+ 2)(s+ 3)T
4
P
n
(s)
q
=
n+8
X
k=n 8

A
k
(n)P
k
(s)
q
:
(2.13)
To obtain a reurrene relation for the linearization oeÆients we an do the following:
Sine (2.8), L
4
Q
m
(s)
q
R
j
(s)
q
= 0, then applying L
4
to both sides of (2.1), we nd
0 =
m+j
X
n=0
L
mjn
(s)(s+ 1)(s+ 2)(s+ 3)L
4
P
n
(x(s)):
Taking into aount that L
4
is a fourth degree operator with polynomial oeÆients, and
4
using the struture relation (2.11) as well as (2.13) we nd
0 =
m+j
X
n=0
L
mjn
(
p
4
(s)
n+8
X
k=n 8

A
k
(n)P
k
(s)
q
+ p
3
(s)(s+ 3)
n+6
X
k=n 6
^
A
k
(n)P
k
(s)
q
+
+p
2
(s)(s+ 2)(s+ 3)
n+4
X
k=n 4
~
A
k
(n)P
k
(s)
q
+
+p
1
(s)(s+ 1)(s+ 2)(s+ 3)
n+2
X
k=n 2
A
k
(n)P
k
(s)
q
+
+(s)(s+ 1)(s+ 2)(s+ 3)p
0
(s)P
n
(s)
q
)
;
from where, and by taking into aount that (s + k), k = 0; 1; 2; 3, is a polynomial of
degree two in x(s) = 
1
q
s
+ 
3
, as well as the TTRR (2.12) we obtain that the oeÆients
L
mjn
satisfy a reurrene relation of the form
r
X
k=0

k
(i; j; n)L
mj n+k
= 0: (2.14)
In general, the present algorithm may not give the minimal order reurrene for the lin-
earization oeÆients. To get the order r minimal it is neessary to use more spei
properties of the families of polynomials involved in (2.1).
Remark: Notie that the present algorithm also works in the ase when the produt
Q
m
(x(s))R
j
(x(s)) satisfy a kth-linear dierene equation with polynomial oeÆients (not
neessary of order 4 as in (2.9)), so it an be used for solving more general linearization prob-
lems, e. g., linearization problems involving the produt of three or more q polynomials.
3 Examples
In this setion we will work out some examples. For simpliity we will onsider the ase
when the involved polynomials Q
m
and R
j
satisfy rst order dierene equations, i.e.,
equation of the form (2.6) and (2.7) with a(s) = (s)  0.
3.1 Linearization of a produt of two q-Pohhammer symbols.
Let us dene the quantities (s)
q
by
(s)
q
=
q
s
  1
q   1
= q
s
2
 1
[s℄
q
; (3.1)
and let [(s)
q
℄
n
, the q-Pohhammer symbol, be dened by
[(s)
q
℄
n
= (s)
q
(s+ 1)
q
   (s+ n  1)
q
=
n 1
Y
k=0
q
s+k
  1
q   1
: (3.2)
5
Notie that [(s)
q
℄
n
is a polynomial of degree exatly equal n in q
s
. The polynomials [(s)
q
℄
n
satisfy the following dierene equation
(s)
q
[(s+ 1)
q
℄
n
  (s+ n)
q
[(s)
q
℄
n
= 0 ; (3.3)
and a reurrene relation
(s)
q
[(s)
q
℄
n
  q
 n
[(s)
q
℄
n+1
+ q
 n
(n)
q
[(s)
q
℄
n
= 0: (3.4)
Notie also that
[(s)
q
℄
n
=
(q
s
; q)
n
(1  q)
n
; where (a; q)
n
=
n 1
Y
k=0
(1  a q
k
): (3.5)
Obviously, in the limit q ! 1, the q-Pohhammer symbol [(s)
q
℄
n
, beomes into the
lassial Pohhammer symbol (s)
n
= s(s+ 1)    (s+ n  1).
Sine the produt [(s)
q
℄
i
[(s)
q
℄
j
is a polynomial in q
s
, it an be represented as a linear
ombination of the single q-Pohhammer symbols [(s
q
)℄
n
. In partiular,
[(s)
q
℄
i
[(s)
q
℄
j
=
i+j
X
n=0
L
ijn
(q)[(s
q
)℄
n
: (3.6)
In order to to obtain the reurrene relation for the linearization oeÆients L
ijn
in
(3.6) we apply the operator
(s)
2
q
T   (s+ i)
q
(s+ j)
q
I (3.7)
to both sides of (3.6). Using formula (3.3) we obtain the following expression
0 =
i+j
X
n=0
L
ijn
"

q
s
  1
q   1

2
T [(s
q
)℄
n
 
 
q
s+i
  1
q   1
! 
q
s+j
  1
q   1
!
[(s
q
)℄
n
#
: (3.8)
Taking into aount the Eq. (3.3) for the q-Pohhammer symbol, we nd
0 =
i+j
X
n=0
L
ijn
[(s
q
)℄
n
"

q
s
  1
q   1

 
q
s+n
  1
q   1
!
 
 
q
s+i
  1
q   1
! 
q
s+j
  1
q   1
!#
=
=
i+j
X
n=0
L
ijn
[(s
q
)℄
n
[(s)
q
(s+ n)
q
  (s+ i)
q
(s+ j)
q
℄ :
Next, we will rewrite the expression inside the quadrati brakets using the identity
(s+ n)
q
= q
n
(s)
q
+ (n)
q
;
to obtain
0 =
i+j
X
n=0
L
ijn
[(s
q
)℄
n
n
(s)
2
q
[q
n
  q
i+j
℄ + (s)
q
[(n)
q
  q
i
(j)
q
  q
j
(i)
q
℄  (i)
q
(j)
q
o
;
6
from where, using Eq. (3.4), we arrive to the expression
i+j
X
n=0
L
ijn
n
q
 2n 1
[q
n
  q
i+j
℄[(s
q
)℄
n+2
+
+
 
(n)
q
  q
i
(j)
q
  q
j
(i)
q

q
 n
  (q
n
  q
i+j
)
 
q
 2n 1
(n+ 1)
q
+ q
 2n
(n)
q

[(s
q
)℄
n+1
+
+
h
(q
n
  q
i+j
)q
 2n
(n)
2
q
 
 
(n)
q
  q
i
(j)
q
  q
j
(i)
q

q
 n
  (i)
q
(j)
q
i
[(s
q
)℄
n
o
=
=
i+j
X
n=0
L
ijn
n
q
 2n 1
[q
n
  q
i+j
℄[(s
q
)℄
n+2
 
 

q
 n 1
(n+ 1)
q
+ q
i+j 1 2n

1 + q
n+j+1
(j)
q
+ q
n+i+1
(i)
q
  2(n+ 1)
q
	
[(s
q
)℄
n+1
 
 q
i+j 2n

(n)
q
  q
n+j
(j)
q
 
(n)
q
  q
n+i
(i)
q

[(s
q
)℄
n
o
= 0 :
The above equation leads us to the following three-term reurrene relation for the lin-
earization oeÆients L
ijn
A
n
L
ijn 2
+B
n
L
ijn 1
+ C
n
L
ijn
= 0; (3.9)
where
A
n
= q
 2n+3
[q
n 2
  q
i+j
℄;
B
n
=  q
 n
(n)
q
  q
i+j+1 n

q
 j
(j)
q
+ q
 i
(i)
q
  q
 n
(n)
q
  q
 n+1
(n  1)
q

;
C
n
=  q
i+j

q
 n
(n)
q
  q
 j
(j)
q
 
q
 n
(n)
q
  q
 i
(i)
q

;
(3.10)
with the initial onditions L
ij i+j+1
= 0 and L
ij i+j
= q
 ij
.
To solve the above reurrene we apply the algorithm qHyper [1, 2, 25℄ whih allows us
to nd an equivalent two-term reurrene relation for the linearization oeÆients. Namely,
L
ijn+1
=  
q
 k 1
(i+ j   n)
q
(i  n  1)
q
(j   n  1)
q
L
ijn
; (3.11)
so that,
L
ijn
= ( 1)
i+j n
q
i(i+1)+j(j+1) n(n+1)
2
[( j)
q
℄
i+j n
[( i)
q
℄
i+j n
(i+ j   n)
q
!
; (3.12)
for n  max(i; j) and vanishes otherwise.
Notie that, in the limit q ! 1, the above reurrene relations (3.9)-(3.11) transform
into a two-term reurrene relations for the standard Pohhammer symbols (s)
n
of the form
(k   i  j   1)L
ijn 1
  (k
2
  (i+ j)k + ij)L
ijn
= 0; L
ij i+j+1
= 0; L
ij i+j
= 1;
7
whih solution
L
ijn
=
8
>
>
>
<
>
>
:
( 1)
i+j+n
( j)
i+j n
( i)
i+j n
(i+ j   n)!
n  max(i; j)
0 otherwise
;
orresponds to (3.12) in the limit q ! 1.
3.2 Linearization of a produt of two q-Stirling polynomials.
Let us dene the q-Stirling polynomials or q-falling fatorials (s)
[n℄
q
, by
(s)
[n℄
q
= (s)
q
(s  1)
q
   (s  n+ 1)
q
=
n 1
Y
k=0
q
s k
  1
q   1
(3.13)
Also we will use the notation
(s)
[n℄
q
=
(q
s
; q)
[n℄
(1  q)
n
; (a; q)
[n℄
= (1  a)(1   aq
 1
)    (1  aq
 n+1
): (3.14)
These quantities (s
q
)
[n℄
are losely related to the q-Stirling numbers
~
S
q
(n; k); s

q
(n; k)
[30℄ by formulas
(s)
n
q
=
n
X
k=0
~
S
q
(n; k)(s
q
)
[n℄
; (s)
[n℄
q
=
n
X
k=0
s

q
(n; k)(s)
k
q
; (3.15)
and satisfy the following dierene equation
(s)
q
(s  1)
[n℄
q
  (s  n)
q
(s)
[n℄
q
= 0 ; (3.16)
as well as the reurrene relation
(s)
q
(s)
[n℄
q
  q
n
(s)
[n+1℄
q
  (n)
q
[(s)
q
℄
[n℄
= 0: (3.17)
Again, sine the produt (s)
[i℄
q
(s)
[j℄
q
is a polynomial in x(s) = q
s
, it an be represented as a
linear ombination of the q-falling fatorials (s
q
)
[n℄
. In partiular,
(s)
[i℄
q
(s)
[j℄
q
=
i+j
X
n=0
~
L
ijn
(q)(s
q
)
[n℄
: (3.18)
To obtain the reurrene relation for the linearization oeÆients
~
L
ijn
in (3.18) we apply
the operator
(s)
2
q
T
 1
  (s  i)
q
(s  j)
q
I (3.19)
to both sides of (3.18) and do similar alulations as before but now using the equations
(3.16) and (3.17), respetively. This leads us to the expression
i+j
X
n=0
~
L
ijn
n
q
2n+1
[q
 n
  q
 i j
℄(s
q
)
[n+2℄
+
+

(n+ 1)
q
+ q
n i j
[(j)
q
+ (i)
q
  (n)
q
  (n+ 1)
q
℄
	
(s
q
)
[n+1℄
 
 q
 i j
[(n)
q
  (j)
q
℄ [(n)
q
  (i)
q
℄ (s
q
)
[n℄
o
= 0 ;
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whih allows us to obtain the following three-term reurrene relation for the linearization
oeÆients
~
L
ijn
~
A
n
~
L
ijn 2
+
~
B
n
~
L
ijn 1
+
~
C
n
~
L
ijn
= 0; (3.20)
where
~
A
n
= q
2n 3
[q
 n+2
  q
 i j
℄;
~
B
n
= (n)
q
+ q
n i j 1
[(j)
q
+ (i)
q
  (n  1)
q
  (n)
q
℄ ;
~
C
n
=  q
 i j
[(n)
q
  (j)
q
℄ [(n)
q
  (i)
q
℄ ;
(3.21)
with the initial onditions
~
L
ij i+j+1
= 0 and
~
L
ij i+j
= q
ij
.
Again, applying to the above reurrene relation the algorithm qHyper [1, 2, 25℄ we
nd that the oeÆients
~
L
ijn
satisfy an equivalent two-term reurrene relation
~
L
ijn+1
=
q(i+ j   n)
q
(i  n  1)
q
(j   n  1)
q
~
L
ijn
; (3.22)
so that,
~
L
ijn
= q
i+j+ij n
[( j)
q
℄
i+j n
[( i)
q
℄
i+j n
(i+ j   n)
q
!
; for n  max(i; j); (3.23)
and vanishes otherwise.
We want to point out here that the above reurrene relation (3.20), as well as its
solution (3.23), an be obtained from the previous equations (3.9) and (3.12). In order to
do that we use the identity
(s)
[n℄
q
= ( 1)
n
q
 n
[( s)
q
 1
℄
n
; (3.24)
and substitute it in (3.6). Comparing the obtained expression with (3.18) we nd
~
L
ijn
(q) = ( 1)
i+j n
q
n i j
L
ijn
(q
 1
) : (3.25)
The above three-term reurrene relation (3.20) in the limit q ! 1, transforms into a
two-term reurrene relation for the lassial Stirling polynomials (s)
[n℄
= s(s  1)    (s 
n+ 1), of the form
(j + i+1  k)
~
L
ijn 1
  (k
2
  (i+ j)k+ ij)
~
L
ijn
= 0; L
ij i+j+1
= 0; L
ij i+j
= 1; (3.26)
whih have the solution
~
L
ijn
=
8
>
>
>
<
>
>
>
:
( j)
i+j n
( i)
i+j n
(i+ j   n)!
n  max(i; j)
0 otherwise
; (3.27)
and that is in agreement with (3.23).
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Remark: To onlude this setion we want to remark that the method presented here an
be used also for solving the linearization problem
f[(s)
q
℄
i
g
m
=
i+m
X
m=0
L
m
in
(q)[(s
q
)℄
n
;
or
[(s)
[i℄
q
℄
m
=
i+m
X
m=0
~
L
m
in
(q)(s
q
)
[n℄
;
sine the the m power of a q-Pohhammer or a q-Stirling polynomials satisfy a rst order
dierene equation of the form
(s)
m
q
T f[(s)
q
℄
i
g
m
  (s+ i)
m
q
f[(s)
q
℄
i
g
m
= 0; (s)
m
q
T
 1
[(s)
[i℄
q
℄
m
  (s  i)
m
q
[(s)
[i℄
q
℄
m
;
respetively. Then, it is easy to see that the orresponding reurrene relations for the
oeÆients L
m
in
(q) and
~
L
m
in
(q), are of degree at most m+ 1 (for the lassial ase see [18℄).
3.3 Further examples
In this setion we will show the usefulness of the obtained relations for solving some lineriza-
tion formulas involving some lassial hypergeometri polynomials and their q-analogues.
Classial Charlier polynomials.
Firstly, we will obtain the linearization of a produt of two Stirling polynomials x
[m℄
x
[j℄
in
terms of the moni Charlier polynomials
x
[m℄
x
[j℄
=
m+j
X
n=0

m;j;n
C

n
(x); (3.28)
where the Charlier polynomials C

n
are dened by
C

n
(x) = ( )
n
2
F
0

 n; x
 




 
1


= x
n
+    : (3.29)
Here
p
F
q
denotes the generalized hypergeometri funtion
p
F
q

a
1
; a
2
; :::; a
p
b
1
; b
2
; :::; b
q




x

=
1
X
k=0
(a
1
)
k
(a
2
)
k
   (a
p
)
k
(b
1
)
k
(b
2
)
k
   (b
q
)
k
x
k
k!
:
(3.30)
To obtain the expliit expression for the oeÆients 
m;j;n
in (3.28), we will use the
expression (3.27) as well as the well known inversion formula (see, for example, [7℄)
x
[k℄
=
k
X
n=0

kn
C

n
(x); 
kn
=
 
k
n
!

k n
: (3.31)
Then, substituting (3.31) in
x
[m℄
x
[j℄
=
m+j
X
k=0
~
L
mjk
x
[k℄
;
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and interhanging the sums we obtain

m;j;n
=
m+j n
X
k=0
~
L
mj k+n

k+n n
:
Substituting in the above expressions the Eqs. (3.27) and (3.31) for the oeÆients
~
L
mj k+n
and 
k+n n
and making some straightforward alulations, we nally obtain

m;j;n
=
 
m+ j
n
!

m+j n
3
F
1
 
 m;  j; n m  j
 m  j





1

!
: (3.32)
An analogous expression have been obtained in [7℄ by others means. Obviously, the same
an be done for other hypergeometri polynomials (e.g. Hahn, Meixner and Kravhuk).
Notie also that, sine
C

j
(x) =
j
X
k=0
a
jk
x
[k℄
; a
jk
=
( 1)
j
( j)
k

j k
k!
;
then, multiplying (3.28) by a
jk
and taking the sum over k, we obtain
x
[m℄
C

j
(x) =
m+j
X
n=0
l
m;j;n
C

n
(x); (3.33)
where
l
m;j;n
= ( )
j

m n
j
X
k=0
 
m+ k
n
!
( j)
k
k!




k
3
F
1
 
 m;  k; n m  k
 m  k





1

!
:
A similar result was obtained in [7℄ by a dierent way.
Notie also the niteness of the last sum as well as the termination harater of the
involved hypergeometri serie
3
F
1
.
q-Charlier polynomials.
Next we will obtain some formulas for the linearization oeÆients involving a q-analogue
of the Charlier polynomials 

n
(s; q) in the exponential lattie x(s) = q
s
[3, 4℄.
These moni Charlier q-polynomials 

n
(s; q) are dened by

()
n
(s; q) = 
n
(1  q)
n
q
n
2
2
'
0
 
q
 n
; q
 s
 
; q ;  
q
s
(q   1)
!
=
= 
n
(1  q)
n
q
n
2
n
X
k=0
(q
 n
; q)
k
(q; q)
k

k
(s)
[k℄
q
; 1 < q < 1; 0 <  < 1 ;
(3.34)
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where (s)
[k℄
q
are the q-Stirling polynomials dened in (3.13), the symbols (a; q)
k
are given
in (3.5), and the q-basi hypergeometri serie is dened by [16℄
r
'
p

a
1
; a
2
; :::; a
r
b
1
; b
2
; :::; b
p
; q ; z

=
1
X
k=0
(a
1
; q)
k
   (a
r
; q)
k
(b
1
; q)
k
   (b
p
; q)
k
z
k
(q; q)
k
h
( 1)
k
q
k
2
(k 1)
i
p r+1
:
(3.35)
Also we need the q-analogue of the inversion formula (3.31) [5℄
(s)
[k℄
q
=
k
X
n=0

q
kn


n
(s; q); 
q
kn
=
q
k 
n
2
(n+1)
(q   1)
n
 
k
n
!
q

k n
; (3.36)
where
 
k
n
!
q
=
(q; q)
k
(q; q)
n
(q; q)
k n
:
Notie that the above expressions transform into the lassial ones when q ! 1. Then, to
solve the linearization problem
(s)
[m℄
q
(s)
[j℄
q
=
m+j
X
n=0

q
m;j;n


n
(s; q); (3.37)
we apply the same proedure as before, i.e.,

q
m;j;n
=
m+j n
X
k=0
~
L
mj k+n
(q)
q
k+n n
;
where
~
L
mj k+n
(q) are given in (3.23) and 
q
k+n n
by (3.36). Again, some straightforward
alulations (in whih we use some identities involving the (a; q)
n
and (a; q)
[n℄
symbols
[16, 17℄) lead us to the expression

q
m;j;n
=
q
m+j+mj 
n
2
(n+1)

m+j n
(q   1)
n
 
j +m
n
!
q
3
b
'
1
 
q
 m
; q
 j
q
n m j
q
 m j
; q;
1
(1  q)q
n+1

!
:
Here, we use the funtion
r
b
'
p
dened by
r
b
'
p

a
1
; a
2
; :::; a
r
b
1
; b
2
; :::; b
p
; q ; z

=
1
X
k=0
(a
1
; q)
k
   (a
r
; q)
k
(b
1
; q)
k
   (b
p
; q)
k
z
k
(q; q)
k
:
(3.38)
Notie also that in the ase when q ! 1, Eq. (3.37) transforms into the lassial one (3.32).
Obviously, the same an be done with others q-polynomials (e.g. q-Hahn, q-Meixner,
et [3, 17℄). Also, analogues of the problem (3.33) an be solved in a similar way.
Summary
In the present work we have developed a general reurrent method for solving the lineariza-
tion problem for a produt of two polynomials in the exponential lattie x(s) = 
1
q
s
+ 
3
,
obtaining the expliit solution in the ase of the q-analogues of the Pohhammer symbol and
12
the Stirling polynomials. Finally, some linearization problems involving the q-analogues of
the lassial Charlier polynomials were solved.
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