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Abstract
We study the existence, uniqueness and continuous dependence on initial data of the solution
to a nonlocal Cahn–Hilliard equation on a bounded domain. The equation generates a gradient
ﬂow for a free energy functional with nonlocal interaction. Also we apply a nonlinear Poincaré
inequality to show the existence of an absorbing set in each constant mass afﬁne space.
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1. Introduction
We study the following integrodifferential equation:


u
t = 
(∫
J (x − y) dyu(x)− ∫ J (x − y)u(y) dy + f (u)) , x ∈ , t ∈ (0, T ],
(
∫
J (x−y) dyu(x)−∫ J (x−y)u(y) dy+ f (u))
n = 0, x ∈ , t ∈ (0, T ],
u(x, 0) = u0(x), x ∈ ,
(1.1)
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where J (−x) = J (x), f is bistable, T > 0, and  ⊂ Rn is bounded. We do not assume
that J is nonnegative but its integral is assumed to be positive.
In order to derive Eq. (1.1), we consider the free energy
E(u) = C
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
F(u(x)) dx, (1.2)
where C is a constant, F is a double well function.
We postulate dynamics for the ﬁeld u which decreases E(u), consistent with ther-
modynamic principles. This suggests the evolution law

u
t
= −gradE(u), (1.3)
where  > 0 is called the relaxation coefﬁcient since it determines the rate at which u
approaches equilibrium.
In the evolution equation, for each t, u(t) is a function of position, that is, u(t)
lies in some space of functions X deﬁned on a spatial domain. Clearly ut ∈ X for
all t > 0. On the other hand, E: X → R is a nonlinear functional and gradE(u) is a
linear functional on X deﬁned by
〈gradE(u), v〉 = d
dh
E(u+ hv)|h=0, (1.4)
where 〈, 〉 is the duality pairing. It therefore makes sense to choose X to be a Hilbert
space. First we consider the case X = L2(Rn). In this case, we get
gradL2 E(u) = 4C
[(∫
J (z) dz
)
u− J ∗ u
]
+ F ′(u),
where J ∗ u = ∫ J (x − y)u(y) dy. Taking ∫ J = 1, C = 14 and denoting f = F ′,
Eq. (1.3) becomes

u
t
= J ∗ u− u− f (u). (1.5)
We call this the Nonlocal Allen–Cahn equation. In (1.2), if we make the approxima-
tion
u(x)− u(y)  ∇u(x) · (x − y)
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and assume J is isotropic, Eq. (1.3) leads to the Allen–Cahn equation

u
t
= du− f (u), (1.6)
the appropriate boundary conditions for a bounded domain  being
u
n
= 0 on .
Note that both versions of the Allen–Cahn equation do not preserve the average value
of u. This violates conservation of species if we are modeling phase change in binary
alloys, where u represents the (rescaled) mass fraction of one species. One way to
correct this is to select a new metric space with respect to which we take the gradient
of the energy. So, following Fife [12], we consider a new Hilbert space H−10 (), where
H−1() is the dual of the Sobolev space H 1() and the subscript zero refers to mean
value zero. Recall that, if f ∈ L2() and ∫ f = 0, there is a unique  such that
− = f in , 
n
= 0 on  and
∫

 = 0.
We use the notation  = (−0)−1f . Since (−0)−1 is a positive self-adjoint oper-
ator, fractional powers of it are well deﬁned. The space H−10 is the completion of the
space of smooth functions of mean value zero in the norm ||u||
H−10
= ||(−0)− 12 u||L2 .
The inner product is given by
〈u, v〉
H−10
= 〈(−0)− 12 u, (−0)− 12 v〉L2
for u, v belonging to H−10 . If u ∈ H−10 and v ∈ L2, then
〈u, v〉
H−10
= 〈(−0)−1u, v〉L2 .
This means that the representative of gradE(u) in H−10 is (−)(gradL2 E(u)) and
instead of the Nonlocal Allen–Cahn equation, we have the nonlocal Cahn–Hilliard
equation (1.1).
Integrating Eq. (1.1) over , using the divergence theorem and the no-ﬂux boundary
condition we have
d
dt
∫

u = 0,
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so species are conserved. Also, to see that energy decreases along trajectories, note that
dE(u)
dt
= 1
4
∫ ∫
2J (x − y)(u(x)− u(y))(ut (x)− ut (y)) dx dy +
∫
F ′(u)ut dx
= 1
2
∫ ∫
J (x − y)u(x)ut (x) dx dy − 12
∫ ∫
J (x − y)u(x)ut (y) dx dy
− 1
2
∫ ∫
J (x − y)u(y)ut (x) dx dy + 12
∫ ∫
J (x − y)u(y)ut (y) dx dy
+
∫
f (u)ut dx.
Since J (x − y) = J (y − x), if we write a(x) = ∫ J (x − y) dy, J ∗ u(x) =∫
 J (x−y)u(y) dy, and chemical potential Q(u) = a(x)u−J ∗u(x)+f (u), then from
(1.1) we have
dE(u)
dt
=
∫
(a(x)u(x)− J ∗ u(x)+ f (u))ut dx
=
∫
Q(u)Q(u) dx
= −
∫
|∇Q(u)|2 dx0, (1.7)
equality being achieved only when Q(u) is constant in .
Again using a ﬁrst-order approximation for u(x) − u(y), the local equation corre-
sponding to (1.1) is the Cahn–Hilliard equation
u
t
= −(du− f (u)) for x ∈  ⊂ Rn and t > 0, (1.8)
with the natural boundary conditions
u
n
= 0 and 
n
(du− f (u))) = 0 on .
Eqs. (1.1), (1.6), and (1.8) are important in the study of materials science for mod-
elling certain phenomena such as spinodal decomposition, Ostwald ripening, and grain
boundary motion. One might expect Eqs. (1.1) and (1.8) to share some common fea-
tures. There is a lot of work on Eq. (1.8), see for example [2,3,5–8,11,18,19,22] and
references contained in those articles.
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However, for Eq. (1.1), there are very few results. To the best of our knowledge,
the only results related to Eq. (1.1) were given by Gajewski and Zacharias [13] and
by Giacomin and Lebowitz [14].
Gajewski and Zacharias [13] considered the equation

t
(f ′−1(v − w))− ∇ · (v) = 0,
(v)
n
∣∣∣∣

= 0,
u(x, 0) = u0(x), (1.9)
where (x) = ∫ (|x − y|)(1 − 2u(y)) dy, v = f ′(u) + , f (u) = u log u + (1 −
u) log(1− u).
The mobility  has the form  = a(x,∇v)
f ′′(u) , where a satisﬁes:
(a(x, s1)s1 − a(x, s2)s2)(s1 − s2)0|s1 − s2|2, s1, s2 ∈ R+,
(a(x, s1)s1 − a(x, s2)s2)(s1 − s2) 13 |s1 − s2|.
They proved the existence and uniqueness of the solution to Eq. (1.9). Giacomin and
Lebowitz [14] considered the equation
t = ∇ ·
[
	()∇
(

F0()


)]
on Td , the torus Rd modZd , where 
F0()
 is the L2 gradient of F0. Here, 	 is a
function from [0, 1] taking nonnegative values and such that 	(0) = 	(1) = 0, and
F0() =
∫
Td
fc((r)) dr + 14
∫ ∫
Td×Td
J (r − r ′)(((r)− (r ′))2 dr dr ′.
The function fc has a double well structure, symmetric about 12 , with the minimum
at values + and − < +.
Denote g() = fc()+ J¯ (0)2 (− 12 )2, where J¯ (0) =
∫
Td J (r) dr . In [14], it is assumed
that:
(1) There exists a constant c > 0 such that
1
c
D() ≡ 	()g′′()c
for all  ∈ (0, 1).
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(2) Both g and 	 are symmetric with respect to 12 .
(3) J ∈ C2(Td), J0 and J (r) depends only on |r|.
With the above assumptions, Giacomin and Lebowitz proved the existence and
uniqueness of solutions.
After this paper was accepted, Colli provided us with a draft of [10] in which an
abstract framework is developed for the analysis of the Cauchy problem for a nonlocal
evolution equation in some reﬂexive Banach space. They proved the existence and
uniqueness of the solution to the Cauchy problem, and studied the long time behavior
of the solution.
Our principal motivation for studying (1.1) lies in the fact that it is a gradient ﬂow
of a free energy with long-range interaction, and it is a natural extension of the Cahn–
Hilliard equation. The main difﬁculties with Eq. (1.1) are that there is a nonlocal term
involved and that the maximum principle or comparison theorem are not available.
To overcome these difﬁculties, we apply Alikakos’ iteration method from [1] to get
some a priori estimates for the solution, then apply the Leray–Schauder ﬁxed point
theorem to prove the existence of a solution. We also prove uniqueness and continuous
dependence on initial data. We establish a nonlinear Poincaré inequality that should be
useful in a variety of settings. Using this inequality, we study the long-term behavior
of the solution in the Lp norm and in the H 1 norm. For the latter norm, Temam in
[21] obtained similar results for the Cahn–Hilliard equation.
We organize this paper as follows. In Section 2, we derive a priori estimates on
the solutions of Eq. (1.1), then we prove the existence, uniqueness and continuous
dependence on initial data. In Section 3, we prove there exists an “absorbing set”
in the Lp norm. In Section 4, we get an “absorbing set” in the H 1 norm and steady
states in the -limit sets of orbits. In Section 5, we apply our method to other nonlocal
problems.
2. Existence and uniqueness
Consider the integro-differential boundary value problem


u
t = 
(∫
 J (x − y) dyu(x)−
∫
 J (x − y)u(y) dy + f (u)
)
in , t > 0,
(
∫
 J (x−y) dyu(x)−
∫
 J (x−y)u(y) dy+f (u))
n = 0 on , t > 0,
u(x, 0) = u0(x).
(2.1)
In order to prove the existence of a classical solution to (2.1), we need the initial
data to satisfy the boundary condition. So we assume u0(x) ∈ C2+, 2+2 (¯) for some
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 > 0, and u0(x) satisﬁes the compatibility condition:

(∫
 J (x − y) dyu0(x)−
∫
 J (x − y)u0(y) dy + f (u0)
)
n
= 0 on . (2.2)
Rewrite (2.1) as


u
t = a(x, u)u+ b(x, u,∇u) in , t > 0,
a(x, u)un +
a(x)
n u(x)−
∫

J (x−y)
n u(y) dy = 0 on , t > 0,
u(x, 0) = u0(x),
(2.3)
where
a(x, u) = a(x)+ f ′(u),
a(x) =
∫

J (x − y) dy,
b(x, u,∇u) = 2∇a · ∇u+ f ′′(u)|∇u|2 + ua − (J ) ∗ u.
We assume the following conditions:
(A1) a(x) ∈ C2+(¯), f ∈ C2+(R).
(A2) There exist c1 > 0, c2 > 0, and r > 0 such that
a(x, u) = a(x)+ f ′(u)c1 + c2|u|2r .
(A3)  is of class C2+.
Note that (A2) implies
F(u) =
∫ u
0
f (s) dsc3|u|2r+2 − c4 (2.4)
for some positive constants c3 and c4.
For any T > 0, denote QT =  × (0, T ). We ﬁrst establish an a priori bound for
solutions of (2.1).
Theorem 2.1. If u(x, t) ∈ C2,1(Q¯T ) is a solution of Eq. (2.1), then
max
QT
|u(x, t)|C¯(u0) (2.5)
for some constant C¯(u0).
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In order to prove the theorem, we need the following lemma.
Lemma 2.2. If u(x, t) ∈ C2,1(Q¯T ) is a solution of Eq. (2.1), then there is a constant
C(u0) such that
sup
0 tT
||u(·, t)||qC(u0) (2.6)
for any q2r + 2.
Proof. Let
E(u) = 1
4
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
F(u(x)) dx. (2.7)
It follows from (1.7) that
dE(u)
dt
0.
Therefore E(u)E(u0), i.e.,
1
4
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
F(u(x)) dx
 1
4
∫ ∫
J (x − y)(u0(x)− u0(y))2 dx dy +
∫
F(u0(x)) dx.
From condition (A1), (2.4), and Young’s inequality, we obtain
∫

|u|2r+2 dxC(u0).
Since this is true for any t > 0, we have
sup
0 tT
∫

u2r+2 dxC(u0),
where C(u0) does not depend on T.
Since  is bounded, it follows that
sup
0 tT
||u||qC(u0)
for any q2r + 2. 
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We will prove the theorem with an iteration argument.
Proof of Theorem 2.1. For p > 1, multiply Eq. (2.1) by u|u|p−1 and integrate over
, to obtain∫
u|u|p−1ut dx = −
∫
a(x, u)∇u · ∇(u|u|p−1(x)) dx
−
∫ ∫
∇J (x − y)u(x)∇(u|u|p−1(x)) dy dx
+
∫ ∫
∇J (x − y)u(y)∇(u|u|p−1(x)) dy dx. (2.8)
Since ∫

a(x, u)∇u · ∇(u|u|p−1) dx = p
∫

a (x, u)|u|p−1|∇u|2 dx (2.9)
and
|∇|u| p+12 |2 = (p + 1)
2
4
|u|p−1|∇u|2, (2.10)
with condition (A2), we have∫

a (x, u)∇u · ∇(u|u|p−1) dx  4pc1
(p + 1)2
∫

|∇|u| p+12 |2 dx
+ 4pc2
(p + 2r + 1)2
∫

|∇|u| p+2r+12 |2 dx.
(2.11)
This yields
1
p + 1
d
dt
∫

|u|p+1 dx + 4pc1
(p + 1)2
∫

|∇|u| p+12 |2 dx
 −
∫ ∫
∇J (x − y)u(x)∇(u|u|p−1(x)) dy dx
+
∫ ∫
∇J (x − y)u(y)∇(u|u|p−1(x)) dy dx. (2.12)
From Cauchy–Schwartz and Young’s inequalities, together with
∇(u|u|p−1) = p|u|p−1∇u, (2.13)
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we have
−
∫ ∫
∇J (x − y)u(x)∇(u|u|p−1(x)) dy dx
M1p
∫

||u|p∇u(x)|
M1p
∫

||u| p−12 ∇u(x)||u| p+12 dx
 c1p
(p + 1)2
∫

|∇|u| p+12 |2 dx +M2p
∫

|u|p+1 dx (2.14)
for some positive constant M2 which does not depend on p, and M1 = sup
∫ |∇J
(x − y)|dy. Also we have
∫ ∫
|∇J (x − y)||u(y)|∇(u|u|p−1(x)) dy dx
= p
∫ ∫
|∇J (x − y)||u(y)||u(x)|p−1|∇u(x)| dx dy
p
∫
|u(x)| p−12 |∇u(x)||u(x)| p−12
∫
|∇J (x − y)||u(y)| dy dx
p
∫
|u(x)|p−1|∇u(x)|2 dx + c()p
∫
|u(x)|p−1
[∫
|∇J (x − y)||u(y)| dy
]2
p
∫
|u(x)|p−1|∇u(x)|2 dx
+ c()p
[∫
|u(x)|p+1dx
] p−1
p+1

∫ [∫ |∇J (x − y)||u(y)| dy]2·
p+1
2
dx


2
p+1
p
∫
|u(x)|p−1|∇u(x)|2 dx
+ c()p
[∫
|u(x)|p+1 dx
] p−1
p+1 (∫ |u(y)|p+1 dy) 2p+1 M21
p
∫
|u(x)|p−1|∇u(x)|2 dx + c()pM21
∫
|u(x)|p+1 dx
 c1p
(p + 1)2
∫

|∇|u| p+12 |2 dx +M3p
∫

|u|p+1 dx (2.15)
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for some constant M3 which does not depend on p. Inequalities (2.12)–(2.15) imply
d
dt
∫

|u|p+1 dx + 2pc1
(p + 1)
∫

|∇|u| p+12 |2 dxC · (p + 1)2
∫

|u|p+1 dx. (2.16)
Now we need the following Gagliardo–Nirenberg inequality,
||Djv||LsC1||Dmv||aLr ||v||1−aLq + C2||v||Lq , (2.17)
where
j
m
a1, 1
s
= j
n
+ a
(
1
r
− m
n
)
+ (1− a) 1
q
. (2.18)
In (2.17), set s = 2, j = 0, r = 2, m = 1, to get
||v||22C1||Dv||2a2 ||v||2(1−a)q + C2||v||2q . (2.19)
Let v = |u| k+12 , k = 2k , q = 2(k−1+1)k+1 and
a = n(2− q)
n(2− q)+ 2q =
n
n+ 2+ 22−k . (2.20)
Using Young’s inequality this yields
∫

|u|k+1 dx
∫

|∇|u| k+12 |2 dx + c− a1−a
(∫

|u|k−1+1 dx
) k+1
k−1+1
. (2.21)
If we set p = k in (2.16) and plug (2.21) into (2.16), we obtain
d
dt
∫

|u|k+1 dx + 2c1k
k + 1
∫

|∇|u| k+12 |2 dx
C(k + 1)2

  ∫

|∇|u| k+12 |2 dx + c− a1−a
×
(∫

|u|k−1+1 dx
) k+1
k−1+1

 . (2.22)
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Choosing  = 1
C(k+1)2
c1k
k+1 , we have
d
dt
∫

|u|k+1 dx + C1(k)
∫

|∇|u| k+12 |2 dxC2(k)
(∫

|u|k−1+1 dx
) k+1
k−1+1
, (2.23)
where C1(k) = c1kk+1 , C2(k) = C
1
1−a c( c1kk+1 )
− a1−a (k + 1)
2
1−a .
Choosing  = 1 in (2.21), this and (2.23) also imply
d
dt
∫

|u|k+1 dx + C1(k)
∫

|u|k+1 dxC4(k)
(∫

|u|k−1+1 dx
) k+1
k−1+1
,
where C4(k) = C2(k)+ c.
By Gronwall’s inequality, we have
∫

|u|k+1 dx 
∫

|u0|k+1 dx + C4(k)
C1(k)
(
sup
t0
∫

|u|k−1+1 dx
) k+1
k−1+1
 
(k)max

M
k+1
0 ||,
(
sup
t0
∫

|u|k−1+1 dx
) k+1
k−1+1

 , (2.24)
where 
(k) = c(1+ k),  = 21−a , and M0 = supx∈ |u0|. This implies
∫

|u|k+1 dx  
(k)max

M
k+1
0 ||,
(
sup
t0
∫

|u|k−1+1 dx
) k+1
k−1+1



k∏
i=0
(||
(k − i))
k+1
k−i+1
×max

M
k+1
0 ,
(
sup
t0
∫

|u|2 dx
) k+1
2

 . (2.25)
Since k+1k−i+1 < 2
i
, we have

(k)
(k − 1)
k+1
k−1+1 
(k − 2)
k+1
k−2+1 · · · 
(1) k+12
c1+2+···+2k−1 · (2)k+(k−1)2+···+(k−i)2i+···+2k−1
c2k−1(2)−k+2k+1−2 (2.26)
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and
|| · ||
k+1
k−1+1 · · · || k+12  ||2k+1. (2.27)
Estimates (2.25)–(2.27) and Lemma 2.2 imply
(∫

|u|k+1 dx
) 1
k+1 C||22 max
{
M0, sup
t0
(∫

|u|2 dx
) 1
2
}
C¯(u0), (2.28)
where C¯(u0) does not depend on k. Since this is true for any k, letting k → ∞ in
(2.28), we have
||u||∞C¯(u0)
and therefore,
sup
0 tT
||u||∞C¯(u0). (2.29)
Since u ∈ C(Q¯T ), it follows that
max
QT
|u(x, t)|C¯(u0). 
Remark 2.3. In (2.29), since C¯(u0) does not depend on T, we also obtain a global
bound for u whenever there is global existence of a classical solution.
Since maxQT |u|M , after a slight modiﬁcation of the proof of Theorem 7.2 in
Chapter V in [15], using the equivalent form (2.3) we have
Theorem 2.4. For any solution u ∈ C2,1(Q¯T ) of Eq. (2.1) having maxQT |u|C, one
has the estimates
max
QT
|∇u|K1, |u|(1+
)QT K2, (2.30)
where constants K1, K2, and 
 depend only on C, ||u0||C2(¯) and , | · |(1+
)QT is the
Hölder norm given in [15].
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In (2.3), setting v(x, t) = u(x, t)− u0(x), we obtain the equivalent form


v
t = a˜(x, v, u0)v + b˜(x, v,∇v, u0) in , t > 0,
a˜(x, v, u0)
v
n + ˜(x, v, u0) = 0 on , t > 0,
v(x, 0) = 0,
(2.31)
where
a˜(x, v, u0) = a(x, v + u0),
b˜(x, v,∇v, u0) = a(x, v + u0)u0 + b(x, v + u0,∇(v + u0))
and
˜(x, v, u0) = a(x)n (v(x, t)+ u0(x))+ a˜(x, v, u0)
u0
n
−
∫

J (x − y)
n
(v(y, t)+ u0(y)) dy.
Since (2.2) implies ˜(x, 0, u0) = 0, the compatibility condition for (2.31) is also
satisﬁed.
Denote
Lv = v
t
− a˜(x, v, u0)v − b˜(x, v,∇v, u0)
and
L0v = vt − c1v,
where c1 is the constant in condition (A2).
Consider the following family of problems:


Lv + (1− )L0v = 0 in QT ,
(a˜(x, v, u0) vn + ˜(x, v, u0))+ (1− )(c1( vn )) = 0 on × [0, T ],
v(x, 0) = 0.
(2.32)
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Lemma 2.5. If v(x, t, ) ∈ C2,1(Q¯T ) is a solution of (2.32), then
max
QT
|v(x, t, )|K, (2.33)
where K does not depend on .
Proof. Since a˜(x, v, u0)+ (1− )c1c1 + (1− )c1 = c1 > 0, the terms in (2.32)
also satisfy (A1)–(A2) and so (2.33) follows from Theorem 2.1. 
Consequently one may also conclude from Lemma 2.5 and Theorem 2.4 that:
Lemma 2.6. If v(x, t, ) ∈ C2,1(Q¯T ) is a solution of Eq. (2.32), then
max
QT
|∇v(x, t, )|K1, |v(x, t, )|(1+
)QT K2, (2.34)
where constants K1, K2, and 
 do not depend on .
We will use the following abstract result (see [15]):
Theorem 2.7 (Leray–Schauder ﬁxed point theorem). Consider a transformation
y = T (x, ),
where x, y belong to a Banach space X and 01.
Assume:
(a) For any ﬁxed , T (·, ) is continuous on X.
(b) For x in bounded sets of X, T (x, ) is uniformly continuous in  on [0,1].
(c) For any ﬁxed , T (·, ) is a compact transformation, i.e., it maps bounded subsets
of X into precompact subsets of X.
(d) There exists a constant K such that every possible solution x of x − T (x, ) = 0
with  ∈ [0, 1] satisﬁes: ||x||K .
(e) The equation x − T (x, 0) = 0 has a unique solution in X.
Then there exists a solution of the equation x − T (x, 1) = 0.
Deﬁne a Banach space
X = {v(x, t) ∈ C1+, 1+2 (Q¯T ) : v(x, 0) = 0}
with the usual Ho¨lder norm.
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For any function w ∈ X satisfying conditions maxQT |w|M and maxQT |∇w|M1,
we consider the following linear problem:


vt − (a˜(x, w, u0)+ (1− )c1)v + b˜(x, w,∇w, u0) = 0 in QT ,
(a˜(x, w, u0) vn + ˜(x,w, u0))+ (1− )c1 vn = 0 on × [0, T ],
v(x, 0) = 0.
(2.35)
It is clear that there exists a unique solution v(x, t, ) ∈ C2+, 2+2 (Q¯T ) of (2.35).
Deﬁne T (w, ) by
T (w, ) = v(x, t, ).
Lemma 2.8. For w being in a bounded set of X, T (w, ) is uniformly continuous in .
Proof. Let w ∈ X with ||w||XM and let v1 = T (w, 1), v2 = T (w, 2), and
v = v1 − v2. We have:


vt − (1a˜(x, w, u0)+ (1− 1)c1)v = (1 − 2)h(x,w, v2),
(1a˜(x, w, u0)+ (1− 1)c1) vn = (1 − 2)g(x,w, v2),
v(x, 0) = 0,
(2.36)
where
h(x,w, v2) = (a˜(x, w, u0)− c1)v2 − b˜(x, w,∇w, u0)
and
g(x,w, v2) = c1 v2n − a˜(x, w, u0)
v2
n
.
Since |w|XM and 2a˜(x, w, u0) + (1 − 2)c1c1 > 0, from (2.35) we have
||v2(x, t, 2)||C2,1(Q¯T )N for some constant N independent of 2. Therefore
max |h(x,w, v2)|N1; max |g(x,w, v2)|N2
for constants N1 and N2 that do not depend on 2. Note also that a˜(x, w, u0)+ (1−
)c1c1 > 0 for all  ∈ [0, 1]. It then follows from linear parabolic theory that the
solution of Eq. (2.36) will approach zero in X as |1 − 2| → 0. 
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Similarly, one can see that for any ﬁxed , T (x, ) is continuous in X. Furthermore,
since C2+,
2+
2 (Q¯T ) ↪→ C1+, 1+2 (Q¯T ) is compact, we see that T (w, ) is a compact
transformation.
These observations, Lemmas 2.5–2.8 and the Leray–Schauder theorem imply the
existence of a solution v(x, t) of (2.31), and therefore:
Theorem 2.9. Let  > 0. For u0 ∈ C2+(¯) satisfying the boundary condition (2.2),
there exists a solution u to (2.1) with u ∈ C2+, 2+2 (Q¯T ).
We complete our goal of establishing well-posedness with the following:
Theorem 2.10 (Uniqueness and continuous dependence on initial data). If u1(x, t) and
u2(x, t) are two solutions corresponding initial data u10(x) and u20(x) of Eq. (2.1),
then
sup
0 tT
∫

|u1 − u2| dxC
∫

|u10 − u20| dx, (2.37)
where C only depends on T.
Proof. For any  ∈ (0, T ),  ∈ C2,1(Q¯T ) with n = 0 on × (0, ), we have∫

ui(x, )(x, ) dx =
∫

ui(x, 0)(x, 0) dx +
∫ 
0
∫

(uit + B(x, ui)) dx dt
+
∫ 
0
∫

J ∗ ui dx dt +
∫ 
0
∫


J
n
∗ ui dx dt, (2.38)
where B(x, u) = a(x)u+ f (u). Hence,
∫

(u1 − u2)(x, ) dx =
∫

(u10 − u20)(x, 0) dx
+
∫ 
0
∫

(u1 − u2)(t +H) dx dt +
∫ 
0
∫

J ∗ (u1 − u2) dx dt
+
∫ 
0
∫


J
n
∗ (u1 − u2) dx dt, (2.39)
where
H(x, t) =


B(x,u1)−B(x,u2)
u1−u2 for u1 = u2,
B(x,u1)
u for u1 = u2.
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Let  be the solution to the ﬁnal value problem



t = −H(x, t)+  in , 0 t,

n = 0 on ,
(x, ) = h(x),
(2.40)
where h(x) ∈ C∞0 (), 0h1 and  > 0 is a constant.
By the comparison theorem, we have
0e(t−).
Therefore, from (2.39) we have
∫

( u1 − u2)h dx
=
∫

(u10 − u20)(x, 0) dx +
∫ 
0
∫

(u1 − u2) dx dt
+
∫ 
0
∫

J ∗ (u1 − u2) dx dt
+
∫ 
0
∫


J
n
∗ (u1 − u2) dx dt. (2.41)
Hence,
∫

(u1 − u2)h dx

∫

|u10 − u20|e− dx +
∫ 
0
∫

|u1 − u2|e(t−) dx dt
+C1
∫ 
0
∫

|u1 − u2|e(t−) dx dt
+C2
∫ 
0
∫

|u1 − u2|e(t−) dx dt. (2.42)
Letting → 0 and h→ sign(u1 − u2)+ in (2.42), we have
∫

(u1 − u2)+dx
∫

|u10 − u20| dx + C3
∫ 
0
∫

|u1 − u2| dx dt. (2.43)
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Interchanging u1 and u2 gives
∫

|u1 − u2| dx
∫

|u10 − u20| dx + C3
∫ 
0
∫

|u1 − u2| dx dt. (2.44)
By Gronwall’s inequality, (2.44) yields
∫

|u1 − u2| dxC(T )
∫

|u10 − u20| dx.  (2.45)
Remark 2.11. If u0(x) ∈ L∞(), we can consider weak solutions as follows:
Deﬁne
X =
{
f (x) ∈ C∞0 ()| g(x) =
∫

J (x − y)f (y) dy, g(x)| = 0
}
B = Closure of X in the L2 norm.
Deﬁnition 2.12. A weak solution of (2.1) is a function u ∈ C([0, T ], L2())
∩ L∞(QT ) ∩ L2([0, T ], H 1()), with ut ∈ L2([0, T ], H−1()) and ∇h(x, u) ∈
L2((0, T ), L2()) such that
〈ut (x, t),(x)〉 +
∫

∇h(x, u) · ∇(x) dx
−
∫

(∇J ∗ u(·, s)) · ∇(x) dx = 0 (2.46)
for all  ∈ H 1() and a.e. time 0 tT , where h(x, u) = a(x)u + f (u), a(x) =∫
 J (x − y) dy, and
u(x, 0) = u0(x). (2.47)
Theorem 2.13. If (A1)–(A3) are satisﬁed and u0 ∈ L∞() ∩ B, then there exists a
unique weak solution u of (2.1).
Essentials of the proof: Since u0 ∈ L∞() ∩ B, there exists a sequence u(k)0 ∈ X
such that
||u(k)0 − u0||L2 → 0,
||u(k)0 ||∞ < C,
(2.48)
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where C does not depend on k. Consider Eq. (2.1) with initial data u(k)0 . There exists
a unique classical solution u(k). By the energy estimate and other a priori bounds, one
can ﬁnd a subsequence and a weak limit u such that
u(k) ⇀ u in L2((0, T ),H 1()), u(k) → u in L2((0, T ), L2()), ‖u‖L∞C,
h(x, u(k))⇀h(x, u) in L2((0, T ),H 1()), h(x, u(k))→h(x, u) in L2((0, T ), L2()),
u
(k)
t ⇀ ut in L2((0, T ),H−1()) (2.49)
and u satisﬁes Eq. (2.46).
3. Long-term behavior in the Lp norm
First, we establish a nonlinear version of the Poincaré inequality.
Proposition 3.1. Let  ⊂ Rn be smooth and bounded. For p > 1, there is a constant
C(, p) such that for all |u| ∈ W 1,2p() with ∫ u = 0
∫

|u|2p dxC(, p)
∫

|∇|u|p|2 dx. (3.1)
Proof. If (3.1) is not true, there exists a sequence {uk} ⊂ W 1,2p() such that
∫

uk = 0,
∫

|uk|2p dx > k
∫

|∇|uk|p|2 dx. (3.2)
If wk = uk||uk ||2p , then it follows that
∫

wk = 0,
∫

|wk|2p dx = 1,
∫

|∇|wk|p|2 dx < 1
k
. (3.3)
Therefore, there exists a subsequence (still denoted by {|wk|p}) and w ∈ H 1() such
that
|wk|p ⇀ w in H 1 and |wk|p → w in L2. (3.4)
Since
∫
 |∇|wk|p|2 dx 1k , for any  ∈ C∞0 (), we have
∫

|wk|p
xi
 dx → 0 (3.5)
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for i = 1, . . . , n. Therefore,
∫

w
xi
 dx = 0 (3.6)
for i = 1, . . . , n and  ∈ C∞0 (). So ∇w = 0 a.e. in , and w is constant in .
By taking a subsequence, (3.3) and (3.4) yield
w =
(
1
||
) 1
2
and |wk|p →
(
1
||
) 1
2
a.e. in . (3.7)
So, we have
|wk| →
(
1
||
) 1
2p
a.e. in . (3.8)
Since
∫
wk = 0, there exists a unique solution k to


− = wk in ,

n = 0 on ,∫
  dx = 0.
(3.9)
From (3.9), we obtain
∫
|∇k|2 =
∫
wkk ||wk||L2 ||k||L2 . (3.10)
Since
∫
 k dx = 0, by Poincare´’s inequality, ||k||L2c||∇k||L2 , therefore (3.9)
and (3.10) imply
||∇k||L2c||wk||L2 (3.11)
and
∫

∇(|wk|p−1wk)∇k dx =
∫

|wk|p+1 dx. (3.12)
Since
∇(|wk|p−1wk) = p|wk|p−1∇wk, (3.13)
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we have
|∇(|wk|p−1wk)| = p|wk|p−1|∇wk| = |∇|wk|p|. (3.14)
Hence, from (3.12), we have∫

|wk|p+1 dx =
∫

∇(|wk|p−1wk)∇k dx

∫

|∇|wk|p||∇k| dx
 ||∇|wk|p||L2 ||∇k||L2
→ 0 (3.15)
as k → ∞, by (3.3) and (3.11).
Hence, along a subsequence,
|wk|p+1 → 0 a.e in ,
i.e,
|wk| → 0 a.e in . (3.16)
This contradicts (3.8). 
Remark 3.2. We thank Olivier Goubet for pointing out another nonlinear Poincare´
inequality due to Planton [20]. However, that version is for functions deﬁned on Rn
whose Fourier transforms have compact support, in which case the result follows from
Holder’s inequality and integration by parts. That result cannot be used to deduce ours.
After this manuscript was accepted in ﬁnal form, the paper by Alikakos and Rostamian
[4] was brought to our attention, in which the same result was established.
The following lemma may be found in [21].
Lemma 3.3 (Uniform Gronwall inequality). Let y be a positive absolutely continuous
function on (0,∞) which satisﬁes
y′ + yp

with p > 1,  > 0, 
0. Then, for t0, we have
y(t)
(



) 1
p + ((p − 1)t) −1p−1 . (3.17)
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We use this to prove the following:
Proposition 3.4. Let 0 < (c1c2 )
1
2r , where c1 and c2 are the constants in assumption
(A2), and let u¯0 = 1||
∫
 u0 dx. If u(x) is a solution of (2.1), and |u¯0|0, then for
any q > 1, we have
∫

|u− u¯0|q+1 dx < C1 +
(
C2rt
q + 1
)− q+12r
(3.18)
where C1 depends on 0 and q, and C2 depends on q.
Proof. Let u = v + u¯0 in Eq. (2.1). Since
v
t
= u
t
,
∇v = ∇u
and
∇a(x)v − (∇J ) ∗ v = ∇a(x)u− (∇J ) ∗ u,
(2.1) becomes
v
t
= ∇ · (a(x, u)∇v + v∇a(x)− (∇J ) ∗ v), (3.19)
with the boundary condition
(a(x, u)∇v + v∇a(x)− (∇J ∗ v))
n
= 0 on .
Multiplying Eq. (3.19) by |v|q−1v, integrating by parts, and using Hölder’s and
Young’s inequalities gives
1
q + 1
d
dt
∫

|v|q+1 dx + q
∫

a(x, u)|v|q−1|∇v|2 dx
(q)
∫

|∇|v| q+12 |2 dx +M((q))
∫

|v|q+1 dx. (3.20)
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Since |v|2r22r−1(|u|2r + |u¯0|2r ), with condition (A2) we have
a(x, u) > c1 − c2|u¯0|2r + c222r |v|
2r . (3.21)
It follows from (3.20) and (3.21) that
1
q + 1
d
dt
∫

|v|q+1 dx + 4q(c1 − c2|u¯0|
2r )
(q + 1)2
∫

|∇|v| q+12 |2 dx
+ 4qc2
22r (q + 2r + 1)2
∫

|∇|v| q+2r+12 |2 dx
(q)
∫

|∇|v| q+12 |2 dx +M((q))
∫

|v|q+1 dx. (3.22)
Choosing 0 < (c1c2 )
1
2r , (q) = 4q(c1−c22r0 )
(q+1)2 in (3.22), for |u¯0|0, we obtain
1
q + 1
d
dt
∫

|v|q+1 dx + 4qc2
22r (q + 2r + 1)2
∫

|∇|v| q+2r+12 |2 dx
M((q), 0)
∫

|v|q+1 dx. (3.23)
Since
∫
v dx = 0, Proposition 3.1 implies
∫

|v|q+2r+1 dxC
∫

|∇|v| q+2r+12 |2 dx. (3.24)
It follows from (3.23)–(3.24) and Ho¨lder’s and Young’s inequalities that
d
dt
∫

|v|q+1 dx + C3(q)
(∫

|v|q+1 dx
) q+2r+1
q+1
C4(q, 0) (3.25)
for constants C3(q) and C4(q, 0). By Lemma 3.3, we have
∫

|v|q+1 dx <
(
C3(q)
C4(q, 0)
) q+1
q+2r+1 +
(
C3(q)t2r
q + 1
)− q+12r
.  (3.26)
From Proposition 3.4, we have
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Theorem 3.5. Assume 0 > 0 is given in Proposition 3.4, q > 1, and
 >
(
C3(q)
C4(q, 0)
) 1
q+2r+1 + 0||
1
q+1 .
Then for any solution of (2.1) with 1|| |
∫
u0 dx| = |u¯0|0, there exists a time
t0(0, q)0 such that
||u||q+1 < , for all t > t0(0, q). (3.27)
Remark 3.6. Applying Proposition 3.1 to the standard Cahn–Hilliard equation, we can
prove that there exists an absorbing set in each constant mass afﬁne L2 space directly
as follows:
Let u satisfy


u
t = (−du+ f (u)) in ,
u
n = 0,
u
n = 0 on ,
u(x, 0) = u0(x),
(3.28)
where
f (u) =
2p−1∑
j=1
aju
j , a2p−1 > 0, p ∈ N, p2.
For simplicity, assume || = 1, let ∫ u0(x) dx = u¯0, and v = u− u¯0.
Multiply Eq. (3.28) by v and integrate over  to get
d
∫ |v|2 dx
dt
+ d
∫
|v|2 + C
∫
|∇vp|2C1
∫
|v|2 + k(u¯0),
where k(u¯0) depends only on u¯0.
Since
∫
v = 0, by Proposition 3.1, we have
∫
|v|2pC
∫
|∇|v|p|2.
By Ho¨lder’s and Young’s inequalities we have
d
∫ |v|2 dx
dt
+ C2
(∫
|v|2
)p
k().
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So by Gronwall’s inequality, there exists an absorbing set in the afﬁne space Hu¯0 =
{u ∈ L2, 1||
∫
u = u¯0}.
4. Long-term behavior in the H 1 norm
In Section 3, we considered the long term behavior of the solution in the Lp norm
for any given p1. In particular, there exists a “local absorbing set” in the sense that
if | ∫ u0| is not too large, the solution enters a ﬁxed bounded set in the afﬁne space
u¯0 +Lp in ﬁnite time (note that u¯0 = 1||
∫
 u0 is conserved by the evolution). In this
section we consider the long term behavior of the solution in the H 1 norm. In this
case, we do not need any restriction on | ∫ u0|.
Note that (A2) implies
f (u)uc5|u|2r+2 − c6 for some constants c5 and c6.
We make additional assumptions on the nonlinearity,
(A4) |f (u)|c7|u|2r+1 + c8,
(A5) F(u) =
∫ u
0 f (s) dsc9|u|2r+2 + c10, and c5 > c9.
Remark 4.1. (A2), (A4), and (A5) hold for f (u) = c|u|2ru+ lower terms.
Denote ¯ = 1||
∫
  dx and write  = − ¯.
For  ∈ L2(), satisfying ¯ = 0, we consider the following equation:


− = ,

n
∣∣∣

= 0,∫
  = 0.
(4.1)
Eq. (4.1) has a unique solution  := (−0)−1(). Denote ||||−1 = (
∫
(−0)−1
() dx)
1
2
. This is a continuous norm on L2().
Since u¯ = u¯0 is constant, we may write the equation as
(u− u¯)
t
= K(u), (4.2)
where K(u) = ∫ J (x−y) dyu(x)− ∫ J (x−y)u(y) dy+f (u). Applying the operator
(−0)−1 to both sides of Eq. (4.2), we obtain
d(−0)−1(u− u¯)
dt
+K(u) = 0. (4.3)
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Taking the scalar product with u− u¯ in L2(), we have
1
2
d
dt
||u− u¯||2−1 + (K(u), u− u¯) = 0. (4.4)
From condition (A2)–(A5), we have
(K(u), u− u¯)
=
∫ (∫
J (x − y) dyu(x)−
∫
J (x − y)u(y) dy + f (u)
)
(u(x)− u¯) dx
=
∫ ∫
J (x − y)u2(x) dy dx −
∫ ∫
J (x − y)u(y)u(x) dy dx
+
∫
f (u)u(x) dx − u¯
∫
f (u) dx
= 1
2
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
uf (u) dx − u¯
∫
f (u) dx
 1
2
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
(c5|u|2r+2 − c6) dx
− |u¯|
∫
(c7|u|2r+1 + c8) dx
 1
2
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy + c5
∫
|u|2r+2 dx
− 
∫
|u|2r+2 dx − c(u¯, ) (4.5)
for any  > 0. Choosing  = c5 − c9, we have
(K(u), u− u¯)
 1
2
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy + c9
∫
|u|2r+2 dx − c(u¯)
 1
4
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
F(u) dx − c(u¯)
E(u)− c(u¯)
= E(u)− c(u¯0). (4.6)
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Also from (4.6), we have
(K(u), u− u¯)c
∫
|u|2r+2 dx − c(u¯0) (4.7)
for some positive constants c and c(u¯0).
Since ||.||−1 is a continuous norm on L2(), we have
||u− u¯||−1C||u− u¯||2. (4.8)
Therefore,
||u− u¯0||−1  C||u− u¯0||2
 C||u− u¯0||2r+2
 C||u||2r+2 + C(u¯0) (4.9)
for some positive constants C and C(u¯0). From (4.4), (4.7), and (4.9), it follows that
d
dt
||u− u¯0||2−1 + C||u− u¯0||2r+2−1 C(u¯0). (4.10)
By Lemma 3.3, we obtain
||u− u¯0||2−1
(
C(u¯0)
C
) 1
r+1 + (C(r)t)−1r . (4.11)
Thus, we have proved:
Theorem 4.2. There exists M(u¯0) such that for any  > M(u¯0)
1
2r+2 , there exists a time
t0 such that
||u− u¯0||−1, ∀t t0. (4.12)
From (4.4) and (4.5), we also obtain
1
2
d
dt
||u− u¯0||2−1 + E(u)c(u¯0). (4.13)
Integrating from t to t + 1, then (4.12) implies
∫ t+1
t
E(u(s)) dsc∗(u¯0) ≡ c(u¯0)+ 
2
2
(4.14)
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for t t0. Since E(u(t)) is decreasing, (4.14) implies
E(u(t))c∗(u¯0) (4.15)
for t t0 + 1.
Since, from (2.4),
E(u(t))  1
4
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
F(u) dx
 c3
∫
|u|2r+2 − c4, (4.16)
inequalities (4.15) and (4.16) yield
∫
|u|2r+2c∗(u¯0) (4.17)
for t t0.
Corollary 4.1. There exists c∗(u¯0) > M(u¯0)
1
2r+2 such that for any  > c∗(u¯0), there
exists a time t∗0 such that
∫
|u|r+1c∗(u¯0) for t t∗0 . (4.18)
Next we estimate ||∇u||2.
Denote h(x, u) = a(x)u + f (u). Multiplying (2.1) by h(x, u) and integrating over
, we have
∫
h(x, u)ut +
∫
|∇h(x, u)|2 =
∫
∇J ∗ u · ∇h(x, u). (4.19)
Since
h(x, u)ut = (a(x)u+ f (u))ut = t
[
1
2
a(x)u2 + F(u)
]
, (4.20)
and
∫
∇J ∗ u · ∇h(x, u)c||u||22 +
1
2
||∇h(x, u)||22, (4.21)
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Eq. (4.19) yields
d
dt
∫ [1
2
a(x)u2 + F(u)
]
+ 1
2
∫
|∇h(x, u)|2c||u||22. (4.22)
Integrate (4.22) from t to t+1, and use assumption (A2) and Corollary 4.1, to obtain
∫ t+1
t
∫
|∇h(x, u)|2c (4.23)
for some constant c and all t t∗0 .
Multiply (2.1) by h(x, u)t and integrate over  to obtain
∫
h(x, u)tut +
∫
∇h(x, u) · ∇h(x, u)t =
∫
∇J ∗ u · ∇h(x, u)t . (4.24)
Since
h(x, u)tut = a(x)u2t + f ′(u)u2t c1u2t ,∫
∇h(x, u) · ∇h(x, u)t = 12
d
dt
∫
|∇h(x, u)|2 (4.25)
and
∫
∇J ∗ u · ∇h(x, u)t = d
dt
∫
∇J ∗ u · ∇h(x, u)−
∫
∇J ∗ ut · ∇h(x, u),
we have
c1
∫
|ut |2 + 12
d
dt
∫
|∇h(x, u)|2
 d
dt
∫
∇J ∗ u · ∇h(x, u)−
∫
∇J ∗ ut · ∇h(x, u). (4.26)
Estimate (4.26) with the Cauchy–Schwartz, and Young’s inequalities imply
d
dt
∫
|∇h(x, u)|2 d
dt
∫
2∇J ∗ u · ∇h(x, u)+ 
∫
|∇h(x, u)|2 (4.27)
for some constant  > 0.
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For t < s < t + 1, multiplying (4.27) by e(t−s), we have
d
ds
[
e(t−s)
∫
|∇h(x, u)|2
]
e(t−s) d
ds
∫
2∇J ∗ u · ∇h(x, u). (4.28)
Integrating (4.28) between s and t + 1, we obtain
e−
∫

|∇h(x, u(x, t + 1))|2 − e(t−s)
∫
|∇h(x, u(x, s))|2

∫ t+1
s
e(t−) d
d
∫

2∇J ∗ u(·,) · ∇h(x, u(x,)) dx d. (4.29)
Write
∫ t+1
s
e(t−) d
d
∫

2∇J ∗ u(·,) · ∇h(x, u(x,)) dx d
= e(t−)
∫

2∇J ∗ u(·,) · ∇h(x, u(x,)) dx|t+1s
−
∫ t+1
s
(−)e(t−)
∫

2∇J ∗ u(·,) · ∇h(x, u(x,)) dx d
= I1 + I2. (4.30)
Also,
I1 = e(t−)
∫

2∇J ∗ u(·,) · ∇h(x, u(x,)) dx|t+1s
= e−
∫

2∇J ∗ u(·, t + 1) · ∇h(x, u(x, t + 1))
− e(t−s)
∫

2∇J ∗ u(·, s) · ∇h(x, u(x, s)) dx. (4.31)
Using the Cauchy–Schwartz and Young’s inequalities, this is bounded above by
e−
2
∫

|∇h(x, u(x, t + 1))|2 + C
∫

|u(x, t + 1)|2
+
∫

|∇h(x, u(x, s))|2 + C
∫
|u(x, s)|2
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for some constant C. Furthermore,
I2 =
∫ t+1
s
e(t−)
∫

2∇J ∗ u(·,) · ∇h(x, u(x,)) dx d
 C
∫ t+1
s
[∫

|∇h(x, u(x,))|2 +
∫

|u(x,)|2
]
d. (4.32)
Estimate (4.29) becomes
e−
∫

|∇h(x, u(x, t + 1))|2 − e(t−s)
∫

|∇h(x, u(x, s))|2
 e
−
2
∫

|∇h(x, u(x, t + 1))|2 + C
∫

|u(x, t + 1)|2 +
∫
|∇h(x, u(x, s))|2
+C
∫

|u(x, s)|2 + C
∫ t+1
s
[∫

|∇h(x, u(x,))|2
+
∫

|u(x,)|2
]
d. (4.33)
Therefore,
e−
2
∫

|∇h(x, u(x, t + 1))|2
e(t−s)
∫

|∇h(x, u(x, s))|2 + C
∫

|u(x, t + 1)|2 +
∫

|∇h(x, u(x, s))|2
+C
∫

|u(x, s)|2 + C
∫ t+1
s
[∫

|∇h(x, u(x,))|2 +
∫

|u(x,)|2
]
d.
(4.34)
Integrating (4.34) from t to t + 1 with respect to s, we have
e−
2
∫

|∇h(x, u(x, t + 1))|2 dx

∫ t+1
t
e(t−s)
∫

|∇h(x, u(x, s))|2 dx ds + C
∫ t+1
t
∫

|u(x, t + 1)|2 dx ds
+
∫ t+1
t
∫

|∇h(x, u(x, s))|2 dx ds + C
∫ t+1
t
∫

|u(x, s)|2 dx ds
P.W. Bates, J. Han / J. Differential Equations 212 (2005) 235–277 267
+C
∫ t+1
t
∫ t+1
s
[∫

|∇h(x, u(x,))|2 dx +
∫

|u(x,)|2 dx
]
d  ds

∫ t+1
t
∫

|∇h(x, u(x, s))|2 dx ds + C
∫

|u(x, t + 1)|2 dx
+
∫ t+1
t
∫

|∇h(x, u(x, s))|2 dx ds + C
∫ t+1
t
∫

|u(x, s)|2 dx ds
+C
∫ t+1
t
(− t)
[∫

|∇h(x, u(x,))|2 dx +
∫

|u(x,)|2 dx
]
d. (4.35)
By (4.18) and (4.23), estimate (4.35) yields
∫

|∇h(x, u(x, t + 1))|2 dxC(u¯0) (4.36)
for t t0(u¯0) and some C(u¯0) > 0.
Since
∇h(x, u(x, t + 1)) = (a(x)+ f ′(u(t + 1)))∇u(x, t + 1)− u(x, t + 1)∇a(x), (4.37)
we have
∫

|∇h(x, u(x, t + 1))|2  1
2
∫

|(a(x)+ f ′(u(t + 1)))|2|∇u(x, t + 1)|2
−
∫

|u(x, t + 1)∇a(x)|2

∫

1
2
c21|∇u(x, t + 1)|2 −D(u¯0) (4.38)
for t t0(u¯0) and some constant D(u¯0).
Estimates (4.36) and (4.38) imply
∫

|∇u(x, t + 1)|2G(u¯0) (4.39)
for t t∗0 (u¯0) and G(u¯0) > 0. Thus, we have
Theorem 4.3. There exists a time t∗0 (u¯0) such that
||u||H 1c(u¯0) for t t∗0 (u¯0). (4.40)
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Remark 4.4 (Temam [21]). gives a similar result for the Cahn–Hilliard equation.
Also we have the following theorem:
Theorem 4.5. If u is a solution of (2.1), and Q(u) = (∫ J (x−y) dy)u(x)−J ∗u(x)+
f (u(x)), then there exist a sequence {tk} and u∗ such that
u(tk)→ u∗ weakly in H 1,
Q(u(tk))→ Q(u∗) weakly in H 1 (4.41)
and Q(u∗) is a constant, i.e. u∗ is a steady-state solution of (2.1).
Proof. If u is a solution of (2.1), from (1.7), we have
dE(u)
dt
= −
∫
|∇Q(u)|2 dx. (4.42)
This implies
∫ T
0
∫

|∇Q(u)|2 dx dt = E(u(0))− E(u(T )). (4.43)
Recall that
E(u) = 1
4
∫ ∫
J (x − y)(u(x)− u(y))2 dx dy +
∫
F(u(x)) dx.
Using (2.4), we have
−E(u(T ))C, (4.44)
where C does not depend on T.
Eq. (4.43)–(4.44) imply
∫ ∞
0
∫

|∇Q(u)|2 dx dtC¯ (4.45)
for some positive number C¯. So there exists a sequence {tk} with tk ∈ [k, k + 1], such
that
∫

|∇Q(u(tk))|2 dx → 0. (4.46)
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From (2.29), Remark 2.3, and (4.40), we have
||u(tk)||∞C1,
||u(tk)||H 1C2. (4.47)
Observations (4.46) and (4.47) imply that there exists a subsequence of {tk} (still
denoted by {tk}) such that
u(tk)→ u∗ weakly in H 1,
u(tk)→ u∗ strongly in L2,
Q(u(tk))→ v weakly in H 1,
∇v = 0 a.e in . (4.48)
Since ||u(tk)||∞C1 and ||u∗||∞C1, we have
||f (u(tk))− f (u∗)||L2C||u(tk)− u∗||L2 (4.49)
for some constant C.
Eqs. (4.48) and (4.49) imply
v = Q(u∗) a.e in ,
v = constant,∫

u∗ dx =
∫

u0 dx. (4.50)
So u∗ is a steady-state solution of (2.1). 
5. Applications to other nonlocal problems
The method for the nonlocal Cahn–Hilliard equation can also be applied to other
nonlocal problems. For example, we consider the following integrodifferential equa-
tion that may be related to interacting particle systems with Kawasaki dynamics (see
[9,16,17]):


u
t = (u− tanh J ∗ u) in ,
(u−tanh J∗u)
n = 0 on ,
u(x, 0) = u0(x),
(5.1)
where  is a constant and J is a smooth function.
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Note that the average of u, u¯ is constant in time.
If u(x, t) ∈ C2+, 2+2 (Q¯T ) is a solution of (5.1), multiplying Eq. (5.1) by u and
integrating by parts, we have
1
2
d
∫ |u|2
t
+
∫
|∇u|2 =
∫
∇(tanh(J ∗ u))∇u. (5.2)
Since
∇(tanh(J ∗ u)) = 4∇J ∗ u
(e−J∗u + eJ∗u)2
and
(e−J∗u + eJ∗u)24,
we have
∫
|∇(tanh(J ∗ u))|2
∫
||2|∇J ∗ u|2C(, J,)
∫
|u|2. (5.3)
The Cauchy–Schwartz inequality and (5.2)–(5.3) imply
1
2
d
∫ |u|2
t
+ 1
2
∫
|∇u|2C(, J,)
∫
|u|2. (5.4)
By Gronwall’s lemma, we obtain
∫
|u|2c(T , u0). (5.5)
A similar argument to that in the proof of Theorem 2.1 yields
sup
QT
|u|C(u0, T ). (5.6)
The analogues of Theorems 2.4–2.9 yield
Theorem 5.1. If a(x) = ∫ J (x − y) dy ∈ C2+(¯),  is of class C2+ for some
 > 0, and u0(x) ∈ C2+(¯) satisﬁes the compatibility condition, then there exists a
unique solution u(x, t) ∈ C2+, 2+2 (Q¯T ) to (5.1).
P.W. Bates, J. Han / J. Differential Equations 212 (2005) 235–277 271
For the long-term behavior of the solution, we consider
du
dt
= K(u), (5.7)
where K(u) = u− tanh J ∗ u.
Apply the operator (−0)−1 to both sides of (5.7), where (−0)−1 is deﬁned in
(4.1). We obtain
d(−0)−1(u− u¯0)
dt
+K(u) = 0. (5.8)
Taking the scalar product with u− u¯0 in L2(), we have
1
2
d
dt
||u− u¯0||2−1 + (K(u), u− u¯0) = 0. (5.9)
Note that
(K(u), u− u¯0) = (u− tanh J ∗ u, u− u¯0)
= (u− u¯0 + u¯0, u− u¯0)− (tanh J ∗ u, u− u¯0)

∫
|u− u¯0|2 − |u¯0|
∫
|u− u¯0| −
∫
|u− u¯0|
 1
2
∫
|u− u¯0|2 − B(u¯0) (5.10)
for some constant B(u¯0).
Continuity of the embedding gives
||u− u¯0||−1C||u− u¯0||2. (5.11)
Eq. (5.9) yields
d
dt
||u− u¯0||2−1 + C||u− u¯0||2−12B(u¯0). (5.12)
Gronwall’s inequality implies
||u− u¯0||2−1
2B(u¯0)
C
+Ke−Ct . (5.13)
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So, there exists C(u¯0) > 2B(u¯0)C and t0 := t0(u¯0) such that for t t0
||u− u¯0||2−1C(u¯0) (5.14)
and so there exists an absorbing set in the H−10 norm.
For t > t0, integrating (5.9) from t to t + 1 gives
||u(·, t + 1)− u¯0||2−1 − ||u(·, t)− u¯0||2−1
+
∫ t+1
t
∫

|u(x, s)− u¯0|2 dx dsB(u¯0). (5.15)
Inequalities (5.14)–(5.15) imply
∫ t+1
t
∫

|u(x, s)− u¯0|2 dx dsC(u¯0) (5.16)
for some constant C(u¯0). This yields
∫ t+1
t
∫

|u(x, s)|2 dx dsC¯(u¯0). (5.17)
So there is a t1 ∈ [t, t + 1], where
∫
 |u(x, t1)|2 dxC¯(u¯0). From (5.4) we have
∫

|u(x, t + 1)|2 dx 
∫

|u(x, t1)|2 dx + C(, J,)
∫ t+1
t
∫

|u(x, s)|2 dx ds
 C1(u¯0) (5.18)
for t > t0.
By (5.5) and (5.18), we have
sup
t t0
∫

|u(x, t)|2 dxC(u¯0). (5.19)
By (5.4) and (5.19), using a similar argument to that in the proof of Theorem 2.1,
we have
sup
t0
||u||∞C1(u0). (5.20)
Next we estimate ||∇u||2
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Integrating (5.4) from t to t + 1 with t t0, we have
||u(·, t + 1)||22 − ||u(·, t)||22 +
∫ t+1
t
∫

|∇u|2 dxC
∫ t+1
t
||u(·, t)||22. (5.21)
Inequalities (5.18) and (5.21) yield
∫ t+1
t
∫

|∇u|2 dxC(u¯0). (5.22)
Multiplying (5.1) by ut and integrating over , we obtain
∫
(ut )
2 +
∫
∇u · ∇ut =
∫
∇(tanh(J ∗ u)) · ∇ut . (5.23)
Note that
∫
∇(tanh(J ∗ u)) · ∇ut = d
dt
∫
∇(tanh(J ∗ u)) · ∇u
−
∫
∇(tanh(J ∗ u))t · ∇u, (5.24)
∫
∇u · ∇ut = 12
d
dt
∫
|∇u|2 (5.25)
and
|∇(tanh(J ∗ u))t |
=
∣∣∣∣∣ (4∇J ∗ ut )(e
−J∗u + eJ∗u)− 82J ∗ ut (eJ∗u − e−J∗u)(∇J ) ∗ u
(e−J∗u + eJ∗u)3
∣∣∣∣∣ .
c||ut ||2. (5.26)
It follows from (5.23)–(5.26) that
∫
(ut )
2 + 1
2
d
dt
∫
|∇u|2
= d
dt
∫
∇(tanh(J ∗ u)) · ∇u−
∫
∇(tanh(J ∗ u))t · ∇u
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 d
dt
∫
∇(tanh(J ∗ u)) · ∇u+
∫
c||ut ||2|∇u|
 d
dt
∫
∇(tanh(J ∗ u)) · ∇u+ 1
2
||ut ||22 + c
∫
|∇u|2. (5.27)
Therefore,
d
dt
∫
|∇u|2 d
dt
∫
2∇(tanh(J ∗ u)) · ∇u+ c
∫
|∇u|2, (5.28)
where c depends on u¯0, J and .
For t < s < t + 1, multiplying (5.28) by ec(t−s), we have
d
ds
[∫
|∇u(x, s)|2ec(t−s) dx
]
ec(t−s) d
ds
[∫
2∇(tanh(J ∗ u(·, s))) · ∇u(x, s) dx
]
. (5.29)
Integrating (5.29) between s and t + 1, we obtain∫
|∇u(x, t + 1)|2e−c dx −
∫
|∇u(x, s)|2ec(t−s) dx

∫ t+1
s
ec(t−) d
d
[∫
2∇(tanh(J ∗ u(·,))) · ∇u(x,) dx
]
d
= I1. (5.30)
We compute
I1 =
[
ec(t−)
∫
2∇(tanh(J ∗ u(·,))) · ∇u(x,) dx
]∣∣∣∣
t+1
s
+
∫ t+1
s
cec(t−)
∫
2∇(tanh(J ∗ u(·,))) · ∇u(x,) dx d
= e−c
∫
2∇(tanh(J ∗ u(·, t + 1))) · ∇u(x, t + 1) dx
− ec(t−s)
∫
2∇ tanh J ∗ u(·, s) · ∇u(x, s) dx
+
∫ t+1
s
cec(t−)
∫
2∇(tanh(J ∗ u(·,))) · ∇u(x,) dx d
≡ P1 + P2 + P3. (5.31)
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First,
P1 = e−c
∫
2∇(tanh(J ∗ u(·, t + 1))) · ∇u(x, t + 1) dx
 e
−c
2
∫
|∇u(x, t + 1)|2 dx + C
∫
|u(x, t + 1)|2 dx (5.32)
for some constant C. Also since t < s < t + 1, ec(t−s)1, and we have
P2
∫
|∇u(x, s)|2 dx + C
∫
|u(x, s)|2 dx (5.33)
and
P3
∫ t+1
s
[∫
|∇u(x,)|2 dx + c
∫
|u(x,)|2 dx
]
d. (5.34)
Estimate (5.30) becomes∫
|∇u(x, t + 1)|2e−c dx −
∫
|∇u(x, s)|2ec(t−s) dx
 e
−c
2
∫
|∇u(x, t + 1)|2 dx + C
∫
|u(x, t + 1)|2 dx +
∫
|∇u(x, s)|2 dx
+C
∫
|u(x, s)|2 dx +
∫ t+1
s
[∫
|∇u(x,)|2 dx
+C
∫
|u(x,)|2 dx
]
d. (5.35)
This yields∫
|∇u(x, t + 1)|2 dx
C
[∫
|∇u(x, s)|2 dx +
∫
|u(x, t + 1)|2 dx +
∫
|u(x, s)|2 dx
+
∫ t+1
t
∫
|∇u(x,)|2 dx d+
∫ t+1
t
∫
|u(x,)|2 dx d
]
. (5.36)
Integrating (5.36) from t to t + 1 with respect to s, we obtain∫
|∇u(x, t + 1)|2 dx
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C
[∫ t+1
t
∫
|∇u(x, s)|2 dx ds
+
∫ t+1
t
∫
|u(x, t + 1)|2 dx ds +
∫ t+1
t
∫
|u(x, s)|2 dx ds
+
∫ t+1
t
∫
|∇u(x,)|2 dx d+
∫ t+1
t
∫
|u(x,)|2 dx d
]
= C
[∫ t+1
t
∫
|∇u(x, s)|2 dx ds +
∫
|u(x, t + 1)|2 dx ds
+
∫ t+1
t
∫
|u(x, s)|2 dx ds
]
. (5.37)
Therefore, estimates (5.17), (5.18), (5.22), and (5.37) imply
∫
|∇u(x, t + 1)|2 dxC(u¯0) (5.38)
for t t0(u¯0) and for some constant C(u¯0).
This means that there exists an “absorbing set” in the afﬁne space Hu¯0 relative to
the H 1 norm.
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