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Bivariate systems of polynomial equations with roots of high
multiplicity
I. Nikitin
∗
Abstract
Let P = c1t
a1 + c2t
a2 + . . . + ckt
ak be a sparse polynomial of k monomials in a single variable t over
the field of complex numbers. Consider P (t) as a function from the complex torus C∗ to C. There is a well
known result that for some choice of coefficients P (t) has a nonzero root of multiplicity k− 1. We formulate
and proof the two-dimensional generalisation of that fact. We also study some properties of monomial maps.
1 Introduction
In the beginning we discuss the following classical result :
Theorem 1.1.
Let P (t) be a sparse polynomial in a single complex variable t such that P (t) has exactly k monomials. Then
for some set of coefficients P (t) has root of any given multiplicity up to k − 1.
The proof is based on a simple linear-algebraic argument. We compute the rank of a special Wronski
matrix that will be introduced latter. We will use the same idea to obtain the main result of the paper so let
us exhibit the proof.
Proof of the theorem 1. Let P (t) = c1t
a1 + c2t
a2 + . . . + ckt
ak . We show that there exists a set of coefficients
such that t = 1 is a root of desirable multiplicity k− 1. Since P (t) is a polynomial in one variable the condition
{t = 1 is a root of multiplicity k− 1} is equivalent to existence of a non-zero solution of the following system of
linear of equations.
P (1) = P ′(1) = P ′′(1) = . . . = P (i)(1) = . . . = P (k−2)(1) = 0
or in matrix notation

1 1 1 . . . 1
a1 a2 a3 . . . ak−1
. . . . . . . . . . . . . . .
a1!/(a1 − k + 2)! a2!/(a2 − k + 2)! a3!/(a3 − k + 2)! . . . ak−1!/(ak−1 − k + 2)!




c1
c2
. . .
ck−1

 = ck


1
ak
. . .
ak!/(ak − k + 2)!


Applying elementary transformations to the system, we get the following :

1 1 1 . . . 1
a1 a2 a3 . . . ak−1
a21 a
2
2 a
2
3 . . . a
2
k−1
. . . . . . . . . . . . . . .
ak−21 a
k−2
2 a
k−2
3 . . . a
k−2
k−1




c1
c2
. . .
. . .
ck−1

 = ck


1
ak
a2k
. . .
ak−2k


Now, by Cramer’s rule we get a nontrivial solution. Indeed, each determinant of that system is Vandermonde
determinant and all ak are distinct.
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The goal of this article is, in particular, to generalise that classical theorem to the case n = 2.
For further discussions, let us introduce some notation. For each a = (a1, a2) ∈ Z2 we use the expression
za to denote the monomial za11 z
a2
2 , where zi ∈ C
∗ and for each A ⊂ Z2 we denote by CA the space of Laurant
polynomials supported at A, that is f ∈ CA ⇐⇒ f =
∑
caz
a, ca – are complex coefficients. For a polynomial
f ∈ CA, the convex hull of its support is called the Newton polytope of f . For example A = {(1, 2), (3, 5), (0, 1)}
then f = axy2+bx3y5+cy ∈ CA ∀a, b, c. For a system of two polynomial equations supported at (A1, A2) ⊂ Z2,
CA = CA1 ⊕ CA2 , (f1, f2) ∈ CA ⇐⇒ fi ∈ CAi . We identify each f ∈ CA with the corresponding system
of polynomial equations f1 = f2 = 0. For any two subsets A,B of Z
2 their Minkowski sum is denoted by
A + B and defined as follows A + B = {a + b|a ∈ A, b ∈ B} ⊂ Z2. We also define A ⊖ B by the formula
A ⊖ B = {c|c + B ⊂ A} ⊂ Z2 i.e. the set of shift vectors such that any of them takes B to a subset of A.
All definitions may easily be generalised for higher dimensions. Z(. . .) - the zero set of an ideal or a set of
polynomials.
Definition 1.2. 1. A tuple of finite sets A1, . . . , Ak ⊂ Z
n is said to be reduced, if they cannot be shifted to the
same proper sublattice of Zn.
2. A tuple of finite sets A1, . . . , Ak ⊂ Zn is said to be irreducible if it is impossible to shift all but m of them
to the same codimension m sublattice for m > 0.
In the paper [2] it was shown that under these conditions on A, the discriminant △A has the following
property : for generic tuple (f1, . . . , fn) ∈ △A there exists an isolated root of multiplicity exactly 2. But there
is no information about roots of higher multiplicity in this paper. If the maximal possible value of multiplicity
is denoted by IA then the mentioned theorem states that IA ≥ 2.
In this work we are considering the following problem : what conditions should a tuple of Newton bodies
satisfy to make the lower bound of IA be greater than 2. Finally, the main result to be proved in this paper is
Theorem 1.3.
Let (A,B) be a reduced, irreducible tuple of convex subsets of Z2, satisfying the conditions : A ⊖ B = ∅ or
equivalently B cannot be shifted to any subset of A. Then for an irreducible curve Z(f), that is given as a zero
locus of a sparse polynomial f ∈ CB and for almost all smooth points p ∈ Z(f) there exists a polynomial g
supported at A with the property : Z(g) and Z(f) intersect at p with multiplicity |A| − 1.
The proof is given in Section 3. Despite this theorem makes non-trivial assumptions on (A,B), we shall
now see that actually theorems 1 and 3 together allow to find roots of nontrivial multiplicity for every pair
(A,B).
1. Theorem 3 is obviously not applicable to the case when A equals B up to a shift. However, in this case
the theorem remains valid for multiplicity |A|− 2 instead of |A|− 1. Let (A,B) be a pair of convex bodies
such that B = A+ b, where b is a suitable shift vector. In that case consider a sparse system of equations,
supported at (A,B)
fA = fB = 0
Then consider a new system that is obtained from the initial by a linear transformation
fA − c
A
1 /c
B
1 fB = fB = 0
The support of the first equation in the system is A¯ = A \ a1. Zeros of the new system are the same as
zeros of the initial. Moreover, the coordinate transformation is never degenerate since its Jacobian is of
maximal rank everywhere. After the change of variables, we will get a new system supported at (A¯, B).
And the conditions of the theorem 3 are satisfied.
Replacing |A| − 2 instead of |A| − 1 is inevitable for the case A = B. See example 4.
2. If A consists of p points in one line, and the projection of B along this line has q points, then there exists
a system of equations f = g = 0 supported at (A,B) with a multiple root of any multiplicity up to
max(p, q). To prove this, make a monomial change of variables (x, y) so that the first equation f depends
only on x, and apply Theorem 1 to the first equation f = 0, or to the equation g(x0, y) = 0 for a root x0
of the first equation f = 0.
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3. Except for special pairs (A,B) that were considered in the previous two remarks, every pair (A,B) admits
direct application of theorem 3. This is because for non-equal A and B either A \ B = ∅ or B \ A = ∅.
Indeed, let x+ B ⊂ A and A + y ⊂ B for some x, y. Then |B| = |A| and B = A+ z for some z but that
is a contradiction.
4. The last example of this section shows that for some interesting pairs (A,B) the theorem 3 is applicable
both to (A,B) and (B,A) and these two applications give two different estimates from which we can
choose the maximal one.
Theorem 3 may be considered as a generalisation of 1 and as a first satisfactory answer to the mentioned
question about IA. On the contrary in higher dimensions the situation is sugnificaantly more complicated (see
example 17). We now work out some examples to examine the tightness of the estimate on the multiplicity of
a root in theorem 3.
Example 1.4.
Let A = B = {(0, 0), (1, 0), (0, 1), (1, 1)}. The system, supported at that is as follows :{
a1x+ b1y + c1xy + d1 = 0
a2x+ b2y + c2xy + d2 = 0
Apply the following transformation :{
a1x+ b1y + c1xy + d1 = 0| × (−c2)
a2x+ b2y + c2xy + d2 = 0| × c1
and get the system : {
a1x+ b1y + c1xy + d1 = 0
(a2 − a1c2)x + (b2 − b1c2)y + d2 − d1c2 = 0
Thus we reduce a generic system of equations supported at the tuple (A,A) to the system supported at (A,A \
(1, 1)).
Example 1.5.
Consider two plane curves which are given explicitly by the polynomials
γl : y − p(x) = 0
γm : y − q(x) = 0
where p(x), q(x) are polynomials in one variable x of degrees n and m. Let us denote their Newton polytopes
by An, Am respectively. Without loss of generality we may assume that the point p = (0, 0) is their common
root. Choose the following local parametrization x = t, y = p(t). Then the value of multiplicity is defined by
the least non-zero term in the expression :
p(t)− q(t)
It is easy to understand, that the maximal possible value of multiplicity is max(m,n). Indeed, set p(t) to be
generic and q(t) = p(t)+xm(−pn+qm). That tuple is not optimal form > n+1 since SA = {n}, but there exists
a system with root of multiplicity higher than n+1 but for the partial case m = n+1 it is optimal. In addition,
for each i ∈ {n+2,m} there exists a system with root whose multiplicity equals i. The Berstein-Koushnerenko
theorem tells us that the generic system has exactly m isolated roots. Then in that case we can glue together
all roots, as it was shown above.
Example 1.6.
Let Am be two dimensional simplex, that is bounded from above by monomials of degree n, i.e. the
following set {(ax, ay) ∈ Z2|ax + ay ≤ n, ax ≥ 0, ay ≥ 0} ⊂ Z2. According to famous Bezout theorem,
a system supported at A = (An, Am) has at most mn isolated roots. Let us assume that m > n. Set
f =
∏
hAi (x, y), g =
∏
hBi (x, y), where h
A
i , h
B
i are linear homogeneous forms of x, y such that any two of them
hAi , h
B
j are linearly independent. That system has an isolated root of multiplicity mn at zero.
3
Let j be of the form j = nk + l < nm for l ≤ k. Then there exists a system supported at A such that it has a
root of multiplicity j. To show that we take
u =
n∏
i=1
hi ∈ C
An
v =
l∏
i=1
haii +H
k+1 ∈ CAm , a1 + a2 + . . .+ al = k
where hi are linear forms such that any two of them are linearly independent and H is any homogeneous
polynomial of degree k + 1 such that H is not identically zero on the line, defined by hi for all i. For i ∈
{1, 2, . . . , l} we have x = t, y = −thxi /h
y
i and v(t) = H(t,−th
x
i /h
y
i ) = t
k+1C, C 6= 0. And for i ∈ {l + 1, . . . , n}
we have v(t) = tkC1 + C2t
k+1, C1 6= 0. Then the total multiplicity is l(k + 1) + (n− l)k = nk + l as desired.
Example 1.7.
Consider two plane curves which are given explicitly by the polynomials :
γn : y − pn(x) = 0
γm : x− qm(y) = 0
By Berstein-Koushnerenko theorem that system may have at mostmn isolated roots, as in the previous example,
But the difference is that we cannot get the system that has a root of multiplicity mn. Indeed, without loss of
generality we may asuume that p = (0, 0) is the root of multiplicity mn then after substitution, we will have
the equation :
x = qm(pn(x))
that has a root of multiplicity mn. Therefore qm(pn(x)) − x = axmn, a ∈ C. Let the coefficient in the term
xmn−1 be equal c, then c = 0 and c = mqmp
m−1
n pn−1. But pn 6= 0 since a 6= 0, therefore pn−1 = 0. By the
same computations for q we obtain qm−1 = 0, and then by induction we finally get a contradiction. Now let us
show that the tuple A = {(0, 0), (0, 1), (1, 0), (2, 0)}, B = {(0, 0), (1, 0), (0, 1), (0, 2), (0, 3)} is optimal. Indeed,
consider the following polynomial :
a(fx2 + gx+ h)3 + b(fx2 + gx+ h)2 + c(fx2 + gx+ h) + d− x = 0
the system has a root of multiplicity 4 if and only if the first four coefficients vanish and the fifth doesn’t :

d+ ch+ bh2 + ah3 = 0
−1 + cg + 2bgh+ 3agh2 = 0
cf + bg2 + 2bfh+ 3ag2h+ 3afh2 = 0
2bfg + ag3 + 6afgh = 0
Fortunately, that system is linear in (a, b, c, d) and has the solution :
a = 2f2/g5, b = −(fg2 + 6f2h)/g5, c = (g4 + 2fg2h+ 6f2h2)/g5, d = −(g4h+ fg2h2 + 2f2h3)/g5
Substituting all variables to the fourth term, we get
5f3/g3
Then we cannot vanish the fourth coefficient without getting a contradiction. The tuple is optimal as desired.
2 Monomial map
In this section the definition of the monomial mapmA will be given, and we will also verify some important
properties of it. This section can be considered and used as an independent material.
4
Definition 2.8.
Let (C∗)n be a complex torus and A be a subset of Zn. By CPA = {[. . . : zai : . . .]} we denote the projec-
tive space of homogeneous coordinates whose index set is A. The monomial map supported at A is given by the
rule
mA : (C
∗)n → CPA
z 7→ [. . . : zai : . . .]
BymA(X) we denoted the image of a set X under the monomial map. The map is well defined since z 6= 0.
Let A = (A1, . . . , An) be a tuple of subsets of Z
n and f = (f1, f2, . . . , fn) be a set of polynomials supported at
A, i.e. supp fi = Ai. We now shall give the precise statement of the result mentioned in the previous section.
Theorem 2.9 - [2].
Let B = (B1, . . . , Bn−1) and A be subsets of Z
n and let mA(f) be the image of the curve, defined as the
zero set of a system of polynomials f = (f1, . . . , fn−1) ∈ CB. Then
1. If (A,B) and f are irreducible, then mA(f) is irreducible.
2. If (A,B) is moreover reduced, then the map mA|f has degree 1.
3. If (A,B) is reduced and irreducible, then mA is injective unless (A,B) can be shifted to the same lattice
simplex of lattice volume 1.
The goal of this section is to formulate a criteria to determine whether mA is injective. We are also
considering the following question : when does the image under mA of an algebraic curve lie in a hyperplane.
For the sake of that let’s prove some technical facts. Let g =
∑
a∈A caz
a be a polynomial in CA, by πg we
denote the hyperplane in CPA that is given by the same set of coefficients as g. The image of any proper subset
X of complex tori under mA is called A – image of X . We shall say that the tuple (A1, A2, . . . , Ak) ⊂ Zn is
irreducible if it is impossible to shift all but m of them to the same sublattice of codimension m. We denote
the A – image of the complex torus by T.
Proposition 2.10.
Let g ∈ CA, f ∈ CB, B = (B1, . . . , Bn−1) then the following hold true :
1. A – image of Z(g) and T ∩ πg coincide
2. If mA is injective (or at least the restriction of mA to Z(f) is injective) then the intersection multiplicity
of Z(f) and Z(g) at p and the intersection multiplicity of their A – images at mA(p) coincide
3. If (A,B) is irreducible then for generic f ∈ CB : A – image of Z(f) ⊂ πg ⇐⇒ ∃ci ∈ C[x1, . . . , xn] such
that g =
∑
cifi
Proof. 1. Let q ∈ T ∩ πg ⇒ there exists x ∈ (C∗)n and t ∈ C∗ such that
∑
a∈A catx
a = 0, where ca are
coefficients of the polynomial g. Dividing by t we have the following condition x ∈ Z(g). In converse
direction : let
∑
a∈A cax
a = 0, then the homogeneous coordinates of the image of x will be xa and they
will obviously satisfy
∑
a∈A cax
a = 0⇒ mA(x) ∈ πg.
2. Let p be a smooth point of the curve f ∈ CB and g ∈ CA : g(p) = 0, and φ be its local parametrization
at p. Consider the restriction of mA to f in some neighbourhood of p and denote that by mA,p. If mA is
injective, then the composition mA,p ◦ φ is a parametrization of A –image of f . Since the equations of πg
and the surface g = 0 have the same coefficients, then their Laurant expansions g ◦ φ and πg ◦mA,p ◦ φ
will coincide⇒ the intersection multiplicities of Z(g) and Z(f) at p and their A –images will be equal.
3. Assume that A – image of Z(f) lies in πg. Take p ∈ A – image of Z(f), then ∃x ∈ (C∗)n such that
p = mA(x). p ∈ πg then πg :
∑
a∈A catx
a = 0, t ∈ C∗. Dividing by t we have
∑
cax
a = 0 ⇒ x ∈ Z(g)
and Z(f) ⊂ Z(g) ⇒ by Hilbert nullstellensatz ∃ci ∈ C[x1, . . . , xn], i = 1 . . . n − 1 and k ∈ Z such that
gk = c1f1 + . . .+ cn−1gn−1. By assumption (A,B) is irreducible. Then, according to the theorem 3.21 in
[2] for generic f ∈ CB, Z(f) is also irreducible as an algebraic subset. (f) ⊂ C[x1, . . . , xn] is irreducible
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if and only if its vanishing set is irreducible. For the prime ideal I the following implication holds true
ak ∈ I ⇒ a ∈ I. Thus gk = c1f1+ . . .+ cn−1gn−1 ⇒ ∃c¯i ∈ C[x1, . . . , xn] such that g =
∑
c¯ifi. In converse
direction let g = c1f1 + . . . + cn−1fn−1, then the vanishing set of f vanishes g as well⇒ Z(f) ⊂ Z(g).
Therefore A–image Z(f) ⊂ πg .
Let us now describe the set-theoretical properties of mA in terms of combinatorial properties of A. Note
that :
mA − is injective ⇐⇒ {p
a1/qa1 = . . . = pai/qai ⇒ p = q}
That condition is equivalent to the following
{pa1 = . . . = pai ⇒ p = 1}
The property of mA to be injective and to generate Z
n are not equivalent.
Example 2.11.
Consider A = {a = (2, 1), b = (−3,−1), c = (3, 2)} it is easy to show that A generates Z2 as a Z–module.
Indeed (1, 0) = −a− b, (0, 1) = c+ b. But the system
{x2y1 = x−3y−1 = x3y2}
has at least two solutions : (1, 1) and {(ǫ, ǫ−1)|ǫ3 = 1} thus mA is not injective.
We denote {
∑
tiai|
∑
ti = 0} by < A >0.
Proposition 2.12.
< A+ (−A) >=< A >0
Proof. Let x ∈< A+ (−A) >, then there exists the decomposition
x =
∑
tij(ai − aj)
each term can be rewritten as follows tijai− tijaj ⇒ x ∈< A >0. In converse direction let x ∈< A >0. Consider
the decomposition
x =
∑
tiai =
∑
+
tiai +
∑
−
tiai
with positive terms in first summand and negative in the second. Let (tα, tβ) be a pair of terms whose absolute
value is minimal. Without lose of generality it can be assumed that |tα| > |tβ |. Then the decomposition of x
can be rewritten in the following way :
x =
∑
+
tiai +
∑
−
tjaj = aα(tα − tβ) +
∑
+
tiai +
∑
−
tjaj + (aα − aβ)|tβ |
In first three terms the sum of the coefficients is still zero and the sums
∑
|ti| and
∑
|tj | strictly decreased. By
induction on the height
∑
|ti| +
∑
|tj | we proved that x =
∑
tij(ai − aj) + ta − tb ⇒ x =
∑
tij(ai − aj) ⇒
x ∈< A+ (−A) >
Proposition 2.13.
mA is injective ⇐⇒ < A >0= Zn
Proof. We denote the left and the right statements by L,R respectively. First let us prove R ⇒ L and then
⌉R⇒⌉L. The first implication is straightforward, set pai = t, where p ∈ (C∗)n, then we have a system of linear
combinations eα =
∑
λαi ai, where {λi} satisfy the equality
∑
λiα = 0, then
p
∑
λαi ai = peα = xα
on the other hand
p
∑
λαi ai = t
∑
λiα = 1
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thus mA is injective. Conversely suppose < A >0 is the image of B under the lattice embedding i : Z
m → Zn
for some m – dimensional lattice B. Let n be greater than dim < A >0, then choose a generating system in
< A >0 and complete it to the basis of Z
n then it is obvious that the system pai = paj has infinitely many
solutions since the system is free from at least one of the coordiantes. In the second case we assume that
dim < A >0= n but < A >0 6= Zn and show that each point has more than one preimage. Indeed, choose a
generating set {li} ⊂< A >0. The system pai = paj is equivalent to the system pa1−aj = 1 for all j. Express
each vector ai − aj as a linear combination of li and set pli = qi, let M be the matrix whose columns are li in
the standard basis eα. Since the dimension of < A >0 equals n then the cardinality of the set {li} also equals
n. Consider the new system :
qt
j
= 1
Where tj = (tj1, . . . , t
j
n) are coordinates of a1 − aj in basis li and q = (q1, . . . , qn). That system has a sollution
qi = 1. Then in terms of the original variables we obtain the system p
li = 1 that has | det(M)| > 1 sollutions.
Thus mA is not injecitve.
Theorem 2.14.
mA is an injective map if and only if < A+ (−A) > generates Zn as a Z–module.
Proof. According to proposition 12 and proposition 13, mA is injective ⇐⇒ Zn =< A >0=< A+ (−A) >
3 Proof of the main result
Lemma 3.15.
Let γ be a projective curve that is given locally (in some neighbourhood of a point p ∈ γ) by a family of
holomorphic functions :
f : U → Pn
z 7→ [. . . : fi(z) : . . .]
If the dimension of the projective hull of γ equals k, then for all i ∈ {1 . . . k} there exists an osculating hyperplane
Hi such that γ and Hi intersect at p with multiplicity i.
Proof. Let the dimension of the projective hull of γ equal k then by definition there exists a set of n−k linearly
independent rows {cj}nj=0 such that
∑
cjfj = 0 for all z in some neighbourhood of p. Each row associated to
some function {fj}. The well known fact [1] that the set of analytic functions is linearly independent if and
only if the Wronskian of this set : 

f0 f1 f2 . . . fk
f
(1)
0 f
(1)
1 f
(1)
2 . . . f
(1)
k
. . . . . . . . . . . . . . . . . . . . . . . . . . .
f
(k)
0 f
(k)
1 f
(k)
2 . . . f
(k)
k


has the maximal rank i.e. there exists a non-vanishing minor of dimension k + 1.
Now let us provide a relation between that property and the statement of the lemma. Expand each fj as a
Laurant power series at p and substitute them to the equation H = c0x0 + c1x1 + . . .+ cnxn so we can find ci
using method of undetermined coefficients. Group terms by their exponents zi and then we have :
z0(c0f0(0) + . . .+ cnfn(0))/0!+
z1(c0f
(1)
0 (0) + . . .+ cnf
(1)
n (0))/1! + . . .
zj(c0f
(j)
0 (0) + . . .+ cnf
(j)
n (0))/j! + . . .
zn(c0f
(n)
0 (0) + . . .+ cnf
(n)
n (0))/n!
Thus it is necessary for the matrix

f0(0) f1(0) f2(0) . . . fk(0)
f
(1)
0 (0) f
(1)
1 (0) f
(1)
2 (0) . . . f
(1)
k (0)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
f
(k)
0 (0) f
(k)
1 (0) f
(k)
2 (0) . . . f
(k)
k (0)


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to have a principal non-vanishing minor of order at least k. Assume that in {fi}
n
i=0 there exists a linearly
independent subset {fil}
k
l=0 of cardinality k. Its Wronskian is not identically zero on U , let us assume that it
is not zero at a point p. Rearrange the homogeneous coordinates so that the minor associated to the system
{fil}
k
l=0} is principal. In that case the hyperplanes 0 = c0f
(i)
0 + . . .+ c0f
(i)
k intersect transversely and we may
satisfy first j equations without satisfying the others as desired. Since the augmented matrix of the system and
the Wronski matrix coincide at p we obtain the statement of lemma.
For a given tuple of polynomials u = (u1, . . . , un−1) ∈ CB in n complex variables consider the ideal Ju
generated by u in C[x1, . . . , xn]. Assume that Ju is prime. Let A be a subset of Z
n. For (B,A) consider the
vector space
V
u
A = C
A ∩ Ju
and a linear map
αuA : C[x1, . . . , xn]
n−1 → Ju → V
u
A
Where the first arrow acts by the rule
(c1, . . . , cn−1) 7→ c1u1 + . . .+ cn−1un−1
and the second one is a projection on CA i.e za 7→ za iff a ∈ A and za 7→ 0 in other cases. Given an arbitrary
subset X ⊂ PA, we denote its projective hull by < X >.
Lemma 3.16.
Let (A,B) be a tuple of convex sets in Zn and u ∈ CB be an irreducible set of polynomials. Then the fol-
lowing holds true :
1. codim < mA(Z(u)) >= dimVuA
2. For the case n = 2, the restriction of αuA to the subset C
A⊖B → VuA is a surjective map.
Proof. 1. Set rkαuA = l, therefore we have a set {fj}
j=l
j=1 of l linearly independent polynomials fj ∈ C
A such
that :
fj = c
j
1u1 + . . .+ c
j
n−1un−1
It follows that ∀p ∈ Z(u), mA(p) ∈ πfj where πfj are linearly independent ⇒ l ≤ codim < mA(u) >.
In converse direction let codim < mA(u) > be equal l, but rkα
u
A ≤ l − 1. Represent < mA(Z(u)) > as
a complete intersection of l hyperplanes {πj}
l
1. The linear system of hyperplanes is naturally associated
with linear system of polynomials fj ∈ CA. Then by proposition 10, there exist {c
j
i} such that fj =
cj1u1 + . . .+ c
j
n−1un−1 ⇒ fj ∈ Imα
u
A and rkα
u
A ≥ l as desired.
2. Let f = cu, where f and u are sparse polynomials supported at A and B respectively. Without loss of
generality we may assume that C = supp(c) is a convex set. Vertices of a Minkowski sum of two convex
bodies are sums of vertices and vice versa. Suppose that C 6⊂ A⊖B then there exists at least one vertex
v of C such that v 6∈ A ⊖ B. Take b ∈ B such that v + b is a vertex of A. Since v + b 6∈ A we conclude
that the coefficient of the monomial zv is zero and v 6∈ C. By induction we get the inclusion C ⊂ A⊖ B
as desired.
We are now ready to prove the main result
Proof of the theorem 3. Take an irreducible sparse polynomial u ∈ CB and consider the map αuA. Let Qα be
the matrix representation of αuA. The coefficients of Qα are linear forms of u. Set rkQα = l then the largest
order of a non-vanishing minor in Qα is l. Consider the holomorphic embedding u →֒ Pl as a restriction of the
map mA|u and apply lemma 15. We can see that for generic point p of the curve mA(Z(u)), for all i ∈ {1 . . . l}
there exists an osculating hyperplane Hi such that Hi intersects mA(Z(u)) at p with multiplicity exactly i. By
proposition 10, the set {Hi} corresponds to the system of hypersurfaces ∈ CA that intersect u with the same
multiplicity. For the partial case A⊖B = ∅ we obviously have l = |A| − 1.
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Example 3.17.
Consider a tuple of bodies from Z3 :
A = {(0, 0, 0), (1, 0, 0), (1, 1, 0), (0, 1, 0)}, B = {(0, 0, 0), (0, 1, 0), (0, 1, 1), (0, 0, 1)}, C = {(0, 0, 0), (1, 0, 0), (1, 0, 1), (0, 0, 1)}
and a system of equations supported at that :

a1x+ b1y + c1xy + d1 = 0
a2x+ b2z + c2xz + d2 = 0
a3y + b3z + c3yz + d3 = 0
Choose the curve given by the system of equations, say
γ :
{
3x+ y + xy + 1 = 0
x+ z + 2xz + 1 = 0
It is easy to see that A ⊖ B = ∅, A⊖ C = ∅. But the image under the monomial map of the curve γ lies in a
hyperplane. Indeed the image of γ is given by the parameter t :
[1 : − 3 + 2/(t+ 1): − 1/2− 0.5/(2t+ 1): 3/2− 0.5/(2t+ 1)]
then −2ω1−ω3+ω3 = 0, where ωi are homogeneous coordinates. And the maximal possible value of multiplicity
is dimVuA = 2 6= |A| − 1 = 3. That example shows that the theorem 3 cannot be generalised to the higher
dimensions with the same conditions as in the case n = 2.
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