Abstract. We prove special decay properties of solutions to the initial value problem associated to the k-generalized Korteweg-de Vries equation. These are related with persistence properties of the solution flow in weighted Sobolev spaces and with sharp unique continuation properties of solutions to this equation. As application of our method we also obtain results concerning the decay behavior of perturbations of the traveling wave solutions as well as results for solutions corresponding to special data.
Introduction
In this work we shall study special decay properties of real solutions to the initial value problem (IVP) associated to the k-generalized Korteweg-de Vries (k-gKdV) equation
u(x, 0) = u 0 (x).
These decay properties of the solution u(t) will be measured in appropriate weighted L 2 (wdx)-spaces. First, we shall be concerned with asymmetric (increasing) weights, for which the result will be restricted to forward times t > 0. In this regard we find the result in [8] for the KdV equation, k = 1 in (1.1), in the space L 2 (e βx dx), β > 0. There it was shown that the persistence property holds for L 2 -solutions in L 2 (e βx dx), β > 0, for t > 0 (persistence property in the function space X means that the solution u(·) describes a continuous curve on X, u ∈ C([0, T ] : X)). Moreover, formally in this space the operator ∂ t + ∂ 3 x becomes ∂ t + (∂ x − β) 3 so the solutions of the equation exhibit a parabolic behavior. More precisely, the following result for the KdV equation was proven in [8] where K = K(β, u 0 2 ). Moreover, the map data-solution u 0 → u(t) is continuous from
2 (e βx dx)), for any T > 0.
On a similar regard, in [4] a unique continuation result was established. This gives an upper bound for the possible space decay of solutions to the IVP (1.1):
Theorem B. There exists c 0 > 0 such that for any pair
of solutions of (1.1), if
Above we used the notation: x + = max{x; 0}. Similarly, we will use later on x − = max{−x; 0}
The power 3/2 in the exponent in (1.7) reflects the asymptotic behavior of the Airy function. The solution of the initial value problem (IVP)
is given by the group {U(t) : t ∈ R}
where
is the Airy function which satisfies the estimate
Observe that Theorem B gives a restriction on the possible decay of a non-trivial solution of (1.1) at two different times. More precisely, taking u 2 ≡ 0 one has that if u 1 (t) is a solution of the IVP (1.1) such that
at t = 0, 1, for a 0 >> 1, then u 1 ≡ 0.
Our first theorem shows that the above result is close to be optimal. By rescaling, the persistence property can not hold in the space L 2 (e a 0 x 3/2 + dx) in an arbitrary large time interval. However, it does it with a factor a(t) in front of the exponential term x 3/2 + which measures how this exponential property decreases with time.
To simplify the exposition, we shall first state our result in the case of the KdV, i.e. k = 1 in (1.1) : Theorem 1.1. Let a 0 be a positive constant. For any given data
+ dx), the unique solution of the IVP (1.1) provided by Theorem C below satisfies that for any
This result extends to the difference of two appropriate solutions of the IVP (1.1) with k = 1. Theorem 1.2. Let a 0 be a positive constant. Let u(t), v(t) be solutions of the IVP (1.1) with k = 1 such that 
Similarly, for Theorem 1.2. Remarks: (a) Following the argument in the proof of Theorem 1.4 in [4] one has that given a 0 > 0, ǫ > 0, there exist u 0 ∈ S(R), c 1 , c 2 > 0 and ∆T > 0 such that the corresponding solution u(x, t) of the IVP (1.1) with k = 1 satisfies
(b) For different powers k in (1.1) one has that the same statement of Theorem 1.1 is valid except for the last part concerning the continuity of the map data-solution u 0 → u(t) which will be continuous from
) with s k and T as in the statement of Theorem 1.3.
(c) For other results involving asymmetric weights of a polynomial type we refer to [11] and [5] .
(d) Consider the 1-D semi-linear Schrödinger equation
As far as we are aware it is unknown whether or not there exist non-trivial solutions v(t) of (1.18) satisfying
Next, we consider weighted spaces with symmetric weight of the form
for which persistent properties should hold regardless of the time direction considered, i.e. forward t > 0 or backward t < 0. In this setting our second result establishes that for a solution of the IVP (1.1) to satisfy the persistent property in L 2 ( x b dx) it needs to have a similar property in an appropriate Sobolev space
be the global solution of the IVP (1.1) with k = 1 provided by Theorem C below. If there exist α > 0 and two different times t 0 , t 1 ∈ R such that
) be global solutions of the IVP (1.1) with k = 1 provided by Theorem C. If there exist α > 1/2 and two different times t 0 , t 1 ∈ R such that
Combining Theorem 1.1 and Theorem 1.4 and taking an initial data u 0 ∈ L 2 (R) with compact support such that
one gets:
There exists a solution
of the IVP (1.1) with k = 1 provided by Theorem C such that
has compact support and
The results in Theorem 1.4 and Corollary 1.1 extend to the other powers k = 2, 3, 4... in (1.1) with the appropriate modifications, accordingly to the value of k, on the regularity and on the length of the time interval [0, T ] as it was described in the statement of Theorem 1.3.
The result in Theorem 1.5 holds for any power k in (1.1) and any pair of solutions
As a second consequence of our results above one has that there exist compact perturbations of the travelling wave solution with speed c
for the equation in (1.1) which destroy its exponential decay character:
For a given data of the form
Remarks: (a) As in Corollary 1.1, for t > 0 the loss of decay is in the left hand side of R, and for t < 0 in the right hand side of R.
(b) Combining the results in Theorem 1.4, and its extension for all the equations in (1.1) commented above, with those found in [13] one can also conclude that for k = 2, 4, 5, ...
and that for k = 1, 3 for any ǫ > 0
The main difference between the cases k = 2, 4, 5, ... and k = 1, 3 is that for the later the best available well-posedness results require the use of the spaces X s,b defined in (1.32), which makes fractional weights difficult to handle.
(c) The equivalent of Theorem 1.4 for the semi-linear Schrödinger equation (1.18) in all dimension n was obtained in [12] .
We need to recall some results concerning the well-posedness (local and global) of the IVP (1.1). First, we remember the definition of the space X s,b introduced in the context of dispersive equations in [2] .
For s, b ∈ R, X s,b denotes the completion of the Schwartz space S(R 2 ) with respect to the norm
The following result was established in [2] , see also [10] :
Theorem C. There exists b ∈ (1/2, 1) such that for any u 0 ∈ L 2 (R) there exists a unique solution u(t) of the IVP (1.1) with k = 1 satisfying
Moreover, the map data-solution from L 2 (R) into the class defined in (1.33)-(1.34) is Lipschitz for any T > 0.
We recall that if b > 1/2 one has, using Strichartz estimates and Kato local smoothing effects, that
Therefore, combining these estimates and Theorem C one has that the map datasolution is continuous from
, for any T > 0. Gathering the local and the global well-posedness results in [9] , [3] , [14] , [7] and [6] one has:
Theorem D. (a) The IVP (1.1) with k = 2 is globally well-posed in H s (R) for s ≥ 1/4 (see [3] ).
(b) The IVP (1.1) with k = 3 is locally well-posed in H s (R) for s ≥ −1/6, and globally well-posed in H s (R) for s > −1/42 (see [6] , [14] , [7] ). (c) The IVP (1.1) with k ≥ 4 is locally well-posed in H s (R) for s ≥ (k − 4)/2k (see [9] ).
The rest of this paper is organized as follows: In Section 2 Theorem 1.1 will be proved. Since the proofs of Theorems 1.2 and 1.3 are similar to the proof of Theorem 1.1 we will omit them. The proof of Theorem 1.4 will be given in Section 3. The proof of Theorem 1.5 will be omitted since its proof follows analogous arguments as the ones of Theorem 1.4. Corollaries 1.1 and 1.2 are direct consequence of the previous results. 
where ρ ∈ C ∞ (R) with supp ρ ⊂ {x ∈ R : |x| ≤ 1}, ρ ≥ 0 and ρ(x)dx = 1. We claim that for any ǫ ∈ (0, 1)
To see (2.3) we use Minkowski's integral inequality to write:
since for y ∈ supp(ρ ǫ ) one has that −ǫ + y ≤ 0. Also we recall that
Therefore, for any ǫ ∈ (0, 1) the corresponding solution u ǫ (·) of the IVP (2.1) has the properties stated in Theorems A and C.
Next, for any N ∈ Z + , N >> 1 we define the weight 
Remarks : (i) For any N ∈ Z + , x ≥ 0 and t ≥ 0 one has
(ii) the function θ(·) matches the values of x 3/2 at x = 1 and those ones of the constant function f (x) = 1/4 at x = 0 and their derivatives up to order two and P 2 (x, t) matches those ones of e a(t)x 3/2 at x = N up to order two. Hence, ϕ N (·, t) ∈ C 2 (R) and ϕ N (·, t) ∈ C 3 (R − {0, 1, N}) for all t ≥ 0, (iii) one has that
(iv) P 2 (x, t) ≥ 0 and
Moreover, for x ≥ N (2.13)
Next, we multiply the equation in (2.1) by u ǫ ϕ N (x, t) where u ǫ denotes the solution of the IVP (2.1), integrating the result and formally using integration by parts one has (2.14)
To justify the integration by parts used to obtain (2.14) we observe that by Theorems A and Theorem C (2.15)
In general, if for some
, and so
To prove (2.16) one first assumes that f ∈ H 2 (R) with compact support to obtain (2.16) by integration by parts, and then use the density of this class to get the desired result.
Thus, reapplying the last argument and using (2.15) it follows that for
and so for any t ≥ 0 (2.17)
which justify all integration by parts used to get (2.14) since at +∞, ϕ N (x, t) as a function of x is a polynomial of order two. Since
one can omit the second term on the left hand side (l.h.s.) of (2.14) to write
We shall consider the right hand side (r.h.s) of (2.18) in four different domains:
In the domain (a) (x ≤ 0) one has ∂ j x ϕ N (x, t) = 0 j = 1, 2, 3, and ∂ t ϕ N (x, t) ≤ 0, therefore the contribution of this domain to the r.h.s. of (2.18) is non-positive so it does not have to be considered.
In the domain (b) (0 ≤ x < 1) one has
and (2.21)
In the domain (c) (1 ≤ x < N) one has
For the third term on the r.h.s. of (2.22) we observe that
so it can be omitted. Next, we use that
which combined with (2.23) and (2.24) gives us the estimate (2.25)
For the other term on the r.h.s. of (2.18) in this domain one sees that (2.26)
Finally, we consider the domain (d) (x ≥ N). Since in this domain
so the contribution of this term on the r.h.s. of (2.18) does not need to be considered. To bound the contribution of the other term on the r.h.s. of (2.18) using (2.13) we write
It remains to estimate the terms in the L ∞ -norm in (2.21), (2.26) and (2.27). We estimate the terms (2.26) and (2.27), the estimation in (2.21) being similar. For (2.26) and (2.27), using (1.5) in Theorem A and an estimate similar to that in (2.4), we have (2.28)
From (1.6) in Theorem A and an argument similar to that in (2.4) we obtain the bound for the integral in time interval [0, T ] of the last term in (2.28)
Inserting the above estimates in (2.18), using Gronwall's inequality, and applying (2.11) with t = 0, one gets that (2.30) sup
We observe that for each N ∈ Z + fixed there exists c N such that
and by the continuity of the map data-solution, in Theorem A it follows that (2.32) sup
Combining (2.31) and (2.32) one concludes that (2.33) sup
and consequently, for any t
Finally, letting N ↑ ∞ in (2.34) Fatou's lemma yields the desired result
3. Proof of Theorem 1.4
Without loss of generality we assume t 0 = 0 and t 1 > 0. First we shall consider the case α ∈ (0, 1/2]. For x ≥ 0, N ∈ Z + and α > 0 we define
Let φ N,α be the odd extension of ϕ N,α , i.e.
Notice that
Next, we consider a sequence of data (u 0,m ) m∈Z + ⊂ S(R) such that From the results in [8] one has that (3.6) u m ∈ C(R : S(R)).
By the continuous dependence of the solution upon the data (see Theorem C and comments after its statement) one has that for each T > 0 (3.7)
(a) sup
Since u m ∈ C(R : S(R)) satisfies the equation in (1.1) with k = 1, multiplying it by u m φ N after integration by parts (justified since φ N is bounded) one gets
We observe that for m large enough
Integrating in the time interval [0, t 1 ] the identity (3.8) and using (3.9) it follows that (1 + x 4 ) 1−α/2 ∼ x 2α−1 , therefore using Fatou's lemma in (3.13) one concludes that (3.14)
Since (see Theorem C and (1.36))
one concludes that (3.15)
Once we have obtained (3.15) we reapply the above argument with ψ N,α (x) = ψ N (x) the even extension of ϕ N,α instead of φ N (x), i.e. 
