We define rigorously operators of the form f (∂ t ), in which f is an analytic function on a simply connected domain. Our formalism is based on the Borel transform on entire functions of exponential type. We study existence and regularity of real-valued solutions for the nonlocal in time equation
Introduction
In this paper a nonlocal operator is an expression of the form f (∂ t ), in which f is an analytic function, and a nonlocal equation is an equation in which a nonlocal operator appears. It is of course well-known how to define the action of f (∂ t ) on a given class of functions if the "the symbol" f is a polynomial. It is not obvious how to extend this definition to more general symbols f : for instance, f may be beyond the reach of classical tools used in the study of pseudo-differential operators (e.g., the derivatives of f may not satisfy appropriated bounds, see [25, 21, 36] ). We provide a rigorous definition of f (∂ t ) for a large class of analytic functions f -which includes the Riemann zeta function ζ-in the main body of this work. The theory presented herein includes symbols which cannot be considered via Laplace transform (as in our previous paper [14] ). Our main example of such a symbol is ζ(∂ 2 t + h), see [14, Section 6] and Section 2 below.
We frame our discussion within classical analytic function theory. Interestingly, nonlocal operators appear naturally in this abstract mathematical framework, for example, in the study of the distribution of zeroes of entire functions, see [12, 11, 28] and references therein. We present one result as an illustration:
The Laguerre-Pólya class, denoted by LP, is defined as the collection of entire functions f having only real zeros, and such that f has the following factorization [6, sections 2.6 and 2.7]:
where c, α, β, α k are real numbers, β ≥ 0, α k = 0, m is a non-negative integer, and
k < ∞. Let D be the differentiation operator and φ ∈ LP; the following lemma presents one important instance in which the nonlocal operator φ(D) (formally defined via power series, see [28] and Subsection 3.2 below) is well defined, see [28, Theorem 8, p . 360]. The notion of the genus of a function is explained in [6, p. 22] . We have, see [11, Theorem 1] . Theorem 1.2. Let φ, f ∈ LP such that φ(z) = e −αz 2 φ 1 (z) and f (z) = e −βz 2 f 1 (z) ,
where φ 1 , f 1 have genus 0 or 1 and α, β ≥ 0. If αβ < 1/4 and φ has infinitely many zeros, then φ(D)f has only simple and real zeros.
We will not use this result explicitly in this paper, but zeroes of entire functions are crucial in our theory, see for instance Theorem 3.17 and Example 4.1 below, and so we expect that results such as Theorem 1.2 will play a role in future developments. Now, as we stated in [14] , our main motivation for the study of nonlocal equations comes from Physics. Nonlocal operators and equations appear in contemporary physical theories such as string theory, cosmology and non-local theories of gravity. We refer the reader to [3, 4, 5, 10, 22] for information on the last two topics. With respect to string theory, let us mention two important equations: p a ∂ 2 (1.2) describes the dynamics of the closed p-adic string for the scalar tachyon field, see e.g. [2, 4, 18, 32, 39, 42, 40] . These equations have been studied formally via integral equations and a "heat equation" method, see e.g. [2, 32, 33, 39, 42, 41] .
In the intriguing paper [18] , B. Dragovich constructs a field theory starting from (1.1) whose equation of motion (in 1 + 0 dimension) is
Here ζ is the Riemann zeta function as we noted before; m, h are real parameters and U is some nonlinear function. We understand the Riemann zeta function as the analytic extension of the infinite series
to the whole complex plane, except s = 1, where it has a pole of order 1. The main aim of this work is the development of a general theory (see section 3) to solve linear nonlocal in time equations of the form f (∂ t )φ(t) = g(t) , t ∈ R , (1.4) in which the symbol f is an arbitrary analytic function on a simply connected domain. We have presented a rigorous setting for (a restricted class of) equations (1.4) in [14] , using Laplace transform. However, in [14] we also remark that the important equation
naturally motivated by (1.3) , is beyond the reach of our Laplace transform method. One way to move forward is to use Borel transform, as in [13] . However, the analysis of [13] is restricted to symbols f (see Equation (1.4)) which are entire functions, and to right hand side terms J which are functions of exponential type. Equation (1.5) motivates us to remove these two restrictions. This is precisely what we do in this work.
Let Ω ⊆ C be a simply connected domain and, denote by Exp(Ω) the space of entire functions of finite exponential type such that its elements have Borel transform with singularities in Ω (see section 3). Let f be an holomorphic function in Ω; we use the Borel transform to define rigorously the operator f (∂ t ) on the space Exp(Ω), in a way that evokes the definition of classical pseudo-differential operators via Fourier transform. Then, using this theory, we find the most general solution to Equation (1.4) as a restriction to R of a function in Exp(Ω), and we apply our theory to the following (normalized version of (1.5) with our signature conventions) linear zeta-nonlocal field equation
(1.6)
Now we expose the organization of this work. In Section 2 we give some preliminary comments which motivate the present work. In Section 3 we consider a general analytic symbol f and we define the action of the operator f (∂ t ) on the space of entire functions of exponential type using Borel transform. We also solve explicitly Equation (1.4). In Section 4 we apply the theory developed in Section 3 to the linear zeta-nonlocal scalar field equation (1.6): the zeroes of the Riemann zeta function play an important role in representing its solution. Also in this section, we introduce the space L > (R + ) of all real functions g with domain [0, +∞) such that there exist their Laplace transform L(g), and L(g) has an analytic extension to an angular contour, and we study and solve equation (1.6) for right hand side in L > (R + ). This study involves some delicate limit procedures which take us outside the class of functions of exponential type. Finally, in an appendix we formally derive some equations of motion of interest from a mathematical point of view, including the zeta-nonlocal scalar field proposed by B. Dragovich.
A preliminary discussion
As it is discussed in the work of Dragovich [18, 20] , see also the appendix of this work, the following nonlocal equation
in which g(z) is an analytic non-linear function of z, appears naturally as an interesting mathematical modification of p-adic string theory [18, 20, 19] . Motivated by Equation (2.7), we study linear equations in 1 + 0 dimensions of the form
in which we are using a signature so that = ∂ 2 t simply for comparison purposes with our previous articles.
In our previous work [14] , we have studied linear nonlocal equations (and its associated Cauchy problem) using an approach based on Laplace transforms and the Doetsch representation theorem, see [16] : If L p ([0, +∞)) is the standard L p -Lebesgue space and H q (C + ) is the Hardy space, there exists a correspondence between these spaces determined by the Laplace transform L : L p ([0, +∞)) → H q (C + ) for appropriated Lebesgue exponents p, q. In this situation, we obtained exact formulas for the representation of the solution for equations such as (1.4). (The approach of [14] supersedes previous work [23, 24] ). One of our results is the following theorem (The function r appearing therein in a "generalized initial condition", see [14, Section 3] ):
Theorem 2.1. Let us fix a function f which is analytic in a region D which contains the half-plane {s ∈ C : Re(s) > 0}. We also fix p and p such that 1 < p ≤ 2 and
We assume that the function (L(J) + r)/f is in the space H p (C + ). Then, the linear equation
can be uniquely solved on L p (0, ∞). Moreover, the solution is given by the explicit formula
Moreover, using some technical assumptions (see [14, corollary 2.10] ), the representation formula (2.10) for the solution can be reduced to
The theory can be applied to various field models; in particular, it can be applied to zeta-nonlocal field models of the form
for appropriate functions J, see [14, Section 4] . Now, let us denote by A(C + ) the class of functions which are analytic in a region D which contains the half-plane {s ∈ C : Re(s) > 0}. We can see that for h > 1 the symbol ζ(s + h) is in the class A(C + ) while, if p(s) := s 2 , the symbol ζ h • p(s) := ζ(s 2 + h) is not, as we explain presently. It follows from this observation that for some basic forces J (e.g. piecewise smooth functions with exponential decay) we have
, and therefore the representation formula (2.11) of the solution breaks down. We conclude that the study of Equation (2.8) requires a generalization of the theory developed in [14] .
First of all, we observe that the properties of the Riemann zeta function (see for instance [14, Section 4] ) imply that the symbol
is analytic in the region Γ := {s ∈ C : Re(s) 2 − Im(s) 2 > 1 − h}, which is not a half-plane; its analytic extension ζ • p has poles at the vertices of the hyperbolas Re(s) 2 − Im(s) 2 = 1 − h, and its critical region is the set {s ∈ C : −h < Re(s) 2 − Im(s) 2 < 1 − h}. In fact, we recall from [14, Section 6 ] that according to the value of h we have:
i) For h > 1, Γ is the region limited by the interior of the dark hyperbola Re(s) 2 − Im(s) 2 = 1 − h containing the real axis:
The poles of ζ(s 2 + h) are the vertices of dark hyperbola, indicated by two thick dots. The trivial zeroes of ζ(s 2 + h) are indicated by thin dots on the imaginary axis; and the non-trivial zeroes are located on the darker painted region (critical region).
ii) For h < 1, Γ is the interior of the dark hyperbola Re(s) 2 − Im(s) 2 = 1 − h containing the imaginary axis:
The poles of ζ(s 2 + h) are the vertices of dark hyperbola, indicated by two thick dots. The trivial zeroes of ζ(s 2 + h) are indicated by thin dots on the real axis; the non-trivial zeroes are located on the darker painted region (critical region).
iii) For h = 1, Γ is the interior of the cones limited by the curves y = |x|, y = −|x|. On the other hand, since the Riemann zeta function has an infinite number of nontrivial zeroes in the critical strip (as famously proven by Hadamard and Hardy, see [26] for original references), then the function ζ h • p(·) has also an infinite number of nontrivial zeroes on its critical region. We denote by Z the set of all such zeroes. By i), ii) and iii) we have that Z is contained in the corresponding dark dotted region. Moreover Thus, a new approach for the study of Equation (2.7) is necessary. As stated in Section 1, the method that we use is based on the Borel transform, see [13, 36, 6, 21] and references therein.
3 The general theory for nonlocal equations 3.1 Entire functions of exponential type Definition 3.1. An entire function φ : C → C is said to be of finite exponential type τ φ and finite order ρ φ if τ φ and ρ φ are the infimum of the positive numbers τ, ρ such that the following inequiality holds: |φ(z)| ≤ Ce τ |z| ρ , ∀z ∈ C , and some C > 0.
When ρ φ = 1, the function φ is said to be of exponential type, or of exponential type τ φ , if we need to specify its type. If we know the representation of a entire function φ as a power series, then a standard way to calculate its order, see [6, Theorem 2.2.2] , is by using the formula 
The space of functions of exponential type will be denoted by Exp(C).
Definition 3.2. Let φ be an entire function of exponential type τ φ . If φ(z) = ∞ n=0 a n z n ; then, the Borel transform of φ is defined by
It can be checked that B(φ)(z) converges uniformly for |z| > τ φ , see [36, p. 106] , and therefore it defines an analytic function on {z ∈ C : |z| > τ φ }.
An alternative way to calculate the Borel transform of an entire function φ of exponential type τ φ is the use of the complex Laplace transform, see [6] : if z = |z| exp(iθ) is such that |z| = r > τ φ , then
In particular, if z ∈ R is such that z > τ φ , then B(φ) can be obtained as the analytic continuation of its real Laplace transform:
For φ ∈ Exp(C), we let s(B(φ)) denote the set of singularities of the Borel transform of φ, and we also denote by S(φ) the conjugate diagram of B(φ), this is, the closed convex hull of the set of singularities s(B(φ)). The set S(φ) is a convex compact subset of C, and we can check that B(φ) is an analytic function in S \ S(φ), where S is the extended complex plane C ∪ {∞} and we have set B(φ)(∞) = 0.
Remark. Hereafter we will use the following notation: if Ω ⊂ C is a domain, then Ω c denotes the complement of Ω in the extended complex plane S. Definition 3.3. Let Ω be a simple connected domain; we define the space Exp(Ω) as the set of all entire functions φ of exponential type such that its Borel transform B(φ) has all its singularities in Ω and such that B(φ) admits an analytic continuation to Ω c . This continuation will continue being denoted by B(φ).
Remark.
Since Ω c is closed, the fact that B(φ) is analytic in Ω c means that there exists an open set U ⊂ S such that B(φ) is analytic in U and Ω c ⊂ U . Therefore, using the alternative definition of Borel transform (3.15), we understand B(φ) as the analytic continuation of its real Laplace transform (3.16).
Remark. In what follows, the Borel transform of φ ∈ Exp(Ω) always refers to the complex function B(φ) together with an open set U in the extended plane S such that B(φ) is analytic in U and Ω c ⊂ U . Definition 3.4. For a function φ ∈ Exp(Ω), we define the set H 1 (φ) to be the class of closed rectifiable and simple curves in C which are pairwise homologous and contain the set s(B(φ)) in their bounded regions.
The following theorem is a classical result about the representation of entire functions of exponential type.
Theorem 3.1. (Polya's Representation Theorem). Let φ be a function of exponential type and let γ ∈ H 1 (φ). Then,
In particular, if φ is of type τ and R > τ , then
This theorem is discussed for instance in [36, p. 107] and [13] . A proof appears in [6, Theorem 5.3.5].
Definition 3.5. If d is a distribution with compact support in C, we define the P-transform of d by:
The P-transform is called the Fourier-Laplace transform in [36] and the Fourier-Borel transform in Martineau's classical paper [29] . For the particular case in which d = µ is a complex measure with compact support, the P-transform is
Proposition 3.2. Let O ⊂ C be a simply connected domain; if µ is a complex measure with compact support contained in O, then P(µ) ∈ Exp(O). Conversely, given any function φ ∈ Exp(O), there exists a complex measure µ φ with compact support in O and such that P(µ φ )(z) = φ(z). The measure µ φ is not unique: it can be chosen to have support on any given curve γ ∈ H 1 (φ).
Proof. Let K be the support of the complex measure µ (which is of finite variation). The P-transform of µ is
which is an entire function. Now, if R = sup s∈K |s|, we have
that is, P(µ) is an entire function of exponential type. It remains to show that s(B(P(µ))) ⊂ O. To do that, we compute the Borel transform of P(µ) as the analytic continuation of its real Laplace transform. Let z be a real number such that z > R. Then, we have
in which we have used Fubini's theorem. From these computations we have that P(µ) ∈ Exp(O). In fact, the last integral is the analytic continuation B(P(µ)).
To prove the converse implication, let γ ∈ H 1 (φ). Then, Polya's representation theorem (Theorem 3.1) means that φ can be represented as φ(z) = P(µ φ )(z) for the complex measure µ φ defined by
Remark. The analogous of this proposition for general distributions can be found in [13] . We prefer our version with complex measures because in this work we do not use the machinary of distributions.
Functions of ∂ t via Borel transform
Let Ω be a simply connected domain (equivalently, let Ω be a Runge domain, see [35, Prop. 17.2] ). In what follows we denote by Hol(Ω) the set of holomorphic functions on Ω.
Definition 3.6. Let f ∈ Hol(Ω), φ ∈ Exp(Ω), and assume that µ φ is the complex measure defined in 3.17 with compact support on a curve γ ∈ H 1 (φ) so that P(µ φ ) = φ. We define the operator f (∂ t )φ as f (∂ t )φ := P(f µ φ ) .
In Definition 3.6 we assume that the curve γ ∈ H 1 (φ), which defines the measure µ φ , is contained in the region Ω. By Cauchy's Theorem, the operator f (∂ t ) is independent of such a γ and therefore is well defined.
In this way, using the new measure f µ φ and the definition of the P-transform, we see that Equation (1.4) is understood as the following integral equation
We may wonder whether it is necessary to restrict ourselves to Runge domains. Indeed, the counterexample below is proposed in [21, pag. 27 ] in order to show that f (∂ t )φ can be multivalued if Ω is not a Runge domain. We reproduce it here for the sake of completeness.
Example 3.1. Set Ω = C \ {0}. We consider the symbol f (s) = 1 s which is holomorphic in Ω and the function φ λ (z) = e λz , λ ∈ Ω. Then the set s(B(φ λ )) = {λ} and we have, for a closed curve γ in Ω containing λ, two possible values for f (∂ t )φ λ (z): either
depending on whether γ encloses the point {0} or not.
The following proposition justifies some of the formal computations appearing in physical papers (see [3, 4] and references therein). It says that the integral operator f (∂ t ) is locally (i.e., whenever f can be expanded as a power series in an adequated ball contained in Ω) a differential operator of infinite order. Proposition 3.3. Let R > 0 and assume that B R (0) ⊂ Ω. Suppose that φ ∈ Exp(Ω) is such that s(B(φ)) ⊂ B R (0) and take f ∈ Hol(Ω) with f (z) = ∞ k=0 a k z k , |z| < R. Then, there exist a measure µ φ supported on a curve γ ∈ H 1 (φ) contained in B R (0) such that φ = P(µ φ ), and moreover
uniformly on compact sets.
Proof. We note that, since s(B(φ)) is a discrete set, there exists a real number δ > 0 such that dist(s(B(φ)), {s : |s| = R}) < δ. From [6, Theorem 5.3.12] we have that τ φ = sup ω∈s(B(φ)) |ω| is the type of φ, then there exist a curve γ ⊂ (B τ φ (0)) c ∩ B R (0) such that γ ∈ H 1 (f ). Let µ φ be the measure described by Theorem 3.2 supported on γ, then φ = P(µ φ ).
Moreover, using the measure µ φ , we compute:
From this, we obtain
and therefore
Now we take limits as l → ∞. The result follows from the Lebesgue dominated convergence theorem. We note that the convergence is uniform over compact subsets of C.
Thus, under the hypothesis of this proposition, we have seen that Equation (1.4) becomes "locally" the following infinite order differential equation:
Interestingly, Proposition 3.3 also shows that f (∂ t ) is linear on the space of functions φ satisfying the hypothesis appearing therein. We now show that linearity is true in general:
Remark. We remark that, if φ, ψ ∈ Exp(Ω) then the inclusions H 1 (φ + ψ) ⊆ H 1 (φ) and H 1 (φ + ψ) ⊆ H 1 (ψ) do not necessarily hold. This is why we had to choose an appropriated curve γ to carry out the above proof. For example, let R > 2 and set λ ∈ C with |λ| = 3/2; also consider two functions g 1 , g 2 ∈ Exp 1/2 (C); then, the functions f 1 (z) = e λz + g 1 (z) and
Remark. Let us assume that Exp(Ω) is endowed with the topology of uniform convergence on compact sets. With this topology, the operator f (∂ t ) is not bounded: It is enough to take Ω = C and as symbol f the identity map. The following specific example shows less trivially that the linear operator f (∂ t ) is not necessarily continuous:
Let Ω = C \ R + 0 (a Runge Domain) and consider the symbol f (s) = 1 s . Then f ∈ Hol(Ω); we consider the sequence φ n (z) = e i n z − e −i n z . We have
We can see that φ n → 0 in the topology of uniform convergence on compact sets. On the other hand we have (See Example 3.1)
and considering the compact ball B k (0) with centre the origin and radius k, we have
which goes to infinity when n → ∞.
The following lemma says that nonlocal equations involving f (∂ t ) can be solved in Exp(Ω):
Proof. The surjectivity of the operator comes from the solvability of the following equation
Since the zet of zeros of f , Z(f ) say, is a set of isolated points and g ∈ Exp(Ω), there is a
It is evident that φ ∈ Exp(C), now we want to see that s(B(φ)) ⊂ Ω. For that, let us calculate the Borel Transform of φ as the analytic continuation of its real Laplace transform. Let z ∈ R be sufficiently large so that |Re(η)| < z for all η ∈ γ; we have
in which we have used Fubini's Theorem. Therefore,
and using Morera's theorem, we can see that B(φ) is analytic in Ω c ; thus s(B(φ)) ⊂ Ω. On the other hand, it is not difficult to see that it satisfies f (∂ t )φ = g.
3.3 A representation formula for solutions to f (∂ t )φ = g Proposition 3.6. Let f ∈ Hol(Ω) and denote Z(f ) for the set of its zeros. A function φ ∈ Exp(Ω) of exponential type τ φ is solution to the homogeneous equation f (∂ t )φ = 0 if and only if there exist polynomials p k of degree less than the multiplicity of the root
Proof. (Sufficiency) in order to prove that the function
is solution to the homogeneous equation f (∂ t )φ = 0, it is enough to see that for a given k and s k ∈ Z(f ) with |s k | < τ φ , the following holds:
Indeed, we first note that for a natural number d and a complex number a d , the Borel transform of
; then, using linearity of the Borel transform and the Cauchy theorem we have
From these computations, we deduce that
On the other hand, it is evident that
has exponential type τ φ and from (3.21) we conclude that φ ∈ Exp(Ω) . Before proving necessity, we must ensure finite dimensionality of a vector space to be defined below. We write this fact as a separate result, because it is interesting in its own right; after that we will finish the proof of this proposition.
We use the following notations. Let R be the closure of a bounded and simply connected region which does not contain any singularity of f and let γ denotes its boundary. We also denote by A(R) the set of continuous functions that are analytic in the interior of R endowed with the supremum norm and, for z ∈ C, we let E z : R → C be the complex exponential function E z (ξ) = e zξ . Finally, we let
where cl denotes closure in A(R). Proof. It is not difficult to see that M f,γ is a subset of the set appearing in the right hand side of (3.22) . Let us prove the other inclusion. If ψ belongs to the right hand side of (3.22), then ψ f ∈ A(R). Since R is compact with connected complement, by Mergelyan's Theorem (see [34, Theorem 20.5] and [30, 31] ) we know that the set of polynomials P ol is dense in A(R). Therefore, given > 0 there is a polynomial p ∈ P ol such that
It follows that ψ ∈ cl(f · P ol). Now we note that
Indeed, it is sufficient to note that the right hand side is an algebra which contains 1 and ξ for any ξ ∈ R, and certainly, we have ξ = lim n→∞ e ξ1/n − 1 1/n . Therefore
A special case of this lemma is in [13, Lemma 5.4] .
Lemma 3.8. Under the conditions of previous lemma, the space A(R)/M f,γ has dimension
Proof. We can note that M f,γ = (
First of all, given a complex number ω ∈ R and an integer number m > 0 we claim that the quotient space A(R)/((z − ω) m ) has dimension m and that a basis is given by the set
if and only if
As a second step, we show that for any k ∈ {1, 2, · · · , K} the following equality holds
In fact, fix any k ∈ {1, 2, · · · , K} and set h ∈ A(R)/M f,γ , then
Also, we have
where the polynomial p i has degree m i − 1; therefore we obtain
Now, as in the previous step, we have
where the polynomial p i has degree m i − 1. It follows that
which implies that h ∈ A(R)/M f,γ . Therefore, using the first step, we conclude that m 1 + m 2 + · · · + m K is the dimension of the quotient space A(R)/M f,γ , as claimed.
As an immediate consequence of this lemma we have:
Let Ω ⊂ C be an unbounded domain and assume that f ∈ Hol(Ω) has an infinite number of zeros {s k } with multiplicity m k for k ∈ {1, 2, 3, · · · }. Then the space A(Ω)/M f has infinite dimension, where
Now we proceed to finish the proof of Proposition 3.6.
Proof. Let φ ∈ Exp(Ω) be given. From [6, Theorem 5.3.12] we have that its type is τ φ = max ω∈s(B(φ)) |ω|. Since s(B(φ)) ⊂ Ω and is a discrete set, we can find a curve γ in Ω whose enclosed region R contains the set s(B(φ)) (i.e γ ∈ H 1 (φ)) and such that it also contains all zeros s i ∈ Ω of the symbol f with |s i | < τ φ . Let {s i } k i=1 be an enumeration of the zeros of f in R ∩ B τ φ (0) and let m i denote their corresponding multiplicities. We note also that (using Proposition 3.2) we know that there exist a measure µ supported on γ ∈ H 1 (φ) such that φ = P(µ). Now, we note that an element h ∈ A(R)/M f,γ is completely determined by the following set
From Lemma 3.8, we have that A(R)/M f,γ has dimension m 1 +m 2 +· · ·+m k ; therefore its dual space has the same dimension. Moreover, it is not difficult to see that the following collection of linear functionals
are m 1 + m 2 + · · · m k -elements in the space (A(R)) * which annihilate M f,γ ; therefore they induces the following m 1 + m 2 + · · · m k -linearly independent elements in the dual space of
where
for some a i,j ∈ C. Now, given and element φ ∈ A(R), there exist a unique r ∈ A(R) such that φ = r in A(R)/M f,γ , and using the characterization given in (3.23) we have
On the other hand, from the equation P(f · µ) = 0 we have that the measure µ defines a functional on A(R) which annihilates M f,γ and it induces a functional µ on A(R)/M f,γ . Therefore, there exist complex numbers b i,j such that
Then, we have
The proof of Proposition 3.6 is finished.
Corollary 3.10. Let R > 0 and f ∈ Hol(B R (0)). Then, a function φ ∈ Exp(B R (0)) of exponential type τ φ is a solution of the homogeneous equation f (∂ t )φ = 0, if and only if there exist polynomials p k of degree less than the multiplicity of the root
In particular, if the symbol f is an entire function, we deduce Theorem 5.1 in [13] from Corollary 3.10. The following theorem is an easy application of the previous results; it generalizes Proposition 3.6. Theorem 3.11. Let f ∈ Hol(Ω) and g ∈ Exp(Ω). Then a function φ ∈ Exp(Ω) of exponential type τ φ is solution for the non-homogeneous equation f (∂ t )φ = g if and only if there exist polynomials p k of degree less than the multiplicity of the root
Linear zeta-nonlocal field equations
Now we apply the theory developed in the previous section to find explicit solutions of the following linear zeta-nonlocal field equation: 24) in which h is a real parameter. Our solution depends crucially on the properties of g. We show that if g is of exponential type, then so is φ and solving (4.24) explicitly is rather straightforward. However, if the data g is not of exponential type, analysis become very delicated. We consider this problem in 4.2, in which we assume that the Laplace transform L(g) exists and it has an analytic extension to an appropriated angular contour. In section we use notation introduced in Section 2.
Zeta-nonlocal field equation with source function in Exp(Ω)
Equation (4.24) can be solved completely in the space of entire functions of exponential type. Since Equation (4.24) depends on the values of h, we study it in three different cases:
In this case the symbol ζ h • p(s) = ζ(s 2 + h) has poles i √ h − 1 and −i √ h − 1. As we have already pointed out, the behavior of ζ h • p(s) can be represented in the following picture:
The poles of ζ(s 2 + h) are the vertices of dark hyperbola, indicated by two thick dots. The trivial zeros of ζ(s 2 + h) are indicated by thin dots on the imaginary axis; and the non-trivial zeros are located on the darker painted region (critical region).
Now, let us consider the simply connected domain
We see that the symbol ζ h (s) is holomorphic in Ω, and therefore for a source function g ∈ Exp(Ω), equation (4.24) is the following integral equation for the measure µ φ :
. 
Where γ ∈ H 1 (g) and enclose the root
Remark. In this theorem (and also in the results that follow) we find that the solution ϕ(t) depends on polynomials p k (t). These polynomials are calculated using the zeroes (and their orders) of the function ζ h • p, see Proposition 3.6 and Theorem 3.11. We comment further on this in Subsection 4.2.
On the other hand, we can note that for given R < √ h − 1, the domain Ω contains the ball B R (0), and since the symbol ζ h • p(s) is analytic in this ball, it can be expressed there in its Taylor series representation, say
Therefore, using proposition 3.3, in the space Exp(B R (0)) we have that equation (4.24) can be viewed as the following infinite order differential equation
In this situation, we have the following result:
Theorem 4.2. Let R < √ h − 1 and g ∈ Exp(B R (0)).Then, a function φ ∈ Exp(B R (0)) of exponential type τ φ is solution of the infinite order zeta-nonlocal field equation (4.26) if and only if there exist polynomials p k of degree less than the multiplicity of the root
4.1.2
Case h < 1.
In this case we have that Therefore choosing as our basic region Ω the following domain:
we can obtain theorems for the equation ζ(∂ 2 t + h)φ = g which are similar to Theorem 4.1 and Theorem 4.2.
4.1.3
Case h = 1.
In this case there is a pole at s = 0. We saw that the behavior of ζ 1 • p is represented in the following picture
The pole of ζ(s 2 + 1) is the origin (vertex of dark curves y = |x|, y = −|x|). The trivial zeros of ζ(s 2 + h)
are indicated by thin dots on the imaginary axis; the non-trivial zeros are located on the darker painted region (critical region).
Let Ω, be the region
Since we cannot construct a ball around the origen in which ζ 1 • p is analytic, we cannot obtain a result analogous to Theorem 4.2 for the equation
this is, we do not have an "infinite order equation" but a genuine nonlocal equation. On the other hand, it is possible to state a result analogous to Theorem 4.1. We omit details.
Zeta-nonlocal field equation with source function in L > (R + )
Now we consider the case in which the source function g(t), t ≥ 0 is an analytic function not necessarily of exponential type. We assume that it possesses Laplace transform, and therefore there exists a real number a such that the following integral
converges absolutely and uniformly on the half-plane {z ∈ C : |z| > a}, and for which the function z → L(g)(z) is analytic. We also assume that L(g) has an analytic extension to the left of Re(s) = a until a singularity a 0 , and that this new region of analyticity has an angular contour κ ∞ as its boundary. Hereafter we denote by L > (R + ) the space of analytic functions that possess the properties described above.
The problem of interest in this situation is to solve the following equation
for a given g ∈ L > (R + ), where the operator ζ(∂ 2 t + h) needs to be properly defined in order to have a correctly posed problem. The solution of Equation (4.27) if it exists, will not necessarily be an entire function of exponential type.
Let g ∈ L > (R + ) and let the first singularity of the analytic extension of L(g) up to an angular contour κ ∞ be a 0 = 0. Now consider an angle π 2 < ψ ≤ π, a positive real number r > 0 and let κ r be a finite angular contour contained in κ ∞ . Concretely, κ r is composed by a circular sector of radius δ centered at the origen and the respective rays of opening ±ψ as in the following picture:
Now, let us pick the complex measure
where X κr denotes the characteristic function of the contour κ r . This measure allows us to define the following function g r : C → C using P-transform:
Lemma 4.3. We have:
1. The function g r is an entire function of order 1 and exponential type r.
2. For each r > 0, the analytic continuation of the Borel Transform of g r is B(g r )(z) = K * µ r (z), where K(z) = 1/z, and its conjugate diagram is the convex hull of the contour κ r . In particular, if we consider the measure
Proof. We prove item 1. Let r > 0 fixed; first, we note that for n ≥ 0
Now, defining
we obtain ln |g
which approaches zero as n → ∞. Therefore using formula (3.13) we obtain the order of g r as
With this information, we compute the type of g r using formula (3.14),
It is not difficult to see that σ ≤ r; we will conclude that σ = r by considering the region of analyticity of the Borel transform of g r using item 2.
2. Since κ r is compact we have
and we have used uniform convergence. Now, for |z| > r we have,
This calculation means that the analytic continuation of the Borel transform for g r is
which is an analytic function for every z ∈ C − κ r . As a by product we have that the conjugate diagram of B(g r ) is the convex hull of the contour κ r . Moreover, this means that the type of the function g r must be τ gr ≥ r, so that by using the calculus in Item 1 we conclude that τ gr = r. This completes the proof of Item 1. Finally we note that the description of the Borel transform of g r implies that g r is recovered via P-Transform from the measure dµ gr (s) = K * µ r (s) ds 2πi .
The truncated equation.
In this subsection we consider the following "truncated" equation
for each r > 0. We note that in the case h > 1, the poles of the function are i √ h − 1 and −i √ h − 1, and therefore we analyse Equation (4.28), in the domain
which was used in subsection 4.1.
The following theorem shows that Equation (4.28) is well posed in the space Exp(Ω).
Theorem 4.4.
A general solution to Equation (4.28) in the space Exp(Ω), is provided by the function
where γ ∈ H 1 (g r ) is such that it encloses the zeros {τ j , j = 1, 2, · · · , N r } of the function ζ(s 2 +h) which lie in the closed ball B r (0), and p j (z) are polynomials of degree ord(τ j )−1.
Proof. By Theorem 3.11 we know that a solution for the Equation (4.28) is
where γ is the curve in the following picture
Since the conjugate diagram S for B(g r )(z) is the convex hull of the contour κ r , we can decompose the circle {z : |z| = r} into three pieces γ 1 , γ 2 , γ 3 in which γ 1 is in the region of analyticity of ζ(s 2 + h) and contains the set S in its interior, while the other two closed paths contain the zeros of ζ(s 2 + h) in its interior, as in the following picture Therefore,
We compute the first integral. Using Fubini's Theorem and the Cauchy integral formula, we obtain
Now the second integral. Using Fubini's theorem again we have
, but now we cannot apply Cauchy's integral formula as before, since the zeros of ζ(s 2 + h) are now poles of the function
but, we can use the Residue Theorem. Let τ j be a zero of the function ζ(s 2 + h) lying inside the region enclosed by the curve γ 2 . We have,
for some functions h l . Now we let N 2,r be the number of zeros of the function ζ(s 2 + h) inside the region enclosed by the curve γ 2 . We conclude that the second integral becomes
where we have defined the polynomials
Finally, let N 3,r be the number of zeros of the function ζ(s 2 + h) inside the region enclosed by the curve γ 3 . We use the same strategy as above for the third integral in (4.30) and we obtain
Putting N r = N 2,r +N 3,r as the number of zeros inside of the closed ball B r (0), and setting p j = a j for j = 1, 2, · · · , N 2,r and p j = b j for j = 1, 2, · · · , N 3,r we obtain equality (4.29) and the theorem is proved.
In what follows we consider only the particular solution
to Equation (4.28) . This solution is obtained from Theorem 4.4 by using a curve γ 1 as in the following picture
One reason for considering only this expression is that the contribution of the second summand in (4.29) "can be ignored", since it corresponds to a solution of the homogeneous equation ζ(∂ 2 t + h)f r = 0. Also, we note that it is still an open problem whether the zeros of the Riemann Zeta function are simple or not (see for example [1, 9, 15] ); consequently, we do not even know a precise upper bound for the degree of the polynomials p j appearing in Theorem (4.4)! Such an information could be used, for example, for the study of the uniform convergence of the sequence of partial sums determined for the second summand in (4.29) for each r.
Remark. On the other hand, from [8, 7, 37, 38] , we know that the first zeros of the Riemann zeta function are simple; therefore the first zeros of ζ(s 2 + h) are also simple. Let r > 0 and suppose that the curve γ ∈ H 1 (g r ) encloses the first known simple zeros of ζ(s 2 + h); then, in this situation the full representation formula for the solution given in Theorem 4.4 is more concrete. This situation is treated in the example that follows. Example 4.1. From the work [38] (and references therein) we know that at least the first 1.500.000.001 zeros of the Riemann Zeta function are simple and are located at the critical line; therefore the first zeros of ζ(s 2 + h) are also simple. This implies that the first terms of the sequence of sums in the representation formula (4.29) are easy to calculate.
In fact, let r > 0 be such that the curve γ ∈ H 1 (g r ) encloses the first 3.000.000.002 simple zeros of the shifted Riemann Zeta function ζ(s 2 + h). Let j ∈ {1, 2, 3, · · · , 3.000.000.002} and let τ j be the corresponding simple zero. If we define
then, applying the residue theorem to the function F defined in Equation (4.31) we obtain
.
Therefore, from the proof of Theorem 4.4 we have that the representation formula of the solution is reduced to
where c j are the following complex numbers:
A particular solution
The proof of the following lemma can be found in [17, Theorem 36 .1] Lemma 4.5. Let g ∈ L > (R + ) and let κ be the angular contour of the domain of the analytic extension of L(g) with centre a 0 = 0 and half-angle of opening ψ, where
is analytic in an angular region with horizontal bisector and half-angle of opening ψ − π 2 .
Let us denote by D ψ the angular region with horizontal bisector and half-angle of opening ψ − π 2 arising in the previous lemma, see [17, figure 32, p. 243] . We note that g ∞ is analytic in D ψ . We can estimate ψ.
We can see that the real functions y = |x| and y = −|x| are asymptotes to the region which contain the zeros of ζ(s 2 + h). Therefore, the angle ψ satisfies Proposition 4.6. Let a 0 = 0 be the first singularity of the analytic extension of L(g) and also let 3π 4 < ψ ≤ π be the angle described in lemma 4.5. Then, on compact subsets of D ψ ⊂ C we have:
1. The sequence {g r } r>0 converge uniformly to
2. The sequence {f r } r>0 converge uniformly to
In particular both conclusions hold on D 3π 4 .
Proof. We prove Item 1. Let K be a compact subset of D ψ ; since it is closed and bounded, there is a positive number δ such that the distance between D ψ and ∂K (the topological boundary of K) is at least δ. Also, there exist a positive number A and angles θ 1 , θ 2 satisfying
, such that for all z ∈ K a. |z| ≥ A, and b. θ 1 < θ z < θ 2 , where θ z denotes the angle of z with the real line, z = |z| exp(iθ z ).
Therefore, for z ∈ K we have
Let l z = |z|; for the first integral, we have
By the Riemann-Lebesgue Lemma we have that L(g) is bounded, and therefore
2 , which implies that cos(ψ + θ z ) < −B < 0, for some B > 0. Therefore, we have
For the second integral, we have −
, and therefore there is a constant C > 0 such that cos(θ z − ψ) < −C < 0. Then
These computations allow us to conclude that given > 0 there is r 0 > 0 such that for every r > r 0 and for every z ∈ K we have the estimate:
Item 2 follows from the fact that the function 1
is bounded on the angular contour κ ∞ for |s| → ∞.
Let us now denote the angle ψ described in Lemma 4.5 by ψ(g). From the result in Proposition 4.6 we have the following remark Remark. We have 1. Proposition 4.6 implies that the function g ∞ is an anlytic function which extends g; that is g ∞ (t) = g(t) ∀t ∈ R + .
2. The sequences {f r } r>0 and {g r } r>0 are sequences of entire functions of increasing exponential type r. On the other hand, functions f ∞ and g ∞ from Proposition 4.6 are, generally speaking, neither entire nor of finite exponential type.
3. In principle the functions g ∞ and f ∞ depend on ψ, with Motivated by this remark and Proposition 4.6, we define the following nonempty set:
Also, we denote by Ω 3π ) and they are related as in Proposition 4.6. We recall once more that limit is taken under the topology of uniform convergence on compact subsets of Dom(f In particular ζ(∂ Dragovich has considered the model
in which all lagrangians L n given by (4.36) are taken into account. Explicit lagrangians L depend on the choices of the coefficients C n . Some particular cases are considered bellow.
The Riemann zeta function as a symbol
This is the case in [18] and one of our main motivations. We recall once again that the Riemann zeta function is defined by (see for instant [26] )
It is analytic on its domain of definition and it has an analytic extension to the whole complex plane with the exception of the point s = 1, at which it has a simple pole with residue 1. If we consider the explicit coefficient
in which h is a real number, Dragovich's Lagrangian becomes
We write L h in terms of the zeta function and, in order to avoid convergence issues, we replace the nonlinear term for an adequate analytic function G(φ). The Lagrangian L h becomes:
The equation of motion is ζ( 2m 2 + h)φ = g(φ) , in which g = G .
Dirichlet zeta function as symbol
Let us consider χ a Dirichlet character modulo m and let us define
We recall that a L-Dirichlet series is of the following form:
χ(n) n s following Dragovich's approach, we can consider the Lagrangian
and the corresponding equation of motion 37) in which f = F .
Almost periodic Dirichlet series as symbol
Let {a n } be a sequence of complex numbers. A Dirichlet series is a series of the form F (s) := ∞ n=1 a n n s .
Then, for a given sequence {a n }, if we consider the coefficients C n = a n (n − 1) n 2+h , we arrive at the following Lagrangian and equation of motion: 
