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1. Introduction
The Paley–Wiener space Bσ of σ -bandlimited functions forms the setting for much of signal processing. The functions
in this space have the property that their Fourier transforms are L2(R) functions with compact support in an interval
[−σ ,σ ]. The functions themselves, taken as the inverse Fourier transform of such functions with compact support, are
entire functions of exponential type whose restriction to the real axis is in L2(R).
An orthogonal basis of Bσ is given by the continuous prolate spheroidal wave functions (PSWFs) {ϕn,σ ,τ }∞n=0, which have
a number of desirable, even unique, properties that make them useful in signal processing. They depend on two parameters,
σ , the bandwidth parameter, and τ , the concentration parameter. While they cannot have compact support in the time
domain, they come as close as possible on the interval [−τ , τ ]. That is, among normalized functions in Bσ , ϕ0,σ ,τ has the
maximum energy possible on [−τ , τ ].
The Paley–Wiener space, however, is not the appropriate space for much of signal processing since it excludes bandlim-
ited functions that do not converge to 0 as t → ∞. It would be desirable to have a space that would include periodic
functions and amplitude modulated periodic functions. Such a space is the space of inverse Fourier transforms of distribu-
tions (generalized functions) with support on [−σ ,σ ]. This can be shown, by the Paley–Wiener–Schwartz theorem, to be
composed of entire functions whose restriction to the real axis is a function of at most polynomial growth, i.e., a slowly
growing function. The inverse Fourier transform in this instance is taken in the sense of tempered distributions.
We therefore denote by B−mσ , m = 0,1,2, . . . , the set of all functions whose Fourier transform is a distribution with
support in [−σ ,σ ] of order m. For m = 0, this is the usual Paley–Wiener space Bσ . For other values of m, we deﬁne the
norm of f to be
‖ f ‖m :=
∞∫
−∞
∣∣ f (t)∣∣2(t2 + 1)−m dt
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of entire functions of exponential type (see [3], p. 199), but we shall not require it and will use another characterization
instead. We shall present some of the properties of this space in the next section.
But ﬁrst a few properties of PSWFs.
1.1. Properties of PSWFs
The {ϕn} = {ϕn,σ ,τ } constitute an orthonormal basis of the space of σ− bandlimited functions on the real line. The ﬁrst
subscript after the n, namely σ , gives the bandwidth, while the ﬁnal subscript is the concentration interval. When there is
no chance of confusion (and sometimes when there is), we shall suppress these two parameters.
There are several ways of characterizing the PSWFs:
• as the eigenfunctions of an integral operator:
τ∫
−τ
ϕn(x)Sσ (t − x)dx = λnϕn(t), t ∈R, (1.1)
where Sσ (t) = sinσ t/πt;
• as the eigenfunctions of a differential operator:(
τ 2 − t2)d2ϕn
dt2
− 2t dϕn
dt
− σ 2t2ϕn = μnϕn, t ∈ (−τ , τ ); (1.2)
• as the maximum energy concentration of a σ -bandlimited function on the interval (−τ , τ ); that is ϕ0 is the function
of total energy 1 (= ‖ϕ0‖2) such that
τ∫
−τ
∣∣ f (t)∣∣2 dt
is maximized, ϕ1 is the function with the maximum energy concentration among those functions orthogonal to ϕ0,
etc.;
• as a rescaled version of the Fourier transform:
∞∫
−∞
ϕn(x)e
−iωx dx = (−1)n
√
2πτ
σλn
ϕn
(
τω
σ
)
χσ (ω), (1.3)
since for σ = τ = 1, it is exactly the Fourier transform and hence the PSWF may be considered eigenfunctions of this
transform as well. Well, sort of, since the right side of (1.4) involves the characteristic function χσ of the interval
[−σ ,σ ].
Still another characterization in terms of multiplication operators is possible and may be found in [10]. There are many
more interesting and often surprising properties discovered originally by Slepian, Pollack and Landau [5,4,1,2]. See [10] for a
summary. Note in particular that, by (1.4) with a change of variable and the fact that the Fourier transform is an isometry,
the same PSWFs constitute an orthogonal basis of L2(−τ , τ ) as well as of Bσ , a subspace of L2(R).
2. Elements of generalized functions
Generalized functions are continuous linear functionals on spaces of test functions. The spaces of test functions are
usually very smooth or restricted in some other way. The dual spaces (of generalized functions), on the other hand, are quite
large and contain some ordinary functions as well as objects that are not themselves functions. Various ways of deﬁning a
topology on the test function space have been used, but we shall not consider them in this very brief introduction. Rather
we shall consider primarily the special case of tempered distributions, described in more detail in [11], as follows:
The class of test functions is the space S of all rapidly decreasing C∞ functions on R with a topology introduced by
means of the semi-norms
γpr(θ) = sup
t∈R
∣∣trθ(p)(t)∣∣, r, p = 0,1,2, . . . .
The dual space, S ′ , is the space of tempered distributions. The space S is closed under the Fourier transform, i.e., if θ ∈ S
then θ̂ ∈ S as well. This property is used to extend the transform to S ′ by means of the relation 〈 f̂ , θ〉 := 〈 f , θ̂〉 (see [11]).
The Fourier transform of f will again be tempered distribution. This space S ′ will include the “delta functions”, distributions
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it enables us to take the Fourier transform of such functions even though the usual L2 theory does not. The inverse Fourier
transform is just the conjugate transform given by
f (t) = 1
2π
∞∫
−∞
eiωt f̂ (ω)dω
in the classic case with a similar extension to the case of tempered distributions.
Distributions which have their support in the interior of a ﬁnite interval (−σ ,σ ) have been characterized [8], by
f̂ = DpĜ +
p−1∑
j=0
c jδ
( j) (2.1)
where p is an integer, Ĝ is an L2 function with support contained in the same interval (−σ ,σ ) and c′i s are constants. By
taking the inverse Fourier transform of this last expression, we deduce that
f (t) = (−it)pG(t) +
p−1∑
j=0
c j
2π
(−it) j.
Hence bandlimited functions of slow growth may be represented in this form where G , the inverse Fourier transform of
a function of compact support in (−σ ,σ ), is a function in the Paley–Wiener space of traditional band-limited functions.
However, we shall need a modiﬁed form of (2.1) more closely related to our PSWFs which we take up in the next section.
3. Characterizations of distributions with compact support
We introduce several other characterizations of distributions of compact support need for PSWF expansions. Some involve
the differential operator (1.3) satisﬁed by the PSWFs which we write in the form
Q τ (D)ϕn(x) = D
{(
τ 2 − x2)D[ϕn(x)]}= (σ 2x2 + μn)ϕn(x).
Because of (1.4) the Fourier transforms of the PSWFs are again PSWFs but with the role of the two parameters τ and σ
interchanged.
Our operator then becomes
Qσ (D)ϕn(ω) = D
{(
σ 2 − ω2)D[ϕn(ω)]}= (τ 2ω2 + μn)ϕn(ω) (3.1)
and now {ϕn} = {ϕn,τ ,σ } where we now assume that ϕn is normalized so that
∫ σ
−σ |ϕn|2 = 1. Of course the {ϕn} will now
be orthogonal on both [−σ ,σ ] and (−∞,∞). The following lemmas are given in the Fourier transform domain, although
by again exchanging τ and σ , they apply equally well in the time domain.
Lemma 3.1. Let h be a distribution with support in the interior of (−σ ,σ ); then
(i) there is an integer p, a function G1 ∈ L2(−σ ,σ ) with support in the interior of (−σ ,σ ), and a sequence {bi}2p−1i=0 such that
h = Q pσ (D)G1 +
2p−1∑
i=0
biδ
(i); (3.2)
(ii) there is an integer m, a function G2 ∈ L2(−σ ,σ ) with support in the interior of (−σ ,σ ), and a C∞ function Φ with support in
the interior of (0, σ ) such that
h = DmG2 + Φ; (3.3)
(iii) there is an integer q, a function G3 ∈ L2(−σ ,σ ) and a ﬁnite sequence of bounded functions {a j H j} with support in the interior
of (−σ ,σ ) such that
h = Q qσ (D)G3 +
q−1∑
j=0
a j Q
j
σ (D)H j. (3.4)
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The proof of (ii) involves ﬁrst ﬁnding another expression for δ. We use a function θσ ∈ S with support inside the interval
and equal to 1 in a neighborhood of the origin. Then (Uθσ )′ = U ′θσ + Uθ ′σ = δ + Uθ ′σ or δ = (Uθσ )′ − Uθ ′σ where U is the
unit step function
U (x) =
{
1, x 0,
0, x < 0.
Notice that Uθ ′σ has support in (0, σ ) and is in C∞ . Higher order derivatives δ(m) may be written as derivatives of the same
two functions the ﬁrst of which is in L2(−σ ,σ ) and the second of which is in C∞ . These in turn can be combined with G
of (3.1) to get an expression of the form
f = Dm{G + (Uθσ )}− Uθ(m)σ , m 1,
where G + Uθσ is in L2(−σ ,σ ) and has support in the interior of this interval. Moreover, since θσ is identically one near
the origin, Uθ(m)σ = Φ is differentiable and has support in (0, σ ) for m  1 and hence is in L2(−σ ,σ ) as well. We can
always assume that m 1 since (3.1) hold for functions as well as singular distributions.
The third result, which combines the two previous ones, involves functions H j , where H j(x) is either U (x)χσ (x) or
xU (x)χσ (x). The proof proceeds by using (3.2) and expressing the second part involving δ and its derivatives in the form
given. Each of the distributions δ(k) may be represented at the (k + 1)-th derivative of the unit step function U (x) =(
1, −x>0
0, x0
)
. This function does not have compact support, but its product with the function θσ does have support inside
(−σ ,σ ) which we use to ﬁnd an expression whose derivative is our δ(k) . We ﬁrst apply Qσ (D) to Uθσ to obtain
Qσ (D)[Uθσ ] = D
((
σ 2 − x2)(Uθσ )′)= D((σ 2 − x2)(δ + Uθ ′σ ))
= (σ 2 − x2)(δ + Uθ ′σ )′ − 2x(δ + Uθ ′σ )= (σ 2 − x2)(δ′ + δθ ′σ + Uθ ′′σ )− 2xUθ ′σ
= (σ 2 − x2)(δ′ + Uθ ′′σ )− 2xUθ ′σ = σ 2δ′ + U(Qσ (D)θσ );
and by applying Qσ (D) to xUθσ we get
Qσ (D)[xUθσ ] = D
((
σ 2 − x2)(xUθσ )′)= D((σ 2 − x2)(xδθσ + Uxθ ′σ + Uθσ ))
= (σ 2 − x2)(xδθ ′σ + Uxθ ′′σ + 2Uθ ′σ + δθσ )− 2x(xδθσ + Uxθ ′σ + Uθσ )
= (σ 2 − x2)(Uxθ ′′σ + 2Uθ ′σ + δ)− 2x(Uxθ ′σ + Uθσ )
= σ 2δ + xU Qσ (D)θσ + 2U
(
θ ′σ − xθσ
)
,
i.e.,
δ = σ−2Qσ (D)[xUθσ ] + H0, δ′ = σ−2Qσ (D)[Uθσ ] + H1,
where H0 and H1 are piecewise continuous functions with support in the interior of (−σ ,σ ).
In order to do the same for other derivatives δ, we use the formula
hδ(k) =
k∑
j=0
(
k
j
)
(−1) jh( j)(0)δ(k− j)
for any C∞ function h. In particular for the polynomial h(x) = (σ 2 − x2), we get(
σ 2 − x2)δ(k) = σ 2δ(k) − k(k − 1)δ(k−2)
and hence we have
Qσ (D)δ
(k) = D{(σ 2 − x2)δ(k+1)}= D{σ 2δ(k+1) − k(k + 1)δ(k−1)}= σ 2δ(k+2) − k(k + 1)δ(k).
By working backwards from this we are able to express any δ(k) as a linear combination of powers of Qσ (D) applied to the
functions Uθσ , Uθσ , Ho , and H1 which gives us our lemma.
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We now turn to PSWF series and use the lemmas of the previous section to estimate the coeﬃcients and to show
convergence of the series. [In order to avoid confusion, in this section we shall restrict ourselves to the case where σ = π .]
We shall work both in the frequency domain on the interval [−π,π ] and in the time domain on (−∞,∞). In both cases we
are able to obtain PSWF series although with different parameters. On the interval [−π,π ] we could use ϕn,τ ,π and on the
line we use ϕn = ϕn,π,τ . The reason for this is that the Fourier transform of ϕn,π,τ given by (1.4) satisﬁes the differential
equation (1.3) with the two parameters π and τ interchanged. Hence the right side of (1.4) must contain a multiple of
ϕn,τ ,π , say ϕ̂n,π,τ (ω) = νn ϕn,τ ,π (ω)χπ (ω), whose value depends on the eigenvalue λn . However to again avoid confusion,
we shall not use ϕn,τ ,π but rather use {ϕ̂n} = {ϕ̂n,π,τ } as our orthogonal PSWF basis of L2(−π,π) in the frequency domain
with the normalization ‖ϕ̂n‖2 =
∫ π
−π |ϕ̂n(ω)|2 dω = 1 Then since the Fourier transform is an isometry (mod 2π ), i.e.,
∞∫
−∞
∣∣ϕn(t)∣∣2 dt = 1
2π
π∫
−π
∣∣ϕ̂n(ω)∣∣2 dω = 1
2π
we see that {√2πϕn} is an orthonormal system on (−∞,∞).
In the case of L2, the formulas are quite simple. We take f to be a function in the Paley–Wiener space Bπ ; then f̂ will
have compact support in [−π,π ] and be in L2(−π,π). Its PSWF expansion will be
f̂ =
∞∑
n=0
〈 f̂ , ϕ̂n〉ϕ̂n
whereupon the inverse Fourier transform gives us
f =
∞∑
n=0
2π〈 f ,ϕn〉ϕn (4.1)
convergent in the sense of L2(R). We wish to emulate this when f is a distribution rather than just an L2 function.
4.1. Expansion coeﬃcients
The deﬁnition of our PSWF coeﬃcients in the case of L2(−π,π) functions consists of the inner product cn = 〈H, ϕ̂n〉
given by the integral 〈H, ϕ̂n〉 =
∫ π
−π ϕ̂n(x)H(x)dx which we shall also use as the notation for the value of the distribution
associated with H on the test function ϕ̂n . Except ϕ̂n is not a test function in S since it is not differentiable and in
fact has a discontinuity at ±π . However if H has compact support in the interior of (−π,π) we can replace ϕ̂n(ω) =
(−1)n
√
2τ
λn
ϕn(
τω
π )χπ (ω), by the C
∞ function (−1)n
√
2τ
λn
ϕn(
τω
π ) in this inner product. Thus since this function is in E , our
inner product may be interpreted as the value of a distribution in E ′ on a test function. Hence we are justiﬁed in using the
notation 〈 f , ϕ̂n〉 = 〈 f , (−1)n
√
2τ
λn
ϕn(
τ ·
π )〉 for distributions with support in the interior of (−π,π).
Proposition 4.1. Let f be a distribution with support in the interior of (−π,π) with PSWF coeﬃcients cn = 〈 f , ϕ̂n〉; then there is an
integer m 0 such that cn = o(n2m).
We ﬁrst suppose that f is of the form f = Qπ (D)G where G has compact support inside (−π,π). Now since Qπ (D)G
is a distribution we can use the self-adjoint property of our operator to get〈
Qπ (D)G, ϕ̂n
〉= 〈G, Qπ (D)ϕ̂n〉= 〈G, (τ 2x2 + μn)ϕ̂n〉= 〈τ 2x2G, ϕ̂n〉+ μn〈G, ϕ̂n〉.
Then, since both x2G and G are in L2(−π,π), both 〈x2G, ϕ̂n〉 and 〈G, ϕ̂n〉 tend to 0 as n → ∞. The ϕ̂n satisfy the same
boundary conditions as the Legendre polynomials which satisfy the equation Qπ (D)pn(x) = βnpn(x). Their associated dif-
ferential operators differ only by the term x2, and therefore the respective eigenvalues have the relation βn > μn for all
values of n. (See [7], p. 113.) Furthermore we know the Legendre eigenvalues to be βn = (n + 1)n. Hence the coeﬃcients
satisfy o(n2). By iterating this m times we see that Q mπ (D)Gm has coeﬃcients satisfying o(n
2m). Thus we have the conclu-
sion in the case of f = Q mπ (D)Gm , i.e., for the ﬁrst term in (3.4). The same argument holds as well for the other terms
in (3.4).
By using the result in the previous lemmas combined with the property of the coeﬃcients in the proposition, we are
able to express the PSWF series of the distribution with support in the interior of (−π,π) formally as
∞∑
〈 f , ϕ̂n〉ϕ̂n.n=0
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can take the inverse Fourier transform termwise to deduce that the same holds for functions in B−mπ .
Theorem 4.2. Let f be a tempered distribution with support in the interior of (−π,π). Then f has a PSWF series given by
f =
∞∑
n=0
〈 f , ϕ̂n〉ϕ̂n (4.2)
convergent in the sense of S ′ .
We do know that for G ∈ L2[−π,π ] and with support in the interior of (−π,π), we have
∞∑
n=0
〈G, ϕ̂n〉ϕ̂n = G
where the convergence is in the sense of L2[−π,π ], but since both the terms in the series and G have support in [−π,π ],
this convergence is also in the sense of L2(R). It is easy to see that the convergence is therefore in the sense of S ′
as well. Now differentiation and multiplication by polynomials are continuous operations in S ′; therefore the operator
D{(π2 − x2)D} − τ 2x2 = Qπ (D) − τ 2x2 is a continuous operator in S ′ and
∞∑
n=0
〈G, ϕ̂n〉
{
Qπ (D) − τ 2x2
}
ϕ̂n =
{
Qπ (D) − τ 2x2
}
G (4.3)
in the sense of S ′ . We now observe again that {Qπ (D) − τ 2x2}ϕ̂n = μnϕ̂n , and hence that (4.3) may be given by
{
Qπ (D) − τ 2x2
}
G =
∞∑
n=0
〈G, ϕ̂n〉μnϕ̂n =
∞∑
n=0
〈G,μnϕ̂n〉ϕ̂n
=
∞∑
n=0
〈
G,
{
Qπ (D) − τ 2x2
}
ϕ̂n
〉
ϕ̂n =
∞∑
n=0
〈{
Qπ (D) − τ 2x2
}
G, ϕ̂n
〉
ϕ̂n
with convergence in the sense of S ′ . But x2G is also in L2[−π,π ] with support in the interior of (−π,π) and hence its
expansion converges to it in the sense of S ′ . Thus it further follows that
Qπ (D)G =
∞∑
n=0
〈
Qπ (D)G, ϕ̂n
〉
ϕ̂n
in the sense of S ′ . Again, we can iterate this to deduce that
{
Qπ (D)
}p
G =
∞∑
n=0
〈{
Qπ (D)
}p
G, ϕ̂n
〉
ϕ̂n (4.4)
which gives the result we want for distributions arising from each of the terms of (3.4).
5. Time domain
The PSWF series considered in the last section for distributions of compact support has its counterpart in the time
domain as series of functions in the generalized Paley–Wiener space B−mπ . If F is a function in this space, then, as we
have seen, its Fourier transform is a distribution of order m with support in [−π,π ]. Again we shall restrict ourselves to a
subspace consisting of those distributions with support in the interior of (−π,π). The function F is given by the inverse
Fourier transform of such a distribution f :
F (t) = 1
2π
π∫
−π
f (ω)eiωt dω = 1
2π
〈
f , eiωt
〉= 1
2π
〈
f , eiωt θ̂
〉
where θ̂ is a C∞ function which is one on the support of f and has support in [−π,π ]. This integral makes sense if f is
an ordinary function, but in any case the third line can be interpreted as the value of a distribution on the test function
ei·t θ̂ ∈ S .
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Corollary 5.1. Let F ∈ B−mπ−ε , for some ε > 0, let f = F̂ and let θ be as above; then the PSWF series of F is given by
∞∑
n=0
〈 f , ϕ̂nθ̂〉ϕn (5.1)
or by
∞∑
n=0
2π〈F ,ϕn ∗ θ〉ϕn
which converges to F in the sense of S ′ .
The proof of the ﬁrst formula follows from Theorem 4.2 and the fact that the Fourier transform is a continuous bijection
from S ′ into itself.
However, to obtain the coeﬃcients involving F directly, we cannot merely use the inner product on (−∞,∞) since
F may be of polynomial growth, and but ϕn(t) only decays at the rate O (1/t) as t → ∞. To get the expression for the
coeﬃcients involving F , we observe that the inverse Fourier transform of ϕ̂n θ̂ is just ϕn ∗ θ . Therefore by (5.1) we have
〈 f , ϕ̂nθ̂〉 = 2π〈F ,ϕn ∗ θ〉, (5.2)
which makes sense in spite of the fact that F is of polynomial growth. This gives us the second expression in the corollary.
5.1. A sampling approach
Still another way of calculating the coeﬃcients involves using a result from [8] (Corollary 4.4), a sampling theorem for
functions F ∈ Bmπ−ε:
F (t) =
∞∑
n=−∞
F (n)
sinπ(t − n)
π(t − n) (5.3)
where the convergence is uniform on bounded sets in the sense of (C,α)-summability for α > m. (See [12], p. 76.) This
means that a certain weighted average of the partial sums of the series converges. This weighted average may also be
expressed as a weight on the individual terms. Indeed the (C,α)-sum of (5.5) is exactly [12]
F p(t) =
p∑
n=−p
Cαp,n F (n)
sinπ(t − n)
π(t − n)
where Cαp,n =
Aαp−|n|
Aαp
and Aαp =
(p+α
p
)
and this converges uniformly on bounded sets to F (t). For F ∈ L2, (5.3) reduces to
ordinary convergence, in fact is the well-known “Shannon Sampling Theorem” [8].
We may apply this sampling theorem to ϕk ∗ θ and get an expansion whose coeﬃcients are given by (ϕk ∗ θ)(n). But
both ϕk and θ are π -bandlimited and hence have similar expansions themselves. Thus we have
(ϕk ∗ θ)(n) =
∞∑
m=−∞
ϕk(m)θ(n −m) (5.4)
since
∞∫
−∞
ϕk(t)θ(n − t)dt =
∞∫
−∞
∞∑
m=−∞
ϕk(m)s(t −m)
∞∑
j=−∞
θ(n − j)s(t − j)dt
=
∞∑
m=−∞
ϕk(m)
∞∑
j=−∞
θ(n − j)
∞∫
−∞
s(t −m)s(t − j)dt
where s(t−n) = sinπ(t−n)π(t−n) , an orthonormal sequence in L2. We now perform the same calculations with 〈F ,ϕk ∗ θ〉 to obtain
2π〈F ,ϕk ∗ θ〉 = lim
p→∞2π
p∑
Cαp,n F (n)
∞∑
ϕk(m)θ(n −m). (5.5)n=−p m=−∞
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2π
∞∑
n=−∞
F (n)
∞∑
m=−∞
ϕk(m)θ(n −m) (5.6)
converges for the same reason and is equal to the (C,α) means give by (5.5).
This then is a discrete expression for the PSWF coeﬃcient of F . It should be observed that it is independent of θ since
if θ1 were another such function with θ̂1 having support in [−π,π ] and equal to 1 on the support of f , then by (5.2) it
follows that f and θ̂ − θ̂1 have mutually exclusive support and hence 〈 f , ϕ̂n(θ̂ − θ̂1)〉 = 0.
Proposition 5.2. Let F ∈ Bmπ−ε and let γk be the k-th PSWF coeﬃcient of F , then
γk = 2π
∞∑
n=−∞
F (n)
∞∑
m=−∞
ϕk(m)θ(n −m)
where θ̂ ∈ C∞ and θ̂ (ω) = 1 on the support of f = F̂ and itself has support in (−π,π).
Note that this enables to use the simpliﬁed procedure in [9] to calculate the coeﬃcients directly by ﬁnding the ϕk(m) as
the eigenvectors of a matrix.
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