We continue the investigation of dominated Uryson operators in lattice-normed spaces started in [16] . The main subjects are laterally continuous, completely additive and C-compact dominated Uryson operators. We prove that a dominated Uryson operator is laterally continuous (completely additive) if and only if so is its exact dominant. We also prove that the C-compactness of an operator T implies the C-compactness of its exact dominant.
Introduction
The theory of regular operators in vector lattices is a very large area of Functional Analysis to which many textbooks are devoted [1, 2, 5, 18] . Nonlinear maps between vector lattices represent an involved subject. An interesting class of nonlinear maps called abstract Uryson operators was introduced and studied in 1990 by Mazón and de León [9, 10, 17] , and then considered to be defined on lattice-normed spaces [6, 7, 12, 13, 14, 16] . Today the theory of abstract Uryson operators is a field of active investigations see e.g. [3, 11, 15] . The aim of this note is to continue the investigation of the dominated Uryson operators. We prove that under some mild conditions dominated Uryson operator is laterally continuous (completely additive) is and only if its exact dominant is. We also prove that the C-compactness of an operator T implies the C-compactness of its exact dominant. 1 
Preliminary information
The goal of this section is to introduce some basic definitions and facts. General information on lattice-normed spaces and vector lattices the reader can find in books [2, 5, 18] . Definition 2.1. Consider a vector space V and a real archimedean vector lattice E. A map    ·    : V → E is a vector norm if it satisfies the following axioms:
1)
. A vector norm is said to be decomposable if 4) for all e 1 , e 2 ∈ E + and x ∈ V the condition    x    = e 1 + e 2 implies the existence of x 1 , x 2 ∈ V such that x = x 1 + x 2 and    x k    = e k , (k := 1, 2). In the case where condition (4) is valid only for disjoint e 1 , e 2 ∈ E + , the norm is said to be disjointly-decomposable or, in short, d-decomposable.
 is decomposable then the space V itself is called decomposable. We say that a net (v α ) α∈∆ (bo)-converges to an element v ∈ V and write v = bo-lim v α if there exists a decreasing net (e γ ) γ∈Γ in E + such that inf γ∈Γ (e γ ) = 0 and for every γ ∈ Γ there is an index α(γ) ∈ ∆ such that
A lattice-normed space is called (bo)-complete if every (bo)-fundamental net (bo)-converges to an element of this space. Let e be a positive element of a vector lattice E. By [0, e] we denote the set {v ∈ V :
Every decomposable (bo)-complete lattice-normed space is called a Banach-Kantorovich space (a BKS for short).
Let (V, E) be a lattice-normed space. A subspace V 0 of V is called a (bo)-ideal of V if for any v ∈ V and u ∈ V 0 , from
A subspace V 0 of a decomposable lattice-normed space V is a (bo)-ideal if and 
then we call the elements x, y disjoint and write x⊥y. The equality
The set of all fragments of an element x ∈ V is denoted by F x . The notations z x means that z is a fragment of x. The Boolean algebra of projections in V is denoted by B(V ). Observe
is a vector lattice with the projection property and V is decomposable then the Boolean algebras B(V ) and B(E) are isomorphic. Definition 2.2. Let E be a vector lattice, and let F be a real linear space. An operator T : E → F is called orthogonally additive if T (x + y) = T (x) + T (y) whenever x, y ∈ E are disjoint.
It follows from the definition that T (0) = 0. It is immediate that the set of all orthogonally additive operators is a real vector space with respect to the natural linear operations. Definition 2.3. Let E and F be vector lattices. An orthogonally additive operator T : E → F is called:
• positive if T x ≥ 0 holds in F for all x ∈ E;
• order bounded if T maps order bounded sets in E to order bounded sets in F . An orthogonally additive, order bounded operator T : E → F is called an abstract Uryson operator.
For example, any linear operator T ∈ L + (E, F ) defines a positive abstract Uryson operator by G(f ) = T |f | for each f ∈ E.
The set of all abstract Uryson operators from E to F we denote by U(E, F ). Consider some examples. The most famous one is the nonlinear integral Uryson operator.
Consider the following order in U(E, F ) : S ≤ T whenever T −S is a positive operator. Then U(E, F ) becomes an ordered vector space. If a vector lattice F is Dedekind complete we have the following theorem. . Let E and F be a vector lattices, F Dedekind complete. Then U(E, F ) is a Dedekind complete vector lattice. Moreover for S, T ∈ U(E, F ) and for f ∈ E following hold
Definition 2.5. Let E be a vector lattice and X a vector space. An orthogonally additive map T : E → X is called even if T (x) = T (−x) for every x ∈ E. If E, F are vector lattices, the set of all even abstract Uryson operators from E to F we denote by U ev (E, F ).
If E, F are vector lattices with F Dedekind complete, the space U ev (E, F ) is not empty. Indeed, for every T ∈ U(E, F ) by ( [9] ,Proposition 3.4) there exists an even operator T ∈ U ev + (E, F ) which is defined by the formula, T f = sup{|T |g : |g| ≤ |f |}.
Definition 2.7. Let (V, E) and (W, F ) be lattice-normed spaces. A map
In this case we say that S is a dominant for T . The set of all dominants of the operator T is denoted by Domin(T ). If there is the least element in Domin(T ) with respect to the order induced by U ev + (E, F ) then it is called the least or the exact dominant of T and is denoted by Example 2. Let E, F be vector lattices with F Dedekind complete. Consider the lattice-normed spaces (E, E) and (F, F ) where the lattice valued norms coincide with the modules. We may show that the vector space 
Consider some examples.
Example 3. Let E be a vector lattice. Every order ideal in E is a lateral set.
Example 4. Let E, F be a vector lattices and T ∈ U + (E, F ). Then N T := {e ∈ E : T (e) = 0} is a lateral ideal.
For further consideration we introduce the following set
Example 5. ( [16] ,Lemma 3.6.) Let (V, E) be lattice-normed spaces with V decomposable. Then E + is a lateral ideal. 
Completely additive and laterally continuous orthogonally additive operator
In this section we consider completely additive and laterally continuous orthogonally additive operators and establish some of their properties.
Let (V, E) be a lattice-normed space. Proof. Consider the map Se = sup{Se 0 : e 0 e; e 0 ∈ D}.
By the Theorem 1 from [4] , we have that S ∈ U + (E,
Passing to the supremum over all fragments f e, f ∈ D we may write Se ≤ sup α Se α . Theorem 3.3. Let (V, E) be a lattice-normed space and let (W, F ) be a BanachKantorovich space. Then a dominated Uryson operator T : V → W is laterally continuous if and only if its exact dominant
Therefore T is laterally continuous. Let us prove a converse assertion. Suppose T ∈ D n U (V, W ). Take an element e ∈ E + and a laterally convergent net (e α ) α∈Λ ⊂ E + , so that e = o-lim α e α . Assign
. Consider a finite family of mutually disjoint elements v 1 , . . . , v n of V with the property
Given α ∈ Λ, we associate with each i ∈ {1, . . . , n} a representation v i = u i,α + w i,α , u i,α ⊥w i,α for every i ∈ {1, . . . , n}, α ∈ Λ, so that
Since (e α ) laterally converges to e, we have
    and therefore, u i,α laterally converges to v i for every i ∈ {1, . . . , n}. Then we have
On the other hand for any β ∈ Λ we have
Passing to the o-limit over β in the latter inequalities, we obtain 
α∈Λ is a (bo)-summable family, Θ is the set of all finite subset of Λ, θ ∈ Θ and w θ = α∈θ v α . At first we
Hence, the operator T is completely additive. Now assume that T is completely additive. Using the fact that    T    is an even operator, we may consider only (bo)-summable families (e α ) α∈Λ , where e α ∈ E + for every α ∈ Λ. Take v ∈ V and a finite family ρ 1 , . . . , ρ n of mutually disjoint order projections in V such that
e α , e α ⊥e β , α = β, e α ∈ E + and σ α be the projection onto the band {e α }. Then we have
Passing to the supremum over all finite families ρ 1 v, . . . , ρ n v, where ρ i ⊥ρ j ,
The reverse inequality is straightforward, we prove the complete additivity of the operator T on lateral ideal E + . If e, e α ∈ E + then for arbitrary e ∈ E + , e e, taking into account what we have proven, we may write
Passing to the supremum over all e ∈ E + , e e we have
C-compact dominated Uryson operators
In this section we consider C-compact dominated Uryson operator and we establish that relation of C-compactness of dominated Uryson operator T implies the C-compactness its exact dominant. Firstly we give a definitions. Definition 4.1. Let (V, E) be a lattice-normed space and F be a Banach space. The orthogonally additive operator T : V → F is called
The set of all C-compact dominated Uryson operators from V to F is denoted by CD(V, F ).
Example 7. Let (V, E) be a lattice-normed space, F be a Banach space. Since
The following theorem is the main result of this section.
Theorem 4.2. Let (V, E) be a decomposable lattice-normed space, F be a order continuous Banach lattice and
Firstly take an arbitrary element e ∈ E + . Then given ε > 0, since F has order continuous norm there exist
Since T ∈ CD(V, F ) there exists for every i ∈ {1, . . . , n} a finite subset B i of F v i , such that, for every u ∈ F v i there is v ∈ B i , satisfying T u − T v < ε 3n By the decomposability of the vector norm in V for every i ∈ {1, . . . , n} there exists a finite subset
. Indeed, take an arbitrary g ∈ F e . Then we have
By the decomposability of the vector norm and Riesz decomposition property there exists a finite set {w 1 , . . . , w n } ⊂ V , such that
It is clear that w i ∈ F v i . By our assumption there exists a finite set {h 1 , . . . , h n },
f i . Now we need the following estimates
and therefore
The inequality
can be proved by the same manner. Then we may write
Now, take an element e ∈ E + . By definition    T    (e) = sup{    T    (f ) : f ∈ F e ∩ E + }. Hence, there exists an element f ∈ F e ∩ E + , so that
, where f i ∈ F f for every i ∈ {1, . . . , n}. Fix an arbitrary fragment z of e. Then by Riesz decomposition property there exists the decomposition z = z 1 z 2 , where z 1 ∈ F e−f and z 2 ∈ F f . Then
for appropriate f i and we may write 
