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A VARIATIONAL FORMULA FOR THE LYAPUNOV EXPONENT OF
BROWNIAN MOTION IN STATIONARY ERGODIC POTENTIAL
JOHANNES RUESS
Abstract. We establish a variational formula for the exponential decay rate of the
Green function of Brownian motion evolving in a random stationary and ergodic non-
negative potential. Such a variational formula is established by Schroeder in [Sch88] for
periodic potentials and is generalised in the present article to a non-compact setting. We
show exponential decay of the Green function implicitly. This formula for the Lyapunov
exponent has several direct implications. It allows to compare the influence of a ran-
dom potential to the influence of the averaged potential. It also leads to a variational
expression for the quenched free energy.
1. Introduction and Results
Decay of the Green function for Brownian motion has been subject of study in many
respects. If Brownian motion is evolving in a random potential, additional properties
of the random structure of the potential such as ergodicity and stationarity allow to
expect that the Green function exhibits a deterministic behaviour on the large scale. A
deterministic exponential decay rate of the Green function, also called Lyapunov exponent,
has been already established in many cases. In this article we give a variational formula
for the Lyapunov exponent of Brownian motion in a stationary ergodic potential. Such
a variational expression has been proven by Schroeder in [Sch88]. Schroeder considers
periodic potentials and therefore deals with potentials defined on compact spaces. In
the present work we generalise the results there to the non-compact setting of stationary
ergodic potentials.
We consider Brownian motion on Rd. Let Z = (Zt)t≥0 be the canonical process on the
space C([0,∞),Rd), d ∈ N, with the cylindrical σ-field S. Let P λx denote the law on S
of a d-dimensional Brownian motion with drift λ ∈ Rd and starting at x ∈ Rd, let Eλx
denote the expectation under P λx . If x, λ = 0 we write P and E instead of P
λ
x and E
λ
x
respectively.
The Brownian motion is assumed to evolve in a random potential defined on a probability
space (Ω,F ,P): Let Sym(Ω) be the symmetric group on Ω. We assume that (Rd,+) is
acting on Ω via a homomorphism τ : Rd → Sym(Ω), x 7→ τx, such that (x, ω) 7→ τxω is a
product measurable mapping and τx is measure preserving. Ergodicity of P with respect
to the family of transformations {τx : x ∈ Rd} will be crucial and assumed additionally
in many cases. Then (Ω,F ,P, τ) is said to be an ergodic dynamical system. We denote
the space of integrable functions on Ω by L1. A function V ∈ L1 that is non-negative is
called potential throughout the article. For any ω ∈ Ω we may consider the realisation
of V as a function on Rd via Vω(x) := V (τxω). In order to avoid trivialities we assume
for ω ∈ Ω that the realisation Vω of a potential V is not negligible with respect to the
Lebesgue measure.
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We investigate the Green function for Brownian motion evolving in Vω. Define
G(x,A, ω) := Ex
[ ∫ ∞
0
exp
{
−
∫ t
0
Vω(Zs)ds
}
1A(Zt)dt
]
,(1.1)
where x ∈ Rd, ω ∈ Ω and A ∈ B(Rd), the Borel σ-algebra of Rd. G can be interpreted
as the expected occupation times measure of Brownian motion killed at rate Vω, and is
also called the Green measure. In this article we are generally in the situation that for
x ∈ Rd and ω ∈ Ω the Green measure possess a continuous density g(x, ·, ω) : Rd \ {x} →
[0,∞) with respect to the Lebesgue measure, which is called Green function, see condition
(G) below. Under natural assumptions the Green function can be interpreted as the
fundamental solution to −(1/2)∆+Vω, that is(
− 1
2
∆+Vω
)
g(x, ·, ω) = δx,
where δx denotes the Dirac distribution at x ∈ Rd, see [Pin95, Theorem 4.3.8].
If the Green function decays exponentially fast with a deterministic exponential decay
rate, which means that for y ∈ Rd \ {0} the limit
αV (y) := lim
r→∞−
1
r
ln g(0, ry, ω)(1.2)
exists and is P-a.s. constant, then the Lyapunov exponent is said to exist and is defined
as αV . Conventionally we set αV (0) := 0.
Existence of the Lyapunov exponent is shown for example for Poissonian potentials by
Sznitman in [Szn94, Theorem 0.2]. We refer to [Szn98, Chapter 5] where an overview can
be found. Results for a discrete space counterpart are given by Zerner in [Zer98, Theorem
A] and extended by Mourrat in [Mou12, Theorem 1.1]. The operator −(1/2)∆+V is also
called a random Schro¨dinger operator. A comprehensive treatise on the theory of random
Schro¨dinger operators can be found e.g. in [Sto01] or [CL90]. Typically (1.2) is proven by
means of subadditivity. Existence of the Lyapunov exponent is part of our main Theorem
1.2 and we do not need the subadditive ergodic theorem.
Variational formula in the case of periodic potential. In [Sch88] Schroeder shows
exponential decay of the Green function and establishes a variational formula for the
Lyapunov exponent of Brownian motion in periodic potential. We recall the result of
Schroeder: Let Ω = Td be the d-dimensional torus equipped with the Borel σ-algebra
and Lebesgue measure. For x ∈ Rd and ω ∈ Ω define τxω := ω + x (mod 1). We get an
ergodic dynamical system on which realisations of potentials are periodic. Let Ck(Td) be
the space of continuous functions on Td with continuous derivatives of order less than or
equal to k and let y ∈ Rd \ {0}. The variational expression given by Schroeder varies over
probability densities f ∈ C2(Td) such that f > 0 and ∫ fdx = 1, and over divergence-free
vector fields φ ∈ (C1(Td))d such that ∫
Td
φ(x) dx = y and ∇ · φ = 0. The following is
shown in [Sch88] and is generalised in our main Theorem 1.2:
Theorem 1.1. [Sch88, (1.1)] Let V be a continuous potential on Ω = Td such that V (ω) >
0 for ω ∈ Ω. Then for all ω ∈ Ω, y ∈ Rd \ {0},
lim
r→∞−
1
r
ln g(0, ry, ω) = 2 inf
f
[(∫
Td
|∇f |2
8f
+ V f dx
)(
inf
φ
∫
Td
|φ|2
2f
dx
)]1/2
.(1.3)
Variational formula for more general potentials. A natural way to generalise pe-
riodicity is to study stationary ergodic potentials. Different kinds of stationary ergodic
potentials have been considered in the literature. For example random chessboard po-
tentials are described in [DMM86, (3.4)]. A huge class of stationary ergodic potentials is
given by potentials that are generated by random measures:
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Let Ω be the set M(Rd) of locally finite measures on (Rd,B(Rd)) equipped with the
topology of vague convergence, and let F be the associated Borel σ-algebra on Ω. For
ω ∈ Ω, x ∈ Rd, A ∈ B(Rd) introduce τxω[A] := ω[A + x], and let P be the distribution
on Ω of a stationary and ergodic random measure with state space Rd. Then (Ω,F ,P, τ)
becomes an ergodic dynamical system, use e.g. [DVJ08, Exercise 12.1.1(a)]. Given a
measurable ‘shape function’ W : Rd → R≥0 we can define the potential generated by the
random measure P by V : Ω → [0,∞],
V (ω) :=
∫
W (x)ω(dx).
Truncation leads to bounded potentials, and with the help of convolution V can be
equipped with regularity, see Appendix 4.3. Often studied examples of this type are
potentials with an underlying Poisson point process P, also called Poissonian potentials,
see e.g. [Szn98].
In order to formulate the variational expression in (1.3) for a general non-compact
stationary setting we need some more notation. If fω is differentiable we write Df(ω) for
the derivative Dfω(0). We introduce a space of probability densities, and for y ∈ Rd we
introduce a space of measurable divergence-free vector fields:
Fs :={f ∈ L1 : fω is differentiable of any order for all ω ∈ Ω,
E[f ] = 1, ∃ cf > 0 s.t. f ≥ cf , sup
Ω
|Dnf | <∞ for any n ∈ N0}.
Φsy :={φ ∈ (L1)d : φω is differentiable of any order for all ω ∈ Ω,
E[φ] = y, ∇ · φ = 0, sup
Ω
|Dnφ| <∞ for any n ∈ N0}.
Superscript ‘s’ here emphasises that spaces of ‘strongly’ differentiable functions are con-
sidered in contrast to spaces of ‘weakly’ differentiable functions introduced in Section 2.
In analogy to (1.3) we show in Theorem 1.2 that under sufficient conditions the Lyapunov
exponent can be represented as the variational expression
ΓV (y) := 2 inf
f∈Fs
[(∫ |∇f |2
8f
+ V fdP
)(
inf
φ∈Φsy
∫ |φ|2
2f
dP
)]1/2
.(1.4)
Lyapunov exponent and the quenched free energy. On the way we obtain a repre-
sentation of the Lyapunov exponent in terms of the quenched free energy: For y ∈ Rd \{0}
P-a.s.,
αV (y) = R(−Λω)(y).(1.5)
Here,
Λω(λ) := lim sup
t→∞
1
t
lnEλ
[
exp
{
−
∫ t
0
Vω(Zs)ds
}]
(1.6)
is the quenched free energy, and the functional R is given as R(a) : Rd → R ∪ {±∞},
R(a)(y) := sup{〈y, λ〉 : λ ∈ Rd, λ2/2 < a(λ)},
with sup ∅ := −∞, and where a is any real-valued function on Rd. The functional R also
appears in the article [AS12] of Armstrong and Souganidis, see (1.10) below. Note that we
only look at the limit superior in (1.6) since this suffices for our purposes. For our results
we also do not need to know whether Λω is deterministic. Existence of the deterministic
limit in (1.6) is shown in many cases and an overview over the literature can be found
after Corollary 1.4. Often, this can be deduced via homogenization, see Appendix 4.1.
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Equality (1.5) also allows to give a variational expression for the quenched free energy:
Let
Lλ =
1
2
∆+λ · ∇
be the generator of Brownian motion with constant drift λ ∈ Rd. We introduce
σ(λ) := − sup
f∈F2w
inf
u∈U
∫ (
Lλu
u
− V
)
fdP ≥ 0,
where F2w is a certain space of probability densities on Ω, and U is a space of positive
functions on Ω. These function spaces are introduced rigorously in Section 2. The repre-
sentation
Λω(λ) = −σ(λ)(1.7)
is given in Corollary 1.4. Quantities like σ appear naturally in many cases as representation
of the principle Dirichlet eigenvalue for Markov processes, see e.g. [DV75c].
On a heuristic basis the following representations of σ(0) and ΓV may be derived: We
will see in Proposition 3.10 and (3.23), that
σ(0) = inf
g2∈Fs
∫ |∇g|2
2
+ V g2dP.
Let Q(·, ·) denote the quadratic form associated to the generator of the Markov process
ωt = τZtω on Ω, t ≥ 0, omitting existence issues and well-definedness. ThenQ(g, g) should
equal
∫ |∇g|2/2 + V g2dP for g ∈ Fs, see [Szn98, (1.4.18)]. Thus, we obtain
σ(0) = inf
f∈Fs
Q(
√
f ,
√
f),
which is analogous to the formula for the quenched free energy of Brownian motion in
nonnegative deterministic potential given e.g. in [Szn98, (3.1.2)]. These considerations
also allow the following heuristic reformulation of ΓV : For y ∈ Rd,
ΓV (y) = 2 inf
f∈Fs
[
Q(
√
f ,
√
f) · inf
φ∈Φsy
∫ |φ|2
2f
dP
]1/2
.
Assumptions. The following hypotheses are imposed from time to time:
(B) vmax := supΩ V <∞.
(G) g(0, ·, ω) ∈ C2(Rd \ {0}) for ω ∈ Ω,
Lωg(0, ·, ω) = 0 on Rd \ {0}, where Lω := (1/2)∆−Vω, for ω ∈ Ω.
(E1) For any λ ∈ Rd such that |λ|2/2 < σ(λ) one has P-a.s., σ(λ) ≤ −Λω(λ).
(E2) σ(0) > 0.
There always exists a density for the Green measure with respect to the Lebesgue mea-
sure in the present context, see e.g. [Szn98, (2.2.3)]. Condition (G) holds under weak
regularity assumptions on the potential, such as local Ho¨lder continuity, see [Pin95, The-
orem 4.2.5(iv)]. There is a broad variety of cases in which condition (E1) is known to be
valid: In Appendix 4.1 we show that in the stationary ergodic case, the expression of the
effective Hamiltonian given by Kosygina, Rezakhanlou and Varadhan in [KRV06] guaran-
tees (E1). Condition σ(0) > 0 is related to the question whether the effective Hamiltonian
at zero is negative. Answers to this question are given in [AS12, Proposition 5.9]. If V is
strictly bounded away from zero, then σ(0) > 0 trivially. A potential satisfying (B), (G),
(E1), (E2) is referred to as a regular potential throughout this article.
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Results
Variational formula. Our main result is the following variational formula and implicitly
shows that the Green function decays exponentially fast with a deterministic decay rate,
that is, that the Lyapunov exponent exists for Brownian motion evolving in a stationary
ergodic potential. Moreover, it expresses the Lyapunov exponent in terms of σ and Λω:
Theorem 1.2. Assume (Ω,F ,P, τ) is an ergodic dynamical system and V is a regular
potential. Let y ∈ Rd \ {0}, then P-a.s. the limit
αV (y) := lim
r→∞−
1
r
ln g(0, ry, ω)
exists and P-a.s. one has the variational expression
αV (y) = ΓV (y).(1.8)
Moreover, P-a.s. R(−Λω) = ΓV = R(σ).
Theorem 1.2 is a generalisation of the variational formula for Lyapunov exponents of
Brownian motion in periodic potentials established by Schroeder in [Sch88] to stationary
and ergodic potentials. We extend the techniques developed by Schroeder to prove Theo-
rem 1.2. A refined examination allowed us to express the Lyapunov exponent in terms of
σ and Λω.
In order to show existence of the Lyapunov exponent, in [Szn94] the potential is as-
sumed to satisfy a finite range dependence property and in [Zer98, Mou12] the potential
is assumed to be i.i.d.. In this respect, the present work generalises the existence of the
Lyapunov exponent to potentials with long range dependencies.
Some conditions may be relaxed if only parts of the results are considered. For example
for αV ≤ ΓV we only need to impose (B) and (G), while for αV ≥ R(σ) we require (G)
and (E1). For ΓV = R(σ) we only need (E2) and V ∈ L2. For ΓV = R(σ) no ergodicity
of P is required.
We outline alternative possible choices for the function spaces Fs and Φ
s
y in Proposition
2.2. We derive further variational expressions for the Lyapunov exponent in Proposition
3.13 and Proposition 3.15. In Proposition 3.18 we show that αV is the unique solution to
a variational problem.
The non-compactness of the underlying probability space induced additional complex-
ity. For example our upper bound relies decisively on the quite general and relatively
new version of the Ergodic Theorem [dT09, (A.9)], which may be interpreted as Ergodic
Theorem for the ‘point of view of the particle’. Formula (1.7) shown by Donsker and
Varadhan in the compact case and used by Schroeder in [Sch88, (3.7)], is not applicable
in the present setting. We applied homogenization results from [KRV06] to derive the
required estimate, see Proposition 4.1. Additionally, the last density statement given in
Lemma 2.1 which is essential for Proposition 3.13, while obvious in the compact case, is
not trivial in the present general setting. It is crucial for the transition to the non-compact
setting to establish this density property.
Theorem 1.2 shows to be suitable to study the Lyapunov exponent in more detail. It
enables for example to derive continuity properties of the Lyapunov exponent with respect
to the potential and the underlying probability measure. It also allows to establish strict
inequalities. Results into this direction are part of a subsequent article, see [Rue14].
Influence of randomness. The variational formula given in Theorem 1.2 allows to deter-
mine the influence of the randomness of the potential on the Lyapunov exponent. Choosing
f ≡ 1 and φ ≡ y in (1.4) one has
Corollary 1.3. Let V be a potential. Then ΓV ≤ ΓEV . Assume additionally that
(Ω,F ,P, τ) is an ergodic dynamical system and V is a regular potential, then for y ∈ Rd
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P-a.s.,
αV (y) ≤ αEV (y).(1.9)
This inequality has been derived for Poissonian potentials by the author in [Rue12,
Theorem 4]. In the discrete setting of random walk in i.i.d. random potential such a result
is available in a more general formulation more directly as proven by Zerner in [Zer98,
Proposition 4] with the help of Jensen’s inequality. Note, that in the continuous setting
a direct application of Jensen’s inequality is not possible. In [Rue12] a discretisation
technique is applied; alternatively a generalisation of Jensen’s inequality to a functional
analytic framework might also lead to this result if one had an representation as in (1.10),
see the comment given in [Rue12].
Long range survival probabilities. Let y ∈ Rd and B(0, 1) denote the open ball with
centre 0 and radius 1 and B(0, 1) its closure. We introduce
e(y, ω) := Ey
[
exp
{
−
∫ H(0)
0
Vω(Zs)ds
}
, H(0) <∞
]
,
where H(0) := inf{s > 0 : Zs ∈ B(0, 1)} is the hitting time of B(0, 1). Under suitable
assumptions the results given in [AS12] together with Theorem 1.2 show that the expo-
nential decay of the Green function coincides with the exponential decay of e(·, ω), see
Proposition 4.3: For y ∈ Rd P-a.s.,
lim
r→∞−
1
r
ln e(−ry, ω) = lim
r→∞−
1
r
ln g(0, ry, ω).(1.10)
This is known already e.g. for Poissonian potentials, see [Szn94, Theorem 0.2].
Quenched free energy. By Theorem 1.2 a computation of the inverse of R leads to the
following.
Corollary 1.4. Let (Ω,F ,P, τ) be an ergodic dynamical system. Let V be a potential
such that V + µ is a regular potential for µ > 0. Choose c ∈ R such that P-a.s. c ≤
min{σ(0),−Λω(0)}. Then P-a.s. for those λ ∈ Rd, which satisfy σ(λ) − λ2/2 < c or
−Λω(λ)− λ2/2 < c, we have
σ(λ) = −Λω(λ).(1.11)
Since −Λω(0) ≥ 0 and σ(0) ≥ 0 we can always choose c = 0. Note that for bounded
potentials σ(λ)−λ2/2 as well as −Λω(λ)−λ2/2 tend to −∞ as |λ| → ∞, see Subsection 3.4.
Equality (1.11) is known if Ω is compact, we refer to the articles of Donsker and Varad-
han [DV75c, DV75a]. In the case of non-compact Ω the investigation is much more
complicated, as the examples given in [DV76a, Paragraph 9] illustrate. For Polish Ω the
non-compact setting is studied again by Donsker and Varadhan in [DV76a, DV83]. There,
Lλ is assumed to generate a Feller process on Ω and the existence of special subsolutions to
(Lλu)/u ≤ A for some A ∈ R is needed. On Rd (1.11) is investigated in [DV76b, DV75b]
by the same authors. Discrete space models have also been examined. For example for
random walks in random potential such formulae are given by Rassoul-Agha, Seppalainen
and Yilmaz in [RASY13] in quite generality. We also refer to the detailed overview of
literature given in [RASY13, Subsection 1.3] concerning this topic.
To the best of our knowledge the representation (1.11) of the quenched free energy is
new in the present context. One might want to compare our results with the series of
equations given in [KRV06, p.1497], but the exchange of infimum and supremum there is
done heuristically and not rigorous. Note also, that the regularity of test-functions in the
continuous space setting obstructs the direct application of a finite σ-algebra approach as
e.g. used in [RASY13].
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Organisation of this article. Section 2 contains notation and preliminary results. In
particular a list of function spaces and some denseness results are given. In Section 3
we prove Theorem 1.2. Further representations of σ and ΓV are given in Subsection 3.3.
Appendix 4 contains additional material such as conditions under which (E1) is valid and
proofs for (1.10), Corollary 1.4 as well as for the denseness results.
2. Notation and Preliminaries
In this section we present notation and some basic results. By B(Rd) we denote the
Borel σ-algebra on Rd and with L the Lebesgue measure on B(Rd). By | · | we mean
the Euclidean norm in Rd. Unit vectors in coordinate directions are denoted by ei. The
scalar product between vectors x, y ∈ Rd is sometimes denoted by 〈x, y〉, where 〈·, ·〉 is
the scalar product on (L2)d, see below. Sd−1 is the sphere in Rd, B(x, r) is the open
ball in Rd around x of radius r. We write C∞c for the set of real-valued functions on Rd
with compact support having derivatives of any order. Lploc denotes the space of locally
p-integrable functions on Rd. If A is a subset of a topological space X, by A we mean
the closure of A and by ∂A the boundary of A. For x, y ∈ Rd we say x is parallel to y if
xy = |x||y|. For bounded measurable b : Rd → Rd we denote by P b0 the unique solution to
the martingale problem MP(b, I) starting at δ0, see [KS91, Proposition 5.3.6, Corollaries
5.3.11, 5.4.8]. The corresponding expectation operator is denoted by Eb0.
For p ≥ 1 we denote by Lp the space of p-integrable functions on (Ω,F ,P). By (Lp)d,
1 ≤ p ≤ ∞, we denote the vector space of measurable f : Ω → Rd such that ‖f‖p < ∞
where ‖f‖p := (
∑d
i=1 ‖fi‖pp)1/p in the case p < ∞ and ‖f‖∞ := maxi ‖fi‖∞ if p = ∞.
(L2)d is provided with the scalar product 〈φ,ψ〉 := E[φ · ψ], φ, ψ ∈ (L2)d. If f ∈ L1 is
essentially bounded such that f ≥ c for some c > 0, then we consider sometimes the inner
product 〈φ,ψ〉f := E[φ · ψf ] and the associated norm ‖φ‖f := E[φ2f ]1/2 for φ, ψ ∈ (L2)d.
Let f be a measurable function on Ω. If P-a.s. the realisations of f are differentiable,
we say that f is (classically) differentiable. The following concept of weak differentiability
on Ω is used throughout the article: Denote for the moment by Deu,νu the ν-th weak
derivative of a function u ∈ L1loc (if it exists), where ν ∈ (N0)d is a multi-index. Here we
write superscript ‘eu’ for ‘Euclidean’ space derivative. f is said to possess a ν-th weak
derivative if for P-a.e. ω ∈ Ω the realisation fω possesses ν-th weak derivative and if there
is a measurable function g defined on Ω such that P-a.s. L -a.e. gω(x) = D
eu,ν(fω)(x). g
is called the ν-th weak derivative of f and we denote it by Dνf . If f possesses ν-th weak
derivative for any ν such that 0 ≤ ν1 + ν2 + . . . + νd ≤ m, m ∈ N, we say f is weakly
differentiable of order m. If f is weakly differentiable of order one we simply call f weakly
differentiable.
For f weakly and classically differentiable, the classical derivative coincides with the
weak derivative P-a.s. and hence, without ambiguity we use the same symbols for the
weak and the classical (partial) differential operators. Partial derivatives are also denoted
by ∂if and ∂ijf := ∂i ◦ ∂jf . As for classically differentiable functions we introduce for
weakly differentiable functions the gradient operator ∇ and for functions for which ∂ii,
i = 1, . . . d, exist we introduce the Laplace operator ∆.
For 1 ≤ i ≤ d the shift defines a strongly continuous one-parameter group of unitary
operators Si = (Sit)t∈R on L2 via Sit : L2 → L2, f 7→ f ◦ τtei , see e.g. [JKO94, (7.2)], whose
generator is given by (∂i,D(∂i)) defined on
D(∂i) := {f ∈ L2 : f is weakly differentiable in direction i, ∂if ∈ L2}.
Moreover, skew-adjointness of the generator shows for f, g ∈ D(∂i) integration by parts:
E[f∂ig] = −E[(∂if)g] and E[∂if ] = 0.(2.1)
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These results correspond to [Sch09, Lemma A.4] in the case d = 1, and can be proven as
in the Euclidean case, see e.g. [EN00, II.2.10]. More details can be found in the previous
version [Rue13] of this article.
Different function spaces will be needed throughout this article: We define ‖f‖∇ :=
‖f‖2 +
∑d
i=1 ‖∂if‖2 for f ∈
⋂d
i=1D(∂i), and we introduce spaces of test functions:
Dw :=
⋂d
i=1D(∂i),
D2w := {f ∈ Dw : ∂if ∈ D(∂i) for i = 1, . . . d, ‖f‖∞, ‖∇f‖∞, ‖∆ f‖∞ <∞},
Ds := {f ∈ Dw : fω ∈ C∞(Rd)∀ω ∈ Ω, supΩ |Dnf | <∞ for n ∈ N0}.
Exponential of space of test functions: U := eD
2
w , using [GT83, (7.18), Lemma 7.5],
U = {f ∈ D2w : ∃ c > 0 s.t. f > cP-a.s.}.
Spaces of probability densities:
Fw := {f ∈ Dw : Ef = 1, ∃ c > 0 s.t. f > cP-a.s., ‖f‖∞, ‖∇f‖∞ <∞},
F2w := Fw ∩ D2w,
Fs := {f ∈ Ds : Ef = 1, ∃ c > 0 s.t. f > c}.
Spaces of divergence-free vector fields: Let y ∈ Rd,
Φwy := {φ ∈ (L2)d : E[(∇w)φ] = 0∀w ∈ Ds, Eφ = y},
Φsy := {φ ∈ (Ds)d : ∇ · φ = 0∀ω ∈ Ω, Eφ = y}.
And we consider the following sets of spaces:
D := {D ⊂ Dw : D dense in Dw w.r.t. ‖ · ‖∇},
F := {F ⊂ Fw : ∀f ∈ Fw ∃(fn)n ⊂ F and c > 0 s.t. ‖fn − f‖∇ → 0, infn fn > cP-a.s.},
Py := {Φy ⊂ Φwy : Φy dense in Φwy w.r.t. ‖ · ‖2}.
We establish denseness results whose proofs are postponed to Appendix 4.3:
Lemma 2.1. Ds is dense in L
2, and Ds ∈ D, Fs ∈ F and Φsy ∈ Py for any y ∈ Rd.
The last statement of Lemma 2.1, while easy to see in the compact case, is quite more
involved in the non-compact framework. For the proof we rely on an argument similar to
the fact from differential geometry, that exact forms are closed. The next result considers
modifications of the spaces in the variational expression:
Proposition 2.2. Let V be a potential. ΓV remains unchanged if Φ
s
y is replaced by any
of the sets Φy ∈ Py. If V is a potential such that V ∈ L2, then ΓV remains unchanged if
Fs and Φ
s
y are replaced by any of the sets F ∈ F and Φy ∈ Py respectively.
Proof. By definition
ΓV (y) = 2 inf
f∈Fs
inf
φ∈Φsy
[(∫ |∇f |2
8f
+ V fdP
)(∫ |φ|2
2f
dP
)]1/2
.(2.2)
Let F ∈ F and choose f ∈ Fw. There is (fn)n ⊂ F and c > 0 such that fn → f in ‖ · ‖∇,
infn∈N fn > c and f > c P-a.s.. Since ∂ifn → ∂if in L2, also
E[|(∂ifn)2 − (∂if)2|]→ 0,
in fact, E[|(∂ifn)2− (∂if)2|] = E[|(∂ifn−∂if)(∂ifn+∂if)|] ≤ ‖∂ifn−∂if‖2‖∂ifn+∂if‖2 ≤
‖∂ifn − ∂if‖2C for some constant C > 0. Hence, P-a.s.,∣∣|∇fn|2/fn − |∇f |2/f ∣∣ ≤ (|(∇fn)2f − (∇f)2f |+ |(∇f)2f − (∇f)2fn|)/(ffn)
≤ c−2 sup{‖f‖∞, ‖∇f‖2∞}
(∑
i
|(∂ifn)2 − (∂if)2|+ |f − fn|
)
,
which shows (∇fn)2/fn → (∇f)2/f in L1. In particular, E[(∇fn)2/fn] → E[(∇f)2/f ].
E[|V f − V fn|] ≤ ‖V ‖2‖f − fn‖2 which converges to 0 if V ∈ L2. Analogously, for any
φ ∈ Φsy, E[|φ|2/fn]→ E[|φ|2/f ] as n→∞ since φ is bounded. Lemma 2.1 ensures Fs ∈ F.
(2.2) and the fact that inff infφ . . . = infφ inff . . . thus imply robustness with respect to
the choice of F ∈ F for Φy := Φsy fixed and for V ∈ L2. An analogous reasoning using
Φsy ∈ P, see Lemma 2.1, leads to independence of the choice of Φy ∈ Py. 
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3. Proof of the Variational Formula
In this section we are going to prove Theorem 1.2. We follow closely the proof developed
in [Sch88] for the periodic case.
We may restrict our consideration to y ∈ Sd−1. Indeed, on the one hand
lim
r→∞−(1/r)g(0, ry, ω) = |y| limr→∞−(1/r)g(0, ry/|y|, ω)
On the other hand ΓV is positive homogeneous:
Lemma 3.1. Let V be a potential, then for c ≥ 0, for y ∈ Rd,
ΓV (cy) = cΓV (y).(3.1)
Proof. ΓV (0) = 0 by choosing φ ≡ 0 in the variational expression of ΓV (0). For c > 0
consider the mapping ρc : Φ
s
y → Φscy, φ 7→ cφ. ρc is bijective. In particular, cΓV (y) =
ΓV (cy) and (3.1) follows. 
3.1. Upper Bound. Throughout this subsection we assume (Ω,F ,P, τ) to be an ergodic
dynamical system and V to be a potential which satisfies (B) and (G). We set F := Fs
and Φy := Φ
s
y. In this subsection we prove:
Proposition 3.2. For y ∈ Rd \ {0} P-a.s.,
lim sup
r→∞
−(1/r) ln g(0, ry, ω) ≤ ΓV (y).
We start with
Lemma 3.3. Let 0 < ǫ < 1. For y ∈ Rd \ {0}, for ω ∈ Ω,
g(0, y, ω) ≥ cd(ǫ|y|)−de−ǫ
√
2vmax|y|
∫
B(y,ǫ|y|)
g(0, z, ω)dz,
where cd is a constant only depending on dimension d.
Proof. Choose 0 < r < ǫ|y|. For f ∈ C2(Rd) bounded and with bounded derivatives up to
order two, under Py,
e−
∫ t
0
Vω(Zs)dsf(Zt)−
∫ t
0
(12∆f − Vωf)(Zs)e−
∫ s
0
Vω(Zu)duds, t ≥ 0,(3.2)
is a martingale with respect to (Ft)t≥0, where Ft := σ(Zs, 0 ≤ s ≤ t), see [Pin95, Theorem
2.4.2(ii)]. By (G) one has g(0, ·, ω) ∈ C2(Rd \{0}) and we may choose in (3.2) f ∈ C2(Rd)
such that f = g(0, ·, ω) on a neighbourhood of B(y, r) which does not contain the origin.
Let τ be the first exit time of B(y, r). τ is a stopping time for (Ft)t≥0, see [KS91, Problem
1.2.7]. Considering the stopped martingale, see [KS91, Problem 1.3.24], (G) implies that
e−
∫ t∧τ
0
Vω(Zs)dsg(0, Zt∧τ , ω), t ≥ 0,
is a martingale under Py with respect to (Ft)t≥0. Now, using (B) the proof can be com-
pleted as in [Sch88, Lemma 2.1]. 
Lemma 3.3 implies for y ∈ Sd−1, for ω ∈ Ω,
lim sup
r→∞
−1
r
ln g(0, ry, ω) ≤ ǫ√2vmax + lim sup
r→∞
−1
r
ln
∫
B(ry,ǫr)
g(0, z, ω)dz.
This holds for arbitrary 0 < ǫ < 1; therefore, in order to prove Proposition 3.2 it is
sufficient to estimate
lim sup
r→∞
−1
r
ln
∫
B(ry,ǫr)
g(0, z, ω)dz.
For the following choose y ∈ Sd−1 and let r, ǫ > 0.
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Lemma 3.4. For ω ∈ Ω, t ≥ 0,∫
B(ry,ǫr)
g(0, z, ω)dz ≥ E
[
exp
{
−
∫ t
0
Vω(Zs)ds
}∫ t
0
1B(ry,ǫr)(Zs)ds
]
.(3.3)
Proof. This is a consequence of the definition of the Green function as the density for the
Green measure, see (1.1): Since V ≥ 0,∫
B(ry,ǫr)
g(0, z, ω)dz =
∫ ∞
0
E
[
exp
{
−
∫ s
0
Vω(Zu)du
}
1B(ry,ǫr)(Zs)
]
ds
≥ E
[
exp
{
−
∫ t
0
Vω(Zu)du
}∫ t
0
1B(ry,ǫr)(Zs)ds
]
. 
Let f ∈ F, φ ∈ Φy and introduce for a > 0 the drift
b :=
∇f
2f
+ a
φ
f
.
Since φ, ∇f are bounded and since f is strictly bounded away from zero, b is bounded.
Consequently, for ω ∈ Ω bω is bounded on Rd and there exists a solution P bω0 to the mar-
tingale problem MP(bω, I) starting at δ0. Introduce βt := Zt −
∫ t
0 bω(Zs)ds. By Cameron-
Martin-Girsanov formula (βt)t is a Brownian motion under P
bω
0 , see [KS91, Theorem 3.5.1,
Corollary 3.5.13, proof of Proposition 5.3.6], and for any t ≥ 0,
dP0[(Zs)s≤t ∈ ·]
dP bω0 [(Zs)s≤t ∈ ·]
= exp
{
−
∫ t
0
bω(Zs)dβs − 1
2
∫ t
0
|bω|2(Zs)ds
}
,
where we used the distributive law for stochastic integration, see [Dur96, (2.8.4)]. This
and (3.3) lead to
Lemma 3.5. For all ω ∈ Ω, t ≥ 0,∫
B(ry,ǫr)
g(0, z, ω)dz ≥ Ebω0
[
exp
{
− 1
2
∫ t
0
|bω|2(Zs)ds −
∫ t
0
bω(Zs)dβs
−
∫ t
0
Vω(Zs)ds
}∫ t
0
1B(ry,ǫr)(Zs)ds
]
.
For ω ∈ Ω, t > 0, for δ > 0 with ǫ > δ introduce the event Aω(t, ǫ, δ) := A1ω,t∩A2ω,t∩A3ω,t
where
A1ω,t :=
{∣∣∣∣1t
∫ t
0
|bω|2(Zs)ds−E[|b|2f ]
∣∣∣∣ < δ
}
, A2ω,t :=
{∣∣∣∣1t
∫ t
0
Vω(Zs)ds − E[V f ]
∣∣∣∣ < δ
}
,
A3ω,t :=
{∣∣∣∣Zss − ay
∣∣∣∣ < aδ ∀s > t− (ǫ− δ)t
}
.
Due to the ergodic properties of the underlying dynamical system we have
Lemma 3.6. There exists G(a, f, φ) ∈ F , P[G(a, f, φ)] = 1, such that for ω ∈ G(a, f, φ),
for 0 < δ < ǫ,
P bω0 [Aω(t, ǫ, δ)] → 1 as t→∞.
Proof. The Ergodic Theorem given in [dT09, (A.9)] shows that for i = 1, 2 P-a.s. P bω0 -a.s.
limt→∞ 1Aiω,t = 1. For the examination of A
3
ω,t recognise that by the definition of b and
since Zs = βs +
∫ s
0 bω(Zu)du,
Zs
s
=
βs
s
+
1
s
∫ s
0
∇fω
2fω
(Zu)du+
1
s
∫ s
0
aφω
fω
(Zu)du.
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(βt)t is a Brownian motion under P
bω
0 , thus, the first term in the last expression converges
to zero P bω0 -a.s.. By the Ergodic Theorem and integration by parts (2.1) P-a.s. P
bω
0 -a.s.
lim
s→∞
1
s
∫ s
0
∇fω
2fω
(Zu)du =
1
2
E[∇f ] = 0, lim
s→∞
1
s
∫ s
0
aφω
fω
(Zu)du = aE[φ] = ay.
It follows P-a.s. P bω0 -a.s. limt→∞ 1A3ω,t = 1.
By dominated convergence we get P-a.e. P bω0 [A
i
ω,t] → 1, i = 1, 2, 3. Here the P-a.s.
convergences guaranteed by the Ergodic Theorem depend on the choice of b and on the
functions over which the space and time averages are taken. 
We continue by choosing t := r/a. On Aω(r/a, ǫ, δ) one has for (1−(ǫ−δ))r/a < s < r/a
that |Zs − ry| ≤ |Zs − asy|+ |a( ra − s)y| < ǫr. Hence, on Aω(r/a, ǫ, δ),∫ r/a
0
1B(ry,ǫr)(Zs)ds ≥
∫ r/a
(1−(ǫ−δ))r/a
1B(ry,ǫr)(Zs)ds ≥ (ǫ− δ)
r
a
.
We deduce with Lemma 3.5 (choose t = r/a)∫
B(ry,ǫr)
g(0, z, ω)dz ≥ exp
{
− r
a
(
2δ +
1
2
E[|b|2f ] + E[V f ]
)}
(3.4)
· (ǫ− δ)r
a
Ebω0
[
exp
{
−
∫ r/a
0
bω(Zs)dβs
}
,Aω(r/a, ǫ, δ)
]
.
We estimate the latter:
Lemma 3.7. Let γω := P
bω
0 [Aω(r/a, ǫ, δ)]. For all ω ∈ Ω,
Ebω0
[
exp
{
−
∫ r/a
0
bω(Zs)dβs
}
,Aω(r/a, ǫ, δ)
]
≥ γω exp{−γ−1/2ω ‖b‖∞(r/a)1/2}.
Proof. Introduce for t ≥ 0 the process Yt :=
∫ t
0 bω(Zs)dβs. Jensen’s inequality gives
Ebω0
[
exp
{
−
∫ r/a
0
bω(Zs)dβs
}
,Aω
]
≥ γω exp{−γ−1ω Ebω0 [|Yr/a|,Aω]}.(3.5)
By Ho¨lder’s inequality and Itoˆ isometry,
Ebω0 [|Yr/a|,Aω] ≤ γ1/2ω Ebω0 [(Yr/a)2]1/2 = γ1/2ω Ebω0
[ ∫ r/a
0
|bω|2(Zs)ds
]1/2
.(3.6)
Since bω is bounded we have E
bω
0 [
∫ r/a
0 |bω|2(Zs)ds] ≤ (r/a)‖b‖2∞. This together with (3.5)
and (3.6) shows the statement. 
The choice of ǫ > δ > 0 was arbitrary, hence, Lemma 3.6, Estimate (3.4) and Lemma
3.7 imply on G(a, f, φ),
lim sup
r→∞
−1
r
ln
∫
B(ry,ǫr)
g(0, z, ω)dz ≤ a−1(2−1E[b2f ] + E[V f ]).(3.7)
The definition of b shows
E[b2f ] = E
[ |∇f |2
4f
]
+ 2a
〈∇f
2f
, φ
〉
+ a2E
[
φ2
f
]
.
Using integration by parts (2.1) the middle term equals a〈(∇f)/f, φ〉 = a〈∇ ln f, φ〉 =
−a〈ln f,∇φ〉 = 0 since φ ∈ Φy.
Denote the right-hand side of (3.7) by R(a, f, φ). We want to minimise over a > 0,
f ∈ F and φ ∈ Φy. The exceptional sets G(a, f, φ)c on which (3.7) does not hold necessarily
depend on a, f and φ. In order to be sure that these do not add up to a nontrivial set,
12 JOHANNES RUESS
note that there exist ‘minimising sequences’ (fn)n ⊂ F, (an)n ⊂ (0,∞) and (φn)n ⊂ Φy
such that
inf
f∈F
inf
a>0
inf
φ∈Φy
R(a, f, φ) = inf
n∈N
R(an, fn, φn).
The considered families are countable, thus the union of the exceptional sets G(an, fn, φn)c
has measure zero. In the remaining part of this subsection P-a.s. expressions refer to⋂
n G(an, fn, φn).
We get from (3.7) P-a.s. that lim supr→∞−(1/r) ln
∫
B(ry,ǫr) g(0, z, ω)dz is less than or
equal to
inf
f∈F
inf
a>0
[
1
a
(∫ |∇f |2
8f
+ V fdP
)
+ a
(
inf
φ∈Φy
∫
φ2
2f
dP
)]
.
Set v := E[|∇f |2/(8f)+V f ] and w := infφ∈Φy E[φ2/(2f)]. v ≥ E[V ]minΩ f > 0 and 2w ≥
E[φ2]/maxΩ f ≥ |y|2/maxΩ f > 0 by Jensen’s inequality. The infimum of a 7→ v/a + aw
for positive a is therefore achieved at amin =
√
v/w with minimum 2
√
vw. Thus, P-a.s.,
lim sup
r→∞
−1
r
ln
∫
B(ry,ǫr)
g(0, z, ω)dz ≤ inf
f∈F
2
[(∫ |∇f |2
8f
+ V fdP
)(
inf
φ∈Φy
∫
φ2
2f
dP
)]1/2
.
Therefore, for any y ∈ Rd \ {0} P-a.s. the upper bound holds which shows the statement
of Proposition 3.2.
3.2. Lower Bound. In this subsection we are going to show that for potentials V subject
to conditions (G) and (E1) P-a.s. for any y ∈ Rd \ {0},
lim inf
r→∞ −
1
r
ln g(0, ry, ω) ≥ R(σ)(y).(3.8)
Note that (E1) contains some kind of ergodicity condition on P, and we do not need to
require explicitly (Ω,F ,P, τ) to be an ergodic dynamical system . We start with
Proposition 3.8. Let V be a potential satisfying (G). Then for ω ∈ Ω, for y ∈ Rd \ {0},
lim inf
r→∞ −
1
r
ln g(0, ry, ω) ≥ R(−Λω)(y).
Proof. Since Vω ≥ 0 as well as g(0, ·, ω) ≥ 0 we have Vωg(0, ·, ω) ≥ 0 on Rd \{0}. Thus (G)
gives ∆ g(0, ·, ω) ≥ 0 on Rd \ {0} which implies that g(0, ·, ω) is subharmonic on Rd \ {0},
see [Doo84, Paragraph 1.II.8]. Hence, for all x ∈ Rd such that |x| > 1,
g(0, x, ω) ≤ c(d)
∫
B(x,1)
g(0, z, ω)dz,
where c(d) is a constant depending only on d. Consequently, it suffices to get the lower
bound for
lim inf
r→∞ −
1
r
ln
∫
B(ry,1)
g(0, z, ω)dz.
Information on the exponential decay of r 7→ g(0, ry, ω) can be obtained by determining
those λ ∈ Rd for which ∫
Rd
eλzg(0, z, ω)dz is finite. We calculate∫
Rd
eλzg(0, z, ω)dz =
∫ ∞
0
E0
[
exp
{
λZt −
∫ t
0
Vω(Zs)ds
}]
dt.(3.9)
Considering Brownian motion with constant drift λ the latter equals∫ ∞
0
etλ
2/2Eλ0
[
exp
{
−
∫ t
0
Vω(Zs)ds
}]
dt.
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Exponential decay of Eλ0 [e
− ∫ t
0
Vω(Zs)ds] is the quenched free energy and we get for those λ
which satisfy λ2/2 < −Λω(λ),∫ ∞
0
etλ
2/2Eλ0
[
exp
{
−
∫ t
0
Vω(Zs)ds
}]
dt ≤ c <∞
for some c = c(ω, λ) > 0. With (3.9) we conclude for any r ≥ 0,∫
B(ry,1)
eλzg(0, z, ω)dz ≤
∫
Rd
eλzg(0, z, ω)dz ≤ c.
Let z¯ be the point in B(ry, 1) for which eλz is minimal on B(ry, 1). Since |λ(z¯−ry)| ≤ |λ|,∫
B(ry,1)
g(0, z, ω)dz = e−λz¯
∫
B(ry,1)
eλz¯g(0, z, ω)dz ≤ ce−λz¯ ≤ ce|λ|e−rλy.
Thus, for λ with λ2/2 < −Λω(λ) we have lim infr→∞−1r ln g(0, ry, ω) ≥ 〈y, λ〉. 
Proposition 3.8 together with the following result implies (3.8).
Lemma 3.9. Let V be a potential satisfying (E1), then P-a.s. for any y ∈ Rd,
R(−Λω)(y) ≥ R(σ)(y).(3.10)
Proof. Choose a dense countable subset {λn : n ∈ N} of the set {λ ∈ Rd : λ2/2 < σ(λ)}.
Since the scalar product is continuous, one has sup{〈y, λn〉 : λ2n/2 < σ(λn), n ∈ N} =
R(σ). Let En ∈ F denote the exceptional set for λn in condition (E1). (3.10) is valid on
(
⋃
nEn)
c which is a set of probability one. Moreover,
⋃
nEn does not depend on y. 
3.3. Equality of the Upper and Lower Estimates. The proof of Theorem 1.2 is
finished as soon as we establish equality between upper and lower estimate, that is we
have to show under sufficient conditions
R(σ) = ΓV .(3.11)
We introduce the functional I appearing often in the context of large deviations of
Markov processes as defined in [DV75a, (1.12)]: For f ∈ Fw and λ ∈ Rd set
I(f) := − inf
u∈U
∫
Lλu
u
fdP.
The following characterisation of the functional I is the same as the one given in [DV76b,
Lemma 3.3] on Rd and is proven analogously:
Proposition 3.10. Let f ∈ F2w and λ ∈ Rd. For any D ∈ D,
I(f) = E
[ |∇f |2
8f
]
+
λ2
2
− 1
2
inf
w∈D
E[|λ−∇w|2f ].(3.12)
In particular, for potentials V ,
σ(λ) = inf
f∈F2w
{
E
[
V f +
|∇f |2
8f
]
+
|λ|2
2
− 1
2
inf
w∈D
E[|λ−∇w|2f ]
}
.(3.13)
Proof. The right-hand side of (3.12) is independent of the choice of D ∈ D as outlined in
Lemma 3.11 below. Without restriction assume D = D2w. We start calculating
I(f) = − inf
w∈D
∫
Lλew
ew
fdP = − inf
w∈D
∫ (
Lλw +
1
2
|∇w|2
)
fdP.
For w ∈ D define h := (1/2) ln f − w. Hence, w = (1/2) ln f − h and a straightforward
calculation shows
Lλw +
1
2
|∇w|2 = ∆ f
4f
− |∇f |
2
8f2
+
λ∇f
2f
− ∆h
2
+
|∇h|2
2
− λ∇h− ∇f∇h
2f
.
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h is in D, moreover, the mapping w 7→ h is bijective from D to D. Therefore,
I(f) =−
∫ (
∆ f
4f
− |∇f |
2
8f2
+
λ∇f
2f
)
fdP
− inf
w∈D
∫ (
−∆w
2
+
|∇w|2
2
− λ∇w − ∇f∇w
2f
)
fdP.
Integration by parts (2.1) implies −E[(∆w)f ] = E[∇w∇f ], E[∆ f ] = 0, and E[λ∇f ] = 0.
Thus,
I(f) =
∫ |∇f |2
8f
dP− inf
w∈D
∫ ( |∇w|2
2
− λ∇w
)
fdP
which shows the statement. 
For f ∈ L1 bounded such that f ≥ c for some c > 0 and Ef = 1 we introduce an inner
product on (L2)d: Let for φ, ψ ∈ (L2)d,
〈φ,ψ〉f := E[φψf ](3.14)
and set ‖ψ‖f := E[ψ2f ]1/2. We define for b ∈ (L2)d, f ∈ Fw, D ∈ D,
H(b, f) := inf
w∈D
E[|b−∇w|2f ],(3.15)
and
K(f) := E
[ |∇f |2
8f
+ V f
]
.(3.16)
We collect some properties of H and σ:
Lemma 3.11. The definition of H is independent of the choice of D ∈ D. H(·, f)1/2 is
a seminorm on ((L2)d, ‖ · ‖f ) factorised by the vector subspace consisting of all ∇w with
w ∈ Ds. In particular, for b1, b2 ∈ (L2)d,
H(b1 + b2, f)
1/2 ≤ H(b1, f)1/2 +H(b2, f)1/2.(3.17)
H(·, f) is continuous with respect to ‖ · ‖2. Let η ∈ Sd−1, then
0 < ess inf
P
f ≤ H(η, f) ≤ 1 and H(η, 1) = 1.(3.18)
Let V be a potential. For any λ ∈ Rd,
σ(λ) = σ(−λ).(3.19)
The mapping from Rd → R,
λ 7→ σ(λ)− λ2/2 = inf
f∈F2w
{
K(f)− 1
2
H(λ, f)
}
(3.20)
is concave. Moreover, for η ∈ Sd−1, the mapping from [0,∞)→ R,
s 7→ σ(sη)− s2/2(3.21)
is monotone decreasing. In particular,
sup{σ(λ) − λ2/2 : λ ∈ Rd} = σ(0).(3.22)
One has
σ(0) = inf
f∈F2w
K(f), and if V ∈ L2, for all F ∈ F we get σ(0) = inf
f∈F
K(f).(3.23)
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Proof. Independence of the choice of D ∈ D: Fix f ∈ Fw and b ∈ (L2)d. For w ∈ Dw let
wn be a sequence in D converging to w in ‖·‖∇. Then ∇wn → ∇w in L2. By boundedness
of f , also ∇wn → ∇w in ‖ · ‖f . This shows E[|b−∇wn|2f ]→ E[|b−∇w|2f ].
One hasH(b, f)1/2 = infw∈Ds ‖b−∇w‖f . Hence, H(·, f)1/2 is a seminorm on ((L2)d, ‖·‖f )
factorised by the vector space consisting of all ∇w with w ∈ Ds, see e.g. [Sch97, 22.13.b].
H(·, f) is continuous with respect to ‖ · ‖2, since
H(b, f)1/2 ≤ ‖f‖1/2∞ H(b, 1)1/2 ≤ ‖f‖1/2∞ ‖b‖2.(3.24)
For (3.18) choose w ≡ 0 which shows E[|η −∇w|2f ] = ∫ |η|2fdP = 1, thus H(η, f) ≤ 1.
On the other hand, integration by parts gives 〈η,∇w〉 = 0. Hence, η,∇w are orthogonal
to each other in L2 which leads to
H(η, 1) = inf
w∈D
E[|η −∇w|2] = inf
w∈D
[1 + ‖∇w‖22] = 1.
Therefore, H(η, f) ≥ (ess infP f)H(η, 1) = ess infP f > 0.
Invariance of σ under reflections follows from the fact, that w 7→ −w is a bijective
mapping on Ds.
The fact that H(·, f)1/2 is a seminorm and convexity of x 7→ x2 show that λ 7→ K(f)−
(1/2)H(λ, f) is concave. The infimum over concave functions is again concave which shows
concavity of (3.20).
One has for λ ∈ Rd,
H(λ, f) = |λ|2H(η, f),(3.25)
where η ∈ Sd−1 is in direction of λ. This follows for λ = 0 by choosing w ≡ 0 in the
definition of H(0, f). For λ 6= 0 use the fact, that the mapping w 7→ |λ|w is bijective on
D. This shows (3.21).
(3.22) follows from (3.19) and (3.21).
Formula (3.23) is a consequence of the representation (3.13). Independence of the choice
of F ∈ F follows as in Proposition 2.2. 
The following is a consequence of the representation for σ obtained in (3.13):
Proposition 3.12. Let V be a potential. If σ(0) > 0, then for any y ∈ Rd,
R(σ)(y) = sup
η∈Sd−1
inf
f∈F2w
[
2K(f)
〈y, η〉2
H(η, f)
]1/2
.
Let y 6= 0. Then R(σ)(y) > 0 if and only if σ(0) > 0. R(σ) ≡ −∞ if and only if σ(0) = 0.
Proof. Let F := F2w. For η ∈ Sd−1 denote by Sη the set of λ ∈ Rd such that |λ|2/2 < σ(λ)
and λ parallel to η. By (3.19) Sη = −S−η. We can rewrite
R(σ)(y) = sup
η∈Sd−1
sup
λ∈Sη
〈y, η〉|λ| = sup
η∈Sd−1
〈y, η〉 sup
λ∈Sη
|λ|,(3.26)
where the second equality is valid if there exists η such that Sη 6= ∅. This is the case if
σ(0) > 0. The reverse is also true:
Let η ∈ Sd−1. By (3.13), (3.25) for λ parallel to η one has |λ|2/2 < σ(λ) if and only if
0 < inf
f∈F
{
K(f)− |λ|
2
2
H(η, f)
}
=:M(|λ|).
As outlined in (3.20) and (3.21) the latter is concave decreasing in |λ|. Hence, Sη 6= ∅ if
and only if M(0) = inff∈FK(f) = σ(0) > 0.
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Assume inff∈FK(f) > 0. Since M is concave and continuous, S¯η equals the set of λ
parallel to η for which
0 ≤ inf
f∈F
{
K(f)− |λ|
2
2
H(η, f)
}
.
This is true if and only if for any f ∈ F,
0 ≤ K(f)− |λ|
2
2
H(η, f).
As H(η, f) > 0, see (3.18), the latter is equivalent to |λ| ≤ (2K(f)/H(η, f))1/2. We get
in case of σ(0) > 0
sup
λ∈Sη
|λ| = sup
λ∈S¯η
|λ| = inf
f∈F
(2K(f)/H(η, f))1/2 .
This together with (3.26) shows the statement. 
On the other hand we have
Proposition 3.13. Let V be a potential. For y ∈ Rd, for D ∈ D,
ΓV (y) = inf
f∈Fs
sup
η∈Sd−1
[
2K(f)
〈y, η〉2
H(η, f)
]1/2
.
If additionally V ∈ L2, then the set Fs can be replaced by any F ∈ F.
The first statement is true by the following lemma which is a consequence of orthogonal
projection in Hilbert spaces. Independence of the choice of F follows from Proposition 2.2.
Lemma 3.14. Let f ∈ Fw, y ∈ Rd, Φy ∈ Py and D ∈ D. Then
inf
φ∈Φy
E
[ |φ|2
f
]
= sup
η∈Sd−1
〈y, η〉2
H(η, f)
.
Proof. If y = 0 the statement is clear since φ ≡ 0 ∈ Φ0. Assume y 6= 0. Since H does not
depend on the choice of D ∈ D, see Lemma 3.11, set D := Ds. The left-hand side does
not depend on the choice of Φy ∈ Py, see Proposition 2.2, and we can choose Φy := Φwy .
Recall, that on (L2)d we have the inner product 〈φ,ψ〉f := E[φψf ] for φ, ψ ∈ (L2)d, see
(3.14). We write φ ⊥f ψ for 〈φ,ψ〉f = 0. Further consider the subspaces of (L2)d
L := {η −∇w : η ∈ Rd, w ∈ D},
K := {φ ∈ (L2)d : 〈∇w,φ〉f = 0∀w ∈ D, E[φf ] = 0}.
By definition, L⊥f = K. Therefore L¯⊕K = (L2)d which can be understood as a variant
of Weyl’s decomposition, see (4.15). For fixed y ∈ Sd−1 and f ∈ Fw consider the mapping
F : Φy → K : φ 7→ (y − φ)/f.
Indeed, F maps to K: Let φ ∈ Φy, then E[F (φ)f ] = y − E[φ] = 0 and 〈∇w,F (φ)f〉 =
−〈∇w,φ〉 = 0 for w ∈ D. Moreover, F is bijective with inverse F−1 : ψ 7→ y − fψ. For
w ∈ (L2)d let ‖w −K‖f := infφ∈K ‖w − φ‖f .
We calculate
inf
φ∈Φy
E
[
φ2
f
]
= inf
ψ∈K
E
[ |y − fψ|2
f
]
= inf
ψ∈K
E
[∣∣∣∣ yf − ψ
∣∣∣∣
2
f
]
=
∥∥∥∥yf −K
∥∥∥∥
2
f
.
As a consequence of orthogonality on (L2(fP))d,∥∥∥∥yf −K
∥∥∥∥
f
= sup
v∈L, ‖v‖f=1
〈
y
f
, v
〉
f
.(3.27)
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In fact, K is closed and for w ∈ (L2)d there exists φ0 ∈ K such that ‖w − K‖f =
‖w − φ0‖f and w − φ0 ∈ K⊥f , see e.g. the proof of [Rud91, Theorem 12.4]. Then,
‖w − K‖f = ‖w − φ0‖f = supv∈L, ‖v‖f=1〈w − φ0, v〉f = supv∈L, ‖v‖f=1〈w, v〉f . Choose
(vn)n ⊂ L converging to v ∈ L with respect to ‖ · ‖f , where ‖v‖f = 1. Then vn/‖vn‖f ∈ L
and converges to v. Therefore, in (3.27) it is sufficient to take supremum only over v ∈ L
with ‖v‖f = 1. We continue∥∥∥∥ yf −K
∥∥∥∥
2
f
= sup
v∈L, ‖v‖f=1
〈
y
f
, v
〉2
f
= sup
η∈Rd, w∈D:
η−∇w 6=0
〈y/f, η −∇w〉2f
‖η −∇w‖2f
(i)
= sup
η∈Rd\{0}, w∈D
〈y, η〉2
‖η −∇w‖2f
(ii)
= sup
η∈Sd−1, w∈D
〈y, η〉2
‖η −∇w‖2f
= sup
η∈Sd−1
〈y, η〉2
H(η, f)
.
For equality (i) we used integration by parts and the fact that η = ∇w if and only if
η = ∇w = 0. Indeed, if η = ∇w, then η = Eη = E[∇w] = 0. In the case η = 0 and
∇w 6= 0 the term after (i) in the above calculations equals zero and can be omitted. For
equality (ii) we used the one-to-one transformation w 7→ |η|w of D. 
Propositions 3.12 and 3.13 together with the following result show (3.11).
Proposition 3.15. Let V be a potential and let F ∈ F such that F ⊂ F2w. Assume
inff∈FK(f) > 0, then
inf
f∈F
sup
η∈Sd−1
[
2K(f)
〈y, η〉2
H(η, f)
]1/2
= sup
η∈Sd−1
inf
f∈F
[
2K(f)
〈y, η〉2
H(η, f)
]1/2
.(3.28)
Proof. One estimate is obvious. If y = 0 (3.28) holds trivially. Without restriction we
assume y ∈ Sd−1.
We introduce for f ∈ Fw,
J(f) := inf
η∈Sd−1
H(η, f)/〈y, η〉2.(3.29)
One has J(f) > 0. Indeed, H(·, f) is continuous with respect to the topology on Sd−1, see
(3.24). Sd−1 is compact and H(·, f) attains its infimum on Sd−1 in some point η0 with
H(η0, f) > 0, see (3.18). This shows J(f) ≥ H(η0, f) infη∈Sd−1 1/〈y, η〉2 = H(η0, f) > 0.
Throughout the following let F ∈ F such that F ⊂ F2w. One has for l ∈ R,
|l| ≤ inf
f∈F
{K(f)/J(f)}1/2 if and only if 0 ≤ inf
f∈F
{K(f)− l2J(f)}.(3.30)
Denote by Q the set of η ∈ Sd−1 which are perpendicular to y. Since H(·, f) is positive
on Sd−1, (3.30) is equivalent to
0 ≤ inf
f∈F
sup
η∈Sd−1\Q
{K(f)− l2H(η, f)/〈y, η〉2}.(3.31)
We are going to interchange inf and sup with the help of a minimax theorem, see [Sio58,
Theorem 4.1’], which we state here.
Theorem 3.16. Let M and N be any spaces, F a function on M × N that is concave-
convexlike. If for any c > supµ∈M infν∈N F (µ, ν) there exists a finite subset Y ⊂ N such
that for any µ ∈M there is a y ∈ Y with F (µ, y) < c, then
sup
µ∈M
inf
ν∈N
F (µ, ν) = inf
ν∈N
sup
µ∈M
F (µ, ν).
A function F on M × N is defined to be concavelike in M if for any µ1, µ2 ∈ M and
0 ≤ t ≤ 1 there exists a µ ∈M such that for all ν ∈ N ,
tF (µ1, ν) + (1− t)F (µ2, ν) ≤ F (µ, ν).
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Convexlike is defined analogously and a concave-convexlike function is concavelike in the
first component and convexlike in the second.
We apply Theorem 3.16 to M := Sd−1 \Q, N := F and the function F :M ×N → R,
F (η, f) := K(f)− l2H(η, f)/〈y, η〉2.
The interchange of infimum and supremum is trivial if l = 0. Thus let l 6= 0. From the
definition of I it follows that f 7→ I(f) is convex. We apply the formula for I(f), f ∈ F2w,
established in Proposition 3.10 to the vector λ in direction of η ∈ Sd−1 \ Q with norm
|λ| = l√2/|〈y, η〉| and get that the functional I for Lλ = (1/2)∆+λ∇ and f ∈ F2w is given
by
I(f) = E
[ |∇f |2
8f
]
+
l2
〈y, η〉2 −
l2H(η, f)
〈y, η〉2 ,
use (3.25). Therefore, F (η, f) = I(f) − l2/〈y, η〉2 + E[V f ] and F is convex in f for any
η ∈M . In particular, F is convexlike in N .
In order to show that F (η, f) is concavelike in M , choose η1 and η2 ∈ Sd−1 \ Q, let
t ∈ [0, 1]. For i = 1, 2 set
λi :=
ηi
〈y, ηi〉
which is well defined since ηi 6⊥ y. Note that tλ1 + (1 − t)λ2 6= 0, since λ1 ∈ span(λ2)
occurs only if λ1 = λ2. Hence, we can further choose
η0 :=
tλ1 + (1− t)λ2
|tλ1 + (1− t)λ2| .
One has
〈η0, y〉 = 1/|tλ1 + (1− t)λ2)|,(3.32)
and η0 /∈ Q. By triangle inequality (3.17) and using convexity of x 7→ x2,
H(tλ1 + (1− t)λ2, f) ≤ tH(λ1, f) + (1− t)H(λ2, f).
With (3.32) we get for all f ∈ F,
H(η0, f)/〈y, η0〉2 = H(tλ1 + (1− t)λ2, f)
≤ tH(η1, f)/〈y, η1〉2 + (1− t)H(η2, f)/〈y, η2〉2,
thus F is concavelike in the first component.
Recall that for f fixed, H(·, f) restricted to Sd−1 is continuous, see (3.24). Hence, F (·, f)
is continuous on Sd−1 \ Q. We have l > 0, and we may extend F (·, f) to a continuous
function F¯ (·, f) : Sd−1 → R ∪ {−∞} by defining it to be −∞ on Q. In order to see this,
recognise that the uniform lower bound H(·, f) ≥ ess infP f assures for C > 0,
{η ∈ Sd−1 : H(η, f)/〈η, y〉2 > C} ⊃ {η ∈ Sd−1 : ess inf
P
f/〈η, y〉2 > C}.
The latter is open in Sd−1. This implies continuity of F¯ (·, f) at any η ∈ Q, use [Wil70,
Definition 7.1]. Let
c > sup
η∈Sd−1\Q
inf
f∈F
F (η, f).
We conclude as in [Sio58, Theorem 4.2]: For each f define Af := {η ∈ Sd−1 : F¯ (η, f) < c}.
The sets Af , f ∈ F, are open subsets of Sd−1 and cover Sd−1. Since Sd−1 is compact,
there exists a finite subset Y ⊂ F such that the Af , f ∈ Y , cover Sd−1. Hence, for any
η ∈ Sd−1 \Q there exists a f ∈ Y such that F¯ (η, f) = F (η, f) < c.
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Consequently, we can apply Theorem 3.16 to (3.31) and get
0 ≤ inf
f∈F
sup
η∈Sd−1\Q
{K(f)− l2H(η, f)/〈y, η〉2}
= sup
η∈Sd−1\Q
inf
f∈F
{K(f)− l2H(η, f)/〈y, η〉2}.(3.33)
As in [Sch88, Lemma 4.5] we deduce
Lemma 3.17. Assume inff∈FK(f) > 0, then (3.33) implies
|l| ≤ sup
η∈Sd−1\Q
inf
f∈F
[K(f)〈y, η〉2/H(η, f)]1/2.(3.34)
Proof. By (3.33) for any ǫ > 0 exists η ∈ Sd−1 \Q, such that for f ∈ F,
−ǫ < K(f)− l2H(η, f)/〈y, η〉2.
That is, for f ∈ F one has l2 < (K(f) + ǫ)〈y, η〉2/H(η, f). Since σ˜(0) := inff∈FK(f) > 0,
l2 < (1 + ǫ/σ˜(0))K(f)〈y, η〉2/H(η, f).
This implies l2 ≤ (1 + ǫ/σ˜(0)) inff∈F{K(f)〈y, η〉2/H(η, f)}. Thus,
l2 ≤ (1 + ǫ/σ˜(0)) sup
η∈Sd−1\Q
inf
f∈F
{K(f)〈y, η〉2/H(η, f)}.
Since ǫ > 0 is chosen arbitrarily, (3.34) follows. 
(3.34), (3.33) together with (3.30) prove Proposition 3.15. 
This completes the proof of (3.11). The previous argument also shows that ΓV solves a
variational equation: Recall the definition of K and J given in (3.16) and (3.29) respec-
tively.
Proposition 3.18. Let V be a potential in L2. Let F ∈ F, D ∈ D and y 6= 0. Assume
σ(0) > 0. Then ΓV (y) is the unique nonnegative solution l of 0 = inff∈F{2K(f)− l2J(f)}.
Proof. Set M¯ (l) := inff∈F{K(f)− l2J(f)}. M¯ is decreasing and concave on [0,∞), which
follows as in (3.20) and (3.21). The statement now results from Proposition 3.13, (3.30)
and M¯ (0) = σ(0) > 0. 
3.4. Almost Sure Equality on whole Rd. Let (Ω,F ,P, τ) be an ergodic dynamical
system and V be a regular potential . We have shown in subsections 3.1, 3.2 and 3.3 that
for any y ∈ Rd P-a.s. ΓV (y) = R(−Λω)(y). The stronger statement that equality holds P-
a.s. for any y is implied by the following: V is bounded and we have 0 ≥ Λω(λ) ≥ −vmax.
Hence, sup{|λ| : −Λω(λ) − λ2/2 > 0} < ∞ and we get by Lemma 4.2 continuity of
R(−Λω). In the same way ΓV = R(σ) is continuous, use (3.20) and estimate the infimum
there by choosing f ≡ 1 to see σ(λ) − λ2/2 ≤ E[V ] − λ2/2, where we used (3.25) and
(3.18). Therefore, equality holding P-a.s. on a dense subset of Rd ensures ΓV = R(−Λω)
on whole Rd.
4. Appendix
4.1. Condition (E1). Condition (E1) is valid as soon as homogenization takes place and
the effective Hamiltonian has a variational expression as outlined in this subsection. For
an overview see also [Kos07]. Throughout the following let F := F2w and D := D
2
w.
Let λ ∈ Rd. For (t, x, ω) ∈ [0,∞)× Rd ×Ω and ǫ > 0 define
uǫ(t, x, ω) := ǫ lnE
λ
x/ǫ
[
exp
{
−
∫ t/ǫ
0
Vω(Zs)ds
}]
.
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Assuming a Feynman-Kac correspondence, see the comment after Proposition 4.1, uǫ solves
the Hamilton-Jacobi-Bellman equation
∂tuǫ(t, x, ω) =
ǫ
2
∆uǫ(t, x, ω) +Hλ
(
∇uǫ(t, x, ω), x
ǫ
, ω
)
(4.1)
with initial condition uǫ(0, ·, ω) ≡ 0, and Hamiltonian Hλ : Rd × Rd × Ω → R given as
Hλ(p, x, ω) := (1/2)p2 + λp− Vω(x). Let Lλ(q, x, ω) := (1/2)(q − λ)2 + Vω(x), the convex
conjugate of Hλ(·, x, ω).
In [KRV06] it is shown that homogenization of (4.1) takes place: For λ ∈ Rd P-a.s.,
lim
t→∞
1
t
lnEλ
[
exp
{
−
∫ t
0
Vω(Zs)ds
}]
= H¯λ(0),(4.2)
where H¯λ : Rd → R is the effective Hamiltonian H¯λ(p) := sup(b,f)∈E E[(pb−Lλ(bω, 0, ω))f ],
with B := L∞ and
E :=
{
(b, f) ∈ B× F : 1
2
∆ f = ∇(bf)
}
.(4.3)
Equation (1/2)∆ f = ∇(bf) has to be interpreted in the ‘distributional sense’ on Rd, see
[Kos07, (6.2)], i.e. P-a.s. for any ϕ ∈ C∞c one has
∫
((1/2)∆ fω)ϕdx = −
∫
bωfω∇ϕdx. By
Lemma 4.6 any (b, f) ∈ E satisfies for all w ∈ D,∫ (
1
2
∆w + b∇w
)
fdP = 0.(4.4)
We have the following estimate on the effective Hamiltonian:
Proposition 4.1. For all λ ∈ Rd one has H¯λ(0) ≤ −σ(λ).
Proof. We estimate H¯λ(0) similarly to [KRV06, (5.2)-(5.6)].
sup
(b,f)∈E
E[−Lλ(bω, 0, ω)f ] (i)= sup
f∈F
sup
b∈B
inf
w∈D
∫ (
− Lλ(bω, 0, ω) + 1
2
∆w + b∇w
)
fdP
(ii)
≤ sup
f∈F
inf
w∈D
∫
sup
b∈B
{(
− Lλ(bω, 0, ω) + 1
2
∆w + b∇w
)
f
}
dP
(iii)
= sup
f∈F
inf
w∈D
∫ (
1
2
∆w +Hλ(∇w, 0, ω)
)
fdP.
(i) is valid by (4.4), in order to interchange supb∈B with integration in (ii) note that
measurability of the sup over the integrand is guaranteed by the subsequent calculation
of the integrand. In (iii) we used the definition of Lλ as the convex conjugate of Hλ and
the fact, that the convex biconjugate of Hλ(·, 0, ω) is again Hλ(·, 0, ω), see [DZ98, Lemma
4.5.8]. We continue inserting the definition of Hλ.
= sup
f∈F
inf
w∈D
∫ (
1
2
∆w +
1
2
|∇w|2 + λ∇w − V
)
fdP = sup
f∈F
inf
u∈U
∫ (
Lu
u
− V
)
fdP,(4.5)
since eD = U, and ∆ ew = (∇w)2ew + (∆w)ew, see [GT83, (7.18) and Theorem 7.8]. 
Therefore, (4.2) is sufficient for condition (E1) to be valid. There is extensive research
concerning homogenization. For example, [KRV06, Theorem 2.3], [LS05, Theorem 3.1(i)]
or [AS12, Theorem 1] exhibit the desired convergence. In [KRV06] the effective Hamil-
tonian is given as required. [KRV06, Theorem 2.3] applies if the potential is bounded,
uniformly continuous uniformly for all ω ∈ Ω, and [KRV06, (3.1)] needs to be valid.
[KRV06, (3.1)] is an optimal control problem and we refer to [FS06, Paragraphs IV.3.
and IV.4] for a discussion of solvability. (4.1) is mainly a Feynman-Kac correspondence.
Sufficient criterions for a Feynman-Kac correspondence are given in [Fri75, Paragraph 6.5].
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4.2. Free Energy. In this subsection we deduce the identification (1.10) and the varia-
tional expression for the quenched free energy stated in Corollary 1.4. For a : Rd → R we
introduce R¯ : Rd → R ∪ {±∞},
R¯(a)(y) := sup{yλ : λ ∈ Rd, a(λ)− λ2/2 ≥ 0}.
Of course, R(a) ≤ R¯(a). We calculate the inverse of R, see also [AS12, (8.2)].
Lemma 4.2. Let a : Rd → R. If λ 7→ a(λ) − λ2/2 is concave and a(0) > 0, then
R(a) = R¯(a), and for c ≤ a(0), for λ ∈ Rd,
(a(λ)− λ2/2) ∧ c = sup{−µ : −µ < c, λy ≤ R(a+ µ)(y)∀y ∈ Rd}.(4.6)
If C := sup{|λ| : a(λ)− λ2/2 > 0} <∞, then R(a) is Lipschitz continuous with Lipschitz
constant C.
Proof. LetM(λ) := a(λ)−λ2/2. In order to see the first statement use as in (3.26) the fact
that R(a)(y) = supη∈Sd−1 sups≥0:M(sη)>0 syη. The hypotheses on a show R(a) = R¯(a).
We have for −µ < c,
{λ ∈ Rd : M(λ) ≥ −µ} = {λ ∈ Rd : yλ ≤ R(a+ µ)(y)∀y ∈ Rd}.(4.7)
In fact, ⊂ follows directly, use R(a) = R¯(a). For the reverse, let λ¯ such that yλ¯ ≤
R(a + µ)(y) for y ∈ Rd. Assume M(λ¯) < −µ. Since M is continuous and M(0) > −µ,
there exists 0 < t < 1 maximal such that M(tλ¯) = −µ. We have that the level set Sµ
:= {λ ∈ Rd : M(λ) ≥ −µ} is convex, see [Roc70, Theorem 4.6]. Moreover, tλ¯ is in the
boundary of Sµ. Thus, there exists a supporting hyperplane T of Sµ through tλ¯, see
[Roc70, Corollary 11.6]. In particular, there is y¯ 6= 0, y¯ ⊥ T and
R¯(a+ µ)(y¯) = sup{y¯λ : λ ∈ Sµ} = sup{y¯λ : λ ∈ T} = y¯tλ¯,
which is in contrary to y¯λ¯ ≤ R(a+ µ)(y¯). This shows (4.7). (4.6) follows from (4.7), and
from the fact that (a(λ) − λ2/2) ∧ c = sup{−µ : −µ < c, a(λ)− λ2/2 ≥ −µ}.
Let C < ∞. Then R(a)(y + z) ≤ R(a)(y) + R(a)(z) ≤ R(a)(y) + C|z|. For the
lower bound use 〈y + z, λ〉 ≥ 〈y, λ〉 − |z||λ|, hence, R(a)(y + z) ≥ sup{yλ − |z|C : λ ∈
Rd, a(λ)− λ2/2 > 0} = R(a)(y)− C|z|, which shows continuity. 
For λ ∈ Rd let H˜λ(·) be the effective Hamiltonian for the homogenization problem (4.1)
given by [AS12, Theorem 1], if applicable. That is, P-a.s. uǫ → u locally uniformly with u
solution to ∂tu = H˜λ(∇u), u(0, ·) ≡ 0.
Proposition 4.3. Let (Ω,F ,P, τ) be an ergodic dynamical system. Let V be a regular
potential. Assume there exists C > 0 such that for ω ∈ Ω, for x1, x2 ∈ Rd, one has
|Vω(x2)− Vω(x1)| ≤ C|x2 − x1|. Then (1.10) is valid.
Proof. The assumptions on the potential ensure that we can apply [AS12, Theorem 1]: As
in (4.2) with help of a Feynman-Kac correspondence (4.1) we get for any λ ∈ Rd P-a.s.
Λω(λ) = H˜
λ(0). Moreover, we have P-a.s. for all λ ∈ Rd,
Λω(λ) = H˜
λ(0).(4.8)
Indeed, recall that Λω(λ) + λ
2/2 is convex and continuous in λ. On the other hand, for
p, λ ∈ Rd we have H˜λ(p) + λ2/2 = H˜0(p+ λ), use e.g. [AS12, (5.35)]. Thus, continuity of
H˜λ(0) + λ2/2 = H˜0(λ) follows from [AS12, Proposition 5.5]. This shows (4.8).
By assumptions we have −Λω(0) ≥ σ(0) > 0 P-a.s.. Lemma 4.2 thus shows R(−Λω) =
R¯(−Λω). Therefore, Theorem 1.2 and [AS12, Lemma 6.7] imply P-a.s. for y ∈ Rd,
ΓV (y) = R¯(−Λω)(y) = R¯(−H˜·(0))(y) = m¯(−y),(4.9)
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where m¯ is the unique solution to the effective metric problem, see [AS12, (6.24)],
H˜0(−∇m¯) = 0 in Rd \ {0}, m¯(0) = 0, lim inf
|y|→∞
|y|−1m¯(y) ≥ 0.
Since − ln e(y, ω) solves the associated metric problem, use [Szn98, Proposition 2.3.8], as
in [AS12, (8.1)] with [AS12, Proposition 6.9] and (4.9) the identification (1.10) follows. 
Proof of Corollary 1.4. Let µ0 > 0, µ0 ∈ Q. With Theorem 1.2 we have P-a.s. for any
µ > 0, µ ∈ Q,
R(σ + µ) = R(−Λω + µ).(4.10)
Recall that λ 7→ σ(λ)− λ2/2 is concave, see (3.20). Let c ≤ min{−Λω(0) + µ0, σ(0) + µ0}
P-a.s.. We use (4.6) and get for λ ∈ Rd,
(σ(λ) + µ0 − λ2/2) ∧ c = sup{−µ ∈ R : −µ < c, λy ≤ R(σ + µ0 + µ)(y)∀y ∈ Rd}.
The function µ 7→ R(σ + µ)(y) is monotone increasing, and we can reduce the supremum
in the following to µ ∈ Q and obtain by (4.10) that the latter P-a.s. for any λ ∈ Rd equals
sup{−µ ∈ Q : −µ < c, λy ≤ R(−Λω + µ0 + µ)(y)∀y ∈ Rd} = (−Λω(λ) + µ0 − λ2/2) ∧ c.
The last equality is obtained by (4.6) and by convexity of λ 7→ Λω(λ) + λ2/2. 
4.3. Denseness. In order to prove the denseness results stated in Section 2 we use the
notion of convolution, see [JKO94, (7.19)]: For f ∈ L1 the convolution of f with κ ∈ C∞c
is defined as f ∗ κ(ω) := ∫ fω(x)κ(x)dx, where ω is in a set of full P-measure such that
fω ∈ L1loc. For an even function κ ∈ C∞c such that
∫
κ(x)dx = 1, κ ≥ 0, define for x ∈ Rd
and ǫ > 0 the function κǫ(x) := ǫ
−dκ(x/ǫ). In the following, whenever we write fǫ we mean
f ∗ κǫ where κ has the prescribed properties. If φ ∈ (L2)d we also define φ ∗ κ := (φi ∗ κ)i.
The following properties of the convolution are needed, see e.g. [JKO94, Chapter 7]:
Lemma 4.4. Let f ∈ L1 and κ ∈ C∞c . Then f ∗κ is differentiable of all orders. Moreover,
‖f ∗ κ‖p ≤ ‖f‖p‖κ‖1, for f ∈ Lp, p ≥ 1,(4.11)
∂i(f ∗ κ) = (∂if) ∗ κ, for f ∈ D(∂i),(4.12)
supΩ |Dn(f ∗ κ)| <∞, n ∈ N0, if supΩ |f | <∞,(4.13)
‖f − fǫ‖2 → 0 as ǫց 0, for f ∈ L2.(4.14)
The space Ds serves as space of test functions:
Lemma 4.5. Ds is dense in L
2.
Proof. Let φ ∈ L2. For M > 0 set φM := φ1|φ|≤M . supΩ |φM | < ∞ and φM → φ as
M → ∞ with respect to ‖ · ‖2. Let δ > 0 and choose M such that ‖φM − φ‖2 < δ/2.
(4.14) allows to choose ǫ > 0 such that ‖(φM )ǫ − φM‖2 < δ/2. Hence, ‖(φM )ǫ − φ‖2 < δ
and (φM )ǫ ∈ Ds, see (4.13). 
A vector field ψ ∈ (L2)d is called divergence-free or solenoidal, if divψ = 0 P-a.s., where
for those ω for which ψω ∈ L1loc one defines (divψ)ω : C∞c → R,
(divψ)ω(ϕ) := −
∑
i
∫
ψω,i∂iϕdx.
A vector field ψ ∈ (L2)d is called rotation-free or potential, if rotψ = 0 P-a.s., where for
those ω for which ψω ∈ L1loc one defines (rotψ)ω : C∞c → R(
d
2
), and for i < j,
((rotψ)ω(ϕ))i,j :=
∫
ψω,i∂jϕ− ψω,j∂iϕdx.
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We recall the orthogonal decomposition of (L2)d into potential and solenoidal vector fields,
called Weyl’s decomposition, see [JKO94, Lemma 7.3]:
(L2)d = Vpot ⊕ Vsol ⊕ Rd,(4.15)
where Vpot = {φ ∈ (L2)d : rotφ = 0, Eφ = 0} and Vsol = {φ ∈ (L2)d : divφ = 0, Eφ = 0}.
The following lemma lifts the notion of ‘weak divergence’ to (L2)d:
Lemma 4.6. Assume φ ∈ (L2)d and h ∈ L2. Then P-a.s. for any ϕ ∈ C∞c ,
−
∫
φω∇ϕdx =
∫
hωϕdx,(4.16)
if and only if for any w ∈ Dw,
−〈φ,∇w〉 = 〈h,w〉.(4.17)
The second statement is equivalent to (4.17) forced to hold for some space D ⊂ Dw which
is invariant under τx, x ∈ Rd, and dense in L2 with respect to ‖ · ‖2.
As a consequence of Lemma 4.6, choosing h ≡ 0, we have
Φwy = y + Vsol.(4.18)
Proof. Assume (4.16) and consider φǫ and hǫ. Then P-a.s. for ǫ > 0, for any ϕ ∈ C∞c ,∫
∇φǫ,ωϕdx =
∫
hǫ,ωϕdx.(4.19)
In fact, P-a.s. for ǫ > 0, for ϕ ∈ C∞c by Fubini’s theorem
−
∫
φǫ,ω(x)∇ϕ(x)dx = −
∑
i
∫ ∫
φi,ω(x)∂iϕ(x− y)dxκǫ(y)dy
which by (4.16) and since ϕ(· − y) ∈ C∞c equals
=
∫ ∫
hω(x)ϕ(x − y)dxκǫ(y)dy =
∫
hǫ,ω(x)ϕ(x)dx.
An elementary denseness argument shows that (4.19) implies P-a.s. for ǫ > 0 L -a.e.
∇φǫ,ω = hǫ,ω. In fact, C∞c and L2loc are in duality, see [Sch74, Paragraph IV.1]. Therefore,
we have for ǫ > 0 P-a.s. ∇φǫ = hǫ. Since φi,ǫ → φi, hǫ → h in L2, we get for all w ∈ Dw
by integration by parts, see (2.1),
−E[φ∇w] = lim
ǫ→0
−E[φǫ∇w] = lim
ǫ→0
E[∇φǫw] = lim
ǫ→0
E[hǫw] = E[hw],
which was to show.
The proof of the reverse direction is analogous: Let ǫ > 0 and φ satisfy (4.17). For
w ∈ D it is 〈∇φǫ, w〉 = 〈hǫ, w〉. Indeed, using (2.1), Fubini’s theorem, invariance of P, the
fact that w ◦ τx ∈ D, and that (∂iw) ◦ τx = ∂i(w ◦ τx) for any x ∈ Rd,
〈∇φǫ, w〉 = −
∑
i
∫
E [φi∂i(w ◦ τ−x)] κǫ(x)dx =
∫
E [h(w ◦ τ−x)] κǫ(x)dx = 〈hǫ, w〉.
D is dense in L2, hence, for all ǫ > 0 P-a.s. ∇φǫ = hǫ. P-a.s. φǫ,ω,i → φω,i and hǫ,ω → hω in
L2loc. This shows along a sequence (ǫn)n ⊂ [0,∞) converging to zero, P-a.s. for ϕ ∈ C∞c ,
−
∫
φω∇ϕdx = − lim
n
∫
φǫn,ω∇ϕdx = limn
∫
∇φǫn,ωϕdx = limn
∫
hǫn,ωϕdx =
∫
hωϕdx,
which shows the statement. 
Lemma 4.7. Let D be a vector subspace of L2 of functions which are differentiable of all
orders, assume D is dense in L2 such that ∂iD ⊂ D for any i and τxD ⊂ D for any x ∈ Rd.
Then Dd ∩ Vsol is dense in Vsol.
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Proof. We introduce the space Ysol of vector fields φ of the form
(φk)1≤k≤d =
( ∑
i: i<k
(−1)i−k−1∂iwik +
∑
i: i>k
(−1)i−k∂iwki
)
1≤k≤d
,(4.20)
where wik ∈ D, 1 ≤ i, k ≤ d. Since the differential operator is linear and since D is a vector
space, Ysol is a vector space itself. Moreover, Ysol is a subspace of D
d as well as of Vsol.
The second follows from a direct calculation of the divergence of vector fields φ ∈ Ysol:
P-a.s.
divφ = ∇φ =
∑
(i,k): 1≤i<k≤d
(
(−1)i−k−1∂kiwik + (−1)k−i∂ikwik
)
= 0,
where we used that ∂i∂kw = ∂k∂iw for w differentiable of all orders.
We are now going to show that Ysol in fact is dense in Vsol which together with the fact
that Ysol ⊂ Dd then shows the statement.
Let ψ ∈ (Ysol)⊥. Since for any φ ∈ Ysol and x ∈ Rd also φ ◦ τx ∈ Ysol, we get for ǫ > 0,
〈φ,ψǫ〉 = E
[
φ
∫
ψω(x)κǫ(x)dx
]
=
∫
E[φω(−x)ψω]κǫ(x)dx =
∫
〈φ ◦ τ−x, ψ〉κǫ(x)dx = 0
where we used Fubini’s theorem and translation invariance of P. Thus, for φ ∈ Ysol,
0 = 〈φ,ψǫ〉 =
∑
(i,k): i<k
(−1)i−k〈wik, ∂iψǫ,k − ∂kψǫ,i〉.
By denseness of D in L2, for i < k one has ∂iψǫ,k − ∂kψǫ,i = 0. Therefore, for ǫ > 0 P-a.s.
(rotψǫ)ω(ϕ) =
(∫
ψǫ,ω,i∂kϕ− ψǫ,ω,k∂iϕdx
)
i<k
=
(∫
(∂iψǫ,ω,k − ∂kψǫ,ω,i)ϕdx
)
i<k
= 0
for any ϕ ∈ C∞c . Using that P-a.s. in L2loc one has ψǫ,ω → ψω, we get P-a.s. rotψ = 0.
Hence, (Ysol)
⊥ ⊂ Vpot ⊕ Rd. Weyl’s decomposition (4.15) leads to Ysol = ((Ysol)⊥)⊥ ⊃
(Vpot⊕Rd)⊥ = Vsol, where Ysol is the closure of Ysol in L2. Note that even Vsol = Ysol. 
Proof of Lemma 2.1. Let f in Dw and set fM := f1|f |≤M for M > 0. For n ∈ N with the
help of (4.14) and (4.12) choose ǫ = ǫ(n) such that ‖fǫ−f‖2 ≤ 1/n and
∑
i ‖∂ifǫ−∂if‖2 ≤
1/n. Using Young’s inequality (4.11) and the fact that ∂i(fM )ǫ−∂ifǫ = (f−fM)∗∂iκǫ, we
are able to choose M =M(ǫ) =M(n) such that ‖(fM )ǫ − fǫ‖2 ≤ 1/n and
∑
i ‖∂i(fM )ǫ −
∂ifǫ‖2 ≤ 1/n. Then with (4.13) ((fM(n))ǫ(n))n ⊂ Ds converges in ‖ · ‖∇ to f for n→∞.
Let f ∈ Fw with f ≥ c > 0 P-a.s.. Define f¯ := (f ∧ ‖f‖∞) ∨ c. Then f¯ǫ ∈ Fs and
approximates f in the desired way as before.
Note that Φwy = y + Vsol and Φsy = y + (Ds)d ∩ Vsol, see (4.18). The last statement
therefore follows from Lemma 4.7 and Lemma 4.5. 
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