Introduction
Nowadays, one of the most widely researched topics is the provision of Multimedia services on the Internet. However, due to their requirements, currently there is a lack of development effort. Although, some services are successful, (Skype is a good example), they are not easy to design and develop. Thus, additional research and tools are needed in order to deploy easily Multimedia added value services.
In this paper, we examine the benefits of adopting a Hierarchical Overlay Network to develop a Skype-like service. Skype is a widely used application, but it is a proprietary solution and a standardised solution is preferred. Some details about Skype can be found in [6] or [16] . In order to obtain a low cost Skype-like solution, the IETF P2PSIP Working Group has been created to work on a similar but standardised alternative. The idea is to provide a decentralised architecture that replaces the functionalities of proxy and registrar SIP servers with a peer-to-peer overlay network [2] . The result of this work is the P2PSIP protocol [7] that is being defined to support any kind of DHT overlay network such as Content Addressable Network (CAN) [14] or Kademlia [11] where the desired information can Figure 1 . Hierarchical Overlay Architecture be stored in a decentralised fashion. Furthermore, the connections would be NAT Traversal capable using the ICE protocol [15] based on STUN and TURN relays published as services in the P2P network. However, the connectivity is only possible between peers of the same P2PSIP domain.However, our proposal enables the connectivity between different domains.
This proposal is shown in Fig.1 where different P2PSIP domains deploy their own overlay and global connectivity between the different domains is obtained with an Interconnection Overlay in which each domain is represented by at least one super-peer. This approach has a number of advantages: first of all, VoIP calls usually are more frequent among peers that belong to the same domain. Several examples include intradomain VoIP calls inside the headquarters of a private company or VoIP calls and Instant Messaging between people subscribed to some Community/Social Network. Second, a hierarchical architecture allows fault isolation since if a network failure happens in the gateway router of a company supporting P2PSIP for its VoIP calls, it does not affect other P2PSIP domains. The Interconnection Overlay is only slightly affected since only this super-peer is not reachable. In addition, the advantage of a better scalability is obtained, which is a known fact in hierarchical architectures [18] . Other well known advantages are explained in literature [1] .
This paper addresses how a Hierarchical DHT Overlay Network can be used to interconnect different P2PSIP domains and it studies analytically the Routing Performance in terms of hops to reach the destination.
The rest of the paper is structured as follows. Section 2 presents the proposed hierarchical DHT architecture and how to apply the proposed architecture to provide a global P2P VoIP service. The Routing Performance of this architecture considering the intra-domain hit probability is detailed in section 3. The efficiency of this architecture is explored in the case of a Hierarchical CAN Overlay Network in section 4. Finally, in section 5 the related work associated with Hierarchical Overlay Networks is presented and section 6 presents the conclusions.
Hierarchical DHT Overlay Architecture
The proposed hierarchical architecture is based on creating two different levels: i) the P2PSIP domains and ii) the Interconnection Overlay. If a peer wants to retrieve information from a different domain, it must route its query to the super-peers, which maintain the reachability between the different domains through the Interconnection Overlay. Thus, any domain is reached through the Interconnection Overlay.
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Figure 2. Hierarchical ID
The IDs that supports this architecture are composed by two fields a Prefix and a Suffix as it is illustrated in Fig.2 . Peers inside a domain use the Suffix ID for the domain overlay network. On the other hand, the super-peers route the queries along the Interconnection Overlay using the Prefix ID. Thus, if a peer needs to find a peer or item with a different Prefix ID, the query is sent to its super-peer. This super-peer routes the query to the super-peer that manages the domain in which the destination peer is placed and finally the query is propagated in the target domain.
Peers obtain several benefits with this approach. The maintenance state is reduced in comparison with the flat counterpart, a peer only has to take care about the peers of its own domain. If a flat overlay network is used to support all the peers of the different domains, the routing tables of all the peers would be larger. With the hierarchical approach, peers have to maintain in average an overlay of N/K peers (where K is the number of domains), whereas in the flat overlay the number of peers is N . In fact, the reduction of routing entries with this architecture in the peers is approximately log B K log B N · 100 % if the routing size has a logarithmic dependency with the number of peers (which is quite common). This reduction not only implies less memory and CPU consumption, but the bandwidth needed for the maintenance of the overlay routing entries is also reduced. This is an advantage in comparison with other proposals like [4] , [19] . The drawback is the overload in the super-peers [1] , especially in the case of bandwidth and CPU consumption. In this paper, we assume that a mechanism exists to select suitable super-peers [12] , [13] .
Interconnection of P2PSIP domains
One of the main problems in developing a decentralised architecture the mapping between the available information and the peers in the system. If we consider a VoIP environment, the most usual way of referencing a buddy is using URIs (e.g. user@example.com). Associated with each URI, a Resource contains the user location information.
An user URI can be divided in two fields: user ID (user) and domain ID (example.com), which are separated by @. Thus, this separation can be used to map user URIs to a Hierarchical DHT Overlay Network. The Prefix ID or domain ID is created with the hash of the domain ID: Prefix ID = hash(example.com). The Suffix ID or peer ID is generated with the hash of the URI: Suffix ID = hash(user@example.com).
Once the mapping is performed, a tuple containing the desired contact information and the generated key is stored on the overlay. This operation is equivalent to the registration in the registrar SIP server in a SIP environment. At this point, the user information is available for the rest of the users. The worst case scenario for retrieving this information occurs when the target buddy is located in an other domain. In this case, the Prefix ID is generated from the domain ID and the Suffix ID from the complete URI. Once this actions are performed, a request is sent to the super-peer of the own domain. Then, the super-peer is able to route the query to the super-peer of the target domain using the Prefix ID. Once the super-peer of target domain receives the query, it forwards the query inside the domain using the Suffix ID. If the contact information is available, it is immediately sent back and the establishment of a Multimedia Session starts. 
Signalling Exchange
An example of the signalling on the proposed hierarchical scenario is illustrated in Fig.3 , considering the actual status of the P2PSIP protocol [7] . We must take into account several things in order to understand the signalling flow. First of all, when the peer in domain.b requests the information of user1@domain.a, the query in the Fetch message is in plain text. This is because a peer in a domain does not have to know what hash function is being used on the interconnection overlay and what hash function would be used in the other P2PSIP domain, which can have any length and also gives the Prefix ID length. Thus, the super-peer in domain.b performs hash(domain.a) in order to obtain the information of the super-peers in domain.a through the interconnection overlay. Inside this information, the hash used on the other domain is included (hash a ), and therefore a request for the desired item is correctly formed with the correct length as hash a (user1@domain.a). Thus, the desired interoperability is obtained. Finally, the peers taking care of the desired Resource-ID answers to the super-peer on domain.a, which forwards this information to superpeer in domain.b. Super-peer in domain.b send the desired Resource-ID to the peer in domain.b. Once this flow finishes, a legacy SIP negotiation is initiated for a VoIP call. We must highlight that Fig.3 represents only a subset of the real flow where the intermediate hops in each overlay are not shown.
Routing Performance in a Hierarchical
Overlay Network for a Skype-like service
In this section we study the Routing Performance of the architecture proposed. We extend the methodology defined in [10] with a more detailed explanation and model as well as a complete explanation of the considered assumptions. The parameters in the analytical model are defined as follows:
• K: number of P2PSIP domains.
• M i : number of peers in the P2PSIP domain i.
• N : all peers in the different P2PSIP domains. It is considered that a peer cannot be attached to multiple domains, hence
• ρ ij : probability of launching a query from the P2PSIP domain i to the P2PSIP domain j.
• C(x): number of hops needed to find a super-peer on the interconnection overlay depending on the number of super-peers x. It depends on the type of overlay used in the interconnection overlay.
• D i (x): number of hops needed to find a peer in P2PSIP domain i as function of the number of peers x belonging to the P2PSIP domain. We assume that all the peers in a P2PSIP domain know their super-peer attached in the interconnection overlay. This assumption implies that only one hop is needed to reach the super-peer.
Taking into account the above definitions, we obtain the Routing Performance (R.P.) of this DHT-based hierarchical overlay network. Let us define the cost of finding a peer on each overlay:
cost of finding a peer on its own domain.
• C (K): cost of finding a super-peer on the interconnection overlay. If the probability of obtaining an item in a P2PSIP domain from its super-peer is considered negligible (this can be assumed because the number of superpeers is N/K and N K), the average Routing Performance for a peer in domain i can be written as follows:
(1) The first term in the previous expression is the cost of searching within the P2PSIP domain of a peer, whereas the second term is the cost for searches in other domains.
Thus, the average number of hops is expressed as:
However, some simplifications can be done in Eq.2 if the number of peers is the same in all domains: Figure 4 . Hierarchical CAN network
Since we considered an equal number of peers in all P2PSIP domains and each look-up in the overlay is randomly independent, the probability of looking for a peer attached to other domain can be equally distributed between all the foreign domains.However, we may still have situations where the probability of looking for a peer in the own P2PSIP domain is different from the probability of looking for a peer in other domains, in which case Eq.1 is expressed as follows:
This relation is useful for some type of scenarios. For instance, it can be used in a VoIP scenario where the probability of performing a call within the same domain is higher than a call to an external domain.
Finally, if the same overlay is used on all the P2PSIP domains the sum can be eliminated from Eq.4:
From Eq.3 and Eq.4 we obtain the next equality:
We define ρ ii as the intra-domain hit probability and it defines the probability of establishing a connection inside the own domain.
Hierarchical CAN Network
In this section we study the performance of a hierarchical CAN overlay with two levels, this is shown in Fig.4 . According to [14] , we have that
d l , so if we use them on Eq.6, we have that the Routing Performance (R.P.) is:
Eq.7 represents the Routing Performance for a hierarchical CAN overlay where d l is the number of dimensions for the overlays in each domain and d i is the number of dimensions for the interconnection overlay. Each value can be optimised independently considering the number of peers at each level. Thus, it can be stated that d l = ln(N/K) and d i = lnK (these values can be obtained minimising the Routing Performance of the flat CAN overlay network [14] ). However, if the development of a hierarchical CAN based application is considered, it would be reasonable to use the same value d in both levels of the hierarchy, since just one version of CAN needs to be implemented and the code can be easily reused. Eq.8 presents the Routing Performance when only one value of d is used in both layers:
The study that can be applied to this scenario is to optimise the R.P. according to the number of dimensions d when the number of P2PSIP domains and the number of peers per domain is given. This study makes sense since P2PSIP domains are independent entities that cannot be merged or splitted, and therefore an optimisation in relation with K is not possible and only d can be used to optimise the R.P.
Theorem 1. The value of d that minimises the number of hops on a hierarchical CAN overlay network with N peers and K domains is unique.

Proof:
First we prove the existence of a minimum by deriving Eq.8 with respect to d:
Taking into account that d ∈ (1, ∞), then:
and
Thus, if N K , K > e, then f (d = 1) < 0 and f (d = ∞) > 0 and considering that f is a continuous function, we can conclude that one or more solutions exist for f (d) = 0 in our range of work. Now we prove the unicity of the solution. Therefore, the second derivate with respect to d is calculated:
Taking into account again that
is a monotonic increasing function and there is only one solution of f (d) = 0 and this value is a minimum.
The result of the theorem is interesting because it assures an optimal value for the number of dimensions d in a hierarchical CAN overlay network. Thus, let us explore if some result can be obtained. We apply the following variable substitution:
If the above substitution is applied in Eq.9, we have:
Furthermore, if A and B are transformed to find a relation between them, we can obtain:
, we obtain that that B = A x . With this result, we can rewrite Eq.14 as:
The bisection method can be used to solve f (d) = 0. The solution gives the optimum value for d according to the number K of P2PSIP domains and the number N of peers. One scenario where these parameters are given could be VoIP, K is the number of groups that must be attached in the interconnection overlay in order to be reachable between them and N is the overall number of peers.
In order to understand the importance of the number of dimensions d on a Hierarchical CAN Overlay Network, Eq.16 has been solved using the numerical method of bisection. The value of N = 10 6 has been used for this analysis and a large range of K values has been explored. The results are shown in Fig.5 , the solid line is the result of the bisection method and the dashed line is the nearest integer to the bisection results for each value of K. We can observe how the value of d changes with K. It is interesting to note that the variation of d is not a monotonic function with K and it has a minimum value depending on the intra-domain hit ratio ρ ii . In addition we obtain a reduction of the state maintenance. This state is reduced from d flat overlay routing entries [14] to the values shown in Fig.5 . The optimal value of d for the Hierarchical CAN Overlay Network depends on the number of domains, the number of peers and the intra-domain hit ratio, but usually, for most of the cases, we get a reduction of the 50% in the maintenance state.
Related Work
Studies related with hierarchical overlay networks have been done to improve the performance of flat overlay networks. When a hierarchical architecture is considered, the different trade-offs that arise with these types of architecture have to be taken into account. Furthermore, these architectures have benefits [8] , [9] in comparison with the flat ones.
One approach is to delegate all the work to superpeers [5] , [20] , which maintain the overlay network and perform all the necessary actions, peers only have to register their information to their super-peers. In our proposal, super-peers only have to store the information needed of the routing table for its P2PSIP domain, which is lighter (logM i ) and desirable for a more scalable solution.
Other studies focus on decrementing the delay in peer-to-peer overlay transactions. In [19] , a low delay hierarchical overlay network based on Chord is proposed. The drawback is the high state maintenance needed (memory, CPU and bandwidth) because all the peers in the overlay are attached to all the levels in a n-level hierarchy. A less aggressive design with the same objective is presented in [4] where a hierarchical structure is built with the constraint of limiting the maintenance cost to the flat counterpart. The proposal in this paper only overloads super-peers, which is desirable because peers can be more lightweight. This feature is attractive for handheld devices that are candidates to use Skype-like applications in the future.
In relation with Hierarchical P2PSIP architectures, there is some work presented in [17] . However it does not provide a very detailed analysis on the Routing Performance and how to deal with non-fixed lengths in the Prefix and Suffix IDs needed for interoperability.
Conclusions
In this paper a Hierarchical DHT-based Overlay Architecture has been defined using the ongoing work in the IETF P2PSIP WG. In our proposal, there are different P2PSIP domains where an overlay is maintained using the P2PSIP protocol. Each domain has a super-peer that allows the connectivity with the rest of the domains through the Interconnection Overlay. The routing in each domain is based on a Suffix ID, whereas the routing in the Interconnection Overlay is based on the Prefix ID. If the Prefix ID and the Suffix ID are defined respectively as Prefix ID=hash(example.com) and Suffix ID=hash(user@example.com), a global Skype-like service can be provided between the different P2PSIP domains.
We provide a discussion on the Routing Performance depending on the intra-domain hit probability (ρ ii ), which is the probability of doing calls inside the own domain. A reduction in the Routing Performance with respect to the flat counterpart is achieved since the hierarchical architecture takes advantage of the intradomain hit probability, which is not possible in a flat overlay network.
In the case of a Hierarchical CAN Overlay, the optimal value of d for a given number of domains and values of ρ ii is obtained. Furthermore, we observe how the intra-domain hit ratio reduces the Routing Performance on a hierarchical CAN overlay network and how the optimal values of d can be used in a wide range of work. Additionally, the complex relation between the optimal value for the number of dimensions d and the value of the intra-domain hit probability and the number of groups K is explained. We conclude that most of the cases, the maintenance costs is also reduced up to a 50% in comparison with the flat one.
In order to continue this work, simulations using the PeerFactSim.Kom [3] simulator are being developed.
