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1. Introduction
Let J = diag(ε1, . . . , εn), where εi = 1 for i = 1, . . . , p and εi = −1 for i = p + 1, . . . ,n = p + q. A pseudo-Euclidean
space Rp,q is Rp+q with pseudo-Riemannian metric g =∑i εi dx2i . A differentiable local homeomorphism F :Rp,q →Rp,q is
called conformal if
(DF )t · J · DF = Ω2 J , (1.1)
for some nonvanishing smooth function Ω , where t is the transpose. Then Ω2 = |det DF | 2n . So |det DF |− 2n (DF )t · J · DF
measures the deviation of F from conformality. Now suppose that F (x, s) is a one-parameter family of local diffeomorphisms
with F (x,0) = x and that f (x) = ∂ F (x,0)
∂s exists. Then the derivative of |det DF |−
2
n (DF )t · J · DF with respect to s at s = 0 is
equal to twice the value of
K f := 1
2
(
J · Df + (Df )t · J)− tr Df
n
J . (1.2)
It is easy to see that K f is symmetric with zero J -trace, where the J -trace of a matrix A is deﬁned as tr J A =∑k εkakk .
Let S0 denote the space of symmetric (n × n)-matrices with zero J -trace. The conformal Killing operator on pseudo-Euclidean
space K : C1(Rp,q,Rn) → C(Rp,q, S0) is given by
(K f )i j = 12
(
∂ j
(
i f
i)+ ∂i( j f j))− 1
n
δi j j
n∑
k=1
∂k f
k, (1.3)
for f = ( f 1, . . . , f n) ∈ C1(Rp,q,Rn). See also [16] for this operator.
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The conformal Killing operator (1.3) can be used to study their inﬁnitesimal deformation as Ahlfors did successfully on Rn
[1–3]. For this purpose, it is important to solve the non-homogeneous conformal Killing equation under the compatible
condition and to ﬁnd the regularity estimate like Korn’s inequality. Such results for Euclidean Killing and conformal Killing
operator are known, and recently there are many interesting works about their deep improvements, generalizations and
applications (cf. [4–11,13,14,17,19,21,23,24] and reference therein).
The Lie algebra so(p + 1,q + 1) of the special indeﬁnite orthogonal group SO(p + 1,q + 1) is given by
so(p + 1,q + 1) = {A ∈ GL(p + q + 2,R); At I p+1,q+1 + I p+1,q+1A = 0, tr A = 0}, (1.4)
where I p+1,q+1 = diag(1, . . . ,1,−1, . . . ,−1) with (p + 1)’s 1 and (q + 1)’s −1. Let X be the real vector space spanned by
Xi = ∂i, Xij = εi xi∂ j − ε j x j∂i,
X0 =
p+q∑
k=1
xk∂k, X˜i =
p+q∑
k=1
εk
(
xk
)2
∂i − 2
p+q∑
k=1
εi x
ixk∂k, (1.5)
where ∂i = ∂∂xi , i, j = 1, . . . , p + q. Then X equipped with the Lie brackets of vector ﬁelds is a Lie algebra and is isomorphic
to so(p + 1,q + 1) (by calculating brackets directly). Each vector ﬁeld in (1.5) is known to be the inﬁnitesimal genera-
tor of a one-parameter subgroup of SO(p + 1,q + 1) acting conformally on Rp+q . In the following, X is also denoted by
so(p + 1,q + 1).
The following is Korn’s inequality for conformal Killing operator K on pseudo-Euclidean space.
Theorem 1.1. Let Ω be a bounded domain in Rp,q with smooth boundary, n = p + q 3. Then,
inf
u0∈so(p+1,q+1)
‖u − u0‖H1(Ω,Rn)  C‖Ku‖L2(Ω,S0), (1.6)
for some constant C > 0 only depending onΩ . Here we identify the vector ﬁeld u0 =∑nk=1 uk0∂k ∈ so(p+1,q+1)with theRn-valued
function (u10, . . . ,u
n
0).
We can also solve the non-homogeneous conformal Killing equation on Rp,q , which is a pseudo-Euclidean conformal
generalization of Donati’s theorem for usual Killing operator.
Theorem 1.2. Let Ω be a bounded domain in Rp,q with smooth boundary, p + q 3, and let
Σ = {v ∈ L2(Ω, S0); K ∗v = 0, K ∗(ν)v∣∣∂Ω = 0}, (1.7)
where ν is the outer unit vector normal to ∂Ω , K ∗ be the formal adjoint of K , K ∗(ν) is obtained by replacing ∂ j in K ∗ by ν j . If
ψ ∈ L2(Ω, S0) satisﬁes∫
Ω
〈ψ, v〉dV = 0, (1.8)
for any v ∈ Σ , then there exists a solution u ∈ H1(Ω,Rn) such that
Ku = ψ, (1.9)
where 〈·,·〉 is the standard inner product on the space of (n × n)-matrices.
We do not ﬁnd correct generalization of J.L. Lion’s lemma to our case (see [12] for the Euclidean conformal case). Here
we show K ∗K is an elliptic operator and a suitable boundary problem associated to K ∗K is regular. Then we apply the
estimates for regular elliptic boundary problem. Such derivation of Korn’s inequality for Killing operator on Rn is known
(Chapter 5 in [22]) and mentioned by Dain in [11] for the Euclidean conformal case.
2. Ellipticity and the kernel of conformal Killing operator onRp,q
Let K ∗ be the formal adjoint of K with respect to 〈·,·〉, i.e.,∫ ∑
i, j
(K f )i jφi j dV =
∫ ∑
i
f i(K ∗φ)i dV , (2.1)
for any f ∈ C∞0 (Rp,q,Rn), φ ∈ C∞0 (Rp,q, S0). It is easy to see that
(K ∗φ)i = −i
∑
∂ jφi j, (2.2)j
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∑
i, j δi j jφi j = tr J φ = 0, φi j = φ ji . Let L = K ∗K be the associated Laplacian. Then,
(L f )i = −i
2
∑
j
(
∂2j
(
i f
i)+ ∂i∂ j( j f j))+ 1
n
∑
k
∂i∂k f
k = −1
2
 f i − 1
2
∑
j
i j∂i∂ j f
j + 1
n
∑
j
∂i∂ j f
j . (2.3)
Let σ(L) be the symbol of L. Then
σ(L)(ξ) = 1
2
|ξ |2 In + 1
2
⎛
⎜⎝
1ξ1
.
.
.
nξn
⎞
⎟⎠ (1ξ1, . . . , nξn) − 1
n
⎛
⎜⎝
ξ1
.
.
.
ξn
⎞
⎟⎠ (ξ1, . . . , ξn). (2.4)
Hence for any η ∈Rn ,
ηtσ(L)(ξ)η = 1
2
|ξ |2|η|2 + 1
2
(1ξ1η1 + · · · + nηnξn)2 − 1
n
(ξ1η1 + · · · + ξnηn)2  n − 2
2n
|ξ |2|η|2, (2.5)
by Cauchy–Schwarz inequality. Namely, L satisﬁes the Legendre–Hadamard condition and so it is elliptic if n 3.
The kernel of conformal Killing operator on Rp,q can be characterized as follows.
Proposition 2.1. For a domain Ω ⊂ Rp,q, a vector ﬁeld f = ( f 1, . . . , f n) ∈ L2(Ω,Rn), n = p + q  3, satisﬁes K f = 0 in sense of
distributions if and only if it is quadratic as follows:
f k = ak + (Bx)k + 2(c · x)xk − (x · x)ck, (2.6)
for some ak, ck ∈ R, matrix B with J B + Bt J − 2 tr Bn J = 0, where c · x and x · x are inner product in Rp,q. Namely, ker K =
so(p + 1,q + 1).
Proof. We do not ﬁnd appropriate proof in literature. So we give a proof for completeness following Ahlfors’ proof in the
Euclidean conformal case [1].
Since K ∗K f = 0 in sense of distributions and K ∗K is an elliptic operator if p + q  3, we see that f is C∞ by elliptic
regularity. Denote f i; j := εi f ij = εi∂ j f i , f i; jk = εi∂ j∂k f i , etc. It follows from the deﬁnition of conformal Killing operator (1.3)
that
f i; j = − f j;i, for i 
= j, f kk = f ll , k, l = 1, . . . ,n. (2.7)
For i, j,k different, we have f i; jk = − f j;ik = fk; ji = − f i; jk , i.e., f i; jk = 0.
Now assume j, l,k different, f j; jkl = ∂ j f j;kl = 0. If l = k 
= j, f j; jkk = ε j f jjkk = ε j f hhkk = ε jεh fh;khk = −ε jεh fk;khh for h 
= k.
Thus,
f j; jkk = −ε jεh fk;khh = ε jεhεkε j fh;hj j = −εhεkεhεk f j; jkk = − f j; jkk, (2.8)
i.e., f j; jkk = 0. Now choose k 
= j. We ﬁnd that f j; j j j = ε j f jj j j = ε j f kkj j = ε jεk fk;kj j = 0.
Thus all third-order derivatives of f i vanish and so all components of f are quadratic polynomials. We can write
f k = ak +
n∑
j=1
bkjx
j +
n∑
i, j=1
cki jx
ix j (2.9)
with (cki j) symmetric for ﬁxed k. Denote bk;h := εkbkh , ck;hj := εkckhj . Then (K f )kh = 0 implies that
1
2
(bk;h + bh;k) − 1n δkhεk
n∑
j=1
b jj = 0,
n∑
j=1
(ck;hj + ch;kj)x j − 2n δkhεk
n∑
l, j=1
cllj x
j = 0. (2.10)
Thus, B = (bkj) is as required. If k 
= h, we have ck;hj = −ch;kj for each j. As above, when k,h and j are all different
ck;hj = −ch;kj = c j;kh = −ck;hj = 0. The only nonzero terms are ckkj and ckj j . Also ckkj = ck
′
k′ j = 2n
∑
l=1 cllj for k 
= k′ by (2.10) with
k = h. Now put c j := ε jckkj , which is independent of k. Then if k 
= j, we have ckj j = εkck; j j = −εkc j;kj = −εkε jc jjk = −ε jck .
But ckkk = εkck . So we ﬁnd that
n∑
j=1
cki jx
ix j = 2
∑
j 
=k
ckkjx
kx j +
n∑
j=1
ckj jx
jx j = 2
n∑
j=1
ε jc
jxkx j −
n∑
j=1
ε jc
kx jx j . (2.11)
Eq. (2.6) follows.
It is direct to see that any vector ﬁeld f = ( f 1, . . . , f n) with components given by (2.6) is a linear combination of
generators of so(p + 1,q + 1) in (1.5). So ker K = so(p + 1,q + 1). 
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Let Ω be a domain in Rn with smooth boundary ∂Ω . Consider the boundary value problem{
P (x, ∂)u = f in Ω,
B j(x, ∂)u = g j on ∂Ω, j = 1, . . . , l, (3.1)
where B j(x, ∂) is a differential operator of order m − 1, order P (x, ∂) =m. For ﬁxed x ∈ ∂Ω , deﬁne the half space Hx :=
{y ∈Rn; 〈y,nx〉 > 0}, where nx is the inner unit vector normal to ∂Ω at point x. By a rotation if necessary, we can assume
nx = (0, . . . ,0,1) and P (x, ∂y) can be written as
P (x, ∂y) = ∂
m
∂ ymn
+
m−1∑
j=1
A j(x, ∂y′ )
∂ j
∂ y jn
, (3.2)
up to multiply a constant invertible matrix, where order A j(x, ∂y′ ) =m− j, y′ = (y1, . . . , yn−1). For elliptic operator P (x, ∂),
the boundary value problem (3.1) is regular if for any ξ ∈ Rn−1, there is no nonzero rapidly decreasing solution on [0,∞)
to the ODE
dmΦ
dtm
+
m−1∑
j=1
A˜ j(ξ)
d jΦ
dt j
= 0, B˜k(ξ,d/dt)Φ(0) = 0, k = 1, . . . , l. (3.3)
Here A˜ j(ξ) is the homogeneous part of A j(x, ξ) of degree m− j, and A j(x, ξ) is obtained by replacing 1i ∂y′ in A j(x, ∂y′ ) by
ξ . B˜k(ξ,d/dt) is deﬁned similarly (cf. Proposition 11.8(ii′) in Chapter 5 in [22] and also [18]). This condition is usually called
the Lopatinski–Shapiro condition.
Proposition 3.1. The boundary value problem{
K ∗Ku = 0 in Ω,
K ∗(ν)Ku = 0 on ∂Ω, (3.4)
is regular.
Proof. Here we check the Lopatinski–Shapiro condition by using the method proposed by Dain in [12]. Note that under
a rotation y → y˜ := Ay, K (∂y) → K˜ (∂ y˜) := K (At∂ y˜), K ∗(∂y) → K˜ ∗(∂ y˜) := K ∗(At∂ y˜) and K ∗(ν) = K ∗(At Aν) = K˜ ∗(˜ν) with
ν˜ := Aν , the outer unit vector normal to ∂(AΩ). So the form of boundary value problem (3.4) preserves under rotations.
For a ﬁxed x ∈ ∂Ω , We can assume nx = en = (0, . . . ,0,1).
Note that the elliptic operator K ∗K with constant coeﬃcients can always be written as the form (3.2) up to multiply a
constant invertible matrix. Now suppose u(t; ξ) is a rapidly decreasing solution to (3.3) associated to the boundary value
problem (3.4) for 0 
= ξ ∈Rn−1, i.e.,
K ∗K (ξ,d/dt)u(t; ξ) = 0, K ∗(en)K (ξ,d/dt)u(t; ξ) = 0. (3.5)
Here K ∗K (ξ,d/dt) means that 1i ∂y j is replaced by ξ j , j = 1, . . . ,n − 1, ∂yn is replaced by d/dt . Deﬁne a function U on Rn+
by
U (y) = eπ iy·
ξ
|ξ |2 u(yn; ξ) (3.6)
for y ∈Rn+ . Then (3.5) is easily seen to imply
K ∗KU (y) = 0 in Rn+, and K ∗(en)KU (y) = 0 in ∂Rn+. (3.7)
We claim that U is a constant. Consider the interval Iξ = {tξ ∈ Rn−1; |t| 1}, the ball Bξ = {y ∈Rn−1; y ⊥ ξ, |y| 1},
and the domain
Dξ = Iξ × Bξ ×R+. (3.8)
Since U in (3.6) exponentially decays in direction en , by Green’s formula, we have∫
Dξ
〈K ∗KU ,U 〉 =
∫
Dξ
〈KU , KU 〉 +
∫
Iξ×Bξ×{0}∪∂ Iξ×Bξ×R+∪Iξ×∂Bξ×R+
〈
K ∗(ν)KU ,U
〉
, (3.9)
where ν is the outer unit vector normal to the boundary. The integral
∫
Iξ×Bξ×{0} in (3.9) vanishes since K
∗(ν)KU =
K ∗(−en)KU = 0 on Rn−1 by (3.7). The integral
∫
vanishes since U is periodic in direction ξ , K is of constant∂ Iξ×Bξ×R+
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∫
Iξ×∂Bξ×R+ vanishes since U is constant in
any direction in Bξ . Therefore,∫
Dξ
〈KU , KU 〉 = 0, (3.10)
i.e., KU = 0 in Dξ and so U is a conformal Killing vector in Rn+ . By Proposition 2.1, the components of U must be quadratic.
Together with exponential decay of U in direction en , we see that U vanishes in Rn+ . Consequently, u ≡ 0. The result
follows. 
Theorem 3.1. (See Proposition 12.1 in Chapter 5 in [22].) Let D : C∞(Ω, E0) → C∞(Ω, E1) be a differential operator of ﬁrst order
with its symbol σD(x, ξ) to be injective for each x ∈ Ω , ξ 
= 0. Suppose the boundary value problem{
D∗Du = 0 in Ω,
σD∗(x, ν)Du = 0 on ∂Ω, (3.11)
is regular, then
‖u‖H1(Ω,E0)  C
(‖Du‖H1(Ω,E1) + ‖u‖L2(Ω,E0)) (3.12)
for some constant C > 0.
Since ker K is of ﬁnite dimensional, H˙1(Ω,Rn) := L2(Ω,Rn)/ker K is also a Hilbert space. Now deﬁne the orthonormal
projection π˙ : H1(Ω,Rn) → H˙1(Ω,Rn) and the induced operator K˙ =: H˙1(Ω,Rn) → L2(Ω, S0).
The following is another form of Korn’s inequality for conformal Killing operator in Theorem 1.1.
Theorem 3.2. Let Ω be as above. The image im K˙ is closed and there exists a constant C > 0 such that
‖u‖H˙1(Ω,Rn)  C‖K˙ u‖H1(Ω,S0). (3.13)
Proof. Note that the boundary value problem (3.4) is regular by Proposition 3.1 and σK (x, ξ) = K (iξ) = iK (ξ) is injective
for ξ 
= 0 since K ∗(ξ)K (ξ) is invertible. So we can apply Theorem 3.1 to the conformal Killing operator K to get
‖u‖H1(Ω,Rn)  C
(‖Ku‖L2(Ω,S0) + ‖u‖L2(Ω,Rn)). (3.14)
Now suppose the estimate (3.13) does not hold, i.e., there exists a sequence vk ∈ H1(Ω,Rn) with π˙ (vk) =
w˙k ∈ H˙1(Ω,Rn) such that{‖w˙k‖H˙1(Ω,Rn) = ‖vk‖H1(Ω,Rn) = 1,
‖K vk‖L2(Ω,S0) → 0,
(3.15)
as k → ∞. By Sobolev’s imbedding, there exists a subsequence of vk converging in L2(Ω,Rn), which is also denoted by vk .
Now by estimate (3.14), we see that vk is a Cauchy sequence in H1(Ω,Rn). Let v = limk→∞ vk in H1(Ω,Rn). Consequently,
K v = limk→∞ K vk = 0 in L2(Ω, S0), i.e., v ∈ ker K . Then π˙ (v) = 0 and π˙ (vk) = w˙k → 0 which contradicts to the ﬁrst
equation in (3.15). So the estimate (3.13) holds for some constant C > 0. The closeness of the image im K˙ easily follows
from the estimate (3.13). 
Proof of Theorem 1.2. Cf. [5,14] for the proof of the theorem for Killing operator on R3. Let Kt : L2(Ω, S0) → H1(Ω,Rn) be
the adjoint operator of K . Since the image of K is closed by Theorem 3.2, it is elementary to see
L2(Ω, S0) = ker Kt ⊕ K
(
H1
(
Ω,Rn
))
. (3.16)
The theorem is proved if we can show
ker Kt = {v ∈ L2(Ω, S0); K ∗v = 0, K ∗(ν)v∣∣∂Ω = 0}. (3.17)
For u ∈ C1(Ω,Rn), v ∈ C1(Ω, S0), we have∫
Ω
〈Ku, v〉dV +
∫
Ω
〈u, K ∗v〉dV =
∫
∂Ω
〈
u, K ∗(ν)v
〉
dS, (3.18)
by Green’s formula. Following the well-known approach of Lions and Magenes [20], as pointed in [14], the linear mapping
v → v|∂Ω is continuous from Hs(Ω, S0) to Hs− 12 (∂Ω, S0) for s  0 if Ω is bounded with smooth boundary. Thus, the
following Green’s formula holds for u ∈ H1(Ω,Rn), v ∈ Dom(K ∗) = {v ∈ L2(Ω, S0); K ∗v ∈ L2(Ω,Rn)}:∫
Ω
〈Ku, v〉dV +
∫
Ω
〈u, K ∗v〉dV = 〈u, K ∗(ν)v〉
∂Ω
, (3.19)
where 〈·,·〉∂Ω denote the duality pairing between H 12 (∂Ω,Rn) and H− 12 (∂Ω,Rn).
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〈Ku, v〉Ω + 〈u, K ∗v〉Ω = 0, (3.20)
for u ∈ H10(Ω,Rn), v ∈ L2(Ω, S0), by (3.18) again. Here 〈u, K ∗v〉Ω is the duality pairing between H10(Ω,Rn) and
H−1(Ω,Rn). Now for v ∈ ker Kt , we have
0 = 〈u, Kt v〉
Ω
= 〈Ku, v〉Ω (3.21)
for any u ∈ H1(Ω,Rn). Applying (3.21) to (3.20), we see that 〈u, K ∗v〉Ω = 0 for any u ∈ H10(Ω,Rn). Namely, K ∗v = 0
for v ∈ ker Kt . Applying this fact together with (3.21) to (3.19), we ﬁnd that 〈u, K ∗(ν)v〉∂Ω = 0 for v ∈ ker Kt and any
u ∈ H1(Ω,Rn). Because the trace mapping from H1(Ω,Rn) to H 12 (∂Ω,Rn) is surjective (Theorem 8.3 in Chapter 1 in [20]),
we see that K ∗(ν)v|∂Ω = 0 as an element of H− 12 (∂Ω,Rn). Thus,
ker Kt ⊆ {v ∈ L2(Ω, S0); K ∗v = 0, K ∗(ν)v∣∣∂Ω = 0}. (3.22)
The theorem is proved. 
Remark 3.1. It is also interesting to solve the non-homogeneous conformal Killing equation under the compatible condition
given by the second operator of the conformal deformation complex [16], which is a partial differential operator of second
order between vector bundles. For Killing operator on R3, such a condition is called the Saint Venant’s compatibility condition.
It is similar to solve the non-homogeneous Cauchy–Fueter equations under the compatible condition in [26], which is also
a partial differential operator of second order.
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