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Abstract—This paper investigates the general problem of
resource allocation for mitigating channel fading effects in Free
Space Optical (FSO) networks. The resource allocation problem
is modelled with a constrained stochastic optimization frame-
work, which we exemplify with problems in power adaptation
and relay selection. Under this framework, we develop two
algorithms to solve FSO resource allocation problems. We first
present the Stochastic Dual Gradient algorithm that solves the
problem exactly by exploiting the null duality gap but whose
implementation necessarily requires explicit and accurate system
models. As an alternative we present the Primal-Dual Deep
Learning algorithm, which parametrizes the resource allocation
policy with Deep Neural Networks (DNNs) and optimizes via
a primal-dual method. The parametrized resource allocation
problem incurs only a small loss of optimality due to the
strong representational power of DNNs, and can be moreover
implemented in an unsupervised manner without knowledge
of system models. Numerical experiments are performed to
exhibit superior performance of proposed algorithms compared
to baseline methods in a variety of resource allocation problems
in FSO networks, including both continuous power allocation
and binary relay selection.
Index Terms—Free space optical networks, deep learning,
power adaptation, relay selection
I. INTRODUCTION
Free Space Optical (FSO) communication has attracted no-
ticeable attention in both academia and industry due to its high
capacity, low cost, strong security and flexible construction
[2]–[4]. FSO communication transmits signals with optical
carriers through the atmosphere and has found wide appli-
cations in satellite communications [5], last-mile access [6],
fiber backup [7] and fronthaul or backhaul for wireless cellular
networks [8]. Despite this potential, FSO communication is
susceptible to channel characteristics, i.e., its performance can
be seriously degraded by factors such as weather conditions,
atmospheric turbulence and background radiation [9]. Dif-
ferent models have been proposed to characterize the FSO
channel, based on which a number of techniques are developed
to mitigate channel effects [10]–[16]. Cooperative transmission
has recently been introduced as one of such techniques in
FSO networks, which improves the system performance by
The work in this paper was supported by ARL DCIST CRA W911NF-
17-2-0181, NSF HDR TRIPODS 1934960, and the Intel Science and
Technology Center in Wireless Autonomous Systems. Preliminary results
appear in GLOBECOM 2019 conference [1]. ?Department of Electrical
and Systems Engineering, University of Pennsylvania, Philadelphia, PA
(Email: {gaozhan,aribeiro}@seas.upenn.edu). †Intel Corporation, Hillsboro,
OR (Email: mark.eisen@intel.com).
This work has been submitted to the IEEE for possible publication.
Copyright may be transferred without notice, after which this version may
no longer be accessible.
leveraging optimal resource allocation [17]–[19]. Cooperative
transmission allocates resources adaptively based on the chan-
nel state information (CSI) in order to optimize the system
performance. Common examples of FSO resource allocation
problems include power adaptation and relay selection.
Power adaptation has emerged as a popular cooperative
transmission technique to mitigate channel fading effects. With
total power and peak power constraints, adaptive powers are
assigned to orthogonal wavelength channels to achieve the op-
timal channel capacity [20]–[22]. Relay-assisted communica-
tion, on the other hand, employs multiple relay nodes between
the transmitter and the receiver to create a virtual multiple-
aperture system [23]–[25]. It utilizes advantages of multiple-
input multiple-output (MIMO) systems by building multiple
independent FSO channels and facilitates communication by
avoiding obstacle blocking in the line-of-sight link between
the transmitter and the receiver. Parallel and serial (multihop)
relaying configurations are proposed with amplify-and-forward
and decode-and-forward relaying strategies. However, it is not
practical to activate all available relays that requires perfect
transmission synchronization. To address this issue, different
relay selection algorithms are developed that only activate a
single relay at each hop based on the CSI while achieving
good performance [26], [27].
Joint power adaptation and relay selection algorithms have
been further developed to maximize the network throughout
and minimize the outage probability in FSO networks [28],
[29]. However, the aforementioned works apply approxima-
tion approaches to simplify optimization problems resulting
in inexact solutions and are usually of high computational
complexity. Furthermore, these solutions depend on system
models (e.g., capacity functions and channel distributions)
which may be inaccurate in practice.
These challenges and shortcomings of existing FSO re-
source allocation methods make the application of machine
learning methods appealing, due to their low complexity
and potential for model-free implementations. Deep Neural
Networks (DNNs) have been developed as predominant tools
to analyze data for target information and have achieved re-
sounding successes in many communication, signal processing
and control problems [30]–[32]. In particular, DNNs have
been applied for resource allocation problems in wireless
radio frequency (RF) domain in both supervised [33] and
unsupervised manners [34], [35]. While to the best of our
knowledge, such approaches have not yet been explored in
FSO systems.
In this paper we study the general resource allocation
problem in FSO communication networks. We first formulate
ar
X
iv
:2
00
7.
13
70
9v
1 
 [e
es
s.S
P]
  2
7 J
ul 
20
20
2the resource allocation problem as the constrained stochastic
optimization problem in which we seek an optimal resource
allocation policy that adapts to the fading state of the network
(Section II). As examples, we in particular consider problems
of power adaptation in Radio over FSO systems (Section II-A),
relay selection in relay-assisted FSO networks (Section II-B),
and joint power and relay allocation in FSO fronthaul networks
(Section II-C). Resource allocation problems of this form are
typically challenging due to non-convex objectives, infitnite
dimensionality of the resource allocation policy, existence of
constraints, and lack of model knowledge.
We address each of these issues through the use of La-
grangian duality and model-free learning. We first propose
the Stochastic Dual Gradient (SDG) algorithm that solves
the problem exactly by utilizing the idea of strong duality
in [36] (Section III). Strong duality permits us to operate
in the dual domain, which is convex, unconstrained, and
finite dimensional. Despite the theoretical advantages, this
algorithm is limited in practice as it is dependent upon system
models and requires expensive computations to implement.
As a model-free and low complexity alternative, we leverage
machine learning techniques to develop the Primal-Dual Deep
Learning (PDDL) algorithm (Section IV). In particular, DNNs
are employed to parameterize the resource allocation policy,
which are trained with an unsupervised primal-dual method
to solve the constrained learning problem. A model-free im-
plementation is obtained by using the policy gradient method,
which is particularly useful when FSO system and channel
models are inaccurate or unknown. Numerical experiments
are performed in four applications, involving both power
adaptation and relay selection, to illustrate the benefits of the
proposed algorithms against baseline methods (Section V).
II. PROBLEM FORMULATION
Consider a general free space optical (FSO) communication
system under some form of resource constraints. By adaptively
allocating resources using a policy that responds to instanta-
neous fading effects of the atmospheric channel, we can miti-
gate these fading effects and optimize the system performance.
Denote by h ∈ Rm the collected channel state information
(CSI) of the FSO system and r(h) ∈ Rn a policy that
determines the allocated resources based on the observed h.
The objective function f(h, r(h)) measures the system perfor-
mance that is instantiated on h and r(h). Furthermore, a total
of S constraints are imposed either on the resources r(h) or on
the objective function f(h, r(h)), each of which represented
by a constraint function cs(r(h), f(h, r(h))) for all s =
1, . . . , S. The atmospheric channel is typically considered as
a fading process with channel coherence time on the order
of milliseconds, such that we shall assume h is drawn from
an ergodic and i.i.d block fading process. In this case, the
instantaneous system performance tends to vary fast and the
long term average performance Eh[f(h, r(h))] is the more
meaningful metric to consider when designing an optimal
resource allocation policy. We similarly consider constraints
to be satisfied in expectation as well.
Our goal is then to maximize the expected performance
Eh[f(h, r(h))] under given resource constraints. In particular,
Figure 1. DWDM Radio on Free Space Optics system. The RoFSO
transmits multiple RF signals with optical wavelength channels (lines
in different colors) simultaneously through atmosphere.
we seek to compute the instantaneous allocated resources
r(h) based on the instantaneous CSI h, that satisfy required
constraints and optimize the system performance. By intro-
ducing R as the action space of allocated resources r(h), we
formulate the optimal resource allocation with the following
stochastic optimization problem
P := max
r(h)
Eh [f(h, r(h))] , (1)
s. t. Eh
[
cs
(
r(h), f(h, r(h))
)]≤0 for all s=1,..., S,
r(h) ∈ R.
We stress in (1) that the objective function f(h, r(h)), the
constraint functions cs
(
r(h), f(h, r(h))
)
and the set R are
not necessarily convex or non-convex depending on specific
situations. In fact, in most practical cases, they are indeed non-
convex given the complexity of FSO systems. In general, the
objective function is typically complicated and the allocated
resources can be both continuous and discrete, such that
solving the resource allocation problem (1) can be difficult.
There are mainly four challenges in our concern:
(i) The objective function f(h, r(h)) can be extremely
complicated in FSO systems, yielding non-convex op-
timization problems—see the example in Sections II-A
and II-B.
(ii) The imposed constraints cs
(
r(h), f(h, r(h))
)
are dif-
ficult to address, resulting in failures of conventional
optimization algorithms—see the example in Section
II-C.
(iii) The variable to be optimized r(h) is a function of the
channel state information h and consequently infinite
dimensional.
(iv) FSO systems are sophisticated due to the complexity
of optical equipments. Mathematical models f(h, r(h))
built for these systems may not be accurate such that
model-based algorithms suffer from performance degra-
dations.
In what follows, we first propose a model-based algorithm
that solves the problem (1) exactly without any approximation
(Section III). We proceed to develop a model-free algorithm
via Deep Neural Networks (DNNs) that solves (1) with system
observations only, where system models are not required
(Section IV). Before proceeding, however, we illustrate in the
following subsections how general problem framework in (1)
3represents a variety of optimal resource allocation problems
in FSO networks.
A. Power Adaptation
We first consider the problem of allocating transmit powers
in a Radio on Free Space Optics (RoFSO) system. As a univer-
sal platform for heterogeneous wireless services, it transmits
RF signals through FSO links in optical networks [37]. The
developed Dense Wavelength Division Multiplexing (DWDM)
RoFSO system enables simultaneous transmissions of multiple
RF signals with WDM technique to increase the transmission
capacity. In particular, multimedia RF signals are accessed into
the RoFSO system and placed on multiple optical wavelength
carriers with optoelectronic devices, and then transmitted into
free space. At the receiver, optical signals are received through
FSO channels, and transferred back to RF signals for users—
See Fig. 1 for system details.
The adaptive transmission is considered when allocating
powers to wavelength channels in the RoFSO. Based on the
CSI, different powers are assigned to different wavelengths
to maximize the total channel capacity. Assume there are
N optical wavelength carriers with non-overlapping space
between each other. The CSI is represented by the vector
h = [h1, . . . , hN ]
> ∈ RN , where hi is the CSI of i-th
wavelength channel. The allocated power to signal transmitted
on i-th wavelength is based upon the observed CSI h via a
power allocation policy pi(h). Given the collection of power
allocations r(h) = [p1(h), . . . , pN (h)]> ∈ RN and the CSI h,
the channel capacity Ci(h, r(h)) achieved on i-th wavelength
is [20]
Ci(h, r(h)) = Ci(hi, pi(h)) (2)
= log
(
1+
1
2 (OMI ·mprpi(h)hi)2
RIN · (rpi(h)hi)2 + 2em2+Fp rpi(h)hi+ 4KTRf
)
with OMI the optical modulation index, RIN the relative
intensity noise, mp the photodiode gain, r the photodiode
responsivity, e the electric charge, F the excess noise factor,
K the Boltzmann’s constant, T the temperature and Rf
the photodiode resistance. Since different wireless services
accessed into the RoFSO have different priorities, we consider
the weight vector ω=[ω1, . . . , ωN ]> ∈ RN to represent such
priorities. The objective function is then the weighted sum of
channel capacities over N wavelengths
Eh [f(h, r(h))] =
N∑
i=1
ωiEh [Ci(h, r(h))] . (3)
The RoFSO system is further constrained by a total average
power limitation Pt at the base station, i.e.
Eh [c(r(h))] = Eh
[
N∑
i=1
pi(h)
]
− Pt. (4)
Finally, we impose a peak power limitation of Ps for each
carrier to ensure eye safety, i.e. R = [0, Ps]N .
Figure 2. Relay-assisted FSO network. The transmitter communicates
with the receiver through multiple selected relays (red nodes).
B. Relay selection
We also consider the relay-assisted FSO network, in which
each transmitter communicates with the receiver through
intermediate hops. In particular, assume there are N hops
where each hop consists of M parallel relays. The transmitter
sends the optical signal to a selected relay at 1-st hop.
The latter amplifies the received signal and then transmits
it to a selected relay at 2-nd hop. The process performs
successfully through N hops until the optical signal arrives at
the receiver—See Fig. 2 for system details. Based on the CSI,
different relays are selected at different hops to maximize the
channel capacity. We denote by h ∈ R(M×N+2)×M the CSI
between the transmitter, relays and the receiver, and the matrix
r(h) = [α1(h), . . . ,αN (h)]
> ∈ {0, 1}N×M the selected re-
lays, where each αi(h) = [αi1(h), . . . , αiM (h)]> ∈ {0, 1}M
is a M -dimensional vector with αij(h) = 1 if j-th relay is
selected at i-th hop and αij(h) = 0 otherwise. The relay-
assisted channel capacity is [28]
Cj1...jN (h)
=
TfB

log
1+( N∏
i=0
(
1 +
1
Phjiji+1
Rg
e∆f
)
− 1
)−1 (5)
which assumes that ji-th relay is selected at i-th hop and
hjiji+1 is the CSI between ji-th relay at i-th hop and ji+1-th
relay at (i + 1)-th hop, where j0 = jN+1 = 1 represent the
transmitter and the receiver. Here, Tf is the frame duration, B
the bandwidth, P the transmission power, R the photodetector
sensitivity, g the path loss factor, e the electric charge and ∆f
the noise equivalent bandwidth. In addition,  = 1 represents
the full-duplex relay and  = 2 the half-duplex relay. The
objective function is then given by
Eh[f(h,r(h))]=Eh
 M∑
jN=1
· · ·
M∑
j1=1
(
N∏
i=1
αiji(h)
)
Cj1...jN (h)
. (6)
There are N constraints on the selected relays r(h). That is
only one relay can be selected at each hop, i.e., we have
R=
{0, 1}N×M |
M∑
j=1
αij(h) ≤ 1, for all i=1, ..., N
 . (7)
Observe that in this example there is no additional stochastic
constraint.
4Figure 3. Fronthaul FSO network. RRHs transmit signals with
orthogonal optical carriers to their selected ANs through atmosphere,
and ANs forward received signals to the BBU. Each link (blue line)
between the RRH and the AN contains L orthogonal carrier links.
C. Joint power and relay allocation
The relay selection problem in the previous example can be
more complex when considering the joint power adaptation
and relay selection, as can be seen in the FSO fronthaul
network. As one of cloud radio access network (C-RAN)
architectures, it provides high rates, low latency and flexible
constructions for 5G wireless networks. In particular, the
system consists of remote radio heads (RRHs), aggregation
nodes (ANs) and the baseband unit (BBU). The RRHs transmit
optical signals with orthogonal optical carriers through free
space to the selected ANs. The latter collect received signals
and then forward the aggregated signal to the BBU through
high speed optical fiber—See Fig. 3 for system details. Based
on the CSI, different ANs are selected at different RRHs and
different powers are assigned to different optical carriers at
each RRH. Assume there are L optical carriers, N RRHs, M
ANs and one BBU. The CSI is represented by h = {hij}ij
for all i = 1, . . . , N and j = 1, . . . ,M , where each vector
hij = [h
1
ij , . . . , h
L
ij ]
> ∈ RL is the CSI of L optical carriers be-
tween i-th RRHs and j-th AN. The allocated resources r(h) =
{pij(h), αij(h)}ij contain assigned powers and selected ANs.
Specifically, pij(h) = [p1ij(h), . . . , p
L
ij(h)]
> ∈ RL are powers
assigned to L optical carriers in the link between i-th RRH
and j-th AN, and αij(h) ∈ {0, 1} is the indicator being one
if j-th AN is selected at i-th RRH and zero otherwise. The
channel capacity between i-th RRH and j-th AN is [29]
Cij(h, r(h)) =
L∑
`=1
ω`
TfB

log
(
1 + p`ij(h)h
`
ij
Rg
e∆f
)
. (8)
with ω = [ω1, . . . , ωL]> ∈ RL the priorities of optical carriers,
Tf the frame duration, B the bandwidth, R the photodetector
sensitivity, g the path loss factor, e the electric charge and ∆f
the noise equivalent bandwidth. The objective function is then
the sum of channel capacities over N RRHs
Eh [f(h, r(h))] = Eh
 N∑
i=1
M∑
j=1
αij(h)Cij(h, r(h))
 . (9)
There are 2N constraints for the allocated powers, N con-
straints for the selected ANs and additional M constraints for
the aggregated data at ANs: (i) the total power limitation Pt
and the peak power limitation Ps at each RRH as the example
in Section II-A; (ii) only one AN can be selected at each RRH
as the example in Section II-B; (iii) the aggregated data traffic
shall not exceed the maximal capacity Ct of optical fiber at
each AN to avoid the data congestion. Therefore, we have
Eh
[
L∑
`=1
p`ij(h)
]
−Pt ≤0, for all i=1,...,N, j=1,...,M, (10a)
Eh
[
N∑
i=1
Cij(h, r(h))
]
− Ct ≤0, for all j=1, . . . ,M, (10b)
R=
[0,Ps]N×M×L×{0,1}N×M |
M∑
j=1
αij(h)≤1, for all i=1,...,N
.
(10c)
III. STOCHASTIC DUAL GRADIENT ALGORITHM
In this section, we first address three primary challenges
(i)-(iii) outlined in Section II by working in the dual domain.
In particular, by establishing a null duality gap result for (1),
we present the Stochastic Dual Gradient (SDG) algorithm that
can find exact solutions despite the non-convexity, constraints,
and infinite dimensionality. For the purposes of developing the
SDG algorithm, we initially ignore challenge (iv) and assume
that models established for FSO systems are accurate—e.g., in
the RoFSO system we assume the channel capacity function
Ci(h, r(h)) in (2) characterizes the RoFSO system accurately.
With a set of convex or non-convex constraints, it is natural
to consider working in the dual domain. By introducing the
dual variables λ = [λ1, . . . , λS ]> ∈ RS+ that corresponds to S
constraints, the Lagrangian of problem (1) is given by
L(r(h),λ)=Eh[f(h,r(h))]−
S∑
s=1
λsEh[cs(r(h), f(h,r(h)))].
(11)
Each constraint in (1) shows as a penalty in (11), where the
violation is penalized up to a dual variable. We define the dual
function as the maximum of Lagrangian
D(λ) = max
r(h)∈R
L(r(h),λ). (12)
The problem (12) is unconstrained such that conventional
optimization algorithms can be used. With dual variables
involved, it has been proved that D(λ) ≥ P holds for any λ.
This result motivates the development of dual problem, that is
to find λ∗ minimizing the dual function
D = min
λ≥0
D(λ) = min
λ≥0
max
r(h)∈R
L(r(h),λ). (13)
The optimal solution D for (13) can be viewed as the best
approximation of P when handling constraints as penalties.
However, it is still unclear how much the difference between
D and P is and further how to develop an algorithm to solve the
alternative min-max problem (13). We consider these issues in
following subsections.
5A. Null Duality Gap
For the ideal scenario, one would expect the difference
D−P, referred as the duality gap, to be zero. As such, we can
solve the general resource allocation problem (1) by solving
its associated dual problem (13) without loss of optimality.
It is well-known that the null duality gap holds for convex
optimization problems. However, the problem (1) in our case
is rarely convex due to complicated objective functions and
constraints as observed from Sections II-A, II-B and II-C.
Solving it in the dual domain then seems to be impossible
in principle. Nevertheless, we note the key reason that makes
the dual method impractical is not the non-convex property but
the existence of duality gap indeed, which leads to the loss
of optimality if using the dual method. Put simply, as long as
we can show that the problem does have null duality gap, it
is feasible to be solved in the dual domain.
Observe that the objective function and constraints in (1)
are considered in expectation. Motivated by this observation,
we give the following theorem to show its null duality gap.
Theorem 1. [36, Theorem 1] Let P and D be optimal
solutions of the primal problem (1) and its associated dual
problem (13). Assume that there exists a feasible point r0 sat-
isfying all constraints with strict inequality, and the probability
distribution of CSI h contains no point of positive probability.
Then we have the null duality gap, i.e., it holds that
P = D. (14)
Our formulated problem satisfies all conditions required in
Theorem 1. As such, we obtain the null duality gap D− P =
0 even if it is a non-convex optimization problem. We can
then focus on the alternative unconstrained problem (13), and
develop the dual methodology to solve (1) by solving (13)
without any relaxation or approximation.
B. Stochastic Dual Gradient Algorithm
We propose the SDG algorithm based on the above analysis,
which iteratively searches for the optimal dual variable λ∗,
starting from an initial iterate λ0, to derive the corresponding
optimal allocated resource policy r∗(h). In particular, the SDG
consists of two main steps over an iteration index k. The
primal step updates the primal variables r(h) given the current
iterate λk, while the dual step updates the dual variables λ
given the updated rk+1(h). Details are formally introduced
below.
(1) Primal step. At k-th iteration given the dual variables λk
and the CSI h, we update the primal variables by maximizing
the Lagrangian as
rk+1(h) = argmax
r(h)∈R
L(r(h),λk) (15)
= argmax
r(h)∈R
Eh
[
f(h, r(h))
]− S∑
s=1
λksEh
[
cs
(
r(h), f(h, r(h))
)]
.
= argmax
r(h)∈R
f(h, r(h))−
S∑
s=1
λkscs (r(h), f(h, r(h))) .
Algorithm 1 Stochastic Dual Gradient Algorithm
1: Input: The objective function f(h, r(h)), the constraints
{cs
(
r(h), f(h, r(h))
)}Ss=1, the CSI h and the initial dual
variables λ0
2: for k = 0, 1, 2, . . . do {main loop}
3: Update the primal variables
4: rk+1(h) = argmaxr(h)∈R f(h, r(h)) −∑S
s=1 λ
k
scs(r(h), f(h, r(h)))
5: Update the dual variables
6: for s = 1, . . . , S do {main loop}
7: λk+1s =
[
λks − ηkcs
(
rk+1(h), f(h, rk+1(h))
)]
+
8: end for
9: end for
where the last equality is because the expectation is auto-
matically maximized if it is maximized at each sample h.
In practice, (15) can usually be simplified based on specific
system models. For example, in the RoFSO system, both
the objective function and constraints separate the use of
components p1(h), . . . , pN (h) in r(h) and h1, . . . , hN in h
with no coupling between them. Thus, (15) can be simplified
to N scalar sub-problems that update each component pi(h)
separately as
pk+1i (h) = argmax
pi(h)∈[0,PS ]
ωiCi(hi, pi(h))− pi(h). (16)
for all i = 1, . . . , N .
(2) Dual step. Given the updated rk+1(h) from step (1), we
perform the dual gradient descent to update the dual variables
λk
λk+1s =
[
λks − ηk∇λsL(rk+1(h),λk)
]
+
=
[
λks − ηkcs
(
rk+1(h), f(h, rk+1(h))
)]
+
(17)
for all s = 1, . . . , S, where ηk is the dual step-size at iteration
k and [·]+ = max(·, 0) is due to the non-negativity of dual
variables λ.
By repeating these two steps recursively, λk converges to
the optimal values λ∗ as k increases [38]. Due to the null
duality gap result in (14), the optimal solution r∗(h) can be
obtained from λ∗ as
r∗(h)=argmax
r(h)∈R
f(h, r(h))−
S∑
s=1
λ∗scs
(
r(h),f(h, r(h))
)
. (18)
Algorithm 1 summarizes the SDG algorithm.
With accurate system models, the SDG algorithm solves the
problem (1) perfectly in theory. However, in practice, there
exists several problems that make the implementation of the
SDG often infeasible. For one thing, observe that, in the primal
step of the SDG, there is no closed-form solution of (15) to
compute optimal rk+1(h). Similarly, even after the algorithm
converges, real time execution of r∗(h) in (15) needs to
numerically solve a non-convex optimization problem. As
such, it may require significant computational complexity.
6Apart from the complexity, we recall the difficulty of
obtaining accurate system models in FSO systems as stated in
challenge (iv) in Section II. Observe that the SDG algorithm
heavily depends on exact system models, that is we need
accurate knowledge of objective functions f(h, r(h)) and
constraints cs
(
r(h),f(h, r(h))
)
to perform this algorithm,
which may not be available in practice. This inspires the
development of a model-free and low-complexity learning-
based algorithm to solve the resource allocation problem, as
we introduce in the following section.
IV. PRIMAL-DUAL DEEP LEARNING ALGORITHM
To handle above limitations of the SDG algorithm, we
develop the model-free Primal-Dual Deep Learning (PDDL)
algorithm. Its implementation requires only observed channel
capacities and CSI values with no need of system models. We
begin by noticing the optimization problem (1) shares the same
structure as the statistical learning problem. This inspires us to
introduce a parametrization θ ∈ Rq to represent the resource
allocation policy r(h) by
r(h) = Φ(h,θ). (19)
By substituting (19) into (1), the problem becomes
Pθ := max
θ
Eh [f(h,Φ(h,θ))] , (20)
s. t. Eh
[
cs
(
Φ(h,θ),f(h,Φ(h,θ))
)]≤0 for all s=1,...,S,
θ ∈ Θ.
where Θ is the set satisfying Φ(h,θ) ∈ R. The goal is then
to learn the optimal function Φ∗(h,θ∗) by finding the optimal
parameter vector θ∗ that maximizes the objective function
while satisfying prescribed constraints.
A. Near-universal Parametrization
The parametrization in (20) inevitably introduces a loss of
optimality since resource allocation functions are restricted to
those adhered to the form of r(h) = Φ(h,θ). For example,
with a linear parametrization Φ(h,θ) = θ>h, it is impossible
to represent any nonlinear resource allocation policy. A good
choice of Φ(h,θ) should provide an accurate approximation
for almost all functions in R by changing parameters θ, and
thus can model the space of allowable resource allocations
to guarantee the learning performance. To quantify such
function representation ability, we define the near-universal
parametrization as follows.
Definition 1 (Near-universal parametrization). For any  ≥ 0,
the parametrization Φ(h,θ) is -universal if for any r(h) ∈
R, there exists a set of parameters θ ∈ Θ such that
Eh [‖r(h)−Φ(h,θ)‖∞] ≤ . (21)
The universal property has been found in a number of
machine learning architectures, e.g., Radial Basis Function
Networks (RBFNs) [39], Reproducing Kernel Hilbert Spaces
(RKHSs) [40] and Deep Neural Networks (DNNs) [41].
DNNs in particular are well-suited candidates that exhibit
the universal function approximation ability and have been
h1
h2
h3
x1L
x2L
x3L
x4L
Figure 4. Deep neural network architecture with 2 hidden layers. The
channel state information h is fed into the input units (green nodes),
processed by hidden units (blue nodes) and output in the last-layer
units (red nodes).
applied successfully in various practical problems. DNNs are
the layered architectures that consist of linear operations and
pointwise nonlinearities, also referred as activation functions.
In particular, consider a DNN with L layers. At each layer `,
we have the input feature x`−1 ∈ Rn`−1 with n`−1 the number
of hidden units at layer (`−1). This feature is processed by
the linear operation Π` ∈ Rn`×n`−1 to obtain the higher-level
feature u` ∈ Rn` . The latter is passed through a pointwise
nonlinearity σ(·) : R→ R to generate the output feature
xl = σ
(
Π`x`−1
)
. (22)
The output at layer ` is then taken as the input at layer (`+1).
The process repeats recursively until the final layer L—See
Fig. 4 for architecture details. With respect to our case, the in-
put of the DNN is the instantaneous CSI x0 = h and the output
is xL = Φ(h,θ). The parametrization θ ∈ Rq are the weights
of linear operations Π1, . . . ,ΠL, where q =
∑L−1
`=0 n`n`+1
is determined by feature dimensions n0, . . . , nL. Common
examples for the nonlinearity can be the absolute value, the
ReLU function, the sigmoid function, etc.
We follow to verify the near-universal property of DNNs.
Indeed, DNNs can parametrize arbitrary functions precisely
with the increase of the number of layers L and the layer
sizes n` for ` = 1, . . . , L. We formally state this property in
the following theorem regarding the universality of DNNs .
Theorem 2. [41, Theorem 2.2] Let m(h) be the distribution
of the channel state information h and R the considered set
of measurable functions. For a DNN with arbitrarily large
number of layers and arbitrarily large layer sizes, it is dense
in probability in R, i.e., for any function r(h) ∈ R and  > 0,
there exists L, {n1, . . . , nL} and θ ∈ Rq such that
m
({h : ‖Φ(h,θ)− r(h)‖∞ > }) < . (23)
Theorem 2 establishes that functions in the considered set
can be approximated by the DNN parametrization with arbi-
trarily small accuracy , validating its near-universal property.
Therefore, the parametrization loss P−Pθ can be sufficiently
small by learning with the DNN parametrization.
70 50 100 150 200 250 300
28
30
32
34
36
38
SDG algorithm
PDDL algorithm
Baseline policy
(a)
0 5000 10000 15000 20000 25000 30000
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
SDG algorithm
PDDL algorithm
(b)
0 50 100 150 200 250 300
3
4
5
6
7
8
SDG algorithm
PDDL algorithm
(c)
Figure 5. Performance of the SDG algorithm, the PDDL algorithm and the baseline policy for power adaptation in the 10 wavelength
multiplexing RoFSO system. (a) The objective value. (b) The constraint value. (c) The dual variable value.
B. Primal-Dual Learning
We proceed to develop an analogous dual-domain method
to find the optimal policy parameter θ∗. As in the unparam-
eterized problem, we begin by formulating the Lagrangian of
(20) as
L(θ,λ) (24)
=Eh[f(h,Φ(h,θ))]−
S∑
s=1
λsEh
[
cs
(
Φ(h,θ), f(h,Φ(h,θ))
)]
.
The corresponding dual problem is subsequently defined as
Dθ = min
λ≥0
Dθ(λ) = min
λ≥0
max
θ∈Θ
L(θ,λ). (25)
For the above min-max problem with the parametrization θ,
the duality gap Pθ − Dθ grows in inverse proportion to the
function approximation ability [35]. Since the DNN is near-
universal as shown in Theorem 2, the duality gap is sufficiently
close to null such that we can solve (25) with little loss of
optimality.
We then develop the Primal-Dual Deep Learning (PDDL)
algorithm for (25), which updates the primal variables θ and
the dual variables λ simultaneously at each iteration with
gradient descents. Specifically, we follow two steps at each
iteration k:
(1) Primal step. Given the dual variables λk and the CSI
h, we update the primal variables θ as
θk+1 = θk + δk∇θL(θk, λk) (26)
=θk+δk∇θEh
[
f(h,Φ(h,θ))−
S∑
s=1
λscs
(
Φ(h,θ),f(h,Φ(h,θ))
)]
where δk is the primal step-size at iteration k, and the last
equation is due to the linearity of the expectation.
(2) Dual step. Given the updated θk+1 from step (1), the
dual variables λ is updated similarly
λk+1s =
[
λks − ηkEh
[
cs
(
Φ(h,θk+1), f(h,Φ(h,θk+1))
)]]
+
(27)
for all s = 1,..., S, where ηk is the dual step-size.
The PDDL algorithm learns the optimal primal and dual
variables θ∗ and λ∗ by recursively repeating primal and dual
steps. Observe that the primal-dual algorithm used in the pa-
rameterized problem features a closed form update in (26), in
Algorithm 2 Primal-Dual Deep Learning Algorithm
1: Input: Initial primal and dual variables θ0,λ0
2: for k = 0, 1, 2, . . . do {main loop}
3: Draw CSI samples {hτ}Tτ=1 of batch-size T , and
get their corresponding {rτ}Tτ=1 according to DNN
outputs {Φ(hτ ,θk)}Tτ=1 and policy distributions
{pihτ ,θk(r)}Tτ=1
4: Obtain observations of objective function
{f(rτ ,hτ )}Tτ=1 at current samples {hτ}Tτ=1
5: Compute the policy gradient ∇˜θL(θk,λk) by (30)
6: Update the primal variables by (26)
θk+1 = θk + δk∇˜θL(θk,λk)
7: Update the dual variables by (27)
λk+1 =
[
λk − ηk∇λL(θk+1,λk)
]
+
8: end for
contrast to the computationally expensive inner maximization
required in (15) at each step of the SDG algorithm used in the
unparameterized problem. Even still, direct evaluation of the
primal update in (26) requires the knowledge of system models
to evaluate the expected values and gradients, generally not
available in practice. However, unlike the SDG algorithm, the
PPDL algorithm is capable of leveraging the so-called policy
gradient method to develop a completely model-free algorithm
as detailed in the next subsection.
C. Model-Free Policy Gradient
Policy gradient has been developed as a practical gradient
estimation method in reinforcement learning. It exploits a
likelihood ratio property to compute the gradient for policy
functions taking the form of Eh[f(Φ(h,θ),h)], where f(·) is
unknown. Put simply, it provides a stochastic and model-free
approximation for ∇θEh[f(Φ(h,θ),h)] [42].
In particular, we consider the policy function Φ(h,θ) as
stochastic realizations drawn from a distribution with the delta
density function pih,θ(r) = δ(r − Φ(h,θ)). We can then
rewrite the Jacobian of the policy function as
∇θEh[f(h,Φ(h,θ))] = Eh,r[f(h, r)∇θ log pih,θ(r)], (28)
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Figure 6. Performance of the SDG algorithm, the PDDL algorithm and the baseline policy for power adaptation in different RoFSO system
configurations. (a) The objective value for 20 wavelength multiplexing with power limitations Pt = 3W,Ps = 0.3W . (b) The constraint value
for 20 wavelength multiplexing with power limitations Pt = 3W,Ps = 0.3W . (c) The objective value for 10 wavelength multiplexing with
power limitations Pt = 3W,Ps = 0.6W . (d) The constraint value for 10 wavelength multiplexing with power limitations Pt = 3W,Ps =
0.6W .
where r is a random realization drawn from the dis-
tribution pih,θ(r). We now translate the computation of
∇θEh[f(h,Φ(h,θ))] to a function evaluation f(h, r) multi-
plied with the gradient of the density function ∇θ log pih,θ(r).
However, computing ∇θ log pih,θ(r) for a delta density func-
tion still requires the knowledge of f(·) and m(h). We further
address this issue by approximating the delta function with
a known density function centered around Φ(h,θ), such as
Gaussian distribution, Binomial distribution, etc. Then we can
estimate the gradient of policy function ∇θEh[f(h,Φ(h,θ))]
by using (28) without the information of f(·). In addition, we
observe T samples of the CSI and take the average to estimate
the expectation Eh[·]
∇˜θEh[f(h,Φ(h,θ))]= 1T
T∑
τ=1
f(hτ ,rτ)∇θ log pihτ ,θ(rτ ) (29)
where hτ is a sampled CSI and rτ is a realization drawn from
the policy distribution pihτ ,θ(r). With the use of (29), we can
compute the gradient of policy function in (26) as
∇˜θL(θ, λ) (30)
= ∇˜θEh
[
f(h,Φ(h,θ))−
S∑
s=1
λscs
(
Φ(h,θ), f(h,Φ(h,θ))
)]
=
1
T
T∑
τ=1
{[
f(hτ ,rτ )−
S∑
s=1
λscs
(
rτ ,f(hτ ,rτ )
]
∇θlog pihτ ,θ(rτ )
}
such that the primal step can be performed in a model-free
manner as well as the dual step.
Overall, the PDDL algorithm learns the optimal resource
allocation by updating the primal and dual variables without
requiring any explicit knowledge of objective functions or
CSI distributions, but only their observations. By replacing
∇θL(θk, λk) with ∇˜θL(θk, λk) in (26), the PDDL algorithm
is summarized in Algorithm 2.
V. NUMERICAL EXPERIMENTS
In this section, we test the Stochastic Dual Gradient and
Primal-Dual Deep Learning algorithms in a number of re-
source allocation applications in FSO networks to corrobo-
rate theory. We consider the average power allocation and/or
random relay selection as the baseline policy for performance
comparison. For our simulations, the channel state information
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Figure 7. The optimality gap between the SDG algorithm and the
PDDL algorithm under different numbers of wavelength channels.
is modelled as the well-known log-normal distribution, which
is commonly used under weak-to-moderate turbulence. With-
out loss of generality, other distributions (e.g., Gamma-Gamma
distribution) are also applicable based on practical turbulence
conditions. To implement the algorithms, we consider a batch-
size of 64 samples. The ADAM optimizer is used for the
primal update and the exponentially decaying step-size is used
for the dual update. Furthermore, we address the feasibility
condition r(h) ∈ R or θ ∈ Θ in the PDDL algorithm
by selecting suitable policy distributions pih,θ, as detailed in
specific applications.
A. Power Adaptation
We first consider the power adaptation in WDM RoFSO
systems—see the example in Section II-A for details [20].
The goal is to allocate powers to orthogonal optical carriers
that maximizes the weighted sum-capacity. In particular, the
RoFSO transmits multiple signals simultaneously in different
wavelength channels and we wish to allocate powers on
these channels within total and peak power constraints. The
optimization problem can be formulated as
P := max
r(h)
N∑
i=1
ωiEh [Ci(h, r(h))] , (31)
s. t. Eh
[
N∑
i=1
pi(h)
]
− Pt ≤ 0, R= [0, Ps]N
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Figure 8. Performance of the SG algorithm, the PDL algorithm and the baseline policy for relay selection in the relay-assisted FSO network.
(a) The objective value for 2-hop FSO network with 5 parallel relays per hop. (b) The objective value for 2-hop FSO network with 10
parallel relays per hop. (c) The objective value for 3-hop FSO network with 5 parallel relays per hop.
with Ci(h, r(h)) the capacity of i-th wavelength channel [cf.
(2)], r(h) = [p1(h), . . . , pN (h)]> the allocated powers, Pt
the total power limitation and Ps the peak power limitation.
The problem is challenging due to the complicated objective
function and constraints.
In this problem, we consider the policy distribution pih,θ
in the PDDL algorithm as a truncated Gaussian distribution
to satisfy the feasibility condition r(h) ∈ R = [0, Ps]N , i.e.,
the truncated Gaussian distribution has fixed support on the
interval [0, Ps]. The output of the DNN Φ(h,θ) ∈ R2N is
a set of N means and standard deviations that specify N
truncated Gaussian distributions. Since there is no coupling
or interference between wavelength channels, we construct
N independent DNNs serving for N channels. The input of
each DNN is the CSI on its associated channel. Each DNN is
built with two hidden layers, each of which contains 20 and
10 units respectively. The nonlinearity is the ReLU function
σ(·) = [·]+.
Fig. 5 shows results of a relatively simple experiment
with N = 10 wavelength channels. Priority weights ω =
[ω1, . . . , ωN ]
> are drawn randomly from 0 to 1 and parameters
are set as: Pt = 1.5W ; Ps = 0.3W ; mp = 5; OMI = 15%;
r = 0.75; RIN = −140dB/Hz; T = 300K; transmitter
aperture diameter Dtx = 0.015m; receiver aperture diameter
Drx = 0.05m and d = 1000m. From Fig. 5a, we see
that both the SDG and the PDDL converge as the iteration
increases, and outperform the baseline policy. The SDG solves
the problem exactly and thus exhibits the best performance.
The objective value achieved by the PDDL converges closely
to that of the SDG, indicating its near perfect performance.
Fig. 5b shows that the constraint value converges to zero
with the increase of iteration. This implies the feasibility of
solutions obtained by our algorithms. In Fig. 5c, we observe
the dual variable learned by the PDDL also converges closely
to that of the SDG, where the difference reveals the reason
of optimality loss. Finally, we remark that the SDG is model-
based that requires the knowledge of RoFSO system models,
while the PDDL is completely model-free that is particularly
useful when these models are unknown, inaccurate, or too
complicated to address. Furthermore, the SDG numerically
solves a local maximization problem (16) at each primal
update, that is computationally more expensive.
In Fig. 6, we run experiments under different system config-
urations; namely, different number of wavelength channels and
different power budgets, to show the algorithm adaptability to
changing scenarios. Fig. 6a and Fig. 6b plot the objective and
the constraint in the RoFSO system with N = 20 wavelength
multiplexing. Both the SDG and the PDDL exhibit strong
performance, and their performance improvements compared
to the baseline policy are emphasized in this larger system.
In Fig. 6c and Fig. 6d, we show the performance of three
policies in a system with larger power budgets Pt = 3W and
Ps = 0.6W . Similar results apply here that the SDG and the
PDDL outperform the baseline policy. We note that the PDDL
converges roughly to the same value as the SDG in this case.
This is because the increased power budgets create more space
for the PDDL algorithm to manipulate powers, such that the
learning ability of the DNN is fully utilized.
To provide a more thorough comparison of the PDDL to
the SDG, we perform a series of experiments for changing
numbers of channels from 5 to 25 and with different DNN
architectures in Fig. 7. In particular, let P and Pθ be the sum-
capacities achieved by the SDG and the PDDL and we define
the normalized optimality gap between two algorithms as
γ =
P− Pθ
P
. (32)
We consider two DNN architectures: a small one with hidden
layers of size 20 and 10 and a dense one with hidden layers
of size 80 and 40. We see that the optimality gap maintains in
the low value even for large wavelength multiplexing systems,
indicating the near-optimal performance of the PDDL. The
dense DNN performs better and is more stable to changing
scenarios. This is because the dense architecture improves the
learning ability of the DNN, and thus reduces the optimality
loss of the PDDL to the SDG.
B. Relay Selection
We then consider the relay selection in relay-assisted FSO
networks—see the example in Section II-B for details [28]. In
particular, the source transmits optical signals to the receiver
through intermediate hops, where each hop contains multiple
parallel relays. The goal is to select the appropriate relay at
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Figure 9. Performance of the SDG algorithm, the PDDL algorithm and the baseline policy for power and relay allocation in the 1-hop
relay-assisted multichannel FSO network with 5 parallel relays per hop and 5 orthogonal optical carrier. (a) The objective value. (b) The
constraint values for the SDG algorithm. (c) The constraint values for the PDDL algorithm.
each hop to maximize the channel capacity. The optimization
problem can be formulated as
P :=max
r(h)
Eh
 M∑
jN=1
· · ·
M∑
j1=1
(
N∏
i=1
αiji(h)
)
Cj1...jN (h)
, (33)
s. t.R=
{0, 1}N×M |
M∑
ji=1
αiji(h)≤1, for all i=1, ...,N
.
where Cj1...jN (h) is the channel capacity of the relaying link
in which ji-th relay is selected at i-th hop [cf. (34)], and
r(h) = [α1(h), . . . ,αN (h)]
> ∈ {0, 1}N×M are selected
relays in which αi(h) = [αi1(h), . . . , αiM (h)]> ∈ {0, 1}M
is a M -dimensional vector with αiji(h) = 1 if ji-th re-
lay is selected at i-th hop and αiji(h) = 0 otherwise. It
should be noted that there is no stochastic constraint in
relay selection, i.e., there is no constraint taking the form of
Eh
[
cs
(
r(h), f(h, r(h))
)] ≤ 0 in problem (33), in which case
the dual update is not actually required. The Stochastic Dual
Gradient algorithm then reduces to the Stochastic Gradient
(SG) algorithm and the primal-dual deep learning algorithm
reduces to the Primal Deep Learning (PDL) algorithm, re-
spectively.
Since the allocated resources are binary variables r(h) ∈ R,
we select the policy distribution pih,θ in the PDL algorithm
as the categorical distribution. The categorical distribution
describes the possible results as a random variable that takes
on one of M possible categories. The outputs of the DNN
Φ(h,θ) ∈ RNM specify the selected probabilities of each cat-
egory (relay) at each hop. In this problem, the relay selection
depends on the CSI over the whole network. We construct a
single two-layered DNN of size 200 and 100 hidden units and
the nonlinearity is the ReLU function. Channel conditions h
are given as inputs to the DNN, which outputs NM Bernoulli
probabilities associated to each relay and hop.
Fig. 8a shows the performance of the SG algorithm, the PDL
algorithm and the baseline policy in a 2-hop relay-assisted
network. We consider N = 5 parallel relays at each hop and
assume system parameters as B = 109Hz, Tf = 10−8s,
 = 1, P = 0.3W and R = 0.75A/W . We see that
both algorithms converge to stationary points and outperform
the baseline policy as expected. The SG performs best on
the premise that system models are available at hand. The
PDL follows closely with a similar objective value, which
is obtained without explicit model information. We note that
the constraints of relay selection are automatically satisfied by
using the categorical distribution, confirming the feasibility of
obtained solutions.
We continue to perform the algorithms on systems with
changing scenarios. We consider the 2-hop network with
N = 10 relays per hop in Fig. 8b and the 3-hop network
with N = 5 relays per hop in Fig. 8c. In general, the
SG and the PDL perform better than the baseline policy
in both scenarios indicating their adaptivity to large FSO
networks. On the one hand, the PDL gets slightly degraded
compared to the result in Fig. 8a. This follows our intuition
because the problem becomes more difficult as we enlarge
the system with more relays or more hops, while the DNN
architecture keeps same with unchanged expressive power. On
the other hand, the SG solves the problem exactly maintaining
good performance, while its implementation requires more
expensive computations in these cases.
C. Joint Power and Relay allocation (A)
We finally consider the joint power and relay allocation
in two applications. In the first experiment, we consider the
relay-assisted multichannel FSO network where the system
transmits signals with L orthogonal optical carriers through
N intermediate hops [28]. In particular, the transmitter mod-
ulates signals onto optical carriers and sends these signals
simultaneously to the selected relay. The latter aggregates
received signals, modulates orthogonal carriers, and transmits
them to the selected relay at next hop. The system performs
this process recursively until the receiver. We assume there is
no crosstalk between orthogonal optical carriers and each hop
contains M parallel relays for selection. Based on the CSI,
different relays are selected at different hops and different
powers are assigned to different carriers at the transmitter
and selected relays, in order to maximize the total channel
capacity. Let h be the CSI between the transmitter, relays and
the receiver, and r(h) = {pij(h), αij(h)}i=0,...,N,j=1,...,M
the allocated resources including assigned powers and selected
relays. In particular, pij(h) = [p1ij(h), . . . , p
L
ij(h)]
> ∈ RL are
powers of L optical carriers at j-th relay of i-th hop where
i = 0, j = 1 and i = N + 1, j = 1 represent the transmitter
and the receiver, and αij ∈ {0, 1} indicates whether j-th relay
11
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Figure 10. The data congestion constraint values of the baseline
policy in the FSO fronthaul network with 5 RRHs, 2 ANs, one BBU
and 5 orthogonal carriers.
is selected at i-th hop. The channel capacity of `-th orthogonal
channel over a specific selected relaying link is
C`j1...jN (h) (34)
=
TfB

log
1+( N∏
i=0
(
1 +
1
p`iji(h)h
`
jiji+1
Rg
e∆f
)
− 1
)−1
where we assume ji-th relay is selected at i-th hop and h`jiji+1
is the CSI of `-th carrier between ji-th relay at i-th hop and
ji+1-th relay at (i+1)-th hop. Since there is single transmitter
and single receiver, we have j0 = jN+1 = 1 by default.
We assume three kinds of constraints in this problem: the
total power limitation Pt at the transmitter and selected relays,
the peak power limitation Ps for each carrier, and that only
one relay is selected at each hop. The optimization problem
can then be formulated as
P := max
r(h)
Eh
 M∑
jN=1
· · ·
M∑
j1=1
(
N∏
i=1
αiji(h)
)
L∑
`=1
C`j1...jN (h)
, (35)
s. t.Eh
[
L∑
`=1
p`iji(h)
]
−Pt≤0, i=1,. . .,N, ji=1,. . .,M,
R=
[0,Ps](1+N×M)×L×{0,1}N×M |
M∑
ji=1
αiji(h)≤1, i=1,...,N
.
The problem indeed can be considered as the extension of
the problem in Section II-B to the scenario with orthogonal
optical carriers. The problem is difficult since the objective
function is non-convex and the allocated resources include
both continuous and binary variables.
We consider the truncated Gaussian distribution for the
policy distribution of allocated powers and the categorical
distribution for selected relays. The DNN is constructed as
a two-layered architecture of size 200 and 100 hidden units
with the ReLU nonlinearity. The CSI h are fed as inputs
to the DNN, which outputs parameters that specify policy
distributions pih,θ. We consider the 1-hop network with M = 5
parallel relays per hop. There are L = 5 orthogonal optical
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Figure 11. The objective values of the SDG algorithm and the PDDL
algorithm in the FSO fronthaul network with 5 RRHs, 2 ANs, one
BBU and 5 orthogonal carriers.
carriers at the transmitter and the selected relay, and system
parameters are set as: B = 109Hz, Tf = 10−8s,  = 1,
Pt = 1.5W , Ps = 0.6W and R = 0.75A/W .
Fig. 9 plots the objective and constraints of the SDG
algorithm, the PDDL algorithm and the baseline policy. We ob-
serve that performance of the SDG and the PDDL is superior
to that of the baseline policy, and performance improvements
get emphasized compared to either single power adaptation in
Section V-A or single relay selection in Section V-B. This is
because advantages of our algorithms get compounded in this
joint problem. The PDDL obtains close performance to the
SDG but does not require any system model to implement.
From Fig. 9b and Fig. 9c, we see that constraint values
converge to zero as the iteration increases for both the SDG
and the PDDL algorithms, which confirms that the obtained
solutions are indeed feasible.
D. Joint Power and Relay allocation (B)
The second experiment in terms of the joint power and
relay allocation considers FSO fronthaul networks—see the
example in Section II-C for details [29]. In particular, the
RRHs transmit signals with orthogonal optical carriers to their
selected ANs. The ANs aggregate received signals and then
forward to the BBU. The goal is to allocate powers to optical
carriers and select the best AN at each RRH that maximizes
the sum-capacity. The optimization problem is formulated as
P := max
r(h)
Eh
 N∑
i=1
M∑
j=1
αij(h)Cij(h, r(h))
 , (36)
s. t.Eh
[
L∑
`=1
p`ij(h)
]
−Pt≤0, for all i=1,. . .,N, j=1,. . .,M,
Eh
[
N∑
i=1
Cij(h, r(h))
]
−Ct≤0, for all j=1,. . .,M,
R=
[0,Ps]N×M×L×{0,1}N×M |
M∑
j=1
αij(h)≤1, i=1,...,N
.
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Figure 12. The constraint values of the SDG algorithm in the FSO fronthaul network with 5 RRHs, 2 ANs, one BBU and 5 orthogonal
carriers. (a) The data congestion constraints at 2 ANs. (b)-(f) The total power constraints at 5 RRHs.
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Figure 13. The constraint values of the PDDL algorithm in the FSO fronthaul network with 5 RRHs, 2 ANs, one BBU and 5 orthogonal
carriers. (a) The data congestion constraints at 2 ANs. (b)-(f) The total power constraints at 5 RRHs.
We note that the data congestion constraints further complicate
the problem, making it extremely difficult to solve in practice.
We similarly consider the truncated Gaussian distribution
and the categorical distribution for policy distributions of
allocated powers and selected relays, respectively. Since the
problem becomes more complicated, we consider a denser
DNN with 3 layers, each of which contains 400, 200 and
100 hidden units. The ReLU nonlinearity is used. The inputs
are all channel conditions h over network and the outputs
are parameters specifying policy distributions. We consider a
FSO fronthaul network with N = 5 RRHs, M = 2 ANs, one
BBU and L = 5 orthogonal carriers. RRHs are distributed
uniformly at random at locations in [−5km, 5km]2 and ANs
are distributed in [−1km, 1km]. System parameters are set as:
B = 109Hz, Tf = 10−9s,  = 1, Pt = 1.5W , Ps = 0.6W ,
R = 0.75A/W and Ct = 50.
Due to the data congestion constraints, the baseline policy
becomes infeasible in this problem. In particular, each RRH
randomly selects ANs for signal transmission and it is then
intuitive that there exists times when all RRHs transmit to the
same AN which violates the data congestion constraints. To
show this more precisely in numerical simulations, we test
the baseline policy and plot data congestion constraint values
in Fig. 10. We see that the constraints are easily broken in
its implementation such that it cannot be used here. In fact,
due to the difficulty of problem, there is no intuitive heuristic
policy for comparison.
We plot in Fig. 11 the performance achieved by the SDG
algorithm and the PDDL algorithm. The SDG also exhibits
the better performance in this case. The PDDL learns a policy
that achieves the close performance to that obtained by using
the SDG, which demonstrates its near-optimal learning ability.
We further stress that the PDDL can be performed in a model-
free manner, thereby no model information is required in
its implementation, which is however necessary in the SDG
algorithm. In Fig. 12 and Fig. 13, we plot all constraint values
for both algorithms. Fig. 12b-12f and Fig. 13b-13f show the
total power limitations are satisfied at all RRHs, i.e., the
sum-power of carriers converges to zero with the increase of
iteration at each RRH. Fig. 12a and Fig. 13a illustrate that the
data congestion constraint is also satisfied at each AN in our
algorithms, which is however violated in the baseline policy
as shown in Fig. 10. These verify the feasibility of policies
learned by the SDG and the PDDL.
Overall, we observe superior performance of the SDG and
the PDDL algorithms in a number of applications in FSO
networks. Given the fact that the SDG solves the resource allo-
cation problem exactly, it demonstrates the best performance
in all applications. The PDDL follows closely with a near-
perfect performance. More importantly, it learns the resource
allocation policy with no need of system models and is com-
putationally efficient even if the problem becomes extremely
complicated. In addition, we observe that the learning process
of the PDDL may take more iterations to converge compared
to the SDG. This can be explained by the large number of
DNN parameters that need to be optimized and the model-free
nature of its learning process. While oftentimes, we perform
the learning process offline before implementation, such that
the learning rate does not play an important role here.
VI. CONCLUSIONS
In this paper, we consider the optimal resource allocation
in free space optical networks. The problem takes the form of
constrained stochastic optimization, that is typically challeng-
ing due to the non-convex nature, multiple constraints and lack
of model information. Examples include power adaptation,
relay selection and their joint allocation. We first propose
the model-based Stochastic Dual Gradient algorithm, which
solves the problem exactly by exploiting a null duality gap
property. However, it heavily relies on system models that
may not be available in practice. The model-free Primal-Dual
Deep Learning algorithm is then developed to overcome these
issues. In particular, it parameterizes the resource allocation
policy with Deep Neural Networks and learns optimal param-
eters by updating primal and dual variables simultaneously.
Policy gradient method is further applied to the primal update
in order to estimate necessary gradient information without
using the knowledge of system or channel models. Numerical
experiments are performed in a number of applications to show
superior performance of our algorithms. The model-free PDDL
algorithm proposed in this paper has wide applications for
problems in FSO networks and communications, where optical
13
systems are too sophisticated and atmospheric channels are too
complicated to model.
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