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An interfacial regularized Stokeslet scheme is presented to predict the motion of solid bodies (e.g. proteins or gel-phase
domains) embedded within flowing lipid bilayer membranes. The approach provides a numerical route to calculate
velocities and angular velocities in complex flow fields that are not amenable to simple Faxe´n-like approximations.
Additionally, when applied to shearing motions, the calculations yield predictions for the effective surface viscosity of
dilute rigid body-laden membranes. In the case of cylindrical proteins, effective viscosity calculations are compared to
two prior analytical predictions from the literature. Effective viscosity predictions for a dilute suspension of rod-shaped
objects in the membrane are also presented.
I. INTRODUCTION
Protein motion on the surface of lipid membranes is critical
to a wide variety of biological function, from cell signaling to
immune response1. Understanding experimental trajectories
of proteins and protein aggregates on membrane surfaces2 ei-
ther in vitro or in vivo requires theory that can predict the
influence of protein shape and size on interactions with the
surrounding lipid environment. The classic description of
membrane protein diffusion is the Saffman-Delbru¨ck (SD)
model3–5, which describes proteins as rigid cylinders embed-
ded in a thin, effectively two-dimensional, fluid membrane in
contact with semi-infinite bulk fluids to either side – the wa-
ter and cytosol. Because of this interesting combination of
hydrodynamic flow in two and three dimensions, membranes
are often referred to as “quasi-two-dimensional”6.
The SD model predicts a verifiable dependence of diffu-
sion coefficient on object size, membrane viscosity, and the
viscosities of the surrounding bulk fluids. Many experiments
on protein diffusion in membranes in vitro agree with the SD
model7,8, though inconsistencies have been reported by some
groups9. Molecular dynamics simulations of lipid bilayers
also validate the SD model, but it is essential to explicitly
account for the small box sizes and periodic boundary con-
ditions when comparing to theory in this case10–14. In addi-
tion, the SD model and extensions to it15,16 have been success-
fully applied far beyond the original membrane context, to the
dynamics of thin layers of proteins at air-water interfaces17,
soap films18, and suspended liquid crystal films19,20, though
some interesting deviations from perfect quasi-2D behav-
ior have also been found21. Motion of larger ordered do-
mains on the membrane surface is also described by the SD
theory22,23. While deviations from SD behavior have been re-
ported, there is no doubt that the underlying hydrodynamic
picture is largely correct and should be viewed as the appropri-
ate starting point or first-order model for studying membrane
hydrodynamics. This work assumes the validity of the SD ap-
proach and extends its predictions, via numerical calculations,
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to cases where analytical predictions would be difficult or im-
possible.
We have previously worked on extending the Saffman-
Delbru¨ck model beyond its base assumptions, including
the introduction of an interfacial regularized Stokeslet (RS)
method to allow for numerical computations of diffusion
coefficients and pair diffusion coefficients for membrane-
embedded objects of arbitrary shape24,25. The focus of this
earlier work centered around the computation of drag and mo-
bility coefficients, i.e. the response of an object to an ap-
plied force in an otherwise quiescent membrane, which al-
lows for prediction of diffusion coefficients via the Einstein
relation. The motion of a protein or other solid body in-
duced by flow within the membrane was not previously con-
sidered. This paper demonstrates how to generalize the in-
terfacial RS approach to compute the dynamics of force- and
torque-free objects embedded in an external flow field. Ad-
ditionally, it is shown that these computations can be used to
predict the effective surface viscosity of a rigid-body-laden
membrane at low concentration, i.e. the intrinsic viscos-
ity of a membrane-embedded object or the “membrane Ein-
stein correction”. Carrying out this calculation numerically,
as opposed to analytically6,26, opens up the possibility to
consider arbitrarily shaped inclusions and not only simple
cylindrical bodies. In particular, this work shows that linear
oligomers display an increased intrinsic viscosity relative to
their monomeric counterparts, potentially allowing a charac-
terization of membrane protein oligomerization state through
determination of membrane viscosity.
II. REGULARIZED STOKESLETS FOR FORCE- AND
TORQUE-FREE EMBEDDED OBJECTS
As for traditional three-dimensional geometries, the quasi-
two-dimensional Stokes equations appropriate for the SD ge-
ometry can be solved by a Green’s function approach. Within
the membrane,
vi(r) =
∫
dr′TSDij (r− r′)fj(r′) (1)
where vi are velocity components in the plane of the mem-
brane, TSDij (r) is the membrane Oseen tensor (Green’s func-
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2FIG. 1. Effect of an embedded force- and torque-free circular object
of radius a on background flow vamb = (y, x). Flows are shown by
vector field and streamline. The object is represented by N = 331
blobs, with spacing s = 0.1a ( = 0.05a), and Lsd = 100a; the
object radius is a = 1. This is a coarser representation than that used
for most calculations in this paper. To the precision in the RS method
(∼ 10−4), the object remains stationary under the flow.
tion for velocity response to point forcing), and fj the force
density in the fluid. (Here, and throughout the paper, the Ein-
stein summation convention is used. i and j run over the
x, y Cartesian dimensions spanning the membrane surface.)
TSDij in Eq. 1 is most conveniently specified by its Fourier
transform27,28,
TSDij (k) =
1
ηmk2 + 2ηfk
(
δij − kikj
k2
)
(2)
where ηm is the membrane surface viscosity and ηf the vis-
cosity of the bulk fluid exterior to the membrane. (Our con-
vention for Fourier transforms is f(k) =
∫
d2re−ik·rf(r),
f(r) =
∫
d2k
(2pi)2 e
ik·rf(k). ) This Oseen tensor reduces to that
of a two-dimensional fluid for lengths well below the charac-
teristic SD length Lsd ≡ ηm/2ηf , and becomes similar to that
of a three-dimensional fluid for lengths beyond Lsd (Ref. 6).
Eq. 1 predicts the velocity v(r) of a homogeneous mem-
brane devoid of any particles as generated by external forc-
ing elsewhere in the fluid f(r′). This formulation is not ob-
viously useful for the description of solid bodies within the
membrane. However, the method of regularized Stokeslets
(RS)29,30 uses the homogeneous Green’s function formulation
to provide numerical solutions for hydrodynamic problems
that include embedded solid particles. The essential trick is to
recognize that, within creeping flow, there is no mathematical
distinction between a solid body coupled to the surrounding
fluid via no-slip boundaries and a “fluid” region occupying
the same space as the solid body, but constrained to undergo
only rigid-body motion. Thus, solid bodies within the RS ap-
proach are represented as localized fluid regions subject to
forcing, but constrained to translate and rotate as a solid body.
(The regularized Stokeslet approach is closely related to ear-
lier “shell” methods in three dimensions31–33. In the interfa-
cial context, related methods have been suggested by Levine,
Liverpool, and Mackintosh15,16 and extended by others34,35.)
In practice, the interfacial RS scheme works as follows.
(See Refs. 24 and 25 for further details.) The continuous
force distribution f(r) in Eq. 1 is replaced with a discrete
collection of “blobs” with profile φ(r) = 12pi2 e
−r2/22 .
(See Fig. 1.) A blob centered at r′, has a force distribu-
tion f(r) = gφ(r − r′) and creates the velocity response
vi(r) = T
SD
ij (r− r′; )gj . Numerically practical formulas for
TSDij (r − r′; ) =
∫
dr′′TSDij (r − r′′)φ(r′′ − r′) and imple-
mentation details can be found in24,25.
A membrane-embedded solid object is discretized into N
blobs centered at locations Rn. External forces exerted on
blob n are denoted g[Rn] and the velocity response to these
forces at a point r is then vi(r) =
∑
n T
SD
ij (r−Rn; )gj [Rn].
Because the Stokes equations are linear, if there is a pre-
existing ambient lipid flow with velocity vamb(r), the mem-
brane flow at each blob becomes:
vi[Rm] = v
amb
i (Rm) +
∑
n
TSDij (Rm −Rn; )gj [Rn]; (3)
the second contribution indicating the influence of any exter-
nal forcing on the blobs. It is worth emphasizing that “external
forcing” includes the forces of constraint within the object that
act to maintain rigid body motion in defiance of vamb. These
forces are imposed upon the homogeneous fluid and share the
same sign convention as would a force from an external field
acting on the fluid.
To determine the motion of a solid body or particle carried
under the influence of vamb(r), but absent any additional ex-
ternal forcing, requires the determination of gjs that 1) create
only rigid body motion within the body, i.e.
v [Rm] = U + Ω×Rm (4)
with U and Ω specifying the particle’s velocity and angular
velocity; 2) combine to yield vanishing total external force
and torque on the particle, i.e.∑
n
g [Rn] = 0,
∑
n
Rn × g[Rn] = 0 (5)
(assuming the centroid of the blobs is at the origin); and 3)
satisfy Eq. 3. Eqs. 3 - 5 represent 4N+3 equations in 4N+3
unknowns and could, in principle, be naively solved to yield
v [Rm] (2N scalars), g [Rn] (2N scalars), U (2 scalars) and
Ω (1 scalar). In practice, it is convenient to equate Eqs. 3 and
4 by removing the blob velocities as independent variables.
The remaining 2N + 3 equations in 2N + 3 unknowns can be
solved to yield g [Rn], U and Ω. Then, v(r) for any point r
may be directly computed from Eq. 4 or Eq. 3. It is convenient
to explicitly use the linearity of Eq. 3 to simplify this solution.
First, a set of forces gj [Rn] is determined from the super-
position of four individual problems:
−vambi (Rm) =
∑
n
TSDij (Rm −Rn; )gcancelj [Rn] (6)
xˆ =
∑
n
TSDij (Rm −Rn; )gx-transj [Rn] (7)
yˆ =
∑
n
TSDij (Rm −Rn; )gy-transj [Rn] (8)
zˆ×Rm =
∑
n
TSDij (Rm −Rn; )grotj [Rn] (9)
3Here, gcancel are the forces required to cancel the background
flow, resulting in an object that is not moving at all, gx-trans
and gy-trans generate uniform x and y translation with unit
velocity, and grot creates rotation with unit angular veloc-
ity. The blob forces for each individual problem are deter-
mined via the GMRES method, as in Ref. 24. By combin-
ing Eqs. 6 - 9 and comparing with Eq. 3, it is clear that
g = gcancel + Uxg
x-trans + Uyg
y-trans + Ωgrot creates a flow
with v [Rm] = U + Ω×Rm, i.e. perfect rigid body motion.
Requiring total force and torque to vanish, (Eq. 5) yields
 ∑n gx-transx ∑n gy-transx ∑n grotx∑
n g
x-trans
y
∑
n g
y-trans
y
∑
n g
rot
y∑
n Rn × gx-trans
∑
n Rn × gy-trans
∑
n Rn × grot
 UxUy
Ω
 =
 −∑n gcancelx [Rn]−∑n gcancely [Rn]
−∑n (Rn × gcancel[Rn])z
 . (10)
This 3x3 linear system can easily be solved in order to find
the values of Ω and U required to make the object force-free.
(Eq. 10 may also be easily generalized in order to specify con-
straints on total force and torque, if it is necessary to consider
a particle with an applied force acting on it.)
As a simple test case, consider a force- and torque-free
cylinder localized at the origin in a simple extensional flow
vamb = (y, x). By symmetry, the velocity and angular ve-
locity of the particle are expected to be zero. This test case
is displayed in Fig. 1; as expected Ux, Uy , and Ω are small
(all with absolute value < 10−4, with signs that can change
depending on the spacing and specific details of the blobs cho-
sen.) Throughout this paper, unitless velocities will generally
be reported; because of the linearity of the Stokes equations,
the overall scale of the velocity is only important in setting
the absolute value of the force and torque. The flow in Fig. 1
results from a relatively rough discretization (only 331 blobs
and  = 0.05a, where a is the particle radius). For detailed
predictions, extrapolation to infinite blobs and zero spacing
must be carried out24,31–33. In this work, final extrapolated
results are calculated by fixing  to half of the characteristic
spacing of the discretization while reducing the spacing be-
tween blobs as specified in particular examples.
III. ADVECTION OF MEMBRANE-EMBEDDED OBJECTS:
BEYOND THE SIMPLEST FAXE´N RELATIONSHIPS
If a force-free sphere of radius a is embedded in a
three-dimensional ambient flow field vamb at position r,
its velocity is given by the Faxe´n relationship, U =
vamb(r) + 16a
2∇2vamb(r), with a similar result for the an-
gular velocity36. Because of the finite size of the sphere, it
does not track exactly the imposed flow at its center of mass,
but rather includes an average of the flow over its spatial en-
velope. For membranes, Oppenheimer and Diamant derived
approximate Faxe´n relationships6; for force- and torque-free
cylindrical particles, these are
U ≈
[
1 +
1
4
a2∇2
]
vamb(r) (11)
Ω ≈ 1
2
[
1 +
1
8
a2∇2
]
∇× vamb(r) (12)
where the approximation indicates that these results only hold
in the limit of a  Lsd, and could have higher-order correc-
tions proportional to a4∇4vamb.
Eqs. 11 and 12 are valid in the appropriate limit, but the in-
terfacial RS method can capture interesting systematic devia-
tions from these predictions. In Fig. 2, results for a cylindrical
object in an arbitrarily chosen background field vamb are pre-
sented. When Lsd is decreased, so that the assumptions of
Oppenheimer and Diamant no longer hold, there can be de-
viations from Eqs. 11-12; these effects are generally small
when the first term of Eq. 11 is large (as in Fig. 2B), but can
be relatively large (∼ 30%) when the leading order term is
small, e.g. if the mean velocity at the object center of mass is
small (Fig. 2C). Corrections to the angular velocity appear to
be very small (Fig. 2D). There is a small (< 0.2%) deviation
from the analytical results of Ref. 6 in Fig. 2D, even in the
appropriate limit. The effect is exaggerated on the plot due to
the scale of the Ω axis; a numerical error of 0.2% is entirely
consistent with the accuracy of the interfacial RS approach24.
However, this error can be large in a relative sense as the error
does not become smaller when the predicted angular velocity
approaches zero. It is important to be aware of the limita-
tions of the numerical methodology – we do not expect the
RS method to produce values that are accurate to below 10−3
of the typical velocity scale without significantly more refine-
ment than we perform here.
The results of Fig. 2 show the predicted velocity of a
membrane-embedded object at a single point in space and
time, demonstrating some deviations from Eq. 11. It is also
possible to integrate the motion of an object through time, pre-
dicting the particle’s trajectory when embedded in a stationary
external lipid flow. Doing so can reveal these deviations more
dramatically. (This is a purely hydrodynamic calculation, ne-
glecting thermal motion.) In Fig. 3, motion is tracked by com-
puting the velocity of an object embedded in a lipid flow, and
then evolving the position of the center of mass of that ob-
ject by rcm(t + ∆t) = rcm(t) + U∆t. The velocity U is
then updated for the object’s new location and the procedure
is repeated and iterated. The resulting trajectories are shown
in Fig. 3; similar trajectories can be computed for compari-
son purposes directly from Eq. 11. In the limit of a smooth
flow field and a Lsd, the regularized Stokeslet method and
Eq. 11 agree well (Fig. 3A). However, for a more rapidly vary-
ing background flow field, the simple Faxe´n relationship pre-
4FIG. 2. Computation of object motion in external flow field vamb =
(−(y − 1) + 1
8
(y − 1)2 − 1
24
(y − 1)3,−x+ 1
8
x2 + 1
24
x3
)
. In this
calculation, the size of the object is kept fixed (radius a = 1) but the Saffman-Delbru¨ck length is varied. A: Illustration of flow field and
location and size of object; only the background flow field is shown, not the effect of the embedded object. B: Ux (unitless) does not strongly
deviate from the prediction of Eq. 11; this occurs because the dominating term is that Ux ≈ vambx (0). C: Because vamby (0) = 0, Uy depends
strongly on the local change in vamb; this term shows a slightly stronger dependence on the Saffman-Delbru¨ck length. D: Prediction of angular
velocity. Even in the limit of a  Lsd, a small (< 0.2%) error remains. Relatively weak deviations occur for a  Lsd. Results are
extrapolated from a range of spacings, s = 0.05a, 0.1a, 0.15a, 0.2a with  = s/2.
dicts a trajectory that is significantly more oscillatory than the
one found by the regularized Stokeslet method (Fig. 3B). This
occurs because the Faxe´n relationship has neglected higher-
order derivatives, and when the background flow field devel-
ops structure on the scale of a, the truncation is invalid. Al-
though it is not immediately apparent in Fig. 3B, the wiggles
in the Faxe´n trajectory do result from the Laplacian term, as
is clear from Fig. 3CD.
In both Fig. 2 and Fig. 3, comparing between the Faxe´n re-
lationships and the interfacial RS method, it is important to
choose flow fields with a sufficient number of nonzero deriva-
tives. For instance, vamb = (−y, x) would misleadingly give
the impression that there are no significant deviations from
Eq. 11, because ∇2vamb = 0, and the particle is simply ad-
vected along the streamlines.
IV. COMPUTING EFFECTIVE VISCOSITY
In Ref. 6, Oppenheimer and Diamant describe how to deter-
mine the effective viscosity of a dilute solid-body-laden mem-
brane. Their approach is similar in spirit to the calculations
underlying Eqs. 11 and 12 and is subject to the same assump-
tions, namely that the solid bodies are cylindrical and that the
object radius is much smaller than Lsd. The interfacial RS
approach may be used to relax these assumptions, extending
the original Oppenheimer Diamant calculation to determine
the the effective viscosity for a dilute suspension of arbitrarily
shaped and sized bodies within the membrane.
Following Ref. 6, the basic idea for this calculation is to
subject the membrane to a steady point force at the origin
that generates an ambient flow field determined by TSD(r),
and observe how the presence of an ensemble of solid bod-
ies within the lipid bilayer distorts the average long-distance
response of the membrane away from the ambient flow. If
a rigid body is embedded in a membrane with a background
flow vamb(r), the body will follow the flow and rotate in re-
sponse to the local velocity and circulation, but the rigid par-
ticle can not deform in response to a local shear. The fact that
the particle cannot deform means that there will be a net force
dipole (and higher order multipoles as well) on the particle
and a compensating force dipole (of opposite sign) imparted
by the particle back into the membrane. Because of the linear-
ity of the Stokes equations, this force dipole must be linearly
proportional to the background velocity. If the background
flow is sufficiently smooth the force dipole must be propor-
tional to the appropriate gradients of the flow in the absence
of the object6,
Sij ≈ −αηmAp
(
∂iv
amb
j + ∂jv
amb
i
)
(13)
where the force dipole Sij = 12
∫
d2r [rifj(r) + rjfi(r)], and
α is a unitless number. Dimensional analysis indicates that α
depends only on the object shape and
√
Ap/LSD, whereAp is
the area of the object. (Note the sign difference in Eq. 13 from
Ref. 6. The convention here is that Sij is the force dipole im-
parted by the particle on the membrane in response to the hy-
drodynamic dipole, Shy = −S, acting on the particle.) This
relation assumes that the background flow is slowly-varying
on the length scale a of the embedded object, so higher-order
terms, e.g. a2∇2vamb, can be neglected. Ref. 6 finds α = 2
for a circular object with radius a  Lsd. Eq. 13 will only
hold for an isotropic object. If the object is anisotropic, Eq. 13
5FIG. 3. In bothA and B, the motion of a membrane-embedded object
in a background flow is computed by the approximate Faxe´n relation-
ship, Eq. 11 (thick gray line) and by the interfacial RS approach (red
dash-dot line). The gray and red circles indicate the final position of
the objects given by the Faxe´n relationship and RS, respectively. In
both panels,Lsd = 100a, and the axis labels are in units of the object
radius a, and with blob spacing s = 0.1a and  = 0.05a fixed. The
background flow fields are vamb =
(−y − 1
8
y2, x− 1
8
x2
)
(A) and
vamb =
(
− y3
1+y4
, x
3
1+x4
)
(B). Time step used is ∆t = 0.1. Panels C
and D help explain why the Faxe´n approximation fails for the flow
field of Panel B. C shows the Laplacian of vamb for Panel B, while D
shows the Faxe´n prediction’s flow field,
[
1 + a
2
4
∇2
]
vamb, leading
to the unphysical oscillatory trajectory displayed in panel B.
is expected to hold only after averaging over particle orienta-
tion.
The value of α in Eq. 13 determines the effective viscosity
of a membrane with dilutely embedded objects. In the Ap-
pendix, following Ref. 6, it is shown that a membrane with
area fraction φ  1 of solid inclusions responds, on average,
as if it were a pure membrane with effective viscosity
ηeffm = ηm(1 + αφ) (14)
In other words, α = limφ→0
ηeffm−ηm
ηmφ
is the “intrinsic mem-
brane viscosity” for the embedded objects within the mem-
brane. Eq. 14 is valid and α is meaningful only in the dilute
limit of small φ. Simulations suggest that Eq. 14 may be rea-
sonable up to φ ≈ 0.1.37
To compute α for cylindrical particles, interfacial RS cal-
culations are performed. The particle is placed in a back-
ground flow vamb(r) = (x,−y) and the force-free gi[Rn]’s
are determined as in Sec. II. vamb(r) = (x,−y) is a con-
venient form to choose, because it involves a pure shear-
ing motion and it is impossible for higher-derivative terms
to complicate Eq. 13. The stresslet can then be computed
as Sij = 12
∑
n (Rn,igj [Rn] +Rn,jgi[Rn]) and compared to
the predictions of Eq. 13. Given the choice of ambient flow,
Sxx = −Syy = −2αηmAp and Sxy = Syx = 0 and α fol-
lows immediately. In practice, Sij is determined at many dif-
ferent resolutions, and the results are linearly interpolated to
estimate Sij as  → 0. These extrapolated results are pre-
sented in Fig. 4.
Consistent with the asymptotic prediction of Oppenheimer
and Diamant, the numerical predictions return α → 2 as
a  Lsd (Fig. 4). This contrasts with the result of Henle and
Levine26, who, using a different definition of effective viscos-
ity predict that α → 3 as a  Lsd (Fig. 4). The present
work employs a definition of effective viscosity identical to
that of Oppenheimer and Diamant, so it may not be surprising
to find agreement with their results. Beyond the limit a Lsd
treated analytically by Ref. 6, α increases, as predicted qual-
itatively by Henle and Levine26. In fact, simply multiplying
Henle and Levine’s results by a factor of 2/3, to force agree-
ment at small a/Lsd, yields excellent agreement over the full
range of Lsd values (Fig. 4). The origin of the factor of 2/3 is
not understood.
The linear growth of α at large values of a/LSD (see Fig.
4) reflects the fact that solid objects embedded within the
membrane influence the hydrodynamics of the membrane sys-
tem, even when the bare membrane viscosity becomes vanish-
ingly small; their presence affects the flow of the surrounding
water5,26. This point was also noted in the original work by
Henle and Levine26. For the effect of the objects to remain
finite in this limit, α must increase linearly in a/Lsd, to over-
come the explicit factors of ηm in Eqs. 13 and 14. Alterna-
tively, when a  LSD, it is possible to formulate the influ-
ence of membrane-embedded particles in terms of an effective
bulk viscosity for the fluid surrounding the membrane26; the
bulk intrinsic viscosity in this formulation saturates to a con-
stant when a LSD. The unbounded growth of α in Fig. 4 is
not the indication of a physical divergence, but simply reflects
the traditional conventions used in Eqs. 13 and 14, where the
leading effect of rigid inclusions is expressed as being propor-
tional to the product ηm · α.
The interfacial RS approach can also determine the intrinsic
viscosity of arbitrarily-shaped objects, if one additional step
is added to the numerics. As noted above, Eq. 13 should only
be expected to hold for isotropic particles. Indeed, when Sij
for an anisotropic object is calculated, Eq. 13 can be violated.
For example, under the flow vamb = (x,−y), it is no longer
the case that Sxx = −Syy . However, if Sij is determined
for different orientations θ of an anisotropic object, and these
orientations are averaged over as Sij = 12pi
∫ 2pi
0
dθSij(θ),
then Eq. 13 holds for Sij . Appendix A shows that it is this
orientationally-averaged stresslet that reports the intrinsic vis-
cosity, assuming object orientations are uniformly distributed.
This averaging increases the cost of calculation, as individual
RS calculations must be performed at each orientation. (We
present an alternate approach which can compute this averag-
ing analytically, significantly reducing computational cost, in
Appendix B.)
To summarize, the algorithm for computation of effective
6FIG. 4. Comparison between numerical RS results and literature predictions for suspensions of cylindrical particles (with radius a) in a
membrane. The numerical results match Ref. 6 in the appropriate limit of a  Lsd, but disagree with those of Ref. 26, which defines
the effective viscosity differently. However, simply rescaling the results of Ref. 26 by a factor of 2/3 gives good agreement over all Lsd
values (a maximum disagreement of about 7%). The solid lines are calculated using the interpolating function26: α ≈ f(a/Lsd), with
f(z) = 12pi−2 ln(1 + z) + pi−2 (1 + z)−1
[
3pi2 + (3pi2 + 8pi − 12)z + 4piz2]. It is possible that the disagreement between RS numerics
and the rescaled full predictions of Ref. 26 may be significantly less than 7%, as Ref. 26 reports full numerical results that fall slightly
below the interpolant curve, similar to what is seen for the RS numerics. Reported RS results are extrapolated from a range of spacings
s = 0.05a, 0.1a, 0.15a, · · · 0.4a with  = s/2.
viscosity is:
1. Set up a discretization for particle shape with a particu-
lar spacing s and regularization scale  = s/2, with the
particle centroid at the origin.
2. Solve for the rigid-body response of the particle in
the external flow field vamb(r) = (x,−y) as in Sec-
tion II, keeping a constraint of zero net force and zero
net torque on the object. This solution provides a set
of forces exerted on the blobs representing the object,
g[Rn].
3. Given these forces, compute the stresslet Sij() =
1
2
∑
n (Rn,igj [Rn] +Rn,jgi[Rn]).
4. Repeat steps 1-3, after having rotated the particle
around the origin. Average over many rotations to ap-
proximate Sij(s) = 12pi
∫
dθSij(s, θ). (This step can be
skipped for rotationally symmetric objects).
5. Repeat steps 1-4 for increasingly refined spacings s
(keeping  = s/2), and then use linear extrapolation
to estimate Sij(s→ 0).
6. The intrinsic viscosity α is given by α = Syy(s →
0)× [2Apηm]−1.
As a further application of this approach, the intrinsic vis-
cosity of a suspension of rigid linear oligomers of circular
monomers has been calculated. The intrinsic viscosity in-
creases as a function of the length of the chain (Fig. 5). Stated
differently, the effective viscosity of the membrane is ex-
pected to increase when the oligomerization state is increased
while maintaining a fixed area fraction of embedded objects;
the linear assemblies have a larger effect on viscosity than if
they are broken apart. Similar results for the intrinsic viscos-
ity are found for chains of three-dimensional spheres in bulk
fluid32. Other papers have also addressed the hydrodynamic
drag on extended bodies in membranes15,16,38, but not the in-
trinsic viscosity arising from them.
It is worth remarking that intrinsic viscosities are always
defined in the limit of small area fractions φ→ 0. The present
work makes no attempt to quantify the range of φ values over
which the present calculations may be reliable. In particu-
lar, it could be the case that longer oligomers show deviations
from theoretical predictions earlier (i.e. at smaller φ values)
than shorter oligomers. Previous work suggests that the linear
correction works surprisingly well even to sizable area frac-
tions for compact particles37, but possible steric or hydrody-
namic interactions may become more relevant for elongated
particles, and it is not obvious whether the linear correction to
viscosity would be preserved for such high area fractions.
The calculations presented in this section closely parallel
the analytical approach of Oppenheimer and Diamant6. It
is also possible to compute the membrane effective viscosity
via the grand resistance matrix formalism36 for solid bodies
within the membrane. This rephrasing of the problem more
closely resembles the mobility/diffusion calculations in Refs.
24 and 25 and is presented in Appendix B. One advantage
of phrasing our central problem in terms of resistance tensors
is that the orientational averaging may be carried out analyti-
cally, leading to an order-of-magnitude speedup in computa-
tion.
7FIG. 5. Intrinsic viscosity of rigid linear oligomers of circular objects
of radius a. α is plotted as a function of the number of monomers
in the oligomer. α increases as the number of monomers increases,
and increases more quickly (relative to its original value) for objects
where a/Lsd is larger. This simulation is computed from extrapo-
lation over spacings s = 0.05a, 0.08a, 0.11a, 0.14a and averaging
over ten equally spaced rotations.
V. DISCUSSION AND CONCLUSIONS
This paper extends the interfacial regularized Stokeslet
scheme24,25 to allow simulating the motion of torque- and
force-free objects advected and rotated by an ambient flow
field. These calculations reproduce, in the appropriate limits,
approximate Faxe´n relationships developed in Ref. 6, and also
capture deviations from approximate predictions when par-
ticles are larger than the Saffman-Delbru¨ck length or when
the background flow is highly variable. The present approach
also allows for a full calculation of the effective viscosity of a
rigid-body-laden membrane in the limit of low concentration,
i.e. the membrane Einstein correction. Consistent with Ref.
6, cylindrical solid inclusions of radius much smaller than the
Saffman-Delbru¨ck length yield an effective membrane viscos-
ity of ηeffm ≈ ηm(1 + 2φ), where φ is the area fraction of
the inclusions. The effective viscosity predictions of Ref. 26
have also been confirmed, albeit with the introduction of a
rescaling factor of 2/3; this same factor appears in compar-
ing Ref. 6 to the asymptotic (small particle) limit of Ref.
26 and was previously attributed to the different definitions
of effective viscosity in these two works. This work shows
that this systematic difference is preserved beyond the limit of
small particle sizes. The numerical tools used to confirm these
earlier works are immediately transferable to compute effec-
tive viscosities of non-circular objects. For example, rigid lin-
ear membrane protein chains have increased intrinsic viscos-
ity relative to monomeric membrane proteins, suggesting that
membrane protein configurations and oligomerization state
could potentially be extracted from measurements of mem-
brane viscosity. The results here provide the numerical tools
required to make this possible. However, further study will be
required to determine whether experimental measurements of
membrane viscosity39–44 can be made sufficiently precise to
gain useful information from this approach.
The present results may also prove useful in interpreting
molecular dynamics simulations of lipid bilayers. Recent
molecular simulations have found that increasing the con-
centration of proteins in the bilayer does increase the effec-
tive viscosity of the membrane, but were unable to discrim-
inate between the Oppenheimer-Diamant and Henle-Levine
predictions45. Fig. 5 suggests that studying oligomerized pro-
teins may improve the accuracy of these measurements, as the
effect of oligomers on membrane viscosity should be larger.
Various authors have used molecular simulations to study
the dynamics of membranes crowded with proteins46–50. Ex-
tending the present intrinsic viscosity calculations to high pro-
tein area fractions is nontrivial. Effective viscosity calcula-
tions in bulk fluids become complicated outside the dilute
limit, due to the competition between hydrodynamic, Brow-
nian, steric, and adhesive effects36,51–53, with phenomenolog-
ical models commonly used54. However, the present study
highlights a clear physical effect in the dilute regime that
should be observable in these detailed simulations and exper-
iments. This may allow for an increasingly quantitative in-
terpretation of dilute systems in terms of effective viscosities.
A first step toward understanding complicated crowded mem-
branes may be a careful comparison of theory/numerics, sim-
ulations and experiments in dilute membrane systems, where
we have a better quantitative understanding of the models.
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Appendix A: Deriving effective viscosity
The arguments of Ref. 6 are repeated here and slightly gen-
eralized to justify the numerical determination of effective vis-
cosity via interfacial RS calculations.
Suppose a point force, f , is applied to a homogeneous
membrane at the origin, leading to a flow field v(0)i (r) =
TSDij (r)fj , with T
SD
ij the Oseen tensor given by Eq. 2. Now,
if the membrane is not homogeneous, but rather includes a
rigid object embedded in the membrane at position r′, that
object is subject to a hydrodynamic force dipole, which is
compensated by the force dipole by the object acting on the
membrane: Sij . When averaged over all possible object ori-
entations, this stresslet is (Eq. 13)
Sij(r
′) = −αηmAp
[
∂iT
SD
jk (r
′) + ∂jTSDik (r
′)
]
fk (A1)
8with α determined in practice via the interfacial RS method
described in Sec. IV. S alters the homogeneous flow from
v(0)(r) to v(0)(r) + δv(r), with δvi = −Skj(r′)∂kTSDij (r−
r′) (this follows from the multipole expansion of the force
distribution36). Averaging over the contributions of N ran-
domly oriented identical objects, randomly scattered through-
out a membrane of area Amem, yields
〈δvi(r)〉 = − N
Amem
∫
Amem
d2r′Skj(r′)∂kTSDij (r− r′)
= − φ
Ap
∫
Amem
d2r′Skj(r′)∂kTSDij (r− r′). (A2)
φ = NAp/Amem is the area fraction of particles with Ap the
area of each particle. It should be clear that the above deriva-
tion assumes the absence of particle-particle correlations, ne-
glects the contributions of higher order force multipoles and
considers only single-particle corrections to δv(r). Though
these approximations are imperfect in general, they are ex-
pected to be valid in the small φ limit assumed in this work.
It is also assumed that the applied force is not exerted for a
long enough time for the particles to rearrange in response to
the applied flow; previous simulations indicate this is not a
significant issue, so long as f remains in the linear response
regime.37.
Fourier transforming Eq. A2 yields
〈δvi(q)〉 = − φ
Ap
Skj(q)iqkT
SD
ij (q) (A3)
and Eq. A1 and Eq. 2 imply (note that qiTSDij (q) = 0)
iqkSkj(q) = αηmApq
2TSDjm (q)fm. (A4)
Therefore,
〈δvi(q)〉 = −φαηmq2TSDij (q)TSDjm (q)fm (A5)
= −αφ q
q + L−1sd
TSDim (q)fm. (A6)
The velocity response due to point forcing at the origin and
including the effect of an ensemble of randomly distributed
particles is thus
vi(q) = v
(0)
i (q) + 〈δvi(q)〉 ≡ T effij (q)fj (A7)
T effij (q) =
(
1− αφ q
q + L−1sd
)
TSDij (q) (A8)
≈ 1
ηeffm q
2 + 2ηfq
(
δij − qiqj
q2
)
. (A9)
The final line expresses that fact that, to linear order in φ,
T effij = T
SD
ij |ηm=ηeffm , with ηeffm = ηm (1 + αφ).
Appendix B: Grand Resistance Matrix Formulation
In earlier work24, the interfacial RS approach was used to
compute the forces and torques exerted on rigid bodies em-
bedded in a membrane. In particular, the force F and torque τ
required to push a particle with velocity U and angular veloc-
ity Ω were determined. The related drag/mobility coefficients
were then used to determine translational and rotational diffu-
sion coefficients. Because of the linearity of the Stokes equa-
tions, the forces and torques must be linear in the velocities,(
Fhy
τhy
)
= −R
(
U
Ω
)
, (B1)
where R is the 3 × 3 “resistance matrix”. Here, Fhy = −F
and τhy = −τ are the hydrodynamic force and torque re-
sisting the external forcing. The hydrodynamic and external
forces (torques) must exactly compensate one another under
the steady-state conditions of creeping flow.
A similar linear relationship can be developed for objects
embedded in an external flow vamb, creating the “grand re-
sistance matrix”36, R. If the external flow is slowly-varying
enough on the scale of the particle, it can be treated as linear,
and broken down as vamb(r) ≈ U∞ + Ω∞ × r + E∞ · r,
where the linear flow has been broken into a rotational term
and a straining flow.
While a rigid object can rotate or translate in response to
an externally imposed flow, it cannot deform. In resisting an
attempted deformation by the surrounding fluid, it will exert
forces on the fluid; at lowest order in the multipole expansion,
this generates a net force dipole with strength Sij = −Shyij ex-
actly compensating the hydrodynamic dipole imposed by the
external flow on the object. The force, torque, and force dipole
exerted on an object will thus be given by a linear relationship
of the form36 Fhyτhy
Shy
 = R
 U∞ −UΩ∞ − Ω
E∞

=
 A B˜ G˜B C H˜
G H M
 U∞ −UΩ∞ − Ω
E∞
 (B2)
Eq. B2 introduces a simplifying notation: blocks of the grand
resistance matrix are scalars (e.g. C), vectors (e.g. B), and
higher-order tensors (e.g. A or M ). Multiplication implies
contraction across the indices, i.e. Eq. B2 states that if U =
U∞ and Ω = Ω∞, S = ME∞, which is to be taken as
Sij = MijklE
∞
kl . In addition, there are important symmetry
relationships in these terms that follow from the Reciprocal
Theorem36. In the quasi-two-dimensional system under study,
where the only nonzero components of the angular velocity
and torque are in the z direction, these relationships are:
Aij = Aji
Bi = B˜i
Gijk = G˜kij
Hij = H˜ij
Mijkl = Mklij (B3)
where there is no symmetry relationship for C because it is
a scalar. The grand resistance matrix can be used to simply
9compute the effective viscosity of a rigid body-laden mem-
brane, as will be shown below.
The grand resistance matrix R can be calculated as a
straightforward extension of the results of Ref. 24. The ba-
sic approach is to choose the velocity of the blob points to be
consistent with a rigid body motion, find the forces gj [Rn]
that generate these velocities when subjected to vamb(r) =
U∞ + Ω∞ × r + E∞ · r , and then use the blob forces to
compute F,τ , and Sij , which allow one to read off the ma-
trix elements of Eq. B2. For instance, to find the (transla-
tional) drag coefficient matrixAij , start with Eq. 3 and choose
vi(Rm) = Ui and vamb = 0. The blob forces g [Rn] that
generate this motion are determined numerically and are used
to compute the total force on the particle F =
∑
n g [Rn]
that drives the translational motion. The hydrodynamic drag
force Fhy = −F. Then, from Eq. B2, read off Fhy =
−∑n g [Rn] = A(U∞ − U) = −AU. For the choice
U = xˆ, Axx =
∑
n gx [Rn] and Ayx =
∑
n gy [Rn]. Choos-
ing U = yˆ allows the reconstruction of the remaining com-
ponents of A. This process can be extended straightforwardly
for nearly all of the components of R. Furthermore, the sym-
metry relationships of Eq. B3 obviate the need to perform all
the calculations that one might naively expect were needed.
There is one subtlety in constructing Mijkl. To access
Mijkl, one would like to choose U = 0, Ω = 0, and
vamb = −Eijrj . For this choice, Eq. B2 suggests that
Shyij = −Sij = − 12
∑
n (Rn,igj [Rn] +Rn,jgi[Rn]) =−MijklEkl. In principle, then, it should be possible to choose
Ekl = 1 for one component kl, e.g. kl = xy, and zero
otherwise. Then it would be possible to determine Mijxy =
1
2
∑
n (Rn,igj [Rn] +Rn,jgi[Rn]), and then repeat this com-
putation for each component. The difficulty in doing this is
that Eij must obey two constraints: 1) Eij = Eji, and 2)
for incompressible flow, ∇ · vamb = 0 and trE = Eii = 0.
Thus there are only two independent components of E, and
any physical E can be built out of E =
(
1 0
0 −1
)
and
E =
(
0 1
1 0
)
.
Choosing vamb = −Eijrj with
E =
(
1 0
0 −1
)
then shows Mijxx − Mijyy =
1
2
∑
n (Rn,igj [Rn] +Rn,jgi[Rn]), where the forces are
the ones required to establish this particular flow. Only the
combination Mijxx −Mijyy can be identified. However, for
any physical flow field E∞, Shy = ME∞ will only depend
on Mijxx and Mijyy in the combination Mijxx − Mijyy,
because E∞ must have zero trace. We therefore choose to set
Mijxx + Mijyy = 0 to uniquely specify Mijxx and Mijyy,
though any arbitrary constant would yield the same physical
results.
Similarly, vamb = −Eijrj with E =
(
0 1
1 0
)
, yields
Mijxy + Mijyx =
1
2
∑
n (Rn,igj [Rn] +Rn,jgi[Rn]) – note
again that gj are the forces for this flow. In this case, the
combination Mijxy − Mijyx is not determined, but is also
not physically relevant. We arbitrarily choose the convention
Mijxy = Mijyx.
Computing effective viscosity with the grand resistance
matrix
Once the grand resistance matrix is known, it can be used
to compute the effective viscosity. A particle with no external
force or torque exerted on it, but subject to hydrodynamic per-
turbations from the surrounding fluid, will exert a force dipole
Sij on the membrane. How does this depend on the external
flow (U∞,Ω∞, E∞ij )? The answer is hidden inside Eq. B2.
In the absence of any external force or torque on the particle,
Eq. B2 suggests(
F
τ
)
=
(
Fhy
τhy
)
=
(
0
0
)
(B4)
=
(
A B˜ G˜
B C H˜
) U∞ −UΩ∞ − Ω
E∞
 (B5)
with the solution(
U−U∞
Ω− Ω∞
)
=
(
A B˜
B C
)−1(
G˜
H˜
)
E∞. (B6)
Upon substitution of this result into Eq. B2, an expression for
the hydrodynamic dipole is obtained
Shy = −S
=
[
M − (GH)
(
A B˜
B C
)−1(
G˜
H˜
)]
E∞, (B7)
≡ME∞ (B8)
which is the quasi-2D analog to Eq. 5.21 of Ref. 36. The
rank-4 tensor in square brackets in Eq. B7 is the sum of two
terms. The first term (M ) indicates the dipolar response to
attempted straining deformations by the fluid for a particle
translating and rotating with the background flow. The second
term corrects this response to impose conditions of vanishing
external force/torque. By virtue of the symmetry relations on
the resistance matrix (Eq. B3), this “correction term” is ob-
tainable entirely from traditional RS calculations in the ab-
sence of E∞. M itself (up to the physically unimportant con-
stants mentioned above) is obtainable from RS calculations
for a static object U = Ω = 0 with imposed E∞.
Appendix A shows that, if the force dipole obeys
Sij ≈ −αηmAp
(
∂iv
amb
j + ∂jv
amb
i
)
, (B9)
then α is the intrinsic viscosity. This conclusion assumes
slowly-varying external velocities. When flow is slowly-
varying enough to allow approximation as vamb(r) ≈ U∞ +
Ω∞ × r + E∞ · r, it is easily seen that Eq. B9 reduces to
Sij ≈ −αηmAp
(
E∞ij + E
∞
ji
)
. (B10)
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As noted previously, Eq. B9 holds only for isotropic particles;
orientational averaging is required to yield this result in the
general case.
α is calculated by picking a background flow fieldE∞, then
computing Sij induced by the particle in that flow field di-
rectly from R by using Eq. B7. This is repeated for different
particle orientations and values of the blob spacing and , av-
eraging over orientations, and extrapolating to zero spacing.
α can be computed as
α =
−Sxx
2ηmAp
(B11)
for the choice E∞ =
(
1 0
0 −1
)
.
In fact, because Eq. B7 determines the full tensor M that
generates the hydrodynamic dipole response, orientational av-
eraging may be carried out analytically, significantly improv-
ing computational speed. This resembles the approach of Ref.
55, but in two dimensions. When the particle is rotated, the
tensorMijkl transforms to RaiRbjRckRdlMijkl, where Rai
are the appropriate rotation matrices. The average over the
angle of rotation follows as
Zabcdijkl ≡ 1
2pi
∫ 2pi
0
dθRaiRbjRckRdl. (B12)
These integrals are simple, if tedious, to evaluate – they are
products of sines and cosines, which may be automated in
Mathematica or constructed following Ref. 55. Then, the
orientationally-averaged force dipole is given by
Sab = −ZabcdijklMijklE∞cd (B13)
For present purposes, only Sxx is needed, which is given by
Sxx = −1
4
(Mxxxx −Mxxyy +Mxyxy +Mxyyx
+Myxxy +Myxyx −Myyxx +Myyyy)
whereM here is the tensor evaluated from Eq. B7 at a single
orientation and we have assumed E∞ =
(
1 0
0 −1
)
.
This approach has been used to reproduce the computations
in Fig. 5. The maximum relative difference between the two
approaches is less than 2 × 10−5. Indeed, the two calcula-
tions should be completely equivalent, up to the differences
between numerical versus analytical orientational averaging
and the accuracy of the numerical method.
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