Here we show that a simple inhibitory network model, made of sparsely connected Leaky Integrate and Fire (LIF) neurons, is able to retrieve some of the relevant dynamical features of a striatal network, in particular the appearance of cell assembly dynamics as it has been reported in in-vitro experiments of rats striatum \[[@B1]\]. In a first approach, we discuss how our simple model is consistent with the findings in \[[@B2],[@B3]\]. For an optimal choice of the model parameters, the response of the neurons to uniformly distributed constant inputs, occurs in a bursting fashion. As shown in Figure. 1B, the neurons organize their dynamics in groups with correlated bursting-like activity, displaying typical recurrent patterns, similarly to the dynamics of Medium Spiny Neurons (MSNs). Furthermore, the firing of the neurons taking part in this \"structured\" cell assembly dynamics is characterized by a high variability, as shown in Figure 1A for a few representative neurons. This high variability is reflected in a coefficient of variation of the interspike-interval (ISI) larger than one. An important aspect of the dynamics of the MSNs is the emergence of coexisting correlated and anti-correlated assemblies, as reported in the experimental work by Carrillo-Reid et al. \[[@B1]\]. Indeed also in our system this aspect is present, as revealed by examining the cross-correlation matrix of the firing rates shown in Figure 1C. Here the neurons are grouped in assemblies accordingly to their level of correlation (as in Figure 1B) and it is evident that the correlated activities within the neuronal assemblies can be highly anti-correlated with other cells in the network.

![**A. Firing rates of 5 selected neurons**; **B**. raster plot activity, the firing times are colored accordingly to the assembly the neurons belong to; **C**. cross-correlation matrix of the firing rates. The neurons in panel B and C are clusterized accordingly to the correlation of their firing rates, by employing the k-means algorithm.](1471-2202-16-S1-P14-1){#F1}
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