Abstract-With the continuous improvement of computer hardware, major factors affecting the efficiency of computer network have been the pros and cons of the network structure. So it can ensure the operational efficiency, stability and security of the network and save a lot of hardware resources to reasonably plan the distributed computer network. At present, planning levels of many distributed computer networks are not very high, which results in the lower computer network efficiency. For this reason, this study presents the optimal planning algorithm basing on particle swarm.What's more, network nodes can be encoded as particles in the progress of planning the distributed computer network, then judge the feasibility of particles and evaluate the sufficiency of particles according to the built models, finally, determine the optimal results to improve the computer network's especially the distributed one's efficiency per the general requirement.
the adaptability of planning according to the relative mathematical model. What's more, regarding the fitted network planning, it's need to consider that whether there is room for improvement and do the job of network optimization well. Finally, ensure the management and maintenance after implementing the network project, in order to make the network operate efficiently. And the chief procedures of computer network planning are as shown as in Figure 1 . Problems of network planning can be abstracted as optimal objective function through establishing mathematical model of location problem of the center of bond, then the above-mentioned problems can be solved with optimization algorithm. At present, the common used algorithms include Genetic Algorithm, Neural Network Algorithm, Tabu Search Algorithm, SimulatedAnnealing Algorithm, Particle Swarm Optimization Algorithm and so on, where certain research findings have been got through GA, NN and SA [3] [4] [5] [6] .
A. Genetic Algorithm
As one kind of evolutionary algorithm, genetic algorithm is proposed through simulating the concept of natural selection ("Survival in the fittest in natural selection").Chromosome information can be got with genetic algorithm through simulating some biological phenomena, such as reproducing, hybridization and mutation, which exist in natural selection and genetic process, and using operation, such as selection, crossover, mutation, and the optimum chromosomes are finally generated. Due to the universality, flexibility and low binding, genetic algorithm has a wide application value in search, optimization, planning, classification and machine learning.
The mainly application idea of genetic algorithm is to encode independent variables in a specified range (such as the frequently-used crtbp), then select a proper fitness function (such as the frequently-used ranking) after getting the code of population, next screen and evolve through the algorithm as well as keeping individuals with better fitness and eliminating the unfit individuals, so individuals in the new population can well inherit information of the last generation and possess some features better than the last generation. Repeat the abovementioned process until the results meet the set conditions, so it can be ensured that the final results are in the area of optimum solution, from which users can select the proper solution as the optimum solution.
B. Simulated-Annealing Algorithm
Simulated-annealing algorithm, the principle of which is that receive new states with probability, was first proposed by Metropolis based on the similarity of annealing process of solid matter in physics and the general optimization problems, so it was known as Metropolis standard. Generally, this algorithm is consist of three parts: the heating process, which aims to enhance the thermal motion of particles to generate displacement; Isothermal process, the fact of which is that wait for minimizing the free energy of systems occurring heat exchange, then reach the balanced state; Cooling process, in which the thermal motion of particles weaken and crystal structure is obtained.
Compared with other algorithms, Metropolis standard is the key for simulated-annealing algorithm to get the globally optimal solution. Meanwhile, this standard accepts solutions contaminated with certain probability, so problem of locally optimal solution can be avoided to some extent. Moreover, SA algorithm has the following advantages: Deal with random objective functions with properties of nonlinear and no continuity; Possess arbitrary boundary conditions, constraints, small workload and strong availability of optimal solution. However, SA algorithm, which is easily mixed with SQ, has also some disadvantages, such as high computation complexity and difficult parameter adjustment.
The general procedure of SA algorithm is shown below:
(1) Initialization of parameters: Take the initial temperature 0 TT  and the arbitrary initial solution 1 S , then determine the iterations L (the chain length of Metropolis).
(2) Take the current temperature T, meanwhile, 1, 2, , kL  ; (3) Randomly generate one new solution 2 S aiming at the initial solution; (4) Calculate the increment of 2 S : 12 SS  , or itneeds to calculate the acceptance probability exp(
accept 2 S ,that is to say 12 SS  ,or keep 1 S , where rand is the random number in the region of (0,1).
(6) If solutions can meet the conditions, stop the operation and output the current 1 S , then finish the calculation. 
C. Neural Network Algorithm
As an intelligent algorithm simulating the brain's works, neural network algorithm, major application of which is BP neural network, has several advantages, such as strong independent learning ability and parallel processing capability. According to statistics, at present, about 80~90% of neural network models adopt the BP neural network or its variant. What's more, the neural network can play a certain role when dealing with problems just like task allocation, path selection, system planning and so on.
Neural network algorithm has some deformations in practical applications, such as the dispersed Hopfield model is often used in engineering optimization. However, there are usually more than 1 stable points, so it's easy to fall into the local optimization in solving process. Please pay attention to that when applying.
D. Particle Swarm Algorithm
Besides ant colony algorithm and fish-swarm algorithm, particle swarm optimization (PSO), which was proposed by Kennedy and Eberhart in 1995, is also one swarm intelligence algorithm. And the principle of particle swarm optimization is to learn behavior of birds preying, in other words, the most efficient strategy is to search for around area of bird having a shortest distance to current food [7] [8] .
The procedure of PSO is: First, initialize a particle swarm in the space of feasible solutions, each particle of the swarm expresses the possible solution of optimal value, and each particle has three characteristic values: position, velocity and fitness. Second, particles can trace the Pbest and Gbest when moving. Third, particles will calculate the new fitness for one time after updating position for one time, and then update the positions of Pbest and Gbest through the pre and post comparison. , , 1, 2, , 
B. Procedure of Computer Network Planning
Due to the uncertainty of parameters, there may be many descriptions of the problems of computer network planning, it requires that people and computers complete the decision together. In the progress of making decision, profession still plays an important role, but the computer is only auxiliary means. Generally speaking, confirmation of computer network planning scheme is consist of the parts as shown in Figure 4 .
Generally, we can assume that the search space is D , and the swarm X is composed of n particles:
where the i-th particle expresses a D-dimensional vector 
expresses position of the i-th particle in D-dimensional search space, one possible solution.
Calculate the fitness value of each particle per the objective function, and velocity of the i-th particle is 
(1) Velocity and position of particles Particle will update its individual extremum and swarm extremum after each iteration, and then update its velocity and position.
where:
 is the inertia weight, based on the past research data, the inertia weight 
id Xt  shall be 0, otherwise 1.The main parameters of particles are inertia weight (  ), learning factor( 12 , cc), the max iterations and the quantity of particles, which all can be set per different needs.
(3) Evaluation mechanism for fitness value The objective fitness value of the k-th particle is ( , TABLE I.  LIST FOR EDGE CONNECTIVITY OF NETWORK PLANNING   1  2  3  4  5  6  7  8  9  10  11  12  1  0  2  2  2  2  2  2  2  2  2  2  2  2  0  2  3  2  2  2  3  2  3  2  3  3  0  2  2  2  2  2  2  2  2  2  4  0  2  3  2  3  2  2  2  2  5  0  2  2  2  2  2  2  2  6  0  2  2  2  2  2  3  7  0  2  2  2  2  2  8  0  2  3  2  3  9  0  2  2  2  10  0  2  2  11  0  2  12  0   TABLE II Through calculating with particle swarm optimization, we can find that the total cost of network planning is 407, and the topology graph of network planning is show as figure 5. This network planning can minimize the cost. After comparing with neural network algorithm, the fraction of coverage of particle swarm optimization is the average number of gateway message, which is shown as below: Figure 6 . The average number of gateway message Figure 7 . The evolutionary curve of PSO algorithm V. CONCLUSION This paper presents the optimal planning algorithm basing on particle swarm, deep studies the distributed computer network planning algorithm and models of computer network planning basing on particle swarm optimization, and then calculates and analyses the models. What's more, network nodes can be encoded as particles in the progress of planning the distributed computer network, then judge the feasibility of particles and evaluate the fitness of particles according to the built models, finally, determine the optimal results per the general requirement. Moreover, the more excellent results can be obtained through constructing the models of distributed computer network and analyzing the particle swarm optimization, which can efficiently improve the network's performance and efficiency.
Through calculation and comparison, we can find that The advanced algorithm model can improve the network's operational efficiency, stability and safety. Study the model of distributed computer network basing on the layout optimization algorithm of particle swarm. And the final results indicate that models of particle swarm optimization planed with distributed computer network can improve the network's operational efficiency, stability and safety.
Speed up the convergence rate of algorithm, and the objective function is better. Compared with the traditional genetic algorithm, PSO algorithm, which has a better objective function value, speeds up the convergence rate of algorithm, improves the computational efficiency, reduces generations of evolution.
The process of optimization is meticulous and the optimum solution can be obtained. Through constructing the models of distributed computer network, analyzing the particle swarm optimization, breeding factors, classifying swarms and setting parameters, the local optimum solution can be got as far as possible while the global optimum solution being got with POS algorithm, which makes the whole process of optimization be more meticulous and efficient, and overcomes some disadvantages of traditional algorithms, such as NN, G, SA and so on.
Reduce the cost and save the expense. Based on the layout optimization algorithm of particle swarm, it can reduce the cost, save the expense and solve the problem of low convergence at later stage existing in GA algorithm to construct the distributed computer network comparing with other algorithms.
