Abstract One can approximate numerically the solution of the initial value problem using single or multistep methods. Linear multistep methods are used very often, especially combinations of explicit and implicit methods. In floating-point arithmetic from an explicit method (a predictor), we can get the first approximation to the solution obtained from an implicit method (a corrector). We can do the same with interval multistep methods. Realizing such interval methods in floating-point interval arithmetic, we compute solutions in the form of intervals which contain all possible errors. In this paper, we propose interval predictor-corrector methods based on conventional Adams-Bashforth-Moulton and Nyström-Milne-Simpson methods. In numerical examples, these methods are compared with interval methods of RungeKutta type and methods based on high-order Taylor series. It appears that the presented methods yield comparable approximations to the solutions.
Introduction
Many scientific and engineering problems are described in the form of ordinary differential equations. If such equations cannot be solved analytically, we use computers and numerical methods to approximate them, usually performing all calculations in floating-point arithmetic. Sometimes, although in rare circumstances, this arithmetic is error-prone. Therefore, particular attention must be paid to the reliability of the computed results.
It is well-known that floating-point arithmetic is prone to two kinds of errors: representation errors and rounding errors. Applying numerical methods to approximate problems given by ordinary differential equations, we introduce third kind of errorsthe errors of methods, usually called truncation errors. To take into consideration these errors, we can use interval arithmetic (see, e.g., [1, 14, 33, 34, 41] ) realized in floating-point interval arithmetic (see, e.g., [13] ). Applying interval methods in such an arithmetic, we can obtain approximated solutions in the form of intervals which contain all possible numerical errors. One inconvenience of this arithmetic is the wrapping effect, but some efforts reduce its effects (see, e.g., [12, 23, 24, 37, 39, 42] ).
There are a number of interval methods for approximating the initial value problem which consists in an ordinary differential equation (or equations) and an initial value (or values for a system of equations) of the function(s) that should be found. An interval method for ordinary differential equations using interval arithmetic was described first by R. E. Moore in 1965 [32, 33] . There are also interval methods based on explicit Runge-Kutta methods [21, 28, 41] and implicit ones [10, 11, 25, 28, 31] . In [41] , Yu. I. Shokin proposed an explicit interval method of Adams-Bashforth type. Unfortunately, it can be shown that his formula fails in the simplest case, but it can be easily corrected [19, 28] . Other explicit interval multistep methods have been considered in [26] [27] [28] and implicit ones in [18, 20, [26] [27] [28] . In recent years, many studies have been conducted on a variety of interval methods based on high-order Taylor series (see, e.g., [2-4, 7, 17, 22, 36, 38, 40] ).
In this paper, we propose to join explicit interval methods of Adams-Bashforth type with implicit ones of Adams-Moulton type and explicit interval methods of Nyström type with implicit ones of Milne-Simpson type. In both cases, we obtain interval predictor-corrector methods, which have the same advantage as conventional predictor-corrector methods. In comparison when we use the solution obtained for the previous integration step as the first approximation in an implicit method, taking the solution from an explicit interval multistep method (a predictor) as such an approximation, we can significantly reduce the number of iterations needed in the implicit method (a corrector).
The paper is divided into seven sections. In Section 2, we recall the well-known conventional multistep methods of Adams-Bashforth, Adams-Moulton, Nyström, and Milne-Simpson. Interval versions of explicit multistep methods are presented in Section 3, and implicit interval multistep methods are described in Section 4. In these sections, we point to some important theorems proved in our previous papers. Propositions for combining explicit and implicit interval multistep methods that lead to interval predictor-corrector methods are described briefly in Section 5. In Section 6, we present a number of numerical examples, and in the last section, some conclusions are given.
Conventional predictor-corrector methods
The numerical methods for approximating the initial value problem y = f (t, y(t)), y(0) = y 0 , 
To obtain multistep methods, we approximate the function f (τ, y(τ )) by an adequate interpolation polynomial, and we integrate this polynomial. Taking the polynomial P (τ ) of the degree n − 1 such that 
where
(the symbol ∇ denotes the backward difference operator), and
The formula (3) is known as the n-step explicit Adams-Bashforth method, for which the truncation error has form
where η is an intermediate point in the interval
In particular, from (3) for a given n, we get the methods:
-n = 1 (Euler's method)
-n = 2
-n = 3
-n = 4
If in (2) we take the polynomial P (τ ) of the degree n (instead of P (τ ) of the degree n − 1) such that
we obtain the n-step implicit Adams-Moulton method of the form
with truncation error
where η is an intermediate point in the interval t k−n , t k . From (11), we have:
-n = 1 (the trapezoidal rule)
The initial value problem (1) can be written in another equivalent integral form, namely
from which we get
If we approximate the integral in (18) by the polynomial P (τ ) (the same polynomial as before), then we obtain the conventional n-step explicit method of Nyström of the form
with the truncation error 
The coefficients ν * n and ν * * n are very important in the interval methods considered (see Section 4).
In particular, from (19) for a given n, we get:
-n = 1, 2 (the midpoint rule)
If, in (18), we use the polynomial P (τ ) (see earlier), we obtain the method
This is the well-known conventional n-step implicit method of Milne-Simpson with the truncation error
, η * , and η * * are some points in the interval t n−k , t k ,
As for the method (19) , for interval equivalents of (25) , it is important to write two coefficients ν * n+1 and ν * * n instead of one ν n+1 = ν * n+1 + ν * * n+1 (see Section 4 for details).
From (25) , for a given n, we get the following methods:
-n = 1 (the midpoint rule)
-n = 2, 3 (the Milne method)
If we compare the truncation errors (6) with (14) and (20) with (26), we see that with the same number of steps the order of implicit methods are greater. Unfortunately, in implicit methods, we have to use some iterative process to find y k with a given accuracy. For the initial approximation y (0) k in such a process, one can take y k−1 , but a better approach is to take for this approximation the value of y k obtained from an explicit method (which usually significantly decreases the number of iterations for a given accuracy). It is well-known that such a combination yields a predictor-corrector method, in which an explicit method is the predictor, and an implicit one fulfills the role of corrector.
Interval versions of explicit multistep methods
Let us denote: -t and y are the bounded sets in which the function f (t, y), occurring in (1), is defined, i.e.,
, where an interval extension of the function 
-for each T ⊂ t and for each Y ⊂ y there exists a constant > 0 such that
where w (A) denotes the width of the interval Moreover, let us assume that y (0) ∈ Y 0 , and the intervals Y k such that y (t k ) ∈ Y k for k = 1, 2, . . . , n − 1 are known. We can obtain such Y k by applying an interval one-step method, for example, an interval method of Runge-Kutta (see, e.g., [28, 41] ) or interval methods based on the Taylor series (see, e.g., [2-4, 7, 13, 20, 34, 36] ). The first approach to construct an interval version of Adams-Bashforth method has been made by Yu. I. Shokin [41] . Unfortunately, as we have shown in [19] and [28] , his formula fails even in the simplest case, i.e., when n = 1. Correcting a defective error term in Shokin's formula, we obtain the correct formula for interval methods of Adams-Bashforth type of the following form:
a < ∞ is a constant occurring in the definition of t , the coefficients γ j , where j = 0, 1, . . . , n, are given by (5) , and [− (n − 1) h, h] means the (closed) interval with the left border − (n − 1) h and the right border h, respectively. Since
the formula (30) can be written in the equivalent form
where the coefficients β nj are given by
In particular, for a given n, we get (from (30) and (32)) the following methods:
-n = 1 (the interval version of Euler's method (7)) 
-n = 3 (the interval version of the method (9))
-n = 4 (the interval version of the method (10))
Assuming that F (T , Y ) and (T , Y )
fulfill the same conditions as previously, the explicit interval methods of Nyström type, we define as follows:
and (T , Y ) is an interval extension of ψ (t, y (t)) ≡ f (n) (t, y (t)) ≡ y (n+1) (t).
Let us note that in (37), we cannot write ν * n + ν * * n n instead of ν * n n ++ν * * n n , because in general ν * n + ν * * n may be different from ν * n + ν * * n . Moreover, the formula (37) can be written in more convenient form
In particular, for a given n from (37) and (38), we have the following methods:
-n = 1 (the interval midpoint rule)
(in the conventional case we have the same method as for n = 1)
where -n = 4 (the interval version of the method (24))
The subtractions like these, occurring in (39)- (42), often yield overestimation. But these subtractions are simple consequences of coefficient values in (38) .
In [19, 26, 28] , we have proved that for the methods (30) and (37) (or (32) and (38), respectively) we have y (t k ) ∈ Y k , where y (t) is the exact solution of the initial value problem (1), and we have also estimated the widths w (Y k ) of the intervals Y k obtained by these methods.
Interval versions of implicit multistep methods

As previously, let us denote by t and y the sets in which the function f (t, y) is defined, and let F (T , Y ) and (T , Y ) denote interval extensions of f (t, y) and (t, y(t)), respectively, (other assumptions for F (T , Y ) and (T , Y ) are the same as for F (T , Y ) and (T , Y ) in the previous section). Let us also assume that y(0) ∈ Y 0 , and the intervals
. . , n−1 are known. The implicit interval n-step methods of Adams-Moulton type can be defined as
where γ j , j = 0, 1, ..., n + 1 are given by (13) ,
Applying (44), (43) can be written in the equivalent form
It is well-known that in interval arithmetic the distributive law is not generally satisfied. This means that the values of the interval extensions of f in the above formulas with the same indices cannot be subtracted.
According to (12) , in real arithmetic, we have
.., n, and
Hence, formula (11) is equivalent to
But in interval arithmetic, we have
where the subset relation (⊂) is defined as not necessarily proper, and we get another kind of implicit interval methods corresponding to the conventional formula (46), namely
For a given n from (48), we get the following methods:
-n = 1 (the interval trapezoidal rule)
-n = 2 (the interval version of the method (16))
-n = 3 (the interval version of the method (17))
If we denote by Y 1 k the interval solutions obtained from the formula (43) (or (45)), i.e. from the formula with backward interval differences, and by Y 2 k the interval solutions obtained from (48), then from (47), we have immediately that Y 2 k ⊂ Y 1 k . It means that the second kind of implicit interval formula gives the interval solution with a smaller width, i.e., it is better. Thus, we should rather apply the methods (49)-(51) instead of the methods obtained for the same n from (45).
Let us note that (43) (or (45)) and (48) are nonlinear interval equations with respect to Y k , k = n, n + 1, ..., m. This implies that in each step of implicit interval methods we have to solve an interval equation of the form
If G is a contraction mapping, 2 then using the well-known fixed-point theorem, we can apply the iteration
which is convergent to X * , i.e., lim l→∞ X l = X * , for an arbitrary choice of
For the interval methods of Adams-Moulton type given by (48), the iteration (52) is of the form
On the basis of (25) and (26), we can define the implicit interval methods of the form [26, 28] :
and where
we can write the second kind of interval methods of Milne-Simpson type as follows [26, 28] :
Below are examples of implicit methods of the second kind (obtained from (55)).
-n = 1
where 
Thus, one should use the methods (56)-(58) instead of the methods obtained for the same n from (54). In each step of the interval methods of Milne-Simpson type (of both kinds), we have to solve a system of nonlinear interval equations. If the right-hand sides of (54) and (55) are contracting mappings, then the iterations follows immediately from the fixed-point theorem. For the second kind of methods, i.e., for (55), the iteration is
In [18, 20, 26, 28] , we have proved that the exact solution of the initial value problem (1) belongs to the interval solutions Y k obtained by the implicit interval multistep methods considered in this section. In the same papers, we have estimated the widths of these solutions.
Interval predictor-corrector methods
In each multistep interval method, both the explicit ones presented in Section 3 and the implicit ones given in Section 4, we need initial intervals. For any interval n-step method, we have to know the intervals Y k for k = 0, 1, . . . , n−1 such that y(t k ) ∈ Y k , where y(t) denotes the exact solution of the initial value problem (1). The interval Y 0 can be determined easy from the initial condition, but to obtain the remaining intervals, we have to use some one-step method, for example, the interval methods of Runge-Kutta type (see, e.g., [28, 41] ), Shokin's method based on the Simpson formula [41] , Moore's method [32, 33] or the methods based on the high-order Taylor series (see, e.g., [2-4, 7, 17, 22, 36, 38, 40] ).
Using Although as an interval predictor for an n-step interval corrector, we can take any explicit method with the number of steps not greater than n, we recommend to use a predictor and corrector with the same n. In this case, when the interval predictor yields an initial approximation of order p, then from the interval corrector we obtained an interval solution of order p + 1. But we do not recommend to use interval predictor-corrector methods for large n (see a note in Example 1 in the next section), and our proposal is to use in practice interval predictor-corrector methods presented in Table 1 .
Numerical examples
In this section, we present a number of examples obtained from an implementation of floating-point interval arithmetic in Delphi Pascal, one of the most popular programming language developed by Borland Software Corporation (Embarcadero Technologies, Inc. at present). This implementation has been written in the form of a unit called IntervalArithmetic32and64 (the current version of this unit is presented in [30] ). This unit takes advantage of the Delphi Pascal floating-point Extended type and makes it possible to: -represent any input numerical data in the form of a machine interval (for a real number the ends of this interval are equal or are two subsequent machine numbers), -perform all calculations in floating-point interval arithmetic, -use some standard interval functions, -give results in the form of proper intervals (if the ends of an interval are not the same machine numbers, one can see the difference in the output).
All programs written in Delphi Pascal for the examples presented can be found in [29] . In [29] , it is also included a Delphi Pascal program for solving any initial value problem by all explicit, implicit, and predictor-corrector interval methods considered in this paper. This program requires the user to write a dynamic link library with definitions of appropriate interval functions and to determine starting intervals. At first, let us consider the commonly used test problem
This problem has the exact solution of the form y = exp(λt). For λ = 0.5 and t = 0.2, 0.6, 1.0, the numerical values of the solution are given in Table 2 .
Since for the problem (60), the exact solution is known, the starting intervals for interval multistep methods can be obtained directly from this solution. But in general, we need an one-step method to determine these intervals, and we use the interval version of a Runge-Kutta method (of the fourth order-see [28] or [41] ). The starting intervals for the problem (60) and interval multistep methods considered are presented in Table 3 , where x denotes the largest machine number less or equal to x (similarly, x denotes the smallest machine number greater or equal to x).
Example 1 For the problem (60), and h = 0.0005 in Table 4 , we present the results obtained by explicit interval methods of Adams-Bashforth type for different number of steps n, while the results obtained by explicit interval methods of Nyström type are presented in Table 5 . It is interesting that for the problem considered and for the same n interval methods of Nyström type give interval solutions with smaller widths. We can also observe that in each case the exact solution belongs to the interval solution obtained (compare Table 2 ). Moreover, it can be seen that increasing n we obtain better solutions taking into account the widths of intervals. But that is true only for n ≤ 4. If we use the interval methods of Adams-Bashforth type and Nyström type for n > 4, then we obtain intervals with greater widths. This is caused by a great number of calculations in these methods and by significant increase of rounding errors following from that, which is not compensated for the method orders. We can generalize this note: the number of steps n and the step size h should be suitably selected for each problem considered.
Example 2 For implicit interval methods of Adams-Moulton and Milne-Simpson types, we have used iterations given by (53) and (59), respectively. The iterations have been stopped when for the interval
] the following inequalities have been fulfilled: and
where denotes an accuracy given beforehand. Taking = 10 −18 for the problem (60), we have obtained results presented in Tables 6 and 7 . In each step, the number of iterations has been approximately 5.
Example 3 For the problem (60), and interval predictor-corrector methods of AdamsBashforth-Moulton and Nyström-Milne-Simpson types, the interval results are the same as for implicit interval methods of Adams-Moulton and Milne-Simpson types, respectively. But using explicit interval methods as predictors, we observe significant decreasing of the number of iterations. These numbers have been equal to 3 for the ABM1 method and to 2 for ABM2, NMS1, and NMS2 methods. For ABM3 and NMS3 methods, only one iteration has been necessary in each step. These results seem to be quite good, taking into account that in conventional predictor-corrector method the state-of-the-art requires a few or several (but not a dozen or so) iterations.
Example 4
In Example 1, we have noticed that the number of steps n and the step size h should be selected suitably for each problem considered. To demonstrate the step size influence on the widths of interval solutions, let us consider once again the problem (60), the NMS3 method and the step sizes h = 0.1, 0.01, 0.001, 0.0001, 0.00001, 0.000001. The widths of interval solutions obtained are presented in Fig. 1 . From this figure, there is a limit for decreasing the step size, and for too small step sizes, the interval solutions are worse than for larger ones because the larger number of calculations causes a growth of rounding errors. For the same reasons, choosing the optimal step size for a problem, we cannot take too long time integration, i.e., too large value of a, where 0 ≤ t ≤ a (the interval [0, a] we denote by t ). In [36, Section 3.2] , the author considers the initial value problem (60) with λ = −1 for which the VNODE-LP package with an interval method based on high-order Taylor series [35] yields a very good approximation up to a = 20 (the width of interval solution obtained is equal to 10 −6 at this point). Such a good approximation for this large value of a cannot be achieved by our methods, which are of rather low orders and use constant step sizes. In Fig. 2 , we show how the widths of intervals grow for our NMS3 method with h = 0.0005 and t ∈ [0, 20]. On the other hand, our methods yield as good approximations as other methods of the same order (see the next example).
If for the problem (60) with λ = −1, we take a = 1, then the VNODE-LP package produces the output 0.367879441171442 [1, 6] , which encloses exp(−1). Our ABM3 and NMS3 methods for h = 0.0005 give the intervals 1.6487212707001283E+0000] Fig. 1 The widths of interval solutions obtained by the NMS3 method for different step sizes and we see that our methods give comparable results (the CPU times are also comparable).
Example 5
Results obtained by our methods may be compared with other interval methods of the same order. Let us take into account the problem A5 from [9, p. 23],
and consider, for instance, the interval explicit Runge-Kutta method of the fourth order (see, e.g., [28, 41] ). In interval Runge-Kutta methods, it is necessary to determine a maximum integration interval which guarantees that the interval solutions obtained contains the exact solution. Using the procedure described in [28, 41] , and applying this procedure in interval floating-point arithmetic [28] for the initial step size h 0 = 0.001, we have found that t max should be approximately less than 1.46. as additional starting intervals for multistep methods (these intervals have been obtained by the interval explicit Runge-Kutta method of the fourth order with h = 0.0001). In Table 8 , we present the results obtained at t = 1.0 by the aforesaid Runge-Kutta method (RK4) and by our ABM3 and NMS3 methods (also of the fourth order). It appears that our NMS3 method gives the intervals with the smallest widths. The programs written by us in Delphi Pascal [29] also show that these methods take significantly less execution time than the considered interval Runge-Kutta method. Multistep interval predictor-corrector methods can be also used for solving more than one-dimensional problems.
Example 6 Let us consider the motion of a simple pendulum described by
g is the gravitational acceleration at the Earth's surface, and L denotes the pendulum length. If we assume that the angle ϕ is small, i.e., sin ϕ ≈ ϕ, 3 then the (62) can be reduced to the equation of simple harmonic motion
with the solution ϕ(t) = ϕ 0 cos(ut), where ϕ 0 is an initial angle. Denoting y 1 = ϕ , y 2 = ϕ, and assuming that ϕ (0) = 0, ϕ(0) = 0, we can transform (63) into the following systems of differential equations of the first order:
with the initial conditions
For g = 9.80665, L = 1, and ϕ 0 = π/6, the exact solution at selected points t is presented in Table 9 . Assuming additional starting intervals as follows:
and applying interval predictor-corrector methods ABM2 and NMS2 we have obtained (after about 5 corrector iterations in each step) interval solutions presented in Tables 10 and 11 . In both of these interval methods, we assumed g = [9.80665, 9.80665], the accuracy 10 −18 in the iterations, and took h = 0.001,
We can observe that for each t the exact solution belongs to the interval solutions obtained and that the NMS2 method gives a somewhat better interval solution than the ABM2 method. Solving any problem by any interval method (not only by those considered in this paper), we should keep the wrapping effect in mind (see, e.g., [13] ). This effect sometimes leads to a sudden expansion of interval widths.
Example 7
As it is well-known, the motion of the Moon in a rotating coordinate system on a plane is described by the Hill equations of the form (a nonstiff problem): where
and where v is the mean motion of the Moon, v is the mean motion of the Sun, G is the gravitational constant, m 0 is the mass of the Earth, m 1 is the mass of the Moon, and t 0 is an initial moment. If we take M = 0, κ = 1, and assume that at τ 0 = 0, we have y 1 (0) = y 4 (0) = 1, y 2 (0) = y 3 (0) = 0. Then the initial value problem (66) has the solution
The numerical values of the above solution at some moments are given in Table 12 .
To solve problem (66) by an interval predictor-corrector method, we have used the NMS3 method with h = 0.0005. Additional staring intervals are presented in Table 13 . Table 12 The approximate (with 15 digits after decimal point) exact solution of (66) we obtain the interval solution at t = 2, and additionally, at t = 2.0005 and t = 2.0010. Proceeding further in the same way and assuming that
for t ∈ [3, 4.001] and
for t ∈ [4, 5.001], it is possible to get the interval solutions up to t = 5.001. In Table 14 , we present the interval solutions obtained at t = 1.0, 3.0, 5.0. The number of corrector iterations does not exceed 4 in each step. Unfortunately, for t approximately greater than 16 the widths of intervals have been greater than 10 −2 , and the interval solution is worthless, but we do not observe the wrapping effect. It should be noted that using the explicit method of Adams-Bashforth type with n = 4, i.e., using the method (36), we have the wrapping effect for our problem already for t approximately greater than 5 (see Fig. 3 ). Of course, in each case, the exact solution belongs to the interval solution obtained (compare Table 12 ). 
Assuming
h = 0.0001, and taking additional starting intervals given in Table 15 , we have obtained by our NMS3 method the results presented in Table 16 (with the number of iterations not greater then 3). Since implicit methods are recognized as appropriate for stiff differential equations (see, e.g., [5] and [16] ), to compare our method to another one of the same order, let us consider an implicit interval Runge-Kutta method. From a variety of such methods of fourth order, let us choice the interval version of Butcher's threestage semi-implicit method [6, p. 51] and [15, p. 205] presented (among others) in [28, p. 79] . In this method, a few of coefficients are equal to zero, significantly reducing the number of calculations. As we mentioned in Example 5, from the theory of interval Runge-Kutta method, it appears that it is necessary to determine maximum integration interval. For the problem (67), h = 0.0001 and regions (68), we have obtained t max ≤ 0.053 approximately. Using the same data as previously, at t = 0.05 by the interval version of Butcher's method, we get Comparing all these results, we see that the NMS3 method yields comparable approximations to the solution.
In all previous examples, the initial values have been point intervals, and additional starting intervals have been very tiny. But our methods can be also applied in the case of data uncertainties.
Example 9 Let us consider the same differential equations as in the previous example, the same regions t , y 1 , y 2 , the same step size h = 0.0001, but now let us assume that (69) (In program presented in [30] for this example, one can take other starting intervals.) The results obtained for these data by the NMS3 method are presented in Table 17 . We see that after 3000 steps, i.e., for t = 0.3, the results are quite good. For greater t, the results are rather less valuable (for instance, for t = 0.7 the widths of intervals are equal to 1, approximately). 
Conclusions
The main conclusion from the examples presented and many others carried out by the authors is that the interval methods executed in floating-point interval arithmetic yield approximations of solutions in the form of intervals which contain all possible numerical errors, i.e., representation errors, rounding errors, truncation errors, and also data uncertainties. Other conclusions concerning the multistep interval methods are as follows:
-for the same number of steps explicit interval methods of Nyström type are somewhat better (give intervals with smaller widths) than the methods of Adams-Bashforth type, -for the same number of steps implicit interval methods of Milne-Simpson type give somewhat better results (with smaller widths) than the methods of AdamsMoulton type, -the application of an explicit interval multistep method as the predictor for an implicit one significantly reduces the number of iterations involved (in comparison with the case when in an implicit interval method the solution for the previous step is taken as the initial approximation), -for each problem one should choose the appropriate step size or the number of method steps to obtain the interval solution with the smallest width (for a given step size there exists the optimal number of method steps, and for a given number of method steps there exists the best step size).
The examples presented in this paper clearly show that the interval predictorcorrector methods can be applied successfully to both nonstiff and stiff problems, and to both one-and more than one-dimensional problems (see . Comparing the results with other interval methods of the same or similar order, we see the high compatibility of the interval solutions obtained. Although our methods are of low order, in the case when the integration intervals are not too big they give as good results as the methods based on high-order Taylor series. Undoubtedly, an advantage of our methods consists in their simplicities-they can be easy programmed in any computer language. We hope that an implementation of variable step size controls would benefit in speed for these methods. We plan to study this problem in our next works.
