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SSP-RK43 methodAbstract In the present manuscript, Fisher-Kolmogorov equation is solved numerically by adopt-
ing a differential quadrature technique that uses quintic B-spline as the basis functions for space
integration. The derivatives are approximated using differential quadrature method. The weighting
coefficients are obtained by semi-explicit algorithm. Five-band Thomas algorithm has been
employed to solve the resultant algebraic system that can be reduced into a penta-diagonal matrix.
Stability analysis of method has also been done. The accuracy of the proposed scheme is demon-
strated by applying on three test problems. Theoretical attributes such as existence, uniqueness
and regularity of Fisher-Kolmogorov equations are also conferred. The outcomes are depicted
graphically to confirm accuracy of the findings and performance of this method and a comparative
study is done with results available in the literature. The computed results are found to be in good
agreement with the analytical solutions.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In this paper, we have adopted a quintic B-spline differential
quadrature approach to solve a extended Fisher-Kolmogorov
equations of order four, that can be written as
vt þ cvxxxx  vxx þ gðvÞ ¼ 0; x 2 ½p; q; t 2 ½0; s ð1Þwhere v 2 ½p; q  ½0; s is a real valued function, gðvÞ ¼ v3  v
and c > 0 with the boundary conditions
vðp; tÞ ¼ v0; vðq; tÞ ¼ v1 ð2Þ
vxxðp; tÞ ¼ 0; vxxðq; tÞ ¼ 0 ð3Þ
and initial condition
vðx; 0Þ ¼ vi; x 2 ½p; q ð4Þ
Coullet et al. [1], Dee and Van saarlos [2–4] introduced the
extended Fisher-Kolmogorov equation. For c ¼ 0, the equa-
tion reduces to Fisher-Kolmogorov equation in standard form.
The extended Fisher-Kolmogorov equation appears in a
variety of applications such as pattern formation [3] and
2894 R.C. Mittal, S. Dahiyaspatiotemporal chaos [1] in bi-stable systems, phase transition
near a Lifshitz point [5,6]. It has been derived as an amplitude
equation at the onset of instabilities near certain degenerate
points [7]. Recently, attention has been given to steady state
equation in Eq. (1). The stationary problem displays periodic,
homoclinic or heteroclinic solutions, depending on c. Peletier
and Troy [8,9] studied the solution of extended Fisher-
Kolmogorov equation in steady state by adopting shooting
method. Peletier et al. [8,9], Bengurai et al. [10] and Dhanm-
jaya et al. [11] discussed the existence of solution, its unique-
ness and regularity for Eq. (1). Aghamohamadi et al. [12]
worked on nonlinear Fisher’s equation using tension spline
method. These papers have differentiated and analyzed two
different cases depending on value of c, for c 6 1=8 and
c > 1=8, where the behavior of solutions is variable. It has
been shown that for c > 1=8 monotonicity is lost but, there
exists unique solution for c 6 1=8. In this work, a different
numerical approach based on differential quadrature methodQmðxÞ ¼
1
h5
ðx xm3Þ5 x 2 ½xm3; xm2Þ
ðx xm3Þ5  6ðx xm2Þ5 x 2 ½xm2; xm1Þ
ðx xm3Þ5  6ðx xm2Þ5 þ 15ðx xm1Þ5 x 2 ½xm1; xmÞ
ðxmþ3  xÞ5  6ðxmþ2  xÞ5 þ 15ðxmþ1  xÞ5 x 2 ½xm; xmþ1Þ
ðxmþ3  xÞ5  6ðxmþ2  xÞ5 x 2 ½xmþ1; xmþ2Þ
ðxmþ3  xÞ5 x 2 ½xmþ2; xmþ3Þ
0 otherwise;
8>>>>>><
>>>>>>:
m ¼ 1; 0; 1; . . . ;Nþ 1;Nþ 2 ð5Þand B-spline functions is proposed for the solution of extended
Fisher-Kolmogorov Eq. (1).
Bellman et al. [14] initially introduced differential quadra-
ture method for solving PDEs. Spline based differential
quadrature method is used in [15,16]. Cheng et al. [17] have
used Hermite polynomial to compute the weighting coeffi-
cients of differential quadrature method. Striz et al. [18] and
Bonzani [19] used harmonic functions and Sinc functions
respectively as basis functions. Korkmaz [20], Korkmaz and
Dagˆ [21–23], Saka et al. [24], Mittal and Dahiya [33,34] and
Arora [35] used various differential quadrature methods which
are found to produce accurate solutions with ease. The idea of
iterative differential quadrature method has been introduced
by Tomasiello [25,26]. In her work, iterative differential
quadrature method and the stability of DQ solutions have
been discussed. An article totally dedicated to the study of
DQ based methods has been published [27]. A new method
based on least square DQ method has also been introduced
to deal with the buckling of structures with elastic support [28].
In this work, we reduce the given problem into a system of
ordinary differential equations by expanding the derivatives of
the unknown function as the function of fifth order B-spline
with unknown coefficients. The weighting coefficients of the
differential quadrature method are found by using a five-
banded Thomas algorithm for penta-diagonal systems. The
differential quadrature method has great advantages over the
traditional methods, specially it does prevent perturbation in
order to find better solutions to given nonlinear equations.
Its advantages over different bases are rendered to its simple
implementation, wide applicability and conceptual simplicity.The organization of this paper is as follows. Section 2 gives
a description of the quintic B-spline differential quadrature
method. In Section 3, the method is implemented on the
extended Fisher-Kolmogorov equation with suitable handling
of conditions on boundary. In Section 4, stability analysis of
the method is carried out. Section 5 presents some test exam-
ples of the extended Fisher-Kolmogorov equation. A conclu-
sive section is provided at the end in Section 6.
2. Quintic B-spline differential quadrature method
The domain under consideration i.e., p 6 x 6 q is discretized
into a grid of equal length h ¼ xiþ1  xi, by the knots xi where
i ¼ 0; 1; 2; . . . ;N such that p ¼ x1 < x2; . . . ; xN1 < xN ¼ q. Let
QmðxÞ, be the quintic B-splines with knot points xi. The B-
splines Q1;Q0; . . . ;QNþ2 act as a basis for functions defined
over the domain ½p; q. The quintic B-splines are defined as [29]In a fair share, six knots at a time are enclosed by each quintic
B-spline so that a knot in its turn is concealed by six quintic B-
splines. Table 1 comprises the nonzero values of functions
given by QmðxÞ and its derivatives at given knot points.
Differential quadrature method approximates derivative of
a given function by writing it as the linear combination of its
values at specific discrete nodal points over the solution
domain of a problem. Given a function vðxÞ, that is smooth
enough over the solution domain then its derivative with
respect to x at any node can be approximated as
vxðxi; tÞ ¼
XN
j¼1
a
ð1Þ
ij vðxjÞ; i ¼ 1; 2; . . . ;N ð6Þ
where a
ð1Þ
ij are the unknown weighting coefficients of the first
order partial derivatives with respect to x.
The derivatives of order two or higher can be calculated by
the Shu’s recurrence formula [30]
a
ðrÞ
ij ¼ r að1Þij aðr1Þii 
a
ðr1Þ
ij
xi  xj
" #
; for i– j
i; j ¼ 1; 2; . . . ;N; r ¼ 2; 3; . . . ;N 1
ð7Þ
a
ðrÞ
ii ¼ 
XN
j¼1;j–i
a
ðrÞ
ij ; for i ¼ j ð8Þ
Here, a
ðr1Þ
ij and a
ðrÞ
ij denote the weighting coefficients of partial
derivatives of order ðr 1Þ and ðrÞ in the direction of x-axis.
From Eq. (6), it is clear that the fundamental problem for
approximating the derivatives of the unknown function with
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coefficients aij by means of a set of base functions that span
the domain under consideration. The weighting coefficients
can be computed by employing different basis. Here we are
using quintic B-spline basis given in Eq. (5) for our calcula-
tions. Bashan et al. [31] used quintic B-splines for solving
KdVB equation, whereas Korkmaz et al. [32] used both quar-
tic and quintic B-splines for numerical approximation of
advection–diffusion equations.
Employing quintic B-splines as test functions in fundamen-
tal differential quadrature method Eq. (6) gives
@QmðxiÞ
@x
¼
Xmþ2
j¼m2
a
ð1Þ
ij QmðxjÞ; m ¼ 1; 0; . . . ;Nþ 2;
i ¼ 1; 2; . . . ;N ð9Þ
An arbitrary choice of i leads to an algebraic equation systemQ1;3 Q1;2 Q1;1 Q1;0 Q1;1
Q0;2 Q0;1 Q0;0 Q0;1 Q0;2
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
QNþ1;Nþ2 QNþ1;N QNþ1;Nþ1 QNþ1;Nþ2 QNþ1;Nþ3
QNþ2;N QNþ2;Nþ1 QNþ2;Nþ2 QNþ2;Nþ3 QNþ2;Nþ4
2
666666664
3
777777775
A1 ¼ /1 ð10Þwhere Qi;j denotes QiðxjÞ, A1 = ai;3 ai;2 . . . ai;Nþ3 ai;Nþ4½ 
and /1 =
@Q1ðxiÞ
@x
@Q0ðxiÞ
@x
. . .
@QNþ1ðxiÞ
@x
@QNþ2ðxiÞ
@x
h iT
. The weighting
coefficients aij corresponding to i-th grid point can be deter-
mined by solving algebraic system of Eqs. (12). This system
has ðNþ 8Þ unknowns in ðNþ 4Þ equations. We require four
additional equations for a unique solution. Adding equations
@2Q1ðxiÞ
@x2
¼
X1
j¼3
a
ð1Þ
ij Q1ðxjÞ
@2Q0ðxiÞ
@x2
¼
X2
j¼2
a
ð1Þ
ij Q0ðxjÞ
@2QNþ1ðxiÞ
@x2
¼
XNþ3
j¼N1
a
ð1Þ
ij QNþ1ðxjÞ
@2QNþ2ðxiÞ
@x2
¼
XNþ4
j¼N
a
ð1Þ
ij QNþ2ðxjÞ
ð11Þ
to the system (12) becomes L1A1 ¼ /2, whereL1 ¼
Q1;3 Q1;2 Q1;1 Q1;0 Q1;1
Q01;3 Q
0
1;2 Q
0
1;1 Q
0
1;0 Q
0
1;1
Q0;2 Q0;1 Q0;0 Q0;1 Q0;2
Q00;2 Q
0
0;1 Q
0
0;0 Q
0
0;1 Q
0
0;2
. . . . . . . . . . . . . . .
. . . . . . . . . . . .
QNþ1;Nþ2 QNþ1;N QNþ1;N
Q0Nþ1;Nþ2 Q
0
Nþ1;N Q
0
Nþ1;N
QNþ2;N QNþ2;N
Q0Nþ2;N Q
0
Nþ2;N
2
66666666666666666664where A1 = a
ð1Þ
i;3a
ð1Þ
i;2 . . . a
ð1Þ
i;Nþ3a
ð1Þ
i;Nþ4
h i
and /2 =
@Q1ðxiÞ
@x
@2Q1ðxiÞ
@x2
@Q0ðxiÞ
@x
@2Q0ðxiÞ
@x2
. . .
@QNþ1ðxiÞ
@x
@2QNþ1ðxiÞ
@x2
@QNþ2ðxiÞ
@x
@2QNþ2ðxiÞ
@x2
h iT
using the values of quintic B-splines and its derivatives at the
nodal points and eliminating a
ð1Þ
i;3;a
ð1Þ
i;2;a
ð1Þ
i;Nþ3, and a
ð1Þ
i;Nþ4, we
obtain an algebraic system having a 5-banded coefficient
matrix of the form L2A2¼/3 where
L2 ¼
37 82 21
8 33 18 1
1 26 66 26 1
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
1 26 66 26 1
1 26 66 26 1
1 18 33 8
21 82 37
2
66666666666664
3
77777777777775
ð13Þ/3 ¼ ½u1u0; . . . ;uNþ1uNþ2 where
u1ðxiÞ ¼
1
30
5Qð1Þ1ðxiÞ þ hQð2Þ1ðxiÞ þ 40Qð1Þ0 ðxiÞ þ 8hQð2Þ0 ðxiÞ
h i
;
u0ðxiÞ ¼
1
10
5Q
ð1Þ
0 ðxiÞ  hQð2Þ0 ðxiÞ
h i
;
ujðxiÞ ¼ Qð1Þj ðxiÞ; for j ¼ 2; 3; . . . ;N 1;N;
uNþ1ðxiÞ ¼
1
10
5Q
ð1Þ
Nþ1ðxiÞ þ hQð2ÞNþ1ðxiÞ
h i
uNþ2ðxiÞ ¼
1
30
40Qð1ÞNþ1ðxiÞ þ 8hQð2ÞNþ1ðxiÞ þ 5Qð1ÞNþ2ðxiÞ
h
þhQð2ÞNþ2ðxiÞ
i
;
The system L2A2 ¼ /3 is solved by penta-diagonal Thomas
algorithm. Solving for a
ð1Þ
i;1; a
ð1Þ
i;0 ; . . . ; a
ð1Þ
i;Nþ1; a
ð1Þ
i;Nþ2 and putting. . . . . .
þ1 QNþ1;Nþ2 QNþ1;Nþ3
þ1 Q
0
Nþ1;Nþ2 Q
0
Nþ1;Nþ3
þ1 QNþ2;Nþ2 QNþ2;Nþ3 QNþ2;Nþ4
þ1 Q
0
Nþ2;Nþ2 Q
0
Nþ2;Nþ3 Q
0
Nþ2;Nþ4
3
77777777777777777775
ð12Þ
Table 1 QmðxÞ and derivatives on nodes.
x xm3 xm2 xm1 xm xmþ1 xmþ2 xmþ3
QmðxÞ 0 1 26 66 26 1 0
Q0mðxÞ 0 5=h 50/h 0 50/h 5=h 0
Q00mðxÞ 0 20=h2 40=h2 120=h2 40=h2 20=h2 0
Q000mðxÞ 0 60=h3 120=h3 0 120=h3 60=h3 0
Q
0000
m ðxÞ 0 120=h4 480=h4 720=h4 480=h4 120=h4 0
Q00000m ðxÞ 0 120=h5 600=h5 1200=h5 600=h5 120=h5 0
2896 R.C. Mittal, S. Dahiyathese values in Eq. (6), we get the approximation for partial
derivatives of first order at i-th grid point, for i ¼ 1; . . . ;N.
Using Shu’s recurrence formula to calculate a
ð2Þ
ij ; a
ð3Þ
ij and
a
ð4Þ
ij and using them to approximate partial derivatives of
higher order.3. Discretization and solution of extended Fisher-Kolmogorov
equation
The extended Fisher-Kolmogorov equation is given by
vt ¼ cvxxxx þ vxx  ðv3  vÞ; x 2 ½p; q; t 2 ½0; s; ð14Þ
with the boundary conditions
vðp; tÞ ¼ v0; vðq; tÞ ¼ v1 ð15Þ
vxxðp; tÞ ¼ 0; vxxðq; tÞ ¼ 0 ð16Þ
and initial condition
vðx; 0Þ ¼ vi; x 2 ½p; q ð17Þ
Then the derivative approximations provided in Eq. (6) have
been used in Eq. (14). The application of boundary condition
results in
dvðxiÞ
dt
¼ c
XN
j¼1
a
ð4Þ
ij vðxj; tÞ þ
XN
j¼1
a
ð2Þ
ij vðxj; tÞ  vðxi; tÞ3 þ vðxi; tÞ;
i ¼ 1; 2; . . . ;N ð18Þ
with boundary conditions
vðx1; tÞ ¼ v0; vðxN; tÞ ¼ v1
vxxðx1; tÞ ¼ 0; vxxðxN; tÞ ¼ 0 ð19Þ
and initial condition
vðx; 0Þ ¼ vi; x 2 ½p; q ð20Þ
Then this system of ODEs in Eq. (18) is integrated in time
employing an appropriate method. Here, we have used strong
stability preserving fourth order Runge–Kutta method of stage
three (SSP-RK43) for its advantages such as correctness, mem-
ory requirements and stability.Figure 1 Stability region.4. Stability analysis
Von Neumann stability analysis can be easily done when one is
working with the classical finite difference. As with the case
here, Von Neumann stability criterion cannot be used with
differential quadrature method discretized systems. For this
purpose, matrix stability or energy stability methods have beenextensively discussed in the literature [25,36,37]. Let us con-
sider a problem that is time-dependent along with a set of suit-
able initial and boundary conditions, given as
@V
@t
¼ lðVÞ ð21Þ
Here, l is the operator in space. Discretizing Eq. (21), we attain
a system of ODEs:
dv
dt
¼ ½Dcvþ b ð22Þ
where v represents unknown functional at knots except at
boundaries, Dc denotes the coefficient matrix and b is the
non-homogeneous part. Stability conditions of the computa-
tional method for solving Eq. (21) are dependent on the stabil-
ity of ODEs in Eq. (22). The matrix Dc plays an inevitable part
as its eigenvalues directly determine the exact solutions. There-
fore, the whole scenario can be well described using the eigen-
values of the coefficient matrix. When the real part of all the
eigenvalues of Dc;RðkiÞ 6 0, it shows the stable exact solutions
as t!1. The matrix Dc can be determined as
A study of quintic B-spline based differential quadrature method 2897½Dij ¼ cað4Þij þ að2Þij þ 1. The stable solution for t tending to
infinity requires
1. For real eigenvalues, 2:78 < Dt  ki < 0.
2. For eigenvalues having complex part only,
2 ﬃﬃﬃ2p < Dt  ki < 2 ﬃﬃﬃ2p .
3. For complex eigenvalues, Dt  ki should lie in the sector
shown in Fig. 1.
For complex eigenvalues, real parts can be small enough
positive numbers that lie within a prescribed tolerance limit.
[38]. For linearization, we have assumed ai ¼ vðxiÞ; ai constant;
therefore, the eigenvalues need to be calculated for every prob-
lems. As it will induce changes in the entries of the coefficient
matrix D. Eigenvalues have been calculated for different grid
sizes and have been found in region in Fig. 1.
The convergence rate of the method adopted above is to be
calculated. For this purpose, the formula given below has been
used to compute the order of convergence
Order ¼ logðEðN2Þ=EðN1ÞÞ
logðN1=N2Þ
where EðN1Þ is the error and N1 is the count of partitions. The
order of convergence has been calculated with both error
norms L2;L1.(a) γ = 0, plots of x with time
(c) γ = 0.1, plots 
Figure 2 Plots for u forL2ðuÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXi¼N
i¼1
juðxi; tÞ Uðxi; tÞj2
vuut
L1 ¼ max
m
juexactm  unumm j
To handle non-availability of exact solutions, the computed
solution is compared with solutions obtained with N ¼ 160
at different intervals taking it as definite solution.
5. Numerical illustrations
To verify the correctness of the presented scheme, three numer-
ical problems are presented.
Problem 1. [11,13] Consider extended Fisher-Kolmogorov Eq.
(1) in the domain [4, 4] with initial conditions given as
vðx; 0Þ ¼  sin px; x 2 ½p; q ð23Þ
condition on the boundaries are given as
vð4; tÞ ¼ 0; vð4; tÞ ¼ 0;
vxxð4; tÞ ¼ 0; vxxð4; tÞ ¼ 0; ð24Þ(b) γ = 0.0001, plots of x with time
of x with time
varying values of c.
Figure 3 c ¼ 0:0001, plots of x with time for Problem 2.
2898 R.C. Mittal, S. DahiyaFig. 2 depicts numerical solutions at various time levels
with Dt ¼ 1=1000, for c ¼ 0; c ¼ 0:0001 and c ¼ 0:1 respec-
tively. Uniform grid has been taken with N ¼ 80. For c ¼ 0
and c ¼ 0:0001, the nature of solution is almost likewise. For
c ¼ 0:1, solutions decay to 0 very quickly which ensures the
stabilizing nature of the extended Fisher-Kolmogorov equa-
tion. The numerical solutions imitate the qualitative behavior
of extended Fisher-Kolmogorov equation very well enough.
Table 2 shows the L2 and L1 norms and the convergence rate
at t ¼ 0:2. c is taken to be 0.1, with N ¼ 20; 40, and 80. The
Table 3 clarifies the third order convergence of the scheme.
Problem 2. [11,13] Consider extended Fisher-Kolmogorov
equation in Eq. (1) in the domain [a, b] = [4, 4] with bound-
ary conditions
vð4; tÞ ¼ 1; vð4; tÞ ¼ 1;
vxxð4; tÞ ¼ 0; vxxð4; tÞ ¼ 0; ð25Þ
with initial conditions
vðx; 0Þ ¼ 103 expðx2Þ; x 2 ½p; q ð26Þ
Here, the numerical approximations have been calculated with
c ¼ 0:0001. Fig. 3 depicts numerical solutions at various time
levels with Dt ¼ 1=1000. It is noticed that as time increases,
the solution decays and attains a stable state approaching
the value 1.
Problem 3. [11,13] The extended Fisher-Kolmogorov Eq. (1)
with c ¼ 0:0001;Dt ¼ 0:001, grid size N ¼ 100 and initial
conditions
vðx; 0Þ ¼ 103 expðx2Þ; 4 6 x 6 4; ð27Þ
with the conditions on boundary as
vð4; tÞ ¼ 1; vð4; tÞ ¼ 1: ð28Þ
Fig. 4 depicts the numerical approximation at varying
times. As t increases, the solution decays and attains a stable
state approaching the value 1.
Figure 4 c ¼ 0:0001, plots of x with time for Problem 3.
Table 2 The order of convergence for uðx; tÞ in Problem 1 at
t ¼ 0:2.
N L2 O L1 O
20 2.1347E002 – 1.1547E003 –
40 2.2159E003 2.91 1.2239E003 3.01
80 3.12301E004 2.82 1.5313E004 2.93
Table 3 The order of convergence for uðx; tÞ in Problem 1 at
t ¼ 0:2 as in [13].
N L2 O L1 O
20 1.1158E002 – 5.5097E003 –
40 2.81459E003 2.04 1.3387E003 2.04
80 5.6571E004 2.31 2.8340E004 2.236. Summary
In the present manuscript, a numerical treatment for the semi-
linear extended Fisher-Kolmogorov equation is presented
using a DQ method taking basis of fifth degree B-spline func-
tions. The applicability of quintic B-spline method employed
in the present work is straight forward and very simple. The
algorithm can handle a diverse class of linear equations and
can also handle nonlinearity of the problem. The solutions
attained are depicted graphically at discrete levels of time that
present alike features as provided in the literature. Rate of con-
vergence is calculated and compared. L2 and L1 error norms
are also calculated for comparison purposes. It is seen that
the numerical approximations are in excellent compliance with
the solutions available in the literature. The stability analysis
using matrix method has also been done. The method is shown
to be as unconditionally stable for any step-length.
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