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HELMHOLTZ THEOREM FOR STOCHASTIC
HAMILTONIAN SYSTEMS
FRE´DE´RIC PIERRET
Abstract. We derive the Helmholtz theorem for stochastic Hamilton-
ian systems. Precisely, we give a theorem characterizing Stratonovich
stochastic differential equations, admitting a Hamiltonian formulation.
Moreover, in the affirmative case, we give the associated Hamiltonian.
This result show coherence with the approach of Milstein et al. (2002)
where the authors answered to this problem through the preservation of
the symplectic form but without providing the Hamiltonian associated.
Contents
1. Introduction 1
2. Generalities and Notations 2
3. Reminder about Hamiltonian systems 5
3.1. Classical Hamiltonian systems 5
3.2. Stochastic Hamiltonian systems 5
4. Stochastic Helmholtz problem 6
4.1. Hemlholtz conditions for Hamiltonian systems 6
4.2. Stochastic Helmholtz’s conditions 8
5. Conclusion and prospects 12
References 13
1. Introduction
A classical problem in Analysis is the well-known Helmholtz’s inverse
problem of the calculus of variations: find a necessary and sufficient condi-
tion under which a (system of) differential equation(s) can be written as an
Euler–Lagrange or a Hamiltonian equation and, in the affirmative case, find
all the possible Lagrangian or Hamiltonian formulations. This condition is
usually called Helmholtz condition.
The Lagrangian Helmholtz problem has been studied and solved by J.
Douglas Douglas (1941), A. Mayer Mayer (1896) and A. Hirsch Hirsch (1897,
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1898). The Hamiltonian Helmholtz problem has been studied and solved up
to our knowledge by R. Santilli in his book Santilli (1978).
Generalization of this problem in the discrete calculus of variations frame-
work has been done in Bourdin and Cresson (2013) and Hydon and Mansfield
(2004) in the discrete Lagrangian case. For the Hamiltonian case it has been
done for the discrete calculus of variations in Albu and Opris (1999) us-
ing the framework of Marsden and West (2001) and in Cresson and Pierret
(2015b) using a discrete embedding procedure derived in Cresson and Pierret
(2015a). In the case of time-scale calculus, i.e. a mixing between continuous
and discrete sub-intervals of time, it has been done in Pierret (2015).
In this paper we generalize the Helmholtz theorem for Hamiltonian sys-
tems in the case of Stratonovich stochastic calculus. We recover the classical
case when there is no stochastic counterpart.
The paper is organized as follows: In section 2, we give some generali-
ties and notations about the Stratonovich stochastic calculus. In section 3,
we remind definitions and results about classical and stochastic Hamilton-
ian systems. In section 4, we give a brief survey of the classical Helmholtz
Hamiltonian problem and then we prove the main result of this paper, the
stochastic Hamiltonian Helmholtz theorem. Finally, in section 5, we con-
clude and give some prospects.
2. Generalities and Notations
In this section we remind the basic definitions and notations of stochastic
processes following closely the presentation done in the book of B. Øksendal
Øksendal (2003) for which we refer for more details and proofs.
In all the paper, we consider (Ω,F , P ) to be a probability space.
Definition 1. Let B(t) be a n-dimensional Brownian motion. Then we
define Ft = F
(n)
t to be the σ-algebra generated by the random variable
{Bi(s)}1≤i≤n,0≤s≤t.
Definition 2 (Definition 3.3.2 p. 35, Øksendal (2003)). Let WH(a, b) be the
class of functions
f : [0,+∞) ×Ω −→ R
(t, ω) 7−→ f(t, ω) = ft(ω)
such that
(1) (t, ω) → f(t, ω) is B × F-measurable, where B denotes the Borel
σ-algebra on [0,+∞).
(2) There exist a filtration H on (Ω,F) defining an increasing family of
σ-algebras Ht, t ≥ 0 such that
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(a) Bt is a martingale with respect to Ht
(b) ft is Ht-adapted
(3) P
(∫ b
a
f(s, ω)2ds <∞
)
= 1.
We put WH =
⋂
b>0
WH(0, b).
Definition 3. Let Wd×nH (a, b) to be the set of d× n matrices v = [vij(t, ω)]
where each entry vij(t, ω) ∈ WH(a, b). We also put in the same manner as
the previous definition, Wd×nH =
⋂
b>0
Wd×nH (0, b).
We now can introduce the set of Itoˆ processes (see Definition 4.1.1 p. 44
in Øksendal (2003))
Definition 4 (1-dimensional Itoˆ processes). Let B(t) be a 1-dimensional
Brownian motion on (Ω,F , P ). A 1-dimensional Itoˆ process or Itoˆ integral
is a stochastic process X(t) on (Ω,F , P ) of the form
X(t) = X(0) +
∫ t
0
u(s, ω)ds +
∫ t
0
v(s, ω)dB(s), (1)
where v ∈ WH, u is Ht-adapted and is such that
P
(∫ t
0
|u(s, ω)|ds <∞ for all t ≥ 0
)
= 1.
In the differential form, Xt is written as
dX(t) = uds+ vdBt (2)
We now turn in higher dimensions (see Øksendal (2003), Section 4.2 p.
48)
Definition 5 (d-dimensional Itoˆ processes). Let B(t) be a n-dimensional
Brownian motion on (Ω,F , P ). A d-dimensional Itoˆ process is a stochastic
process X(t) on (Ω,F , P ) of the form
X(t) = X(0) +
∫ t
0
u(s, ω)ds +
∫ t
0
v(s, ω)dB(s), (3)
where u is a d-dimensional vector and v is a d × n matrix such that each
entry ui(t, ω) and vi,j((t, ω)) defined a 1-dimensional Itoˆ process, for i =
1, . . . , d as in the previous definition. Generally, when u(t, ω) = µ(t,X(t)
and v(t, ω) = σ(t,X(t)) where µ : Rd+1 → Rd, σ : Rd+1 → Rd×n,
dX(t) = µ(t,X(t))dt + σ(t,X(t))dB(t) (4)
is called an Itoˆ stochastic differential equation
We now define the Stratonovich integral from the Itoˆ integral (see Øksendal
(2003), Paragraph “A comparison of Itoˆ and Stratonovich integrals” p. 35
and Section 6.1 p. 85)
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Definition 6 (Stratonovich integral). Let B(t) be n-dimensional Brownian
motion on (Ω,F , P ) and let X(t) a d-dimensional Itoˆ process such that
X(t) = X(0) +
∫ t
0
{µ(s,X(s)) + µ˜(s,X(s))} ds+
∫ t
0
σ(s,X(s))dB(s), (5)
where µ, µ˜ : Rd+1 → Rd, σ : Rd+1 → Rd×n, and where for all 1 ≤ i ≤ d we
have
µ˜i(t, x) =
1
2
n∑
j=1
d∑
k=1
∂σij
∂xk
σkj.
The term ∫ t
0
µ˜(s,X(s))ds +
∫ t
0
σ(s,X(s))dB(s)
defines the Stratonovich integral (see Øksendal (2003),p.24,2) and it is writ-
ten as∫ t
0
σ(s,X(s)) ◦ dB(s) =
∫ t
0
µ˜(s,X(s))ds +
∫ t
0
σ(s,X(s))dB(s). (6)
Then, the corresponding Stratonovich process is written as
X(t) = X(0) +
∫ t
0
µ(s,X(s))ds +
∫ t
0
σ(s,X(s)) ◦ dB(s), (7)
or in differential form as
dX(t) = µ(s,X(s))ds + σ(s,X(s)) ◦ dB(s). (8)
which is called a Stratonovich stochastic differential equation
We define the set S([a, b],Rd) as the set of d-dimensional Stratonovich
processes defined in the Definition 6 over the interval of time [a, b]. We
formally introduce the set S∗([a, b],Rd) as the set of Stratonovich stochastic
process in their differential form, i.e. a element x ∈ S∗([a, b],Rd) corre-
spond to a element X(t) ∈ S([a, b],Rd) such that x = dX(t). We also define
S0([a, b],R
d) = {X ∈ S([a, b],Rd), X(a, ω) = X(b, ω) = 0 for all ω}.
From Theorem 4.1.5 in Øksendal (2003), we have the following integration
by parts formula for Stratonovich processes
Theorem 7 (Stratonovich integration by parts formula). Let X,Y ∈ S([a, b],Rd).
We have∫ b
a
X(t) ◦ dY (t) = X(b) · Y (b)−X(a) · Y (a)−
∫ b
a
Y (t) ◦ dY (t). (9)
We now introduce the definition of stochastic field
Definition 8. A stochastic field X(Z(t)) associated to a stochastic pro-
cess Z(t) ∈ S([a, b],Rd) is the data of its deterministic part and its purely
stochastic part as follows: X(Z(t)) = {µ(t, Z(t)), σ(t, Z(t))}.
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In what follow, we omit for notations convenience, when there is no mis-
leading, the explicit dependence in ω and we put the dependency in time t
as a subscript when there is no possible confusion with the coordinates.
3. Reminder about Hamiltonian systems
3.1. Classical Hamiltonian systems. For simplicity we consider time-
independent Hamiltonian. The time-dependent case can be done in the
same way.
Definition 9 (Classical Hamiltonian). A classical Hamiltonian is a function
H : Rd×Rd → R such that for (q, p) ∈ C1([a, b],Rd)×C1([a, b],Rd) we have
the time evolution of (q, p) given by the classical Hamilton’s equations{
q˙ = ∂H(q,p)
∂p
p˙ = −∂H(q,p)
∂q
(10)
A vectorial notation is obtained posing z = (q, p)T and ∇H = (∂H
∂q
, ∂H
∂p
)T
where T denotes the transposition. The Hamilton’s equations are then writ-
ten as
dz
dt
= J · ∇H, (11)
where J =
(
0 Id
−Id 0
)
with Id the identity matrix on R
d denotes the sym-
plectic matrix.
An important property of Hamiltonian systems is that there solutions cor-
respond to critical points of a given functional, i.e. follow from a variational
principle.
Theorem 10. The points (q, p) ∈ C1([a, b],Rd) × C1([a, b],Rd) satisfying
Hamilton’s equations are critical points of the functional
LH : C
1([a, b],Rd)× C1([a, b],Rd) −→ R
(q, p) 7−→ LH(q, p) =
∫ b
a
LH(q(t), p(t), q˙(t), p˙(t))
(12)
where LH : R
d ×Rd × Rd × Rd −→ R is the Lagrangian defined by
LH(x, y, v, w) = y · v −H(x, y).
3.2. Stochastic Hamiltonian systems. Stochastic Hamiltonian systems
are formally defined as
Definition 11. A stochastic differential equation is called stochastic Hamil-
tonian system if we can find H = {HD,HS} with HD : R
2d 7→ R and
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HS : R
2d 7→ Rn such that

dQ =
∂HD
∂P
dt+
∂HS
∂P
◦ dBt
dP = −
∂HD
∂Q
dt−
∂HS
∂Q
◦ dBt.
(13)
We recover the classical algebraic structure of Hamiltonian systems. The
main properties supporting this definition are the following one, already
proved in Bismut (1981)
• Liouville’s property Let (Q,P ) ∈ R2d, we consider the stochastic
differential equation{
dQ = f(P,Q)dt+ σ(P,Q) ◦ dBt,
dP = g(P,Q)dt + γ(P,Q) ◦ dBt.
(14)
The phase flow of (14) preserves the symplectic structure if and only
if it is a stochastic Hamiltonian system.
• Hamilton’s principle Solutions of a stochastic Hamiltonian system
correspond to critical points of a stochastic functional defined by
LH(Q,P ) =
∫ b
a
LHD(Q(t), P (t)dt + LHS(Q(t), P (t) ◦ dBt. (15)
4. Stochastic Helmholtz problem
In this Section, we solve the inverse problem of the stochastic calculus of
variations in the Hamiltonian case. We first recall the usual way to derive the
Helmholtz conditions following the presentation made by R. Santilli Santilli
(1978). We have two main derivations
• One is related to the characterization of Hamiltonian systems via
the symplectic two-differential form and the fact that by duality
the associated one-differential form to a Hamiltonian vector field is
closed. Such conditions are called integrability conditions.
• The second one use the characterization of Hamiltonian systems via
the self-adjointness of the Fre´chet derivative associated to the dif-
ferential operator associated to the equation. These conditions are
usually called Helmholtz conditions.
Of course, we have coincidence of the two procedures in the classical case. In
the stochastic case the first characterization has been studied by Milstein et al.
(2002). As a consequence, we follow the second way to obtain the stochastic
analogue of the Helmholtz conditions and we show that there is coherence
between the two approach.
4.1. Hemlholtz conditions for Hamiltonian systems.
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4.1.1. Symplectic scalar product. In this Section we work on R2d, d ≥ 1, d ∈
N. The symplectic scalar product 〈·, ·〉J is defined for all X,Y ∈ R
2d by
〈X,Y 〉J = 〈X,JY 〉, (16)
where 〈·, ·〉 denotes the usual scalar product. We also consider the L2 sym-
plectic scalar product induced by 〈·, ·〉J defined for f, g ∈ C
1([a, b],R2d) by
〈f, g〉L2,J =
∫ b
a
〈f(t), g(t)〉Jdt . (17)
4.1.2. Adjoin of a differential operator. In the following, we consider first
order differential equations of the form
d
dt
(
q
p
)
=
(
Xq(q, p)
Xp(q, p)
)
. (18)
The associated differential operator is written as
O
a,b
X (q, p) =
(
q˙ −Xq(q, p)
p˙−Xp(q, p)
)
. (19)
A natural notion of adjoin for a differential operator is then defined.
Definition 12. Let A : C1([a, b],R2n) −→ C1([a, b],R2n). We define the
adjoin A∗J of A with respect to < ·, · >L2,J by
< A · f, g >L2,J=< A
∗
J · g, f >L2,J . (20)
An operator A will be called self-adjoin if A = A∗J with respect to the L
2
symplectic scalar product.
4.1.3. Hamiltonian Helmholtz conditions. The Helmholtz’s conditions in the
Hamiltonian case are given by (see Theorem. 3.12.1, p.176-177 in Santilli
(1978))
Theorem 13 (Hamiltonian Helmholtz theorem). Let X(q, p) be a vector
field defined by X(q, p)T = (Xq(q, p),Xp(q, p)). The differential equation
(18) is Hamiltonian if and only the associated differential operator Oa,bX given
by (19) has a self adjoin Fre´chet derivative with respect to the symplectic
scalar product.
In this case the Hamiltonian is given by
H(q, p) =
∫ 1
0
[p ·Xq(λq, λp)− q ·Xp(λq, λp)] dλ (21)
The conditions for the self-adjointness of the differential operator can be
made explicitly. They coincide with the integrability conditions character-
izing the exactness of the one-form associated to the vector field by duality
(see Santilli (1978), Theorem.2.7.3 p.88).
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Theorem 14 (Integrability conditions). Let X(q, p)T = (Xq(q, p),Xp(q, p))
be a vector field. The differential operator Oa,bX given by (19) has a self
adjoin Fre´chet derivative with respect to the symplectic scalar product if and
only if
∂Xq
∂q
+
(
∂Xp
∂p
)
T
= 0,
∂Xq
∂p
and
∂Xp
∂q
are symmetric. (22)
Of course, the first condition corresponds to the fact that Hamiltonian
systems are divergence free, i.e. we have divX = 0.
4.2. Stochastic Helmholtz’s conditions. We derive the main result of
the paper giving the characterization of stochastic differential equations
which are stochastic Hamiltonian systems.
4.2.1. Stochastic symplectic scalar product. Following the classical case, we
introduce a stochastic analogue of the symplectic scalar product and the
notion of self-adjointness for stochastic differential equations.
Consider two stochastic process Xt, Yt ∈ S([a, b],R
2d) written as dXt =
A(t,Xt)dt+B(t,Xt) ◦ dBt and dYt = C(t, Yt)dt+D(t, Yt) ◦ dBt. We define
Definition 15 (L2-Stratonovich scalar product). We define the
L2-Stratonovich scalar product of Xt and dYt as
< Xt, dYt >L2,Strato=
∫ b
a
Xt ◦ dYt (23)
The symplectic version is obtained as in the classical case.
Definition 16 (L2-Stratonovich symplectic scalar product). We define the
L2-Stratonovich symplectic scalar product of Xt and dYt such as
< Xt, dYt >L2,J,Strato=< Xt, J · dYt >L2,Strato (24)
4.2.2. Adjoin of a stochastic differential operator. We consider the stochas-
tic differential equations of the form(
dQ
dP
)
=
(
XQ,Ddt+XQ,S ◦ dBt
XP,Ddt+XP,S ◦ dBt
)
. (25)
The stochastic differential equations (25) is associated with the stochastic
field X(Q,P ) = {XD(Q,P ),XS(Q,P )}. Its associated stochastic differen-
tial operator is written as
OX(Q,P ) =
(
dQ−XQ,Ddt−XQ,S ◦ dBt
dP −XP,Ddt−XP,S ◦ dBt
)
. (26)
A notion of symplectic adjoin for stochastic differential operators can be
defined
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Definition 17. Let A : S([a, b],R2d) −→ S∗([a, b],R2d). We define the ad-
join A∗J : S([a, b],R
2d) −→ S∗([a, b],R2d) of A with respect to < ·, · >L2,J,Strato
by
< A ·Xt, dYt >L2,J,Strato=< A
∗
J · dYt,Xt >L2,J (27)
As in the classical case, a main role will be played by self-adjoin stochastic
differential operators.
Definition 18. A stochastic differential operator A is said to be self-adjoin
with respect to the symplectic scalar product < ·, · >L2,J,Strato if A = A
∗
J .
4.2.3. Stochastic Helmholtz conditions. The main result of this Section is
the stochastic analogue of the Hamiltonian Helmholtz conditions for sto-
chastic differential equations.
Proposition 19. Let U, V ∈ S0([a, b],R
d). The Fre´chet derivative DO(Q,P )
of (26) is given by
DO(Q,P )(U, V ) =
dU −
[
∂XQ,D
∂Q
· U +
∂XQ,D
∂P
· V
]
dt−
[
∂XQ,S
∂Q
· U +
∂XQ,S
∂P
· V
]
◦ dBt
dV −
[
∂XP,D
∂Q
· U +
∂XP,D
∂P
· V
]
dt−
[
∂XP,S
∂Q
· U +
∂XP,S
∂P
· V
]
◦ dBt

 (28)
and his adjoin DO∗J(Q,P ) with respect to the symplectic scalar product
< ·, · >L2,J,Strato is given by
DO
∗
J (Q,P )(U,V ) =

dU −
[
−
(
∂XP,D
∂P
)T
· U +
(
∂XQ,D
∂P
)T
· V
]
dt−
[
−
(
∂XP,S
∂P
)T
· U +
(
∂XQ,S
∂P
)T
· V
]
◦ dBt
dV −
[(
∂XP,D
∂Q
)
T
· U −
(
∂XQ,D
∂Q
)
T
· V
]
dt−
[(
∂XP,S
∂Q
)T
· U −
(
∂XQ,S
∂Q
)T
· V
]
◦ dBt


(29)
Remark 1. The notation T correspond to a transposition as follows:
As XQ,S and XP,S are in R
d×n then each partial derivative with respect to
Q or P are in Rd×n×d. For example,
∂XQ,S
∂Q
=
(
∂(XQ,S)i,j
∂Qk
)
1≤i≤d, 1≤j≤n, 1≤k≤d
and then
(
∂XQ,S
∂Q
)T
=
(
∂(XQ,S)k,j
∂Qi
)
1≤i≤d, 1≤j≤n, 1≤k≤d
with respect to the
same indices.
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Proof. Let U, V ∈ S0([a, b],R
d) and F,G ∈ S([a, b],Rd). The Fre´chet deriv-
ative DO(Q,P ) follows from simple computations and is given by
〈DO(Q,P )(U,V ), (F,G)〉L2,J,Strato =∫ b
a
(
dU ·G−
[
∂XQ,D
∂Q
· U +
∂XQ,D
∂P
· V
]
·G dt−
{[
∂XQ,S
∂Q
· U +
∂XQ,S
∂P
· V
]
◦ dBt
}
·G
− dV · F +
[
∂XP,D
∂Q
· U +
∂XP,D
∂P
· V
]
· F dt+
{[
∂XP,S
∂Q
· U +
∂XP,S
∂P
· V
]
◦ dBt
}
· F
)
(30)
Using the Stratonovich integration by parts formula, we obtain
〈DO(Q,P )(U,V ), (F,G)〉L2,J,Strato =∫ b
a
(
− U · dG−
[((
∂XQ,D
∂Q
)T
·G
)
· U +
((
∂XQ,D
∂P
)T
·G
)
· V
]
dt
−
{[(
∂XQ,S
∂Q
)T
·G
]
◦ dBt
}
· U −
{[(
∂XQ,S
∂P
)
·G
]
◦ dBt
}
· V
− V · dF +
[((
∂XP,D
∂Q
)T
· F
)
· U +
((
∂XP,D
∂P
)T
· F
)
· V
]
dt
+
{[(
∂XP,S
∂Q
)T
· F
]
◦ dBt
}
· U −
{[(
∂XP,S
∂P
)
· F
]
◦ dBt
}
· V
)
As a consequence, the symplectic stochastic adjoin of DO(Q,P ) is given by
DO
∗
J (Q,P )(F,G) =

dF −
[
−
(
∂XP,D
∂P
)
T
· F +
(
∂XQ,D
∂P
)
T
·G
]
dt−
[
−
(
∂XP,S
∂P
)T
· F +
(
∂XQ,S
∂P
)T
·G
]
◦ dBt
dG−
[(
∂XP,D
∂Q
)T
· F −
(
∂XQ,D
∂Q
)T
·G
]
dt−
[(
∂XP,S
∂Q
)T
· F −
(
∂XQ,S
∂Q
)T
·G
]
◦ dBt


which concludes the proof. 
It follows directly, an explicit characterization of stochastic vector fields
satisfying the stochastic Hamiltonian Helmholtz conditions. By coherence
with the classical case, we call them stochastic integrability conditions.
Proposition 20 (Stochastic integrability conditions). The operator OX de-
fined by (26) has a self-adjoin Fre´chet derivative at (Q,P ) ∈ S([a, b],R) ×
S([a, b],R) if and only if the conditions
∂XQ,D
∂Q
+
(
∂XP,D
∂P
)T
= 0, (31)
∂XQ,D
∂P
=
(
∂XQ,D
∂P
)
T
and
∂XP,D
∂Q
=
(
∂XP,D
∂Q
)
T
, (32)
∂XQ,S
∂Q
+
(
∂XP,S
∂P
)T
= 0, (33)
∂XQ,S
∂P
=
(
∂XQ,S
∂P
)T
and
∂XP,S
∂Q
=
(
∂XP,S
∂Q
)T
, (34)
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are satisfied over [a, b].
Remark 2. Theses conditions are the same that the authors in Milstein et al.
(2002) obtained. It means, as in the classical case, there is coherence be-
tween the conservation of the symplectic form associated with the stochastic
field X(Q,P ) and the self-adjointness of the stochastic differential operator
OX .
Theorem 21 (Stochastic Hamiltonian Helmholtz theorem). Let X(Q,P ) =
{XD(Q,P ),XS(Q,P )} be a stochastic field. The stochastic differential equa-
tions (25) is a stochastic Hamiltonian equation if and only if the operator
OX defined by (26) has a self-adjoin Fre´chet derivative with respect to the
symplectic scalar product < ·, · >L2,J,Strato.
Moreover, in this case, the Hamiltonian H = {HD,HS} is given by
HD(Q,P ) =
∫ 1
0
[P ·XQ,D(λQ, λP ) −Q ·XP,D(λQ, λP )] dλ, (35)
HS(Q,P ) =
∫ 1
0
[P ·XQ,S(λQ, λP )−Q ·XP,S(λQ, λP )] dλ, (36)
Proof. If X is a stochastic Hamiltonian field then there exist a function
HD ∈ C
2(Rd × Rd,R) and HS ∈ C
2(Rd × Rd,Rn) such that XQ,D =
∂HD
∂P
,XP,D = −
∂HD
∂Q
andXQ,S =
∂HS
∂P
,XP,S = −
∂HS
∂Q
. The stochastic in-
tegrability conditions are satisfied by the Schwarz lemma.
Reciprocally, we suppose that X satisfies the stochastic integrability con-
ditions. First, we compute ∂HD
∂Q
. We denote (∗) = (λQ, λP ) and we have
∂HD
∂Q
(Q,P ) =
∫ 1
0
(
λP ·
(
∂XQ,D(∗)
∂Q
)T
−XQ,D − λQ ·
(
∂XP,D(∗)
∂Q
)T)
dλ
Using the stochastic integrability conditions for the deterministic part, we
obtain
∂HD
∂Q
(Q,P ) =
∫ 1
0
(
− λP ·
∂XP,D(∗)
∂P
−XQ,D − λQ ·
∂XP,D(∗)
∂Q
)
dλ
Remarking that
∂XP,D(∗)
∂λ
=
∂XP,D(∗)
∂P
· P +
∂XP,D(∗)
∂Q
·Q,
we deduce
∂HD
∂Q
(Q,P ) =
∫ 1
0
−
∂
∂λ
(λXP,D(∗)) dλ
and finally, integrating with respect to λ
∂HD
∂Q
(Q,P ) = −XP,D(Q,P )
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In the same way we obtain
∂HD
∂P
(Q,P ) = XQ,D(Q,P ).
Second, we compute ∂HS
∂Q
. We have
∂HS
∂Q
(Q,P ) =
∫ 1
0
(
λP ·
(
∂XQ,S(∗)
∂Q
)T
−XQ,S − λQ ·
(
∂XP,S(∗)
∂Q
)T )
dλ
Using the stochastic integrability conditions for the purely stochastic part,
we obtain using the same trick as previous
∂HS
∂Q
(Q,P ) = −XP,S(Q,P ) (37)
and
∂HS
∂P
(Q,P ) = XQ,S(Q,P ) (38)
This concludes the proof. 
Remark 3. The Stratonovich calculus seems to be more appropriate for such
computations and also for its result about the variational structure developed
by J-M Bismut in Bismut (1981) contrary to the Itoˆ calculus. However, one
can define a notion of Itoˆ Hamiltonian systems following the self-adjointness
characterization. Indeed, the definition of Stratonovich symplectic scalar
product can be also defined with the Itoˆ integral. But one will have a coun-
terpart in the integration by parts in the proof of Proposition 19. It leads
to an additional set of conditions on the deterministic part of the stochastic
field due to the extra term appearing with the Itoˆ formula which can be very
restrictive.
Also, in the Stratonovich calculus, the Hamiltonian defined is a first in-
tegral over the solutions of the stochastic differential equations considered,
i.e. a constant process, as in the classical case. Whereas the definition ob-
tained with the Itoˆ calculs as explained previously leads to a second extra set
of conditions in order to have the Hamiltonian defined as a first integral. It
leads to a real need of interpretation of Hamiltonian systems for stochastic
calculus.
5. Conclusion and prospects
We proved a result on Stratonovich stochastic differential equations which
allows us to find the existence of a Hamiltonian structure associated and in
the affirmative case to give the Hamiltonian. Our result cover the classical
case when there is no purely stochastic counterpart.
An important extension of this result concern the stochastic time-scale
calculus and more precisely the stochastic calculus on time scales developed
in Sanyal (2008) and Bohner et al. (2013). First, the work is to define a
notion of Stratonovich calculus on time-scale as it has been done for Itoˆ
calculus in Sanyal (2008) and Bohner et al. (2013). Second, the work is to
HELMHOLTZ THEOREM FOR STOCHASTIC HAMILTONIAN SYSTEMS 13
define a natural notion of stochastic Hamiltonian on time scales and then
to give the stochastic time-scale version of Theorem 21. This extension is a
work in progress and will be the subject of a future paper.
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