ABSTRACT
MOTIVATION AND RESEARCH CHALLENGES
On July 30, 2014 the Malin village of Pune District in Maharatsha, India was wiped out due to a landslide. Approximately, 55 houses were buried and more than 153 people were trapped in this massive landslide that hit early in the morning when most people were asleep. Surprisingly, the event was first noticed by a bus driver, who saw that the whole village disappeared under debris (Singh et al., 2016) . This is an extreme example of citizen sensing, where people act as sensors on various environmental matters of concern, including natural disasters, such as landslides.
The term landslide includes a wide range of soil movements that may occur due to multiple causes, e.g., heavy rainfalls, earthquakes or even human activity ("Bodies recovered in Tibet landslide," 2013). Landslides threaten lives and take place not only abroad, but also in the United States. In fact, landslides occur in every state and cause in excess of $1 billion in damages and up to 50 deaths each year in the USA alone (Schuster & Highland, 2001) . See Error! Reference source not found. for an example of a landslide event in Oso, Washington on March 22, 2014 when a portion of an unstable hill collapsed covering an area of approximately 1 square mile and killing 43 people ("2014 (" Oso mudslide," 2018 . That disaster caused a spike of activity in social networks in the aftermath of the event. One of the earliest reports about it came from a local Twitter user as shown in Error! Reference source not found..
An early detection and warning system can minimize the impact of landslide events to humans, damage to property and the environment as one of the more feasible countermeasures (Towhata, Uchimura, & Gallage, 2005) . A comprehensive system must take advantage of both physical sensor data available to researchers and citizen sensing reported in real-time. In this paper, we provide an overview of the system that supports both physical sensors and citizen sensing with a focus on the tools and corpora that enable the processing of citizen sensing of landslide events reported in different languages. Specifically, we introduce a unified cross-lingual word vector representation that provides support for cross-lingual studies initially in two languages, namely English and Chinese. We also release multilingual corpora containing tweet texts manually annotated for their relevance to landslide as a disaster.
To analyze these large scaled, heterogeneous data sources, the existing data analytics tools are not sufficient as the following four critical challenges are not addressed in their entirety by them:
1) Lack of physical sensors that can detect landslide events directly.
The detection of natural disasters is a significant and non-trivial problem. A traditional method relies on dedicated physical sensors to detect specific disasters, e.g., using seismometers for earthquakes (Butler et al., 2004) or smoke detectors for wildfires (Andreou, Constantinou, Zeinalipour-Yazti, & Samaras, 2012) . However, there are few physical sensors for the detection of multi-hazards such as landslides, which have multiple causes (earthquakes and rainfalls, among others) and happen in a chain of events (Abdulwahid & Pradhan, 2017) . The causes, speeds, and potential destructiveness vary widely, so there is no standard monitoring setup that will work universally (Reid et al., 2012) . Hence, custom monitoring solutions are developed for specific landslide behaviors. However, it is infeasible to cover all hazardous areas with physical sensors, hence a more recent method explores the big data from social information services such as Twitter data streams functioning as social sensors (Musaev & Pu, 2017a) . Thus, physical sensor data must be combined with social sensor streams in order to increase the coverage of detected landslide events.
2) Social sensor data are noisy and lack location information.
High expectations have been placed on social sensors, since physical sensors (e.g., seismometers) are specialized for specific disasters. However, despite some initial successes, social sensors have met serious limitations due to the occurrence of much noise in the generated big data. The noise here refers to the messages whose topics are irrelevant to the meaning of the search keywords of interest, which is landslides involving the movement of soil. The following is a set of frequent examples of noisy messages:
• "landslide" denoting an overwhelming victory in politics: I don't think LANDSLIDE is the right word to describe how this election is shaping up. I'm thinking GALACTIC SHIFT.
• "landslide" denoting an overwhelming victory in sports: These messages were retrieved due to ambiguity of the used search keywords. The basic approach for automatic labeling of irrelevant messages is based on the presence of stop words and stop phrases.
However, after applying this trivial method there are many messages that remain unlabeled. Hence, the use of machine learning classification has been proposed to automatically label tweets as either relevant or irrelevant to disasters (Sakaki, Okazaki, & Matsuo, 2010) . A critical part of this process is the decision of how to convert textual information such as tweets into numerical format expected by a classifier algorithm, where each number represents a feature of the original tweet. The proposed approach takes advantage of the state-of-the-art word vectors that capture the idea of word cooccurrence based on a large corpus of text and uses the dimensions of those vectors as features (Mikolov, Grave, Bojanowski, Puhrsch, & Joulin, 2018) .
Another important limitation is the lack of georeferenced data in social sensors, although most social networking platforms provide support for users to disclose their location. In fact, Cheng, et al. report that less than 0.42% of all tweets actually use this functionality (Cheng, Caverlee, & Lee, 2010) . Hence, if an item is not georeferenced already, then a common approach is to look for mentions of place names that refer to locations of landslides in the item's text. In this approach, geographic terms are retrieved as location entities using a named entity recognition (NER) library, such as the Stanford NER library (Finkel, Grenager, & Manning, 2005) . Locations can then be converted to geographic coordinates (i.e., a pair of latitude and longitude values) using Google Geocoding API ("Get Started | Geocoding API," n.d.).
3) Tools for processing social sensors beyond English are severely limited.
To obtain a comprehensive coverage of worldwide landslide events, an analysis of social sensor data coming from many countries is necessary. However, users living in Japan, for example, are not going to tweet in English. In fact, Japanese is the second most used language on Twitter ("Twitter," n.d.). However, the abilities of the existing data analytics tools to process languages other than English are very limited. For example, the state-of-the-art Stanford CoreNLP toolkit does not currently support Japanese (Manning et al., 2014) , although there are other tools supporting it, such as Mecab for text segmentation only (Sim, 2014) . In addition, many NLP codebases are challenging to run and debug and are difficult to extend (Gardner et al., 2018) . For many languages such tools do not exist at all, in particular for languages with a limited presence on the web. The proposed system addresses this issue by taking advantage of Wikipedia, which is the largest encyclopedia with over 27 billion words in 40 million articles in 294 languages ("Wikipedia," 2018) . The Wikipedia articles for each language are used to align word vectors to make sure that words with similar meaning but in different languages have close word vectors. The resulting word vectors can then be used as features for classification of social sensor data as either relevant or irrelevant to disasters.
4) Existing tools do not take sufficient advantage of combining heterogeneous data sources to improve detection signal.
Landslide data come in different forms as heterogeneous data sources. These data sources represent potential causes of landslides through physical sensor data, namely seismic activity feed from USGS ("GeoJSON Summary Format," n.d.) and rainfall activity feed from NASA TRMM ("TRMM Home Page | Precipitation Measurement Missions," n.d.). Similarly, the data sources represent citizen sensing through social sensor data, namely Twitter, Instagram and YouTube. Tools are needed that can integrate these relatively independent sources of data to handle the inherent varied origins and composition of multi-hazards. In addition, social sensor data are provided in multiple modes of communication, including texts, images, and videos. A promising approach to detect landslide events is to process both multi-source and multi-modal data in combination rather than analyzing them separately. The data from both physical and social sensors can be integrated by filtering and then joining the information flow from those sensors based on their spatiotemporal features.
RELATED WORK
Here the state of the art in the areas of research relevant to this work is described: (a) feature generation for textual data, (b) multilingual text classification, and (c) citizen sensing for disaster detection.
(a) Feature generation for textual data.
The world is experiencing a remarkable growth in the amount of natural language textual data, including web pages, news articles, scientific publications, and social media such as Facebook posts, tweets, product reviews and blog articles. Textual data are unique in that they are generated by humans rather than computer systems or sensors and are thus invaluable for discovering knowledge about people's opinions and updates. However, most algorithms, such as machine learning classification, expect numerical data as opposed to raw text. Thus, there is a need to convert each text to a list of numbers or vector where each number represents a feature of the original text. This process is also known as feature generation. Traditional approaches to feature generation include Bag-ofwords (BOW) (Harris, 1954) which may suffer from multiple issues, including scalability due to high-dimensionality and failure to capture semantics and to handle stop words. Gabrilovich, et al. proposed Explicit Semantic Analysis (ESA), which generates a centroid vector for a text based on the strength of association of individual words to Wikipedia articles (Gabrilovich & Markovitch, 2006 , 2007 . Musaev, et al. reduced Wikipedia repository to speed up ESA performance , then combined multiple classifiers based on reduced ESA into an ensemble to improve overall classification performance (Musaev, Wang, Xie, & Pu, 2017) .
In 2013 Mikolov, et al. published a breakthrough study, which introduced two novel model architectures for computing continuous vector representations of words from very large datasets, namely the Skip-gram and the Continuous Bag-Of-Words (CBOW) models . The Skip-gram model was applied to a corpus of Google News articles to release over 1.4 million vectors trained on more than 100 billion English words as word2vec repository (Mikolov, Sutskever, Chen, Corrado, & Dean, 2013 ). Bojanowski, et al. published pre-trained word vectors for 294 languages, trained on Wikipedia, using fastText (Bojanowski, Grave, Joulin, & Mikolov, 2017) . Although these word vectors support a large number of human languages, they are presented as monolingual vector repositories whose features are independently computed, such that vectors in one language cannot be used for algebraic operations with vectors in another language. In this work, a cross-lingual word vector repository is introduced that supports algebraic operations for vectors representing texts in different languages.
Based on the observation that each Wikipedia concept is described by documents of different languages, Ni et al. suggested a cross-lingual text classification approach by mining multilingual topics from Wikipedia (Ni, Sun, Hu, & Chen, 2011) . A training set in source language was used to classify an evaluation set in target language by using multilingual topics mined with Latent Dirichlet Allocation (LDA). Musaev, et al. used an ESA matrix trained on the English version of Wikipedia articles to generate an ESA matrix based on the Portuguese version of the same articles (Musaev & Pu, 2017b) . The resulting ESA matrix was successfully applied to classify the relevance of reports on landslide events in Portuguese.
The proposed work is a continuation of the described studies and introduces a cross-lingual word vector representation for initially two languages that allows to reuse a training set in a source language (typically a high resource language, such as English) to classify texts in virtually any other language (including low resource languages, such as Indonesian).
(c) Citizen sensing for disaster detection.
The explosion of user generated content in Social Media published from mobile devices has led to the notion of mobile social reporting (Crowley, Breslin, Corcoran, & Young, 2012 ). This in turn has led to the concept known as "citizen sensing," whereby a mass of these citizen reports can be gathered and mined for meaningful information about the event being observed (Sheth, 2009) . In citizen sensing, users are acting as social sensors and the information must be extracted from the texts of their status updates, photo and video captions. For example, the real-time nature of Twitter was investigated for detection of earthquakes and machine learning classification was proposed to clarify whether a tweet is actually referring to an actual earthquake occurrence or not (Sakaki et al., 2010) . A platform and client tools were developed to identify relevant Twitter messages that can be used to inform the situation awareness of an emergency incident as it unfolds (Cameron, Power, Robinson, & Yin, 2012) . Human-participation through crowdsourcing was leveraged to perform automatic classification of crisis-related microblog communications in real-time (Imran, Castillo, Lucas, Meier, & Vieweg, 2014) . A multiservice composition approach was applied to the detection of landslides . Multilingual reporting of earthquakes and tsunami was analyzed using Twitter (Bügel & Zielinski, 2013) . The focus of the system lies in improving the coverage of realtime landslide detection based on multilingual citizen sensing reported in multiple languages.
OVERVIEW OF THE SYSTEM
Given a set of sensors, both physical and social, we are interested in detecting landslide events using the data provided by those sensors. This problem can be broken down into several subproblems as follows:
• Data collection from both physical and social sensors
• Geo-tagging of individual messages from social sensors
• Feature generation for geo-tagged messages from social sensors
• Relevance analysis of geo-tagged messages from social sensors
• Integration of geo-tagged and annotated data from physical and social sensors into potential landslide locations and subsequent ranking of those locations by the likelihood of disaster occurrence.
See an overview of the system in Figure 3 . We briefly describe each of these steps next, where the foci of this work are the feature generation and classification steps that measure the relevance of individual tweets to disasters. The system collects data from several physical sensors detecting potential causes of landslide events. In particular, it supports a real-time seismic activity feed from the United States Geological Survey (USGS) agency ("GeoJSON Summary Format," n.d.). This feed is updated every minute providing information about earthquakes of various magnitudes.
Another potential cause of landslides is rainfalls, which is why the data are also collected from the Tropical Rainfall Measuring Mission (TRMM) project ("TRMM Home Page | Precipitation Measurement Missions," n.d.). It is a joint project between NASA and the Japan Aerospace Exploration Agency (JAXA), which generates reports based on the satellite data of the areas on the planet that have experienced rainfalls within the past seven days.
The data from physical sensors already come with coordinates, so there is no need for the geo-tagging process. Furthermore, all data are considered relevant to landslide as a disaster; hence, no relevance analysis is performed on data from physical sensors either.
Data Collection: Social Sensors
In citizen sensing, users are acting as social sensors and the information must be extracted from the texts of their status updates, image captions and video descriptions. In this work Twitter is supported to retrieve status updates. Among social networking platforms, it has the most advanced API for accessing its data. In particular, it provides a Streaming API, which returns a continuous stream of updates (hence the name) in real-time containing the given keywords. We refer the reader to another study for the discussion of Instagram and YouTube support and how it may differ from Twitter (Musaev, Wang, & Pu, 2014) .
Geo-tagging
As mentioned earlier, few users disclose their location when using social networking platforms; hence, most social sensor data are not georeferenced. Furthermore, even in georeferenced posts users frequently discuss events that happen elsewhere. Thus, if an item is not georeferenced, we need to look for geo terms inside the textual description of the item. An important component included in social sensor items is mentions of place names that refer to locations of landslides. Geographic terms are retrieved as location entities using an NER library, such as the Stanford NER (Finkel et al., 2005) . Locations are then converted to geographic coordinates (i.e., latitude and longitude values) using Google Geocoding API ("Get Started | Geocoding API," n.d.).
Feature generation
Due to ambiguity of the used search keywords, the data collected from social networks may be either relevant or irrelevant to our topic of interest, which is landslides. Sakaki, et al. propose to use machine learning classification to automatically label tweets as either relevant or irrelevant to disasters based on the classification model that is learned from an annotated training set (Sakaki et al., 2010) . A critical part of this process is the conversion of textual information, such as tweet, into numerical representation expected by a classifier algorithm. In this representation each number represents a feature of the original tweet. The process of converting a piece of text to a vector is also known as feature generation. We describe our approach to feature generation in the next section.
Relevance Analysis
To automatically label social sensor data as either relevant or irrelevant to our topic of interest, which is landslides involving the movement of soil, we apply machine learning classification. Given a training set for landslides in English, we generate cross-lingual vectors as described above. Using the generated vectors, we build a classification model, namely Support Vector Machines.
For evaluation purposes, another dataset is needed with correct labels in order to check the accuracy of the proposed classification model. We collect and manually annotate a dataset for English and Chinese languages. Using the generated models we classify the data in the evaluation dataset and generate performance results using the standard metrics, including precision, recall and F-measure (Fawcett, 2006) .
Integration and Ranking
After the social sensor messages are geotagged and classified, they are grouped with physical sensor data into events based on their spatiotemporal features. Musaev, et al. propose to represent the surface of the Earth as a grid of cells (Musaev et al., 2014) . Each geotagged data item is mapped to a cell in this grid based on the item's geographic coordinates retrieved during the geotagging process. This cell-based approach is studied further to improve the accuracy of the geotagging process through a composition of clustering methods Musaev, Wang, Shridhar, Lai, & Pu, 2015) . We apply the proposed approaches by grouping the tweets within each month by their cells, which are computed based on their geographic coordinates. The assumption is that there can be only one disaster of the same type within a month per cell. In other words, an event is defined as a group of messages that are mapped to the same cell within a 30-day window. We refer the reader to (Musaev & Hou, 2016) for the justification of this assumption.
After the previous steps are executed, the system obtains a list of potential disaster events represented as non-empty cells with a set of classified tweets that are mapped to each of those cells. The objective is to rank the non-empty cells based on their relevance to disasters, such as landslides. In other words, instead of producing a Boolean decision of whether a landslide occurred in each cell or not, we want to assign a probability of landslide occurrence to each cell. This value can be computed as the relevance to disasters and can be used to rank those cells by the likelihood of disaster occurrence.
FEATURE GENERATION BASED ON CROSS-LINGUAL WORD VECTOR REPRESENTATION
To improve the Bag-Of-Words approach to feature generation, Gabrilovich, et al. proposed Explicit Semantic Analysis (ESA) method that generates a high-dimensional centroid vector for a text based on the strength of association of individual words to Wikipedia articles (Gabrilovich & Markovitch, 2007) . Musaev, et al. reduced Wikipedia repository to speed up ESA performance , then combined multiple classifiers based on reduced ESA into an ensemble to improve the overall classification performance .
In ) introduced two novel model architectures for computing continuous vector representations of words from very large datasets and released the word2vec repository with 1.4 million word vectors. This enabled vector-oriented reasoning based on the word co-occurrence. For example, the male/female relationship is automatically learned, such that vector("King") -vector("Man") + vector("Woman") results in a vector very close to vector("Queen"). Similarly, vector("Madrid") -vector("Spain") + vector("France") is closer to vector("Paris") than to any other word vector.
The fastText library extended this work and released pre-trained word vectors for 294 languages trained on Wikipedia (Bojanowski et al., 2017; Mikolov et al., 2018) . Although these word vectors support a large number of human languages, they are presented as monolingual vector repositories whose features are computed one language at a time. Hence, they cannot be used in algebraic operations across languages. Thus, a training set for a given problem domain in one language cannot be used for supervised learning in any other language.
Ni et al. (Ni et al., 2011) suggested a cross-lingual text classification approach by mining multilingual topics from Wikipedia. A training set in source language was used to classify an evaluation set in target language by using multilingual topics mined with Latent Dirichlet Allocation (LDA). Musaev, et al. (Musaev & Pu, 2017b) used an ESA matrix trained on the English version of Wikipedia articles to generate an ESA matrix based on the Portuguese version of the same articles. The resulting ESA matrix was successfully applied to classify the relevance of reports on landslide events in Portuguese.
In this paper, our aim is to combine the strength of the fastText approach with the Wikipedia multilingual repositories. We will construct a new repository of documents, say R, as follows. R initially contains the entire English Wikipedia repository. Next, consider the word "Man" in English, which translates into the Chinese word "人." We will replace every occurrence of the word "Man" in the entire English Wikipedia repository with the word "人" and then add those documents to R. We will repeat this process for every English word that has a translation into Chinese using an automated translator, e.g., Google Translate. Note that we would like to carry out this process in the reverse direction as well by first adding the entire Chinese Wikipedia repository to R followed by replacing each occurrence of the Chinese word (e.g., "人" is replaced by "Man") in the entire Chinese Wikipedia repository. This process is repeated for every pairwise combination of the two languages we want to support.
Obviously, this process, if conducted in its entirety, will result in an R with several billion documents. We would like to manage this complexity by a sampling approach. The sampling of documents will be done by selecting a representative sample of the articles in each language. We will use a strategy similar to the one that agencies adopt for conducting opinion surveys (Berenson, Levine, Szabat, & Krehbiel, 2012) . The sampling of words will be done by choosing the top N most frequently occurring words in each language excluding stop words, where N maybe chosen stepwise 1,000, 2,000, …, etc. The word usage rankings are readily available in the existing fastText repositories that are sorted by the frequency of occurrence of words.
The resulting sampled corpus of documents now contains all of the representative sets of Wikipedia articles where "words identical in meaning" have been appropriately swapped with their counterparts in other languages. For example, occurrences of "Man" (English) and "男性" (Chinese) in the two different Wikipedia repositories will be swapped in all of their possible combinations. Our hypothesis is that the fastText approach will capture the fact that "Man" and "男性" represent essentially the same or very similar concept based on their word co-occurrence behavior. This will allow us to reproduce the original vector("King") -vector("Man") + vector("Woman") algebraic expression, such that the resulting vector should be close not only to vector("Queen") but also to all the vectors for "Queen" in other languages, such as "女王" in Chinese. Thus, the resulting word vectors will capture semantic similarity for similar words across languages.
There are certain challenges that will eventually have to be addressed. For example, the word "Moscow" ("Москва") appears as a different string in Russian when used in the following sentences like "I go to Moscow" ("Москву") or "I live in Moscow" ("Москве"). Stemming or n-gram based approaches will be explored to deal with this problem.
EVALUATION
In this section, we describe the generation of the cross-lingual word vectors using the approach presented in the previous section. Next, we design two sets of experiments to evaluate its performance. We start by reproducing the male/female relationship introduced in (Mikolov, Yih, & Zweig, 2013) , but now across languages. Then we analyze the performance of relevance analysis of multilingual reporting of landslide events using cross-lingual vectors and compare it with monolingual word vectors.
Generation of cross-lingual word vectors
The generation of cross-lingual word vectors consists of several steps as follows:
Step 1. Collect a random sample of Wikipedia articles in each language
Step 2. Collect top 10k words in each language and cross-translate them
Step 3 Step 4. The generated output file is used by fastText library to compute word vectors
Step 1. To determine the sample size of Wikipedia articles, we can use the following equation from statistical inference:
where " is the sample size without considering the finite population correction factor, or -score is a constant that represents the number of standard deviations a given proportion is away from the mean, is the proportion and is the margin of error.
Applying the finite population correction factor results in the actual sample size as follows:
where is the population size. Given = 5,734,232 articles in English Wikipedia, -score=1.96 for 95% confidence interval and = 0.02, is equal to 2,400 articles. Similarly, for Chinese Wikipedia = 1,026,003, so is equal to 2,395 articles.
Step 2. The words in the fastText repositories are conveniently sorted by frequency. Hence, to collect top 10k words in a given language, the first 10k lines are selected. Cross-translation is performed using Google Translate. 10k is an empirically chosen number that was shown to work. Additional study is needed to evaluate the system performance with other values.
Step 3. Word and sentence tokenization is performed using Polyglot (Al-Rfou, Perozzi, & Skiena, 2013) . All words are lower-cased before performing swaps.
Step 4. The Skipgram model is used to generate the resulting cross-lingual word vectors with 100 dimensions. 100 is a random number that was chosen to be less than 300 dimensions from the fastText repositories. See below the evaluation of the system performance with 100 dimensions compared with the fastText monolingual repositories with 300 dimensions.
Learning male/female relationship across languages
In this experiment, we reproduce the learning of male/female relationship introduced in the (Mikolov, Yih, et al., 2013) paper. The authors used the vector representations of words in algebraic operations to show that vector ("King") -vector("Man") + vector("Woman") results in a vector that is closest to the vector representation of the word Queen. The distance between vectors is based on cosine similarity, which depends on the angle between the two vectors. We perform the same operations as above but instead of using monolingual repository, such as English, we use the generated crosslingual word vectors supporting multiple languages. Indeed, this expression results in a vector that is most similar to the vector representation of the word Queen as shown in Figure 4 .A. Next, we swap the word Woman in this expression with its Chinese translation, which is 女人. Note that the expression again results in a vector that is closest to Queen as shown in Figure 4 .B. Furthermore, the third vector is closest to 女王 which is Queen in Chinese. We illustrate several other algebraic operations in Figure 4 , including C. King -人 + Woman, D. 国王 -人 + Woman, E. King -人 + 女人, and F. King -男子 + 女人. Note that in each case the cross-lingual word vectors are able to learn the male/female relationship across languages with a high accuracy.
Visualization of male/female relationship across languages
We draw a diagram of the similarity between vectors representing the words and algebraic operations and show it in Figure 5 . The diagram is implemented using D3.js, which is a JavaScript data visualization library (Bostock, Ogievetsky, & Heer, 2011) . Each node in the diagram represents a word or algebraic operation and the weights of the links between nodes are based on the similarity scores between them. The scores are computed using cosine similarity which is a measure of similarity between two vectors that measures the cosine of the angle between them. For visualization purposes, we add the labels of the words with the highest-ranking scores next to their nodes. Note that the node Queen is prominent in this diagram, which is the resulting word vector that we wanted to determine for each of the algebraic operations shown in the diagram. 
Relevance analysis of multilingual reporting of landslide events

Dataset Description
For training purposes, we collect tweets in Chinese containing the following keywords: 滑坡, 塌方, 泥石流, 坍塌 (Hou, Musaev, Yang, & Pu, 2017) in the month of January 2018. There are 758 tweets in the training set. Next, we collect tweets in English containing the keyword "landslide" during the same month. There are 3,156 tweets in English. To ensure fair comparison between training sets, we randomly sample English tweets with replacement 758 times which results in 500 tweets. Finally, for evaluation purposes, we collect tweets in Chinese in the month of January 2018. There are 481 tweets in the evaluation set.
Each tweet in English is manually annotated as either relevant or irrelevant to landslide as a disaster involving the movement of soil. Each tweet in Chinese is first translated into English using Google Translate and then manually annotated using the same approach. We release all annotated datasets as a contribution to the research community (Musaev, 2019) .
Comparison between "native", "translated" and cross-lingual approaches for relevance analysis
In this experiment we compare the classification performance of the proposed cross-lingual word vectors with "native" and "translated" approaches. "Native" approach involves a complete reimplementation of the existing infrastructure in another language, such as Chinese. This approach requires a significant amount of initial effort as each language dependent component must be modified to support another language. Specifically, a new training set containing tweets in Chinese must be collected and manually annotated. Next, the language specific implementation of the fastText algorithm is applied to convert the tweets to vectors. We convert each tweet to a vector using Chinese fastText implementation, build a classifier model based on the vectors from the training dataset and use the built model to classify tweets in the evaluation dataset.
In "translated" approach, the tweets in the evaluation dataset are translated to the base language, which is English. Then the existing English infrastructure is used as is. We use Microsoft Translator API to translate the tweets in the evaluation dataset to English, generate vectors based on the English fastText implementation, build a classifier model based on the training dataset and use the built model to classify tweets in the evaluation dataset.
The proposed approach uses the cross-lingual word vectors for feature generation. In this approach, the original training set in English is reused to generate vectors based on the cross-lingual word vectors. Next, we build a classifier model based on the training dataset and use the built model to classify tweets in the evaluation set.
Our evaluation shows that the proposed approach using cross-lingual word vectors achieves a better F1-score (0.768) than both the native approach based on monolingual Chinese word vectors (0.629) and the translated approach based on monolingual English word vectors (0.672). Note that this result is achieved despite a smaller number of dimensions used in the cross-lingual word vectors (which is 100) compared with 300 dimensions used in the monolingual word vectors.
Comparison between cross-lingual and monolingual methods
In this experiment, we provide a direct comparison between monolingual and the proposed crosslingual word vectors with respect to the relevance analysis task. Using the training and evaluation datasets in the same language, namely English, we generate vectors based on the cross-lingual word vectors. Next, we build a classifier model based on the training dataset and use the built model to classify tweets in the evaluation set. We repeat the same steps using the monolingual word vectors. Again, the proposed cross-lingual word representation model (0.897) outperforms the monolingual model (0.878).
Visualization of words used in training sets
In this experiment we analyze the results obtained in the relevance analysis experiment above. In that experiment the classification of the Chinese evaluation set based on the English training set performed better than the classification of the same evaluation set based on the Chinese training set. To compare the English and Chinese training sets, we use a word cloud approach. Word clouds generated for a body of text can serve as a starting point for a deeper analysis (Heimerl, Lohmann, Lange, & Ertl, 2014) . We build a word cloud for the English training set to distill the most important terms that appear with highest frequency. For the Chinese training set, we translate each tweet into English and then generate the word cloud. See the resulting word clouds in Figure 6 and Figure 7 . Although the most important terms in the Chinese dataset appear to be different from the English dataset, but they are still relevant to landslide as a disaster. This is the reason why the classification model based on the English training set using cross-lingual vectors is capable of correctly classifying tweets in the Chinese evaluation set.
CONCLUSION AND FUTURE WORK
The world is experiencing a remarkable growth in the amount of textual data written in different natural languages, including web pages, news articles, scientific publications, and social media. Textual data are unique in that they are generated by humans rather than computer systems or sensors and are thus invaluable for discovering knowledge about people, places and events. However, most tools for natural language processing (NLP) are monolingual, such as word2vec. In this work we describe the first unified cross-lingual dataset that initially contains word vectors for two languages, namely English and Chinese. There are multiple potential applications of the use of this repository. In this paper, we have discussed the development of classification models for multilingual corpora, such as worldwide reporting of landslide events. The classification model based on the proposed crosslingual word vectors is on par with the "native" approach based on monolingual word vectors, but it does not require the creation of a separate training set in Chinese and allows to reuse the original training set in English to automatically annotate tweets in Chinese.
Our future work includes an extensive evaluation of the proposed approach on standard NLP tasks, such as word similarities and translations. We also plan to include the support of additional languages, both Romance and Asian, in a single model.
