Abstract-Systems with many integrated circuits (ICs), often of the same type, are increasingly common to meet the constant performance demand. However, systems in recent semiconductor technologies require not only manufacturing test, but also in-field test. Preferably, the same test set is utilized both at manufacturing test and in-field test. While deterministic test patterns provide high fault coverage, storing complete test vectors leads to huge memory requirements and inflexibility in applying tests. In an IEEE 1149.1 (Boundary scan) environment, this paper presents an approach to efficiently embed deterministic test patterns in the system by taking structural information of the system into account. Instead of storing complete test vectors, the approach stores only commands and component-specific test sets per each unique component. Given a command, test vectors are created by a test controller during test application. The approach is validated on hardware and experiments on ITC'02 benchmarks and industrial circuits show that the memory requirement for storing the test data for a system is highly related to the number of unique components.
I. INTRODUCTION Electronic systems, printed circuit boards (PCBs), with an increasing number of integrated circuits (ICs) are increasingly common [1] . PCBs include an increasing number of integrated circuits where a high number of ICs are of the same type. Manufacturing of ICs and PCBs is unfortunately far from perfect and all IC as well as the complete PCBs must be tested carefully. Until recently, manufacturing test only was sufficient to ensure faultfree electronic systems. ICs are tested using automatic test equipments and IEEE 1149.1 (Boundary scan) was developed to enable testing of PCBs.
However, the supply voltage and the transistor size have been scaled down in recent designs to achieve higher performance and low power dissipation. This has led to a higher number of electronic systems failing in the field. Therefore the maintenance cost has increased in terms of monitoring, diagnosing and repairing systems. To reduce the cost, there is a trend towards automated in-field testing. An obstacle is the high test data volumes needed to efficiently test electronic systems.
Test data compression has been proposed to reduce the ATE memory requirements at IC test [2] [3] [4] . A disadvantage of test data compression for in-field test is the need of an ATE and the low diagnostic capability. To make in-field testing possible, Built-in Self Test (BiST) solutions [5] including use of JTAG are used where either pseudo-random test patterns are generated within the system or pre-generated deterministic test patterns (with high fault coverage) are stored in system memory. In terms of test execution time and fault coverage, deterministic test patterns tend to be more effective than pseudo-random test patterns, as it was noted in [6] that the fault coverage that is achieved with pseudo-random test patterns on large industrial designs can be as low as 65%. Further, pseudo-random patterns have the disadvantage of low diagnostic resolution.
In the context of testing ICs with multiple modules (blocks of logic), relevant previous studies were conducted in [7] and [8] . In [7] , test vectors are broadcasted to multiple cores of the same type and the test responses are compared with each other that makes it unable to test a single component. Furthermore, test data is stored in the ATE memory and the approach in [7] is meant for manufacturing testing. In [8] , one of multiple identical processor cores is selected for test and test vectors are applied and evaluated while the other cores are in operation mode. The test vectors for considered type of the processor cores are stored once on a hard drive. The approach is not applicable to systems with JTAG. This paper considers a system consisting of ICs that are mounted on a PCB and connected with a JTAG IEEE 1149.1 (Boundary scan) interface for manufacturing test and in-field test. However, the test data volume (the amount of bits that require system memory for storage) can be significant, in the range of Gigabytes [6] (not compressed). Thus, for systems where storing deterministic test patterns is required for infield test, the test data volume requires costly memory and the research presented in this paper aims to reduce this cost. The novelty of the approach presented in this paper is that it does not assume all the components (ICs) of the same type and investigates how the idea of reducing memory requirements by utilizing structural information can be applied in the context of an embedded test controller including on-the-fly manipulation of test data for the system in field. of components within a system (PCB) and reduces the memory requirements to store the test data volume. We have used the existing on board infrastructure (JTAG) to transport the test data to the components.
II. BASIC IDEA OF CONCATENATION
This paper considers PCBs that may contain several mounted ICs. An example of such a system is shown in Figure 1 . It contains three components named IC1, IC2 and IC3. Here, IC1 is of type A. IC2 and IC3 are both of type B. A serial interface following the IEEE 1149.1 Standard is employed to transport test data to and from the components, as is indicated by the black arrows in Figure 1 . The IEEE 1149.1 Standard defines several instructions e.g., INTEST (to test the IC) and BYPASS (to bypass the IC).
Testing the system in Figure 1 is done by performing four steps. 1) Scan in a 35 bits fully-defined scan-chain test vector (FDS-vector hereinafter) of stimulus 2) Test stimuli application. 3) Scan out test response (i.e. an FDS-vector of 35 bits). 4) Compare test responses to expected responses. Several iterations of this procedure are required to adequately test the components.
The FDS-vector can be very long, tens of thousands of bits, when testing a system with several large components. Furthermore, it can happen that tens of thousands of FDSvectors are required. To test all the components in the system, the set of stimuli FDS-vectors that is stored in memory is shown in Figure 2(a) . Each box shows a test stimulus for the component of the type shown at the top of the column of that box (Figure 2(a) ). Each row shows a complete FDS-vector for the components in the system (Figure 1 ) that are selected for the test. To test another combination of the components in the system (for example testing only IC2 of type B) another set of FDS-vectors is required to be stored in the memory as shown in Figure 2 Figure 2 (a)). Furthermore, the same test data for type B component is stored in another test as shown in Figure 2 (b). Hence the flexibility in applying the tests is achieved at the cost of memory. The basic idea behind the concatenation approach in this work is to store only the component-type specific test patterns in the memory and run a dedicated program (Concatenator test controller hereinafter) in the on-system CPU that receives external test command from the test manager. Depending upon the external test command, the Concatenator reads the component specific test patterns and manipulates those test patterns to generate FDS-vectors on-the-fly. By manipulation of test patterns, we mean that the test stimuli and test response vectors of the stored component-type specific test patters must be concatenated into FDS-vectors according to the order of the components on the scan-path. For this it is required that structural information about the system is available. The concatenation of test stimuli is illustrated in Figure 3 and Figure 4 . To test all the three components, the external command is INTEST IC1, INTEST IC2, INTEST IC3. Similarly, to test IC2 alone and bypass the other two components the external command is INTEST IC2. Test responses are concatenated in the same way. Notice that the same test data (shown in Figure 2 (a) and Figure 2(b) ) can be generated on the fly by using the component specific test patterns stored in the memory.
The structural information about the system (system description) is read by the Concatenator program and is shown in Figure 5 . It provides the order of the components, their types and some information related to their JTAG circuitry.
The test data for each component that the Concatenator program reads is structured as in the example of Figure 6 . Figure 6 ). In Figure 6 , each test pattern is on a separate line and consists of a test stimulus and expected response.
The Concatenator test controller is able to manipulate the test data on-the-fly so that only component-type specific tests require memory and it is able to accept commands. It automatically handles the application of tests with different number of test patterns and reconfigures the JTAG scan-path accordingly. The following section will describe experiments to show the capabilities of the Concatenator test controller.
III. EXPERIMENTS AND RESULTS
We have performed experiments to determine the amount of memory that can be saved using the concatenation approach presented in the paper. Experiments are performed with ITC'02 SOC benchmarks [9] and industrial circuits from [10] respectively. The components of the ITC'02 benchmarks and the circuits in [10] are treated as ICs and specified in terms of number of test patterns and scan-chain lengths as shown in Table I and Table II respectively. The left most column (refers to both Table I and Table II) shows the name given to the circuit. In the second column, the scan-chain length for each circuit is shown and this is followed by a column showing the number of test patterns for the each circuit. The test data volume required to test each circuit is shown in the right most column. The sizes of the circuits in Table II are within the range of approximately 50K gates to 1.4M gates. In our experiments with the circuits from [10] , we have taken each circuit (Table II) as a component and compiled system designs using these components. In each of the system designs, one of the eight components is multiplied several times as shown in Table III .
Two simplifications are done for the purpose of the experiments. First simplification is that the Concatenator test controller (referred as Concatenator program hereafter) is run on a PC instead of an embedded processor on a PCB. We used an FPGA as a system under test and connected it with the PC. This way we have verified that the output (set of FDS-vectors) produced by the Concatenator test controller can be applied on a real circuit. We used Equation 1 to calculate the percentage reduction in memory requirements for each scenario. In Formula 1, Size DF , Size T DF , Size ODF and Size P rogram denote the size of description file, test data file, output data file and the Concatenator program respectively and RM R denotes reduction in memory requirements.
The experiments conducted for the designs using the components from Table II produced the results shown in Table IV . The columns with the heading Reduction in MR in Table IV show the percentage reduction in memory requirements (MR) for the designs. In the column marked D1, ckt-1 is included X times (X is shown in the left most column) whereas the other seven circuits are used only once. Similarly, in the column D2, ckt-2 is multiplied X times and other circuits are used only once and so on. In Table IV , it can be observed that the test data volume reduction depends on the circuit that is included in multiple instances and the number of multiplications. The reason why the reduction in memory requirements depend on the multiplied circuit (columns D1 to D8) is that the circuits themselves have different test data volume (Table II) .
The result for D8 in the second row (Table IV) shows that, if a component (with high test data volume) in a system is instantiated only two times, the percentage reduction in memory requirements can be achieved up to 41%. For X = 6, the average percentage reduction in memory requirements is 24%. Further results show that if the multiplication of cores within the systems is increased in the future, then the approach presented in this paper will be even more beneficial in terms of reduction in memory requirements.
The results for the ITC'02 benchmarks are shown in Table V . The first column shows the name of the SOC designs. The second column shows the memory requirements for storing FDS-vectors as it would be done without the proposed concatenation approach. The third column shows the total memory requirements with the proposed concatenation approach. The last column shows the percentage reduction in memory requirements. For SOC p93791 the total test data volume needed to test were 3092 KBs and there were two components of the same type, each used 229 KBs. This lead to a reduction of 7.5%. For SOC q12710 the total test data volume was 3879 KBs and there were two components of the same type with 797 KBs of test data volume each. Total reduction of memory requirements was 26.4%. For SOC f2126 the total test data volume needed was 648 KBs, two components of the same type with 6 KBs of test data volume each. total reduction of memory requirement 1%.
IV. CONCLUSION
The development in semiconductor technologies enables manufacturing of systems with multiple identical ICs but enforces in-field test as manufacturing test only is not sufficient. It is most desirable to make use of the same test during production test and in-field test; hence, embed the high-quality deterministic tests. However, as systems are increasingly advanced, higher test data volumes are needed, leading to larger memory requirements. In this paper, we propose an embedded test controller that only requires to store test data for each unique component. The test controller creates on-the-fly boundary scan (IEEE 1149.1) tests for given commands. The advantage of the approach is that only one test per unique component is required. Further, the approach allows flexibility in defining test commands such that different combinations of tests can be applied. We have implemented the test controller and verified it on real hardware and made experiments on ITC'02 benchmarks and industrial circuits. The proposed scheme shows significant reduction in memory requirements.
