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ABSTRACT
3D point clouds are often perturbed by noise due to the inherent
limitation of acquisition equipments, which obstructs downstream
tasks such as surface reconstruction, rendering and so on. Previous
works mostly infer the displacement of noisy points from the un-
derlying surface, which however are not designated to recover the
surface explicitly and may lead to sub-optimal denoising results.
To this end, we propose to learn the underlying manifold of a noisy
point cloud from differentiably subsampled points with trivial noise
perturbation and their embedded neighborhood feature, aiming to
capture intrinsic structures in point clouds. Specifically, we present
an autoencoder-like neural network. The encoder learns both local
and non-local feature representations of each point, and then sam-
ples points with low noise via an adaptive differentiable pooling
operation. Afterwards, the decoder infers the underlying manifold
by transforming each sampled point along with the embedded fea-
ture of its neighborhood to a local surface centered around the
point. By resampling on the reconstructed manifold, we obtain a
denoised point cloud. Further, we design an unsupervised training
loss, so that our network can be trained in either an unsupervised
or supervised fashion. Experiments show that our method signifi-
cantly outperforms state-of-the-art denoising methods under both
synthetic noise and real world noise. The code and data are available
at https://github.com/luost26/DMRDenoise.
CCS CONCEPTS
•Computingmethodologies→ Point-basedmodels; 3D imag-
ing.
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1 INTRODUCTION
Recent advances in depth sensing, laser scanning and image pro-
cessing have enabled convenient acquisition of 3D point clouds
from real world scenes 1. Point clouds consist of discrete 3D points
irregularly sampled from continuous surfaces, which can be ap-
plied to a wide range of applications such as autonomous driving,
robotics and immersive tele-presence. Nevertheless, they are often
contaminated by noise due to the inherent limitations of scanning
devices or matching ambiguities in the reconstruction from im-
ages, which significantly affects downstream understanding tasks
1Commercial products include Microsoft Kinect (2010-2014), Intel RealSense (2015-),
Velodyne LiDAR (2007-2020), LiDAR scanner of Apple iPad Pro (2020), etc.
Corresponding author: Wei Hu (forhuwei@pku.edu.cn). This work was supported by
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Figure 1: An overview of our method. The denoising net-
work takes noisy point clouds as input, and then samples
a subset of points with low noise via a differentiable pool-
ing layer. Afterwards, manifolds are reconstructed based on
the sampled subset of points. Finally, by sampling on the re-
constructed manifold, we obtain denoised point clouds.
since the underlying structures are deformed. Hence, point cloud
denoising is crucial to relevant 3D vision applications, which is also
challenging due to the irregular and unordered characteristics of
point clouds.
Previous point cloud denoisingmethods include non-deep-learning
based methods [4, 5, 13, 15, 21, 36] and deep-learning based meth-
ods [6, 12, 24, 34]. We focus on the class of deep-learning based
methods, which have achieved promising denoising results thanks
to the advent of neural network architectures crafted for point
clouds [1, 22, 23, 29, 32–35]. Neural Projection [6], PointCleanNet
[24] and Total Denoising [12] are pioneers of deep-learning based
point cloud denoising approaches. In general, these methods infer
the displacement of noisy points from the underlying surface and
reconstruct points, which however are not designated to recover the
surface explicitly and may lead to sub-optimal denoising results.
To this end, inspired by that a point cloud is typically a repre-
sentation of some underlying surface or 2D manifold over a set of
sampled points, we propose to explicitly learn the underlying man-
ifold of a noisy point cloud for reconstruction, aiming to capture
intrinsic structures in point clouds. As demonstrated in Fig. 1, the
key idea is to sample a subset of points with low noise (i.e., closer to
the clean surface) via differentiable pooling, and then reconstruct
the underlying manifold from these points and their embedded
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neighborhood features. By resampling on the reconstructed mani-
fold, we obtain a denoised point cloud.
In particular, we present an autoencoder-like neural network for
differentiable manifold reconstruction. At the encoder, we learn
both local and non-local features of each point, which embed the
representations of local surfaces. Based on the learned features,
we sample points that are closer to the underlying surfaces (less
noise perturbation) via the proposed adaptive differentiable pooling
operation, which narrows down the latent space for reconstruct-
ing the underlying manifold. These sampled points are pre-filtered
and retained, while the other points are discarded. At the decoder,
we infer the underlying manifold by transforming each sampled
point along with the embedded neighborhood feature to a local
surface centered around the point—referred to as "patch manifold".
By sampling on such patch manifolds, we finally obtain a denoised
point set which captures intrinsic structures of the underlying sur-
face. Further, we design an unsupervised training loss, so that our
network can be trained in either an unsupervised or supervised
fashion. Experiments show that our method significantly outper-
forms state-of-the-art denoising methods especially at high noise
levels.
To summarize, the contributions of our paper include
• We propose a differentiable manifold reconstruction para-
digm for point cloud denoising, aiming to learn the underly-
ing manifold of a noisy point cloud via an autoencoder-like
framework.
• We propose an adaptive differentiable pooling operator on
point clouds, which samples points that are closer to the
underlying surfaces and thus narrows down the latent space
for reconstructing the underlying manifold.
• We infer the underlying manifold by transforming each sam-
pled point along with the embedded feature of its neighbor-
hood to a local surface centered around the point—a patch
manifold.
• We design an unsupervised training loss, so that our net-
work can be trained in either an unsupervised or supervised
fashion.
2 RELATEDWORK
2.1 Non-deep-learning based point cloud
denoising
Non-deep-learning based point cloud denoising methods have been
extensively studied, whichmainly include local-surface-fitting based
methods, sparsity based methods and graph based methods.
• Local-surface-fitting based methods. This class of meth-
ods approximate the point cloud with a smooth surface and
then project points in the noisy point cloud onto the fitted
surface. [2] proposes a moving least squares (MLS) projec-
tion operator to calculate the optimal fitting surface of the
point cloud. Similarly, other surface fitting methods have
been proposed for point cloud denoising such as jet-fitting
with re-projection [4] and bilateral filtering [15] which take
into account both point coordinates and normals. However,
these methods are often sensitive to outliers.
• Sparsity based methods. This class of methods are based
on the sparse representation theory [3, 28, 31]. They gener-
ally reconstruct normal vectors by solving an optimization
problem of sparse regularization and then update the posi-
tion of points based on the reconstructed normals. Moving
Robust Principal Component Analysis (MRPCA) [21] is a
recently proposed sparsity-based method. However, the per-
formance tends to degrade when the noise level is high due
to over-smoothing or over-sharpening.
• Graph based methods. This class of methods represent
point clouds on graphs and perform denoising via graph fil-
ters [9, 13, 26, 36]. In [26], the input point cloud is represented
as signal on a k-nearest-neighbor graph and then denoised
via a convex optimization problem regularized by the gra-
dient of the graph. In [36], Graph Laplacian Regularization
(GLR) of low dimensional manifold models is proposed for
point cloud denoising.
2.2 Deep-learning based point cloud denoising
With the advent of point-based neural networks [22, 23, 29], deep
point cloud denoising has received increasing attention. Existing
deep learning based methods generally involve predicting the dis-
placement of each point in noisy point clouds via neural networks,
and apply the inverse displacement to each point.
Among them, Neural Projection [6] employs PointNet [22] to
predict the tangent plane at each point, and projects points to the
tangent planes. However, training a Neural Projection denoiser
requires the access to not only clean point clouds but also normal
vectors of each point.
PointCleanNet [24] predicts displacement of points from the
clean surface via PCPNet [11]—a variant of PointNet. It is trained
end-to-end by minimizing the ℓ2 distance between the denoised
point cloud and the ground truth, which does not require the ac-
cess to normal vectors. PointCleanNet out-performs some classical
denoising methods including bilateral filtering and jet fitting. The
main defect of PointCleanNet includes outlier sensitivity and point
cloud shrinking.
Total Denoising [12] is the first unsupervised deep learning
method for point cloud denoising. It is based on the assumption
that points with denser surroundings are closer to the underlying
surface. Hence, it introduces a spatial prior that steers convergence
towards the underlying surface without the supervision of ground
truth point clouds. However, the unsupervised denoiser is sensitive
to outliers and may shrink point clouds.
Besides denoising networks, some other neural network archi-
tectures involve point cloud consolidation, which includes denois-
ing but is often only applicable to trivial noise. PointProNet [25]
projects patches in the point cloud into 2D height maps and lever-
ages a 2D CNN to denoise and upsample them. EC-Net [34] and
3PU [33] mainly focus on upsampling, and have shown to be robust
against trivial noise. These consolidation methods are generally
prone to fail when the noise level is high [24].
3 METHOD
In this section, we present our method on learning the underlying
manifold for point cloud denoising. We start with an overview of
Differentiable Manifold Reconstruction for
Point Cloud Denoising
our key ideas, and then elaborate on the proposed differentiable
manifold reconstruction. Finally, we present our loss functions as
well as provide further analysis into our method.
3.1 Overview
Given an input point cloud P ∈ RN×3 corrupted by noise, our
network produces a clean point cloud P˜ ∈ RN×3. As illustrated in
Fig. 2, we propose an autoencoder-like network architecture for
denoising.
• RepresentationEncoderE. E samples a subset ofM points
S ∈ RM×3 that are perturbed by less noise from P via differen-
tiable pooling. Specifically, E consists of a feature extraction
unit and a differentiable downsampling (pooling) unit. The
feature extraction unit produces features that encode both
local and non-local geometry at each point of P. The ex-
tracted features are then fed into the differentiable pooling
operator—essentially a downsampling unit that identifies
points that are closer to the underlying surface, leading to a
subset of points S.
• Manifold Reconstruction Decoder D. D first infers the
underlying manifold from S and then samples on the inferred
manifold to produce the denoised point set P˜ ∈ RN×3. We
transform each point in S along with the embedded neighbor-
hood feature to a local surface centered around each point—a
patch manifold. By sampling multiple times on each patch
manifold, we reconstruct a clean point cloud P˜.
Further, we propose a dual supervised loss function as well as an
unsupervised loss, so that our network can be trained end-to-end
in an unsupervised or supervised fashion.
3.2 Representation Encoder with
Differentiable Pooling
The representation encoder consists of a feature extraction unit and
a differentiable pooling unit, which we discuss in details as follows.
3.2.1 Feature extraction unit. The feature extraction unit consists
of multiple dynamic graph convolution layers, leveraging on the
DGCNN [29]. Given features Xℓ = {xℓi }Ni=1 ∈ RN×F
ℓ in the ℓth
layer, the (ℓ + 1)th layer first constructs a k-Nearest-Neighbor (k-
NN) graph based on the Euclidean distance between features, and
then performs edge convolution [29] on the graph:
xℓ+1i = Gℓ(Xℓ) = ReLU
(
max
j ∈N(i)
Hθ (xℓi , xℓj − xℓi )
)
(1)
Here, Hθ is a densely connected multi-layer perceptron (MLP) pa-
rameterized by θ , N(i) denotes the neighborhood of point i , and
max is the element-wise max pooling function.
To capture higher-order dependencies, multiple dynamic graph
convolution layers are chained and connected densely within a
feature extraction unit [14, 18, 20, 33]:
Xℓ = Gℓ
([Xℓ−1, . . . ,X1,X0]), (2)
where [. . .] denotes the concatenation operation, and X0 is the
input feature.
As depicted above, we adopt dense connections both within
and between graph convolution layers. Within graph convolution
layers, theMLPHθ is densely connected— each fully connected (FC)
layer’s output is passed to all subsequent FC layers. Between graph
convolution layers, the features output by each layer are fed to all
subsequent layers. Dense connections reduce the number of the
network’s parameters and produce features with richer contextual
information [20, 33].
In addition, we assemble multiple feature extraction units with
different k-NN values in parallel to obtain features of different
scales, and concatenate them before passing them to downstream
networks. The final output is a feature matrix X ∈ RN×F , where
N denotes the number of points and F denotes the dimension of
features.
3.2.2 Differentiable pooling operator. Having extracted multi-scale
features from the input point cloud P, we propose a differentiable
pooling operator on point clouds to sample a subset of points S
from P adaptively. Ideally, the operator will learn to identify points
that are closer to the underlying surface, which capture the surface
structure better and thus will be used to reconstruct the underlying
manifold at the decoder. Different from existing pooling techniques
that often employ hand-crafted rules such as random sampling
and farthest point sampling [23], our differentiable pooling learns
the optimal downsampling strategy adaptively during the training
process.
Now we formulate the differentiable pooling operator. Given the
learned feature X ∈ RN×F of the input point cloud P obtained from
the feature extraction unit, our pooling operator first computes a
score for each point:
s = Score(X), (3)
where Score(·) is the score function implemented by an MLP that
produces a score vector s ∈ RN×1. The score function will learn a
higher score for points closer to the underlying surface and a lower
score for points perturbed with large noise during the end-to-end
training process.
Points in P that have top-M (M < N ) scores will be retained,
while the others will be discarded:
i = arg topM (s), (4)
S = P[i], (5)
where i is the index vector of the top-M points and S ∈ RM×3 is the
downsampled point set. In the experiments, we setM = N2 without
loss of generality.
To make the score function differentiable so as to be trained by
back propagation [8], we deploy the following gate operation on
the features of the sampled point set X[i] to acquire the features Y
of S:
Y = X[i] ⊙ sigmoid(s[i] · 11×F ), (6)
where Y ∈ RM×F is the feature matrix of S after the above gate
operation, X[i] ∈ RM×F is the feature matrix of S before the gate
operation, s[i] ∈ RM×1 is the score vector of the retained points,
and ⊙ denotes element-wise multiplication.
To further reduce the noise variance of the sampled point set S,
we perform pre-filtering on S:
Sˆ = S + ∆S, (7)
∆S = MLP(Y), (8)
where Sˆ,∆S ∈ RM×3, and ∆S is produced by an MLP that takes the
feature matrix Y as input. The pre-filtering term ∆S moves each
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Figure 2: Illustration of the proposed point cloud denoising framework.
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Figure 3: Illustration of the patch manifold reconstruction
and resampling. Note that P˜ is resampled from the mani-
folds, so there is no strict point-to-point correspondence be-
tween Sˆ and P˜.
point in S closer to the underlying surface, which will lead to more
accurate manifold reconstruction at the decoder to be discussed.
3.3 Manifold Reconstruction Decoder
The manifold reconstruction decoder transforms each point in the
pre-filtered low-noise point set Sˆ along with its embedded neigh-
borhood feature matrix Y into a local surface centered around the
point—referred to as a patch manifold. Afterwards, we upsample
Sˆ to a denoised point cloud P˜ ∈ RN×3 based on the inferred patch
manifolds. The whole process is illustrated in Fig. 3.
As discussed in Sec. 3.2, a feature vector yi ∈ RF encodes the
geometry of the neighborhood surface surrounding the point pi ∈ Sˆ,
so that yi can be transformed into a manifold that describes the
local underlying surface around pi . We refer to such locally defined
manifold as a patch manifold around pi .
Formally, we first define a 2D manifoldM embedded in the 3D
space parameterized by some feature vector y as:
M(u,v ; y) : [−1, 1] × [−1, 1] → R3, (9)
where (u,v) is some point in the 2D rectangular area [−1, 1]2. Eq. (9)
maps the 2D rectangle to an arbitrarily shaped patch manifold
parameterized by y. Such mapping allows us to draw samples from
the arbitrarily shaped patch manifoldM in the following way: we
firstly draw samples from the uniform distribution over [−1, 1]2
and then transform them into the 3D space via the mapping.
Having defined a mapping to manifoldM, it is natural to define
the patch manifoldMi around each point pi in Sˆ as:
Mi (u,v ; yi ) = pi +M(u,v ; yi ), (10)
whichmoves the constructed manifoldM(u,v ; yi ) to a local surface
centering at pi .
Now we have a set of patch manifolds {Mi |pi ∈ Sˆ}Mi=1, which
characterize the underlying surface of the point cloud. By sampling
on these M patch manifolds, we can obtain the denoised point set
P˜.
Specifically, we assume the number of points in the subsampled
point set is the half of that in the input point set, i.e., M=|Sˆ| = 12 |P|.
In order to acquire a denoised point set P˜ that has the same size
as the input point set P, we need to sample twice on each patch
manifold. Hence, it is essentially an upsampling process.
In practice, the parameterized patch manifold Mi (u,v; yi ) is
implemented by an MLP:
Mi (u,v ; yi ) = MLPM ([u,v, yi ]). (11)
We choose the MLP implementation because it is a universal func-
tion approximator [17] which is expressive enough to approximate
arbitrarily shaped manifolds.
Then, we sample two points from each patchmanifoldMi ([u,v, yi ]),
leading to a denoised point cloud :
P˜ =
©­­­­­­«
p1 +MLPM ([u11,v11, y1])
p1 +MLPM ([u12,v12, y1])
...
pM +MLPM ([uM1,vM1, yM ])
pM +MLPM ([uM2,vM2, yM ])
ª®®®®®®¬
. (12)
To summarize, by learning a parameterized patchmanifoldM(u,v ; yi ),
i = 1, . . . ,M = |Sˆ| from each point i in Sˆ and sampling on each
patch manifold, we reconstruct a clean point cloud from the noisy
input.
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3.4 Dual Loss Functions
To optimize the entire denoising process, we consider dual loss
to measure the quality of both the subsampling and final point
cloud reconstruction. That is, we have two loss functions, including
1) a loss function Lsample to quantify the distance between the
subsampled and pre-filtered set Sˆ and the ground truth point cloud
Pgt, which explicitly reduces the noise in Sˆ but is not required for
the convergence of the training; 2) a loss function Lrec to quantify
the distance between the finally reconstructed point cloud P˜ and
the ground truth Pgt.
Formally, our network can be trained end-to-end by minimizing
min
Θ
Lsample + Lrec, (13)
where Θ denotes the learnable parameters in the network.
We choose the Chamfer distance (CD) [7] as Lsample, since Sˆ and
Pgt exhibit different number of points, i.e., |Sˆ| < |Pgt |. It is defined
as
Lsample = LCD(Sˆ, Pgt) =
1Sˆ ∑
p∈Sˆ
min
q∈Pgt
∥p−q∥22+
1Pgt ∑q∈Pgt minp∈Sˆ ∥q−p∥22 .
(14)
This loss term improves the denoising quality by explicitly opti-
mizing the sampled and pre-filtered set Sˆ, but is optional for the
network training.
Lrec can be supervised or unsupervised, which are discussed
below.
Supervised Lrec. We choose the Earth Mover’s distance (EMD)
[7] as the supervised loss of Lrec, which is shown superior to the
Chamfer distance in terms of the visual quality [1, 19]. The Earth
Mover’s distance is defined when two point clouds have the same
number of points. Fortunately, the denoising task naturally satisfies
this requirement. The EMD loss measuring the distance between
the denoised point cloud P˜ and the ground truth point cloud Pgt is
given by:
Lrec = LEMD
(
P˜, Pgt
)
= min
φ :˜P→Pgt
1
N
∑
p∈P˜
∥p − φ(p)∥22 (15)
where N = |P˜| = |Pgt |, and φ is a bijection.
Note that, previous works on denoising [12, 24] often suffer from
the clustering effect of points, which is alleviated by introducing a
repulsion loss. Our architecture does not suffer from this problem
thanks to the one-to-one correspondence of points in LEMD.
Unsupervised Lrec. Our network can also be trained in an un-
supervised fashion. Leveraging an unsupervised denoising loss in
[12], we design an unsupervised loss tailored for our manifold re-
construction based denoising. The key observation is that points
with a denser neighborhood are closer to the underlying clean sur-
face, which may be regarded as ground truth points for training a
denoiser.
In [12], the unsupervised denoising loss is defined as
LU = 1
N
N∑
i=1
Eq∼P (q |pi )∥ f (pi ) − q∥, (16)
where P(q|pi ) is a prior capturing the probability that a point q
from the noisy point cloud is the underlying clean point of the
given pi in the noisy point cloud. Empirically, P(q|pi ) is defined as
P(q|pi ) ∝ exp(− ∥q−pi ∥
2
2
2σ 2 ), so that sampling points from the noisy
input point cloud P according to P(q|pi ) produces points that are
closer to the underlying clean surface with high probability [12].
f (·) represents the denoiser that maps a noisy point pi to a denoised
point qi . It is a bijection between the noisy point cloud P and the
output point cloud P˜.
This bijection can be naturally established in previous deep-
learning based denoising methods such as PointCleanNet [24],
TotalDenoising [12] etc., because these methods predict the dis-
placement of each point. However, there is no natural one-to-one
correspondence between P and P˜ in our method based on patch
manifolds. Hence, we seek to construct one by
f = arg min
f :P→P˜
∑
p∈P
∥ f (p) − p∥2. (17)
It has to be noted that, since the aforementioned loss term
Lsample requires the supervision of ground truth data, we will
disable the term Lsample and only use the unsupervised LU in the
setting of unsupervised training.
3.5 Analysis
Intuitively, our method can be regarded as a generalization of local-
surface-fitting based denoising methods. As discussed in Section 2.1,
local-surface-fitting based methods divide point cloud into patches
and fit each patch via approximations. The patch manifold defined
in our method is essentially a local surface surrounding some point
in the subsampled point set Sˆ, which is analogous to patches in
local-surface-fitting based methods. Our manifold reconstruction
decoder leverages on neural networks to infer the shape of patch
manifolds, which is analogous to patch fitting.
Another intuitive interpretation of our method is that, our dif-
ferentiable pooling layer is analogous to a low-pass filter which
removes high-frequency components (i.e., noise), while the mani-
fold reconstruction is similar to high-pass filtering which recovers
details from the embedded neighborhood features to avoid over-
smoothing.
4 EXPERIMENTAL RESULTS
In this section, we compare our method quantitatively and qualita-
tively with state-of-the-art denoising methods.
4.1 Experimental Setup
Dataset. For training, we have collected 13 different classes with 7
different meshes, each from ModelNet-40 [30]. We use Poisson disk
sampling to sample points from the meshes, at resolution levels
ranging from 10K to 50K points. The point clouds are then perturbed
by Gaussian noise with standard deviation from 1% to 3% of the
bounding box diagonal. Due to the limit of GPU memory, we split
the point clouds into patches consisting of 1024 points and feed
them into the neural network.
For testing, we have collected 20 classes with 3 meshes each,
which are different from the training set. Similarly, we use Poisson
disk sampling at resolution levels of 20K and 50K points to generate
point clouds and perturb them by Gaussian noise with standard
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Table 1: Comparison of denoising algorithms. Each resolution and noise level is evaluated by 60 point clouds of different
shapes from our collected test dataset, which is a subset of ModelNet-40.
# Points 20K 50K
Noise 1% 2% 2.5% 3% 1% 2% 2.5% 3%
10−2 CD P2S CD P2S CD P2S CD P2S CD P2S CD P2S CD P2S CD P2S
Bilateral [15] 1.54 1.27 1.84 1.82 2.11 2.26 2.43 2.78 1.04 0.94 1.61 1.90 1.97 2.49 2.37 3.17
Jet [4] 1.25 0.96 2.11 2.32 2.55 3.04 2.99 3.78 1.11 1.10 2.01 2.61 2.44 3.35 2.86 4.09
MRPCA [21] 1.13 0.72 2.12 2.18 2.66 3.02 3.16 3.84 1.03 0.91 2.12 2.63 2.58 3.42 3.02 4.18
GLR [36] 1.16 0.88 1.78 1.87 2.20 2.55 2.65 3.30 0.94 0.88 1.79 2.28 2.24 3.05 2.68 3.83
TotalDn [12] 1.51 1.23 2.57 2.97 3.02 3.75 3.46 4.51 1.13 1.03 2.20 2.80 2.66 3.60 3.09 4.37
PCNet [24] 1.45 1.20 2.25 2.41 2.79 3.23 3.37 4.12 0.95 0.74 1.41 1.37 2.03 2.19 2.86 3.28
Ours (Supervised) 1.14 0.85 1.40 1.16 1.50 1.37 1.79 1.67 0.84 0.74 1.09 1.11 1.39 1.48 1.92 2.32
Ours (Unsupervised) 1.45 1.35 1.82 1.92 2.07 2.22 2.32 2.71 1.14 1.23 1.65 2.14 1.89 2.59 2.22 3.21
Table 2: Comparison of different denoising methods on the
point clouds generated by simulated LiDAR scanning with
realistic LiDAR noise. LiDAR noise is an unseen noise pat-
tern to our denoiser since we train our denoiser only on
Gaussian noise. Results show that our denoiser is effective
in generalizing to unseen noise pattern, and its generalizabil-
ity is better than other denoisers.
10−2 Bilat. Jet MRPCA GLR TotalDn PCN Ours
CD 1.23 1.18 1.10 1.06 1.25 1.09 1.06
P2S 1.13 1.17 0.99 0.99 1.17 0.93 0.88
deviation of 1%, 2%, 2.5% and 3% of the bounding box diagonal,
leading to 8 classes, each with 60 point clouds.
Furthermore, to examine the generalizability of our method to
unseen noise patterns, we also generate 60 noisy point clouds via
LiDAR simulators. The simulator we use is the simulation package
Blensor [10], which can produce more realistic point clouds and
noise. We use Velodyne HDL-64E2 as the scanner model in simu-
lations. Similar to training, we split the point clouds into patches
using the K-means algorithm, and feed them separately into the
denoiser.
For qualitative evaluation, we additionally use the Paris-rue-
Madame dataset [27], which is obtained from the real world via
laser scanners.
Metrics.We use the Chamfer distance (CD) [7] between the ground
truth point cloud Pgt and the output point cloud P˜ as an evaluation
metric:
C(Pgt, P˜) = 1˜P ∑q∈P˜ minp∈Pgt ∥q − p∥2 + 1Pgt
∑
p∈Pgt
min
q∈P˜
∥p − q∥2, (18)
where the first term measures a distance from each output point
to the target surface, and the second term intuitively rewards an
even distribution on the target surface of the output point cloud
[24]. Note that, in Eq. (18), we use the ℓ2 distance, different from
the squared ℓ2 distance used in Eq. (14) which is a term in the loss
function. This is because, computing the ℓ2 distance involves square
root operation, which is not preferable in the loss function due to
its numerical instability.
As our method aims to reconstruct the underlying surface, we
also use the point-to-surface distance (P2S):
P(˜P,S) = 1|P˜|
∑
p∈P˜
min
q∈S
∥p − q∥2, (19)
where S is the underlying surface of the ground truth point cloud
Pgt.
These two metrics measure the distance between the denoised
point cloud and the ground truth one, with smaller values indicating
better results.
Iterative denoising. For point clouds at higher noise levels, best
possible results are obtained by iterative denoising (i.e., feeding
the output of the network as the input again), which is similar to
previous neural denoising methods such as PCNet and TotalDn.
However, compared to them, our method requires much fewer
iterations to get the best possible results. We tune the number of
iterations for PCNet, TotalDn and our denoiser, and find that for 1%
Gaussian noise, only 1 iteration is required for our denoiser, while
8 iterations are required for PCNet and TotalDn.
4.2 Quantitative Results
We compare both supervised and unsupervised versions of our
method quantitatively to state-of-the-art deep-learning based de-
noising methods as well as non-deep-learning based methods, in-
cluding PointCleanNet (PCNet) [24], TotalDenoising (TotalDn) [12],
bilateral filter [15], Jet fitting [4], MRPCA [21] and GLR [36]. For
each resolution and noise level, we compute the Chamfer distances
(CD) and the point-to-surface (P2S) distances based on the 60 point
clouds.
Table 1 shows that the supervised version of our method sig-
nificantly outperforms previous deep-learning based methods as
well as non-deep-learning denoisers. The unsupervised version is
inferior to our supervised counterpart, but still outperforms To-
talDenoising, which is also unsupervised, at higher noise levels.
Also, the unsupervised version performs better than non-deep learn-
ing denoisers at 2%, 2.5% and 3% noise levels. In general, our method
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Figure 4: Visual comparison of denoising methods. (a) Simulated scanner noise. (b) 1% Gaussian noise. (c) 2% Gaussian noise.
outperforms previous denoising methods, and is more robust to
high noise levels.
To examine our method’s generalizability, we also conduct eval-
uations on point clouds perturbed by simulated LiDAR noise. Table
2 shows that while our denoiser is trained on Gaussian noise, it is
effective in generalizing to the unseen LiDAR noise pattern and
performs much better than previous methods.
Discussion on results under differnet metrics. We notice
that the superiority of our method is more significant when mea-
sured by the point-to-surface distance (P2S), compared to the Cham-
fer distance (CD), which is essentially a point-to-point distance. This
is because our denoiser reconstructs the underlying manifold of
the point cloud and resamples on it. Resampling on the manifold
does not guarantee that the newly sampled points are close to the
points from the original point cloud, which may lead to compara-
tively larger point-to-point distances. However, the point-to-point
distance may not reflect the quality of surface reconstruction well,
while the point-to-surface distance generally provides a better mea-
surement as point clouds are representations of 3D surfaces.
Also, [16] finds that the point-to-surface distance is more corre-
lated with subjective evaluation of denoising results. The significant
superiority in the point-to-surface distance of our method indicates
that our method is more visually preferable than previous methods,
which is discussed below.
4.3 Qualitative Results
We demonstrate the comparison of visual denoising results under
simulated scanner noise and Gaussian noise with different noise
levels in Figure 4. The reconstruction error of each point is mea-
sured by the point-to-surface distance. Points with smaller error
are colored more blue, and otherwise colored yellow, as indicated
in the color bar. The figure shows that our results are much cleaner
and exhibit more visually pleasing surfaces than other methods,
especially at higher noise levels. Specifically, our method is more
robust to outliers compared to the other two deep-learning based
methods TotalDn and PCNet. Compared to the two state-of-the-art
non-deep-learning methods MRPCA and GLR, our method explic-
itly reconstructs the geometry of the underlying surface and thus
can produce results with lower bias. In summary, the qualitative
results in Figure 4 are in line with the quantitative results in Table
1 and 2.
Further, we conduct qualitative studies on the real world dataset
Paris-rue-Madame. Note that, the ground truth point cloud is un-
known, so the error of each point cannot be visualized as the syn-
thesized datasets. As demonstrated in Figure 5, our denoising result
is much cleaner and smoother than that of PCNet, while details
are well preserved. This validates that our method is effective in
generalizing to real world datasets.
In addition, we visualize the intermediate subsampled point
set output by the differentiable pooling layer in Fig. 6. The figure
reveals that our differentiable pooling layer is effective in sampling
points with lower noise, which provides a good initialization for
the reconstruction of patch manifolds.
4.4 Ablation Studies
We conduct progressive ablation studies to evaluate the contribu-
tion of each component:
(1) Differentiable pooling.We replace the differentiable pool-
ing layer with a static pooling layer, which downsamples
point clouds by random sampling.
(2) Dual loss functions.We remove the Chamfer loss (LCD)
that explicitly measures the quality of pooling (sampling)
and pre-filtering, and employ only the EMD loss (LEMD) for
final reconstruction.
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Figure 5: Qualitative results of our denoiser on the real world dataset Paris-rue-Madame.
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Figure 6: Visualization of the intermediate subsampled
point set. Our differentiable pooling operator is effective in
sampling points with lower noise.
Table 3: Ablation studies. All the proposed components con-
tribute positively to the performance.
# Baseline Diff. Pool Dual Loss CD (10−2) P2S (10−2)
1 ✓ 1.41 1.72
2 ✓ ✓ 1.36 1.63
3 ✓ ✓ 1.15 1.22
4 ✓ ✓ ✓ 1.09 1.11
The evaluation is based on point clouds of 50K points with 2%
Gaussian noise in our test set. As shown in Table 3, all components
contribute positively to the full model.
The differentiable pooling enables the denoiser to sample points
with lower noise perturbation, relieving the stress of pre-filtering,
since the noise level of the input to the pre-filtering layer is lowered.
The dual loss functions explicitly guide the pre-filtering layer to
learn to denoise, leading to a more accurate subset of points that
characterizes the underlying manifold, eventually improving the
quality of manifold reconstruction.
In summary, the above two components boost the performance
of manifold reconstruction, resulting in better denoising output.
5 CONCLUSION
In this paper, we propose a novel paradigm of learning the underly-
ing manifold of a noisy point cloud from differentiably subsampled
points. We sample points that tend to be closer to the underlying
surfaces via an adaptive differentiable pooling operation. Then, we
infer patch manifolds by transforming each sampled point along
with its embedded neighborhood feature to a local surface. By
sampling on each patch manifold, we reconstruct a clean point
cloud that captures the intrinsic structure. Our network can be
trained end-to-end in either a supervised or unsupervised fashion.
Extensive experiments demonstrate the superiority of our method
compared to the state-of-the-art methods under both synthetic
noise and real-world noise.
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