For the class of mixed channels decomposed into stationary memoryless channels, single-letter characterizations of the ε-capacity have not been known except for restricted classes of channels such as the regular decomposable channel introduced by Winkelbauer. This paper gives single-letter characterizations of ε-capacity for mixed channels decomposed into at most countably many memoryless channels with a finite input alphabet with/without cost constraints. It is shown that the given characterization reduces to the one for the channel capacity given by Ahlswede when ε is zero. Some properties of the function of the ε-capacity are analyzed.
I. INTRODUCTION
The maximum rate of sequence of codes that can attain a decoding error probability less than ε ∈ [0, 1) is called the ε-capacity. It is well-known that stationary memoryless channels have the so-called strong converse property, and the ε-capacity coincides with the channel capacity (ε-capacity with ε = 0) [13] . On the other hand, allowing a decoding error probability up to ε, the maximum achievable rate may be improved for non-stationary and/or non-ergodic channels. The simplest example is mixed channels [4] (also referred to as decomposable channels [12] or averaged channels [1] , [6] ) whose probability distribution is characterized by a mixture of multiple stationary memoryless channels. This channel is stationary but non-ergodic, and is theoretically important as basic example to be investigated when extensions of coding theorems for ergodic channels are addressed. This channel is known to give the simplest mathematical model of block fading channels (c.f. [8] , [14] ).
For general channels including mixed channels, a general formula of ε-capacity has been given by Verdú and Han [11] . This formula, however, involves limit operations with respect to the code length n, and thus is infeasible to calculate in general. On the other hand, for mixed channels decomposed into stationary memoryless channels with a finite input alphabet, a single-letter characterization of the channel capacity has been given by Ahlswede [1] . This characterization is of importance because the channel capacity can be computed with the complexity independent of n. However, to the best of authors' knowledge, no single-letter characterizations of the This research was supported in part by MEXT under Grant-in-Aid for Scientific Research (C) No. 25420357 and No. 26420371. ε-capacity have been known, or at least no rigorous proofs of an expression have appeared in the literature. The regular decomposable channel which is decomposed into memoryless channels, introduced by Winkelbauer [12] , is an example of channel classes for which a single-letter characterization of ε-capacity has been given.
This paper gives a single-letter characterization of the εcapacity for mixed channels decomposed into at most countably many stationary memoryless channels with a finite input alphabet 1 . An alternative expression is also provided, and it is shown that the characterization reduces to the one for the channel capacity given by Ahlswede [1] when ε is zero. Then the theorem is extended to the case when input symbols are subject to a cost constraint. The coding theorems are proved by the information spectrum method (c.f. [4] , [11] ) combined with recently developed analytical methods for the finite blocklength regime (e.g., [5] , [7] , [9] , [10] ). In the proof of the coding theorems, one-shot error bounds, including the so-called meta converse bound [7] , are particularized for mixed channels.
II. PRELIMINARIES

A. General Channel and ε-Capacity
Consider a channel W n : X n → Y n which stochastically maps an input sequence X n ∈ X n of length n into an output sequence Y n ∈ Y n . Here, X and Y denote a finite input alphabet and an arbitrary output alphabet 2 , respectively. We denote by P(X ) the set of all probability mass functions on X . A sequence W := {W n } ∞ n=1 of channels W n is referred to as a general channel [4] . 1 A single-letter expression of the capacity has also been given by Ahlswede [1] for the mixed channel averaged by an arbitrary probability measure, and the expression has been simplified by Han [4] . A single-letter characterization of the ε-capacity in this case is still an open problem. Another related studies which analyze the ε-capacity for a non-ergodic block fading channel has been given by [8] and [14] . 2 We will impose a condition on the output alphabet Y in Sect. II-B. In the case where Y is abstract in general, we understand that W n (y|x) and P Y n (y) denote the corresponding probability measures W n (dy|x) and P Y n (dy), respectively, and that log W n (y|x) P Y n (y) denotes the Radon-Nikodym derivative log W n (dy|x) P Y n (dy) . As in [4] , we keep the notation simple and use the summation P to denote the integral R , too. Let C n be a code of length n and the number of codewords |C n | = M n with an encoding function φ : {1, . . . , M n } → X n and a decoding function ψ : Y n → {1, . . . , M n }.
Definition 1: The average probability of decoding error over W n is defined as
The code C n is referred to as an (n, M n , P e (C n )) code. 
has also been considered in the literature. All the capacity results in this paper are also valid under the maximum error probability criterion. 2 Definition 2: A coding rate R ≥ 0 is said to be achievable if there exists a sequence of (n, M n , P e (C n )) codes satisfying lim sup n→∞ P e (C n ) ≤ ε and lim inf
The supremum of ε-achievable rates is called the ε-capacity and is denoted by C(ε|W ). 2 Remark 2: The ε-capacity C(ε|W ) is a right-continuous function in ε [11] .
2 Remark 3: An ε-achievable rate is often defined by replacing
(e.g., [6] , [11] , [12] , etc.). The ε-capacity in this case is not right-continuous in ε, and the provided characterizations of the ε-capacity are valid except at most countably many discontinuous points of ε-capacity (c.f. [11, Theorem 6] ). 2
B. Mixed Memoryless Channel
Consider a set of at most countably many W := {W n } ∞ n=1 ( = 1, 2, · · · ), and the set of indices of W is denoted by Ω. The mixed channel decomposed into {W } ∈Ω is defined by
Hereafter, we assume that w > 0 for all ∈ Ω, for simplicity. Each W is called a component channel or simply components. Given an input probability distribution P X n , the output from W n induced by the input X n is denoted by Y n . That is,
The mixed channel W given by at most countably many stationary memoryless channels {W } ∈Ω satisfying W n (y|x) = ∏ n i=1 W (y i |x i ) is called the mixed memoryless channel. Hereafter, we assume that the input alphabet X is finite and the output alphabet Y may be infinite as long as the mutual information I PX (X; Y ) calculated by P X and W is continuous in P X for all ∈ Ω. For example, if Y is a complete separable metric space, then I PX (X; Y ) is concave and continuous in P X [2, Lemma 3].
III. MAIN THEOREMS A. General Mixed Memoryless Channels
The following theorem gives a single-letter characterization of the ε-capacity.
Theorem 1: Let W be a mixed memoryless channel with |X | < ∞. For any fixed ε ∈ [0, 1), the ε-capacity is given by
where
Here, I PX (X; Y ) denotes the mutual information calculated by P X and W , and 1{A} denotes the indicator function which takes one if a proposition A is true and takes zero otherwise.
where R denotes the set of real numbers. The ε-capacity given by Theorem 1 is expressed as
Let D be a compact set in P(X ). Some properties of the function A(P X , δ) andR(δ|D) := sup PX ∈D A(P X , δ) are shown by the following lemma. Lemma 1: For the functions A(P X , δ) andR(δ|D), the following hold:
Properties (b) and (c) are easily verified by the definition of A(P X , δ). Proofs of Properties (a) and (d) are given in [15, Appendix] .
2 The function F w (R|P X ) which appears in the definition of A(P X , δ) is not continuous in P X obviously. It is of interest to see that the function A(P X , δ) has Property (a) nevertheless. From Property (a), there exists at least one P X ∈ P(X ) that givesR(δ|D). That is,R(δ|D) = max PX ∈D A(P X , δ). The first supremum on the right-hand side (r.h.s.) of (6) is actually maximum.
From Properties (b) and (d), the ε-capacity given in Theorem 1 can also be expressed as
To prove Theorem 1, it is sufficient to show that (10) holds, and this fact is used in Sect. V.
B. Special Case: Well-Ordered Mixed Memoryless Channels
It is shown that the single-letter characterization in Theorem 1 reduces a previously known expression for a restricted class of mixed channels. As an example, the following class of mixed memoryless channels is introduced.
Let C denote the channel capacity of the -th component channel W and Π be the set of input probability distributions that achieve C . Without loss of generality, we assume that the component channels are indexed to satisfy C ≤ C +1 , where components W i and W j (i = j) such that
then the mixed channel W is said to be well-ordered. 2 For example, let us consider a well-ordered mixed memoryless channel of two components W 1 
From the condition (11), it should hold C 1 ≤ C 2 and
When
If the component channels {W | ∈ Ω} are all output-symmetric (e.g., the mixed BSCs [6] ), then the condition (11) trivially holds.
It it readily shown that every well-ordered mixed memoryless channel is an instance of regular decomposable channels introduced by Winkelbauer [12] . The ε-capacity of a regular decomposable channel has been given by [12] . For wellordered mixed memoryless channels, the following corollary follows from Theorem 1.
Corollary 1 (Winkelbauer [12] ): Let W be a well-ordered mixed memoryless channels such that |X | < ∞, and definẽ
For any ε ∈ [0, 1), the ε-capacity is given by
2 Corollary 1 slightly extends the coding theorem by Winkelbauer [12] for the well-ordered mixed memoryless channel to the case of non-discrete Y.
Consider the case |Ω| < ∞. From (14), the ε-capacity of the mixed channel satisfying (11) is given by
For example, the ε-capacity for the well-ordered mixed channel W with |Ω| = 3 is given by
C. Alternative Expression of ε-Capacity
We give an alternative expression of the ε-capacity of the mixed memoryless channel given by Theorem 1. We first show the following lemma.
Lemma 2: Let W be a mixed memoryless channel with |X | < ∞. Then, we have
for all P X ∈ P(X ), where w(S) denotes ∑ ∈S w . (Proof) A proof is given in [15, Appendix] .
2 Combining (6) with Lemma 2 provides an alternative expression of the ε-capacity as
in the case of at most countably many component channels. Remark 4: When ε = 0, the r.h.s. of (18) becomes sup P X inf ∈Ω I PX (X; Y ), which coincides with the capacity expression given by Ahlswede [1] . Property (d) in Lemma 1 implies
and this expression relates to the capacity expression for the mixed channel averaged by an arbitrary probability measure [1] . See also [4, 
2 On the r.h.s. of (18), inf ∈S I P X (X; Y ) is the infimum of concave functions of P X . When ε = 0, inf ∈S I PX (X; Y ) is concave in P X . When ε > 0, however, this function is not necessarily concave since the domain S depends on P X .
Similar to (18), the ε-capacity of a well-ordered mixed memoryless channel can also be expressed as
D. ε-Capacity under Cost Constraint
We now turn to considering the coding for which an input symbol X is constrained by a cost function c : X → R. This problem includes the power constraint over the channel with a continuous alphabet such as the additive white Gaussian noise (AWGN) channel as an instance.
If every codeword φ(i) (∀i ∈ {1, . . . , M n }) of a code C n is restricted to be in the set
this condition is referred to as the cost constraint Γ. A code C n attains an error probability ε ∈ [0, 1) under the cost constraint Γ is called an (n, M n , ε, Γ) code. Definition 4: If (3) holds under the cost constraint Γ, then the rate R is said to be (ε, Γ)-achievable. The supremum of (ε, Γ)-achievable rates for W is referred to as the (ε, Γ)capacity and is denoted by C(ε, Γ|W ).
2 The following theorem characterizes the optimum coding rate under a cost constraint for the mixed memoryless channel.
Theorem 2: Let W be a mixed memoryless channel with |X | < ∞. The (ε, Γ)-capacity for a given Γ ∈ R and ε ∈ [0, 1) is given by
(Proof) Converse Part is exactly the same line as the one for Theorem 1. To prove Direct Part, we use an ensemble of constant composition codes whose type P 0 satisfies the constraint Γ and M n codeword are chosen by the uniform distribution on the set of sequences with type P 0 . We can apply an information spectrum approach by Hayashi [5, Sect.
X-B] to the proof of Direct Part of Theorem 1, showing that any rate R less than the r.h.s. of (21) is (ε, Γ)-achievable. 2
The set of P X ∈ P(X ) such that E PX c(X) ≤ Γ is closed convex, and hence is compact. Then from Property (a) in Lemma 1, the first supremum in (21) is maximum, and from Property (d), the r.h.s in (21) is right-continuous in ε. When ε = 0, (21) reduces to the capacity under a cost constraint Γ:
IV. ONE-SHOT ERROR BOUNDS FOR MIXED CHANNEL
The proof of Theorem 1 provided in Sect. V uses so-called "one-shot" error bounds which hold for the mixed channel decomposed into (not necessarily stationary or ergodic) general component channels.
First we show converse (lower) error bounds. Following [7, Sect. III-D], we introduce simple hypothesis testing: Given an observation Z ∈ Z according to either of two probability measures P, Q on Z, consider a hypothesis test
to judge the true probability measure. When observing Z, a test ξ : Z → {0, 1} judges P to be true with probability ξ(Z) and Q to be true with probability 1 − ξ(Z). The error event when the true measure is P is called the error of the first kind and the one when the true measure is Q is called the error of the second kind. For a fixed α ∈ [0, 1], the optimum test that minimizes the error probability of the second kind among those whose error probability of the first kind satisfies ∑ z∈Z P (z)(1 − ξ(z)) ≤ α is denoted by ξ * , and its error probability of the second kind is denoted by β α (P, Q) := min ξ:Z→{0,1}:
Likewise, let α β (P, Q) denote the minimum error probability of the second kind among tests whose error probability of the first kind is less than or equal to β.
The following lemma particularizes a meta converse bound by Polyanskiy, Poor, and Verdú [7] for the mixed channels.
Lemma 3 (Meta Converse for Mixed Channel): Let {Q Y n } ∈Ω be a set of arbitrary probability measures. Then every (n, M n , ε n ) code C n with a (possibly probabilistic) decoding function ξ : Y n → {1, 2, . . . , M n } satisfies
Here, P X n is the uniform distribution on C n , and ε ( ) n denotes the average probability of decoding error over W n given by
where φ(i) denotes the codeword assigned to message i, and ξ(i|y) denotes the probability of i being estimated given y.
(Proof) The first inequality is due to [10] , and the second one is due to [7] . A proof sketch is given in [15, Appendix] 
The following lemma is established by modifying a lemma shown by Tomamichel and Tan [9] for mixed channels.
Lemma 4: Given a family of pairs of probability measures {(P , Q )} ∈Ω on Z, consider a hypothesis test
for each ∈ Ω. For any given ε ∈ [0, 1), letting {ε ∈ [0, 1)} ∈Ω be a sequence such that
(Proof) A proof sketch is given in [15, Appendix] .
2 We set P := P X n × W n , Q := P X n × Q Y n , ε := ε n , and ε := ε 
with an arbitrary constant δ ∈ (0, 1].
We next consider upper (achievability) error bounds. The following lemma particularizes the Feinstein upper bound [3] for the mixed channels.
Lemma 5: For any given P X n ∈ P(X n ), there exists an (n, M n , ε n ) code satisfying
where γ > 0 is an arbitrary constant and P Y n denotes the marginal measure P Y n (y) = ∑ x∈X n P X n (x)W n (y|x). 
V. PROOF SKETCH OF THEOREM 1
A. Converse Part
For a given x ∈ X n , we denote W n |x := W n (·|x) for simplicity. For a given P X ∈ P(X ), we define 
2 2014 IEEE International Symposium on Information Theory A proof sketch of Theorem 3 is as follows: Let R be ε-achievable. Then, from (3), there exists a sequence of (n, M n , ε n ) codes C n with some {δ n ≥ 0|δ 1 ≥ δ 2 ≥ · · · ≥ 0, lim n→∞ δ n = 0} satisfying 1 n log M n ≥ R − γ and ε n ≤ ε + δ n (∃n 1 > 0; ∀n ≥ n 1 ) (35) for an arbitrarily fixed constant γ > 0. Borrowing an idea given by Hayashi [5, Sect. X-A], we set δ = 1 n and
in (31), where T n denotes the set of types on X of length n. We define
Since the first term on the r.h.s. is expressed as
it can be verified that there exists an
Relaxing (38) using the relation (36) so that the Chebyshev inequality can be applied, we can show ∑ ∈Ω w 1
for n ≥ n 1 (see [15, Appendix] for the derivation of (38) and (39)). Here, P n denotes a type of length n, and {ρ n > 0} ∞ n=1 denotes a decreasing sequence such that lim n→∞ ρ n = 0. It can be verified from (39) and the definition ofR(·) := R(·|P(X )) that R − 3γ − 1 n log n|T n | ≤R(ε + ρ n ) (40) holds for n ≥ n 1 . It is well-known that |T n | ≤ (n + 1) |X | holds by the method of types, and taking the limes superior with respect to n on both sides of (40) yields
The equality in (41) is due to Property (d) in Lemma 1. Since γ > 0 is an arbitrary constant, (41) implies R ≤ inf δ>0R (ε + δ), i.e., (34).
B. Direct Part
Direct Theorem of Theorem 1 is stated as follows: Theorem 4 (Direct Theorem): Let W be a mixed memoryless channel such that |X | < ∞. For a fixed ε ∈ [0, 1), any rate R satisfying
is ε-achievable. 2
To prove Theorem 4, it suffices to show that R := R 0 − 4γ is ε-achievable, where R 0 denotes the r.h.s. of (42) and γ > 0 is an arbitrary fixed constant. Fix δ > 0 arbitrarily. It is easily verified that there exists some P (δ) X ∈ P(X ) such that F w (R + 2γ|P
(for the proof of (43), see [15, Appendix] ). Set M n = e nR , and (3) holds trivially. Consider an ensemble of random codes whose M n codewords are generated according to P (δ) X i.i.d, i.e., P X n (x) = ∏ n i=1 P (δ)
X (x i ) (∀x ∈ X n ). Then from Lemma 5, there exists an (n, M n , ε n ) code satisfying
Taking the limes superior with respect n on both sides of (44), we have
where the last inequality is due to (43) (for the proof of (45), see [15, Appendix] ). Since (45) holds for any fixed δ > 0, (45) implies lim sup n→∞ ε n ≤ ε. Thus, R is ε-achievable.
