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I. INTRODUCTION 
A decomposition principle is developed which permits both feedback and 
feedforward loops in a multistage system to be compressed into individual 
psuedo-stages in an equivalent diverging branch system. This principle, 
together with the absorption technique for handling diverging branches, 
allows any multiloop system to be replaced by a serialized system which can 
then be optimized by dynamic programming. The resulting reduction in 
dimensionality makes possible the solution of complex problems which were 
previously not amenable to analysis. 
II. SYSTEM DESCRIPTION 
The general form of the feedback multistage decision system to be con- 
sidered in this paper is shown in the functional diagram of Fig. 1. Here, S, 
is a given input to the sytem, and Y and UP are decisionless stages which 
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serve only to map their inputs onto the output states given by the real-valued 
functions Y(u(sK , i, ,)? w(fJ), and P(s~). The problem may be described mathe- 
maticallv as: 
where the Rj are any real-valued functions, and the transition functions 
71 = l,..., N, 
i = l,..., N, 
(2) 
describe how each decision dj maps input state sj onto fi at stagej. Incidence 
identities [I] relate system inputs and outputs: 
S&l = 4, ; n - 2,. . .( J - 1) / + 1 ,. .., K - 1) K + 1 )...) N. (3) 
sj = sj_,; j = A2 4x. ,*.., 1 (4) 
No generality is lost in considering this particular system, which has 
exactly one feedback loop, since the analysis extends in a straightforward 
manner to any number of loops. 
First, fJml(p(~,)) is obtained as a function of S, by using the dynamic 
programming algorithm. Then, the optimal loop return, fJL(&qJI, w(fJ)), is 
calculated as a function of both the input w(fJ) and the output S,, . Finally, 
the optimal return from the segment consisting of stages J through K - 1 is 
obtained as a function of both input and output: 
Thus, the optimal return from stages Al-Bol and stages 1-K is given by 
where the two-point boundary solutions fu and fKpl have been obtained by 
decision inversion [l] at stages &la and /, respectively. Hence, the optimal 
returns for these segments are now given as functions of the segment inputs 
and outputs, the decisions dJ-dtip, and d,,-d,, having been optimized out. 
Simultaneous selection of a value for dK , f, , and S,, would, for a given value 
of the state variable sK , determine the total return for stages 1-K plus all 
stages in the loop. This three-decision, one-state optimization is, as one might 
expect, quite difficult to carry out computationally. In the past, the three- 
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dimensional optimization process has been approached by choosing particular 
values for S,, and S, and then optimizing Eq. (5) oevr dK. Conceptually, this 
could be repeated for all S,, , S, p airs; in some cases, the computational effort 
could be reduced through the use of direct search techniques [I]. Notice that 
it is essential for the triple-decision optimization to be carried out at stage K; 
otherwise, S,, and fJ would have to be carried as state variables to be examined 
exhaustively during the optimization of every stage K + 1 through h’. Once 
this optimization step is carried out, the remainder of the system is optimized 
by serial dynamic programming. 
III. LOOP COMPRESSION AND DECOMPOSITION 
The multiple decision optimization steps required at the junction points 
of the loop system described above can be eliminated by means of a suitable 
decomposition. The optimal return from stages Al-dol and stages l-K, 
given by Eq. (5), may be decomposed by the principle of optimality into the 
equivalent expression 
which consists of three one-state, one-decision optimization steps, where the 
range of fAa may depend upon dK and S, , and the range of S, may depend 
upon dK . 
The remainder of the system, stages K + 1 through N, is then optimized 
by serial dynamic programming, again involving only a one-state, one- 
decision optimization at each stage: 
fNr+&) = ~ywn 9 4) + fn+a-dTn(sn ,481, n = K + l,..., N. (7) 
Accordingly, it can be seen that the compression method of decomposition 
permits any feed-back loop multistage problem to be solved as a sequence of 
one-state, one-decision problems, just as though the system were serial. In 
fact, using the pseudo-stage concept introduced in [3], this decomposition can 
be shown graphically by redrawing the functional diagram to exhibit the 
equivalent diverging branch system, as shown in Fig. 2. In this figure, both @ 
and 0 are pseudo-stages, formed from the appropriate expressions in Eq. (6). 
Thus, the return at stage 0 is fa(fAAor , w(f,)) +fK-r(Y(fK, S,,), fJ), while 
stage @ has no return, but does have an associated decision variable S, which 
determines the input state values for stages 1 through J-1, as well as those for 
psuedo-stage 0. 
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FIGURE 2 
Equation (6) is completely equivalent to that of Eq. (5), so that the three- 
decision problem has been replaced by three one-decision problems, which 
are generally easier to solve. In practice, the three-dimensional optimization is 
often intractable. Equation (6) defines a mathematical compression of the 
feedback loop into a single diverging branch with associated pseudo-stages. 
This loop compression technique can be used to compress any number of 
feedback loops into equivalent diverging branch-pseudo-stage sets, and, 
therefore, will reduce any such loop system into an equivalent diverging 
branch system. This latter type of multistage decision system can be optimized 
directly by serial dynamic programming, regardless of the number of diverg- 
ing branches present. 
It is clear that this principle applies as well to feedforward, or bypass, 
loops. In such a system, the direction of the arrows in the Am-Al loop of 
Fig. 1 is reversed. The multi-decision optimizations at the junction stages can 
be formulated with one less decision variable, but the compression principle 
is not altered. The result of the decompositions affected for feedforward loops 
is again a sequence of one-decision optimizations, with the attendant compu- 
tational savings. 
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