Abstract-We consider a nonlinear SISO system that is a cascade of a scalar "bottleneck entrance" and an arbitrary Hurwitz positive linear system. This system entrains, i.e., in response to a T -periodic inflow every solution converges to a unique T -periodic solution of the system. We study the problem of maximizing the averaged throughput via controlled switching. The objective is to choose a periodic inflow rate with a given mean value that maximizes the averaged outflow rate of the system. We compare two strategies: 1) switching between a high and low value and 2) using a constant inflow equal to the prescribed mean value. We show that no switching policy can outperform a constant inflow rate, though it can approach it asymptotically. We describe several potential applications of this problem in traffic systems, ribosome flow models, and scheduling at security checks.
biological "machine" (e.g., ribosome, motor protein) is bound to a specific segment of the "trail" it is traversing (e.g., mRNA molecule, filament) at time t. For the security check, it is the number of passengers at a security gate relative to its capacity.
The output in such systems is a nonnegative outflow which can be interpreted as the rate of cars exiting the highway for the traffic system, ribosomes leaving the mRNA for the RFM [12] , and passengers leaving the gate for the security check. The inflow rates are often periodic, such as those controlled by traffic light signals, the periodic cell-cycle division process, or periodic flight schedules. Proper functioning often requires entrainment to such excitations, i.e., internal processes must operate in a periodic pattern with the same period as the excitation [5] . In this case, in response to a Tperiodic inflow the outflow converges to a T-periodic pattern, and the throughput is then defined as the ratio of the average outflow relative to the average inflow over the period T.
As a general model for studying such applications, we consider the cascade of two systems shown in Fig. 1 . The first block is called the bottleneck and is given by:
x(t) = σ (t)(1 − x(t)) − λx(t), w(t) = λx(t),
where σ (t) > 0 is the inflow rate at time t, x(t) ∈ [0, 1] is the occupancy of the bottleneck, and λ > 0 controls the output flow w(t). The rate of change of the occupancy is proportional to the inflow rate σ (t) and the vacancy 1 − x(t), that is, as the occupancy increases the effective entry rate decreases. We assume that the inflow is periodic with period T ≥ 0, i.e., σ (t + T) = σ (t) for all t ≥ 0. The occupancy x(t) (and thus also w(t)) entrains, as the system is contractive [1] , [10] . In other words, for any initial condition x(0) ∈ [0, 1] the solution x(t) converges to a unique T-periodic solution denoted x σ and thus w converges to a T-periodic solution w σ .
The outflow of the bottleneck is the input into a Hurwitz positive linear system:ż
where A ∈ R n×n is Hurwitz and Metzler and b, c ∈ R n + (see Fig. 1 ). It is clear that for a T-periodic σ (t), all trajectories of the cascade converge to a unique trajectory (x σ (t), z σ (t)) with x σ (t) = x σ (t + T) and z σ (t) = z σ (t + T). Our goal is to compare the average (over a period) of y σ (t) for various T-periodic inflows. To make a meaningful comparison, we consider inflows that have a fixed meanσ > 0, i.e.,
The objective is to maximize the gain of the system from σ to y, i.e., to maximize T 0 y σ (t) dt for inputs with meanσ . The trivial periodic inflow rate is the constant rate σ (t) ≡σ . Here, we compare the outflow for this constant inflow with that obtained for an inflow that switches between two values σ 1 and σ 2 such that σ 2 >σ > σ 1 > 0. In other words, σ (t) ∈ {σ 1 , σ 2 } is periodic and satisfies (3) .
As an application, consider the traffic system depicted in Fig. 2 . There are two flows of vehicles with different rates σ 1 , σ 2 (e.g., cars and trucks) each moving in a separate road and joining into a two-lane highway. This can be done in two ways. The first is to place traffic lights at the end of each road, and switch between them before entering the highway as in Fig. 2(a) . The periodic traffic light signal σ (t) switches between the two flows, hence σ (t) ∈ {σ 1 , σ 2 }. The second strategy is to have each road constricted to a single lane, and then each joining the corresponding lane in the highway as in Fig. 2(b) . Hence, the inflow rate is constant and equal to (σ 1 + σ 2 )/2. In both cases, the occupancy x(t) of the highway is modeled by (1) . For a proper comparison, we require
Another application is the ribosome flow model (RFM) [14] which is a deterministic model for ribosome flow along the mRNA molecule. It can be derived via a dynamic meanfield approximation of a fundamental model from statistical physics called the totally asymmetric simple exclusion process (TASEP) [2] , [17] . In TASEP particles hop randomly along a chain of ordered sites. A site can be either free or contain a single particle. Totally asymmetric means that the flow is unidirectional, and simple exclusion means that a particle can only hop into a free site. This models the fact that two particles cannot be in the same place at the same time. Note that this generates an indirect coupling between the particles. In particular, if a particle is delayed at a site for a long time then the particles behind it cannot move forward and thus a "traffic jam" of occupied sites may evolve. There is considerable interest in the evolution and impact of traffic jams of various "biological machines" in the cell (see, e.g., [3] , [15] ).
The RFM is a nonlinear compartmental model with n sites. The state-variable x i (t), i = 1, . . . , n, describes the normalized density of particles at site i at time t, so that 
where λ i > 0 controls the transition rate from site i to site i+1.
The RFM dynamics is described by n first-order ODEs:
where we define x 0 (t) ≡ 1 and x n+1 (t) ≡ 0. In the context of translation, the λ i 's depend on various biomechanical properties for example the abundance of tRNA molecules that deliver the amino-acids to the ribosomes. A recent paper suggests that cells vary their tRNA abundance in order to control the translation rate [16] . Thus, it is natural to consider the case where the rates are in fact time-varying. Reference [11] proved, using the fact that the RFM is an (almost) contractive system [13] , that if all the rates are jointly T-periodic then every solution of the RFM converges to a unique T-periodic solution x * (t) ∈ (0, 1) n .
Consider the RFM with a time-varying initiation rate λ 0 (t) = σ (t) and constant λ 1 , . . . , λ n such that λ i σ (t) for all i ≥ 1 and all t. Then we can expect that the initiation rate becomes the bottleneck rate and thus x i (t), i = 2, . . . , n, converge to values that are close to zero, suggesting that (4) can be simplified tȯ
which has the same form as the cascade in Fig. 1 . The remainder of this note is organized as follows. Section II presents a formulation of the problem. Section III describes our main results for the bottleneck system only, with the proof given in Section IV. Section V shows that the same result can be generalized to the cascade.
II. PROBLEM FORMULATION FOR THE
BOTTLENECK SYSTEM
Consider first only the bottleneck model (1) . A T-periodic inflow rate σ (t) induces a unique attractive T-periodic trajectory that we denote by x σ (t) and thus a unique T-periodic production rate w σ (t) := λx σ (t). Thus, after a transient the average production rate is ave(w σ ). Now consider the bottleneck system with a constant inflow rateσ . Each trajectory converges to a unique steady-stateσ /(λ +σ ), and thus to a production ratew := λσ /(λ +σ ).
The question we are interested in is: what is the relation betweenw and ave(w σ )? To make this a "fair" comparison we consider inflow rates from the set Sσ ,T that includes all the admissible rates σ (t) that are T-periodic and satisfy ave(σ ) =σ . We note that this problem is related to periodic optimal control [18] , [19] where the goal is to find an optimal control u under the constraint that x(T, u) = x(0), yet without the additional constraint enforcing that the average on the control is fixed.
We call sup σ ∈Sσ ,T ave(w σ )/w, where the sup is with respect to all the (non-trivial) rates in Sσ ,T , the periodic gain of the bottleneck over Sσ ,T . Indeed, one can naturally argue that the average production rate over a period, rather than the instantaneous value, is the relevant quantity. Then a periodic gain > 1 implies that we can "do better" using periodic rates. A periodic gain one implies that we do not lose nor gain anything with respect to the constant rate σ (t) ≡σ . A periodic gain < 1 implies that for any (non-trivial) periodic rate the average production rate is lower than the one obtained for constant rates. This implies that entrainment always incurs a cost, as the production rate for constant rates is higher.
In this letter, we study the periodic gain with respect to inflows that belong to a subset Bσ ,T ⊂ Sσ ,T that is defined as follows. Fix σ 2 >σ > σ 1 > 0 such that (σ 1 + σ 2 )/2 =σ . Let σ (t) be any measurable function satisfying ave(σ ) =σ and σ (t) ∈ {σ 1 , σ 2 }, or σ (t) ≡σ . We will actually allow σ to be a combination of the two under a specific condition to be explained below.
Since the system entrains to a periodic signal, it is sufficient to consider it on the compact interval [0, T]. The entrained occupancy is periodic, hence we need to enforce the condition
For σ (t) ∈ {σ 1 , σ 2 } the bottleneck system switches between two linear systems:
adding the constraint
In general, we can consider σ (t) ∈ {σ 1 ,σ , σ 2 } but to have a meaningful combination the occupancy must be constant when σ (t) =σ . In other words, σ (t) =σ implies that x(t) =σ σ +λ . Hence the set of admissible inflows is defined as follows:
and σ (t) =σ implies that x(t) =σ /(λ +σ )}.
Our objective is to study the following quantity:
Here λσ σ +λ is the outflow for the constant input σ (t) =σ , and ave(λx σ ) is the outflow along the unique globally attracting periodic orbit corresponding to the periodic switching strategy.
III. PERIODIC GAIN OF THE BOTTLENECK SYSTEM
The main result of this section can be stated as follows. Theorem 1: Consider the bottleneck system (1). If σ ∈ Bσ ,T then J(σ ) ≤ 1. Thus, a constant inflow cannot be outperformed by a periodic one.
Example 1: Consider a bottleneck system with λ = 1 and switched inflows σ (t) satisfying ave(σ ) = 1. Note that for the constant inflow σ (t) ≡ 1 the output converges to w σ (t) ≡ 1/2, so ave(w σ ) = 1/2. Fig. 3(a) depicts a histogram of the averaged outflow for randomly generated switching signals in Bσ ,T . The mean performance for the switching laws is 20% lower than that achieved by the constant inflow.
It follows from averaging theory [7, Ch. 10] or using the Lie-Trotter product formula [6] that it is possible to approximate the effect of a constant inflow with any desired accuracy using a sufficiently fast switching law, but such a switching law is not practical in most applications. Fig. 3(b) shows a scatter plot of the average outflow for a bottleneck system with λ = 1 and different values ofσ . It may be seen that it is harder to approach the performance of the constant inflow for higherσ .
IV. PROOF OF THEOREM 1
It is useful to parametrize the class of admissible inflows for a given averageσ as follows:
where α(t) is measurable, ave(α) = 0, α(t) ∈ {−1, 0, 1} for almost all t ∈ [0, T], and 0 ≤ ε ≤σ (observe that ε =
is sufficient for our purpose). The value α(
Recall that for every choice of σ (t) we let x σ denote the unique solution of (1) that satisfies x(0) = x(T). 
A. Finite Number of Switchings
A set E ⊂ [0, T] is said to be elementary if it can be written as a finite union of open, closed, or half-open intervals. For a given α, define E + := {t|α(t) = 1}, E − := {t|α(t) = −1}, and E 0 := {t|α(t) = 0}. Then α(t) is said to have a finite number of switchings if E + , E − , and E 0 are elementary sets.
We are ready to state the next proposition: Proposition 1: Suppose that σ (t) satisfies (7) with ε > 0, α(t) has a finite number of switchings, and μ(E 0 ) < T, where μ denotes the Lebesgue measure. Then, J(σ ) < 1.
To prove this we require three simple auxiliary results that we state as lemmas for easy reference.
Lemma 1: Consider the scalar systemẋ(t) = a − bx(t) with x(t 0 ) = x 0 . Pick t 1 ≥ t 0 , and let x 1 := x(t 1 ). Then:
Proof: The solution at time t of the scalar equation satisfies
and integrating yields
and combining this with (9) for t = t 1 gives (8).
Lemma 2: For any a, b > 0 we have 
where
Proof: We know that
. Combining these equations yields
and this gives (11) . If c 1 > c 2 then Lemma 2 yields (12). Going back to our problem, note that the system (1) with an input σ given in (7) is a switched linear system [9] which switches between three linear systems in the formẋ = a z −b z x, z ∈ {−, 0, +} (see Fig. 4 ), with
corresponding to α(t) = −1, 0, and 1, respectively. We refer to the corresponding arcs as a z-arc, with z ∈ {−, 0, +}.
Recall that along a 0-arc the solution satisfies 
It follows from (12) that x
Let t i := t
where the last inequality follows from the fact that
and plugging this in (15) yields
Since ave(α) = 0, μ(E + ) − μ(E − ) = 0, and combining this with the fact that μ(
Plugging this and (13) in (17) and simplifying yields T 0 x(t) dt <σ σ +λ T, and this completes the proof of Prop. 1. We note in passing that one advantage of our explicit approach is that by using a more exact analysis in (16) it is possible to derive exact results on the "loss" incurred by using a non-constant inflow. 
B. Arbitrary Switchings
For two sets A, B let A B := (A \ B) ∪ (B \ A) denote the symmetric difference of the sets. To prove Thm. 1, we need to consider a measurable signal α(t) in (7). We use the following characterization of measurable sets:
Lemma 4 [8] :
Then E is measurable if and only if for every ε > 0 there exists an elementary set
We improve on the lemma above, by the following: We generalize Prop. 1 as follows: Proposition 2: If σ (t) is given as in (7) with α(t) measurable then J(σ ) ≤ 1.
Proof: Let E 0 , E + , E − be defined as before. For any i ≥ 1, let ε i := 2 −i . By Lemma 5, there exist elementary sets
Then α i (t) are elementary simple functions, and lim i→∞ α i (t) = α(t) for all t ∈ [0, T]. For each i, we can apply Prop. 1 to the periodic solution x α i . Now the proof follows from Lebesgue's bounded convergence theorem [8] .
This completes the proof of Thm. 1.
V. PERIODIC GAIN OF THE CASCADE SYSTEM
We have shown above that a constant inflow outperforms any switched inflow for the bottleneck system which is the first block in Fig. 1 . We now show that the result can be generalized if we have a positive linear system after the bottleneck. We first show that the periodic gain of a Hurwitz linear system does not depend on the particular periodic signal, but only on the DC gain of the system. Proposition 3: Consider a SISO Hurwitz linear system (2). Let w be a bounded measurable T-periodic input. Recall that the output converges to a steady-state y w that is T-periodic. Then
is the transfer function of the linear system. Thus, the periodic gain of a linear system is the same for any input.
Proof: Since w is measurable and bounded, w ∈ L 2 ([0, T]). Hence, it can be written as a Fourier series
The output of the linear system converges to: y w (t) = H(0) ave(w) + i |H(jω i )|a i sin(ω i t + φ i + arg (H(jω i )) ). Each sinusoid in the expansion has period T, so 
VI. CONCLUSION
We analyzed the performance of a switching control for a specific type of SISO nonlinear system that is relevant in fields such as traffic control and molecular biology.
We have shown that a constant inflow outperforms switching inflows with the same average. The performance of the switching inflow can be enhanced by faster switching, but this is not practical in most applications (e.g., traffic systems). Nevertheless, the switching inflow can be found in the real world (Fig. 5) , and our analysis shows that, for our model, such design involves a deterioration in the throughput of the system.
The periodic gain may certainly be larger than one for some nonlinear systems and then nontrivial periodic inflows are better than the constant inflow. For example, given the bottleneck system, let ξ(t) := 1 − x(t). Then we obtain the dual systemξ(t) = λ(t) − (λ(t) + σ (t))ξ(t). Defining the output as w(t) := λξ(t) it follows from Thm. 1 that here a periodic switching cannot be outperformed by a constant inflow.
A natural question then is how can one determine whether the periodic gain of a given nonlinear system is larger or smaller than one. Other directions for further research include analyzing the periodic gain of important nonlinear models like TASEP and the n-dimensional RFM. A possible generalization would be to consider a bottleneck-input boundary linear hyperbolic PDE instead of a finite-dimensional system and its application to communication and traffic networks (see, e.g., [4] ).
