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Abstract
This paper focuses on an improved Gaussian approximation (GA) based construction of polar codes
with successive cancellation (SC) decoding over an additive white Gaussian noise (AWGN) channel. It
has been theoretically proven by Arıkan that polar codes with low-complexity SC decoder can approach
the channel capacity of an arbitrary symmetric binary-input discrete memoryless channel, provided that
the code length is chosen large enough. Nevertheless, how to construct such codes over an AWGN
channel with low computational effort has been an open problem. The conventional GA is a powerful
and low complexity technique, but due to numerical issues, it can fail to accurately trace the evolution
of the mean log likelihood ratio (LLR) value as the code length increases. In this work, an improved GA
approach is proposed where, by judiciously defining the functions associated with the GA, an accurate
trace of mean LLR evolution becomes feasible. With this improved GA, through theoretical analysis
and simulations with code lengths up to N = 218, we explicitly demonstrate that various code-rate polar
codes with long codeword and capacity approaching behavior can be easily constructed.
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I. INTRODUCTION
Polar codes, introduced by Arıkan [1], have the salient property that they can achieve channel
capacity by low-complexity successive cancellation (SC) decoding. In order to approach the
capacity over a practical additive white Gaussian noise (AWGN) channel by SC decoding, not
only must the code length be large, but also the code structure must be properly designed.
The difficulty of polar code design lies in the fact that polar codes with SC decoding are
not universal [2]–[4] in the sense that codes that perform well in a low signal-to-noise power
ratio (SNR) regime do not necessarily perform well in a higher SNR regime. Therefore, practical
code design should be able to capture its performance for given operating SNR and code rate.
In the framework of polar codes, code construction is equivalent to the selection of information
bit locations, referred to as the information set [1]. These are chosen from among all the input
bits to the rate-1 polar encoder. Several approaches for polar code construction, i.e., algorithms
for information set selection, have been developed in the literature for an AWGN channel.
Mori and Tanaka [5] proposed the use of density evolution (DE), originally developed for
the design of irregular low-density parity-check (LDPC) codes by Richardson et al. in [6].
Since directly tracing the density of log likelihood ratios (LLR) is computationally challenging,
Tal and Vardy developed a practical approach for DE based on the concept of upgrading and
degrading quantization [7]. The complexity depends on the quantization parameter, which should
be carefully chosen considering the required accuracy.
Meanwhile, for design and analysis of LDPC codes, Chung et al. proposed the use of a
Gaussian approximation (GA) [8]. Instead of tracing the exact density of the LLRs, GA only
traces the mean, which is sufficient if the LLR is modeled as a Gaussian distribution. Trifonov [9]
demonstrated that the GA can be also used for constructing polar codes with SC decoding. Subse-
quently, the effectiveness of the GA for polar code construction has also been confirmed in [10],
[11]. Furthermore, in [11], [12], the use of the Bhattacharrya parameter [1] for information set
selection, which is strictly valid only for the case of binary erasure channels, has been shown
by simulation to be effective provided that the operating SNR parameter is appropriately chosen
by an empirical approach.
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length should be much larger than that of LDPC codes [13]. In other words, polar codes over an
AWGN channel with moderate code length are not competitive with other capacity approaching
codes. Since then, the use of conventional decoding approaches such as belief propagation (BP)
decoding has also been studied [14]–[16]. On the other hand, Tal and Vardy showed that
successive cancellation list (SCL) decoding improves the performance, and furthermore, the
application of error detection codes such as cyclic redundancy-check (CRC) codes in combination
with SCL decoding is shown to outperform other competitive codes [17]. Since then, most studies
on polar codes target moderate block-length codes assuming more sophisticated decoding. As
a consequence, studies for polar code construction have also pursued decoding specific designs
such as those proposed in [18] and [19].
Here, we recall that a major advantage of polar codes as proposed by Arıkan [1] is its simplicity
of encoding and SC decoding with its capacity achieving performance. The only issue is that
the code length should be much larger compared to LDPC codes [13] for the same or better
target performance. Therefore, we are interested in constructing polar codes for SC decoding
with very large code length and evaluating its performance over a practical AWGN channel with
low complexity construction approach. The complexity of Tal and Vardy scheme [7] becomes
non-negligible, and thus we focus on GA as a low-complexity alternative. The key idea of GA
is to trace the mean value of the LLRs assuming that the LLRs follow a Gaussian distribution.
Furthermore, if the mean is estimated accurately through GA, the block error rate (BLER)
can be precisely estimated without resorting to simulations. In this work, we first elucidate the
limitation of the conventional GA in its mean LLR estimation process, especially as the code
length increases. It turns out that the straightforward implementation of conventional GA fails
to construct good polar codes with capacity approaching behavior at large block length (as will
be illustrated in Fig. 5 in Section V-B). This stems from the fact that the dynamic range of the
LLR values increases exponentially with code length, and thus the conventional approach cannot
accurately trace the evolution of mean LLR values. We then propose a solution to this numerical
issue by carefully studying the behavior of specific functions involved in GA. With this proposed
approach, which we refer to as an improved GA, we can easily estimate the performance of polar
codes with SC decoding for long codes with low complexity. We then demonstrate simulation
results with block length N = 218 and show that the results perfectly match with the estimated
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We also investigate another construction scheme based on the flipping probability of an LLR.
Similar to the case of GA, this approach can accurately estimate the BLER without simulation.
By tracing the flipping probability instead of its mean value, it is still possible to construct the
codes with large code length, even though numerical results show its sub-optimality over the
improved GA as the code length increases.
The major contributions of this paper are summarized as follows:
• An improved GA method that can trace the evolution of LLRs over an AWGN channel with
precise numerical accuracy is proposed. This is necessary for constructing large block-length
polar codes with almost negligible complexity.
• The capacity-approaching behavior of the polar codes designed by the proposed GA with
low-complexity SC decoding is demonstrated by Monte-Carlo simulation. This demonstra-
tion is performed with block-lengths as large as N = 218 and includes a corresponding
analysis based on the estimated BLER.
• The effectiveness of the proposed GA is confirmed through comparison with the other
low-complexity construction approaches.
• Through the theoretical analysis, we elucidate the accuracy and possible limitations of GA
in the case of low SNR regime.
This paper is organized as follows. Section II introduces notations associated with the polar
codes and decoding used throughout this work. The construction based on GA using the proposed
calculation approach is presented in Section III. As an alternative and tractable approach to GA,
a construction based on LLR flipping probability is described in Section IV. Numerical examples
are given in Section V, where the capacity-approaching behavior based on the construction using
the improved GA is demonstrated. Finally, Section VI concludes this work.
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5II. POLAR CODES AND SUCCESSIVE CANCELLATION DECODING
A. Polar Code
Let u = (u0, u1, . . . , uN−1) ∈ FN2 denote a binary input vector of length N . Let GN ∈ FN×N2
denote a generator matrix formulated as
GN = G
⊗n
2 , G2 =

 1 0
1 1

 , (1)
where n = log2N and A
⊗n = A ⊗ A⊗ (n−1) is the nth Kronecker power of matrix A with
A⊗ 0 = (1) [1]. The corresponding output x = (x0, x1, . . . , xN−1) ∈ FN2 is expressed as
x = uBNGN , (2)
where BN ∈ FN×N2 is the N ×N bit reversal permutation matrix [1] which guarantees that SC
decoding is performed in the bit reversal order of the binary channel index.
We assume BPSK modulation over an AWGN channel, i.e., the transmitted symbol si ∈ R,
i = 0, 1, . . . , N − 1, is given by
si =
√
Es(1− 2xi), (3)
with Es representing the symbol energy, and the received symbol yi ∈ R is
yi = si + zi, (4)
where zi ∼ N (0, N0/2), i.e., zi is a real-valued Gaussian random variable with zero mean and
varianceN0/2. We denote the received signal vector of lengthN = 2
n as yn = (y0, y1, . . . , y2n−1),
and its subvector of length 2m starting from the index i as y
(i)
m = (yi, yi+1, . . . , yi+2m−1).
B. Successive Cancellation Decoding
Based on SC decoding, given the length-2n received symbol observation vector yn, each input
bit ui, i = 0, 1, . . . , N − 1, is decoded based on its corresponding LLR. We use the following
short-hand notation for LLR of the ith input bit ui as
L(i)n (yn) =


log Pr(yn |ui=0)
Pr(yn |ui=1) , i = 0,
log Pr(yn, uˆi−1 | ui=0)
Pr(yn, uˆi−1 | ui=1) , i = 1, 2, . . . , 2
n − 1,
(5)
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determined upon decoding of the ith bit. (The subscript n of L
(i)
n reflects the fact that the LLR
is calculated based on the observation of 2n received symbols in addition to the previously
estimated input bits.) Note that for simplicity of notation, we will omit the dependence of LLR
on the previously estimated bits uˆi−1 in what follows.
Because of the unique structure of polar codes, the above LLRs can be recursively calculated
for k = 1, 2, . . . , n with n = log2N and i = 0, 1, . . . , 2
k−1 − 1 as [1], [5]
L
(2i)
k (yk) = L
(i)
k−1
(
y
(0)
k−1
)
⊞ L
(i)
k−1
(
y
(2k−1)
k−1
)
(6)
L
(2i+1)
k (yk) = L
(i)
k−1
(
y
(2k−1)
k−1
)
+ (−1)uˆ2i L(i)k−1
(
y
(0)
k−1
)
, (7)
or by rewriting L
(2i)
k , L
(2i)
k (yk), L
(i)
k−1 , L
(i)
k−1
(
y
(0)
k−1
)
, and L
(i)′
k−1 , L
(i)
k−1
(
y
(2k−1)
k−1
)
for
simplicity, we have
L
(2i)
k = L
(i)
k−1 ⊞ L
(i)′
k−1 (8)
L
(2i+1)
k = L
(i)′
k−1 + (−1)uˆ2i L(i)k−1. (9)
As noted in [5], (8) corresponds to the LLR calculation associated with a check node, whereas (9)
corresponds to that with a variable node (or bit node) in the Tanner graph. The operation ⊞ of
LLR is defined as [20]
La ⊞ Lb = log
1 + eLaeLb
eLa + eLb
= 2 tanh−1
(
tanh
(
La
2
)
tanh
(
Lb
2
))
. (10)
The recursive decoding procedure continues, starting from k = n and until it reaches 1, where
the last LLR on the right hand side of (6) and (7), i.e., L
(0)
0 (yi), corresponds to the LLR of the
channel bit xi. For an AWGN channel, we have
L
(0)
0 (yi) = log
Pr (yi | xi = 0)
Pr (yi | xi = 1) = 4
√
Es
N0
yi, i = 0, 1, . . . , N − 1. (11)
C. Polar Code Construction
For polar codes with rate R = K/N , K channels out of N total channels are selected for
information transmission. Let I ⊂ {0, 1, . . . , N−1} denote the set of the channel indices selected
to be information bits, i.e., the information set [1], with its cardinality given by |I| = K. The
bits that are not in this set are called frozen bits and fixed to known values (usually set as 0).
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block error rate (BLER) performance.
In this work, we mostly focus on a Gaussian approximation (GA) based design of polar codes.
This approach allows us to construct good polar codes with much less complexity than those
based on precise density evolution. We demonstrate that the carefully designed GA will also be
able to predict the achievable BLER performance by simulations for a given code with almost
negligible computational effort.
III. IMPROVED GAUSSIAN APPROXIMATION
In this section, we first study the conventional GA approach, originally proposed for design
and analysis of LDPC codes, and its limitations when applied to the design of polar codes.
Then, through careful design of associated metric calculations, we show how to overcome these
limitations by an improved GA.
A. Gaussian Approximation
Assume that the all-zero input sequence and thus the all-zero codeword is transmitted. Then,
from (3) and (4), yi ∼ N (
√
Es, N0/2) for all i and thus from (11) we observe that L
(0)
0 ,
L
(0)
0 (yi) ∼ N (γ0, 2γ0) with γ0 = 4Es/N0. We refer to the initial value of Es/N0 as the design
SNR [9], [12], denoted by SNRdes, when this value is used for construction of polar codes. (Note
that the design SNR is not given with respect to the conventional Eb/N0 where Eb is defined as
the energy per information bit, since Eb/N0 is a function of Es/N0 and the code rate and thus
is not convenient when comparing transmissions of codewords with the same symbol energy
but different code rate.) From (8), (9), and (10) with the assumption that the previous bits are
correctly estimated (i.e., uˆi−1 = 0i for a given i, where 0m denotes the zero vector of length
m), we have
tanh
(
L
(2i)
k
2
)
= tanh
(
L
(i)
k−1
2
)
tanh
(
L
(i)′
k−1
2
)
, (12)
L
(2i+1)
k = L
(i)
k−1 + L
(i)′
k−1, (13)
for k = 1, 2, . . . , n, and i = 0, 1, . . . , 2k−1−1 with n = log2N , where both L(i)k−1 and L(i)
′
k−1 can be
considered as independent and identical distributed (i.i.d.) random variables due to the structure
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(i)
k−1 and L
(i)′
k−1
follow a N (γ(i)k−1, 2γ(i)k−1) distribution, the only parameter required to characterize its statistical
distribution is its mean. In fact, if this Gaussian assumption holds, since the two LLRs on the
right hand side of (13) are statistically independent, it follows from (13) that the output L
(2i+1)
k
should precisely follow N (2γ(i)k−1, 4γ(i)k−1), i.e.,
γ
(2i+1)
k = 2γ
(i)
k−1. (14)
On the other hand, the transformation (12) changes the statistical distribution of the output L
(2i)
k
from Gaussian. Nevertheless, Chung et al. applied statistical expectation to both sides of (12)
to get [8]
E
[
tanh
(
L
(2i)
k
2
)]
= E
[
tanh
(
L
(i)
k−1
2
)]
E
[
tanh
(
L
(i)′
k−1
2
)]
=
(
E
[
tanh
(
L
(i)
k−1
2
)])2
. (15)
Upon calculating (15), let us define the monotonically increasing function ψ(γ) : (0,∞) →
(0, 1) with respect to the mean γ of the random variable L ∼ N (γ, 2γ) as
ψ(γ) = E
[
tanh
(
L
2
)]
=
∫ ∞
−∞
tanh
(x
2
) 1√
4piγ
e−
(x−γ)2
4γ dx. (16)
Then, we may rewrite (15) as
γ
(2i)
k = ψ
−1
(
ψ2
(
γ
(i)
k−1
))
. (17)
Note that the compound function ψ−1(ψ2(γ)) : (0,∞) → (0,∞) is monotonically increasing.
However, since ψ(γ) is strictly increasing in γ with 0 < ψ(γ) < 1, we have ψ2(γ) < ψ(γ) and
hence ψ−1(ψ2(γ)) < γ. Therefore, it always returns the output value that is strictly smaller than
the input.
Instead of directly dealing with ψ(γ), Chung et al. introduce its complement function
φ(γ) = 1− ψ(γ). (18)
In this case, φ(γ) is a monotonically decreasing function and approaches zero as γ → ∞, and
(17) can be expressed as
γ
(2i)
k = φ
−1
(
1−
(
1− φ
(
γ
(i)
k−1
))2)
. (19)
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Fig. 1. The mean LLR converting functions ψ(γ), φ(γ) and its associated function ψ2(γ). The trajectories demonstrate how
the mean value is converted by the equation (17).
Fig. 1 plots the associated functions ψ(γ), ψ2(γ), and φ(γ), which are calculated by numerical
integration. The trajectories in the figure show how the mean value γ is converted by the
transformation of (17), and it is apparent that this transformation always reduces the mean
LLR value.
In [8], the approximation
φ(γ) = eaγ
c+b (20)
was suggested for φ(γ) in (18) for the case that γ < γth where γth is some threshold. Here, the
constants were numerically determined as a = −0.4527, b = 0.0218, c = 0.86. For the case of
γ > γth, based on the relationship√
pi
γ
e−
γ
4
(
1− 3
γ
)
< φ(γ) <
√
pi
γ
e−
γ
4
(
1 +
1
7γ
)
, (21)
and since the upper and lower bounds converge as γ → ∞, it was suggested to approximate
φ(γ) by the average of the upper and lower bounds in (21), i.e.,
φ(γ) ≈
√
pi
γ
e−
γ
4
(
1− 10
7γ
)
. (22)
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The threshold value was chosen to be γth ≈ 10. For small γ, (20) may not be accurate as γ → 0.
Therefore, even if (20) may be sufficient for the moderate size of N as confirmed in [10], [11],
the performance degradation may occur for large code length N due to numerical inaccuracy as
is pointed out in [21].
There are two numerical computation issues with the above GA approach. The first issue is due
to the approximation associated with (20) for a small value of γ, which results in limγ→0 φ(γ) =
eb > 1. As a consequence, when γ approaches zero (i.e., once the mean LLR falls below a certain
level), the input to the inverse function φ−1(·) of (19) fails to approach one and thus γ cannot
become zero, rendering further polarization effects untraceable. The second issue is due to the
fact that the function φ(γ) returns a value in the interval (0, 1) and can thus approach arbitrarily
close to zero as γ becomes large. For example, when γ = 1000, which is a typical value in the
case of polar codes with relatively large code length, we observe that φ(γ) ≈ 1.49 × 10−110.
Therefore, as γ becomes large (i.e., once the mean LLR exceeds a certain level), the inverse
function φ−1(·) fails to return an accurate value, and thus again makes further polarization
untraceable. These issues can be solved by the proposed log-domain calculation technique of
the function φ(γ) described in what follows.
Remark: It is worth noting that even though the initial LLR of bit channels L
(0)
0 is Gaussian
distributed, there is no guarantee that L
(2i)
k can be treated as Gaussian, since the output after ⊞
operation, i.e., (8), is not strictly Gaussian. (This issue is discussed in detail in the APPENDIX.)
However, the notable aspect associated with the use of (15) is that even if L
(2i)
k is not Gaussian,
the mean γ
(2i)
k is chosen such that L
(2i)
k is approximated by a Gaussian with mean γ
(2i)
k and
variance 2γ
(2i)
k . Therefore, the computed γ
(2i)
k will be different from a direct calculation of the
LLR mean:
E
[
L
(2i)
k
]
= 2E
[
tanh−1
{
tanh
(
L
(i)
k−1
2
)
tanh
(
L
(i)′
k−1
2
)}]
. (23)
In the APPENDIX, we describe the theoretical derivation of the above mean value.
Fig. 2 compares the mean LLR of improved GA (based on the numerical algorithm described
in the next subsection) and the mean LLR of (23), derived as (52) in the APPENDIX, for a
given input mean LLR. From the figure, we observe that the behavior of the two functions
are significantly different, especially as the mean input LLR increases. Due to this difference,
the use of mean LLR directly calculated through (23) may not lead to the same result as the
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Fig. 2. Comparison of the output mean LLR values of ⊞ operation based on GA and direct calculation.
conventional GA approach through (15). In Section V, we will see that this direct calculation
approach does not perform well when applied to polar code construction.
B. Log-Domain Function Approach for LLR Calculation of GA
In what follows, we describe a tractable approach for GA that is effective even in the case of
large N . Recall that the mean LLR of polar codes at the code construction design stage should
range from very small values to very large values, and the metric calculation associated with
GA should support this exponential range. For example, if the design SNR is 1 (i.e., 0 dB), then
the initial mean LLR value should be γ0 = 4. For the polar code with N = 2
n, since each
operation of (13) doubles the LLR value as shown in (14), the largest value (after n stages) is
Lmax = 4 × 2n. On the other hand, the amount of change from γk−1 to γk according to (12)
depends on its input value, and as is observed from Fig. 1, its ratio γk/γk−1 rapidly becomes
smaller as γk−1 decreases and the ratio becomes much less than 1/2 with small enough γk−1.
Therefore, in order to track the mean values by GA accurately, γk must be precisely calculated
even if it becomes extremely small as discussed in the previous subsection. As N increases, and
thus potentially better coding gain is achieved, we can expect that the operating SNR can be
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decreased and thus the initial value γ0 will also decrease. Therefore, unless GA can precisely
trace the evolution of the mean value γk with high accuracy, the resulting codes may fail to
achieve the polarization effect once it reaches some low LLR values.
To cope with this issue, we define the logarithmic domain of φ(γ) as
ξ(γ) = logφ(γ) = log(1− ψ(γ)) (24)
such that we can accurately trace the mean LLR value even in the case with γ → 0 or γ →∞.
Note that ξ(γ) : (0,∞) → (−∞, 0), and ξ(γ) is monotonically decreasing with γ. Therefore,
tracking ξ(γ) is equivalent to tracking φ(γ), and (19) can be rewritten with respect to ξ(γ) as
γ
(2i)
k = ξ
−1
(
ξ
(
γ
(i)
k−1
)
+ log
(
2− eξ
(
γ
(i)
k−1
)))
(25)
whereas γ
(2i+1)
k is revised according to (14). Two major advantages of using (24) are that i) as
γ → 0, ξ(γ) ≈ −ψ(γ) since ψ(γ) → 0 as well, and thus ξ(γ) can accurately trace γ in this
regime as well (it will be shown below that ξ(γ) ≈ −γ/2), and ii) for γ →∞, then ψ(γ)→ 1,
and it will be shown that ξ(γ) is, to the first order, linear in γ, and thus γ can again be accurately
traced in this regime. By comparison, when γ is large, ψ(γ) ≈ 1 (see Fig. 1), and ψ(γ) would
need to be computed with very high precision to obtain γ from its inverse as even a slight error
in ψ(γ) can result in an incorrect inverse γ.
The remaining issue is how to describe ξ(γ) depending on the value of γ. Note that the inverse
function of ξ(γ) is required in (25) and thus the preferable form is such that its inverse can be
described in a simple closed form.
1) For Small Values of γ: We first consider the case with γ → 0. Noticing that limγ→0+ ψ′(γ) =
1/2 and limγ→0+ ψ(γ) = 0, we have
lim
γ→0+
dξ(γ)
dγ
= lim
x→0+
− ψ
′(γ)
1 − ψ(γ) = −
1
2
, (26)
leading to
ξ(γ) ≈ −1
2
γ. (27)
2) For Large Values of γ: This asymptotic case was rigorously analyzed in [8]. Alternatively,
by applying the identity tanh(x/2) = 1 − 2/(ex + 1) to (16), we may rewrite (18) directly
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through series expansion as
φ(γ) =
1√
piγ
∫ ∞
−∞
1
ex + 1
e−
(x−γ)2
4γ dx =
e−
γ
4√
piγ
∫ ∞
−∞
e
x
2
ex + 1
e−
x2
4γ dx
=
e−
γ
4√
piγ
∫ ∞
−∞
e
x
2
ex + 1
∞∑
k=0
1
k!
(
−x
2
4γ
)k
dx =
e−
γ
4√
piγ
∞∑
k=0
(−1)k
k!(4γ)k
∫ ∞
−∞
x2k
e
x
2
ex + 1
dx
=
e−
γ
4√
piγ
∞∑
k=0
(−1)k
(16γ)k
(2k)!
k!
{
ζ
(
2k + 1,
1
4
)
− ζ
(
2k + 1,
3
4
)}
=
e−
γ
4√
piγ
(
pi − pi
3
4γ
+
5pi5
32γ2
− 61pi
7
384γ3
+ · · ·
)
, (28)
where ζ(m, q) is the generalized Riemann zeta function defined as
ζ(m, q) =
∞∑
l=0
1
(l + q)m
. (29)
Listing the first two terms of the summation in (28) leads to the following approximate formula:
φ(γ) ≈
√
pi
γ
e−
γ
4
(
1− κ0pi
2
γ
)
, (30)
where we have introduced a positive constant κ0 as a fitting parameter that is to be determined
numerically at some reference point of γ. It is clear that the impact of κ0 becomes negligible as
γ increases. (The expression (30) has the same asymptotic form as (22) for large γ as expected,
but the constant κ0 is kept for better accuracy.) Consequently, we have
ξ(γ) ≈ −γ
4
+
1
2
log pi − 1
2
log γ + log
(
1− κ0pi
2
γ
)
. (31)
3) For Moderate Values of γ: In this case, we may use a function that decreases monotonically
as γ increases. We divide the entire range of interest into M regions and for i = 1, . . . ,M , we
propose to use the following form
ξ(γ) ≈ −αiγβi, for Γi ≤ γ < Γi+1, (32)
where αi and βi are the parameters we numerically determine for a given interval [Γi,Γi+1).
The above form is chosen for the convenience of computing its inverse function and ease of
parameter fitting. More complex functions with better approximation may be possible, but the
issue will not be pursued here.
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TABLE I
THE PARAMETERS FOUND THROUGH NUMERICAL SEARCH.
k αk βk Γk Zk
1 0.433 0.9303 0.13 -0.065
2 0.437 0.8722 1.17 -0.501
3 – – 10.15 -3.30
Based on the above procedure and through numerical optimization with M = 2, we get
ξ (γ) =


−1
2
γ, γ < Γ1,
−α1γ−β1, Γ1 ≤ γ < Γ2,
−α2γ−β2, Γ2 ≤ γ < Γ3,
−γ
4
+ 1
2
log pi − 1
2
log γ + log
(
1− κ0 pi2γ
)
, Γ3 ≤ γ,
(33)
where best parameters found through exhaustive curve-fitting search are listed in Table I with
κ0 = 0.169. The corresponding approximate functions are compared in Fig. 3, which shows
perfect agreement in the case of γ → 0. While the accuracy of the function for the asymptotic
case of γ →∞ is not clear from Fig. 3, convergence is guaranteed by the above derivation.
4) Inverse Function: Given (33), the inverse function can be expressed as
ξ−1 (z) =


−2z, Z1 < z,
(z/α1)
1/β1 , Z2 < z ≤ Z1,
(z/α2)
1/β2 , Z3 < z ≤ Z2,
(34)
where Zi is the threshold of two functions, i.e., Zi = ξ (Γi), and also listed in Table I. In the
case of z ≤ Z3, the inverse function corresponding to (31) may not be expressed in a closed
form. However, it can be easily calculated with high precision accuracy by using the bisection
method.
Finally, the improved GA algorithm is summarized in Algorithm 1.
C. Block Error Rate Estimation
As discussed in [5], [7], [10], once the distribution of LLRs is determined by density evolution
or the GA method, its block error rate (BLER) based on SC decoding can also be estimated.
DRAFT
15
-10
-5
 0
 0  5  10  15  20  25  30  35  40
Approximation
Numerical Integration
-0.2
-0.1
 0
 0  0.1  0.2  0.3
PSfrag replacements
γ
ξ
(γ
)
Fig. 3. Comparison of the function ξ(γ) calculated through numerical integration and its approximate form (33). The area
around the origin is zoomed up as a reference.
Assuming that the all zero codeword is transmitted, the bit error probability of the ith bit,
provided that all the previous bits are correctly decoded, is given by
Pb,i = Pr (uˆi 6= 0 |uˆ0 = · · · = uˆi−1 = 0) = Pr
(
L(i)n < 0
)
, (35)
and under the assumption that L
(i)
n ∼ N (γ(i)n , 2γ(i)n ), it follows that
Pb,i = Q


√
γ
(i)
n
2

 , (36)
where theQ-functionQ(x) : [0,∞)→ (0, 1
2
]
is defined as Q(x) = 1
2
erfc
(
x√
2
)
= 1√
2pi
∫∞
x
e−
t2
2 dt.
The BLER is expressed in general as
PBL = 1−
N−1∏
i=0
(1− Pb,i) , (37)
and if we select a set of K channels with largest γ
(i)
n as the information set I, the minimum
BLER with a given rate R = K/N can be achieved. The resulting BLER is expressed as
PBL(R, SNRdes) = 1−
∏
i∈I

1−Q


√
γ
(i)
n
2



 , (38)
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Algorithm 1 Channel Polarization with Improved GA
Input: n = log2N , SNRdes
Output: γ[0], γ[1], . . . , γ[N − 1] as γ(0)n , γ(1)n , . . . γ(N−1)n
1: γ[0] = 4SNRdes
2: for i = 1 : n do
3: J = 2i
4: for j = 0 : J/2− 1 do
5: u = γ[j]
6: z = ξ (u) using (33)
7: γ[j] = ξ−1 (z + log (2− ez)) using (34)
8: γ[j + J/2] = 2u
9: end for
10: end for
11: return γ[0], γ[1], . . . , γ[N − 1]
which can be interpreted as a function of the rate (since R = |I| /N) and the design SNR
(since γ0 = 4SNRdes). By sorting γ
(i)
n in a decreasing order (after applying the improved GA)
before evaluation of (38) and selecting only the largest |I| elements from the entire index set
{0, 1, · · · , N − 1}, the best trade-off curve in terms of the code rate and BLER can be plotted
for a given design SNR by sweeping the size |I| of the set I.
As a consequence, if the mean LLR values of the bits in the information bit set I are precisely
calculated by GA, the resulting BLER by SC decoder for a given design SNR and code rate
R = K/N can be precisely estimated by (38), provided that the BLER is evaluated at the channel
SNR that is equal to the design SNR.
Note that, as discussed in the APPENDIX, channels with large γ (i.e., good channels) can be
well approximated by a Gaussian distribution through GA, whereas the channels with small γ
(i.e., bad channels) may not be necessarily so. However, since in principle only the good channels
are used for transmission and the statistical property of bad channels do not contribute to the
calculation of BLER in (38), the performance of well designed polar codes that successfully
select the good channels only may be closely characterized by (38).
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IV. AN ALTERNATIVE CONSTRUCTION BASED ON LLR FLIPPING PROBABILITY
In the previous section, we discussed numerical issues associated with mean LLR calculation in
the GA method, and how to cope with them. However, the non-linearity of tanh does not strictly
preserve the Gaussianity of the distribution of LLR. In this section, we consider an alternative
approach that avoids the use of the ⊞ operation upon calculation of the metric associated with
check nodes by only tracking the probability where the LLR value is reversed. We refer to this
construction approach as the LLR flipping probability construction. The resulting equations can
be implemented with much less elaboration than GA, but it still requires the assumption that
the LLR is Gaussian distributed. Numerical results will also reveal that such an approach is still
effective for constructing polar codes with moderate length. We recognize that the same approach
described here was independently proposed by Tahir and Rupp in [22]. However, for the purpose
of comparison as well as completeness, we describe this simple and tractable approach based
on our own understanding.
A. LLR Flipping Expression of Check Node Operation
From the relationship of the check node given in (8), it is easy to observe that
Event
[
L
(2i)
k < 0
]
= Event
[(
L
(i)
k−1 < 0 ∩ L(i)
′
k−1 > 0
)
∪
(
L
(i)
k−1 > 0 ∩ L(i)
′
k−1 < 0
)]
. (39)
Since the two events under the union operation in the right hand side of (39) are mutually
exclusive, we may express
Pr
(
L
(2i)
k < 0
)
= Pr
(
L
(i)
k−1 < 0 ∩ L(i)
′)
k−1 > 0
)
+ Pr
(
L
(i)
k−1 > 0 ∩ L(i)
′
k−1 < 0
)
= Pr
(
L
(i)
k−1 < 0
)
Pr
(
L
(i)′
k−1 > 0
)
+ Pr
(
L
(i)
k−1 > 0
)
Pr
(
L
(i)′
k−1 < 0
)
= 2Pr
(
L
(i)
k−1 < 0
) [
1− Pr
(
L
(i)
k−1 < 0
)]
(40)
where the last two equalities stem from the fact that L
(i)
k−1 and L
(i)′
k−1 are i.i.d. The above equation
shows that the flipping probability of the LLR output from the check node is given by that of the
input LLR. Therefore, the evolution of LLR through the check node can be traced through (40) if
its flipping probability is of interest. However, the LLR evaluation through the variable node, i.e.,
calculation of (9) cannot be performed through this approach unless we know the distribution of
the input LLR. Therefore, analogous to GA we assume that input LLR is Gaussian distributed
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with mean µ and variance σ2, i.e., L
(i)
k−1 ∼ N (µ, σ2). Then, it follows that L(2i+1)k ∼ N (2µ, 2σ2)
and therefore
Pr
(
L
(i)
k−1 < 0
)
= Q
(√
µ2
σ2
)
, (41)
Pr
(
L
(2i+1)
k < 0
)
= Q
(√
2µ2
σ2
)
. (42)
Consequently, we may write
Pr
(
L
(2i+1)
k < 0
)
= Q
[√
2Q−1
(
Pr
(
L
(i)
k−1 < 0
))]
, (43)
where Q−1(·) : (0, 1
2
] → [0,∞) is the inverse Q-function with Q−1 [Q(x)] = x, which can be
calculated numerically through the bisection method.
Note that since L
(0)
0 ∼ N (γ0, 2γ0), we have
Pr
(
L
(0)
0 < 0
)
= Q
(√
γ0
2
)
= Q
(√
2Es
N0
)
, (44)
which is simply the bit error rate (BER) of uncoded BPSK as expected.
The channel polarization probability computation based on LLR flipping is summarized in
Algorithm 2. Similar to (38) in the case of GA, the BLER can be estimated by
PBL(R, SNRdes) = 1−
∏
i∈I
(
1− Pr (L(i)n < 0)) (45)
and thus selecting the channel indices with the smallest flipping probabilities Pr
(
L
(i)
n < 0
)
may
lead to the minimization of the resulting BLER.
B. Remarks
Since the function Q(·) returns a probability, it can rapidly approach 1/2 or 0 through the
transformation of (40). To improve numerical stability, one may use a log-domain approach
similar to the improved GA described in this paper. For simplicity, this issue will not be discussed
further. The design based on the LLR flipping probability depends on how accurate the Gaussian
modeling is, associated with (43). It should be mentioned that the output LLR after ⊞ operation
is not Gaussian in general, and this is especially the case when the input mean LLR is small as
discussed in the APPENDIX. Therefore, calculating the equivalent mean LLR value through the
inverse Q-function shown in (43) may not be necessarily accurate and the error may accumulate
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Algorithm 2 Channel Polarization with LLR Flipping Probability
Input: n = log2N , SNRdes
Output: p[0], p[1], . . . , p[N − 1] as Pr
(
L
(0)
n < 0
)
,Pr
(
L
(1)
n < 0
)
, · · · ,Pr
(
L
(N−1)
n < 0
)
1: p[0] = Q
(√
2SNRdes
)
2: for i = 1 : log2N do
3: J = 2i
4: for j = 0 : J/2− 1 do
5: z = p[j]
6: p[j] = 2z(1− z)
7: p[j + J/2] = Q
[√
2Q−1 (z)
]
8: end for
9: end for
10: return p[0], p[1], · · · , p[N − 1]
as this process is repeated. If this part can be implemented with a more accurate model, the
performance (both BLER estimation and actual simulation based on this construction) would be
further improved.
V. CODE DESIGN EXAMPLE
In this section, we investigate the effectiveness of our results on code construction and
achievable BLER through numerical calculations as well as Monte-Carlo simulations. Throughout
all simulations, we employ the exact LLR calculation (i.e., all the terms of (46) instead of the
min-sum approximation discussed in the APPENDIX).
A. Estimated Block Error Rate Achieved by Improved GA
We first evaluate the estimated BLER based on (38) using the improved GA as a function
of design SNR, and the results are shown in Fig. 4 for various range of the code length N
and code rate R1. (The corresponding theoretical limits by BPSK signaling are also plotted
1The conventional GA method can obtain nearly identical estimated BLER results (or even better for large N cases). However,
as observed in Section V-B, these estimates are not accurate.
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Fig. 4. Comparison of estimated BLER using the improved GA for given design SNR with various code length N and code
rate R. The vertical lines indicate the minimum required Es/N0 in order to achieve the information rate by BPSK signaling
(i.e., BPSK capacity). For each given design SNR, the code is constructed and the estimated BLER at a given target rate is
calculated.
as vertical lines.) These BLER curves are plotted by applying improved GA for each design
SNR, and then identifying the BLER using (38) for a given rate R. Therefore, each curve is the
estimated performance when a code is designed at a specific SNR value and thus each curve is
achieved by a family of polar codes with SC decoding, possibly with different information set
at each SNR.
From Fig. 4, we observe that the gap between BLER curves and the corresponding capacity
limits can be successfully reduced by increasing N , provided that the mean LLR is accurately
estimated – Monte-Carlo simulations will show performance nearly identical to the estimate
BLER curves.
B. Comparison with Conventional GA and Improved GA
We now compare the BLER performance of the conventional and improved GA through
Monte-Carlo simulations and demonstrate how the conventional BLER diverges from the esti-
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Fig. 5. Comparison of BLER for the conventional and improved GA where the simulated codes are constructed at the minimum
design SNR where it achieves the estimated BLER of 10−3. The code length is given by N = 2n. The corresponding estimated
BLER curve as a function of design SNR based on the improve GA is also plotted as a reference.
mated BLER as the code length increases. Fig. 5 shows the simulation results of polar codes of
rate 1/2 and rate 1/4, constructed at the design SNR at which the estimated BLER of 10−3 can be
achieved by (38). (How to select the design SNR for a given code rate will be further discussed in
what follows.) The corresponding estimated BLER curves with respect to the design SNR, based
on the improve GA, are also plotted as a reference. For the conventional GA, we apply (20) and
(22), and the inverse function corresponding to (22) is calculated by the bisection method. The
two code rate cases of R = 1/2 and R = 1/4 are evaluated with the code length ranging from
N = 213 = 8192 to N = 216 = 65 536. We observe that the polar codes constructed by the two
GA perform almost identical up to some code length as expected, but start to diverge beyond
n = 14, whereas the performance of the improved GA follows similar to the estimated BLER
regardless of code length. It is also interesting to note that for the conventional GA with n = 15
and n = 16, the two BLER curves with different code rate eventually merge, which suggests
that they share the same weak channels in the information set due to numerical inaccuracy of
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Fig. 6. Estimated BLER versus code rate for the specific polar codes constructed at design SNR of 0 dB and 1 dB. Three
constructions are compared: improved GA, GA with direct mean LLR calculation, and LLR flipping probability.
the conventional GA, and this inaccuracy dominates the performance of SC decoding.
C. Comparison with Improved GA, Direct Approach, and LLR Flipping Probability
Next, we compare the performance of the construction based on the improved GA with the
two other constructions: the GA with the mean LLR directly calculated from the output, and
the construction based on the LLR flipping probability. Here, we take a relatively short code
length of N = 512 as an example. (Note that for this short code length, the conventional GA
has negligible numerical issues and the polar codes constructed by conventional and improved
GA are identical.) Fig. 6 shows the estimated BLER and the achievable rate, which is calculated
using (38) for the GA-based approach and using (45) for the LLR flipping probability approach.
For each given design SNR, these BLER curves are calculated by selecting the K best channels,
where K determined the achievable rate R = K/N . Two cases, one with design SNR of 0 dB
and a second with design SNR of 1 dB are shown in the figure. Here, we observe that the
estimated BLER by constructions based on the improved GA and the LLR flipping probability
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Fig. 7. BLER comparison of short polar codes (with N = 512) based on the three construction schemes designed with design
SNR of 0 dB and 1 dB and code rate 1/2.
are similar, whereas the BLER based on the GA with direct LLR mean calculation shows
noticeable degradation, which stems from the inaccuracy of the estimated LLR values.
Based on these observations, Fig. 7 shows the actual BLER curves of the rate-1/2 polar codes
constructed with design SNR of 0 dB and 1 dB, evaluated through Monte-Carlo simulations. For
each case, we observe that those based on the improved GA and LLR flipping probability show
similar performance, whereas that based on the GA with direct LLR calculation shows some
degradation. We also note that the former two schemes agree with the BLER estimated by Fig. 6
(i.e., the BLER values with rate 0.5 in Fig. 6 designed at SNR of 0 dB and 1 dB are almost the
same as those in Fig. 7 observed at channel SNR of 0 dB and 1 dB, respectively), whereas the
performance by the GA with direct LLR calculation is better than suggested by Fig. 6. From
these results, it is clear that the GA based on the direct calculation of LLR mean is not suitable
for BLER estimation as well as construction design, compared to the other two schemes.
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D. Design Example of Improved GA for Large Code Length
Now, we consider the construction of polar codes with large code length. For the rest of this
paper, we focus on the two cases: N = 4096 (n = 12) and N = 262 144 (n = 18). Similar
to Fig. 6, the estimated BLER results with respect to the code rate is shown in Fig. 8, where
each design SNR is chosen as the minimum required SNR such that the estimated BLER of the
improved GA reaches 10−3 for given rate of 1/2 (0.5) and 3/4 (0.75). For example, based on
this code construction using the improved GA with N = 4096 and code rate 3/4, the resulting
code is expected to achieve a BLER of 10−3 at Es/N0 of 2.26 dB. We note that the construction
based on the LLR flipping probability will be worse when the same parameter set up is selected,
and the gap becomes noticeable as the code length increases. Therefore, it can be concluded
that the construction based on the LLR flipping may not perform as good as that based on the
improved GA, especially when the code length is large. It is conjectured that the main reason for
this gap is due to the accumulation of the inaccuracy stemming from the Gaussian distribution
approximations associated with variable node probability calculation. We therefore consider only
the improved GA case in what follows.
Finally, Fig. 9 shows the BLER obtained by Monte-Carlo simulations, constructed based on the
improved GA, where the associated parameters as well as the design SNR are chosen according
to Fig. 8. The estimated BLER curves shown in the figure are taken from the corresponding
results shown in Fig. 4. Recall that the polar codes are constructed such that they can achieve
BLER of 10−3 at the design SNR, and from the figure we clearly observe that they behave
as designed. We observe that when n = 18, the performance is well within 1 dB from the
corresponding channel capacity at the BLER as low as 10−2. Furthermore, the performance
matches those of the estimated BLER curves constructed with each design SNR in the wide
range of channel SNR (Es/N0). However, as the channel SNR increases, the simulated BLER
is expected to diverge from the estimated BLER, which stems from the fact that the designed
polar codes are not universal under SC decoding. If the target BLER is lower, the polar codes
should be reconstructed with increasing design SNR.
We conclude this section by noting our observation that the simulated BLER becomes lower
than the estimated BLER in low SNR regions. This may stem from the fact that in these regions,
some channels in the information set I may have low γ values. As discussed in the APPENDIX,
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Fig. 8. Estimated BLER versus code rate for the specific polar codes constructed at the minimum design SNR where they achieve
10−3 of BLER measured at rate 1/2 or 3/4. Two constructions are compared: improved GA and LLR flipping probability.
the LLR values in the case of low γ deviates from the assumed Gaussian distribution ofN (γ, 2γ),
and thus the assumption of the error rate of bit channels by (36) becomes inaccurate (i.e.,
pessimistic).
VI. CONCLUSIONS
We have discussed a low-complexity approach to constructing polar codes with large code
lengths based on an improved GA method assuming simple SC decoding. The estimated BLER
shows the capacity approaching behavior as N increases, and the BLER obtained by the Monte-
Carlo simulation with SC decoding matches this estimated BLER very well. Two other subopti-
mal approaches have been discussed and compared, showing the effectiveness of the improved
GA. Finally, we note that the optimality of the construction based on GA is not yet proven, and
there may exist polar codes that perform even better than the codes designed here. Furthermore,
it is not clear if the codes designed here perform better with decoders other than SC, i.e., if they
perform better with belief propagation (BP) and successive cancellation list (SCL) decoding at
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Fig. 9. Simulated and estimated BLER for the cases with N = 4096 (n = 12) and N = 262 144 (n = 18). The simulated
polar codes are constructed based on the improved GA with design SNR set at the minimum Es/N0 that achieves the estimated
BLER of 10−3 as shown in Fig. 8. The corresponding BPSK capacity limits are also shown as vertical lines.
large code lengths. We leave this question for future work.
APPENDIX
In this appendix, we derive the mean value of the LLR output associated with the operation
Lo = La ⊞ Lb, assuming that the two input LLRs La and Lb are independent Gaussian with
N (γ, 2γ). We also discuss how the distribution of the output LLR converges to N (γ, 2γ) as γ
increases based on the Kullback-Leibler (KL) divergence.
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A. Mean of LLR Output
We first note that the output Lo associated with the ⊞ operation of two LLRs La and Lb can
be expressed by the so-called min-sum form:
Lo , La ⊞ Lb
= sign (|La|) sign (|Lb|)min (|La| , |Lb|)︸ ︷︷ ︸
,X
+ log
(
1 + e−|La+Lb|
)− log (1 + e−|La−Lb|) , (46)
whereX corresponds to the output of the min-sum decoder, and is often used as a low-complexity
alternative to exact decoding. As discussed in [23], based on the fundamental results on order
statistics, the probability density function (pdf) of the random variable X defined above can be
expressed as
fX(x) = 2fL(x) {1− FL (|x|)}+ 2fL(−x)FL (− |x|) , (47)
where fL(x) and FL(x) are the pdf and cumulative distribution function (cdf) of La (or equiv-
alently Lb), respectively. Assuming La, Lb ∼ N (γ, 2γ), the above pdf can be expressed as
fX(x) =
1√
piγ
{
e−
(x−γ)2
4γ Q
( |x| − γ√
2γ
)
+ e−
(x+γ)2
4γ Q
( |x|+ γ√
2γ
)}
. (48)
Next, let us define the random variables Y = |La + Lb| and Z = |La − Lb| which appear
in (46). Since La + Lb ∼ N (2γ, 4γ) and La − Lb ∼ N (0, 4γ), Y follows a generalized Rice
distribution and Z follows a generalized Rayleigh distribution [24], whose pdfs are expressed as
fY (y) =
1√
2piγ
e−
y2+4γ2
8γ cosh
(y
2
)
(49)
fZ(z) =
1√
2piγ
e−
z2
8γ . (50)
Consequently, the mean of Lo can be expressed as
E [Lo] = E [X ] + E
[
log
(
1 + e−Y
)]−E [log (1 + e−Z)]
=
1√
piγ
∫ ∞
0
[
ze−
(z−γ)2
4γ
(
1− e−z) [Q(z − γ√
2γ
)
−Q
(
z + γ√
2γ
)]
− 1√
2
log
(
1 + e−z
){
e−
z2
8γ − 1
2
e−
1
8γ
(z−2γ)2 (1 + e−z)}] dz (51)
=
1√
pi
∫ ∞
0
[√
γxe−
(x−√γ)2
4
(
1− e−√γx) [Q(x−√γ√
2
)
−Q
(
x+
√
γ√
2
)]
− 1√
2
log
(
1 + e−
√
γx
){
e−
x2
8 − 1
2
e−
1
8(x−2
√
γ)
2 (
1 + e−
√
γx
)}]
dx, (52)
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where (52) may be convenient for small values of γ and (51) is suitable as γ increases for
numerical evaluation.
B. KL Divergence Comparison
Our interest here is how the output LLR Lo with a given input mean LLR γ resembles
the assumed Gaussian distribution N (γo, 2γo), where γo is the output mean LLR obtained
by Gaussian approximation. To this end, we compare the Kullback-Leibler (KL) divergence
between the two distributions. We note that the derivation of the exact distribution of Lo may
be challenging, since the min-sum decoder output X is correlated with Y = |La + Lb| and
Z = |La − Lb| in (46). Also, the effect of the two terms other than X in (46) is often small in
practice. Therefore, we set X as our target distribution and we compare
D (fX(x) ‖N (γo, 2γo)) =
∫ ∞
−∞
fX(x) log
fX(x)
gX(x)
dx, (53)
where
gX(x) =
1√
4piγo
e−
(x−γo)2
4γo (54)
and the pdf fX(x) is derived in (48). Note that the parameter γo is obtained by (25) with γ as
its input. Since fX(x) has the input mean LLR as a parameter γ, the above divergence can be
uniquely determined for a given γ, and calculated by numerical integration.
The results are shown in Fig. 10, where we observe that the divergence rapidly decreases as
γ increases. Since KL divergence is a measure of difference in two distributions and reaches 0
when they match perfectly, the smaller KL divergence indicates that fX(x) is closer to Gaussian
with N (γo, 2γo). Therefore, the result in Fig. 10 convinces us that as the input mean LLR γ
increases, the output may be approximated as N (γo, 2γo) as desired by GA. On the other hand, if
γ is small, assuming the output LLR distribution as N (γo, 2γo) may exhibit inaccurate behavior.
In the context of polar code construction, if the operating SNR is lower as in the case of low-rate
code and thus the input mean LLR is likely to be small, then the trace of evolution by GA may
not be necessarily accurate. Nevertheless, in the low code rate case in general, bad channels are
not used, and thus the negative effect caused by this inaccuracy may be limited. Conversely, if
the operating SNR is high as in the case of high-rate code, due to the accuracy of distribution
approximation, GA is expected to accurately estimate the evolution of mean LLR, which leads
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Fig. 10. KL divergence between the distribution of the min-sum function output and that assumed by GA.
to construction with better BLER estimation. In fact, in the results of Fig. 4, we observe that
the polar codes constructed by GA with higher code rate exhibit performance much closer to
the theoretical limit compared to the low code rate case which should begin GA process with
the low γ value.
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