Aerial image scene classification is a fundamental problem for understanding high-resolution remote sensing images and has become an active research task in the field of remote sensing due to its important role in a wide range of applications. However, the limitations of existing datasets for scene classification, such as the small scale and low-diversity, severely hamper the potential usage of the new generation deep convolutional neural networks (CNNs). Although huge efforts have been made in building large-scale datasets very recently, e.g., the Aerial Image Dataset (AID) which contains 10,000 image samples, they are still far from sufficient to fully train a high-capacity deep CNN model. To this end, we present a larger-scale dataset in this paper, named as AID++, for aerial scene classification based on the AID dataset. The proposed AID++ consists of more than 400,000 image samples that are semi-automatically annotated by using the existing the geographical data. We evaluate several prevalent CNN models on the proposed dataset, and the results show that our dataset can be used as a promising benchmark for scene classification.
INTRODUCTION
Scene classification is an important task in the interpretation of remote sensing image. In recent years, with the development of deep convolutional neural networks, deep CNNs have extraordinary performance in image classification tasks [1] . Transfer learning is regarded as a feasible method in the remote sensing image classification. Due to the great generalization of the CNN models pretrained on the large-scale data set ImageNet, the pretrained CNN models can achieve the great classification accuracy by trained on a few number of remote sensing images [2] . However, the CNN models trained in this way are only applicable to the specific remote sensing data set cannot have a good performance on the other data set. The pretrained CNN models fine-tuned on a few number of remote sensing images are not completely suitable for remote sensing images This work was partially supported by NSFC projects under the contracts No.61771350 and No.41501462 and dont have good generalization ability. The lack of largescale remote sensing image data set should be responsible for the bad generalization ability of the CNN models. The current remote sensing image scene classification data sets, such as AID [3] , UCM [4] cannot satisfy the demand of CNNs for the amount of data. So, there are few available scene classification datasets for training, testing, and comparing different scene classification algorithms. The lack of such a data set largely limits the development and application of scene classification algorithms. In order to alleviate these problems, we have created a data set containing 400,000 images and 46 categories. And we present the test results for state-of-the art convolution neural networks and evaluate the performance of different CNNs
In comparing the existing datasets [3] [4], we found that the scene categories of existing datasets are very confusing, and the relationship between categories is not well organized. This confusion is very unfavorable to the semantic understanding of the image. So in response to this problem, we have created a hierarchical network of scene categories that organize categories clearly and effectively. Category networks have an important role in image annotation and image classification.The existing methods for establishing datasets mainly use manual annotation methods. However, when we want to create a dataset with a large amount of data, there is practically no feasibility only using manual annotation. We note that there are many kinds of data that describe surface features, such as maps, public geodata, and so on. These annotated information effectively describe the surface things. So, when we set up a data set, we can use these information to guide the annotation process of the image, which greatly reduces manpower consumption, improves annotation efficiency and ensures annotation accuracy. This paper is organized as follows: We first describe the process of building a data set in Section 2, Section 3 compares the performance of the various convolutional neural networks on the data set, and finally draw the conclusion in Section 4.
AID++ DATASET
In the process of setting up a large-scale data set, the most time-consuming steps of the traditional man-made annotation method are to obtain the coordinates of scene categories and distinguish the scene types. Nowadays, there is a large amount of existing geo-information annotation in the remote sensing field. In the course of building the dataset, we can use map annotation information to find coordinates of a specific semantic tag, and then use the coordinates to get the corresponding images. The entire operation completes the data acquisition and labeling, which can greatly reduce annotation time and manpower consumption.
The construction of the AID++ dataset is composed of four steps, from creating a category network, using existing geodatabases to obtain coordinates of category, querying and downloading images using the coordinates, eliminating annotation errors manually, to scaling up the dataset and further improving the separation of similar classes.
Category Network
Because of the complexity and variety of remote sensing scene types, there are many kinds of relationships between categories. In order to effectively organize these scene categories, we have manually built an overcomplete multi-layered hierarchy for all scene categories. Through the semantic inclusion between scene categories, all remote sensing scene categories are arranged in a three-level tree: with 46 leaf nodes connected to 26 parent nodes at the second level that are in turn connected to 8 nodes at the first level (shown in Fig.1 ). By referring to various land-use and land-cover classification standards and selecting whether to meet the requirements by using aerial images, the selected categories are hierarchically organized by inclusion to form a final scene category network.
Obtain Coordinates
After the construction of category network, the coordinates attached to the corresponding semantic tag should be collected by using existing geo-information annotation. We use three methods, Google Map API, OpenStreetMap, existing geodatabases, to obtain a large number of coordinates attached to a specific semantic tag. These coordinates will be used to obtain the corresponding image, thus completing the image acquisition and annotation. These methods take advantage of the information already available to annotate images, greatly reducing manpower requirements, and accelerating dataset expansion.
Google Map API
The Google Map API is an application programming interface developed by Google Map. The API provides a map semantic tag search function. we use the API to develop a category tags search program, which can obtain the geographical coordinates matching tag information with a certain range. The result of the search program is displayed in Fig.2 . The figure shows the result which is acquired by the program by searching the semantic tag Baseball Field
We search the label "baseball field", the program will search for all matching information points in the area, and will use the red dot to display the matching points. By changing the search area, the more matching points will be displayed and stored.
OpenStreetMap
OpenStreetMap is a collaborative project to create a free editable map of the world that allows registrants to freely edit maps under certain rules to add map information. The elements in the OpenStreetMap data model consist of node, way and Every node or way has tags which describe the surface feature. By searching the tag using the category, the nodes or ways which meet the search condition can be selected. So, we will get the points or areas which have the semantic information matching with the category(shown in Fig.5) .
By search commercial tag, we get a way which outlines the commercial area. So, we can get several images in the area which belongs to the category commercial.
Existing Geodatabase
Public existing geodatabases which are issued by state institutions have accurate and complete data. So those public databases which have excellent data are very important to the course of acquiring coordinates. Those databases provide the accurate coordinates and detailed information.
We obtained the National Bridge Inventory (NBI) Bridges dataset, which gives detailed information about the bridges in the United States, including coordinates, length, material, and more. We get the coordinates of a large number of bridges by processing this dataset. Similarly, we also get other types of databases to get a lot of accurate coordinates. We used to get the coordinates of a large number of bridges by processing this dataset. Similarly, we also get other types of data sets, so get a lot of high degree of confidence in the coordinate information.
Acquiring images
The images will be acquired by using the coordinates attached to the semantic tags. Taking the coordinates as the center, square boxes with a specific scale are formed to outline the areas which represent the scene categories. We will use the square boxes to delineate the scope and acquire the images in the scope. At last we will put the images which belongs to the same category together. But some images which have wrong annotation should be eliminated manual.
EXPERIMENTS

CNNs
With the development of deep learning, convolutional neural networks perform well in remote sensing image scene classification. Several CNN models have excellent performance in scene classification tasks. VGG-16 [5] is a deep network developed based on AlexNet.The network increases the network layer to improve classification performance firstly. GoogleNet [6] adopts the inception structure unit, which uses a parallel structure to parallelize the convolution kernels of different sizes. In order to solve the problem of gradient disappearance, ResNet [7] sums the input and output of the layer. In this way, the input information is added directly to the output, so that the gradient is always present during gradient calculation of backpropagation. DenseNet [8] uses a densely connected block structure. The layers of the block are densely connected with each other. Compared with the ResNet, the connection of DenseNet dont directly add the two sides.
Results and analysis
We selected 46 categories in the category network for training and testing. Two kinds of proportion of images are used to train the CNNs. Table 1 shows the overall accuracy of the [2] . By comparing the results of different proportion of training images, we draw the conclusion that the more training images are, the higher classification accuracy is. By further studying the confusion matrix, we analyze the categories with high classification accuracy and poor classification accuracy. It can be found that the classification accuracy of land cover category can reach more than 90. However, the classification accuracy of land use category is lower. Categories under the same general category are often confusing.
In order to compare the generalization capabilities of different data sets training CNN models, we have designed multiple sets of transferring experiments. Several ResNet-50 models are trained on AID++, ImageNet [9] , NWPU [10] , RSI-CB [11] , AID [3] respectively. And the pretrained models will be regarded to as a feature extractor classify the images of WHU-19, which is a small-scale remote sensing data set. The result of classification accuracy is displayed in the Table. 2.
The model pretrained on AID++ achieve the best classification accuracy. Due to the larger-scale data, the model pretrained on AID++ achieve better classification accuracy than other remote sensing data sets. Comparing with ImageNet, the model pretrained on AID++ have a better generalization ability and achieve better classification accuracy. Hence, the model pretrained on AID++ is more applicable to the remote sensing scene classification.
CONCLUSION
In this paper, we present a new large-scale aerial image dataset for scene classification, for the sake of alleviating the current situation that the limitations of existing datasets considerably hamper the development of new high-power methods. Our benchmark dataset contains more than 400,000 images distributing in 46 classes.
We propose an efficient method to label a large amount of image samples using the existing geo-databases. Several
representative CNNs are trained and tested on the proposed dataset. The experimental results will be the promising benchmark for scene classification. Several comparative experiments demonstrate that the model pretrained on AID++ have a better generalization ability in the remote sensing scene classification than other remote sensing data sets and ImageNet. AID++ can be used to train the deep convolution neural networks and is more suitable for tasks in remote sensing field.
