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Abstract 
Diagnostic classification models (DCMs) are psychometric models for evaluating a 
student’s mastery of the essential skills in a content domain based upon their responses to set of 
test items. Currently, diagnostic model and/or Q-matrix misspecification is a known problem 
with limited avenues for remediation. To address this problem, this paper defines a one-sided 
score statistic that is a computationally efficient method for detecting under-specification of both 
the Q-matrix and the model parameters of the particular DCM chosen in an analysis. This 
method is analogous to the modification indices widely used in structural equation modeling. 
The results of a simulation study show the Type I error rate of modification indices for DCMs 
are acceptably close to the nominal significance level when the appropriate mixture 𝜒𝜒2 reference 
distribution is used. The simulation results indicate that modification indices are very powerful in 
the detection of an under-specified Q-matrix and have ample power to detect the omission of 
model parameters in large samples or when the items are highly discriminating. An application 
of modification indices for DCMs to an analysis of response data from a large-scale 
administration of a diagnostic test demonstrates how they can be useful in diagnostic model 
refinement. 
Key words: diagnostic classification models, model selection, Q-matrix misspecification, 
modification index, one-sided score test 
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Modification Indices for Diagnostic Classification Models 
1. Introduction 
  Diagnostic classification models (DCMs; e.g., Rupp, Templin, & Henson, 2010), also 
known as cognitive diagnosis models (e.g., Leighton & Gierl, 2007), are psychometric models 
allowing for the evaluation of an examinee’s mastery of a set of predefined skills or attributes 
based upon their responses to a set of test items. The diagnostic approach to modeling item 
responses is in contrast to more traditional psychometric approaches that provide one overall 
measure of student ability in a general content domain. DCMs, however, provide estimates of 
student ability along multiple dimensions within a content domain, thus, in education, equipping 
educators with an explanation for why a student is not performing well based upon the skills that 
have or have not yet been mastered. Such information makes it possible for educators to provide 
targeted remediation addressing individual strengths and weaknesses. Although DCMs have 
become an active area of research within the educational and psychological measurement 
community, many issues remain in assessing the fit of such models to empirical data. 
 The primary purpose in applying DCMs to a set of item response data is to classify 
examinees according to their degree of proficiency on multiple latent traits. However, if the 
statistical relation between attribute mastery and responses to the test items specified by the 
DCM used in the analysis is not correct, the resulting classifications will be questionable (e.g., 
Kunina-Habenicht, Rupp, & Wilhelm, 2012; Rupp & Templin, 2008). Specification of a DCM 
includes two components: (1) identifying the latent attributes being measured by each item, 
typically conducted by subject-matter experts and then summarized as binary entries in what is 
known as a Q-matrix (Tatsuoka, 1983), and (2) defining the statistical model parameters that 
combine to predict item responses based upon the measured attributes an examinee has mastered. 
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Therefore, any evaluation of diagnostic model fit should examine both the plausibility of the Q-
matrix used in the analysis and the statistical parameters included in the model. 
 The studies of Rupp and Templin (2008) and Choi, Templin, Cohen, and Atwood (2010) 
both examined conditions in which a Q-matrix was under-specified (that is, some attributes 
measured by an item were not recorded as such) and conditions in which a Q-matrix was over-
specified (that is, attributes identified as measured by an item were not in fact related to the 
item). Both cases of Q-matrix misspecification led to decreased accuracy in parameter estimation 
and examinee classification, with the study of Choi et al. (2010) finding Q-matrix under-
specification to be particularly detrimental. Kunina-Habenicht et al. (2012) also found Q-matrix 
misspecification to adversely impact examinee classification accuracy. DeCarlo (2011) discussed 
how a potential misspecification of the Q-matrix for the fraction subtraction data (Tatsuoka, 
1990) has led to some counter-intuitive examinee classifications. 
Methods for detecting Q-matrix misspecification continues to be a focus for researchers. 
The item-fit indices proposed in Kunina-Habenicht et al. (2012) showed effectiveness in 
detecting over-specification of the Q-matrix but were less effective in detecting under-
specification. Gu, Liu, Xu, and Ying (2018) proposed a global test for the Q-matrix, though this 
method does not suggest how to improve the fit if a Q-matrix is rejected. Methods for searching 
for the Q-matrix specification maximizing the discriminatory power of the assessment items are 
described in de la Torre (2008) and de la Torre and Chiu (2016). These methods showed 
promising results but are computationally intensive in terms of the number of model estimations 
that must be carried out. Liu, Xu, and Ying (2012) proposed methods for deriving a Q-matrix 
based only on student responses without incorporating the input of subject-matter experts, then 
Culpepper (2019) builds on this method by proposing an exploratory DCM framework that does 
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incorporate the knowledge of content experts. Again, these methods showed promising results, 
but are computationally intensive. In this paper, a computationally efficient method of testing for 
Q-matrix under-specification, termed a Q-matrix modification index, is formulated based upon 
the modification indices widely used for the detection of model under-specification in the field of 
structural equation modeling (e.g., Sörbom, 1989). 
As previously discussed, in addition to possible misspecification of the Q-matrix, a 
diagnostic model can also potentially be under- or over-specified. Research on diagnostic 
modeling has resulted in the development and refinement of many specific diagnostic model 
parameterizations such as the DINA, DINO, and C-RUM models, as well as the formulation of 
general diagnostic modeling families such as the log-linear cognitive diagnosis model (LCDM; 
Henson, Templin, & Willse, 2009). For a thorough review of DCM parameterizations, see Rupp 
et al. (2010). Traditionally, diagnostic model selection has been carried out by estimating the 
parameters of several specific DCMs, such as the DINA, DINO, and C-RUM, and then selecting 
the best fitting model according to measures of relative fit such as AIC or BIC (e.g., Chen, de la 
Torre, & Zhang, 2013). However, Henson et al. (2009) demonstrated how the most commonly 
used DCMs can each be represented using the LCDM formulation by placing statistical 
constraints on some of the model parameters, thus allowing the use of likelihood-based inference 
to test the statistical significance of the LCDM item parameters. That is, one could start by fitting 
a baseline model within the LCDM family, then add significant parameters and remove non-
significant ones until the best fitting model is achieved. This may be the DINA for some items, 
the DINO for others, or a previously undefined DCM for other items. 
Significance testing procedures for comparing nested models estimated under maximum 
likelihood include the likelihood ratio, Wald, and score tests. The likelihood ratio statistic 
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requires estimation of parameters from both a full and reduced model and is thus the most 
computationally intensive of the three approaches. The Wald test requires estimation of the 
parameters in the full model only. For this reason, the Wald statistic is often used to test for 
model over-specification, that is, for removal of parameters currently in the model. The software 
package Mplus (Muthén & Muthén, 1998-2017) provides Wald statistics for LCDM parameters 
(see Templin & Hoffman, 2013), and Wald statistics in the DCM framework are also discussed 
in de la Torre (2011). The score (or Lagrange Multiplier) test requires only the estimation of the 
reduced model parameters. This makes the score statistic a computationally efficient test for 
model under-specification, that is, for testing whether the addition of certain model parameters 
would significantly improve model fit. The modification index widely used in structural equation 
modeling is in fact a one degree of freedom score statistic (Sörbom, 1989), and score tests have 
also previously been discussed in the context of item response theory modeling (Glas, 1999; Glas 
& Suárez-Falcón, 2003; Glas & Verhelst, 1995). Score tests have yet to be developed for use in 
the DCM framework. In this paper, we will also define and evaluate the performance of score 
statistics appropriate for the detection of diagnostic model under-specification, which will be 
referred to as diagnostic model modification indices. 
 The goal of this paper is to define and investigate the statistical properties of score 
statistics for Q-matrix modification and for diagnostic model modification within the LCDM 
framework. The next section provides the technical details underlying the LCDM. This is 
followed by a definition of the score test and an outline of how it can be applied to the problem 
of improving model-data fit for the LCDM. Results from a series of simulation studies designed 
to assess the utility of score statistics for modification of the LCDM are presented as is an 
empirical application of modification indices for DCMs. 
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2. Overview of the LCDM 
 The purpose of a DCM is to classify examinees according to the attributes that they have 
or have not yet mastered. If a test measures A dichotomous attributes, all possible combinations 
of mastery/non-mastery result in 2𝐴𝐴 possible mastery profiles. Classification into these 2𝐴𝐴 
possible attribute mastery profiles is equivalent to assigning examinees to the appropriate latent 
class in a constrained latent class model (e.g., Lazarsfeld & Henry, 1968). 
 To formulate the general latent class model, let 𝑌𝑌𝑒𝑒𝑒𝑒 denote the response of examinee e to 
item i with 𝑌𝑌𝑒𝑒𝑒𝑒 = 1 for a correct response and 𝑌𝑌𝑒𝑒𝑒𝑒 = 0 for an incorrect response, e = 1, 2, …, E 
and i = 1, 2, …, I. The latent class model assumes that the conditional distribution of 𝑌𝑌𝑒𝑒𝑒𝑒 given 
that examinee e belongs to latent class c is Bernoulli, with 𝜋𝜋𝑒𝑒𝑖𝑖 representing the probability an 
examinee in latent class c answers item i correctly for c = 1, …, C. Let 𝜈𝜈𝑖𝑖 denote the probability 
that a randomly selected examinee belongs to latent class c with ∑ 𝜈𝜈𝑖𝑖 = 1𝐶𝐶𝑖𝑖=1 . Then, the 
unconstrained latent class model defines the probability of observing a particular item response 
vector 𝒚𝒚𝒆𝒆 = (𝑦𝑦𝑒𝑒1,𝑦𝑦𝑒𝑒2, … ,𝑦𝑦𝑒𝑒𝑒𝑒) for examinee e as: 
 𝑃𝑃(𝒀𝒀𝒆𝒆 = 𝒚𝒚𝒆𝒆) = �𝜈𝜈𝑖𝑖𝐶𝐶
𝑖𝑖=1
�𝜋𝜋𝑒𝑒𝑖𝑖
𝑦𝑦𝑒𝑒𝑒𝑒(1 − 𝜋𝜋𝑒𝑒𝑖𝑖)1−𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒
𝑒𝑒=1
 . (1) 
The class membership probabilities 𝜈𝜈𝑖𝑖 are referred to as structural parameters, and the 
summation portion of the model is referred to as the structural component. The product across 
items stems from the local independence assumption and is referred to as the measurement 
component of the model. The latent class model parameters can be estimated using the method of 
maximum likelihood (see Bartholomew & Knott, 1999, Chapter 6). The different DCM variants 
can be formulated by placing appropriate constraints on the item response probability parameters 
𝜋𝜋𝑒𝑒𝑖𝑖 in the measurement component of the model.  
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The LCDM item response function is determined in part by the attributes being measured 
by each item. Attributes enter the model as categorical latent variables, with the attribute mastery 
profile for an examinee in latent class c given by 𝜶𝜶𝑖𝑖 = (𝛼𝛼𝑖𝑖1,𝛼𝛼𝑖𝑖2, … ,𝛼𝛼𝑖𝑖𝐴𝐴) where 𝛼𝛼𝑖𝑖𝑐𝑐 = 1 
indicates mastery of attribute a and 𝛼𝛼𝑖𝑖𝑐𝑐 = 0 indicates non-mastery of the attribute. The item by 
attribute Q-matrix specifies which attributes are measured by each item, with 𝑞𝑞𝑒𝑒𝑐𝑐 = 1 indicating 
that item i measures attribute a and 𝑞𝑞𝑒𝑒𝑐𝑐 = 0 indicating that it does not. 
 As an example of the LCDM parameterization, consider an item i that measures attributes 
1 and 2 so that 𝑞𝑞𝑒𝑒1 = 1 and 𝑞𝑞𝑒𝑒2 = 1. Conditional on the attribute mastery profile 𝜶𝜶𝒄𝒄 for the latent 
class c to which examinee e belongs, the LCDM item response function for this item is: 
 𝜋𝜋𝑒𝑒𝑖𝑖 = 𝑃𝑃(𝑌𝑌𝑒𝑒𝑒𝑒 = 1|𝜶𝜶𝒄𝒄) = exp�𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(1)𝛼𝛼𝑖𝑖1 + 𝜆𝜆𝑒𝑒,1,(2)𝛼𝛼𝑖𝑖2 + 𝜆𝜆𝑒𝑒,2,(1,2)𝛼𝛼𝑖𝑖1𝛼𝛼𝑖𝑖2�1 + exp�𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(1)𝛼𝛼𝑖𝑖1 + 𝜆𝜆𝑒𝑒,1,(2)𝛼𝛼𝑖𝑖2 + 𝜆𝜆𝑒𝑒,2,(1,2)𝛼𝛼𝑖𝑖1𝛼𝛼𝑖𝑖2� . (2) 
Thus, the LCDM models the conditional item response probability via a logit link function with 
the linear predictor resembling a factorial ANOVA model where the measured attributes 
represent fully crossed and reference coded design factors. The first subscript on the 𝜆𝜆 
parameters refers to the item, the second to the level of the effect (i.e., 0 for intercept, 1 for main 
effect, 2 for two-way interaction, etc.), and the parenthetical subscripts identify the attributes 
with which the parameter is associated.  
 Comparing the linear predictor in Equation 2 for examinees having mastered exactly one 
of the measured attributes (that is, either 𝛼𝛼𝑖𝑖1 = 1 and 𝛼𝛼𝑖𝑖2 = 0, or 𝛼𝛼𝑖𝑖1 = 0 and 𝛼𝛼𝑖𝑖2 = 1) to that for 
examinees not having mastered any measured attributes (that is, 𝛼𝛼𝑖𝑖1 = 0 and 𝛼𝛼𝑖𝑖2 = 0), we see that 
the following restrictions are needed to ensure that examinees having mastered one attribute have 
a higher probability of responding correctly than examinees not having mastered either attribute: 
       𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(1) > 𝜆𝜆𝑒𝑒,0   ⟹   𝜆𝜆𝑒𝑒,1,(1) > 0  (3) 
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and   𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(2) > 𝜆𝜆𝑒𝑒,0   ⟹   𝜆𝜆𝑒𝑒,1,(2) > 0  . 
In general, all LCDM main effects must be positive in order to ensure that masters of a given 
attribute have a higher probability of a correct response than do non-masters. For Equation 2, we 
see that the following order constraints for the two-way interaction are also necessary:  
 
      𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(1) + 𝜆𝜆𝑒𝑒,1,(2) + 𝜆𝜆𝑒𝑒,2,(1,2) > 𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(1)   ⟹   𝜆𝜆𝑒𝑒,2,(1,2) > −𝜆𝜆𝑒𝑒,1,(2)  
and   𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(1) + 𝜆𝜆𝑒𝑒,1,(2) + 𝜆𝜆𝑒𝑒,2,(1,2) > 𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,1,(2)   ⟹   𝜆𝜆𝑒𝑒,2,(1,2) > −𝜆𝜆𝑒𝑒,1,(1)  . (4) 
 The LCDM can be expressed in a general form as:  
 𝜋𝜋𝑒𝑒𝑖𝑖 = 𝑃𝑃(𝑌𝑌𝑒𝑒𝑒𝑒 = 1|𝜶𝜶𝒄𝒄) = exp �𝜆𝜆𝑒𝑒,0 + 𝝀𝝀𝑒𝑒𝑇𝑇𝒉𝒉(𝜶𝜶𝑖𝑖,𝒒𝒒𝑒𝑒)�1 + exp �𝜆𝜆𝑒𝑒,0 + 𝝀𝝀𝑒𝑒𝑇𝑇𝒉𝒉(𝜶𝜶𝑖𝑖,𝒒𝒒𝑒𝑒)�  (5) 
where 𝝀𝝀𝒊𝒊 is a column vector containing the 2𝐴𝐴 − 1 main effect and interaction terms for item i 
and 𝒒𝒒𝑒𝑒 is the ith row of the Q-matrix indicating the attributes measured by item i. The column 
vector 𝒉𝒉(𝜶𝜶𝑖𝑖,𝒒𝒒𝑒𝑒) contains linear combinations of 𝜶𝜶𝑖𝑖 and 𝒒𝒒𝑒𝑒 such that: 
 𝝀𝝀𝑒𝑒𝑇𝑇𝒉𝒉(𝜶𝜶𝑖𝑖,𝒒𝒒𝑒𝑒) = �𝜆𝜆𝑒𝑒,1,(𝑐𝑐)𝛼𝛼𝑖𝑖𝑐𝑐𝑞𝑞𝑒𝑒𝑐𝑐𝐴𝐴
𝑐𝑐=1
+ � � 𝜆𝜆𝑒𝑒,2,(𝑐𝑐,𝑐𝑐′)𝛼𝛼𝑖𝑖𝑐𝑐𝛼𝛼𝑖𝑖𝑐𝑐′𝑞𝑞𝑒𝑒𝑐𝑐𝑞𝑞𝑒𝑒𝑐𝑐′ + ⋯𝐴𝐴
𝑐𝑐′=𝑐𝑐+1
𝐴𝐴−1
𝑐𝑐=1
 . (6) 
The first A elements of the 𝝀𝝀𝒊𝒊 vector are the main effects for item i, the next �𝐴𝐴2� are the two-way 
interactions, the next �𝐴𝐴3� are the three-way interactions, and so on up until a final A-way 
interaction term for items measuring all A attributes. Order constraints must also be imposed on 
these higher-order interaction terms to guarantee that the item response probability increases as 
additional attributes are mastered. 
 Constraints may also be placed upon the 𝜈𝜈𝑖𝑖 parameters in the structural component of 
Equation 1 through what is referred to as a structural model. By imposing constraints on the 𝜈𝜈𝑖𝑖 
parameters, structural models reduce the number of parameters that need to be estimated. Several 
methods for modeling the structural parameters have been proposed in the DCM literature, 
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including a log-linear model (Henson & Templin, 2005) and a structured tetrachoric model (de la 
Torre & Douglas, 2004; Templin, 2004). 
 The choice of models for both the 𝜈𝜈𝑖𝑖 and 𝜋𝜋𝑒𝑒𝑖𝑖 parameters in Equation 1 completely 
specifies a diagnostic model. Estimation of these model parameters and calculation of 𝑃𝑃(𝑐𝑐|𝒚𝒚𝑒𝑒) 
leads to the classification of examinees into attribute mastery profiles, with classification made to 
the latent class for which an examinee has the highest membership probability. However, as 
discussed in the Introduction, the accuracy of examinee classifications can be impacted if the 
DCM or its Q-matrix are misspecified. Thus, methods for detecting model misspecification are 
an important part of the model fitting process. 
3. Likelihood Theory and Score Tests 
 The modification indices for DCMs proposed in this paper are based upon the score test, 
a general hypothesis testing procedure useful in the detection of model under-specification. Thus, 
an overview of the score test for a general parametric model will be provided before describing 
how the score test can serve as an empirically driven method for modifying the parameters of a 
diagnostic model and its associated Q-matrix. 
 The score test considers the adequacy of a reduced (potentially under-specified) statistical 
model. That is, the fully-specified model contains p parameters, but a model with only p — q 
parameters is estimated; the q remaining parameters have been fixed to zero in estimation and we 
would like to see if freely estimating these parameters would significantly improve the fit of the 
model to the data. As the score test only requires estimation of the p – q parameters in the 
reduced model, it is often preferred over equivalent hypothesis testing procedures such as the 
likelihood ratio test, which requires estimation of both the full and reduced models, and the Wald 
test, which requires estimation of all p parameters in the full model. 
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To define the score statistic, let 𝜷𝜷 be a p x 1 vector of model parameters and partition 𝜷𝜷 
as 𝜷𝜷T = (𝜷𝜷1T,𝜷𝜷2T) where 𝜷𝜷1 is a (p – q) x 1 vector of the nuisance parameters and 𝜷𝜷2 a q x 1 
vector of the parameters of interest in hypothesis testing. The adequacy of the reduced model is 
then tested by the null hypothesis 𝐻𝐻0:𝜷𝜷2 = 𝟎𝟎. Let ℓ(𝜷𝜷) denote the log-likelihood function of the 
model containing all p parameters. Denote the score vector by 𝑺𝑺(𝜷𝜷) and partition it as: 
 𝑺𝑺(𝜷𝜷) = 𝜕𝜕
𝜕𝜕𝜷𝜷
ℓ(𝜷𝜷) =
⎝
⎜
⎛
𝜕𝜕
𝜕𝜕𝜷𝜷1
ℓ(𝜷𝜷)
𝜕𝜕
𝜕𝜕𝜷𝜷2
ℓ(𝜷𝜷)
⎠
⎟
⎞ = �𝑺𝑺1(𝜷𝜷)
𝑺𝑺2(𝜷𝜷)� . (7) 
Solving 𝑺𝑺1(𝜷𝜷1T,𝟎𝟎T)T = 𝟎𝟎 gives the maximum likelihood estimates of the reduced model 
containing only p – q parameters, 𝜷𝜷�T = �𝜷𝜷�1T,𝟎𝟎T�. Let 𝐈𝐈1(𝜷𝜷) be the information matrix for a 
single observation and partition it according to the partitioning of 𝜷𝜷: 
 𝐈𝐈1(𝜷𝜷) = �𝐈𝐈11 𝐈𝐈12𝐈𝐈12T 𝐈𝐈22� (8) 
where 𝐈𝐈11 is (p – q) x (p – q), 𝐈𝐈12 is (p – q) x q, and 𝐈𝐈22 is q x q. Similarly, partition 𝐈𝐈1−1(𝜷𝜷) as: 
 𝐈𝐈1−1(𝜷𝜷) = �𝐈𝐈11 𝐈𝐈12𝐈𝐈21 𝐈𝐈22� (9) 
where the dimensions of 𝐈𝐈11, 𝐈𝐈12, 𝐈𝐈21, and 𝐈𝐈22 are the same as those of 𝐈𝐈11, 𝐈𝐈12, 𝐈𝐈12T , and 𝐈𝐈22, 
respectively. Let 𝐈𝐈22.1 = 𝐈𝐈22 − 𝐈𝐈12T 𝐈𝐈11−1𝐈𝐈12. Then 𝐈𝐈22 = 𝐈𝐈22.1−1  by the formula for the inverse of a 
partitioned matrix (e.g., Harville, 2008, Section 8.5). Thus, the score statistic in the test of 
𝐻𝐻0:𝜷𝜷2 = 𝟎𝟎 versus 𝐻𝐻𝐴𝐴:𝜷𝜷2 ≠ 𝟎𝟎 is given by: 
 𝑛𝑛−1 �
𝑺𝑺1�𝜷𝜷��
𝑺𝑺2�𝜷𝜷��
�
T
𝐈𝐈1
−1�𝜷𝜷�� �
𝑺𝑺1�𝜷𝜷��
𝑺𝑺2�𝜷𝜷��
�  
 = 𝑛𝑛−1 � 𝟎𝟎𝑺𝑺2�𝜷𝜷���T �𝐈𝐈11�𝜷𝜷�� 𝐈𝐈12�𝜷𝜷��𝐈𝐈21�𝜷𝜷�� 𝐈𝐈22�𝜷𝜷��� � 𝟎𝟎𝑺𝑺2�𝜷𝜷���  
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 = 𝑛𝑛−1�𝑺𝑺2�𝜷𝜷���T𝐈𝐈22�𝜷𝜷���𝑺𝑺2�𝜷𝜷��� . (10) 
Under the null hypothesis, 𝑛𝑛−1/2𝑺𝑺𝟐𝟐�𝜷𝜷�� 𝒅𝒅→ 𝑁𝑁𝑞𝑞(𝟎𝟎,  𝐈𝐈22.1[(𝜷𝜷1T,𝟎𝟎T)T]). Thus, the asymptotic 
distribution of the score statistic in Equation 10 is that of a 𝜒𝜒2(𝑞𝑞) random variable. 
 Many researchers in educational measurement have used score tests to detect model 
under-specification in their respective areas of interest; perhaps the best known application is in 
the field of structural equation modeling (SEM) where Sörbom (1989) described the use of one 
degree of freedom score tests that he referred to as modification indices. SEM is a broad term 
encompassing many related modeling families, each with the primary goal of explaining the 
covariance structure among a set of variables. Traditionally, the observed variables in SEM can 
be either categorical or continuous but all latent variables must be continuous, thereby excluding 
DCMs from the SEM framework. Measures of overall model fit assess whether the structural 
equation model hypothesized by the researcher fits the observed data adequately. If the fit is 
poor, modification indices can be used as a guide in determining which parameters to add to the 
model so as to significantly improve model-data fit, i.e. they test for model under-specification. 
In confirmatory factor analysis, the model for the vector of observed variables Y is: 
 𝒀𝒀 = 𝝉𝝉 + 𝚲𝚲𝚲𝚲 + 𝜺𝜺 (11) 
where 𝝉𝝉 is a vector of intercept parameters, 𝚲𝚲 is a matrix of regression weights commonly 
referred to as factor loadings with number of rows equal to the number of observed variables and 
number of columns equal to the number of latent variables, 𝚲𝚲 is a vector of the continuous latent 
variables referred to as factors, and 𝜺𝜺 is a vector of measurement errors uncorrelated with 𝚲𝚲. As a 
simple example of how modification indices can be applied to the measurement component of a 
structural equation model, consider the following hypothesized factor loading matrix for a 
confirmatory factor model with five observed and two latent variables: 
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 𝚲𝚲 =
⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆1,1 0
𝜆𝜆2,1 𝜆𝜆2,2
𝜆𝜆3,1 00 𝜆𝜆4,2
𝜆𝜆5,1 𝜆𝜆5,2⎦⎥⎥
⎥
⎥
⎤
 . (12) 
The ‘0’ entry in the first column means the fourth measured variable is not hypothesized to be an 
indicator of the first latent factor, and there are ‘0’ entries in the second column because the first 
and third measured variables are not hypothesized as indicators of the second factor. If the model 
is a poor fit for the data, then allowing some of the parameters constrained to zero to be freely 
estimated may improve the fit. For example, adding a path from the first factor to the fourth 
measured variable may significantly reduce the discrepancy between model and data. The 
modification index for making this determination is the score statistic (see Equation 10) in a test 
of 𝐻𝐻0: 𝜆𝜆4,1 = 0 versus 𝐻𝐻𝐴𝐴: 𝜆𝜆4,1 ≠ 0, which will have a 𝜒𝜒2(1) distribution for large samples.  
 There are several paths that could be added and the determination of which ones should 
be included in the model is typically made in a sequential forward selection procedure. Such a 
process begins by calculating the modification index for all constrained paths and the most 
significant ones are added to the model one at a time until it is no longer possible to improve 
model fit by freely estimating one of the constrained parameters. However, as MacCallum, 
Roznowski, and Necowitz (1992) point out, in making multiple successive modifications to a 
model one runs the risk of capitalizing on chance variation in the sample data such that the 
model modifications may not generalize to the population. Furthermore, some modifications 
suggested by such a procedure may not have a meaningful interpretation, making it important for 
researchers to carefully consider the substantive implications of each potential modification. 
 Another important criticism concerning the typical use of score tests in the context of 
SEM is that users rarely control for Type I error rates across multiple tests of individual 
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parameters, even though they likely would do so in the context of an analysis of variance (e.g., 
Cribbie, 2007; Green & Babyak, 1997). To address this lack of multiplicity control when 
modification indices are used in SEM, Green and Babyak (1997) demonstrated the use of three 
methods for controlling Type I error rates in both a path analytic example and a factor analytic 
example, including the well-known Bonferonni procedure (Dunn, 1961). These criticisms and 
potential resolutions would also apply to modification indices developed for use with DCMs. 
4. Adapting Score Tests for DCMs 
4.1 Q-Matrix Modification Indices This method of model modification so prevalent in 
the SEM literature can be extended to a diagnostic modeling context, and could be used for 
detection of under-specification of both the Q-matrix (the focus of this subsection) and the 
diagnostic model (the focus of the next subsection). As an example of how modification indices 
would function in a test of Q-matrix under-specification, consider a hypothesized Q-matrix for 
the DCM of a test with five items measuring two attributes:  
 𝑄𝑄 =
⎣
⎢
⎢
⎢
⎡
1 01 11 00 11 1⎦⎥⎥
⎥
⎤ . (13) 
With respect to indicating which items measure which latent variables, the Q-matrix is analogous 
to the factor loading matrix in Equation 12. The ‘0’ entry in the second column of the first row 
implies that attribute 2 is not measured by Item 1. Modification indices can determine whether 
the addition of this path, or any path corresponding to a ‘0’ entry in the Q-matrix, would 
significantly improve the fit of the model to the sample data. However, even if a modification is 
statistically justifiable it may not be substantively plausible, thus the item should be reviewed to 
determine whether measurement of this attribute is even conceivable. 
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 Q-matrix modification indices will be a bit more complex than their SEM counterparts 
due to the fact that DCMs incorporate terms representing interactions between latent variables. In 
SEM the latent variables are typically combined in a purely additive form, such that the addition 
of a path from a latent factor to an observed variable implies the addition of only one model 
parameter. For DCMs, the addition of a path from an attribute to an item entails the addition of a 
main effect and one or more interaction terms. For example, consider Item 1 in the Q-matrix of 
Equation 13 for which the LCDM item response function is given by:  
 𝑃𝑃(𝑌𝑌𝑒𝑒1 = 1|𝜶𝜶𝒄𝒄) = exp�𝜆𝜆1,0 + 𝜆𝜆1,1,(1)𝛼𝛼𝑖𝑖1�1 + exp�𝜆𝜆1,0 + 𝜆𝜆1,1,(1)𝛼𝛼𝑖𝑖1� . (14) 
If this item were specified as measuring both attributes 1 and 2 instead of only attribute 1, the 
fully-specified form of the LCDM function would then be: 
 𝑃𝑃(𝑌𝑌𝑒𝑒1 = 1|𝜶𝜶𝒄𝒄) = exp�𝜆𝜆1,0 + 𝜆𝜆1,1,(1)𝛼𝛼𝑖𝑖1 + 𝜆𝜆1,1,(2)𝛼𝛼𝑖𝑖2 + 𝜆𝜆1,2,(1,2)𝛼𝛼𝑖𝑖1𝛼𝛼𝑖𝑖2�1 + exp�𝜆𝜆1,0 + 𝜆𝜆1,1,(1)𝛼𝛼𝑖𝑖1 + 𝜆𝜆1,1,(2)𝛼𝛼𝑖𝑖2 + 𝜆𝜆1,2,(1,2)𝛼𝛼𝑖𝑖1𝛼𝛼𝑖𝑖2� . (15) 
Hence, using the score statistic to test the hypotheses 𝐻𝐻0:𝜷𝜷2 = 𝟎𝟎 versus 𝐻𝐻𝐴𝐴:𝜷𝜷2 ≠ 𝟎𝟎 where 𝜷𝜷2T =
�𝜆𝜆1,1,(2), 𝜆𝜆1,2,(1,2)� represents an omnibus test of whether Item 1 measures attribute 2 in addition 
to measuring attribute 1. However, the order constraints imposed upon the 𝜆𝜆 parameters define a 
complicated parameter space under this alternative hypothesis. For practitioners, implementation 
will be much simpler if modification indices instead focused on the individual 𝜆𝜆 parameters 
included in 𝜷𝜷𝟐𝟐 in a one at a time sequential fashion, as is common in SEM modification indices 
reported from widely used statistical software packages. Conducting individual score tests has 
the added benefit of immediately identifying the particular parameters that differ from zero, 
rather than just indicating that at least one of them differs from zero. Thus, in testing whether 
Item 1 measures attribute 2 in addition to measuring attribute 1 there will be two Q-matrix 
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modification indices, which we define as the score statistics in the tests of the null hypotheses: 
(1) 𝐻𝐻0: 𝜆𝜆1,1,(2) = 0 and (2) 𝐻𝐻0: 𝜆𝜆1,2,(1,2) = 0. 
 The alternative hypotheses for these tests are determined in part by the order constraints 
imposed on the 𝜆𝜆 parameters. Recall that, in general, main effects must be greater than zero in 
order for mastery of an additional measured attribute to increase (rather than decrease) the 
chance of answering an item correctly. Thus, for testing 𝐻𝐻0: 𝜆𝜆1,1,(2) = 0 the alternative 
hypothesis is 𝐻𝐻𝐴𝐴: 𝜆𝜆1,1,(2) > 0. Now, the second Q-matrix modification index is testing for the 
addition of an interaction term between attributes 1 and 2 to the model in Equation 14, which 
contains only an intercept term and a main effect for attribute 1. Hence, it is only necessary to 
require the interaction to be greater than zero, thus for testing 𝐻𝐻0: 𝜆𝜆1,2,(1,2) = 0 the alternative 
hypothesis is 𝐻𝐻𝐴𝐴: 𝜆𝜆1,2,(1,2) > 0. Note that the score statistic given in Equation 10 applies only to 
two-sided tests. However, methods do exist for conducting score tests when the alternative 
hypothesis of interest is one-sided (e.g., Silvapulle & Silvapulle, 1995). These methods and their 
application to modification indices for diagnostic classification models will be discussed in §4.3. 
The number of Q-matrix modification indices associated with a given item will depend 
upon the number of attributes both the item and the test are specified as measuring. For instance, 
given a test measuring four attributes and an item specified as measuring two of these attributes, 
there will be eight Q-matrix modification indices that could be considered for this item: one main 
effect, two two-way interactions, and one three-way interaction for each of the unspecified 
attributes. For long tests measuring many items, the total number of Q-matrix modification 
indices to consider can become quite large. In the context of SEM, it has been suggested that 
researchers conduct a restricted search in which only indices for the modifications which could 
be substantively justified are considered, thereby reducing the total number of hypothesis tests 
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(e.g., MacCallum, 1986). For items already specified as measuring multiple attributes, it would 
also make sense for the researcher to initially consider Q-matrix modification indices 
corresponding only to the main effects and the lower-order (e.g., two-way) interactions. Given 
this potential for large numbers of tests, it is paramount that some sort of multiplicity correction, 
such as the Bonferroni procedure, is used with Q-matrix modification indices. 
Consider again the example of using Q-matrix modification indices to test whether Item 1 
in the Q-matrix of Equation 13 measures attribute 2 in addition to attribute 1. Rejection of either 
𝐻𝐻0: 𝜆𝜆1,1,(2) = 0 or 𝐻𝐻0: 𝜆𝜆1,2,(1,2) = 0 would suggest Item 1 does measure attribute 2. If Item 1 is 
reviewed and this suggestion seems reasonable, the Q-matrix in Equation 13 should be altered so 
that the entry in the second column of the first row is now a ‘1’ instead of a ‘0.’ Now, if only 
𝐻𝐻0: 𝜆𝜆1,1,(2) = 0 is rejected, then it would make sense for the model for Item 1 to be re-specified 
so as to include the main effect of attribute 2. But, if only 𝐻𝐻0: 𝜆𝜆1,2,(1,2) = 0 is rejected the analyst 
must decide whether or not to adhere to the principle of hierarchy in statistical modeling, 
whereby higher-order interaction terms are included only if all corresponding lower-order terms 
are also included. In this case, following the principle of hierarchy would mean including both 
the significant interaction between attributes 1 and 2 and the non-significant main effect for 
attribute 2 in the re-specified model. In general, though, it is not advisable to add multiple 
parameters in a subsequent model re-specification, as modification indices are a comparison of 
the initially specified model and a model that adds just the parameter under consideration.  
 Q-matrix modification indices were so named because they represent the addition of 
model parameters that would alter the entries of the Q-matrix. However, when the hypothesized 
model is not a fully-specified LCDM, e.g., the model contains only main effects and no 
interaction terms, it is possible to modify the model parameters in such a way that the Q-matrix 
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is not altered. Modification indices for these model parameters will be referred to as diagnostic 
model modification indices, and are elaborated on in the following subsection. 
 4.2 Diagnostic Model Modification Indices Diagnostic modeling families such as the 
LCDM offer modeling flexibility and a unified DCM framework, as most of the commonly used 
DCM variants are simply special cases of the fully-specified LCDM. However, many researchers 
and analysts still choose to implement a specific restricted DCM, with the most common being 
the DINA model. Diagnostic model modification indices can be used to determine whether 
freeing some of the parameters constrained by a particular DCM variant might significantly 
improve model fit, thereby allowing analysts to test whether sample evidence rejects the 
response process hypothesized by their chosen DCM. 
 To define diagnostic model modification indices, consider the case where the initially 
specified diagnostic model is the DINA model, a noncompensatory DCM hypothesizing that all 
measured attributes must be mastered to have a high probability of answering an item correctly. 
That is, the probability of responding correctly to an item can only increase by mastering all 
measured attributes and does not increase incrementally for each additional attribute mastered. 
Thus, the LCDM representation of the DINA model for an item i measuring attributes 1 and 2 is: 
 𝑃𝑃(𝑌𝑌𝑒𝑒𝑒𝑒 = 1|𝜶𝜶𝒆𝒆) = exp�𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,2,(1,2)𝛼𝛼𝑒𝑒1𝛼𝛼𝑒𝑒2�1 + exp�𝜆𝜆𝑒𝑒,0 + 𝜆𝜆𝑒𝑒,2,(1,2)𝛼𝛼𝑒𝑒1𝛼𝛼𝑒𝑒2� . (16) 
In comparing the DINA model to the fully-specified LCDM for an item i measuring attributes 1 
and 2 as given in Equation 2, there will be two associated diagnostic model modification indices, 
which we define as the score statistics in the tests of the hypotheses: (1) 𝐻𝐻0: 𝜆𝜆𝑒𝑒,1,(1) = 0 versus 
𝐻𝐻𝐴𝐴: 𝜆𝜆𝑒𝑒,1,(1) > 0 and (2) 𝐻𝐻0: 𝜆𝜆𝑒𝑒,1,(2) = 0 versus 𝐻𝐻𝐴𝐴: 𝜆𝜆𝑒𝑒,1,(2) > 0.  
These modification indices test whether the response process hypothesized by the DINA 
model is supported by sample evidence. If so, then neither main effect would be statistically 
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significant, but their interaction term would be significant. If only one main effect is significant, 
this item might not measure the second attribute and the two-way interaction term would not be 
significant in a re-specified model including the significant main effect. Thus, in light of the 
availability of the LCDM, initially hypothesizing a DINA model is inefficient. It would be more 
productive in terms of number of model specifications to begin either with a fully-specified 
LCDM and subsequently remove non-significant parameters, or to follow the principle of 
hierarchy in statistical modeling and begin with a model including only main effects and possibly 
some lower-order interaction terms, and then test for the inclusion of higher-order interactions. 
DINA model modification indices can be constructed for all items measuring multiple 
attributes, with the number of modification indices depending upon the number of attributes 
measured by the item. For example, an item measuring three attributes will have six associated 
DINA model modification indices, three for the omitted main effects and three for the omitted 
two-way interactions. For items measuring only one attribute, the LCDM representation of the 
DINA model contains an intercept and one main effect, and is therefore fully specified. Thus, no 
DINA model modification indices will be needed for single attribute items. 
 As diagnostic model modification indices can be applied whenever the initial model is 
not a fully-specified LCDM, an important application will be to the case where higher-order 
interaction terms were initially omitted from the model because of their computational burden. In 
such circumstances, diagnostic model modification indices corresponding to these omitted 
interaction terms would supply information about whether their exclusion is statistically 
justifiable. Modification indices are computationally efficient in that they can provide such 
information without actually estimating the omitted model parameters. 
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 4.3 Score Tests in a Constrained Parameter Space The score statistic in Equation 10 
implicitly assumes a two-sided alternative hypothesis, and must be adjusted for the one-sided 
cases of interest in DCM modification. Silvapulle and Silvapulle (1995) presented a score test 
appropriate for one-sided alternatives, and Verbeke and Molenberghs (2003) demonstrated its 
use in the context of variance components testing in the generalized linear mixed model. Here, 
we demonstrate how this one-sided score statistic can be used as a modification index for DCMs. 
 As outlined above, the hypotheses associated with modification indices for DCMs will 
frequently be of the form 𝐻𝐻0:𝛽𝛽2 = 0 versus 𝐻𝐻𝐴𝐴:𝛽𝛽2 > 0. When 𝛽𝛽2 is a scalar constrained to be 
greater than zero, the one-sided score statistic 𝑇𝑇𝑆𝑆 based on a sample of E examinees is given by: 
 𝑇𝑇𝑆𝑆 = �𝑆𝑆2�𝜷𝜷���2
𝐸𝐸 ∙ I22�𝜷𝜷�� − inf ��𝑆𝑆2�𝜷𝜷��√𝐸𝐸 − b�2 I22�𝜷𝜷���b > 0� (17) 
with 𝑇𝑇𝑆𝑆~ 12 𝜒𝜒2(0) + 12 𝜒𝜒2(1). Note that the first term in TS is the general score statistic, which has 
a 𝜒𝜒2(1) distribution. If unconstrained estimation of 𝛽𝛽2 would result in a negative value of ?̂?𝛽2, the 
infimum in Equation 17 is achieved when b = 0, resulting in TS = 0. Else, the infimum in 
Equation 17 is zero and TS will be the value of the general score statistic, providing an intuitive 
argument for why the distribution of TS is a 50:50 mixture of the 𝜒𝜒2(0) and  𝜒𝜒2(1) distributions. 
 When testing for the addition of an interaction term to a model containing only main 
effects, the alternative hypothesis will be of the form 𝐻𝐻𝐴𝐴:𝛽𝛽2 > −𝑘𝑘, where 𝛽𝛽2 represents an 
interaction term and 𝑘𝑘 is the value of the smallest main effect. In this case, the infimum in 
Equation 17 is conditional on b > −𝑘𝑘, and the one-sided score statistic will follow a weighted 
mixture of the 𝜒𝜒2(0) and 𝜒𝜒2(1) distributions with unknown weights (Silvapulle & Sen, 2005, 
Section 3.5). Using 𝜒𝜒2(1) as the reference distribution will serve as a good approximation when 
the sample size is large, as is frequently the case in educational testing. 
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 In order to evaluate 𝑇𝑇𝑆𝑆, we will need to find 
 𝑆𝑆2�𝜷𝜷�� = 𝜕𝜕ℓ(𝜷𝜷)𝜕𝜕𝛽𝛽2 �𝜷𝜷=𝜷𝜷�  (18) 
which is the partial derivative of the log-likelihood of the full model (i.e., the model that includes 
all reduced model parameters and 𝛽𝛽2) with respect to 𝛽𝛽2, evaluated at the maximum likelihood 
estimates of the reduced model when 𝛽𝛽2 = 0. In practice, the software package Mplus can find 
maximum likelihood estimates of LCDM parameters (see Templin & Hoffman, 2013). From 
Equation 1, we see that the log-likelihood of the LCDM for a sample of E examinees is: 
 ℓ = � log𝑓𝑓(𝑌𝑌𝑒𝑒;𝜷𝜷)𝐸𝐸
𝑒𝑒=1
= � log𝐸𝐸
𝑒𝑒=1
� 𝜈𝜈𝑖𝑖
𝐶𝐶
𝑖𝑖=1
�𝜋𝜋𝑒𝑒𝑖𝑖
𝑦𝑦𝑒𝑒𝑒𝑒(1 − 𝜋𝜋𝑒𝑒𝑖𝑖)1−𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒
𝑒𝑒=1
� (19) 
where the 𝜋𝜋𝑒𝑒𝑖𝑖 parameters are as defined by the LCDM of Equation 5 and the 𝜈𝜈𝑖𝑖 are defined by 
the chosen structural model. Evaluation of 𝑆𝑆2�𝜷𝜷�� requires the partial derivatives of the LCDM 
log-likelihood with respect to the item parameters, which can be shown to be: 
 𝜕𝜕ℓ
𝜕𝜕𝜆𝜆𝑒𝑒.𝑙𝑙.(𝒂𝒂) = �∑ 𝜈𝜈𝑖𝑖 𝜕𝜕𝜂𝜂𝑒𝑒𝜕𝜕𝜆𝜆𝑒𝑒,𝑙𝑙,(𝒂𝒂)𝐶𝐶𝑖𝑖=1 (𝑦𝑦𝑒𝑒𝑒𝑒 − 𝜋𝜋𝑒𝑒𝑖𝑖)∏ 𝜋𝜋𝑒𝑒𝑖𝑖𝑦𝑦𝑒𝑒𝑒𝑒(1 − 𝜋𝜋𝑒𝑒𝑖𝑖)1−𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒=1∑ 𝜈𝜈𝑖𝑖𝐶𝐶𝑖𝑖=1 ∏ 𝜋𝜋𝑒𝑒𝑖𝑖𝑦𝑦𝑒𝑒𝑒𝑒(1 − 𝜋𝜋𝑒𝑒𝑖𝑖)1−𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒=1𝐸𝐸𝑒𝑒=1   (20) 
where 𝜂𝜂𝑒𝑒 = 𝜆𝜆𝑒𝑒,0 + 𝝀𝝀𝑒𝑒𝑇𝑇𝒉𝒉(𝜶𝜶𝑖𝑖,𝒒𝒒𝑒𝑒) as defined in Equation 5 and the entries of 𝝀𝝀𝒊𝒊 are denoted as 
𝜆𝜆𝑒𝑒,𝑙𝑙,(𝒂𝒂) where l designates the level of the effect and the vector 𝒂𝒂 identifies the attributes with 
which the parameter is associated. 
 The calculation of I22�𝜷𝜷�� is also needed to evaluate 𝑇𝑇S, which depends upon the entries 
in the information matrix 𝐈𝐈1(𝜷𝜷), defined in Equation 8. However, as discussed in McLachlan and 
Peel (2000, Section 2.15), calculation of the second-order derivatives of the model log-likelihood 
can be quite tedious for mixture models such as the LCDM. They suggest approximating the 
sample information matrix, i.e., 𝐸𝐸 ∙ 𝐈𝐈1(𝜷𝜷), using the empirical observed information matrix:  
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 �
∂log𝑓𝑓�𝑌𝑌𝑒𝑒;𝜷𝜷��
𝜕𝜕𝜷𝜷
× ∂log𝑓𝑓�𝑌𝑌𝑒𝑒;𝜷𝜷��
𝜕𝜕𝜷𝜷T
𝐸𝐸
𝑒𝑒=1
 . (21) 
In addition to the partial derivatives with respect to the item parameters, this approximation also 
requires the partial derivatives of the LCDM log-likelihood with respect to the structural 
parameters. For the log-linear structural model proposed in Henson & Templin (2005), the 
expected number of examinees in a latent class, 𝜇𝜇𝑖𝑖, is predicted by: 
 log(𝜇𝜇𝑖𝑖) = �𝛾𝛾1,(𝑐𝑐)𝛼𝛼𝑖𝑖𝑐𝑐𝐴𝐴
𝑐𝑐=1
+ � � 𝛾𝛾2,(𝑐𝑐,𝑐𝑐′)𝛼𝛼𝑖𝑖𝑐𝑐𝛼𝛼𝑖𝑖𝑐𝑐′𝐴𝐴
𝑐𝑐′=𝑐𝑐+1
𝐴𝐴−1
𝑐𝑐=1
+ ⋯+ 𝛾𝛾𝐴𝐴,�𝑐𝑐,𝑐𝑐′,… ��𝛼𝛼𝑖𝑖𝑐𝑐𝐴𝐴
𝑐𝑐=1
 (22) 
and the partial derivatives of the LCDM log-likelihood with respect to the structural parameters 
𝛾𝛾𝑙𝑙,(𝒂𝒂), where l designates the level of the effect and the vector 𝒂𝒂 identifies the attributes with 
which the structural parameter is associated, can be shown to be: 
 
𝜕𝜕ℓ
𝜕𝜕𝛾𝛾𝑙𝑙.(𝒂𝒂) = �
∑ 𝜈𝜈𝑖𝑖 �
𝜕𝜕
𝜕𝜕𝛾𝛾𝑙𝑙.(𝒂𝒂) 𝜇𝜇𝑖𝑖 − ∑
𝜕𝜕
𝜕𝜕𝛾𝛾𝑙𝑙.(𝒂𝒂) 𝜇𝜇𝑖𝑖𝐶𝐶𝑖𝑖=1
∑ 𝜇𝜇𝑖𝑖
𝐶𝐶
𝑖𝑖=1
� �∏ 𝜋𝜋𝑒𝑒𝑖𝑖
𝑦𝑦𝑒𝑒𝑒𝑒(1 − 𝜋𝜋𝑒𝑒𝑖𝑖)1−𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒=1 �𝐶𝐶𝑖𝑖=1
∑ 𝜈𝜈𝑖𝑖
𝐶𝐶
𝑖𝑖=1 ∏ 𝜋𝜋𝑒𝑒𝑖𝑖
𝑦𝑦𝑒𝑒𝑒𝑒(1 − 𝜋𝜋𝑒𝑒𝑖𝑖)1−𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒=1𝐸𝐸𝑒𝑒=1  . 
 
(23) 
Mplus can provide the approximation to the sample information matrix defined in Equation 21 
for the estimated model if MLF is specified as the estimator in the analysis statement, where 
MLF requests maximum likelihood parameter estimates with standard errors approximated by 
first-order derivatives (Muthén & Muthén, 1998-2017). The approximation in Equation 21 is 
based on work by Louis (1982), and was also used by Glas (1999) and by Glas and Suárez-
Falcón (2003) in their application of the score test to item response theory models. 
5. Simulation Study 
 To assess the utility of both Q-matrix and diagnostic model modification indices as 
methods for detecting under-specification of DCMs, a simulation study was conducted. The 
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simulation study consisted of two components: a study evaluating the performance of Q-matrix 
modification indices and a study evaluating diagnostic model modification indices. Each of these 
included both a Type I error study and a power analysis. In the Type I error study, the goal was 
to demonstrate that modification indices for DCMs indicate that unnecessary attributes or model 
parameters should be added to the model at an acceptably low rate (i.e., at the Type I error rate 
specified by the researcher). In the power analysis, the goal was to verify that modification 
indices for DCMs indicate that necessary attributes or model parameters should be added to the 
model at an acceptably high rate (i.e., that the test is powerful), and to investigate the sample 
sizes needed to reach a desired level of power. 
 All simulation conditions included 30 items, 3 attributes, a .455 tetrachoric correlation 
among attributes, and 1000 replications. In the Type I error studies, all samples consisted of 2500 
examinees. The power analyses included samples of 500, 1000, 2500, and 5000 examinees. The 
Q-matrix for the generating models was balanced, with every item measuring either one or two 
attributes and each possible pattern (100, 010, 001, 110, 101, and 011) repeated five times. The 
item parameters of all generating models were chosen such that examinees having mastered none 
of the measured attributes respond correctly with probability .18. Two different item parameter 
effect sizes were included in the study: a smaller effect size in which examinees that have 
mastered all measured attributes respond correctly with probability .62 and a larger effect size in 
which this probability is .92. All models were estimated in Mplus, and the modification indices 
were calculated using a program written in the statistical software package R. 
 5.1 Type I Error Study for Q-Matrix Modification Indices This study considered 
modification indices for the addition of attribute 2 to the model for Item 1, which measures only 
attribute 1 in the generating model. That is, the unnecessary addition of both 𝜆𝜆1,1,(2) and 𝜆𝜆1,2,(1,2) 
MODIFICATION INDICES FOR DCMS 23 
 
to the estimated LCDM was considered. The proportion of replications in which the modification 
indices incorrectly indicated this modification was advantageous is summarized in Table 1. 
These observed Type I error rates were consistently close to the nominal significance level 𝛼𝛼. 
Given that two hypothesis tests were conducted on each set of simulated data, one for the main 
effect and one for the interaction term, the familywise error rate is of concern. The observed 
probability that at least one of the two null hypotheses was incorrectly rejected at the 𝛼𝛼 = .05 
level was .107 in the large effect size and .069 in the smaller effect size. Hence, some type of 
multiplicity control should be considered when using Q-matrix modification indices in practice. 
 5.2 Power Analysis for the Q-Matrix Modification Indices The item of interest in this 
study was Item 4, which measures both attributes 1 and 2 in the generating Q-matrix, but was 
incorrectly specified as only measuring attribute 1 in the estimated model (i.e., 𝜆𝜆4,1,(2) and 
𝜆𝜆4,2,(1,2) were both included in the generating but not the estimated LCDM). The proportion of 
replications in which the modification indices correctly detected this under-specification are 
given in Table 2. The significance levels reported include: (1) 𝛼𝛼 = .05, corresponding to no 
multiple testing correction, (2) 𝛼𝛼 = .025, corresponding to a Bonferonni correction for the two 
tests actually conducted for each sample, and (3) 𝛼𝛼 = .0005, corresponding to a Bonferonni 
correction for the 105 potential tests for the main effect and two-way interaction of every ‘0’ 
entry in the generating Q-matrix. As seen in Table 2, these tests were quite powerful even when 
the familywise error rate was controlled for the 105 potential tests. 
 5.3 Type I Error Study for Diagnostic Model Modification Indices This study focused on 
modification indices for the DINA model because of its popularity among researchers and 
analysts. The DINA model was both the generating and estimated model for all items in this 
study in order to estimate the ability of diagnostic model modification indices to correctly find 
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that a given diagnostic model is not under-specified. Specifically, we considered modification 
indices for the main effects of attributes 1 and 2 in the model for Item 4, which were not in the 
generating model. Table 3 reveals that the observed Type I error rates were consistently close to 
the nominal level. Observed familywise error rates with no multiplicity control were again 
inflated, with the observed probability that at least one of the two null hypotheses was incorrectly 
rejected at the 𝛼𝛼 = .05 level was .089 in the large effect size and .081 in the smaller effect size. 
 5.4 Power Analysis for Diagnostic Model Modification Indices In this study, data 
were generated from a fully-specified LCDM for the given Q-matrix. However, the DINA model 
parameters were estimated for Item 4 such that the main effects for attributes 1 and 2 were 
included in the generating but not in the estimated model. As seen in Table 4, the modification 
indices were quite powerful in the detection of this under-specification for the large effect size 
conditions. However, they were less powerful for the smaller effect sizes where the items were 
not as discriminating between masters and non-masters of the measured attributes, especially for 
smaller sample sizes and when using a significance level of 𝛼𝛼 = .0017 to control the familywise 
error rate for the 30 tests that would result if the DINA was specified for all items. 
6. DTMR Fractions Test Data Analysis 
 Having defined a one-sided score statistic appropriate for use as a modification index for 
DCMs, affirmed Type I error control when a mixture 𝜒𝜒2 reference distribution is used, and 
explored the conditions in which these modification indices have reasonable power, we next 
investigated their utility to suggest appropriate model revisions in practice. The data used in this 
analysis were from a large-scale administration of the Diagnosing Teachers’ Multiplicative 
Reasoning (DTMR) Fractions Test, a diagnostic test designed to assess middle grades teachers’ 
conceptual understandings of fraction arithmetic (Bradshaw, Izsák, Templin, & Jacobson, 2014). 
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The DTMR Factions Test was specifically designed for assessing examinee mastery of multiple 
attributes using DCMs, in contrast to typical analyses where DCMs are fit to existing response 
data from exams developed for use with other (often unidimensional) psychometric models. 
 The DTMR fractions test included 21 question stems and 28 items in total. The test was 
designed to measure four essential attributes of multiplicative reasoning: attending to referent 
units (𝛼𝛼1), partitioning and iterating (𝛼𝛼2), identifying appropriate situations to make 
multiplicative comparisons (𝛼𝛼3), and forming multiplicative comparisons (𝛼𝛼4). The test was 
administered to a sample of 990 in-service middle-grades mathematics teachers from across the 
country. Bradshaw et al. (2014) analyzed the response data using a fully-specified LCDM with 
the initially hypothesized Q-matrix given in Table 5. Note that there is not an entry for Item 20 
because this item was removed from the analysis due to difficulties in scoring the responses. 
Item parameters removed from the model on the basis of nested model comparisons using the 
likelihood ratio test led to the seven changes in the Q-matrix noted in Table 5. 
 6.1 Q-Matrix Modification Indices for the DTMR Fractions Test Data Q-matrix 
modification indices were used to test for under-specification of the Q-Matrix using the 
estimated model of Bradshaw et al. (2014). That is, for each ‘0’ entry in the initial Q-matrix in 
Table 5, a Q-matrix modification index was calculated to determine if there is statistical evidence 
that the item measures that attribute. In an effort to reduce the total number of hypothesis tests, 
only modification indices corresponding to main effects and two-way interactions of items 
specified as measuring multiple attributes were considered. The results are given in Table 6. 
 As there were 148 potential model modifications considered in Table 6, a Bonferroni 
correction to control the familywise error rate at .05 required 𝑝𝑝 < (. 05 148⁄ ) for statistical 
significance. This corresponded to a critical value of 11.55 for the 1
2
𝜒𝜒2(0) + 1
2
𝜒𝜒2(1) reference 
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distribution. From Table 6, we see that 10 modification indices exceeded 11.55. There were four 
statistically significant two-way interaction terms, and in each case the corresponding main 
effect was also significant. Hence, the Q-matrix modification indices suggested six possible 
alterations to the initial Q-matrix: specifying Item 2 as also measuring 𝛼𝛼2, specifying Item 3 as 
also measuring 𝛼𝛼1, specifying Item 6 as also measuring 𝛼𝛼1 and 𝛼𝛼4, and specifying Item 8d as 
also measuring 𝛼𝛼1 and 𝛼𝛼2. This represents a reasonable number of Q-matrix modifications for 
the mathematics education content specialists to consider as a means to improving the agreement 
between the statistical model and the observed response patterns. Bradshaw (2017) noted that 
Item 3 was a difficult item with only 40% of examinees having mastered 𝛼𝛼2, the only attribute 
the item was originally specified as measuring, expected to answer the item correctly and that an 
additional required attribute may explain the difficulty of this item. 
 6.2 DINA Model Modification Indices for the DTMR Fractions Test Data In the 
second component of the DTMR Fractions test data analysis, DINA model modification indices 
were used to determine if this popular DCM might be an appropriate model for the DTMR data. 
At first, the parameters of the DINA model according to the initial Q-matrix in Table 5 were 
estimated. However, none of the items were initially specified as measuring only 𝛼𝛼4. This caused 
the attribute profile for masters of only attribute 4 to be indistinguishable from the attribute 
profile for masters of none of the attributes due to the DINA model parameterization (Madison & 
Bradshaw, 2015; Rupp & Templin, 2008).  To resolve this issue, Item 10a was specified as 
measuring only attribute 4 in a subsequent estimation of the DINA model parameters, as the 
LCDM analysis indicated that Item 10a did not also measure attribute 1 as initially hypothesized. 
As noted previously, the DINA model is equivalent to the LCDM in the case of items 
measuring just one attribute. For the 13 items now specified as measuring two attributes, 
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diagnostic model modification indices were used to determine if inclusion of an omitted main 
effect would significantly improve model-data fit. These results are given in Table 7. If a 
Bonferonni correction is used to control the familywise error rate at .05 for these 26 tests, then a 
modification index greater than 8.36 is considered statistically significant. From Table 7, we see 
that there were three significant DINA model modification indices and that the suggested model 
modifications include: adding the main effect for attribute 3 to the model for Item 8a, adding the 
main effect for attribute 4 to Item 10b, and adding the main effect for attribute 4 to the model for 
Item 10c. However, average estimated item parameter values were similar to those in the smaller 
effect size conditions of the simulation study, where estimated power for 1,000 examinees was 
very low (about .10) when controlling the familywise error rate at .05 for 30 tests (see Table 4). 
Several of the results from the DINA model modification indices for the DTMR data 
support the argument that initially hypothesizing a DINA model is inefficient. For example, 
consider the model specification for Item 8a. The original Q-matrix identified this item as 
measuring attributes 3 and 4. In the LCDM analysis of Bradshaw et al. (2014), neither the 
interaction between these two attributes nor the main effect of attribute 4 were statistically 
significant. As such, the item was re-specified as measuring only attribute 3 and the likelihood 
ratio test indicated a significant improvement in model fit. However, in the DINA model 
analysis, arriving at the same conclusion took an additional step. In the first specification, the 
interaction between attributes 3 and 4 was statistically significant, but the DINA model 
modification indices indicated that the main effect for attribute 3 should be added to the model. 
When the model was re-specified accordingly, the main effect for attribute 3 was significant (𝑧𝑧 = 7.68, 𝑝𝑝 < .001) but the interaction term was no longer statistically significant (𝑧𝑧 = 0, 𝑝𝑝 = .50). Thus, it took a third model specification to arrive at the same conclusion the 
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LCDM analysis arrived at in two steps: Item 8a only measures attribute 3. Therefore, an analysis 
following the principle of hierarchy in statistical modeling by beginning with a fully-specified 
LCDM and subsequently removing non-significant parameters would be the preferred approach. 
7. Discussion 
 The primary aim in applying DCMs to the analysis of item response data is to classify 
examinees according to their mastery of multiple latent attributes. However, misspecification in 
either the parameterization of the DCM or its associated Q-matrix (or both) can cause the 
accuracy with which examinees are classified to the correct mastery profile to diminish (Choi et 
al., 2010; Kunina-Habenicht et al., 2012). There are currently limited avenues for identifying 
such sources of misfit which can be feasibly implemented. The modification indices for DCMs 
defined in this paper represent a computationally efficient method for evaluating the 
appropriateness of a diagnostic model specification and determining if it’s Q-matrix is complete. 
They also have the advantage of being a familiar model refinement technique in the educational 
measurement community because of their widespread use in SEM. 
 The simulation study conducted here made important strides in understanding the 
conditions in which modification indices for DCMs will be most useful. The results of the 
simulation study showed Q-matrix modification indices to be very powerful in the detection of 
an incomplete Q-matrix. Though the conditions considered here are in no way exhaustive, they 
were carefully chosen so as to be reflective of those encountered in practice such that it is 
reasonable to assume these findings will be fairly generalizable to empirical applications. 
Although the DINA model modification indices in the simulation study had limited power in the 
small effect size conditions, initial specification of the DINA model proved inefficient. The 
recommended approach is to begin with a fully-specified LCDM and then remove non-
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significant parameters or to use diagnostic model modification indices to justify the omission of 
higher-order interaction terms, which can be computationally intensive to estimate, in an initially 
specified model. The DTMR Fractions test data analysis illustrated how the incorporation of 
modification indices for DCMs into an analysis of diagnostic testing data can be useful in 
practice. As this study focused on vetting the usefulness of modification indices for DCMS when 
sources of misfit occur either only in the Q-matrix or only in the specification of the model 
parameters, an important next step will be to investigate their ability to disentangle multiple 
sources of misfit. 
 It is hoped that through the development of modification indices for DCMs and the 
evaluation of their statistical properties, educational researchers will have a valuable set of tools 
to justify their choice of model, to modify it as appropriate, and to take full advantage of the 
flexibility afforded by the LCDM family of models. This aligns with what Jöreskog (1993) 
referred to as a model generating approach. An illustration of how modification indices for 
DCMs fit in to this iterative process of model refinement is described in Bradshaw (2017). Thus, 
with the advent of diagnostic modeling families and the development of modification indices for 
DCMs, diagnostic model building will be able to employ empirically driven methods to arrive at 
a model that is substantively meaningful, reasonably parsimonious, and statistically well-fitting. 
  
MODIFICATION INDICES FOR DCMS 30 
 
References 
Bartholomew, D. J., & Knott, M. (1999). Latent variable models and factor analysis (2nd ed.). 
London: Arnold. 
Bradshaw, L. (2017). Diagnostic classification models. In Rupp, A. A. & Leighton, J. P. (Eds), 
The handbook of cognition and assessment (pp. 297–327). Chichester, UK: Wiley. 
Bradshaw, L., Izsák, A., Templin, J., & Jacobson, E. (2014). Diagnosing teachers’ 
understandings of rational number: Building a multidimensional test within the diagnostic 
classification framework. Educational Measurement: Issues and Practice, 33(1), 2–14. 
Chen, J., de la Torre, J., & Zhang, Z. (2013). Relative and absolute fit evaluation in cognitive 
diagnosis modeling. Journal of Educational Measurement, 50, 123–140.  
Choi, H.-J., Templin, J. L., Cohen, A. S., & Atwood, C. H. (2010, April). The impact of model 
misspecification on estimation accuracy in diagnostic classification models. Paper 
presented at the meeting of the National Council on Measurement in Education (NCME), 
Denver, CO. 
Culpepper, S. A. (2019). Estimating the cognitive diagnosis Q-matrix with expert knowledge: 
Application to the fraction subtraction dataset. Psychometrika, 84, 333–357. 
Cribbie, R. A. (2007). Multiplicity control in structural equation modeling. Structural Equation 
Modeling: A Multidisciplinary Journal, 14, 98-112. 
DeCarlo, L.T. (2011). On the analysis of fraction subtraction data: The DINA model, 
classification, latent class sizes, and the Q-matrix. Applied Psychological Measurement, 
35, 8–26. 
de la Torre, J. (2008). An empirically based method of Q-matrix validation for the DINA model: 
Development and applications. Journal of Educational Measurement, 45, 343-362. 
MODIFICATION INDICES FOR DCMS 31 
 
de la Torre, J. (2011). The generalized DINA model framework. Psychometrika, 76, 179-199. 
de la Torre, J., & Chiu, C. Y. (2016). A general method of empirical Q-matrix validation. 
Psychometrika, 81, 253–273. 
de la Torre, J., & Douglas, J. (2004). Higher-order latent trait models for cognitive diagnosis. 
Psychometrika, 69, 333-353. 
Dunn, O. J. (1961). Multiple comparisons among means. Journal of the American Statistical 
Association, 56, 52-64. 
Glas, C. A. W. (1999). Modification indices for the 2-pl and the nominal response model. 
Psychometrika, 64, 273–294. 
Glas, C. A. W., & Suárez-Falcón, J. C. (2003). A comparison of item-fit statistics for the three-
parameter logistic model. Applied Psychological Measurement, 27, 87-106. 
Glas, C. A. W., & Verhelst, N. D. (1995). Testing the Rasch model. In G. H. Fischer & I. W. 
Molenaar (Eds.), Rasch models: Foundations, recent developments and applications (pp. 
69-96). New York: Springer. 
Green, S. B., & Babyak, M. A. (1997). Control of Type I errors with multiple tests of constraints 
in structural equation modeling. Multivariate Behavioral Research, 32, 39-51. 
Gu, Y., Liu, J., Xu, G., & Ying, Z. (2018). Hypothesis testing of the Q-matrix. Psychometrika, 
83, 515–537 
Harville, D. A. (2008). Matrix algebra from a statistician’s perspective. New York: Springer. 
Henson, R., & Templin, J. (2005). Hierarchical log-linear modeling of the joint skill distribution. 
External Diagnostic Research Group Technical Report. 
Henson, R., Templin, J., & Willse, J. (2009). Defining a family of cognitive diagnosis models 
using log-linear models with latent variables. Psychometrika, 74, 191-210. 
MODIFICATION INDICES FOR DCMS 32 
 
Jöreskog, K. G. (1993). Testing structural equation models. In K. A. Bollen & J. S. Lang (Eds.), 
Testing structural equation models (pp. 294-316). Newbury Park, CA: Sage Publications. 
Kunina-Habenicht, O., Rupp, A. A., & Wilhelm, O. (2012). The impact of model 
misspecification on parameter estimation and item-fit assessment in log-linear diagnostic 
classification models. Journal of Educational Measurement, 49, 59-81. 
Lazarsfeld, P. F., & Henry, N. W. (1968). Latent structure analysis. Boston: Houghton Mifflin. 
Leighton, J. P., & Gierl, M. J. (Eds.). (2007). Cognitive diagnostic assessment for education: 
Theory and applications. Cambridge, UK: Cambridge University Press. 
Liu, J., Xu, G., & Ying, Z. (2012). Data-driven learning of Q-matrix. Applied Psychological 
Measurement, 36, 548-564. 
Louis, T. A. (1982). Finding the observed information matrix when using the EM algorithm. 
Journal of the Royal Statistical Society B, 44, 226-233. 
MacCallum, R. C. (1986). Specification searches in covariance structure modeling. 
Psychological Bulletin, 100, 107-120. 
MacCallum, R. C.,  Roznowski, M., & Necowitz, L. B. (1992). Model modification in 
covariance structure analysis: The problem of capitalization on chance. Psychological 
Bulletin, 111, 490-504. 
Madison, M. J., & Bradshaw, L. P. (2015). The effects of Q-matrix design on classification 
accuracy in the log-linear cognitive diagnosis model. Educational and Psychological 
Measurement, 75(3), 49 –511. 
McLachlan, G., & Peel, D. (2000). Finite mixture models. New York: Wiley. 
Muthén, L.K., &  Muthén, B.O. (1998-2017). Mplus user’s guide (8th ed.). Los Angeles, CA: 
Muthén & Muthén. 
MODIFICATION INDICES FOR DCMS 33 
 
Rupp, A. A., & Templin, J. (2008). The effects of Q-matrix misspecification on parameter 
estimates and classification accuracy in the DINA model. Educational and Psychological 
Measurement, 68, 78-96. 
Rupp, A. A., Templin, J., & Henson, R. A. (2010). Diagnostic measurement: Theory, methods, 
and applications. New York, NY: Guilford Press. 
Silvapulle, M. J., & Sen, P. K. (2005). Constrained statistical inference: Order, inequality, and 
shape constraints. Hoboken, NJ: Wiley. 
Silvapulle, M. J., & Silvapulle, P. (1995). A score test against one-sided alternatives. Journal of 
the American Statistical Association, 90, 342-349. 
Sörbom, D. (1989). Model modification. Psychometrika, 54, 371-384. 
Tatsuoka, K. K. (1983). Rule-space: An approach for dealing with misconceptions based on item 
response theory. Journal of Educational Measurement, 20, 345-354. 
Tatsuoka, K. K. (1990). Toward an integration of item-response theory and cognitive error 
diagnosis. In N. Frederiksen, R. Glaser, A. Lesgold, & M. Shafto (Eds.), Diagnostic 
monitoring of skill and knowledge acquisition (pp. 453-488). Hillsdale, NJ: Erlbaum. 
Templin, J. (2004). Generalized linear mixed proficiency models. Unpublished doctoral 
dissertation, University of Illinois at Urbana-Champaign, Urbana-Champaign, IL. 
Templin, J., & Hoffman, L. (2013). Obtaining diagnostic classification model estimates using 
Mplus. Educational Measurement: Issues and Practice, 32(2), 37–50. 
Verbeke, G., & Molenberghs, G. (2003). The use of score tests for inference on variance 
components. Biometrics, 59, 254-262. 
  
MODIFICATION INDICES FOR DCMS 34 
 
Table 1 
Observed Type I Error Rates in the Q-Matrix MIs Simulation Study 
  α Level 
Effect Size MI .100 .050 .025 .010 .005 
Large 𝜆𝜆1,1,(2) .103 .055 .027 .008 .003 
 𝜆𝜆1,2,(1,2) .117 .067 .031 .008 .005 
Smaller 𝜆𝜆1,1,(2) .082 .048 .025 .010 .005 
 𝜆𝜆1,2,(1,2) .090 .045 .026 .010 .006 
Note: MI = modification index; α = significance level. Type I error rate calculated as the 
proportion of observed MIs for a given item parameter exceeding the upper α critical value of 
the 1
2
𝜒𝜒2(0) + 1
2
𝜒𝜒2(1) distribution, where the critical value c is such that 1
2
𝑃𝑃(𝜒𝜒2(1) > 𝑐𝑐) = 𝛼𝛼. 
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Table 2 
Proportion of Significant MIs in the Q-Matrix MIs Power Analysis 
  
Sample Size 
𝛼𝛼 Level 
Effect Size MI .05 .025  .0005 
Large 𝜆𝜆4,1,(2) 500 1.000 1.000 1.000 
  1,000 1.000 1.000 1.000 
  2,500 1.000 1.000 1.000 
  5,000 1.000 1.000 1.000 
      
 𝜆𝜆4,2,(1,2) 500 1.000 1.000 1.000 
  1,000 1.000 1.000 1.000 
  2,500 1.000 1.000 1.000 
  5,000 1.000 1.000 1.000 
      
Smaller 𝜆𝜆4,1,(2) 500 .996 .989 .858 
  1,000 1.000 1.000 .992 
  2,500 1.000 1.000 1.000 
  5,000 1.000 1.000 1.000 
      
 𝜆𝜆4,2,(1,2) 500 .991 .978 .790 
  1,000 1.000 1.000 .991 
  2,500 1.000 1.000 1.000 
  5,000 1.000 1.000 1.000 
Note: MI = modification index; α = significance level. Statistical 
significance assessed according to the 1
2
𝜒𝜒2(0) + 1
2
𝜒𝜒2(1) reference 
distribution. 
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Table 3 
Observed Type I Error Rates in the Diagnostic Model MIs Simulation Study 
  α Level 
Effect Size MI .100 .050 .025 .010 .005 
Large 𝜆𝜆4,1,(1) .089 .048 .022 .007 .002 
 𝜆𝜆4,1,(2) .096 .041 .020 .010 .004 
Smaller 𝜆𝜆4,1,(1) .090 .041 .018 .009 .003 
 𝜆𝜆4,1,(2) .088 .040 .021 .010 .006 
Note: MI = modification index; α = significance level. Type I error rate calculated as the 
proportion of observed MIs for a given item parameter exceeding the upper α critical value of 
the 1
2
𝜒𝜒2(0) + 1
2
𝜒𝜒2(1) distribution, where the critical value c is such that 1
2
𝑃𝑃(𝜒𝜒2(1) > 𝑐𝑐) = 𝛼𝛼. 
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Table 4 
Proportion of Significant MIs in the Diagnostic Model MIs Power Analysis 
  
Sample Size 
𝛼𝛼 Level 
Effect Size MI .05 .025  .0017 
Large 𝜆𝜆4,1,(1) 500 .965 .938 .753 
  1,000 1.000 .999 .963 
  2,500 1.000 1.000 1.000 
  5,000 1.000 1.000 1.000 
      
 𝜆𝜆4,1,(2) 500 .952 .930 .744 
  1,000 1.000 1.000 .976 
  2,500 1.000 1.000 1.000 
  5,000 1.000 1.000 1.000 
      
Smaller 𝜆𝜆4,1,(1) 500 .342 .238 .049 
  1,000 .499 .375 .105 
  2,500 .815 .713 .331 
  5,000 .971 .946 .729 
      
 𝜆𝜆4,1,(2) 500 .338 .239 .053 
  1,000 .478 .360 .105 
  2,500 .805 .699 .342 
  5,000 .964 .939 .729 
Note: MI = modification index; α = significance level. Statistical 
significance assessed according to the 1
2
𝜒𝜒2(0) + 1
2
𝜒𝜒2(1) reference 
distribution. 
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Table 5 
Initial Q-Matrix for the DTMR Fractions Test 
Item  𝛼𝛼1 𝛼𝛼2 𝛼𝛼3 𝛼𝛼4 
1  1 0 0 0 
2  0 0 1 0 
3  0 1 0 0 
4  1 0 0 0 
5  1 0 0   1a 
6  0 1 0 0 
7  1 0 0 0 
8a  0 0 1   1 a 
8b  0 0 1 0 
8c  0 0 1 0 
8d  0 0 1 0 
9  1 0 0 0 
10a    1 a 0 0 1 
10b  1 0 0 1 
10c  1 0 0 1 
11  1 0 0   1 a 
12  1 0 0 0 
13  0 1 0 1 
14  1 1 0 0 
15a  0 1 0 1 
15b  0 1 0   1 a 
15c  0 1 0   1 a 
16  1 0 0 0 
17  1 1 0 0 
18  1 1 0 0 
19  0 0   1 a 0 
21  1 0 0 0 
22  1 1 0 0 
Note. DTMR = Diagnosing Teachers’ Multiplicative Reasoning; 
𝛼𝛼1 = attending to referent units; 𝛼𝛼2 = partitioning and iterating; 
𝛼𝛼3 = identifying appropriate situations to make multiplicative 
comparisons; 𝛼𝛼4 = forming multiplicative comparisons.  
The Q-Matrix is adapted from Bradshaw et al. (2014). 
a Entry subsequently changed to 0 based on the statistical 
significance of LCDM item parameters. 
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Table 6 
Q-Matrix Modification Indices for the DTMR Fractions Test Data 
Parameter   MI  Parameter   MI  Parameter   MI  Parameter   MI 
 𝜆𝜆1,1,(2) 8.36*   𝜆𝜆7,2,(1,3) 3.48*   𝜆𝜆10b,2,(2,4) 0.00   𝜆𝜆15a,2,(2,4) 0.60 
 𝜆𝜆1,2,(1,2) 0.00   𝜆𝜆7,1,(4) 0.00   𝜆𝜆10b,1,(3) 0.00   𝜆𝜆15b,1,(1) 0.00 
 𝜆𝜆1,1,(3) 11.24*   𝜆𝜆7,2,(1,4) 1.84   𝜆𝜆10b,2,(1,3) 0.47   𝜆𝜆15b,2,(1,2) 0.00 
 𝜆𝜆1,2,(1,3) 0.00   𝜆𝜆8a,1,(1) 0.00   𝜆𝜆10b,2,(3,4) 0.00   𝜆𝜆15b,1,(3) 0.00 
 𝜆𝜆1,1,(4) 7.55*   𝜆𝜆8a,2,(1,3) 0.36   𝜆𝜆10c,1,(2) 0.00   𝜆𝜆15b,2,(2,3) 0.00 
 𝜆𝜆1,2,(1,4) 0.00   𝜆𝜆8a,1,(2) 0.00   𝜆𝜆10c,2,(1,2) 1.05   𝜆𝜆15c,1,(1) 0.00 
 𝜆𝜆2,1,(1) 8.28*   𝜆𝜆8a,2,(2,3) 0.01   𝜆𝜆10c,2,(2,4) 0.00   𝜆𝜆15c,2,(1,2) 0.00 
 𝜆𝜆2,2,(1,3) 6.93*   𝜆𝜆8b,1,(1) 0.00   𝜆𝜆10c,1,(3) 0.02   𝜆𝜆15c,1,(3) 1.79 
 𝜆𝜆2,1,(2) 14.28**   𝜆𝜆8b,2,(1,3) 0.00   𝜆𝜆10c,2,(1,3) 4.33*   𝜆𝜆15c,2,(2,3) 0.00 
 𝜆𝜆2,2,(2,3) 0.29   𝜆𝜆8b,1,(2) 0.00   𝜆𝜆10c,2,(3,4) 0.10   𝜆𝜆16,1,(2) 0.00 
 𝜆𝜆2,1,(4) 4.82*   𝜆𝜆8b,2,(2,3) 0.00   𝜆𝜆11,1,(2) 1.93   𝜆𝜆16,2,(1,2) 0.23 
 𝜆𝜆2,2,(3,4) 1.75   𝜆𝜆8b,1,(4) 0.00   𝜆𝜆11,2,(1,2) 2.38   𝜆𝜆16,1,(3) 0.00 
 𝜆𝜆3,1,(1) 23.35**   𝜆𝜆8b,2,(3,4) 0.00   𝜆𝜆11,1,(3) 8.39*   𝜆𝜆16,2,(1,3) 0.00 
 𝜆𝜆3,2,(1,2) 21.09**   𝜆𝜆8c,1,(1) 2.42   𝜆𝜆11,2,(1,3) 1.37   𝜆𝜆16,1,(4) 0.73 
 𝜆𝜆3,1,(3) 6.08*   𝜆𝜆8c,2,(1,3) 1.59   𝜆𝜆12,1,(2) 0.75   𝜆𝜆16,2,(1,4) 0.60 
 𝜆𝜆3,2,(2,3) 0.64   𝜆𝜆8c,1,(2) 3.52*   𝜆𝜆12,2,(1,2) 0.03   𝜆𝜆17,1,(3) 0.92 
 𝜆𝜆3,1,(4) 2.10   𝜆𝜆8c,2,(2,3) 1.51   𝜆𝜆12,1,(3) 4.22*   𝜆𝜆17,2,(2,3) 0.00 
 𝜆𝜆3,2,(2,4) 1.82   𝜆𝜆8c,1,(4) 1.39   𝜆𝜆12,2,(1,3) 3.79*   𝜆𝜆17,1,(4) 2.81* 
 𝜆𝜆4,1,(2) 0.10   𝜆𝜆8c,2,(3,4) 0.06   𝜆𝜆12,1,(4) 1.43   𝜆𝜆17,2,(2,4) 0.76 
 𝜆𝜆4,2,(1,2) 0.00   𝜆𝜆8d,1,(1) 19.37**   𝜆𝜆12,2,(1,4) 1.39   𝜆𝜆18,1,(3) 4.21* 
 𝜆𝜆4,1,(3) 2.47   𝜆𝜆8d,2,(1,3) 18.37**   𝜆𝜆13,1,(1) 4.96*   𝜆𝜆18,2,(1,3) 0.00 
 𝜆𝜆4,2,(1,3) 0.00   𝜆𝜆8d,1,(2) 20.99**   𝜆𝜆13,2,(1,2) 4.89*   𝜆𝜆18,2,(2,3) 0.00 
 𝜆𝜆4,1,(4) 1.03   𝜆𝜆8d,2,(2,3) 22.25**   𝜆𝜆13,2,(1,4) 4.23*   𝜆𝜆18,1,(4) 1.39 
 𝜆𝜆4,2,(1,4) 0.00   𝜆𝜆8d,1,(4) 5.78*   𝜆𝜆13,1,(3) 3.95*   𝜆𝜆18,2,(1,4) 0.00 
 𝜆𝜆5,1,(2) 3.97*   𝜆𝜆8d,2,(3,4) 2.92*   𝜆𝜆13,2,(2,3) 4.71*   𝜆𝜆18,2,(2,4) 0.28 
 𝜆𝜆5,2,(1,2) 0.00   𝜆𝜆9,1,(2) 0.00   𝜆𝜆13,2,(3,4) 5.47*   𝜆𝜆21,1,(2) 1.65 
 𝜆𝜆5,1,(3) 3.16*   𝜆𝜆9,2,(1,2) 0.04   𝜆𝜆14,1,(3) 2.35   𝜆𝜆21,2,(1,2) 0.15 
 𝜆𝜆5,2,(1,3) 0.00   𝜆𝜆9,1,(3) 0.00   𝜆𝜆14,2,(1,3) 1.26   𝜆𝜆21,1,(3) 2.09 
 𝜆𝜆6,1,(1) 23.31**   𝜆𝜆9,2,(1,3) 0.00   𝜆𝜆14,2,(2,3) 0.06   𝜆𝜆21,2,(1,3) 1.17 
 𝜆𝜆6,2,(1,2) 21.53**   𝜆𝜆9,1,(4) 0.00   𝜆𝜆14,1,(4) 2.14   𝜆𝜆21,1,(4) 0.03 
 𝜆𝜆6,1,(3) 3.52*   𝜆𝜆9,2,(1,4) 0.00   𝜆𝜆14,2,(1,4) 2.16   𝜆𝜆21,2,(1,4) 3.01* 
 𝜆𝜆6,2,(2,3) 0.40   𝜆𝜆10a,1,(2) 0.90   𝜆𝜆14,2,(2,4) 0.96   𝜆𝜆22,1,(3) 1.99 
 𝜆𝜆6,1,(4) 12.72**   𝜆𝜆10a,2,(2,4) 0.00   𝜆𝜆15a,1,(1) 5.72*   𝜆𝜆22,2,(1,3) 0.71 
 𝜆𝜆6,2,(2,4) 9.37*   𝜆𝜆10a,1,(3) 0.26   𝜆𝜆15a,2,(1,2) 4.76*   𝜆𝜆22,2,(2,3) 0.00 
 𝜆𝜆7,1,(2) 0.00   𝜆𝜆10a,2,(3,4) 0.00   𝜆𝜆15a,2,(1,4) 8.17*   𝜆𝜆22,1,(4) 3.96* 
 𝜆𝜆7,2,(1,2) 0.03   𝜆𝜆10b,1,(2) 0.00   𝜆𝜆15a,1,(3) 1.24   𝜆𝜆22,2,(1,4) 0.41 
 𝜆𝜆7,1,(3) 0.00   𝜆𝜆10b,2,(1,2) 0.00   𝜆𝜆15a,2,(2,3) 2.24   𝜆𝜆22,2,(2,4) 0.15 
Note. DTMR = Diagnosing Teacher’s Multiplicative Reasoning; MI = modification index. 
*𝑝𝑝 < .05  **𝑝𝑝 < (. 05 148⁄ )  
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Table 7 
DINA Model Modification Indices for the DTMR Fractions Test Data 
Parameter MI  Parameter MI  Parameter MI 
    𝜆𝜆5,1,(1) 3.21*      𝜆𝜆13,1,(2) 0.00      𝜆𝜆17,1,(1) 0.00 
    𝜆𝜆5,1,(4) 0.00      𝜆𝜆13,1,(4) 1.19      𝜆𝜆17,1,(2) 8.08* 
    𝜆𝜆8a,1,(3) 28.32**      𝜆𝜆14,1,(1) 0.10      𝜆𝜆18,1,(1) 0.63 
    𝜆𝜆8a,1,(4) 0.00      𝜆𝜆14,1,(2) 0.00      𝜆𝜆18,1,(2) 5.63* 
    𝜆𝜆10b,1,(1) 0.00      𝜆𝜆15a,1,(2) 0.00      𝜆𝜆22,1,(1) 1.67 
    𝜆𝜆10b,1,(4) 168.84**      𝜆𝜆15a,1,(4) 0.45      𝜆𝜆22,1,(2) 6.89* 
    𝜆𝜆10c,1,(1) 0.00      𝜆𝜆15b,1,(2) 2.90*    
    𝜆𝜆10c,1,(4) 146.33**      𝜆𝜆15b,1,(4) 0.00    
    𝜆𝜆11,1,(1) 0.05      𝜆𝜆15c,1,(2) 2.01    
    𝜆𝜆11,1,(4) 1.86      𝜆𝜆15c,1,(4) 0.05    
Note. DINA = Deterministic Input Noisy And Gate; DTMR = Diagnosing 
Teachers’ Multiplicative Reasoning; MI = modification index. 
*𝑝𝑝 < .05  **𝑝𝑝 < (. 05 26⁄ ) 
 
 
