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Nonlinear stochastic partial differential equations (SPDEs) are used to model wide variety of
phenomena in physics, engineering, finance and economics. In many such models the equa-
tions exhibit super-linear growth. In general, equations with super-linear growth are ill-posed.
However if the growth satisfies some monotonicity-like conditions, then well-posedness can be
shown. This thesis focuses on SPDEs that satisfy monotonicity-like conditions and consists of
two main parts.
In part one, we have generalised the results using local-monotonicity condition by establish-
ing the existence and uniqueness of solution to nonlinear stochastic partial differential equations
(SPDEs) when the coefficients satisfy local monotonicity condition. This is done by identify-
ing appropriate coercivity condition which helps in obtaining the desired higher order moment
estimates without explicitly restricting the growth of the operators acting on the solution in
the stochastic integral terms. As a result, we can solve various semilinear and quasilinear
stochastic partial differential equations with locally monotone operators, where derivatives may
appear in the operator acting on the solution under the stochastic integral term. Examples
of such equations are stochastic reaction-diffusion equations, stochastic Burger equations and
stochastic p-Laplace equations where the diffusion operator need not necessarily be Lipschitz
continuous. Further, the operator appearing in bounded variation term is allowed to be the
sum of finitely many operators, each having different analytic and growth properties. As an ap-
plication, well-posedness of the stochastic anisotropic p-Laplace equation driven by Lévy noise
has been shown.
In second part of this thesis, new regularity results for solution to semilinear SPDEs on
bounded domains are obtained. The semilinear term is continuous, monotone except around the
origin and is allowed to have polynomial growth of arbitrary high order. Typical examples are
the stochastic Allen-Cahn and Ginzburg-Landau equations. This is done by obtaining some Lp-
estimates which are subsequently employed in obtaining higher regularity of solutions. This is
motivated by ongoing work to obtain rate of convergence estimates for numerical approximations
to such equations.
Key words. Stochastic Partial Differential Equations, Local Monotonicity, Coercivity, Lévy
Noise, Anisotropic p-Laplace Equation, Regularity, Weighted Sobolev Spaces.




This thesis concerns stochastic partial differential equations (SPDEs). Partial differential equa-
tion (PDE) is a mathematical equation that relates some function of several variables with its
derivatives. They model a wide variety of phenomena in physics, engineering, biology, finance
and economics (sound, heat transfer, diffusion, electromagnetism, fluid dynamics, elasticity, fil-
tering, population dynamics, option prices, economic equilibria). Many models include random
phenomena or uncertainty and such uncertainty can be modelled by adding stochastic terms
(e.g. white noise) to the partial differential equation.
An important question is whether such an equation is well-posed: in other words, does a
solution exist? Is it unique? And does it vary continuously if we change the inputs to the
equation (initial or boundary conditions). If an equation is ill posed, then extra care is needed
to use this as a model of nature and well-posed problems are thus more convenient to work
with.
SPDEs have been the subject of intensive study over the last half century and much has
been discovered. In this thesis we contribute two types of results. The first one states that for
nonlinear SPDEs where the non-linearity satisfies appropriate but very general monotonicity-
like condition then the equation is well-posed. Such monotonicity assumptions have been used
before but here the contribution is that we allow a very general one and also show that in some
sense this cannot be weakened further. The second result concerns regularity of the solutions.
By regularity we mean whether the solution function varies smoothly or roughly and exactly
how smooth or how rough it is. While this is interesting from modelling perspective in its own
right it has also important implication for numerical approximations of solutions: the smoother
the solution the better numerical approximation can be devised. This is very useful since in
real life applications, it is impossible to write the solution to the SPDE in an explicit form and
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Stochastic evolution equations (SEEs) or stochastic partial differential equations (SPDEs) have
been intensively investigated in the literature, motivated by wide ranging applications. For
equations with non-linear drift or diffusion operators, the introduction of variational method
and the theory of monotone operators lead to an interesting area of research.
This thesis is divided in two parts. Part one consists of Chapters 2 and 3, where we have
presented the existence and uniqueness results for a large class of nonlinear SPDEs driven by
Wiener noise and Lévy noise respectively. To be precise we have generalised many previous
works [3, 28, 30, 39] by identifying an appropriate coercivity condition, which allow us to solve
SPDEs when the coefficients satisfy local monotonicity condition, without explicitly restricting
the growth of the operators acting on the solution in the stochastic integral term. Chapter 4,
which form the second part of this thesis, contains some new results about regularity of solutions
to semilinear SPDEs on bounded domains.
1.1 Literature review and brief summary of results
Let T > 0 be given and (Ω,F , (Ft)t∈[0,T ],P) be a stochastic basis, i.e. (Ω,F ,P) is a probability
space equipped with a right continuous filtration (Ft)t∈[0,T ] such that F0 contains all the P-
null sets. Let W := (Wt)t∈[0,T ] be an infinite dimensional Wiener martingale with respect to
(Ft)t∈[0,T ], i.e. the coordinate processes (W
j
t )t∈[0,T ], j ∈ N are independent Ft-adapted Wiener
processes and W jt −W js is independent of Fs for s ≤ t. Further assume that (H, (·, ·), | · |H)
is a separable Hilbert space. Let (V, | · |V ) be a separable, reflexive Banach space embedded
continuously and densely in H with (V ∗, | · |V ∗) denoting its dual and 〈·, ·〉 the duality pairing
between V and V ∗. Identifying H with H∗ using the Riesz representation and the inner product
in H, one obtains the Gelfand triple
V ↪→ H ≡ H∗ ↪→ V ∗,
where ↪→ denotes continuous and dense embedding.
Consider the stochastic evolution equation










s , t ∈ [0, T ] , (1.1)
where the initial condition u0 is an H-valued F0-measurable random variable. Moreover A
and Bj , j ∈ N, are progressively measurable non-linear operators mapping [0, T ] × Ω × V into
V ∗ and H respectively. Here, one should note that the formulation of (1.1) is equivalent to
considering the analogous equation driven by a cylindrical Wiener process, see Appendix A.
The nonlinear SEE (1.1) has been initially studied in Pardoux [39] and Krylov and Ro-
zovskii [28], where a priori estimates are proved, giving the second moment estimates under
what are now classical monotonicity, coercivity and growth assumptions. The estimates so
obtained allow the authors to obtain existence and uniqueness of solutions to (1.1). One of the
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key results in [28] is the theorem about Itô’s formula for the square of the norm of a continuous
semimartingale in a Gelfand triple obtained separately from the related SEE. This theorem
provides the continuity of the solution in the pivot space of the Gelfand triple and is the key to
obtain the a priori estimates and prove the existence and uniqueness of the solution. These, now
classical results, have been generalized in a number of directions. Of those one notes the inclu-
sion of general càdlàg semimartingales as the driving process in stochastic integral, see Gyöngy
and Krylov [13] and Gyöngy [11]. Closely related to the results in this thesis is the work by
Liu and Röckner [30] (or [32]). They extended the framework of Krylov and Rozovskii [28] to
stochastic evolution equations when the operators are only locally monotone and the operator
A, which is the operator acting in the bounded variation term, satisfies a less restrictive growth
condition. To obtain a generalization in this direction Liu and Röckner [30] need higher order
moment estimates and to obtain them they place a restrictive assumption on the growth of
the operator B (i.e. (2.5)), which is the operator acting on the solution under the stochastic
integral. As a consequence one may not have derivatives appearing in this operator. The local
monotonicity and coercivity conditions are further weakened in Liu and Röckner [31] but again
at the expense of having a growth restriction on the operator B. Moreover, Brzeźniak, Liu
and Zhu [3] extend the results in [30] to include equations driven by Lévy noise but again with
suboptimal growth restrictions on the operators appearing under the stochastic integrals (see
also Remark 2.5).
In Chapter 2, we have identified appropriate coercivity assumption, which we call as p0-
stochastic coercivity, which allows us to obtain higher order moment estimates and to prove
existence and uniqueness of solution to (1.1) without the need to explicitly restrict the growth
of the operator B. To be exact, we prove our results without requiring the first inequality in
(1.2) in [30] or equivalently in (5.2) in [32]. Examples of SPDEs which do not fit the framework
of Krylov and Rozovskii [28] or Liu and Röckner [30, 32] or Brzeźniak, Liu and Zhu [3] but
which fit into the setting of the chapter are given. Finally, an example is considered that,
together with results from Brzeźniak and Veraar [4], shows that the coercivity assumption we
have identified is the optimal one.
Models based on SPDEs driven by jump type noises have become extremely popular in recent
years. Thus in Chapter 3, we have extended the results of Chapter 2 to include SEEs driven
by Lévy noise. Further, the drift term is allowed to be the sum of finitely many operators each
having different analytic and growth properties. An example of such equation is an stochastic
anisotropic p-Laplace equation driven by Lévy noise. Such an equation in deterministic setting
has been considered by Lions [29]. Similar to the results in Chapter 2, we have obtained
the existence and uniqueness results for SEEs, considered in Chapter 3, under appropriate
coercivity condition without the need to explicitly restrict the growth of the operators acting
on the solution in stochastic integral terms, precisely the inequality (1.2) in [3].
Another area of active interest, in the theory of nonlinear SPDEs, is studying the regularity
of the solutions. Results on regularity of solutions to linear SPDEs on the whole space have
been obtained by Rozovskii [43]. However, regularity of solutions to SPDEs on domains with
boundary is a difficult problem and one cannot expect the same regularity up to the boundary
as in the interior of the domain. The following example from Krylov [24] demonstrates that
on a domain with boundary, even for a very good data the solution may not have good second
derivatives upto the boundary.
Example 1.1. Consider the following SPDE : du(t, x) = ∂
2
xu(t, x)dt+ dW (t) on (0, 1)× (0, 1),
u(t, 0) = u(t, 1) = 0 ∀ t ∈ (0, 1),
u(0, x) = 0 ∀ x ∈ (0, 1),
where W (t) is a one-dimensional Wiener process. Now, if we assume that the function ∂2xu(t, x)
is continuous in x on [0, 1], bounded in (t, x) and integrable in t for each x ∈ [0, 1], then using
the continuity at x = 0 we get














which is a contradiction since W (t) does not have bounded variation.
After this observation two approaches to deal with boundaries emerge: one is to quantify
the loss of regularity near the boundary using weighted Sobolev spaces. These allow oscillations
and explosion of the spatial derivatives of the solution near the boundary. The other approach
is to side-step the problems created by the boundary by restricting the class of equations under
consideration by imposing additional restriction on the noise term near the boundary (effectively
disallowing stochastic forcing near the boundary), see Flandoli [8]. Weighted Sobolev spaces
have also been employed, in the context of Lp-theory for linear SPDEs, by Kim [20].
Unsurprisingly, there are fewer results for nonlinear SPDEs. Kim and Kim use the Lp-theory
in [21] and [22] to obtain regularity for quasilinear SPDEs where the coefficients are uniformly
bounded. Current results in Gerencsér [9] show that for a class of SPDEs, including (1.2)
mentioned below, there exists some Hölder exponent such that the solution is Hölder continuous
in space up to the boundary with this exponent. For interior regularity of a class of quasilinear
equations associated with the “p-Laplace” operator see Breit [1]. For SPDEs with drift given by
the subgradient of a quasi-convex function and with sufficiently regular noise, Gess [10] proves
higher regularity and existence of (analytically) strong solutions. All the aforementioned work
on regularity of nonlinear SPDEs has been done using the variational approach. For results
obtained in the semigroup framework we refer the reader to the work of Jentzen and Röckner [18]
and references therein.
In the second part of this thesis, we discuss the regularity of solutions to the semilinear
SPDE,
dut = (Ltut + ft(ut,∇ut) + f0t )dt+
∞∑
j=1




t on [0, T ]×D ,






















Here D is a bounded domain in Rd and W j , as defined above, are independent Wiener processes.
The coefficients a and σ are assumed to satisfy stochastic parabolicity condition (and thus our
equation is non-degenerate). Moreover all the coefficients a, b, c, σ and µ are assumed to be
measurable and bounded, f = ft(ω, x, r, z) is measurable, continuous in (r, z), monotone in r
except perhaps around the origin, Lipschitz continuous in z, bounded in x and of polynomial
growth in r (of arbitrary order). The forcing terms f0 and g are assumed to satisfy appropriate
integrability conditions. A typical example of equation fitting in this setting is the stochastic
Ginzburg–Landau equation. In this case,
f(r) = −|r|α−2r , α ≥ 2.
To obtain higher interior regularity we will have to impose further regularity assumptions on
the coefficients. To obtain regularity up to the boundary (in weighted Sobolev spaces) we will
also need to impose regularity assumptions on the domain. The assumptions will be formulated
precisely in Chapter 4.
In Chapter 4, we have obtained regularity results for the solutions to the SPDE (1.2).
This is motivated by ongoing work to obtain rate of convergence estimates for numerical ap-
proximations to such equations. For a semilinear equation it is natural to consider the term
f := f(u,∇u)+f0 as a free term in an appropriate linear SPDE and to use established methods
and theory to obtain regularity for this linear SPDE. Due to uniqueness of solutions to (1.2), see
Lemma 4.1, we then get the same regularity for the semilinear equation (1.2). However, to ap-
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ply the theory of regularity of linear SPDEs, we need to show that the new free term f satisfies
appropriate integrability conditions. This would typically mean at least L2-integrability. Since
the semilinear term in (1.2) is allowed to have arbitrary polynomial growth, it is clear that we
need to obtain Lp-estimates for solution to (1.2) with p ≥ 2 sufficiently large. Note that if one
attempts to do this using Sobolev embedding theorem, then one immediately runs into restric-
tions on the combination of dimension of D and the growth of the semilinear term. The main
novelty of our result is in allowing arbitrary dimension of D and growth of the semilinear term,
see Theorem 4.1. This is achieved by using the monotonicity property of the semilinear term
and a cutting argument to obtain the required Lp-estimate. Once these have been established,
we then obtain new spatial regularity results for the SPDE (1.2). These are both interior regu-
larity and up-to-the-boundary regularity in weighted Sobolev spaces, see Theorems 4.2 and 4.5.
Finally we have a new time regularity result (in weighted space again), see Theorem 4.6. These
results effectively say that under appropriate assumptions the SPDE (1.2) has two additional
derivatives. It seems however that our method does not allow one to obtain arbitrarily high reg-
ularity (even for equation with smooth data and coefficients), see Remark 4.5 for explanation.
Nevertheless, raising the regularity twice is enough to find the rate of convergence of various
numerical approximations using the techniques from e.g. Gyöngy and Millet [15]. One such
example is presented in Section 4.4.
Finally in Chapter 5, we have presented some ideas of possible work that can be done in
near future.
As mentioned earlier, in Appendix A we have shown that the SEE (1.1) is equivalent to
considering the analogous SEE (A.1) driven by a cylindrical Wiener process taking values in a
separable Hilbert space.
1.2 Notations
Besides the notations (Ω,F , (Ft)t∈[0,T ],P) for a stochastic basis, W := (Wt)t∈[0,T ] for an infinite
dimensional Wiener martingale with respect to (Ft)t∈[0,T ] and a Gelfand triple V ↪→ H ↪→ V ∗,
that have already been introduced in the previous section, we will use the following notations
throughout this thesis.
Let (Z,Z , ν) be a σ-finite measure space and N(dt, dz) be a Poisson random measure
defined on (Z,Z , ν) with intensity ν. The compensated Poisson random measure is denoted
by Ñ(dt, dz) := N(dt, dz)− ν(dz)dt.
For a fixed T > 0, we denote the predictable σ-algebra on [0, T ] × Ω by P. The indicator
function of a set A is denoted by 1A. For two real numbers a and b, their minimum is denoted
by a ∧ b.
The set of natural numbers is denoted by N and for each d ∈ N, we denote by Rd the
d-dimensional Euclidean space. For a topological space X, we denote the Borel σ-algebra on X
by B(X). In general, if X is a normed linear space then we will use | · |X to denote the norm
in this space. There is an exception: if x ∈ Rd, then |x| denotes the Euclidean norm.
Let (X, | · |X) be a Banach Space. For a given constant p ∈ [1,∞), Lp(Ω;X) denotes the





is finite. Again, Lp((0, T );X) denotes the Bochner–Lebesgue space of equivalence classes of







is finite while L∞((0, T );X) denotes the Bochner–Lebesgue space of X-valued measurable func-
tions which are essentially bounded, i.e.




Finally, Lp((0, T ) × Ω;X) denotes the Bochner–Lebesgue space of equivalence classes of X-










Further, we denote by C([0, T ];X) the space of X-valued continuous functions on [0, T ] and
by D([0, T ];X) the space of X-valued càdlàg (continuous from the right and limit from the left)
functions on [0, T ].
We use the notation `2(X) to denote the space of all square-summable X-valued sequences.
However, the space of real valued sequences is denoted by `2.
If xn is a sequence in X converging to x strongly (i.e. in norm topology), then we denote
this fact by xn → x whereas we use the notation xn ⇀ x if xn converges to x weakly (i.e. in
the weak topology).
In the special case X = R, we will use the following notations.
Let D ⊆ Rd be an open bounded domain with smooth boundary unless mentioned otherwise.
Then for any p ≥ 1, Lp(D) is the Lebesgue space of equivalence classes of real valued measurable







is finite. For i ∈ {1, 2, . . . , d}, let Di be the distributional derivative along the i-th coordinate
in Rd and ∇ := (D1, D2, . . . , Dd) be the gradient. Further for a multi-index γ = (γ1, γ2, . . . , γd)
of non-negative integers, its order is denoted by |γ| := γ1 + γ2 + . . . + γd and the operator
Dγ := Dγ11 D
γ2
2 . . . D
γd
d . We denote by W
1,p(D) the Sobolev space of real valued functions u,











Let C∞0 (D) be the space of smooth functions with compact support in D . Then, the closure
of C∞0 (D) in W
1,p(D) with respect to the norm | · |1,p is denoted by W 1,p0 (D). Friederichs’







is equivalent to |u|1,p and this equivalent norm |u|W 1,p0 will be used throughout this thesis. Note
that for Lebesgue and Sobolev spaces over the entire domain D we have omitted the dependence
on D in the notation for norm, i.e., for u ∈ Lp(D), we write |u|Lp for |u|Lp(D).
Furthermore, by W−1,p(D) we denote the dual of W 1,p0 (D) and | · |W−1,p is used to denote
the norm on this dual space. It is well known that
W 1,p0 (D) ↪→ L2(D) ≡ (L2(D))∗ ↪→W−1,p(D),
is a Gelfand triple. Next we define the Laplacian operator, ∆ : W 1,20 (D)→W−1,2(D) by
〈∆u, v〉 := −
∫
D
∇u(x)∇v(x)dx , ∀v ∈W 1,20 (D) . (1.3)
Clearly, using Hölder’s inequality and the definition of dual norm, we have
|∆u|W−1,2 ≤ |u|W 1,20 (1.4)
and so the operator ‘∆’ is linear and bounded. Throughout this thesis, C is a generic constant
that may change from line to line.
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1.3 Some useful results
In this section, we briefly present some key results which are relevant for this thesis. Due to
brevity of space, they are stated without proof except where the proof is required. However the
details can be found in [2, 19, 34, 42]. First we state some important inequalities which will be
used throughout this thesis.










for any 1 < p, q <∞ satisfying 1p +
1
q = 1.
Lemma 1.2 (Hölder’s Inequality). Consider a measure space (X,M, µ) and let f, g : X →













for any 1 < p, q <∞ satisfying 1p +
1
q = 1.
Lemma 1.3 (Gronwall’s Inequality). Let T > 0 and α ≥ 0 be fixed constants. Let u(·) be a
bounded non-negative Borel measurable function defined on [0, T ] and v(·) be a non-negative





for all 0 ≤ t ≤ T , then





for all 0 ≤ t ≤ T .
Lemma 1.4 (Burkholder–Davis–Gundy Inequality). Let M := (Mt)t∈[0,T ] be a continuous local
martingale defined on a stochastic basis (Ω,F , (Ft)t∈[0,T ],P) issuing from M0 = 0 and [M ] be





t ≤ E sup
0≤s≤t




for all t ≥ 0.
The proof of Lemma 1.5 can be found in [35].
Lemma 1.5. Let r ≥ 2 and T > 0. There exists a constant K, depending only on r, such that



























It is known that if 1 ≤ r ≤ 2, then the second term in (1.5) can be dropped.
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In the following three inequalities we assume that D ⊆ Rd is an open bounded domain with
Lipschitz boundary. The first inequality follows easily using Hölder’s inequality.











|u|Lp(D) ≤ |u|λLp1 (D)|u|
1−λ
Lp2 (D) .
Lemma 1.7 (Sobolev Embedding). For 1 ≤ p <∞, the continuous embedding







d−p if p < d
an arbitrary large real number if p = d
+∞ if p > d,

















≤ λ ≤ 1, 0 ≤ j ≤ k − 1 ,




The following are some consequence of Gagliardo–Nirenberg inequality. If d = 1, then there

























The following lemma (see, e.g. Yor [41, Chapter IV, Proposition 4.7] or Gyöngy and
Krylov [14, Lemma 3.2 and Remark 3.3] for its continuous analogue) is needed to obtain some
a priori estimates.
Lemma 1.9. Let Y be a positive, adapted, right continuous process and A be a continuous
increasing process. If
E[Yτ |F0] ≤ E[Aτ |F0]









We end this section with the following lemma which allows us to obtain weakly-star conver-
gent subsequences, under appropriate assumptions. The result is not new. However we could
not find its proof in the literature.
Lemma 1.10. Let X be a separable Banach space with dual X∗ and 〈·, ·〉 denotes the duality








for some 1 < p < ∞, then there exists a subsequence (nk) and u ∈ Lp(S,X∗) such that (unk)





〈u, ϕ〉dµ ∀ϕ ∈ L
p
p−1 (S,X).





〈u, φi〉ψdµ ∀ i ∈ N, ∀ψ ∈ L
p
p−1 (S,R)
for some subsequence (nk) and u ∈ Lp(S,X∗). Observe that, in view of Hölder’s inequality and










for each i, where C is a constant independent of n. Thus, 〈un, φ1〉 is a uniformly bounded
sequence in the reflexive space Lp(S,R). Therefore, there exists a subsequence (n1) and ξ1 ∈
Lp(S,R) such that ∫
S
〈un1 , φ1〉ψ dµ→
∫
S
ξ1ψ dµ ∀ψ ∈ L
p
p−1 (S,R).
Repeating the above process with each φi and subsequence obtained from previous step, there
exists a subsequence (nk) and (ξi)i∈N such that∫
S
〈unk , φi〉ψ dµ→
∫
S
ξiψ dµ ∀ i ∈ N, ∀ψ ∈ L
p
p−1 (S,R).
Finally, we can define u ∈ Lp(S,X∗) by∫
S
〈u, φiψ〉 dµ :=
∫
S

















Wiener driven SPDEs with
locally monotone coefficients
In this chapter, we consider stochastic partial differential equations driven by Wiener noise
when the coefficients satisfy local monotonicity condition. First, we obtain higher moment
a priori estimates for solutions to such SPDEs under appropriate coercivity condition. The
estimates so obtained are then used to extend the existence and uniqueness results of Liu and
Röckner [30] for nonlinear SPDEs governed by locally monotone operators to allow derivatives
in the operator acting on the solution under the stochastic integral. The coercivity condition
which we have identified, is the natural condition given that higher order moment estimates are
essential in proving existence of solution under the local monotonicity and growth conditions in
[30]. The fact that our coercivity condition is the optimal one, is explained in Example 2.5 with
the help of a result by Brzeźniak and Veraar [4]. Under this modified coercivity conditon, the
results presented in this chapter can be applied to the SPDEs which do not fit the framework of
[28, 30]. Examples of such SPDEs are given in Section 2.5. The work presented in this chapter
is based on my joint article [36].
This chapter is organized as follows. In Section 2.1 the main results about higher-order
moment estimates as well as existence and uniqueness of solutions are stated, together with the
assumptions required. Section 2.2 is devoted to proving the a priori estimates and uniqueness
of the solution. Galerkin discretization is used to obtain a finite-dimensional approximation
to (2.1) in Section 2.3. Moreover moment bounds for the solutions of the finite-dimensional
equations, uniform in the discretization parameter, are established. These are used in Sec-
tion 2.4 to prove existence of solution to (2.1). Finally, Section 2.5 is devoted to examples of
quasi-linear and semi-linear stochastic partial differential equations which fit into the framework
of this chapter.
2.1 Assumptions and main results
Let (Ω,F , (Ft)t∈[0,T ],P) be a stochastic basis and W := (Wt)t∈[0,T ] be an infinite dimensional
Wiener martingale with respect to (Ft)t∈[0,T ]. Further, let
V ↪→ H ≡ H∗ ↪→ V ∗
be a Gelfand triple.
Consider the stochastic evolution equation (SEE)










s , t ∈ [0, T ]. (2.1)
Here, A and Bj , j ∈ N are assumed to be non-linear operators mapping [0, T ]×Ω× V into V ∗
and H respectively. Further, we assume that for all v, w ∈ V , the processes (〈At(v), w〉)t∈[0,T ]
and ((Bjt (v), w))t∈[0,T ] are progressively measurable. Since by Pettis’ theorem, the concept of
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weak measurability and strong measurability of a mapping coincide if the codomain is separable,
we get that for all v ∈ V, j ∈ N, (At(v))t∈[0,T ] and (Bjt (v))t∈[0,T ] are progressively measurable.
Finally, u0 is assumed to be a given H-valued F0-measurable random variable.
The following assumptions are made on the operators. There exist constants α > 1, β ≥ 0,
p0 ≥ β+ 2, θ > 0, K, L and a nonnegative f ∈ L
p0
2 ((0, T )×Ω;R) such that, almost surely, the
following conditions hold for all t ∈ [0, T ].
A - 2.1 (Hemicontinuity). For all y, x, x̄ in V , the map
ε 7→ 〈At(x+ εx̄), y〉
is continuous.












A - 2.3 (p0-Stochastic Coercivity). For all x in V ,
2〈At(x), x〉+ (p0 − 1)
∞∑
j=1
|Bjt (x)|2H + θ|x|αV ≤ ft +K|x|2H .




V ∗ ≤ (ft +K|x|
α
V )(1 + |x|
β
H).
Note that, if p0 = 2, i.e. β = 0 and L = 0, then the conditions A-2.1 to A-2.4 reduce to
corresponding ones used in Krylov and Rozovskii [28].
Remark 2.1. From Assumptions A-2.3 and A-2.4, we obtain
∞∑
j=1













almost surely for all t ∈ [0, T ] and x ∈ V . Indeed, using Hölder’s inequality, Young’s inequality





























t + (1 + |x|H)p0
)
.




|Bjt (x)|2H ≤ft +K|x|2H − θ|x|αV + C
(
















t + (1 + |x|H)p0
)
and hence the result.
1One may like to replace the constant L in Assumption A-2.2 by a function, say gt. However we need that
the solution u to (2.1) given by Definition 2.1 lies in the space Ψ (see Definition 2.2). For this to hold we would
need g to be at least essentially bounded.
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Further, in the case p0 = 2, i.e. β = 0, using the similar argument as above, we get
∞∑
j=1
|Bjt (x)|2H ≤ C
(
ft + |x|2H + |x|αV
)
almost surely for all t ∈ [0, T ] and x ∈ V .
Remark 2.2. From Assumptions A-2.1, A-2.2 and A-2.4 we get that almost surely for all
t ∈ [0, T ], the operator At is demicontinuous, i.e. vn → v in V implies that At(vn) ⇀ At(v)
in V ∗. This follows using similar arguments as in the proof of Lemma 2.1 in Krylov and Ro-
zovskii [28]. Indeed, (vn)n∈N being convergent sequence is bounded. Thus for any subsequence
(vnk)k∈N, it follows from Assumption A-2.4 that almost surely for all t ∈ [0, T ], the sequence
(At(vnk))k∈N is bounded in V
∗. Since V ∗ is a reflexive Banach space, there exists a subsequence
(nkl)l∈N and a
∞
t : Ω → V ∗ such that At(vnkl ) ⇀ a
∞
t in V
∗ almost surely for all t ∈ [0, T ]. It
remains to show a∞t = At(v) almost surely for all t ∈ [0, T ]. From Assumption A-2.2, it follows
almost surely for all t ∈ [0, T ]
〈At(u)−At(vnkl ), u− vnkl 〉 − L(1 + |vnkl |
α





for any u ∈ V . Taking limit l→∞, one obtains2 almost surely for all t ∈ [0, T ]





which on substituting u = v + λw for some λ > 0, w ∈ V and then dividing by λ gives,





Finally, taking the limit λ→ 0 and using Assumption A-2.1, we obtain
〈At(v)− a∞t , w〉 ≤ 0
almost surely for all t ∈ [0, T ]. Changing w to −w, we get 〈At(v)−a∞t , w〉 ≥ 0 and since w ∈ V
is arbitrary, we have a∞t = At(v) almost surely for all t ∈ [0, T ]. Since the above result hold for
any subsequence (vnk) of (vn), we get
3 At(vn) ⇀ At(v).
One consequence of Remark 2.2 is that, progressive measurability of some process (vt)t∈[0,T ]
implies the progressive measurability of the process (At(vt))t∈[0,T ].
Definition 2.1 (Solution). An adapted, continuous, H-valued process u is called a solution of
the stochastic evolution equation (2.1) if




(|ut|αV + |ut|2H) dt <∞ ,
ii) for every t ∈ [0, T ] and φ ∈ V , almost surely4











Note that the fact that u is a continuous, H-valued process and i) in Definition 2.1 implies
2Note that vn → v in V and fn ⇀ f in V ∗ implies 〈fn, vn〉 → 〈f, v〉.
3Note that if every subsequence of (xn) has a further subsequence (xnk ) which converges to x, then whole
sequence (xn) converges to x.
4Note that from Assumptions A-2.2 and A-2.4, for each i ∈ N, Bit(·) : V → H is strongly continuous, almost
surely for all t ∈ [0, T ] . Thus, progressive measurability of some process (vt)t∈[0,T ] implies the progressive
measurability of the process (Bt(vt))t∈[0,T ]. Further, in view of A-2.3, A-2.4 along with (i), integrals in (ii) are
well defined.
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The following are the main results of this chapter.


























































for any r ∈ (0, 1), where C depends only on p0,K, T, r and θ.
Note that if p0 > 2 then one cannot make use of the Burkholder–Davis–Gundy inequality
to prove (2.3). Indeed, in this case one would end up with a higher moment on the right-hand
side than on the left when trying to prove the a priori estimate. One avoids this problem by
using Lenglart’s inequality (see, e.g. Lemma 3.2 in Gyöngy and Krylov [14]) but this means
one can only get (2.3) for 2 ≤ p < p0.
Theorem 2.2 (Uniqueness of solution). Let Assumptions A-2.2, A-2.3 and A-2.4 hold and
u0, ū0 ∈ Lp0(Ω;H). If u and ū are two solutions of (2.1) with u0 = ū0 P-a.s., then the





|ut − ūt|H = 0
)
= 1.
Theorem 2.3 (Existence of solution). If Assumptions A-2.1 to A-2.4 hold and u0 ∈ Lp0(Ω;H),
then the SEE (2.1) has a unique solution.
At first glance Assumption A-2.3 (equivalently Ã-3, see the Appendix) seems to be more
restrictive than the one used in Liu and Röckner [30] and the reader may conclude that our
results do not cover some SPDEs that can be treated by [30]. However this is not the case. Given
the growth condition on operator B that has been assumed in [30, Theorem 1.1, inequality (1.2)],
Assumption Ã-3 follows immediately from their coercivity condition. Indeed, below we recall
the coercivity condition (H3) and growth condition (1.2) used by Liu and Röckner [30]: for all
(t, ω) ∈ [0, T ]× Ω and x ∈ V ,
2〈At(x), x〉+ |Bt(x)|2L2(U,H) + θ|x|
α
V ≤ ft +K|x|2H (2.4)
and
|Bt(x)|2L2(U,H) ≤ C(ft + |x|
2
H). (2.5)
Then multiplying (2.5) by (p0 − 2) and adding the equation obtained to (2.4), we get
2〈At(x), x〉+ (p0 − 1)|Bt(x)|2L2(U,H) + θ|x|
α
V ≤ f̃t + K̃|x|2H
where, f̃t = ft +C(p0− 2)ft with f̃ ∈ L
p0
2 ((0, T )×Ω;R) and K̃ = K+C(p0− 2) which implies
Ã-3 holds. Examples 2.1, 2.2, 2.3 and 2.4 show that the converse does not hold. Moreover
Example 2.5 shows that our Assumption A-2.3 (which is equivalent to Ã-3) is sharp.
12
2.2 A priori estimates and uniqueness of solution
Proof of Theorem 2.1. Let u be a solution to equation (2.1) in the sense of Definition 2.1. Then,
applying the Itô’s formula for the square of the norm (see, e.g., [28, Chapter 1, Theorem 3.2]
or [40, Theorem 4.2.5]), we obtain













































|(ut, Bjt (ut))|2 dt





















We aim to apply Lemma 1.9. To that end let τ be some stopping time. Moreover, to estimate
the term containing the stochastic integral in (2.7), we define for each n ∈ N
σn := inf{t ∈ [0, T ] : |ut|H > n} ∧ T. (2.8)
Then, (σn)n∈N is a sequence of stopping times converging to T as n→ ∞. By using Assumption






















































































































































for all t ∈ [0, T ]. Letting n→∞ and using Fatou’s lemma, we obtain






























for any r ∈ (0, 1), which proves second inequality in (2.3).
In order to prove (2.2), we use the estimate (2.11) in the right-hand side of (2.10) with



















for all t ∈ [0, T ]. If Assumption A-2.3 holds for some p0 ≥ β + 2, then it holds for p0 = 2 as
well. Thus, using the stopping times (σn)n∈N in (2.6) and taking expectation, we obtain, using




































and hence (2.2) holds.
To complete the proof it remains to show first inequality in (2.3). This is done using the
same argument as in Krylov and Rozovskii [28]. It is included here for convenience of the
reader. Considering the sequence of stopping times (σn) defined in (2.8) and using Remark 2.1
along with Definition 2.1, we observe that the stochastic integral in the right-hand side of (2.6)
is a local martingale. Thus invoking the Burkholder–Davis–Gundy inequality and then using
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We now replace t by t ∧ σn in (2.6) and take supremum and then expectation. Then using



















Finally, by choosing ε small and using (2.2) for p0 = 2, we obtain
E sup
t∈[0,T ]







which on allowing n→∞ and using Fatou’s lemma finishes the proof.
Definition 2.2. Let Ψ be defined as the collection of V -valued and Ft-adapted processes ψ
satisfying ∫ T
0
ρ(ψs)ds <∞ a.s. ,
where
ρ(x) := L(1 + |x|αV )(1 + |x|
β
H)
for all x ∈ V .
Note that if u is a solution to (2.1), then u ∈ Ψ.



























This remark justifies the existence of the bounded variation integrals appearing in the proof
of uniqueness that follows.
Proof of Theorem 2.2. Consider two solutions u and ū of (2.1). Thus,


















































dW jt − ρ(ūt)|ut − ūt|2Hdt
] (2.14)
almost surely for all t ∈ [0, T ]. For each n ∈ N, we define the sequence (σn) of stopping times
as follows.
σn := inf{t ∈ [0, T ] : |ut|H > n} ∧ inf{t ∈ [0, T ] : |ūt|H > n} ∧ T. (2.15)














us − ūs, Bjs(us)−Bjs(ūs)
)
dW js .




ρ(ūs)ds|utn − ūtn |2H ] ≤ 0.
Letting n→∞ and using Fatou’s lemma, we obtain that P(|ut− ūt|2H = 0) = 1 for all t ∈ [0, T ].
This, together with the continuity of u− ū in H, concludes the proof.
We can have some results about the continuous dependence of the solution to (2.1) on the
initial data if we assume the following.
A - 2.5 (Strong Monotonicity). There exist constants θ′ > 0, K such that almost surely, for
all t ∈ [0, T ] and x, x̄ ∈ V ,





t (x̄)|2H ≤ −θ′|x− x̄|αV +K|x− x̄|2H .





t (x̄)|2H ≤ K
(
|x− x̄|2H + |x− x̄|αV
)
.
If we replace the local monotonicity Assumption A-2.2 in Theorem 2.2 by the strong mono-
tonicity Assumption A-2.5, then we obtain the following result about the continuous dependence
of the solution to (2.1) on the initial data.
Theorem 2.4. Let Assumptions A-2.3 to A-2.5 hold and u0, ū0 ∈ Lp0(Ω;H). If u and ū are
two solutions of (2.1) with initial condition u0 and ū0 respectively, then for p0 > 2
sup
t∈[0,T ]
E|ut − ūt|p0H + E
∫ T
0
|ut − ūt|p0−2H |ut − ūt|
α





|ut − ūt|p0rH < CE|u0 − ū0|
p0r
H ,
for any r ∈ (0, 1) and
sup
t∈[0,T ]
E|ut − ūt|2H + E
∫ T
0
|ut − ūt|αV dt < CE|u0 − ū0|2H .
Proof. The proof is very similar to the proof of Theorem 2.1. Indeed we apply Itô’s formula
from [28] to (2.13) and repeat the proof of Theorem 2.1 for the process ut − ūt. Here we note
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that one needs to use the strong monotonicity Assumption A-2.5 in place of Assumption A-2.3
and work with the sequence of stopping times given by (2.15). However, we include the proof
for the convenience of reader.
Let u and ū be two solutions of (2.1) in the sense of Definition 2.1 so that (2.13) holds
almost surely for all t ∈ [0, T ]. Applying Itô’s formula for the square of the norm to (2.13), we
get almost surely for all t ∈ [0, T ],















(us − ūs, Bjs(us)−Bjs(ūs))dW js ,
(2.16)
which is a real-valued Itô process. Thus, by Itô’s formula and using Cauchy–Schwarz inequality,
we get






















(us − ūs, Bjs(us)−Bjs(ūs))dW js
(2.17)
almost surely for all t ∈ [0, T ]. In order to apply Lemma 1.9, we consider a bounded stopping
time τ and the sequence of stopping times (σn) defined in (2.15). Replacing t by t ∧ σn ∧ τ in
(2.17) and using Assumption A-2.5, we get
|ut∧σn∧τ − ūt∧σn∧τ |
p0
H















|us − ūs|p0−2H (us − ūs, B
j
s(us)−Bjs(ūs))dW js







|us − ūs|p0H − θ
′ p0
2














almost surely for all t ∈ [0, T ] and n ∈ N. Then in view of Remark 2.1 and the fact that u and






1{s≤τ}|us − ūs|p0−2H (us − ūs, B
j
s(us)−Bjs(ūs))dW js = 0 .









|us − ūs|p0−2H |us − ūs|
α
V ds






|us − ūs|p0H ds
≤E|u0 − ū0|p0H + CE
∫ t
0





From this Gronwall’s lemma yields,
E|ut∧σn∧τ − ūt∧σn∧τ |
p0
H ≤ CE|u0 − ū0|
p0
H (2.20)
for all t ∈ [0, T ] and n ∈ N. Letting n→∞ and using Fatou’s lemma, we obtain
E|ut∧τ − ūt∧τ |p0H ≤ CE|u0 − ū0|
p0
H
for all t ∈ [0, T ]. Using Lemma 1.9, we get
E sup
t∈[0,T ]




for any r ∈ (0, 1). Further, using the estimate (2.20) in the right-hand side of (2.19) with τ = T
and with n→∞, we obtain






|us − ūs|p0−2H |us − ūs|
α
V ds ≤ CE|u0 − ū0|
p0
H
for all t ∈ [0, T ] as desired. Further, we note that if Assumption A-2.5 holds for some p0 ≥ β+2,
then it holds for p0 = 2 as well. Thus, from (2.16) we obtain
E|ut − ūt|2H + θ′E
∫ t
0




for all t ∈ [0, T ]. Application of Gronwall’s lemma yields,
sup
t∈[0,T ]
E|ut − ūt|2H ≤ CE|u0 − ū0|2H , (2.21)




|us − ūs|αV ds ≤ CE|u0 − ū0|2H (2.22)
and hence the result.
Remark 2.4. Assuming Assumption A-2.6 in addtion to assumptions made in Theorem 2.4
above, we further obtain
E sup
t∈[0,T ]
|ut − ūt|2H < CE|u0 − ū0|2H .
Indeed, by considering the sequence of stopping times σn defined in (2.15) and using Remark 2.1
along with Definition 2.1, we observe that the stochastic integrals appearing in the right-hand
side of (2.16) are martingales for each n ∈ N. Thus using the Burkholder–Davis–Gundy inequal-
ity, Cauchy–Schwarz inequality along with Assumption A-2.6 and Young’s inequality yields for

















































Moreover, replacing t by t∧σn, taking supremum and then expectation in (2.16) and then using
Assumption A-2.5 and (2.23), we obtain for each n ∈ N,
E sup
t∈[0,T ]
|ut∧σn − ūt∧σn |2H ≤ εE sup
t∈[0,T ]
|ut∧σn − ūt∧σn |2H
+ C
(
E|u0 − ū0|2H + E
∫ T
0





Finally, by choosing ε small and using (2.21) and (2.22), we obtain for each n ∈ N
E sup
t∈[0,T ]




which on allowing n→∞ and using Fatou’s lemma gives the desired result.
2.3 A priori estimates for Galerkin discretization
We show the existence of solution to SEE (2.1) using the Galerkin method. Consider a Galerkin
scheme (Vm)m∈N for V , i.e. for each m ∈ N, Vm is an m-dimensional subspace of V such that
Vm ⊂ Vm+1 ⊂ V and ∪m∈NVm is dense in V . Let {φi : i = 1, 2, . . .m} be a basis of Vm. Assume





H <∞ and E|u
m
0 − u0|2H → 0 as m→∞. (2.24)
For each m ∈ N and φi ∈ Vm, i = 1, 2, . . . ,m, consider the stochastic differential equation:
(umt , φi) = (u
m















almost surely for all t ∈ [0, T ]. Using the results on solvability of stochastic differential equations
in finite dimensional space (see, e.g., [28, Chapter 2, Theorem 3.1 ]), together with Assump-
tions A-2.1 to A-2.4 and Remark 2.2, there exists a unique adapted and continuous (and thus
progressively measurable) Vm-valued process u
m satisfying (2.25).
Lemma 2.1 (A priori Estimates for Galerkin Discretization). Suppose that (2.24) and As-




















H ≤ C, (2.27)













|Bjs(ums )|2Hds ≤ C. (2.29)
Proof. Proof of (2.26) and (2.27) is almost a repetition of the proof of analogous estimates in
Theorem 2.1. Indeed, for each m ∈ N, we can define a sequence of stopping times
σmn := inf{t ∈ [0, T ] : |umt |H > n} ∧ T
5We can always obtain such an approximating sequence. For example, consider {φi}i∈N ⊂ V forming an
orthonormal basis in H and for each m ∈ N, take um0 = Πmu0 where Πm : H → Vm are the projection
operators.
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and repeat the steps of Theorem 2.1 by replacing ut with u
m
t and σn with σ
m
n . There are two
main points to be noted. The first is that the stochastic integral appearing on right-hand side
of (2.6), with ut replaced by u
m
t , is a local martingale for each m ∈ N. Indeed, on a finite








with some constant Cm. The second point is that, since
sup
m∈N
E|um0 |p0 < ∞,
we can find a constant independent of m to obtain (2.26) and (2.27). The estimates (2.28) and







V ∗ ds ≤ E
∫ T
0

















|ums |αV |ums |
β
H ds .
Using Young’s inequality, we see that




































where we have used the fact p0 ≥ β + 2. This also implies |ums |
β






































































|ums |αV ds+ E
∫ T
0

















|ums |αV ds+ E
∫ T
0




and hence by using (2.26), we get (2.29).
2.4 Existence of solution
Having obtained the necessary a priori estimates, we now extract weakly convergent subse-
quences using the compactness argument. After that we use the local monotonicity condition
to establish the existence of a solution to (2.1).
Lemma 2.2. Let Assumptions A-2.2, A-2.3, A-2.4 and (2.24) hold. Then there is a subse-
quence (mk)k∈N and
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i) there exists a process u ∈ Lα((0, T )× Ω;V ) such that
umk ⇀ u in Lα((0, T )× Ω;V ),
ii) there exists a process a ∈ L
α
α−1 ((0, T )× Ω;V ∗) such that
A(umk) ⇀ a in L
α
α−1 ((0, T )× Ω;V ∗),
iii) there exists a process b ∈ L2((0, T )× Ω; `2(H)) such that
B(umk) ⇀ b in L2((0, T )× Ω; `2(H)).
Proof. The Banach spaces Lα((0, T )×Ω;V ), L
α
α−1 ((0, T )×Ω;V ∗) and L2((0, T )×Ω; `2(H))
are reflexive. Thus, due to Lemma 2.1, there exists a subsequence mk (see, e.g., Theorem 3.18
in [2]) such that
(i) umk ⇀ v in Lα((0, T )× Ω;V )
(ii) A(umk) ⇀ a in L
α
α−1 ((0, T )× Ω;V ∗)
(iii) (Bj(umk))mkj=1 ⇀ (b
j)∞j=1 in L
2((0, T )× Ω; `2(H))
as desired.
Whilst not needed to prove here, it is also possible to show that there is a subsequence of
(mk), again denoted by mk such that u
mk converges weakly star to u in Lp(Ω;L∞(0, T ;H)).
This is a consequence of Lemma 2.1 and Lemma 1.10.
Lemma 2.3. Let Assumptions A-2.2, A-2.3 and A-2.4 together with (2.24) hold. Then,
i) for dt× P almost everywhere,











and moreover almost surely u ∈ C([0, T ];H) and for all t,



















ii) Finally, u ∈ L2(Ω;C([0, T ];H)).
Proof. Using Itô’s isometry, it can be shown that the stochastic integral is a bounded linear
operator from L2((0, T )×Ω; `2(H)) to L2((0, T )×Ω;H) and hence maps a weakly convergent











































Similarly, using Holder’s inequality it can be shown that the Bochner integral is a bounded
linear operator from L
α
α−1 ((0, T )×Ω;V ∗) to L
α
α−1 ((0, T )× Ω;V ∗) and is thus continuous with



















Fix n ∈ N. Then for any φ ∈ Vn and an adapted real valued process ηt bounded by a constant











(umk0 , φ) +
∫ t
0


































with any φ ∈ Vn and any adapted real valued process ηt bounded by a constant C. Since
∪n∈NVn is dense in V , we obtain











dt× P almost everywhere. Now, using Theorem 3.2 on Itô’s formula from [28], there exists an
H-valued continuous modification u of v which is equal to the right hand side of (2.34) almost
surely for all t ∈ [0, T ]. Moreover (2.31) holds almost surely for all t ∈ [0, T ]. This completes
the proof of part (i) of the lemma.
It remains to prove part (ii) of the lemma. To that end, consider the sequence of stopping
times σn defined by (2.8). From the Burkholder–Davis–Gundy inequality along with Cauchy–
















































Replacing t by t ∧ σn, taking supremum and then expectation in (2.31) and using Hölder’s
inequality along with (2.35), we obtain
E sup
t∈[0,T ]

























which on choosing ε small enough gives
E sup
t∈[0,T ]































This concludes the proof.
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From now onwards, the processes v and u will be denoted by u for notational convenience.
In order to prove that the process u is the solution of equation (2.1), it remains to show that
dt × P almost everywhere A(v) = a and Bj(v) = bj for all j ∈ N. Recall that Ψ and ρ were
given in Definition 2.2.
Proof of Theorem 2.3. For ψ ∈ Lα((0, T )× Ω;V ) ∩Ψ ∩ L2(Ω;C([0, T ];H)), using the product









































2〈As(umks ), umks 〉+
mk∑
j=1














2〈As(umks ), umks 〉+
mk∑
j=1












2〈As(umks )−As(ψs), umks − ψs〉+ 2〈As(ψs), umks 〉
+ 2〈As(umks )−As(ψs), ψs〉+
mk∑
j=1







































































































































Further, using Definition 2.2, Lemmas 2.2 and 2.3,
u ∈ Lα((0, T )× Ω;V ) ∩Ψ ∩ L2(Ω;C([0, T ];H)) .
Taking ψ = u in (2.38), we obtain that B(u) = b in L2((0, T )×Ω; `2(H)). Let η ∈ L∞((0, T )×





























Since this holds for any η ∈ L∞((0, T )×Ω;R) and φ ∈ V , we get that A(u) = a in L
α
α−1 ((0, T )×
Ω;V ∗), which concludes the proof.
2.5 Examples
In this section, some examples of stochastic evolution equations are presented which fit in the
framework of this chapter and yet do not satisfy the assumptions of [28, 30].
Throughout the section, D ⊆ Rd denotes an open bounded domain with smooth boundary.
Example 2.1 (Semi-linear equation). Let γ be a constant such that γ2 < 13 . For i = 1, 2, . . . , d,
let gi : R→ R be bounded and Lipschitz continuous and hi : R → R be Lipschitz continuous.
Let f : R→ R be a continuous function such that
|f(x)| ≤ K(1 + |x|3) and (f(x)− f(y))(x− y) ≤ K(1 + |y|2)|x− y|2 ∀x, y ∈ R.
Consider the stochastic partial differential equation
dut =
(






dWt on (0, T )×D , (2.39)
where ut = 0 on ∂D , u0 is a given F0-measurable random variable and ∆ is the Laplace operator
defined in (1.3). Moreover W is an Rd-valued Wiener process. It will now be shown that such
an equation, in its weak form, satisfies Assumptions A-2.1 to A-2.4.
Let A : W 1,20 (D)→W−1,2(D) and Bi : W
1,2
0 (D)→ L2(D) be given by
A(u) := ∆u+ g(u)∇u+ f(u) and Bi(u) := γDiu+ hi(u)
for i = 1, 2, . . . d. The next step is to show that these operators satisfy Assumptions A-2.1 to
A-2.4. We immediately notice that A-2.1 holds, in particular, since g and f are continuous.
We now wish to verify the local monotonicity condition. By using the assumptions imposed




+ 〈g(u)∇(u− v), u− v〉+ 〈(∇v)(g(u)− g(v)), u− v〉+ 〈f(u)− f(v), u− v〉
≤ −|u− v|2
W 1,20
+ C|u− v|W 1,20 |u− v|L2 + C|v|W 1,20 |u− v|
2
L4 + C|u− v|2L2 + C|v|2L4 |u− v|2L4 .
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Then (1.7) implies that
〈A(u)−A(v), u− v〉 ≤ − |u− v|2
W 1,20
+ C|u− v|W 1,20 |u− v|L2 + C|v|W 1,20 |u− v|L2 |u− v|W 1,20
+ C|u− v|2L2 + C|v|2L4 |u− v|W 1,20 |u− v|L2 .
Young’s inequality with some ε > 0 finally leads to
〈A(u)−A(v), u− v〉 ≤ (ε− 1)|u− v|2
W 1,20
+ C(1 + |v|2
W 1,20




|Bi(u)−Bi(v)|2L2 ≤ 2γ2|u− v|2W 1,20 + C|u− v|
2
L2 .





≤ (2ε+ 2γ2 − 2)|u− v|2
W 1,20
+ C(1 + |v|2
W 1,20
+ |v|2L2 |v|2W 1,20 )|u− v|
2
L2 .




|Bi(u)−Bi(v)|2L2 + θ|u− v|2W 1,20
≤ C(1 + |v|2
W 1,20
)(1 + |v|2L2)|u− v|2L2 ,
for all u, v ∈W 1,20 (D). Hence Assumption A-2.2 is satisfied with α := 2 and β := 2.
The next condition that ought to be verified is p0-stochastic coercivity. Taking v = 0
in (2.40) and observing that A(0) = f(0) is a constant, on using Hölder’s inequality we obtain
for all u ∈W 1,20 (D)
〈A(u), u〉 ≤ (ε− 1)|u|2
W 1,20
+ C|u|2L2 + 〈f(0), u〉 ≤ (ε− 1)|u|2W 1,20 + C|u|
2
L2
which implies, together with the assumptions on h, that














Taking6 p0 := 4 we see that if γ
2 < 1/3, then Assumption A-2.3 holds with θ := 2 − 2ε − 6γ2
for ε > 0 sufficiently small.
Finally we wish to verify the growth condition. Using the boundedness of g and Hölder’s
inequality, we obtain
|g(u)∇u|W−1,2 ≤ C|u|W 1,20 ∀u ∈W
1,2
0 (D).
Moreover, due to Hölder’s inequality, we get that for any 1 ≤ q <∞ and u, v ∈W 1,20 (D),










where the last inequality is a consequence of the Sobolev embedding and the fact that d = 1 or










1 + |u|L2 |u|2L6
)
,
where the last inequality follows from interpolation between spaces of integrable functions, see
6One may choose p0 ≥ β + 2 but clearly that will put more restriction on γ.
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thus Assumption A-2.4 is satisfied with α = 2, β = 2.
If d = 1 or 2, α = 2, β = 2, p0 = 4, γ
2 < 1/3 and u0 ∈ L4(Ω;L2(D)) is F0-measurable then,
in view of Theorems 2.1, 2.2 and 2.3, we conclude that equation (2.39) has a unique solution






























dWt on (0, T )×D , (2.41)
where ut = 0 on ∂D and an L2(D)-valued, F0-measurable u0 is a given initial condition. Here
W is a real-valued Wiener process. Weak formulation of this equation can be interpreted as a
stochastic evolution equation as follows.
Define A : W 1,20 (D)→W−1,2(D) and B : W
1,2
0 (D)→ L2(D) as
A(u) := ∆u+ uDu and B(u) := γDu+ h(u).
Note that SPDE (2.41) is not covered by Example 2.1 as the function g(u) = u is not bounded.
However, Assumption A-2.1 is satisfied following the same arguments as in Example 2.1. Next,








and so using integration by parts,
〈uDu− vDv, u− v〉 = −1
2
〈















v(u− v), D(u− v)
〉
.
But using integration by parts again we see that
〈
(u− v)2, D(u− v)
〉
= 0 and so




v(u− v), D(u− v)
〉
.
Further, using Hölder’s inequality we get
〈A(u)−A(v), u− v〉 ≤ −|u− v|2
W 1,20
+ |v|L4 |u− v|L4 |u− v|W 1,20
and thus Gagliardo–Nirenberg inequality, and Young’s inequality imply that for any ε > 0,




+ C|v|2L2 |v|2W 1,20 |u− v|
2
L2 . (2.42)
This, along with Lipschitz continuity of h, gives
2〈A(u)−A(v), u− v〉+|B(u)−B(v)|2L2
≤ (−2 + 2ε+ 2γ2)|u− v|2
W 1,20




for all u, v ∈ W 1,20 (D). As γ2 ∈ (0, 1/3), we can choose ε > 0 sufficiently small so that
−1+ ε+γ2 < 0 and hence Assumption A-2.2 is satisfied with α := 2 and β := 2. The next step
is to show that the p0-stochastic coercivity assumption holds with p0 = 4. Indeed, substituting
v = 0 in (2.42), we obtain
〈A(u), u〉 ≤ (−1 + ε)|u|2
W 1,20
which along with linear growth of h implies that





Note that since γ2 ∈ (0, 1/3) we can choose ε > 0 sufficiently small so that θ := 2−2ε−6γ2 > 0.
Then with f := C, Assumption A-2.3 holds.
Finally, we verify the growth assumption on A. Using integration by parts, Hölder’s in-
equality and Gagliardo–Nirenberg inequality, we obtain for u, v ∈W 1,20 (D),
〈uDu, v〉 = −1
2
〈u2, Dv〉 ≤ 1
2
|u|2L4 |v|W 1,20
≤ C|u|L2 |u|W 1,20 |v|W 1,20
which then implies that
|uDu|W−1,2 ≤ C|u|L2 |u|W 1,20 . (2.43)





proving that Assumption A-2.4 is satisfied for α = 2, β = 2 and f = C. Thus, in view of
Theorems 2.1, 2.2 and 2.3, if u0 ∈ L4(Ω;L2(D)), then SPDE (2.41) has a unique solution















where we recall in particular that C depends on T .




2/5) be a constant. Consider
the stochastic partial differential equation
dut =
(
∆ut + utDut − u3t
)
dt+ γu2tdWt on (0, T )×D , (2.44)
where ut = 0 on ∂D and an L2(D)-valued, F0-measurable u0 is a given initial condition. Here
W is a real-valued Wiener process. Weak formulation of this equation can be interpreted as a
stochastic evolution equation as follows.
Define A : W 1,20 (D)→W−1,2(D) and B : W
1,2
0 (D)→ L2(D) as
A(u) := ∆u+ uDu− u3 and B(u) := γu2.
where, A and B are well-defined using the Sobolev embedding W 1,20 (D) ⊂ L∞(D) and the
Gagliardo–Nirenberg inequality (1.6). Clearly, Assumption A-2.1 is satisfied. Further, using
Mean value theorem it is easy to observe that
〈−u3 + v3, u− v〉+ |γ(u2 − v2)|2L2 ≤ 0
since γ2 < 2/5 and hence using (2.42), we obtain
2〈A(u)−A(v), u− v〉+|B(u)−B(v)|2L2
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≤ (−2 + 2ε)|u− v|2
W 1,20
+ C(1 + |v|2L2)(1 + |v|2W 1,20 )|u− v|
2
L2
≤ (−2 + 2ε)|u− v|2
W 1,20
+ C(1 + |v|4L2)(1 + |v|2W 1,20 )|u− v|
2
L2
for any ε > 0 and for all u, v ∈W 1,20 (D). By choosing 0 < ε < 1, Assumption A-2.2 is satisfied
with α := 2 and β := 4.
Further Assumption A-2.3 holds with p0 = 6 and θ = 2− 2ε. Indeed, we have
2〈A(u), u〉+ 5|B(u)|2L2 ≤ (−2 + 2ε)|u|2W 1,20 .
Finally, we verify the growth assumption on A. Using Sobolev embedding we obtain for
u, v ∈ W 1,20 (D),
|〈−u3, v〉| ≤ |u|∞|v|∞|u|2L2 ≤ C|u|W 1,20 |v|W 1,20 |u|
2
L2
which then implies that
| − u3|W−1,2 ≤ C|u|2L2 |u|W 1,20 .





proving that Assumption A-2.4 is satisfied for α = 2, β = 4 and f = C.
Thus, in view of Theorems 2.1, 2.2 and 2.3, if u0 ∈ L6(Ω;L2(D)), then equation (2.44) has















Example 2.4 (Stochastic p-Laplace equation). For α > 2 and γ to be chosen suitably, consider



















on (0, T )×D , where ut = 0 on ∂D and u0 is a given F0-measurable random variable. Moreover
W i are independent Wiener processes. Further, assume that there are constants r, s, t ≥ 1 and
continuous function f on R such that
f(x)x ≤ K(1 + |x|α2 +1);
|f(x)| ≤ K(1 + |x|r)
and (f(x)− f(y))(x− y) ≤ K(1 + |y|s)|x− y|t ∀x, y ∈ R .
Finally, for i ∈ N, let hi : R → R be Lipschitz continuous with Lipschitz constants Mi such














2 + hi(u) for i = 1, 2, . . . , d,
hi(u) otherwise .
It will now be shown that these operators satisfy Assumptions A-2.1 to A-2.4 if any of the
28
following holds:
(1.) d < α, r = α+ 1, s ≤ α, t = 2 and u0 ∈ L6(Ω;L2(D)),







, 2 < t < α and u0 ∈ L6(Ω;L2(D)).
Case (1.) We immediately notice that A-2.1 holds since f is continuous. We now wish to






















































where, Gζi (u, v)(x) := ζDiu(x) + (1 − ζ)Div(x). Substituting these values in (2.46) and using













































provided γ2 ≤ 4(α−1)α2 . Further for d < α, by the Sobolev embedding we haveW
1,α
0 (D) ⊂ L∞(D)
and taking t = 2 in the assumption imposed on f , we obtain that for u, v ∈W 1,α0 (D)
〈f(u)− f(v), u− v〉 ≤ K
∫
D
(1 + |v(x)|s)|u(x)− v(x)|2dx
≤ K(1 + |v|sL∞)|u− v|2L2
≤ C(1 + |v|s
W 1,α0
)|u− v|2L2




if s ≤ α. Moreover, using Lipschitz continuity of the functions hi
|hi(u)− hi(v)|2L2 ≤M2i |u− v|2L2 , (2.49)
where the sequence (Mi)i∈N ∈ `2.
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∣∣γ|Diu|α2 − γ|Div|α2 ∣∣2L2]
+ 2
[

























Using assumptions on f , Holder’s inequality and Sobolev embedding as above, we obtain
2〈f(u), u〉 ≤ 2K
∫
D








|u|L2) ≤ δ|u|αW 1,α0 + C(1 + |u|
2
L2)
where last inequality is obtained using Young’s inequality with sufficiently small δ > 0. Further,









|Diu(x)|αdx = (p0 − 1)2γ2|u|αW 1,α0 . (2.51)
Hence Assumptions A-2.3 is satisfied with θ := 2− 2(p0 − 1)γ2 − δ > 0.









































≤ K|v|L∞(1 + |u|α+1Lα+1)














≤ K(1 + |u|α−1
W 1,α0
)(1 + |u|2L2) .
Thus, Assumption A-2.4 holds with β = 2αα−1 < 4 and in view of Theorems 2.1, 2.2 and 2.3, we
30


















Case (2.) In the case d > α, we use the Sobolev embedding W 1,α0 (D) ⊂ Lp̄(D), p̄ = dαd−α to














Then, t0 ∈ (0, 1) and p1 ∈ (2, p̄). Thus, we obtain the following interpolation inequality:
|u|Lp1 ≤ |u|1−t0L2 |u|
t0
Lp̄ , u ∈W
1,α
0 (D) (2.53)
Using the fact 2 < t < α, we can see that t < p1. Let p2 =
p1


















(α−2) implies sp2 ≤ p̄ and hence we have
|u|Lsp2 ≤ C|u|Lp̄ ≤ C|u|W 1,α0 , u ∈W
1,α
0 (D). (2.54)
Hence, using assumption on f , Hölder’s inequality, interpolation inequality (2.53), Young’s
inequality, definition of t0, the fact that s ≤ α(α−t)α−2 and (2.54), we obtain





































∣∣γ|Diu|α2 − γ|Div|α2 ∣∣2L2 ≤ 0 (2.56)
provided γ2 ≤ 2(α−1)α2 . Moreover, using the inequality












≤ −2−(α−2)|Diu−Div|αLα . (2.57)
Thus Assumption A-2.2 follows from (2.49), (2.55), (2.56) and (2.57). Again, using assumption
on f , Holder’s inequality and Young’s inequality, we obtain
2〈f(u), u〉 ≤ K
∫
D






+ C(1 + |u|2L2)
and thus using (2.50) and (2.51), Assumption A-2.3 is satisfied with θ := 2−2(p0−1)γ2−δ. In




































1 + |u|α−1Lp̄ |u|
2α
d








and therefore using (2.52), we get













Thus, Assumption A-2.4 holds with β = 4 and as in Case (1.), the desired result is obtained.
Remark 2.5. Note that taking h = 0 in previous examples, we require γ2 < 2/3 in Exam-
ples 2.1, 2.2 and less than 8(α−1)α2 ∧
2(α−1)
3α−1 in Example 2.4. Here, γ
2 is the coefficient of |v|αV
appearing in the growth of the operator B. However, the corresponding values required in main
theorem of [3] would be less than 2/5 for Examples 2.1, 2.2 and less than 8(α−1)α2 ∧
2(α−1)
5α−1 for
Example 2.4. Thus, the restriction on γ appearing in the growth assumption of operator B is
not optimal in [3]. Further, operators B having growth like in Example 2.3 cannot be covered
by [3].
Note that the restriction on the range of values γ may take, is not surprising in view of known
results for linear stochastic partial differential equations where the “stochastic parabolicity”




γ2)∆vt dt on (0, T )× Rd ,
with v0 ∈ L2(Rd) given as an initial value. This is well-posed if (1 − 12γ
2) > 0. Let ut(x) :=




γDiutdWt, on (0, T )× Rd, u0 = v0.
Hence we can only reasonably expect this stochastic partial differential equation to be well-posed
if (1− 12γ
2) > 0.
On the other hand, we see that the range of values of γ we may take, so that Assumption
A-2.3 is satisfied, depends on p0. This may seem surprising in view of results in Krylov [26]
on Lp-theory for stochastic partial differential equations. The following example, which is not
covered in [26], from Brzeźniak and Veraar [4], explores this question further.
Example 2.5. Consider the stochastic partial differential equation
dut = ∆utdt+ 2γ(−∆)
1
2ut dWt on (0, T )× T, (2.58)
where T is the one-dimensional torus R/(2πZ), γ ∈ R is a constant and F0-measurable u0 is a
given initial condition. Here W is a real-valued Wiener process.
For γ2 ∈ (0, 1/2) and u0 ∈ L2(Ω;L2(T)), the results in Krylov and Rozovskii [28] imply









On the other hand Brzeźniak and Veraar [4] have shown that if
2γ2(p− 1) > 1,
then the problem (2.58) is not well-posed in Lp((0, T ) × Ω;L2(T)). We now show that this
example fits in the framework considered in this chapter and that the p0-stochastic coercivity
condition, Assumption A-2.3, is satisfied as long as
2γ2(p0 − 1) < 1. (2.59)
This shows that the p0-stochastic coercivity condition in this thesis is sharp, since (2.58) is
ill-posed as soon as Assumption A-2.3 does not hold.
Let the space L2(T) denote the Lebesgue space of equivalence classes of C-valued measurable








Further, W 1,2(T) denotes the closure of C∞(T), the space of smooth functions, in L2(T) with











Let F : L2(T)→ `2(Z) be the Fourier transform given by






and F−1 : `2(Z)→ L2(T) be its inverse, which is given by







For u ∈W 1,2(T), we have









Furthermore, for each k ∈ Z,
[F(Du)](k) = ik(Fu)(k). (2.61)
Consider the operator (−∆) 12 : W 1,2(T)→ L2(T) defined by






and the operators A : W 1,2(T)→W−1,2(T) and B : W 1,2(T)→ L2(T) defined by
A(u) = ∆u and B(u) = 2γ(−∆) 12u.
It will be shown that these satisfy Assumptions A-2.1 to A-2.4. Using the arguments given in
Example 2.1, the operator A satisfies Assumptions A-2.1 and A-2.4 with α = 2, β = 0, p0 = 2
and L = 0. Then, using (2.60) and (2.61), we obtain





∣∣(Fu)(k)− (Fv)(k)∣∣2 ≤ 0
provided 2γ2 ≤ 1. Hence operators A and B satisfy Assumption A-2.2 if 2γ2 ≤ 1. Furthermore,
33
for any θ > 0 and p0 ≥ 2, we obtain
2〈A(u), u〉+ (p0 − 1)|Bu|2L2(T) + θ|u|
2
W 1,2(T) = (4γ




Note that there is θ > 0 such that (4γ2(p0 − 1) − 2 + θ) ≤ 0 if and only if 2γ2(p0 − 1) < 1.
Hence Assumption A-2.3 holds if and only if (2.59) holds and in this case, from Theorems 2.1,







for p ∈ [2, p0) if p0 > 2 and for p = 2 otherwise.
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Chapter 3
Lévy driven SPDEs with locally
monotone coefficients
SPDEs driven by jump type noises have gained immense popularity in recent years as jump
type noises can capture large unpredictable moves much better than the Wiener noise. Thus in
this chapter, we extend the existence and uniqueness results of the previous chapter when the
stochastic evolution equations under local monotonicity conditions are driven by Lévy noise.
Further, the drift term is allowed to be the sum of finitely many operators each having differ-
ent analytic and growth properties. As an application, we have shown the well-posedness of
stochastic anisotropic p-Laplace equation driven by Lévy noise. Such an equation in determin-
istic setting has been considered by Lions [29]. This chapter is based on the results obtained in
my article [38].
The chapter is organised as follows. In Section 3.1, we discuss the motivation behind con-
sidering the drift operator to be a finite sum of operators having different analytic and growth
properties. In Section 3.2, we formulate and prove the main results of this chapter, see Theo-
rems 3.1, 3.2 and 3.4. In Section 3.3, we show the well-posedness of the anisotropic p-Laplace
equation (3.1) by proving Theorem 3.5. In Section 3.4, we give an example of a stochastic
partial differential equation which fit into the framework of this chapter but, to the best of our
knowledge, can not be solved by using results available so far. Finally in Section 3.5, we explain
the interlacing procedure which allows one to construct the unique solution to an SPDE with
large jumps from the unique solution of the corresponding SPDE with only small jumps.
3.1 Motivation






















γt(ut, z)Ñ(dt, dz) +
∫
D
γt(ut, z)N(dt, dz) on (0, T )×D ,
(3.1)
where ut = 0 on boundary of domain D ⊂ Rd and u0 is a given initial condition. Here, pi ≥ 2
are real numbers, ζj are constants and W
j are independent Wiener processes on a stochastic
basis (Ω,F , (Ft)t∈[0,T ],P). Note that the Poisson random measure N(dt, dz) defined on a σ-
finite measure space (Z,Z , ν), introduced in Chapter 1, is independent of the Wiener processes
W j . Further, D ∈ Z is such that ν(D) < ∞ and Dc = Z \ D. The term anisotropic signifies
that the parameter p in the p-Laplace operator takes different values in different directions,
which is evident from the drift term of (3.1) as pi’s can be different. The precise assumptions
on the functions hj and γ are given in Theorem 3.5.
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dt on (0, T )×D , ut = 0 on ∂D (3.2)
has been studied in Lions [29]. Note that if pi = p for all i, then a solution to (3.2) can be
found in the Banach space defined by
W 1,p0 (D) := {u|u,Diu ∈ Lp(D), i = 1, 2, . . . , d; u = 0 on ∂D}.
By solution we mean a function u ∈ Lp((0, T );W 1,p0 (D)) such that for every t ∈ [0, T ] and




















, which means there exists a constant θ > 0, known as






|Diu(x)|pdx ≤ −θ|u|pW 1,p0
.
However, when pi’s are different, we can not mimic the above argument as we can not find a p
















, i = 1, 2, . . . , d, where each
operator satisfies the coercivity condition with different pi, θi and the space Xi, let’s call it
anisotropic coercivity condition. Then from the appropriate energy equality and anisotropic
coercivity condition, the author gets the required a priori estimates. The usual compact-
ness and monotonicity arguments lead to existence of a unique solution of (3.2) in the space
∩di=1Lpi((0, T );W
1,pi
0 (D)). Pardoux [39] generalized the method of monotone operators used
by Lions, and developed a theory for stochastic PDEs with monotone coercive operators. This
theory can be applied to solve anisotropic p-Laplace equation driven by Wiener process. In
this chapter, the technique used in [29] is extended so that anisotropic p-Laplace equation (3.1)
driven by Lévy noise can be solved in a suitable space.
3.2 Assumptions and main results
Let (H, (·, ·), | · |H) be a separable Hilbert space, identified with its dual. For i = 1, 2, . . . , k, let
(Vi, | · |Vi) be Banach spaces with duals (V ∗i , | · |V ∗i ) and 〈·, ·〉i be the notation for duality pairing
between Vi and V
∗
i . It is well known that the vector space V := V1 ∩ V2 ∩ . . . ∩ Vk with the
norm | · |V := | · |V1 + | · |V2 · · ·+ | · |Vk is a Banach space. Assume that V is separable, reflexive
and is embedded continuously and densely in H. Thus we obtain the Gelfand triple
V ↪→ H ≡ H∗ ↪→ V ∗
where ↪→ denotes continuous and dense embedding.












γt(ut, z)Ñ(dt, dz) +
∫
D
γt(ut, z)N(dt, dz) (3.3)
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for t ∈ [0, T ], where D ∈ Z is such that ν(D) < ∞. Here, Ai, i = 1, 2, . . . , k are non-linear
operators mapping [0, T ] × Ω × Vi into V ∗i , B = (Bj)j∈N is a non-linear operator mapping
[0, T ] × Ω × V into `2(H) and γ is a non-linear operator mapping [0, T ] × Ω × V × Z into H.




t∈[0,T ] are progressively measurable




t∈[0,T ] are progressively measurable. As mentioned earlier in









t∈[0,T ] are progressively
measurable. Finally, γ is assumed to be P×B(V )×Z -measurable function and u0 is assumed
to be a given H-valued, F0-measurable random variable.
Further, we assume that there exist constants αi > 1 (i = 1, 2, . . . , k), β ≥ 0, p0 ≥ β+2, θ >
0, K, L′, L′′ and a nonnegative f ∈ L
p0
2 ((0, T ) × Ω;R) such that, almost surely, the following
conditions hold for all t ∈ [0, T ].
A - 3.1 (Hemicontinuity). For i = 1, 2, . . . , k and y, x, x̄ ∈ Vi, the map
ε 7→ 〈Ait(x+ εx̄), y〉i
is continuous.





























〈Ait(x), x〉i + (p0 − 1)
∞∑
j=1






|γt(x, z)|2Hν(dz) ≤ ft +K|x|2H .





≤ (ft +K|x|αiVi )(1 + |x|
β
H).
A - 3.5 (Integrability of γ). For all x ∈ V ,∫
Dc





























almost surely for all t ∈ [0, T ] and x ∈ V . Proof is very similar to the proof of Remark 2.1.
Indeed, using Hölder’s inequality, Young’s inequality and Assumption A-3.4, we obtain that












































t + (1 + |x|H)p0
)
.









































t + (1 + |x|H)p0
)
and hence the result.






|γt(x, z)|2Hν(dz) ≤ C
(





almost surely for all t ∈ [0, T ] and x ∈ V .
Remark 3.2. From Assumptions A-3.1, A-3.2 and A-3.4, we obtain that almost surely for all
t ∈ [0, T ] and i = 1, 2, . . . , k, the operators Ait are demicontinuous, i.e. vn → v in Vi implies




i . This follows using similar arguments as in the proof of Lemma
2.1 in [28] or Remark 2.2 in this thesis. As a consequence, progressive measurability of some




t∈[0,T ] for all
i = 1, 2, . . . , k.
If the driving noise in (3.3) is a Wiener process, i.e. intensity ν ≡ 0, then Pardoux [39] has
studied such equations when the operators satisfy hemicontinuity condition A-3.1, monotonicity
condition (A-3.2 with constant L′′ = 0), coercivity condition (A-3.3 with p0 = 2, i.e. β = 0),
growth assumption (A-3.4 with β = 0) and an additional assumption on operator B appearing
in the stochastic integral term. Note that the noise considered in [39] is a cylindrical Q-Wiener
process taking values in a separable Hilbert space. One can see, e.g. in Appendix A, that the
stochastic Itô integral with respect to cylindrical Q-Wiener process taking values in a separable
Hilbert space can be expressed in the form of infinite sum of stochastic Itô integrals with respect
to independent one-dimensional Wiener processes as considered in (3.3). In view of this fact, the
additional condition on operator B assumed in [39] can be equivalently stated as the following.
For all h ∈ H and positive real numbers N , there exists a constant M such that for almost all





t (y))| ≤M |x− y|V . (3.4)
For the case k = 1, Krylov and Rozovskii [28] generalized the results in [39] by removing the
additional assumption (3.4) on the operator B. As mentioned earlier in Chapter 1, the classical
results in [28] have been generalised in number of directions. Gyöngy [11] extended the results in
[28] to include SPDEs driven by càdlàg semi-martingales and thus allows ν in (2.1) to be different
from zero. As discussed in Chapter 2, Liu and Röckner [30] have extended the framework in [28]
to SPDEs with locally monotone operators where the operator A, which is the operator acting
in the bounded variation term, satisfies a less restrictive growth condition. Thus, authors in
[30] allow constants L′′ and β, appearing in Assumptions A-3.2 and A-3.4 respectively, to be
non-zero. Brzeźniak, Liu and Zhu [3] generalised the results in [30] to include equations driven
by Lévy noise (i.e. ν 6≡ 0). However, authors in both [3] and [30] have placed an assumption
on the growth of the operators appearing under stochastic integrals. Indeed, in the set up of
this chapter, assumption made in [30] can be equivalently stated as: for all (t, ω) ∈ [0, T ] × Ω
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and x ∈ V ,
∞∑
j=1
|Bjt (x)|2H ≤ C(ft + |x|2H) (3.5)
for some f ∈ L
p0
2 ((0, T ) × Ω;R). Further, assumption made in [3] can be stated as: for
f ∈ L
p0
2 ((0, T )× Ω;R), there exists a constant ξ < θ
′
2β such that for all (t, ω) ∈ [0, T ]× Ω and






|γt(x, z)|2Hν(dz) ≤ ft + C|x|2H + ξ|x|αV (3.6)
where θ′ is the coefficient of coercivity appearing in coercivity assumption made in [3]. In
view of Remark 3.1, the conditions (3.5) and (3.6) clearly place a restriction on the growth of
operators appearing in stochastic integrals. As presented in Chapter 2, in our joint research
work Neelima and Šǐska [36], we have overcome this problem for the case ν ≡ 0 by identifying
the appropriate coercivity assumption as stated in Assumption A-3.3 and proved the existence
and uniqueness of solutions to (3.3) (in case k = 1 and ν ≡ 0) without explicitly restricting the
growth of the operator B given in (3.5). The work presented in this chapter is a generalization of
[3] in two senses: (a) we do not require the explicit growth condition (3.6) to establish existence
and uniqueness results, (b) the operator acting in the bounded variation term is of the form
A1 +A2 +· · ·+Ak, where the operators Ai have different analytic and growth properties. Again,
we have generalized the results in [36] by including SPDEs driven by Lévy noise which satisfy
condition (b) stated above, i.e. allowing k > 1 and ν 6≡ 0.
In all the above mentioned works, the key to prove the results is the use of an appropriate
Itô’s formula for the square of the H-norm. Here, we use the Itô’s formula for processes taking
values in intersection of finitely many Banach spaces, given recently by Gyöngy and Šǐska [16]
and extend the available results in the literature to include the SPDEs of the type (3.3) under
the above mentioned assumptions.
Definition 3.1 (Solution). An adapted, càdlàg, H-valued process u is called a solution of the
stochastic evolution equation (3.3) if






H) dt <∞ , i = 1, 2, . . . , k,
ii) for every t ∈ [0, T ] and φ ∈ V ,























(φ, γs(us, z))N(ds, dz)
almost surely.









dt <∞, i = 1, 2, . . . , k.
The existence and uniqueness of solution to (3.3) can be obtained from the existence of a
unique solution to the stochastic evolution equation,

















γs(us, z)Ñ(ds, dz) (3.7)
for t ∈ [0, T ], i.e. the case when the last integral in (3.3) vanishes. This is done by means of the
interlacing procedure (see e.g. [3, Section 4.2]). For the sake of completeness of argument, the
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procedure has been explained at the end of this chapter, see Section 3.5. As a consequence, we
will now consider the stochastic evolution equation (3.7) in rest of the chapter and prove the
existence and uniqueness of solution to (3.7) in Theorems 3.1, 3.2 and 3.4 below. We now show
the existence and uniqueness of solution to SPDE (3.7).
3.2.1 A priori estimates
We begin by obtaining some a priori estimates of the solution to SPDE (3.7).






























































for any r ∈ (0, 1), where C depends only on p0,K, T, r and θ.
Proof. Let u be a solution of (3.7). In order to obtain higher moment a priori estimates for
solutions to (3.7), we define for each n ∈ N,
σn := inf{t ∈ [0, T ] : |ut|H > n} ∧ T. (3.10)
The solution u, being an adapted and càdlàg H-valued process, is bounded on every com-
pact interval. Thus (σn)n∈N is a sequence of stopping times converging to T, P-a.s. and
P{σn < T} = 0 as n → ∞. Applying Itô’s formula for processes taking values in intersection
of finitely many Banach spaces to (3.7), see [16, Theorem 2.1] and replacing t by t∧ σn, we get
almost surely for all t ∈ [0, T ] and n ∈ N,

































|γs(us, z)|2HN(ds, dz) .
(3.11)
Using the fact Ñ(dt, dz) = N(dt, dz)− ν(dz)dt, we get































2(us, γs(us, z)) + |γs(us, z)|2H
)
Ñ(ds, dz)




































































2(us, γs(us, z)) + |γs(us, z)|2H
]]
N(ds, dz)





















|us|p0−2H (us, γs(us, z))Ñ(ds, dz)
(3.12)





































H (us, γs(us, z))
]
N(ds, dz) .
Using Cauchy-Schwarz inequality, Assumption A-3.3 and Young’s inequality, we get almost


















































We now proceed to estimate I2. Notice that due to Taylor’s formula on the map t 7→ |x+ ty|pH ,
for any x, y ∈ H and p ≥ 2, we get










∣∣|x+ y|pH − |x|pH−p|x|p−2H (x, y)∣∣ = p∣∣∣ ∫ 1
0
[






















Now, taking x = us, y = γs(us, z) and p = p0 in (3.14), we get























































































|us|p0−2H (us, γs(us, z))Ñ(ds, dz)
(3.16)
almost surely for all t ∈ [0, T ] and n ∈ N. We now aim to apply Lemma 1.9. To that end let τ
be some bounded stopping time. Then in view of Remark 3.1 and the fact that u is a solution

















1{s≤τ}|us|p0−2H (us, γs(us, z))Ñ(ds, dz) = 0 .
Therefore, replacing t∧σn by t∧σn∧τ in (3.16), taking expectation and using Assumption A-3.5,































































for all t ∈ [0, T ] and n ∈ N. Letting n→∞ and using Fatou’s lemma, we obtain


























for any r ∈ (0, 1), which proves the second inequality in (3.9).
In order to prove (3.8), the estimate (3.18) is used in the right-hand side of (3.17) with






















for all t ∈ [0, T ]. If Assumption A-3.3 holds for some p0 ≥ β + 2, then it holds for p0 = 2 as











































and hence (3.8) holds.
To complete the proof it remains to show the first inequality in (3.9). Considering the
sequence of stopping times σn defined in (3.10), as before we observe that the stochastic integrals
appearing in the right-hand side of (3.11) are martingales for each n ∈ N. Thus using the












































































































for each n ∈ N. Moreover, taking supremum and then expectation in (3.11) and using Assump-
tion A-3.3 along with (3.21), we obtain for each n ∈ N
E sup
t∈[0,T ]



















Finally, by choosing ε small and using (3.8) for p0 = 2, we obtain for each n ∈ N
E sup
t∈[0,T ]







which on allowing n→∞ and using Fatou’s lemma finishes the proof.
Note that we can obtain existence and uniqueness results even if Assumption A-3.3 is re-
placed by the following assumption.




〈Ait(x), x〉i + (p0 − 1)
∞∑
j=1






|γt(x, z)|2Hν(dz) ≤ ft +K|x|2H ,
where, αi < p0 for all i and [·]Vi is a seminorm on the space Vi such that
| · |Vi ≤ | · |H + [·]Vi .
Indeed, in next remark we show that we obtain apriori estimates similar to (3.8) even if
Assumption A-3.3 is replaced by A-3.6 and then rest of the argument for showing existence and
uniqueness of solution to (3.7) will remain the same.
Remark 3.3. If Assumption A-3.3 is replaced by the A-3.6, then replacing |ut|αiVi by [ut]
αi
Vi






































































giving all the desired a priori estimates for the solution.
3.2.2 Uniqueness of solution
Before stating the result about uniqueness of solution to stochastic evolution equation (3.7), we
observe the following.












for some constant L. We use this L in the remaining chapter.
Definition 3.2. Let Ψ be defined as the collection of V -valued and Ft-adapted processes ψ
satisfying ∫ T
0










for all x ∈ V .
Note that if u is a solution to (3.7) then u ∈ Ψ.























ρ(ψr)dr] ≤ E sup
s∈[0,t]
|vs|2H <∞.
This remark justifies the existence of the bounded variation integrals appearing in the proof
of uniqueness that follows.
Theorem 3.2. Let Assumptions A-3.2 to A-3.5 hold and u0, ū0 ∈ Lp0(Ω;H). If u and ū are






|ut − ūt|H = 0
)
= 1.
Proof. Consider two solutions u and ū of (3.7). Thus,






















(γs(us, z)− γs(ūs, z))Ñ(ds, dz)
(3.22)
















































|γt(ut, z)− γt(ūt, z)|2HN(dt, dz)− ρ(ūt)|ut − ūt|2Hdt
] (3.23)
almost surely for all t ∈ [0, T ]. For each n ∈ N, consider the sequence of stopping times σn
given by
σn := inf{t ∈ [0, T ] : |ut|H > n} ∧ inf{t ∈ [0, T ] : |ūt|H > n} ∧ T . (3.24)
Replacing t by tn := t ∧ σn in (3.23) and taking expectation, we obtain that almost surely for






ρ(ūs) ds|utn − ūtn |2H
)



















|γs(us, z)− γs(ūs, z)|2Hν(dz)− ρ(ūs)|us − ūs|2H
)
ds ≤ 0




ρ(ūs)ds|utn − ūtn |2H ] ≤ 0.
Letting n → ∞ and using Fatou’s lemma we conclude that P(|ut − ūt|2H = 0) = 1 for all
t ∈ [0, T ]. This, together with the fact that u− ū is càdlàg in H, finishes the proof.
As in Chapter 2, in order to get results about continuous dependence of the solution to (3.7)
on the initial data, we consider the following.
A - 3.7 (Strong Monotonicity). There exist constants θ′ > 0 and K such that almost surely,













|γt(x, z)− γt(x̄, z)|2Hν(dz) ≤ −θ′
k∑
i=1
|x− x̄|αiVi +K|x− x̄|
2
H .
A - 3.8. There exist a constant K such that almost surely, for all t ∈ [0, T ] and x, x̄ ∈ V ,∫
Dc
|γt(x, z)− γt(x̄, z)|p0H ν(dz) ≤ K|x− x̄|
p0
H .
















If we replace the local monotonicity Assumption A-3.2 by the strong monotonicity Assump-
tion A-3.7 and Assumption A-3.5 by Assumption A-3.8, then we obtain the following result
about the continuous dependence of the solution to (3.7) on the initial data.
Theorem 3.3. Let Assumptions A-3.3, A-3.4, A-3.7 and A-3.8 hold and u0, ū0 ∈ Lp0(Ω;H).









|ut − ūt|p0−2H |ut − ūt|
αi
Vi




|ut − ūt|p0rH < CE|u0 − ū0|
p0r
H
for any r ∈ (0, 1) and
sup
t∈[0,T ]






|ut − ūt|αiVidt < CE|u0 − ū0|
2
H .
Proof. As in Chapter 2, the result is obtained by applying Itô’s formula from [16] to (3.22) and
repeating the proof of Theorem 3.1 for the process ut− ūt. Here we note that one needs to use
the strong monotonicity Assumption A-3.7 in place of Assumption A-3.3, Assumption A-3.8 in
place of Assumption A-3.5 and work with the sequence of stopping times given by (3.24). We
include the proof for the convenience of reader.
Let u and ū be two solutions of (3.7) and thus (3.22) holds. For each n ∈ N, consider
the sequence of stopping times σn given by (3.24). The process u − ū, being an adapted and
càdlàg H-valued process, is bounded on every compact interval. Thus (σn)n∈N is a sequence of
stopping times converging to T, P- a.s. and P{σn < T} = 0 as n→ ∞. Applying Itô’s formula
from [16] to (3.22) and replacing t by t ∧ σn, we get almost surely for all t ∈ [0, T ] and n ∈ N






























|γs(us, z)− γs(ūs, z)|2HN(ds, dz),
(3.25)
which on using the fact Ñ(dt, dz) = N(dt, dz)− ν(dz)dt, gives





























2(us − ūs, γs(us, z)− γs(ūs, z)) + |γs(us, z)− γs(ūs, z)|2H
)
Ñ(ds, dz)
almost surely for all t ∈ [0, T ] and n ∈ N. Notice that this is a real-valued Itô process. Thus,
by Itô’s formula,
|ut∧σn − ūt∧σn |
p0
























































[∣∣|us − ūs|2H + 2(us − ūs, γs(us, z)− γs(ūs, z)) + |γs(us, z)− γs(ūs, z)|2H ∣∣ p02







us − ūs, γs(us, z)− γs(ūs, z)
)
+ |γs(us, z)− γs(ūs, z)|2H
]]
N(ds, dz)


























































|us − ūs + γs(us, z)− γs(ūs, z)|p0H − |us − ūs|
p0
H
− p0|us − ūs|p0−2H
(
us − ūs, γs(us, z)− γs(ūs, z)
)]
N(ds, dz) .
Using Cauchy-Schwarz inequality, Assumption A-3.7 and Young’s inequality, we get almost











〈Ais(us)−Ais(ūs), us − ūs〉i



































In order to estimate I2, we take x = us − ūs, y = γs(us, z) − γs(ūs, z) and p = p0 in (3.14).
Thus, we get
|us − ūs + γs(us, z)− γs(ūs, z)|p0H − |us − ūs|
p0
H − p0|us − ūs|
p0−2
H (us − ūs, γs(us, z)− γs(ūs, z))
≤ C
(
|us − ūs|p0−2H |γs(us, z)− γs(ūs, z)|
2





























N(ds, dz) . (3.28)
Using (3.27) and (3.28), we obtain from (3.26)












































|us − ūs|p0−2H (us − ūs, γs(us, z)− γs(ūs, z))Ñ(ds, dz)
(3.29)
almost surely for all t ∈ [0, T ] and n ∈ N. We now aim to apply Lemma 1.9. To that end let
τ be some bounded stopping time. Then in view of Remark 3.1 and the fact that u and ū are






1{s≤τ}|us − ūs|p0−2H (us − ūs, B
j







1{s≤τ}|us − ūs|p0−2H (us − ūs, γs(us, z)− γs(ūs, z))Ñ(ds, dz) = 0 .
Therefore, replacing t ∧ σn by t ∧ σn ∧ τ in (3.29), taking expectation and using Assumption

































≤E|u0 − ū0|p0H + CE
∫ t
0




From this Gronwall’s lemma yields,
E|ut∧σn∧τ − ūt∧σn∧τ |
p0
H ≤ CE|u0 − ū0|
p0
H (3.31)
for all t ∈ [0, T ] and n ∈ N. Letting n→∞ and using Fatou’s lemma, we obtain
E|ut∧τ − ūt∧τ |p0H ≤ CE|u0 − ū0|
p0
H
for all t ∈ [0, T ]. Using Lemma 1.9, we get
E sup
t∈[0,T ]




for any r ∈ (0, 1).
Further, using the estimate (3.31) in the right-hand side of (3.30) with τ = T and with
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n→∞, we obtain








|us − ūs|p0−2H |us − ūs|
αi
Vi
ds ≤ CE|u0 − ū0|p0H
for all t ∈ [0, T ] as desired.
If Assumption A-3.7 holds for some p0 ≥ β+ 2, then it holds for p0 = 2 as well. Thus, from
(3.25) with n→∞, we obtain














for all t ∈ [0, T ]. Application of Gronwall’s lemma yields
sup
t∈[0,T ]
E|ut − ūt|2H ≤ CE|u0 − ū0|2H , (3.32)







|us − ūs|αiVids ≤ CE|u0 − ū0|
2
H (3.33)
and hence the result.
Remark 3.5. Assuming Assumption A-3.9 in addition to assumptions made in Theorem 3.3
above, we further obtain
E sup
t∈[0,T ]
|ut − ūt|2H < CE|u0 − ū0|2H .
Indeed, by considering the sequence of stopping times σn defined in (3.24), as earlier we observe
that the stochastic integrals appearing in the right-hand side of (3.25) are martingales for each
n ∈ N. Thus using the Burkholder–Davis–Gundy inequality and Cauchy–Schwarz inequality,





































































































for each n ∈ N. Moreover, taking supremum and then expectation in (3.25) and using Assump-
tion A-3.7 along with (3.36), we obtain for each n ∈ N,
E sup
t∈[0,T ]
|ut∧σn − ūt∧σn |2H ≤ εE sup
t∈[0,T ]
|ut∧σn − ūt∧σn |2H
+ C
(











Finally, by choosing ε small and using (3.32) and (3.33), we obtain for each n ∈ N,
E sup
t∈[0,T ]
|ut∧σn − ūt∧σn |2H ≤ CE|u0 − ū0|2H
which on allowing n→∞ and using Fatou’s lemma gives the desired result.
3.2.3 Existence of solution
We prove the existence of solution to SEE (3.7) by using the Galerkin method. We consider a
Galerkin scheme (Vm)m∈N for V , i.e. for each m ∈ N, Vm is an m-dimensional subspace of V
such that Vm ⊂ Vm+1 ⊂ V and ∪m∈NVm is dense in V . Let {φl : l = 1, 2, . . .m} be a basis of





H <∞ and E|u
m
0 − u0|2H → 0 as m→∞. (3.37)
As mentioned earlier in Chapter 2, it is possible to obtain such an approximating sequence.
For each m ∈ N and φl ∈ Vm, l = 1, 2, . . . ,m, consider the stochastic differential equation:
(umt , φl) =(u
m
























s , z))Ñ(ds, dz)
(3.38)
almost surely for all t ∈ [0, T ]. Using the results on solvability of stochastic differential equations
in finite dimensional space (see, e.g., Theorem 1 in Gyöngy and Krylov [12]), together with
Assumptions A-3.1 to A-3.5 and Remark 3.2, there exists a unique adapted and càdlàg (and
thus progressively measurable) Vm-valued process um satisfying (3.38).
Lemma 3.1 (A priori Estimates for Galerkin Discretization). Suppose that (3.37) and As-
sumptions A-3.3, A-3.4 and A-3.5 hold. Then there exists a constant C independent of m, such
that




































for any p ∈ [2, p0), p0 > 2.
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|γs(ums , z)|2Hν(dz)ds ≤ C.
Proof. Proof of (i) and (ii) is almost a repetition of the proof of analogous results in Theorem
3.1. Indeed, for each m,n ∈ N, one can define a sequence of stopping times
σmn := inf{t ∈ [0, T ] : |umt |H > n} ∧ T
and repeat the proof of Theorem 3.1 by replacing ut with u
m
t and σn with σ
m
n .
Here we recall two main points.
First, the stochastic integrals appearing on right-hand side of (3.11), with us replaced by
ums , are martingales for each m,n ∈ N. Indeed, on a finite dimensional space, all norms are








with some constant Cm.
The second point is that, since
sup
m∈N
E|um0 |p0 < ∞,
one can take a constant independent of m to obtain (i) and (ii).
The estimates in (iii) and (iv) can be proved as below.























































Further application of Young’s inequality yields,




































where we have used the fact that p0 ≥ β+2. This also implies |ums |
β

























































































































































and hence by using (i), we get (iv).
Having obtained the necessary a priori estimates, we will now extract weakly convergent sub-
sequences using the compactness argument. After that using the local monotonicity condition,
we establish the existence of a solution to (3.7).
Lemma 3.2. Let Assumptions A-3.2 to A-3.5 together with (3.37) hold. Then there is a
subsequence (mq)q∈N and
i) there exists a process u ∈ ∩ki=1Lαi((0, T )× Ω;Vi) such that
umq ⇀ u in Lαi((0, T )× Ω;Vi) ∀ i = 1, 2, . . . , k,
ii) there exist processes ai ∈ L
αi
αi−1 ((0, T )× Ω;V ∗) such that
Ai(umq ) ⇀ ai in L
αi
αi−1 ((0, T )× Ω;V ∗) ∀ i = 1, 2, . . . , k,
iii) there exists a process b ∈ L2((0, T )× Ω; `2(H)) such that
B(umq ) ⇀ b in L2((0, T )× Ω; `2(H)),
iv) there exists Γ ∈ L2((0, T )× Ω× Z;H) such that
γ(umq )1Dc ⇀ Γ1Dc in L
2((0, T )× Ω× Z;H).
Proof. The Banach spaces Lαi((0, T ) × Ω;Vi), L
αi
αi−1 ((0, T ) × Ω;V ∗i ), L2((0, T ) × Ω; `2(H))
and L2((0, T ) × Ω × Z;H) are reflexive. Thus, due to Lemma 3.1, there exists a subsequence
mq (see, e.g., Theorem 3.18 in [2]) such that
(i) umq ⇀ ui in Lαi((0, T )× Ω;Vi) ∀ i = 1, 2, . . . , k,
(ii) Ai(umq ) ⇀ ai in L
αi





2((0, T )× Ω; `2(H)) ,
(iv) γ(umq )1Dc ⇀ Γ1Dc in L
2((0, T )× Ω× Z;H) .
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Further, for any ξ ∈ V and for any adapted and bounded real valued process ηt, we have for























with right–hand–side converging to zero as q → ∞. Therefore the processes ui, i = 1, 2, . . . , k
are equal dt×P almost everywhere and henceforth are denoted by u in the remaining chapter.
Lemma 3.3. Let Assumptions A-3.2 to A-3.5 together with (3.37) hold. Then
i) for dt× P almost everywhere,


























































Proof. Using Itô’s isometry, it can be shown that the stochastic integral with respect to Wiener
process is a bounded linear operator from L2((0, T )×Ω; `2(H)) to L2((0, T )×Ω;H) and hence



































































Similarly, using Holder’s inequality it can be shown that for each i = 1, 2, . . . , k, the Bochner
integral is a bounded linear operator from L
αi
αi−1 ((0, T )×Ω;V ∗i ) to L
αi
αi−1 ((0, T )× Ω;V ∗i ) and


















Fix n ∈ N. Then for any φ ∈ Vn and an adapted real valued process ηt bounded by a constant
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s , z))Ñ(ds, dz)
]
dt.






























with any φ ∈ Vn and any adapted and bounded real valued process ηt. Since ∪n∈NVn is dense
in V , we obtain


















dt× P almost everywhere.
Using Theorem 2.1 on Itô’s formula from [16], there exists an H-valued càdlàg modification
of the process u, denoted again by u, which is equal to the right hand side of (3.44) almost
surely for all t ∈ [0, T ].
Moreover (3.40) holds almost surely for all t ∈ [0, T ]. This completes the proof of part (i)
of the lemma.
It remains to prove part (ii) of the lemma. To that end, consider the sequence of stopping
times σn defined in (3.10). Using Burkholder–Davis–Gundy inequality together with Cauchy–



























































































Replace t by t ∧ σn in (3.40) and take supremum and then expectation. On using Hölder’s
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inequality along with (3.45) and (3.46), we obtain
E sup
t∈[0,T ]
































which on choosing ε small enough gives,
E sup
t∈[0,T ]






































which finishes the proof.
In order to prove that the process u is the solution of equation (3.7), it remains to show that
dt× P almost everywhere Ai(u) = ai for i = 1, 2, . . . , k, Bj(u) = bj for all j ∈ N and dt× P× ν
almost everywhere γ(u)1Dc = Γ1Dc . Recall that Ψ and ρ were given in Definition 3.2.
Theorem 3.4 (Existence of solution). If Assumptions A-3.1 to A-3.5 hold and u0 ∈ Lp0(Ω;H),
then the SEE (3.7) has a unique solution. Hence, using interlacing procedure, SEE (3.3) has a
unique solution.
Proof. Let ψ ∈ ∩ki=1Lαi((0, T )×Ω;Vi) ∩Ψ ∩ L2(Ω;D([0, T ];H)). Then using the product rule







































































































〈Ais(ψs), umqs 〉i +
mq∑
j=1













































































s , z), γs(ψs, z))ν(dz) + ρ(ψs)
[

































































(Γs(z), γs(ψs, z))ν(dz) + ρ(ψs)
[

































Further, using Definition 3.2, Lemma 3.2 and Lemma 3.3
u ∈ ∩ki=1Lαi((0, T )× Ω;Vi) ∩Ψ ∩ L2(Ω;D([0, T ];H)) .
Taking ψ = u in (3.49), we obtain that Bj(u) = bj for all j ∈ N and γ(u)1Dc = Γ1Dc . Let



















Now we divide by ε and let ε→ 0. Then, using Lebesgue dominated convergence theorem and
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Since this holds for any η ∈ L∞((0, T ) × Ω;R) and φ ∈ V , we get that Ai(u) = ai for all
i = 1, 2, . . . , k which concludes the proof.
3.3 Stochastic anisotropic p-Laplace equation
In this section, we prove the well-posedness of the stochastic anisotropic p-Laplace equation
(3.1) in the space
W 1,p0 (D) := {u|u ∈ L2(D), Diu ∈ Lpi(D), i = 1, 2, . . . , d;u = 0 on ∂D} (3.50)
under suitable assumptions. The result is formulated in Theorem 3.5 and the proof follows
by showing that (3.1), in its weak form, fits in the abstract framework discussed in previous
section and hence possesses a unique solution which depends continuously on the initial data.
We now describe the result in detail.
Let D ⊆ Rd be an open bounded domain with smooth boundary. For pi ≥ 2, consider the
spaces
W xi,pi(D) := {u|u ∈ L2(D), Diu ∈ Lpi(D)}.
It is then easy to check that the space W xi,pi(D) with the norm
|u|i,pi := |u|L2 + [u]i,pi
is a Banach space, where [u]i,pi := |Diu|Lpi is a semi-norm. Let W
xi,pi
0 (D) be the closure of
C∞0 (D) in W
xi,pi(D). It can be seen that each W xi,pi0 (D) is a separable and reflexive Banach
space and W 1,p0 (D) = ∩di=1W
xi,pi
0 (D) is embedded continuously and densely in the space L
2(D).
Assume that γ : [0, T ] × Ω ×W 1,p0 (D) × Z → L2(D) is a P ×B(W
1,p
0 ) × Z -measurable
function. Finally, u0 is assumed to be a given L
2(D)-valued, F0-measurable random variable.
Definition 3.3 (Solution). An adapted, càdlàg, L2(D)-valued process u is called a solution of
the stochastic anisotropic p-Laplace equation (3.1) if





























































We now formulate the result regarding well-posedness of stochastic anisotropic p-Laplace
equation (3.1).




K > 0 such that almost surely, the following conditions hold for all t ∈ [0, T ].
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|γt(u, z)− γt(v, z)|2 dxν(dz) ≤ K
∫
D
|u− v|2 dx (3.51)





























Further, if the initial condition u0 ∈ Lp0(Ω;L2(D)) and hj : R → R, j ∈ N are Lipschitz
continuous functions with Lipschitz constants Mj such that the sequence (Mj)j∈N ∈ `2, then
there exists a unique solution of anisotropic p-Laplace equation (3.1) in the sense of Defini-
tion 3.3. Furthermore, if u and ū are two solutions with initial condition u0 and ū0 respectively,


























< CE|u0 − ū0|p0L2 (3.55)
with p = 2 in case p0 = 2 and with any p ∈ [2, p0) in case p0 > 2.
Proof. For i = 1, 2, . . . , d, take Vi := W
xi,pi
0 (D) defined above so that the space V is the space
W 1,p0 (D) given by (3.50). Again for i = 1, 2, . . . , d, let A











2 + hj(u) for j = 1, 2, . . . , d,
hj(u) otherwise.
We note that for u, v ∈ Vi,




and thus using Hölder’s inequality,∣∣〈Ai(u), v〉i∣∣ ≤ |u|pi−1Vi |v|Vi .
Thus, for every u ∈ V i, Ai(u) is a well-defined linear operator on Vi such that
|Aiu|V ∗i ≤ |u|
pi−1
Vi
which implies that Assumptions A-3.1 and A-3.4 hold with αi = pi and β = 0.
We now verify the local monotonicity condition. As observed in Example 2.4, we obtain for

















. Since the functions hj , j ∈ N are given to be Lipschitz continuous with
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Lipschitz constants Mj such that (Mj)j∈N ∈ `2, we have
|hj(u)− hj(v)|2L2 ≤M2j |u− v|2L2 . (3.57)
Using (3.51), we get ∫
Dc











|γ(u, z)− γ(v, z)|2L2ν(dz)
≤ C|u− v|2L2
and hence Assumption A-3.2 is satisfied.
We now wish to verify the p0-stochastic coercivity condition A-3.3. However, in view of
Remark 3.3, it is enough to verify Assumption A-3.6 instead. Taking v = u in (3.56), we get






∣∣ζi|Diu| pi2 ∣∣2L2 = 2(p0 − 1)ζ2i ∫
D
|Diu(x)|pidx.
Also, (3.52) gives ∫
Dc
|γ(u, z)|2L2 ν(dz) ≤ K(1 + |u|2L2) .
Choose ζ2i <
1
(p0−1) , so that θi := 2 − 2(p0 − 1)ζ
2
i > 0. Then taking θ to be the minimum of


















pidx and thus Assumption A-3.6 is satisfied. Finally, we need to
verify Assumption A-3.5. Using (3.53), we have∫
Dc
|γ(u, z)|p0L2 ν(dz) ≤ K(1 + |u|
p0
L2)
as desired. Since u0 ∈ Lp0(Ω;L2(D)), in view of Remark 3.3 along with Theorems 3.1, 3.2 and
3.4, stochastic anisotropic p-Laplace equation (3.1) has a unique solution.
We now show the continuous dependence of the solution on the initial data by proving
(3.55). For this, we show that operators in (3.1) satisfy Assumptions A-3.7 to A-3.9. Using the
inequality
(|a|ra− |b|rb)(a− b) ≥ 2−r|a− b|r+2 ∀ r ≥ 0, a, b ∈ R,

























+ 2(p0 − 1)
















|γ(u, z)− γ(v, z)|2L2ν(dz) ≤ −θ′
d∑
i=1
|Diu−Div|piLpi + C|u− v|
2
L2
for any θ′ satisfying 0 < θ′ < 2−(pi−2) for all i. Thus, Assumption A-3.7 is satisfied. Using
(3.54), we obtain ∫
Dc
|γt(u, z)− γt(v, z)|p0L2ν(dz) ≤ K|u− v|
p0
L2
showing that Assumption A-3.8 holds. Finally, for each i = 1, 2, . . . , d,∣∣ζi|Diu| pi2 − ζi|Div| pi2 ∣∣2L2 ≤ C∣∣|Diu−Div| pi2 ∣∣2L2 ≤ C|u− v|piVi















and hence (3.55) follows from Theorem 3.3 and Remark 3.5. This concludes the proof of The-
orem 3.5 and hence establishes the well-posedness of stochastic anisotropic p-Laplace equation
(3.1).
3.4 Example
Finally, in this section, we present an example of stochastic evolution equation which fits in
the framework of this chapter and yet does not satisfy the assumptions of [3, 28] or [30]. Here,
D ⊆ Rd is an open bounded domain with smooth boundary and W 1,p0 (D) is the Sobolev space
defined in Chapter 1.
Example 3.1 (Quasi-linear equation). Let p1, p2 > 2. Assume that there are constants
r, s, t ≥ 1 and continuous function f0 on R such that
f0(x)x ≤ K(1 + |x|
p1
2 +1); |f0(x)| ≤ K(1 + |x|r)
and (f0(x)− f0(y))(x− y) ≤ K(1 + |y|s)|x− y|t ∀ x, y ∈ R .
Let hj : R→ R, j ∈ N be Lipschitz continuous functions with Lipschitz constants Mj such that
the sequence (Mj)j∈N ∈ `2. Further, let Z = Rd, Dc = {z ∈ Rd : |z| ≤ 1} and ν be a Lévy
measure on Rd. Finally assume that γ : [0, T ]× Ω× R× Z → Z satisfies
|γt(x, z)− γt(y, z)| ≤ K|x− y||z| and |γt(x, z)| ≤ K(1 + |x|)|z|
almost surely, for all t ∈ [0, T ], x, y ∈ R, z ∈ Dc.





























on (0, T ) × D , where ut = 0 on ∂D , u0 is a given F0-measurable random variable and ζ is a
constant to be chosen suitably. Moreover, W j are independent Wiener processes. We will now
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show that such an equation, in its weak form, fits the assumptions made in this chapter if any
of the following holds:
1. d < p1, r = p1 + 1, s ≤ p1, t = 2 and u0 ∈ L6(Ω;L2(D)).
2. d > p1, r =
2p1







, 2 < t < p1 and u0 ∈ L6(Ω;L2(D)).
Case 1. Take V1 := W
1,p1
0 (D), V2 := L
p2(D) and V := V1 ∩ V2. Then (Vi, | · |Vi) are reflexive
and separable Banach spaces such that
V ↪→ L2(D) ≡ (L2(D))∗ ↪→ V ∗.








+ f0(u) and A2(u) := −|u|p2−2u .





2 + hj(u) for j = 1, 2, . . . , d,
hj(u) otherwise .
The next step is to show that these operators satisfy the Assumptions A-3.1 to A-3.5. We
immediately notice that A-3.1 holds since f0 is continuous.
We now wish to verify the local monotonicity condition. As discussed earlier in Example













∣∣ζ|Dlu| p12 − ζ|Dlv| p12 ∣∣2L2 ≤ 0
provided ζ2 ≤ 4(p1−1)
p21
. Since the function −|x|p2−2x is monotonically decreasing, we get
〈−|u|p2−2u+ |v|p2−2v, u− v〉2 ≤ 0.
Further for d < p1, by Sobolev embedding we have V1 ⊂ L∞(D) and therefore using the
assumptions imposed on f0 taking t = 2, we observe that for u, v ∈ V
〈f0(u)− f0(v), u− v〉1 ≤ K
∫
D
(1 + |v(x)|s)|u(x)− v(x)|2dx




for s ≤ p1. Using Lipschitz continuity of the functions hj , j ∈ N, we have
|hj(u)− hj(v)|2L2 ≤M2j |u− v|2L2 ,
where Mj are the Lipschitz constants such that (Mj)j∈N ∈ `2. Again using assumptions imposed
on γ and the fact that ν is a Lévy measure, we have∫
Dc












|u(x)− v(x)|2dx ≤ C|u− v|2L2 .











































2〈−|u|p2−2u, u〉2 = −2|u|p2V2 .
Moreover using assumptions on f0 and Sobolev embedding, we get






≤ K(1 + |u|
p1
2




|u|L2) ≤ δ|u|p1V1 + C(1 + |u|
2
L2),
where last inequality is obtained using Young’s inequality with sufficiently small δ > 0. Further,











|Dju(x)|p1dx = 2(p0 − 1)ζ2|u|p1V1 .
Furthermore, using assumptions on γ and the fact that ν is a Lévy measure on Rd, we get∫
Dc






















Choose ζ2 < 2−δ2(p0−1) , so that θ := 2− 2(p0 − 1)ζ













|γ(u, z)|2L2ν(dz) ≤ C(1 + |u|2L2) .












































≤ C(1 + |u|p0L2)




























= |u|p1−1V1 |v|V1 .
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≤ K|v|L2 +K|v|L∞ |u|p1+1Lp1+1










|A1(u)|V ∗1 ≤ K|u|
p1−1
V1
+K(1 + |u|p1−1V1 |u|
2
L2) ≤ K(1 + |u|
p1−1
V1
)(1 + |u|2L2) .
Again, using Hölder’s inequality




which implies that Assumption A-3.4 holds with αi := pi (i = 1, 2) and β =
2p1
p1−1 < 4. Thus
taking p0 = 6 and u0 ∈ L6(Ω;L2(D)), in view of Theorems 3.1, 3.2 and 3.4, equation (3.59)

















Case 2. In the case d > p1, one can obtain the result in a similar manner, as in Example 2.4,
using the Sobolev embedding W 1,p10 (D) ⊂ L
dp1
d−p1 (D) and interpolation inequalities stated in
Example 2.4.
3.5 Interlacing procedure for SPDEs
In this section, we present how the interlacing procedure can be used to construct the unique
solution of SEE (3.3) with large jumps from the unique solution of the corresponding SEE (3.7)
with only small jumps. The work presented in this section is based on the interlacing procedure
for a class of SDEs presented in Ikeda and Watanabe [17, Chapter 4, Section 9] and for a class
of SPDEs in [3, Section 4.2]. Further we refer the reader to [17], for the details of the notions
and results used in this section.
Let p be the Poisson point process associated to the Poisson random measure N(dt, dz)
and D(p) be its domain. It is well-known that p is stationary if and only if there exists a
non-negative measure ν on (Z,Z ) such that EN((0, t]×A) = tν(A) for all t > 0, A ∈ Z . Thus
it follows that p is a stationary Ft-Poisson point process. Further, the assumption ν(D) < ∞
for D ∈ Z implies that the set,
{s ∈ (0, T ] ∩ D(p) : p(s, ω) ∈ D}
is finite almost surely. Note that the points in this set corresponds to the jump times of the
Poisson process N((0, t] × D), t ∈ (0, T ]. Let τ1 < τ2 < . . . < τn < . . . be the enumeration of
these points. Then (τn)n∈N is a sequence of stopping times converging to T P-a.s. as n→∞.
Before explaining the procedure, we recall the strong Markov property of the Brownian
motions and Poisson point processes (see, e.g. [17, Chapter 2, Theorems 6.4 and 6.5]).
Lemma 3.4 (Strong Markov Property). Let τ be a stopping time which is finite almost surely.
Define,
W τt = Wt+τ −Wτ , t ∈ [0, T − τ ]; pτt = pt+τ , t ∈ D(pτ ) := {t ∈ (0,∞) : t+ τ ∈ D(p)}
and F τt = Ft+τ , t ∈ [0, T − τ ].




and pτ is a stationary F τt -Poisson point process with intensity measure ν.
Note that W τ , pτ have the same properties as W, p. Thus, we have the following result.
Lemma 3.5. Let τ be a stopping time taking values in [0, T ] and uτ be an H-valued, Fτ -
measurable random variable such that uτ ∈ Lp0(Ω;H). Under the assumptions of Theorem 3.4,
there exists a unique adapted, càdlàg, H-valued process u such that dt × P almost everywhere
u ∈ V . Further, u ∈ ∩ki=1Lαi((τ, T )× Ω;Vi) ∩ Lp0((τ, T )× Ω;H) and almost surely,


















for t ∈ [τ, T ].
Proof. First we assume that uτ = h ∈ H. Clearly, uτ ∈ Lp0(Ω;H). Let Ñτ (dt, dz) be the com-
pensated Poisson random measure associated to the Poisson point process pτ . Using Lemma 3.4
and working along the same lines of the proof of Theorem 3.4 replacing all the computations
involving the expectations by conditional expectations with respect to Fτ , there exists a unique



























for t ∈ [0, T − τ ]. Since for any h ∈ H, the solution uτ,ht is a measurable function of h,
the solution for a general initial value uτ , where uτ , W
τ and pτ are mutually independent, is
obtained by replacing h with the Fτ -measurable random variable uτ . Thus, we obtain a unique
(F τt )-adapted càdlàg, H-valued process u
τ such that

























for t ∈ [0, T − τ ]. Substituting s+ τ = r, above equation can be rewritten as























r−τ , z)Ñ(dr, dz)
for t ∈ [0, T − τ ]. Finally, defining ut := uτt−τ for t ∈ [τ, T ], we observe that ut is the desired
solution of SEE (3.7) in the interval [τ, T ] with initial condition uτ and hence the result.
The unique solution of SEE (3.7) in the interval [τ, T ] with initial condition uτ , obtained
using Lemma 3.5 above, will be denoted by ũτ,t(uτ ), t ∈ [τ, T ] in what follows. Further, we use
the notation uτ,t(uτ ), t ∈ [τ, T ] to denote the solution of SEE (3.3) in the interval [τ, T ] with
initial condition uτ .
We now construct the unique solution to SEE (3.3) by using Theorem 3.4 and Lemma 3.5
repeatedly.
Recall that (τn)n∈N is the sequence of the jump times of the Poisson process N((0, t]× D),
t ∈ (0, T ]. From Theorem 3.4, there exists a unique solution ũ0,t(u0) to SEE (3.7) with initial



















for t ∈ [0, T ]. We construct a solution to SEE (3.3) on [0, τ1] as follows:
u0,t(u0) =
{







for t = τ1.
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where we note that u0,τ−1
(u0) = ũ0,τ−1
(u0) = ũ0,τ1(u0) as the H-valued process ũ0,t(u0),
t ∈ [0, T ] has no jump at time τ1. Clearly, the processes ũ0,t(u0) and u0,t(u0) are equiva-
lent dt× P-almost everywhere. Thus we have,



























Since τ1 is the first arrival time for the jump of the Poisson process N((0, t] × D), t ∈ (0, T ],




γs(ũ0,s(u0), z)N(ds, dz) =
{





for τ1 ≤ t < τ2.



































, the uniqueness of the solution u0,t(u0) on [0, τ1]





be the unique H-valued solution to SEE (3.7) in the interval










































for t ∈ [τ1, T ]. We construct a solution to SEE (3.3) on [0, τ2] as follows:
u0,t(u0) =



















for t = τ2.


























we obtain that u0,t(u0) is a unique solution of SEE (3.3) on the interval [0, τ2], where the unique-





SEE (3.7) on the intervals [0, T ] and [τ1, T ] respectively.
Continuing this interlacing procedure successively, a unique solution to SEE (3.3) can be





In this chapter, we consider semilinear stochastic partial differential equations on bounded do-
mains D . The semilinear term may have arbitrary polynomial growth as long as it is continuous
and monotone except perhaps near the origin. Typical examples are the stochastic Allen–Cahn
and Ginzburg–Landau equations. The first main result of this chapter are Lp-estimates for
such equations. The Lp-estimates are subsequently employed in obtaining higher regularity.
This is motivated by ongoing work to obtain rate of convergence estimates for numerical ap-
proximations to such equations. It is shown, under appropriate assumptions, that the solution
is continuous in time with values in the Sobolev space W 2,2(D ′) and L2-integrable with values
in W 3,2(D ′), for any compact D ′ ⊂ D . Using results from Lp-theory of SPDEs obtained by
Kim [20], we get analogous results in weighted Sobolev spaces on the whole D . Finally it is
shown that the solution is Hölder continuous in time of order γ < 12−
2
q as a process with values
in a weighted Lq-space, where q arises from the integrability assumptions imposed on the initial
condition and forcing terms. The work presented in this chapter is based on my joint work [37].
The chapter is organised as follows: Section 4.1 is devoted to the proof of Theorem 4.1 which
gives us the desired Lp-estimates for the solution to semilinear SPDE (4.1). In Section 4.2, we
first prove interior regularity for the associated linear SPDE, see Theorem 4.3. We then use the
results on interior regularity for the linear SPDE to prove interior regularity for the semilinear
SPDE (4.1) in Theorem 4.2. Remark 4.5 explains why we can not prove higher regularity than
that given by Theorem 4.2. In Section 4.3, we prove regularity results up to the boundary and
time regularity in weighted Sobolev spaces using Lp-theory from Kim [20], see Theorems 4.5
and 4.6. Finally in Section 4.4, we have shown with the help of an example that raising the
regularity twice is enough to get the rate of convergence estimates for the proposed numerical
scheme. The main results and required assumptions are stated at the beginning of each section.
4.1 Lp-estimates for the semilinear equation
Let T > 0 be given, (Ω,F , (Ft)t∈[0,T ],P) be a stochastic basis, P be the predictable σ-algebra
and W := (Wt)t∈[0,T ] be an infinite dimensional Wiener martingale with respect to (Ft)t∈[0,T ].
Further, let D be a bounded domain in Rd with Lipschitz boundary. Besides the notations
introduced in Section 1.2, we introduce two more notations. If h ∈ Lp((0, T );Lp(D)), then we
use ‖h‖Lp to denote the norm and D ′ b D signifies that D ′ is a compact subset of D .
We consider the following semilinear SPDE :
dut = (Ltut + ft(ut,∇ut) + f0t )dt+
∑
k∈N




t on [0, T ]×D ,























Fix constants K > 0, κ > 0 and α ≥ 2. We assume the following:
A - 4.1. For any i, j = 1, . . . , d, the coefficients aij , bi and c are real-valued, P × B(D)-
measurable and are bounded by K. The coefficients σi = (σik)∞k=1, µ = (µ
k)∞k=1 are `
2-valued,








|µkt (x)|2 ≤ K ∀t ∈ [0, T ], x ∈ D .













ξiξj ≥ κ|ξ|2 ∀t ∈ [0, T ], x ∈ D , ξ ∈ Rd .
A - 4.3. The function f = ft(ω, x, r, z) is P × B(D) × B(R) × B(Rd)-measurable, it is
continuous in (r, z) almost surely for all t and x. Furthermore, almost surely
(r − r′)(ft(x, r, z)− ft(x, r′, z)) ≤ K|r − r′|2,
|ft(x, r, z)− ft(x, r, z′)| ≤ K|z − z′|,
|ft(x, r, z)| ≤ K(1 + |r|)α−1
for all t ∈ [0, T ], x ∈ D , r, r′ ∈ R, z, z′ ∈ Rd.
A - 4.4. For some p ≥ α,
φ ∈ Lp(Ω;Lp(D)), f0 ∈ Lp(Ω× (0, T );Lp(D)) and g ∈ Lp(Ω× (0, T );Lp(D ; `2)).
Remark 4.1. Without loss of generality, we may assume that almost surely for all t, x and
z the function r 7→ ft(x, r, z) is decreasing. If not, then (4.1) can be rewritten by replacing
ft(x, r, z) with f̄t(x, r, z) := ft(x, r, z) − Kr and ct(x) with c̄t(x) := ct(x) + K, where using
Assumption A-4.3,
(r − r′)(f̄t(x, r, z)− f̄t(x, r′, z)) = (r − r′)(ft(x, r, z)− ft(x, r′, z))−K|r − r′|2 ≤ 0
showing that f̄ is decreasing in r. Further, we may assume that almost surely for all t and x,
ft(x, 0, 0) = 0. Otherwise, we can replace ft(x, r, z) in (4.1) by f̃t(x, r, z) := ft(x, r, z)−ft(x, 0, 0)
and f0t by f̃
0
t (x) := f
0
t (x) + ft(x, 0, 0).
Definition 4.1 (L2-Solution). An adapted, continuous L2(D)-valued process is said to be a
solution of SPDE (4.1) if




(|ut|αLα + |ut|2W 1,20 ) dt <∞ ,
(ii) almost surely for every t ∈ [0, T ] and ξ ∈ C∞0 (D),
(ut, ξ) = (u0, ξ) +
∫ t
0










The following theorem is the main result of this section.
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where C = C(d, p,K, κ, T ).
The rest of Section 4.1 is devoted to proving Theorem 4.1 but we give a brief outline of the
proof here.
1. We replace the semilinear term f by truncations fm, depending on some m ∈ N, chosen
in such a way that the monotonicity is preserved and fm are bounded. From standard
theory of stochastic evolution equations we obtain um which are solutions to the SPDE
with f replaced with fm.
2. We now wish to get the estimate (4.3) for these um (uniformly in m). If we were allowed
to apply Itô’s formula directly to r 7→ |r|p and the process umt (x) and to integrate over D
then (4.3) for um would follow from A-4.1, A-4.2 and A-4.3.
3. Since, of course, this is not allowed we instead consider an appropriate bounded smooth
approximation φn to r 7→ |r|p and use the Itô’s formula from Krylov [27]. We then
establish an estimate similar to (4.3) but for φn(u
m) instead of |um|p and with the right-
hand-side still depending on m but independent of n. See Lemma 4.2. This allows us to
take the limit n → ∞ and to use the monotonicity of r 7→ fmt (x, r, z) to obtain (4.3) for
um. See Lemma 4.3.
4. The final step is then to use compactness argument to obtain u as a weak limit of (um)m∈N,
see Lemma 4.4, and the usual monotonicity argument to show that u satisfies (4.1).
Fatou’s lemma will then yield (4.3) for u.
Before proceeding with the proof of Theorem 4.1, we observe the following:
Remark 4.2. Assumptions A-4.1 and A-4.2 imply, the existence of a constant K ′ depending
on K, d and κ only such that almost surely for all t ∈ [0, T ] and w,w′ ∈W 1,20 (D),
2〈Ltw + f0t , w〉+
∑
k∈N




∣∣|gt|`2 ∣∣2L2 + |w|2L2]
and
2〈Ltw − Ltw′, w − w′〉+
∑
k∈N
|Mkt w −Mkt w′|2L2 + κ|w − w′|2W 1,20 ≤ K
′|w − w′|2L2 .
Indeed, substituting the values of the operators L and M and then using integration by parts,
we have
2〈Ltw + f0t , w〉+
∑
k∈N






























σikt (x)∂iw(x) + µ
k


































































































2〈Ltw + f0t , w〉+
∑
k∈N




proving the first part of the statement.
Second part follows by repeating the above calculations replacing w by w − w′, f0t and gkt
by 0 and then using the linearity of the operators L and Mkt , k ∈ N.
In the following lemma we show that the solution to (4.1), if exists, is unique.






|ut − ūt|L2 = 0
)
= 1.
Proof. Let u and ū be two solutions of (4.1) in the sense of Definition 4.1. Then,
ut − ūt =
∫ t
0











almost surely for all t ∈ [0, T ]. Using Remark 4.1, Assumption A-4.3 and Young’s inequality,
we get
〈ft(ut,∇ut)− ft(ūt,∇ūt), ut − ūt〉
= 〈ft(ut,∇ut)− ft(ūt,∇ut) + ft(ūt,∇ut)− ft(ūt,∇ūt), ut − ūt〉
≤ κ
2
|∇(ut − ūt)|2L2 + C|ut − ūt|2L2 ,
(4.5)
for some constant C. Let K ′′ = K ′ + C, where K ′ is the constant obtained in Remark 4.2.
Then using the product rule and applying Itô’s formula for the the square of the norm to (4.4),































almost surely for all t ∈ [0, T ]. Substituting (4.5) in (4.6) and using Remark 4.2, we get
e−K








us − ūs,Mks (us)−Mks (ūs)
)
dW ks
implying that right hand side is a non-negative local martingale (and thus a super-martingale)
starting from 0 and hence for all t ∈ [0, T ],
E[e−K
′′t|ut − ūt|2L2 ] ≤ 0.
Thus for all t ∈ [0, T ], we get P(|ut − ūt|2L2 = 0) = 1 which, along with the continuity of u− ū
in L2(D), concludes the proof.
Having proved uniqueness we start preparing the proof of Theorem 4.1. For m ∈ N, consider
the truncated function
fmt (x, r, z) =
 ft(x,−m, z) if r < −mft(x, r, z) if −m ≤ r ≤ m


















umt = 0 on ∂D , u
m
0 = φ on D .
(4.7)
For each m ∈ N, using Assumption A-4.3, fmt (x, r, z) is bounded and hence (4.7) can be viewed
as a SPDE on the Gelfand triple W 1,20 (D) ↪→ L2(D) ↪→ W−1,2(D) and all the conditions for
existence and uniqueness of solution in [28] are satisfied. Thus (4.7) has a unique L2-solution
in the sense of [28, Chapter 2, Definition 2.2].
We now prove an estimate similar to (4.3) for the solutions of (4.7). We will do this by
applying the Itô’s formula from Krylov [27] similarly to Dareiotis and Gerencsér [6]. To that
end we need to consider the functions,
φn(r) =
{
|r|p if |r| < n
np−2 p(p−1)2 (|r| − n)




p−2r if |r| < n
np−2p(p− 1)(r − n) + pnp−1 if r ≥ n




p−2 if |r| < n
np−2p(p− 1) if r ≥ n
np−2p(p− 1) if r ≤ −n
Thus, we see that φn are twice continuously differentiable and for any r ∈ R,
|φn(r)| ≤ C|r|2, |φ′n(r)| ≤ C|r|, |φ′′n(r)| ≤ C
where C depends on p and n ∈ N only. Further,
φn(r)→ |r|p, φ′n(r)→ p|r|p−2r, φ′′n(r)→ p(p− 1)|r|p−2 (4.8)
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as n→∞ and
φn(r) ≤ C|r|p, φ′n(r) ≤ C|r|p−1, φ′′n(r) ≤ C|r|p−2, (4.9)
where C depends on p only.
Remark 4.3. With some simple calculations, we obtain for any r ∈ R,
(a) |rφ′n(r)| ≤ pφn(r),
(b) |r2φ′′n(r)| ≤ p(p− 1)φn(r),
(c) |φ′n(r)|2 ≤ 4pφ′′n(r)φn(r),
(d) |φ′′n(r)|
p
p−2 ≤ [p(p− 1)]
p
p−2φn(r).
Further, using these inequalities we get
(i) |ums φ′n(ums )| ≤ Cφn(ums ),









s ) ≤ εφ′′n(ums )|∇ums |2 + Cφn(ums ),
(iv) |f0s φ′n(ums )| ≤ C|f0s |p + Cφn(ums ),
(v) |fms (ums ,∇ums )φ′n(ums )| ≤ C|fs(−m,∇ums )|p + Cφn(ums ),
(vi) |gs|2`2φ′′n(ums ) ≤ Cφn(ums ) + C|gs|
p
`2 .
where C depends only on d, p and ε.
Indeed, (i) follows from (a), (ii) follows from (b). Further, using (c) and then applying













2 ≤ ε|∂iums |2φ′′n(ums ) + Cφ′n(ums )
which on taking summation over i yields (iii). Again, using (c) and applying Young’s inequality
twice, we get







≤ C|f0s |2φ′′n(ums ) + Cφn(ums )





which on using (d) gives (iv). Similarly,







≤ C|fms (ums ,∇ums )|p + Cφn(ums )
≤ C|fs(−m,∇ums )|p + Cφn(ums )
where the last inequality follows from the monotonicity of function fm. Finally, using Young’s
inequality and then using (d), we obtain








































































































for any t ∈ [0, T ] and n ∈ N. Thus using Assumptions A-4.1, A-4.2 and Young’s inequality for










































































is a local martingale. Further, using Burkholder–Davis–Gundy’s inequality, Remark 4.3(c) and
















































































































































Proof. Taking expectation in (4.10) and using Remark 4.3 along with Assumptions A-4.1, A-4.3










































































|∇ums |2φ′′n(ums )dxds ≤ CEKmt
where C = C(d, p,K, κ, T ).
Further, taking the supremum over t ∈ [0, T ] in (4.10), using the same estimates as given





















































































































|∇ums |2φ′′n(ums )dxds ≤ CEKmT <∞,
where C = C(d, p,K, κ, T ). Now we let n → ∞ and apply Fatou’s lemma to complete the
proof.
We can now use Lemma 4.2 and the monotonicity of r 7→ fmt (x, r, z) to obtain an estimate


























|∇ums |2|ums |p−2 dxds ≤ CEKT . (4.13)









































where C = C(d, p,K, κ).
Taking limit n→∞ and using Lebesgue’s dominated convergence theorem in view of (4.8),














































































|∇ums |2|ums |p−2dxds ≤ CEKt (4.15)
where C = C(d, p,K, κ, T ). Further, taking the supremum over t ∈ [0, T ] in (4.10), using the

















































where C does not depend on n and m. Taking limit n → ∞ using Lebesgue’s dominated













and hence the lemma.
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To complete the proof of Theorem 4.1 we need to take the limit, as m → ∞ in (4.13) and
to show that (4.1) has a solution. To that end we obtain the following result.
Lemma 4.4. There is a subsequence of (m) denoted by (m′) and an adapted process u such that
u ∈ Lα(Ω × (0, T );Lα(D)) ∩ L2(Ω × (0, T );W 1,20 (D)) and almost surely u ∈ C([0, T ];L2(D)).









um ⇀ u in Lα(Ω× (0, T );Lα(D)) ∩ L2(Ω× (0, T );W 1,20 (D)),









L(um) ⇀ L(u) in L2
(
Ω× (0, T );W−1,2(D)
)
M(um) ⇀M(u) in L2
(
Ω× (0, T ); `2(L2(D))
)
.
Finally for all t ∈ [0, T ],


















|ut|2L2 =|φ|2L2 + 2
∫ t
0
〈Lsus + f0s , us〉 ds+ 2
∫ t
0






(Mks us + g
k







|Mks us + gks |2L2 ds .
Proof. By Lemma 4.3, we have um ∈ Lα(Ω×(0, T );Lα(D))∩L2(Ω×(0, T );W 1,20 (D)). Moreover,






|fmt (umt (x),∇umt (x))|
α





(1 + |umt (x)|)αdxdt














such that (4.13) and (4.16) holds for each
m ∈ N with a constant independent of m. Since these Banach spaces are reflexive, there exists
a subsequence (m′) (see, e.g., Theorem 3.18 in [2]) such that
um
′
⇀ v in Lα(Ω× (0, T );Lα(D)) ,
um
′
















Moreover, the operators L and M are bounded and linear and hence map a weakly convergent
sequence to a weakly convergent sequence. Thus, we have
L(um
′
) ⇀ L(v̄) in L2
(





) ⇀M(v̄) in L2
(
Ω× (0, T ); `2(L2(D))
)
.














t − v̄t, ξ〉dt→ 0
as m′ →∞. Since C∞0 (D) is dense in Lα(D) and W
1,2
0 (D), we have the processes v and v̄ are
equal dt× P almost everywhere. Further, the Bochner integral and the stochastic integral are































































for any adapted and bounded real valued process ηt and ξ ∈ C∞0 (D). Since C∞0 (D) is dense in
Lα(D) and W 1,20 (D), we have

















dt×P almost everywhere. Using Itô’s formula for processes taking values in intersection of Ba-
nach spaces from Gyöngy and Šǐska [16], there exists an L2(D)-valued continuous modification
u of v which satisfies above equality almost surely for all t ∈ [0, T ].






α−1 (Ω× (0, T );L
α
α−1 (D)). Indeed, by definition of fm
′
, as m′ →∞
fm
′
s (ψs(x),∇ψs(x))→ fs(ψs(x),∇ψs(x)) ∀ω, s, x .











































α−1 dxds = 0.
Proof of Theorem 4.1. In order to show the weak limit u obtained in Lemma 4.4 is indeed the
unique solution of SPDE (4.1), it remains to show that f ′ = f(u,∇u) which can be shown using
the monotonicity argument as below.
Define for each w ∈ Lα(D) ∩W 1,20 (D), s ∈ (0, T ) and k ∈ N, the operators






s w + g
k
s .
Then for any w,w′ ∈ Lα(D) ∩W 1,20 (D), we have using Remark 4.2
2〈Asw −Asw′, w − w′〉+
∑
k∈N
|Bksw −Bksw′|2L2 ≤ −κ|w − w′|2W 1,20 +K
′|w − w′|2L2 . (4.17)
Consider ψ ∈ Lα(Ω× (0, T );Lα(D))∩L2(Ω× (0, T );W 1,20 (D)). Then using Assumption A-4.3,













s − ψs〉 ≤ 0 (4.18)
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almost surely for all s ∈ [0, T ]. Moreover using Young’s inequality and Assumption A-4.3, we









s − ψs〉 ≤ κ|∇(um
′
s − ψs)|2L2 + C|um
′
s − ψs|2L2 . (4.19)
Define K ′′ := K ′ + C, where K ′ and C are as in (4.17) and (4.19) above. Then using the


























































for all t ∈ [0, T ]. We now need to re-arrange the right-hand side of (4.21) so that we can use































































































































s − ψs)|2L2 + C|um
′
s − ψs|2L2
























































Now, integrating over t from 0 to T , letting m → ∞ and using the weak lower semicontinuity


































2〈Asψs, us〉+ 2〈Asus −Asψs, ψs〉










′′ [|ψs|2L2 − 2(us, ψs)] )dsdt]
(4.23)
where we have used Remark 4.4 in last inequality. Again, integrating from 0 to T in (4.20) and























































′′sηs〈f ′s − fs(us,∇us), φ〉dsdt
]
≤ 0.
Since this holds for any η ∈ L∞(Ω × (0, T );R) and φ ∈ C∞0 (D), we get that f(u,∇u) = f ′
which concludes the proof.
Further, taking m→∞ in (4.13) and using the weak lower semicontinuity of the norm, we
































In this section, we present the results on interior regularity of the solution to SPDE (4.1). The
main result is stated in Theorem 4.2. The idea is to prove the result for the linear SPDE first
and then use it along with the Lp-estimates obtained in Section 4.1 to prove Theorem 4.2. We
do not claim the result for the linear case to be new, however we could not find such result in
literature in sufficient generality.
To raise the regularity of the solution one needs the given data to be sufficiently smooth.
Thus, we assume the following condition on the coefficients before stating the main result of
this section.
Let n ≥ 0 be an integer.
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A - 4.5. For any i, j = 1, . . . , d, the coefficients aij , bi and c and their spatial derivatives
up to order n are real-valued, P ×B(D)-measurable and are bounded by K. The coefficients
σi = (σik)∞k=1, µ = (µ
k)∞k=1 and their spatial derivatives up to order n are `
2-valued, P×B(D)-












|Dγµkt (x)|2 ≤ K
for all t and x.
Theorem 4.2. Let Assumptions A-4.2 to A-4.4 hold and u be the solution to (4.1). Fix some
open D ′ b D .
(i) If Assumption A-4.5 holds with n = 1, and if φ ∈ L2(Ω;W 1,2(D)) and g ∈ L2(Ω ×
(0, T );W 1,2(D ; `2)), then
u ∈ C([0, T ];W 1,2(D ′)) a.s. and u ∈ L2(Ω× (0, T );W 2,2(D ′)).
(ii) Moreover, in case the semilinear term f does not depend on z, if Assumption A-4.5 holds
with n = 2, if φ ∈ L2(Ω;W 2,2(D)), f0 ∈ L2(Ω × (0, T );W 1,2(D)) and g ∈ L2(Ω ×
(0, T );W 2,2(D ; `2)) and if almost surely
|∂rft(x, r)| ≤ K(1 + |r|)α−2 and |∂ift(x, r)| ≤ K(1 + |r|)α−1 (4.25)
for all i = 1, . . . , d, t ∈ [0, T ], x ∈ D and all r ∈ R, then we have
u ∈ C([0, T ];W 2,2(D ′)) a.s. and u ∈ L2(Ω× (0, T );W 3,2(D ′)).
One can obtain regularity results up to the boundary in appropriate weighted Sobolev space
using results from Krylov [24] along with the Lp-estimates obtained in Theorem 4.1. However,
obtaining the similar results for the linear equations using Lp-theory is more useful . We will
discuss this in Section 4.3.
As mentioned before, we will first get the results for linear equations. So, we consider the
following linear stochastic evolution equation:
dvt = (Ltvt + ft)dt+
∑
k∈N




t on [0, T ]×D , (4.26)
where the operators L and Mk are defined in (4.2). As can be seen in what follows, one can raise
the regularity to any order for the linear equation by assuming the given data to be sufficiently
smooth. Thus we make the following assumption on initial data and the free terms and then
state the result in Theorem 4.3.
A - 4.6. Assume that v0 ∈ L2(Ω;Wn,2(D)), g ∈ L2(Ω × (0, T );Wn,2(D ; `2)) and f ∈
L2(Ω× (0, T );Wn−1,2(D)).
Theorem 4.3. Assume that v is a continuous L2(D) - valued adapted process such that
v ∈ L2(Ω× (0, T );W 1,2(D)), and it satisfies (4.26). If Assumptions A- 4.2, A- 4.5 and A- 4.6
hold, then for all open D ′ b D ,
v ∈ C([0, T ];Wn,2(D ′)) a.s. and v ∈ L2(Ω× (0, T );Wn+1,2(D ′))
We will prove Theorem 4.3 via Lemmas 4.5 and 4.6. In Lemma 4.5, we first prove the special
case n = 1.
Lemma 4.5. Assume that v ∈ C([0, T ];L2(D)) a.s., v is adapted and satisfies (4.26) and
moreover v ∈ L2(Ω × (0, T );W 1,2(D)). If Assumptions A-4.2, A-4.5 and A-4.6 hold with



























for all i = 1, . . . , d and open D ′ b D where C = C(D ′, d, T,K, κ).
Proof. We consider a cut-off function η ∈ C∞0 (D) which is 1 on D ′. Define the lth-difference







(x), x ∈ Rd
where Thl u(x) = u(x+hel) is the shift operator and the step-size h satisfies 2|h| < dist(supp η, ∂D).
From (4.26), we get 1
d(ηδhl vt) = ηδ
h










Applying Itô’s formula for the square of L2-norm, we get
d|ηδhl vt|2L2(D) = 2〈ηδ
h





















































η2|δhl (Mks vs + gks )|2dxds.
It follows from the definition of δhl and linearity of ∂j , that the two operators commute. Thus,
using integration by parts and the formula,





















l vs) + I1 + I2 + I3 + M
h
t + I4 (4.31)





T−1l (ηφ), φ ∈ C
∞
















































Similarly, taking the test function 1
h
T−hl (ηφ) and observing that integrals on D in this case are same as integrals
on Rd (since for our choice of h, supp η ∪ supp(Thl η) ∪ supp(T
−h

































































































































































































































































































































Substituting this in (4.31), we get∫
D























+ I2 + I3 + M
h
t + Ī4.

































l vs + CK,d,ε
d∑
i=1




|δhl gks |2 + εCK
d∑
i=1




Now extending η, f, g and v to Rd by setting them to 0 on Rd \ D and using the fact that
supp η ⊂ D and supp(T−hl η) ⊂ D for our choice of h, we get∫
D















































































where last inequality has been obtained using Young’s inequality. Since η2 δhl vs ∈ W 1,2(D),
using the relation between difference quotients and weak derivatives (see e.g. [7, Ch. 5, Sec. 8,
Theorem 3]), we have∫
D
|δ−hl (η








for some constant C and Dhl (η) := supp η ∪ supp(Thl η) ∪ supp(T
−h
l η) b D . Substituting this
in (4.33), we get∫
D













































































Similarly, v ∈ L2(Ω× (0, T );W 1,2(D)) and the property of difference quotients imply∫
D




Substituting (4.34)-(4.35) in (4.32), we get∫
D















CK,ε,η,d|∇vs|2 + εCK,η|η∇(δhl vs)|2 + Cε|fs|2







Further, it can be seen that the process M ht defined in (4.31) is a local martingale where a
localizing sequence of stopping times converging to T as n→∞ is given by,
τn := inf{t ∈ [0, T ] : |ηδhl vs|L2(D)| > n} ∧ T.
Thus, replacing t by t ∧ τn in (4.36), then taking expectation and choosing ε > 0 small enough



























Using the inequalities of Burkholder–Davis–Gundy, Hölder and Young together with the esti-
mates obtained above, we get that
E sup
0≤t≤T














































































































where C = C(K, d, η, ε). Now note that the right hand side of above equation and (4.37) are
independent of h and are finite and hence using e.g. [7, Ch. 5, Sec. 8, Theorem 3]), we get
(4.27).
We now extend the result to the case n = 2 as follows. From Lemma 4.5 we have that v is
a continuous W 1,2(D ′)-valued adapted process such that v ∈ L2(Ω × (0, T );W 2,2(D ′)), and it
satisfies (4.26). If Assumptions A-4.5 and A-4.6 hold for n = 2, then from (4.26), we get















































t ∂ivt + ∂lµ
k
t vt + ∂lg
k
t .
Using Assumptions A-4.5, A-4.6 with n = 2 we get,
f̄ ∈ L2(Ω× (0, T );L2(D ′)) and ḡ ∈ L2(Ω× (0, T );W 1,2(D ′; `2)).
Thus replacing f, gk,D in (4.26) by f̄ , ḡk and D ′ respectively, we see that z = ∂lv satisfies
(4.26). Clearly z ∈ C([0, T ];L2(D ′)) almost surely and z ∈ L2(Ω× (0, T );W 1,2(D ′)) and hence
all the assumptions of Lemma 4.5 are satisfied for the new linear equation (4.39). Therefore for






















which, substituting back the values of f̄ , ḡk and z = ∂lv and then using Assumption A-4.5 with





























for all i = 1, . . . , d and open D ′′ b D ′ where C = C(D ′′, d, T,K, κ). Repeating the above
procedure k times, we have the following result.
Lemma 4.6. Assume that v is a continuous L2(D)-valued adapted process satisfying (4.26)
and such that v ∈ L2(Ω × (0, T );W 1,2(D)). If Assumptions A-4.2, A-4.5 and A-4.6 hold for
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n = k, then
E sup
0≤t≤T
|∂ik . . . ∂i1vt|2L2(Dk) + E
∫ T
0

























for all ik = 1, . . . , d and open Dk b Dk−1 where C = C(Dk, d, T,K, κ).
We immediately see that Theorem 4.3 follows from Lemma 4.6. Using Theorems 4.1 and 4.3,
we can now prove Theorem 4.2.
Proof of Theorem 4.2. Let u be the solution to (4.1) given by Theorem 4.1. Then considering
ft(ut,∇ut) + f0t as a new free term ft, we observe that u satisfies (4.26) with such free term.
Now under the Assumptions A-4.3, A-4.4 and due to Theorem 4.1, applied with p ≥ 2α− 2, we






































Hence we can apply Theorem 4.3 with n = 1 thus proving the first claim.
Moreover if f is a function of t, ω, x and r only such that (4.25) holds, then taking ft(ut)+ f
0
t

























1 + |∇ut|2 + |∇ut|2|ut|2α−4 + |ut|2α−2 + |∂if0t |2
]
dxdt <∞
for any i ∈ {1, . . . , d}. Hence f(u) + f0 ∈ L2(Ω × (0, T );W 1,2(D)). Thus all the conditions of
Theorem 4.3 are satisfied for n = 2. This yields the second claim.
Remark 4.5. Note that to prove even higher regularity than that given by Theorem 4.2 one











|∂jut∂iut∂2rft(ut)|2 dxdt <∞ .
However the Lp-estimates from Theorem 4.1 are not sufficient. To overcome this, one may try
to formally apply ∂i to the SPDE (4.1) and then to try to get the analogous L
p-estimates for
the equation for the derivative. However, since the semilinear term is no longer monotone, the
proof will break down.
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4.3 Regularity in weighted spaces using Lp-theory & time
regularity
In this section, we raise the regularity of the solution to the SPDE (4.1) using Lp-theory from
Kim [20]. The reason for using Lp-theory is that one gets better estimates for the solution of
the corresponding linear equation, see Theorem 4.4, given below, which follows immediately
from [20, Theorem 2.9].
We will use this together with the Lp-estimates we proved in Theorem 4.1 to obtain regularity
results (both space and time) for the solution of the semilinear equation (4.1), see Theorems 4.5
and 4.6 below. In particular we obtain Hölder continuity in time of order γ < 12 −
2
q for
the solution to (4.1) as a process in weighted Lq-space, where q comes from the integrability
assumptions imposed on the data.
First, we introduce some notations, concepts and assumptions from [20]. For r0 > 0 and
x ∈ Rd, let Br0(x) := {y ∈ Rd : |x− y| < r0}.
Definition 4.2 (Domain of class C1u). The domain D ⊂ Rd is said to be of class C1u if for
any x0 ∈ ∂D , there exist r0,K0, L0 > 0 and a one-one, onto continuously differentiable map
Ψ : Br0(x0)→ G, for a domain G ⊂ Rd, satisfying the following:









= G ∩ {y ∈ Rd : y1 = 0},
(iii) |Ψ|C1(Br0 (x0)) ≤ K0 and |Ψ
−1(y1)−Ψ−1(y2)| ≤ K0|y1 − y2| for any y1, y2 ∈ G,
(iv) |Ψx(x1)−Ψx(x2)| ≤ L0|x1 − x2| for any x1, x2 ∈ Br0(x0).
Let D be of class C1u and ρ(x) := dist(x, ∂D). Then, by [20, Lemma 2.5] and [23, Remark




for any i = 1, . . . , d and any multi-index γ, such that
1
C
ρ ≤ ψ ≤ Cρ in D ,
for some constant C. In other words, ψ and ρ are comparable in D , and in estimates they can
be used interchangeably (up to multiplication by a constant). Moreover this implies ψ ≥ 0.
For 1 ≤ q < ∞, θ ∈ R and a non-negative integer n, define the weighted Sobolev space
Hn,qθ (D) by
Hn,qθ (D) := {u : ρ
|γ|+(θ−d)/qDγu ∈ Lq(D) for any |γ| ≤ n},











For functions u : Rd → Rd′ , we define the norm analogously and use the same notation. The
following result (see Lototsky [33, Theorem 4.1]) plays an important role in proving our results.
Remark 4.6. The following are equivalent:
(i) u ∈ Hn,qθ (D) ,
(ii) u ∈ Hn−1,qθ (D) and ψ∂iu ∈ H
n−1,q
θ (D) for all i = 1, 2, . . . d ,
(iii) u ∈ Hn−1,qθ (D) and ∂i(ψu) ∈ H
n−1,q
θ (D) for all i = 1, 2, . . . d .
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Further, let
Hn,qθ (D) := L
q(Ω× (0, T ), Hn,qθ (D)).
In the rest of the chapter, we assume that
q ≥ 2 and d− 2 + q < θ < d− 1 + q (4.41)
so that in view of [20, Remark 2.7] and Assumption 4.7(v) below, the assumption regarding
existence of an Ap,θ-type set (see Definition 2.6 and Assumption 2.8 in [20]), is satisfied. Finally,
we need the following assumption on the coefficients:
A - 4.7. For any i, j = 1, . . . , d,
(i) the real valued coefficients aij and their spatial derivatives up to order n+1 are P×B(D)-
measurable and bounded by K,
(ii) the real-valued coefficients bi, c and their spatial derivatives up to order n are P×B(D)-
measurable and are bounded by K,
(iii) the coefficients σi = (σik)∞k=1, µ = (µ
k)∞k=1 and their spatial derivatives up to order n+ 1












|Dγµkt (x)|2 ≤ K
for all t and x,
(iv) for almost every (t, ω), the coefficients aij(t, x) and σi(t, x) are uniformly continuous in
x ∈ D ,
























for all ω ∈ Ω, t ∈ [0, T ], x ∈ D , ξ ∈ Rd.
Note that, the operator L given by (4.2) is in divergence form but the results from [20] are
for operators in non-divergence form. One knows that (4.1) can be expressed in non-divergence
form if the coefficients aij are differentiable. Thus Assumption A-4.7 implies Assumptions 2.2
and 2.3 in [20]. Hence the following theorem follows from Theorem 2.9 of Kim [20].
Theorem 4.4. Assume D is of class C1u. Further, let Assumption A-4.7 hold with some n ≥ 0.
If ψf ∈ Hn,qθ (D), g ∈ H
n+1,q
θ (D ; `
2) and ψ
2
q−1φ ∈ Hn+2,qθ (D), then
dvt = (Ltvt + ft)dt+
∑
k∈N




t on [0, T ]×D ,
vt = 0 on ∂D , v0 = φ on D ,
(4.42)
has a unique solution v such that ψ−1v ∈ Hn+2,qθ (D).
In fact Theorem 2.9 in Kim [20] is proved even for fractional weighted Sobolev spaces
and under somewhat weaker assumptions. We do not use fractional spaces here to keep the
presentation simpler. As to being able to use weaker assumptions: to obtain results for the
semilinear equation (4.1) we will need to apply our results from Section 4.1, in particular
Theorem 4.1 and thus we cannot substantially weaken our assumptions here. Finally, we can
state the main results on regularity for the solution to semilinear SPDE (4.1).
Theorem 4.5. Assume D is of class C1u and u is the solution to (4.1). Further, let Assumptions
A-4.3, A-4.4 with p ≥ max(qα−q, 2) and A-4.7 with n = 0 hold. If for some q satisfying (4.41),
ψ
2
q−1φ ∈ H2,qθ (D), g ∈ H
1,q
θ (D ; `




Moreover, in the case Assumption A-4.7 holds with n = 1 and almost surely,
|∂ift(x, r, z)| ≤ K(1 + |r|)α−1,
|∂rft(x, r, z)| ≤ K(1 + |r|)α−2
and |∂zft(x, r, z)| ≤ K(1 + |r|)α−1
(4.43)
for all i = 1, . . . , d, t ∈ [0, T ], x ∈ D , r ∈ R and all z ∈ Rd, if for some q satisfying (4.41),
ψ
2
q−1φ ∈ H3,qθ (D), g ∈ H
2,q
θ (D ; `
2) and f0 ∈ H1,qθ (D), then ψ−1u ∈ H
3, q2
θ (D).
Remark 4.7. Note that if ψ−1u ∈ H2,qθ (D), then by using Remark 4.6, we get
ψ−1u ∈ H1,qθ (D) and ∂iu ∈ H
1,q
θ (D) ∀i = 1, 2, . . . d.
Invoking Remark 4.6 again, we have
ψ−1u ∈ H0,qθ (D), ∂iu ∈ H
0,q
θ (D) and ψ∂i∂ju ∈ H
0,q
θ (D) ∀i, j = 1, 2, . . . d. (4.44)
Finally, we present the result on time regularity of the solution of (4.1).






i.e., the solution u to SPDE (4.1), as a H0,qθ+q(D)- valued process, is Hölder continuous of order
γ for every γ < 12 −
2
q and q satisfying (4.41).
Note that one would like u to be Hölder continuous with exponent γ as a process with
values in a weighted Sobolev space with the same weight exponent θ as in the results for spatial
regularity (Theorem 4.5). However we need to use (4.44) in our arguments when proving
Theorem 4.6 which leads to requiring the weight exponent to be θ + q.
Before proving these theorems, we first prove the following lemma:
Lemma 4.7. Let θ̃ > d and q̃ ≥ 1. Further, let assumptions of Theorem 4.1 hold with
p ≥ max(q̃α− q̃, 2) and f0 ∈ H0,q̃
θ̃
(D). If u is the solution to (4.1) and ft := ft(ut,∇ut)+ f0t ,
then f ∈ H0,q̃
θ̃
(D) and thus ψf ∈ H0,q̃
θ̃
(D).
Proof. First we note that θ̃ > d and D is bounded, therefore supx∈D ρ
θ̃−d(x) <∞. Using this








































which is finite in view of Theorem 4.1 and the fact f0 ∈ H0,q̃
θ̃
(D). Now note that ψ is bounded













Proof of Theorem 4.5. Let u be the solution to (4.1) given by Theorem 4.1. Then considering
ft(ut,∇ut) + f0t as a new free term ft, the solution u satisfies (4.42). We wish to apply
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Theorem 4.4 with n = 0 and in order to do so we need to show that ψf ∈ H0,qθ (D). Indeed this
follows immediately by using Lemma 4.7 with θ̃ = θ and q̃ = q. Hence applying Theorem 4.4
with n = 0 we obtain ψ−1u ∈ H2,qθ (D). This completes the proof of the first statement of the
theorem.
We now consider the case when Assumption A-4.7 holds with n = 1. Again we will apply
Theorem 4.4 (but now with n = 1 and q2 in place of q) and so we need to show that ψf ∈ H
1,q̄
θ (D)
with q̄ := q2 . Taking θ̃ = θ and q̃ = q̄ in Lemma 4.7, we get ψf ∈ H
0,q̄

























Clearly I1 < ∞ using (4.40), the fact ρ is bounded on D and Lemma 4.7 (with θ̃ = θ and
q̃ = q̄). Further observe that,
∂ift = ∂i(ft(ut,∇ut) + f0t )
= ∂ift(ut,∇ut) + ∂iut ∂rft(ut,∇ut) + ∂i(∇ut)∇zft(ut,∇ut) + ∂if0t
where ∇zft is the gradient with respect to z of ft = ft(x, r, z). Thus, we have

























|∂if0t |q̄ψq̄ρθ−d+q̄ dxdt .
Now, using the fact that ψ and ρ are bounded on D and the assumption on growth of derivatives




















This is finite in view of Theorem 4.1, see the estimate (4.45) for details. Further, using Young’s























We see that this is finite using Remark 4.7 and Theorem 4.1 again. Furthermore, using Young’s





















Thus, applying Remark 4.7 and Theorem 4.1 as before, we obtain I5 < ∞. Finally, the fact


















which is finite since f0 ∈ H1,qθ (D). Thus ψf ∈ H
1,q̄
θ (D) and we can apply Theorem 4.4 with
n = 1 and q̄ in place of q to complete the proof.
Proof of Theorem 4.6. We will prove the result using Kolmogorov continuity theorem. To ease
the notation we let ft := ft(ut,∇ut) + f0t . Then from (4.1) we see that
E|ut − us|qH0,qθ+q
≤ 2q−1(I1(s, t) + I2(s, t)), (4.46)
where,



















We note that f0 ∈ H0,qθ (D) implies f0 ∈ H
0,q
θ+q(D) because ρ is bounded on D . Now using
Hölder’s inequality, we get






























































Substituting this in (4.47) and using the fact that ψ is bounded on D̄ , we obtain














where last statement follows using Remark 4.7 and Lemma 4.7 with θ̃ = θ + q and q̃ = q. Fur-
thermore using Burkholder–Davis–Gundy’s inequality, Assumption A-4.7 with n = 0, Hölder’s
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inequality and the fact that ρ is bounded on D , we see that























































































Here, the last inequality is obtained using Remark 4.7 as before and the assumption that





which on using Kolmogorov continuity theorem concludes the result.




[0, T ];W 1,2(D ′)
)
a.s.
for every α < 14 −
1
q with q satisfying (4.41) and D
′ b D .
Proof. Note that for any open D ′ b D , there exists a constant M > 0 such that the distance
function ρ satisfies |ρ(x)| ≥M for all x ∈ D ′. Therefore using Theorem 4.6, we get that almost
surely


































for any ε > 0 and all s, t ∈ [0, T ]. Further, since q ≥ 2, using Hölder’s inequality we have that
there exists a random variable C such that











[0, T ];L2(D ′)
)
for any ε > 0. Furthermore
using Theorem 4.2, we have that almost surely u ∈ C
(
[0, T ];W 2,2(D ′)
)
. Now using Gagliardo–
Nirenberg inequality, we have that almost surely for all s, t ∈ [0, T ],


































for some random variable C which concludes the result since ε > 0 is arbitrary.
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4.4 Application in numerical approximations
In this section, using the regularity results that we have obtained, we derive the rate of conver-
gence of a space discretization scheme for a special case of (4.1).
We consider the semi-linear SPDE,
dut = (∆ut − u3t )dt+ utdWt on [0, T ]× (0, π)
ut(0) = ut(π) = 0 ∀ t ∈ [0, T ],
u0(x) = φ ∀x ∈ (0, π),
(4.50)
where W is a one-dimensional Wiener process.
Note that (4.50) can be realised as SPDE (4.1) on domain D = (0, π) ⊂ R taking coefficients
a = µ = 1, b = c = σ = 0, the semi-linear term f(r) = −r3 and the free terms f0 = g = 0.
Clearly, Assumptions A-4.1 to A-4.4 are satisfied with α = 4 and any p ≥ 4 by assuming that
φ ∈ Lp(Ω,F0;Lp(0, π)). Hence by Theorem 4.1, there exists a unique solution u to (4.50) in








|Dus|2|us|p−2dxds ≤ CE|φ|pLp((0,π)) . (4.51)
Further, Assumption A-4.5 holds for every n ∈ N. Thus if φ ∈ L2(Ω;W 1,2(0, π)), then by





We now want to define a space discretiztion scheme for (4.50). For that let {φi}i∈N be an
orthonormal basis of L2(0, π) consisting of the eigenvectors of the Laplace operator and for each
m ∈ N, we define an m-dimensional space Vm to be the space generated by {φi : i = 1, 2, . . .m}.
Further, let Πm : L
2((0, π))→ Vm be the projection operators satisfying
|v −Πmv|2W 1,20 ((0,π)) ≤ Cm
−δ|v|2Vδ , ∀v ∈W
1,2
0 ((0, π)), (4.52)





where u is the solution of (4.50).
For example, if we choose φi :=
√
2
π sin(ix), i ∈ N, then {φi}i∈N forms an orthonormal
basis of L2((0, π)) s.t. ∆φi = −i2φi for each i ∈ N. In this case, (4.52) holds with δ = 2 and
Vδ = W
2,2((0, π)). Indeed, for v ∈W 1,20 ((0, π))






















































Further, (4.53) is satisfied using the higher regularity results we have obtained in Theorem 4.2.
Define um0 := Πmu0. Note that Πm and Laplacian commute with each other since φi’s
are assumed to be the eigenvectors of the Laplace operator. Moreover using the Gagliardo–
Nirenberg inequality and (4.53), we have
|v −Πmv|2L4((0,π)) ≤ C|v −Πmv|L2((0,π))|v −Πmv|W 1,20 ((0,π))
≤ C|v −Πmv|2W 1,20 ((0,π)) ≤ Cm
−δ|v|2Vδ .
(4.54)
For each m ∈ N, we consider the following space-discretization scheme for the SPDE (4.50).
dumt = (Πm∆u
m
t −Πm(umt )3)dt+ umt dWt, t ∈ [0, T ]. (4.55)
From well-known results (see, e.g., [28, Chapter 2, Theorem 3.1]), SDE (4.55) has a unique
strong solution.
4.4.1 Rate of convergence for the space discretization scheme
Now we derive the rate of convergence for the space discretization scheme (4.55).
Theorem 4.7. Under the assumptions (4.52) and (4.53), we have
E|Πmut − umt |2L2 ≤ Cm−
2δ
3 .
Proof. From (4.50), we have
Πmut = Πmu0 +
∫ t
0
(Πm∆us −Πm(us)3)ds+ ΠmusdWs .












Therefore, the error term
emt :=Πmut − umt













for all t ∈ [0, T ]. By the application of Itô’s formula, we obtain

















|Πmus − ums |2L2ds+ 2
∫ t
0
(Πmus − ums ,Πmus − ums )dWs
which on taking expectation gives,
E|Πmut − umt |2L2 = E|Πmu0 − um0 |2L2 + E1 + E2 + E
∫ t
0















Πmus − ums ,Πm(us)3 −Πm(ums )3
〉
ds.
Using the fact that Πm and ∆ commute and applying integration by parts, we get the following










Πmus − ums ,∆Πmus −∆ums 〉ds = −2E
∫ t
0
|Πmus − ums |2W 1,20 ds
Further using the property of projection operator Πm and the inequality,(
|x|α−2x− |y|α−2y
)
(x− y) ≥ cα|x− y|α ∀x, y ∈ Rd, α ≥ 2





































|Πmus − ums |4L4ds.
Applying Hölder’s inequality in the first term and observing that |a3−b3| ≤ |a−b|(1+ |a|+ |b|)2




|Πmus − ums |L4 |(us)3 − (Πmus)3|L 43 ds− cE
∫ t
0




∣∣Πmus − ums ∣∣L4∣∣us −Πmus∣∣L4∣∣1 + |us|+ |Πmus|∣∣2L4ds− cE∫ t
0
|Πmus − ums |4L4ds




∣∣us −Πmus∣∣ 43L4∣∣1 + |us|+ |Πmus|∣∣ 83L4 − (c− ε)E∫ t
0
|Πmus − ums |4L4ds.






∣∣us −Πmus∣∣2L4ds] 23 [E∫ t
0





























where the last inequality has been obtained using (4.51) and (4.53). On combining the estimates
of E1 and E2, (4.56) gives
E|Πmut − umt |2L2 + 2E
∫ t
0
|Πmus − ums |2W 1,20 ds+ (c− ε)E
∫ t
0
|Πmus − ums |4L4ds





|Πmus − ums |2L2ds
and applying Gronwall’s lemma, we get
E|Πmut − umt |2L2 ≤ eT
(





which on using um0 = Πmu0 concludes the result.
In this toy example we have seen that the raising the regularity twice (even once in this
case) is enough to find the rate of convergence of the proposed space discretization scheme.
This is part of the ongoing research work, where we are trying to find the rate of convergence




In Chapter 4, we have obtained higher regularity results for semilinear SPDEs (4.1) with Dirich-
let boundary condition. As we have observed in Example 1.1 that even for a very good data, one
can not have have a good solution upto the boundary. So, following Krylov’s approach to deal
with difficulties that arise due to boundaries, we used the distance function ρ(x) := dist(x,D)
to define the weighted Sobolev spaces in Chapter 4 where, the weights allow the spatial deriva-
tives to oscillate or explode near the boundary. We note that in Example 1.1, the contradiction
arises when we apply the Dirichlet boundary condition. A natural question to ask is - do we
face similar problem if we have Neumann boundary condition instead of Dirichlet boundary
condition. If yes, can we use same approach to deal with the problem? If yes, will the same
weight function work? In future, we are aiming to answer such questions.
Here one should note that if we manage to raise the regularity once, then the problem of rais-
ing the regularity further will reduce to raising regularity for a Dirichlet boundary value problem
since the Neumann boundary condition for the solution u becomes the Dirichlet boundary con-
dition for the derivative Du of the solution. Thus, we aim to raise the regularity of SPDEs with
Neumann boundary condition only once.
We now present the partial results that we have obtained so far in this direction.
Let T > 0 be given, (Ω,F , (Ft)t∈[0,T ],P) be a stochastic basis, P be the predictable
σ-algebra and W := (Wt)t∈[0,T ] be an infinite dimensional Wiener martingale with respect
to (Ft)t∈[0,T ]. Further, let Rd+ := {(x1, . . . , xd) ∈ Rd : x1 > 0} be the d-dimensional half-
space. For integers n ≥ 0, p ≥ 2, we use the notation Hn,p := Lp(Ω × (0, T );Wn,p(Rd)) and
Hn,p+ := Lp(Ω× (0, T );Wn,p(Rd+)).




















t on [0, T ]× Rd+
u0 = 0 on Rd+,
∂ut
∂η
= 0 on ∂Rd+,
(5.1)
where η(x) is the unit exterior normal vector at x ∈ Rd+.
We make the following assumptions:
A - 5.1. There exists a constant κ > 0 such that aii ≥ κ for all t ∈ [0, T ], x ∈ Rd+, ω ∈ Ω and
i = 1, 2, . . . , d.
A - 5.2. For any i = 1, 2, . . . , d, the real valued coefficients aii are P ×B(Rd+)-measurable
and bounded by K. Further, the coefficient µ = (µk)k∈N is `
2-valued P ×B(Rd+)-measurable
and almost surely, ∑
k∈N
|µkt (x)|2 ≤ K
for all t and x.
A - 5.3. For any i = 1, 2, . . . , d, aii is continuous in x, uniformly in (t, ω) and µ is Lipschitz
continuous in x.
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A - 5.4. The forcing terms Dif
i, f0 ∈ H0,p+ and gk ∈ H
1,p
+ .
We now define the following even extensions on the whole space.
ãiit (x) :=
{
aiit (x1, . . . , xd) if x1 ≥ 0
aiit (−x1, . . . , xd) if x1 < 0,
f̃0t (x) :=
{
f0t (x1, . . . , xd) if x1 ≥ 0
f0t (−x1, . . . , xd) if x1 < 0,
µ̃kt (x) :=
{
µkt (x1, . . . , xd) if x1 ≥ 0
µkt (−x1, . . . , xd) if x1 < 0,
g̃kt (x) :=
{
gkt (x1, . . . , xd) if x1 ≥ 0
gkt (−x1, . . . , xd) if x1 < 0,
f̃ it (x) :=
{
f it (x1, . . . , xd) if x1 ≥ 0
f it (−x1, . . . , xd) if x1 < 0,
for i = 2, 3, . . . , d. Further, we define the odd extension,
f̃1t (x) :=
{
f1t (x1, . . . , xd) if x1 ≥ 0
−f1t (−x1, . . . , xd) if x1 < 0




















t on [0, T ]× Rd,
ū0 = 0 on Rd.
(5.2)
Note that in view of above definitions and Assumptions A-5.1 to A-5.4, the cofficients ã and µ̃
satisfy Assumptions A-5.1 to A-5.3 on the whole space. Further, Dif̃
i, f̃0 ∈ H0,p and g̃k ∈ H1,p.
Therefore using results from Lp-theory of SPDEs (see, e.g. Krylov [25]), there exists a unique




































and ū0 = 0 on Rd. Working with φ ∈ C∞0 (Rd) such that φ(x1, . . . , xd) = 0 for (x1, . . . , xd)
with x1 < 0, we get that u := ū|Rd+ ∈ H
2,p
+ satisfies (5.1) such that u0 = 0 on Rd+. However, it
remains to show that u satisfies the Neumann boundary condition in (5.1). Indeed, by defining
ũt(x) :=
{
ut(x1, . . . , xd) if x1 ≥ 0
ut(−x1, . . . , xd) if x1 < 0,




















t on [0, T ]× Rd,
ũ0 = 0 on Rd,
which means that ũ ∈ H2,p is also a Lp-solution of (5.2). Thus by uniqueness both ū and ũ
are same which means that ū(x1, x2, . . . , xd) = ū(−x1, x2, . . . , xd). Since D1ū is continuous, we
must have D1u(0, x2, . . . , xd) = D1ū(0, x2, . . . , xd) = 0 meaning that u satisfies the Neumann
boundary condition in (5.1) and hence is a solution of (5.1).
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Thus, we observe that in this particular Neumann Boundary value problem, we could raise
the regularity of the solution without requiring any weights. However, this method does not
work in general as shown in the remark below.
Remark 5.1. The method discussed above fails to work if we allow for the term involving
gradient of the solution under the stochastic integral. Indeed, consider the following Neumann
boundary value problem:
dut = D
2utdt+ σtDutdWt on [0, T ]× R+ ,
u0 = 0 on R+,
∂ut
∂η
= 0 on ∂R+,
where η(x) is the unit exterior normal vector at x ∈ R+.
In order to apply the above argument, one would require an odd extension of σ, viz.
σ̃t(x) :=
{
σt(x) if x ≥ 0
−σt(−x) if x < 0.
Since we want σ̃ to be Lipschitz continuous in x, we must have σt(0) = 0 for all t ∈ [0, T ].
One thing to note here is that to find a regular solution of the SPDE (5.1), we worked with
even extentions of the free term g and the solution u unlike the odd continuations used by







Many authors consider stochastic evolution equations with respect to cylindrical Q-Wiener
process W taking values in a separable Hilbert space (U, (·, ·)U , | · |U ). Here Q is a linear,
symmetric, non-negative definite and bounded operator on U . For an overview of stochastic
integrals with respect to Hilbert-space valued Wiener processes, one may refer to Dalang and
Sardanyons [5] or [40]. The operator under the stochastic integral would be taking values in the
space of Hilbert–Schmidt operators, denoted by L2(U,H). The stochastic evolution equation
considered is then written as






Bs(us)dWs, t ∈ [0, T ] , (A.1)
instead of (1.1) or (2.1). In this appendix, we show that these formulations are equivalent.
First we show that the stochastic Itô integral with respect to cylindrical Q-Wiener process on
a separable Hilbert space can be expressed in the form of infinite sum of stochastic Itô integrals
with respect to independent one-dimensional Wiener processes as considered in (1.1) or (2.1).
Here W is cylindrical Q-Wiener process in U with Q = I, the identity on U . Let (uj)j∈N be an
orthonormal basis of U , which in this case are also the eigenvectors of Q corresponding to the
eigenvalues (λj)j∈N where λ
j = 1 for each j ∈ N.
For t ∈ [0, T ] and j ∈ N, define W jt := (Wt, uj)U . Then it can be seen that the pro-









j does not converge in L2(Ω;U) as
∑∞
j=1 λ
j , i.e. trace of Q, is







j ∀u ∈ U.
Note that Juj = 1j u













converges in L2(Ω;U). In fact, the series converges in L2(Ω;C([0, T ];U)) and defines a Q1-
Wiener process on U where Q1 := JJ
∗ is a bounded linear operator on U which is nonnegative
definite, symmetric and has finite trace. Moreover, Q
1
2
1 (U) = J(U) and (Ju
j)j∈N forms an
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orthonormal basis of J(U) where the norm on the space Q
1
2









1 Ju|U = |u|U ∀u ∈ U.
For details, one may refer to [40, Proposition 2.5.2].
Next we show that the two formulations of stochastic integral (with respect to cylindrical
Q-Wiener process, or written as an infinite sum) are equivalent. Consider a progressively
measurable process (Bt)t∈[0,T ] taking values in L2(U ;H), where L2(U ;H) is the space of Hilbert
Schmidt operators from U to H. Note that




and then the stochastic integral with respect to cylindrical Q-Wiener processes is defined by





Bs ◦ J−1 dWs , t ∈ [0, T ] ,
where the integral on right-hand-side is with respect to Q1-Wiener process on U (see, e.g., [40,
Section 2.5.2]).
Now we show that the above stochastic integral with respect to a cylindrical Wiener process
can be expressed as an infinite sum of stochastic integrals of suitable H-valued processes with
respect to independent real-valued Wiener processes. Define Bjt := Bt(u
j) = (Bt ◦ J−1)(Juj)
for all t ∈ [0, T ] and j ∈ N. Then (Bjt )j∈N ∈ `2(H) since Bt ∈ L2(U ;H). Further for u ∈ U , we
have
Bt(u) = (Bt ◦ J−1)(Ju) =
∞∑
j=1



















Thus (A.2) implies that u is a solution to (2.1) if and only if it is a solution to (A.1).
Ã - 1.Moreover assumptions in Chapter 2 made on operators Bj : [0, T ] × Ω × V → H can be
equivalently replaced by assumptions on the operator B : [0, T ]×Ω×V → L2(U ;H) as follows.
Assumption A-2.2 can be equivalently replaced by:
Ã - 2 (Local Monotonicity). Almost surely for all t ∈ [0, T ] and x, x̄ ∈ V ,
2〈At(x)−At(x̄), x− x̄〉+ |Bt(x)−Bt(x̄)|2L2(U,H) ≤ L(1 + |x̄|
α





and A-2.3 can be equivalently replaced by:
Ã - 3 (p0-Stochastic Coercivity). Almost surely for all t ∈ [0, T ] and x ∈ V ,
2〈At(x), x〉+ (p0 − 1)|Bt(x)|2L2(U,H) + θ|x|
α
V ≤ ft +K|x|2H .







γt(ut, z)Ñ(dt, dz) +
∫
D
γt(ut, z)N(dt, dz) (A.3)
and assumptions in Chapter 3 made on operators Bj : [0, T ]×Ω× V → H can be equivalently
replaced by assumptions on the operator B : [0, T ]× Ω× V → L2(U ;H) as follows.
Assumption A-3.2 can be equivalently replaced by:
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〈Ait(x)−Ait(x̄), x− x̄〉i+|Bt(x)−Bt(x̄)|2L2(U,H) +
∫
Dc













Finally A-3.3 can be equivalently replaced by:
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[30] W. Liu, M. Röckner, SPDE in Hilbert Space with Locally Monotone Coefficients, J. Funct.
Anal. (2010) 259, 2902–2922.
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