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INTRODUCTION AND SUMMARY
A LARGE NUMBER OF PAPERS are devoted to the analysis of the concept of cointegration defined first by Granger (1981 Granger ( , 1983 ), Granger and Weiss (1983) , and studied further by Engle and Granger (1987) . Under this heading the topic has been studied by Stock (1987) , Phillips and Ouliaris (1988) , Phillips (1988 Phillips ( , 1990 , Johansen (1988b) , Johansen and Juselius (1990, 1991) . The main statistical technique that has been applied is regression with integrated regressors, which has been studied by Phillips (1988) , Phillips and Park (1988) , Park and Phillips (1988, 1989) , Phillips and Hansen (1990) , Park (1988) , and Sims, Stock, and Watson (1990). Similar problems have been studied under the name common trends (see Stock and Watson (1988) ).
The purpose of this paper is to present some new results on maximum likelihood estimators and likelihood ratio tests for cointegration in Gaussian vector autoregressive models which allow for constant term and seasonal dum- Pena and Box (1987) , and the very elegant paper by Tso (1981) ). In Johansen (1988b) the likelihood based theory was presented for such a model without constant term and seasonal dummies, but it turns out that the constant plays a crucial role for the interpretation of the model, as well as for the statistical and the probabilistic analysis.
A detailed statistical analysis illustrating the techniques by data on money demand from Denmark and Finland is given in Johansen and Juselius (1990) , and the present paper deals mainly with the underlying probability theory that allows one to make asymptotic inference.
The structure of the paper is the following: Section 2 describes the cointegration model and the tests for cointegration rank. The asymptotic distribution of the likelihood ratio test statistic for the hypothesis of r cointegration vectors is given. In Section 3 it is shown that the cointegration model with linear restrictions on the cointegrating relations and the adjustment coefficients allows explicit estimation. The likelihood ratio test statistic of this hypothesis is given. Section 4 gives a simple proof of Granger's representation theorem which clarifies the role of the constant term and gives a condition for the process to be integrated of order 1. In Section 5 the asymptotic distribution of the maximum likelihood estimator for the cointegrating relations is given together with an estimate of its "variance" to be used in constructing Wald tests. The presence of the trend gives rise to some new limit distributions. Section 6 contains a brief discussion of the relation of the present work to the results of Phillips, Stock, and Watson and others, and the appendices contain technical details as well as results for inference concerning smooth hypotheses on the cointegrating relations. In this section we analyze the likelihood function conditional on the initial values. There are two reasons for this. Firstly we shall discuss nonstationary processes, for which only the conditional likelihood can be defined, and secondly the conditional likelihood function gives the usual least squares regression estimators in the unrestricted model, and hence gives tractable estimators. When it comes to discussing the properties of the process Xt, as will be necessary for the asymptotic analysis, it is convenient (see Theorem 4.1) to consider some linear combinations of Xt as well as AXt as stationary processes under the conditions stated there. Thus the likelihood function described in this section is the conditional likelihood function for the observations of X1,..., XT from the process, described in detail in Theorem 4.1, conditional on the initial values, that is, conditional on the first k observations.
THE STATISTICAL ANALYSIS OF THE VAR MODEL FOR COINTEGRATION AND THE TEST FOR COINTEGRATION RANK

Consider a general VAR model with Gaussian errors written in the error
Model (2.1) is denoted by H1 and we formulate the hypothesis of (at most) r cointegration vectors as (2.2)
H2: H = af3, where ,, the cointegrating vectors, and a, the adjustment coefficients, are p x r matrices. Sometimes we compare models with different numbers of cointegration vectors, and we then use the notation H2(r).
The purpose of the analysis of this paper is to conduct inference on the number of cointegrating relations as well as the structure of these without imposing a priori structural relations. This is accomplished by fitting the general VAR model (2.1), which is used to describe the variation of the data, and then formulating questions concerning structural economic relations as hypotheses on parameters of the VAR model. These hypotheses are tested using likelihood ratio statistics, and allow the researcher to check interesting economic hypotheses against the data.
It is seen that the parameters a and , are not identified in model H2, since for any choice of an r X r matrix (, the matrices a6' -1 and ,83 imply the same distribution. What can be determined by the model is the space spanned by I, the cointegration space sp(,l), and the space spanned by a, the adjustment space sp (a). Note that the space spanned by , is the row space of 1H, and the adjustment space is the column space of H. It turns out that the role of the constant term is crucial for the statistical analysis as well as for the probabilistic analysis. It is proved in Theorem 4.1 that under certain conditions on the parameters the process given by (2.1) is integrated of order 1. In this model the constant term ,u can be decomposed into two parts, a(a'a) -1a'l, which contributes to the intercept in the cointegrating relation (see (4.9)), and a, (ala,)-'al', u which determines a linear trend. Here al is a p x (p -r) matrix of full rank consisting of vectors orthogonal to the vectors in a. The presence of the linear trend changes the analysis and it is therefore convenient to define a model H2* where the * indicates that apart from the restriction imposed under H2 we also impose the restriction ,u = a,l0, where the (r x 1) vector -Bo has the interpretation as an intercept in the cointegration relations. In this case clearly al, = 0, and the linear trend is absent.
In order to facilitate the presentation of the main result of this section we first introduce some notation. This procedure is given in Johansen (1988b) for the model without constant term and seasonal dummies, and consists of well known multivariate techniques from the theory of partial canonical correlations and reduced rank regression (see Anderson (1951) and Tso (1981) ).
To give an intuition for the above analysis, consider the estimate of H in the unrestricted VAR model given by H = SOkSkk . Since the hypothesis of cointegration is the hypothesis of reduced rank of H, it is intuitively reasonable to calculate the eigenvalues of the 11 and check whether they are close to zero. This is the approach of Fountis and Dickey (1989 
THE TEST OF HYPOTHESES ON THE COINTEGRATING RELATIONS AND THE ADJUSTMENT COEFFICIENTS
The purpose of fitting the VAR model and determining the cointegrating rank is that one gets the opportunity to formulate and test interesting hypotheses about the cointegrating relations and their adjustment coefficients. Note that ,u enters the linear trend only through ca', , and that the linear trend r is contained in the span of 3, , and hence cancels if we consider the components /3'X,. The seasonal dummies are so constructed that they remain bounded even after summation over t and hence do not contribute to the linear trend. Strictly speaking the processes AX, and f3'X -k equal a stationary process plus the term involving the seasonal dummies, but we shall call such a process stationary. One can also make the seasonal dummies stationary by initial random assignment of a season.
Relations (4.3) and (4.5) display an interesting symmetry between the singularity of the "impact" matrix H for the autoregressive representation and the singularity of the "impact" matrix for the moving average representation. The null space for C' is the range space for H and the range space for H' is the null space for C. It is this symmetry that allows the results for I(1) process to be relatively simple.
Note also that the condition (4.4) is what is needed for the process to be integrated of order 1. If this matrix has reduced rank, the process X, will be integrated of higher order then 1. Thus a theory of I(2) processes in the context of a VAR model can be based on the reduced rank of the first two matrices in the expansion of H(z) at the point z = 1. The mathematical and statistical theory for such processes has been worked out in Johansen (1988a Johansen ( , 1990 Johansen ( , 1991 . It is of course easy at this point to give a representation of the process for the model with a linear term added to (2.1). Such a term gives rise to a quadratic trend in general. The asymptotic analysis of such a model, however, becomes somewhat more complicated because there are more directions that will require special normalization.
ASYMPTOTIC PROPERTIES OF THE ESTIMATORS UNDER THE ASSUMPTION OF COINTEGRATION AND LINEAR RESTRICTIONS ON a AND ,3
The asymptotic properties of the estimators are here given under the hypothesis H3 where restrictions are imposed on both a and /3. The maximum likelihood estimators under H3 are denoted by ^. The results are corollaries of Theorem C.1 which gives the asymptotic distribution of the estimator under a smooth hypothesis on the parameters. An important result is that inference concerning /3 can be conducted as if the other parameters are fixed, and vice versa. Thus inference concerning a and the short term dynamics represented by rF,..., Fk-l follow the usual results for stationary processes. We therefore concentrate on the results for f3. /3' = (,B 1....,. BP) .
We formulate the result as a Corollary. 
DISCUSSION
This paper addresses three issues: first the problem of finding the number of cointegrating relations in nonstationary data, next the problem of estimating the cointegrating relations, and finally that of testing interesting economic hypotheses about their structure. The approach is model based in the sense that we assume that a VAR model describes the data adequately, but no economic structure is imposed on the model in the initial analysis. The VAR model is analyzed using likelihood methods in order to answer the above problems.
The method has the advantage that, once the eigenvalue problem (2.11) is solved, the inference can be based entirely on the eigenvalues and eigenvectors found. The successive tests for the rank are all based on the eigenvalues from (2.11). For any value r of the cointegrating rank the estimate of the cointegrating relations is the subset of the eigenvectors corresponding to the r largest eigenvalues. Finally the remaining eigenvectors corresponding to p -r smallest eigenvalues contain information about the "variance" of the estimators. In view of this summary let us now consider some of the methods that have been proposed before.
We first consider the estimation of /, assuming that the cointegrating rank is known. The original method of Engle and Granger for estimating the long-run parameters consisted of regressing some of the variables on the others. This gives consistent estimators as shown by Stock (1987) , but the asymptotic distribution theory is complicated, which makes inference on structural hypotheses difficult (see Phillips (1990) Throughout this paper we have assumed the Gaussian distribution in order to be able to analyze the likelihood function, with the purpose of developing new methods that are presumably optimal for this distribution. These methods clearly depend on the VAR model assumptions, and major departures from these assumptions would require new models. It would, however, be interesting to see how robust the methods derived are to minor departures from the assumptions.
The assumption of a Gaussian distribution is not so serious, as long as the process EY2Ei can be approximated by a Brownian motion, since it is not difficult to see that the asymptotic analysis gives the same results.
The choice of lag length is more important, but simulations indicate that for moderate departures (which would not be detected in the initial statistical analysis) the inference does not seem to change too much; see Gonzalo (1989) .
It is the advantage of the model based inference presented here that one can check whether the model fits the data, and one can give a precise formulation of the economic hypotheses to be tested, but the methods are clearly model dependent. If major departures from the model assumptions underlying the present analysis are relevant, a new model should be formulated and analyzed.
It is important to note that for VAR models that allow integration of higher order, the likelihood analysis is more complicated. Jt turns out, however, that the present methods can be applied to processes that are I(2) with only minor modifications; see Johansen (1991). Note that the limiting behavior of the nonstationary part of the process is completely described by the matrix C (see (4.5)), the direction r = C,u, and the variance matrix of the errors A.
Institute of Mathematical
Using these results one can describe the asymptotic properties of the product moment matrices and Sij defined in Section 2, which are basic for the properties of the estimators and tests. We also need the product moment matrices when only the intercept is corrected for There is a qualitative difference between inference for , and that for the other parameters. It was proved by Stock (1987) that the regression estimate for , was superconsistent. This has consequences for the usual proof for asymptotic normality, as later exploited by Phillips (1990 Since by assumption T-Yq12 P 0, the equation ( The results below are derived under the assumption that the maximum likelihood estimator for e exists and is consistent. It is not difficult to see by the central limit theorem for stationary ergodic processes (see White (1984) ) that the derivatives T2(qrF,..., qrk_,qa, qo, qA) are asymptotically Gaussian with mean zero and variance matrix which is also the limit of the matrix of the second derivatives with opposite sign with respect to these parameters, such that the first conclusion of the Theorem holds and the variance is given by (C.7); see also Lutkepohl and Reimers (1989) .
To If TH = 0 we can drop the terms involving TH and choose yH orthogonal to /3 such that they span sp (H) and apply Lemma A.3 again.
