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第 1章 序論
1.1 本研究の背景と目的
現代の高度情報化社会の中で，昨今の ICT(Information and Communication Technologies)
分野の発展には目覚ましいものがある．特に，半導体の分野に関しては，ムーアの法則に従っ
て，日進月歩でトランジスタの集積度が増し，プロセスの微細化が進んでいる．モバイルPC，
携帯電話，デジタルカメラ，PDA，カーナビ，ゲーム機等の情報端末機をはじめとして，シ
ステム LSI が搭載された電子機器の小型化・軽量化が進んでおり，このような組み込みシス
テムでは，限られた厳しい面積制約の中で，高性能処理が行えるプロセッサが要求される．そ
こで組み込みシステムでの動画像処理・静止画処理・音声処理といった，マルチメディアアプ
リケーションを始めとする特定のアプリケーションに特化したプロセッサ，いわゆるアプリ
ケーションプロセッサを採用することで厳しい制約を満たすことが出来る．しかし，その一方
でプロセッサの回路規模の増大による設計期間の長期化が問題となっており，time-to-market
の短い現代の製品市場において設計期間の短縮が死活問題となっている．これらの問題を包
括的に解決するためには，対象とするアプリケーションから最適なプロセッサを自動で生成
することが有効であると考えられる．
アプリケーションプロセッサを自動生成する手法に関する既存研究として，ASIP Meister[5,
8, 9]，Xtensa[2, 15]，MeP[20]等が挙げられる．いずれの手法も，短期間で高性能なプロセッ
サを生成することを目的としている．[5, 8, 9]では，パイプライン段数，レジスタ数，命令
セットなどのプロセッサの仕様変更が容易なため，設計自由度が高い．しかし，アプリケー
ションに最適なアーキテクチャの構成の探索がシステム上で行われているわけではなく，プ
ロセッサ設計の際，設計者がアーキテクチャの仕様を決定しなければならない．[2, 15]では
カスタマイズ可能な基本プロセッサをベースに命令の追加が行える．しかし，予めベースが
決まっているためにパイプライン構成や実行ステージ以外の変更を行うことができず，柔軟
性が高いとはいえない．[20]は，テンプレートを元に設計者が拡張命令を追加しカスタマイ
ズすることで対象アプリケーションに適したプロセッサを設計する事が出来る．しかし，ア
プリケーションのハードウェア/ソフトウェア分割を設計者が人手で行わなければならない．
アプリケーションプロセッサはハードウェア部分とソフトウェア部分が協調して動作する
ため，アプリケーションに最適なアーキテクチャ構成を決定するにあたって，ハードウェア
とソフトウェアのトレードオフを考慮し設計を行うハードウェア/ソフトウェア協調設計が
有効であると考えられる．そこで，我々はハードウェアとソフトウェアのトレードオフを考
慮し，SIMD型プロセッサコアを対象としたハードウェア/ソフトウェア協調合成システム
SPADES1を提案している [3, 4, 10, 11, 12, 16, 17, 18, 19, 21, 22]．SPADESはC記述のアプ
リケーションプログラムとアプリケーション実行時間制約を入力とし，実行時間制約を満た
1SPADESは System for Processor Architecture Design with Estimation - type SIMDの略称
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す中で面積最小のプロセッサコアを自動で生成する．SPADESから合成されるプロセッサコ
アで実行可能な Packed SIMD命令 (以下，SIMD命令)は 1つの bビット演算ユニットを用
いて，n個の b=nビットデータを 1命令で実行できる命令である．SIMD命令は画像処理ア
プリケーションで扱う様な 8ビットや 16ビットの低精度なデータを並列に処理する際に有
効である．
SPADESにおけるコアシステムの一つにハードウェア/ソフトウェア分割後のプロセッサ
のアーキテクチャ構成情報からハードウェア記述言語 (HDL)を自動生成するハードウェア
生成系 [3, 4]がある．従来のハードウェア生成系では SPADESにおいて必須のモジュールと
なる SIMD演算ユニットや，アプリケーションに特化することで実行時間に高い優位性を持
つ専用演算器のHDLを自動生成することは出来なかった．
SIMD演算ユニットや専用演算器といった，プロセッサコアに付加される遅延時間の大き
な演算ユニットは生成するにあたりパイプライン化が必要となる．その際，最適なパイプラ
イン構成2を持つ演算ユニットの取得が求められる．演算ユニット内のパイプラインレジス
タの挿入位置によってパイプラインレジスタが保持するビット量が異なるため，パイプライ
ン化した際の演算ユニットの面積増加量が挿入位置によって異なる．従って，パイプライン
レジスタを最適な挿入位置に挿入することで，パイプライン化の際の演算ユニットの面積増
加量を抑えることが出来ると考えられる．
HDLを生成する報告 [6, 13]は数多くあるが，前述の事項を満たすものは著者の知る限り
ない．また，ネットリスト中でのレジスタ数の増減を操作する方法としてリタイミング [1, 7]
と呼ばれる手法があるが，リタイミングは回路内の全てのゲートの遅延を求める必要がある
ため，大規模回路では計算時間がかかってしまう．しかし，提案手法はゲートレベルよりも
粒度の高いモジュール (最小単位モジュールと呼ぶ)で遅延を見積っているため，計算時間は
大幅に抑えられる．
演算ユニット生成に関する既存研究として，[12]がある．[12]はパイプライン化されたSIMD
演算ユニットを生成する手法であり，パイプラインレジスタ挿入時，挿入可能な複数の位置
に対して SIMD演算ユニットの遅延時間が常に最小となるようにパイプラインレジスタを挿
入する．しかし，プロセッサコアに付加される SIMD演算ユニット以外の演算器がプロセッ
サコアのクリティカルパスとなる場合，プロセッサコアのクリティカルパスとなっている演
算器と SIMD演算ユニットとの間に遅延のスラックが生じ，必ずしも SIMD演算ユニットの
遅延時間が最小となるようにパイプラインレジスタを挿入することが最適なパイプライン構
成であるとはいえない．また，[12]を専用演算器のパイプライン化に適用する際にも，専用
演算器は入力から出力まで複数の経路があるため，クリティカルパスとなる経路とクリティ
2本論文で述べる最適なパイプライン構成とは，遅延制約下においてパイプラインレジスタの挿入位置によ
る面積増加量が最小の構成を指す．
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カルパスとならない経路を考慮せずに，全ての経路において遅延時間が最小となるようにパ
イプラインレジスタを挿入するのは最適なパイプライン構成であるとはいえない．
以上のような背景から，本論文では，アプリケーションプロセッサを対象としたハードウェ
ア/ソフトウェア (HW/SW)協調合成システム SPADESにおいて，プロセッサコアに付加可
能な演算ユニットを最適なパイプライン構成で合成する手法を提案する．SIMD演算ユニッ
トのパイプライン化では，SIMD演算ユニット以外の演算器がプロセッサコアのクリティカ
ルパスとなっている場合，SIMD演算ユニットとの遅延にスラックが生じるため，遅延のス
ラックを超えない範囲内で，パイプラインレジスタ挿入時の面積増加量が最小となる位置を
探索する．この探索により，パイプラインレジスタ挿入時の SIMD演算ユニットの面積増加
量を抑えることが出来る．一方，専用演算器のパイプライン化では，専用演算器がプロセッ
サコアのクリティカルパスとなるものと考え，専用演算器の入力から出力までの複数の経路
の中で経路毎にパイプライン化を行う．クリティカルパスとなる経路においては遅延時間を
最小にするため遅延時間に関して均等にパイプラインレジスタを挿入し (この時，分割され
たステージの最大遅延時間を dとする)，クリティカルパスとはならないその他の経路にお
いては遅延時間 dを超えない範囲内でパイプラインレジスタ挿入時の面積増加量が最小とな
る位置を探索する．この探索により，プロセッサコアの中でクリティカルパスとなる専用演
算器の遅延時間を小さくすることが出来，尚且つ，専用演算器にパイプライン化を施した際
の面積増加量を最小限に抑えることが出来る．また，提案手法を実現するシステムでは演算
ユニットの最適なパイプライン構成を探索したのち，それに対応するHDLをVHDL形式で
自動生成する．
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1.2 本論文の概要
本論文ではアプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
SPADESのハードウェア生成系において，最適なパイプライン構成を持つ演算ユニット合成
手法を提案する．本論文は以下のように構成される．
第 2章「アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム」で
は，対象となるターゲットアーキテクチャモデルと，システム構成を述べ，プロセッサカー
ネルに付随するハードウェアユニット，命令セットを定義する．次に，システムの構成要素
である並列化コンパイラ，ハードウェア/ソフトウェア分割系，ハードウェア/ソフトウェア
生成系について概要を述べる．また，ハードウェア生成系のフレームワークとそのシステム
構成について説明する．
第 3章「最適なパイプライン構成を持つ演算ユニット合成手法」では，対象とする演算ユ
ニットとして SIMD演算ユニットと専用演算器に関して説明し，各演算ユニットを自動生成
するシステムと各演算ユニットのパイプライン化にあたっての最適なパイプライン構成を持
つ演算ユニット合成手法を提案する．提案手法では，SIMD演算ユニット，専用演算器の特
徴を利用して，遅延制約下でパイプラインレジスタの面積増加量が最小となるパイプライン
レジスタの挿入位置を探索し，演算ユニットを合成する．最適なパイプライン構成を採用す
ることにより，演算ユニットにパイプライン化を施した際の面積増加量を最小限に抑えるこ
とが出来る．また，提案手法を組み込んだ生成システムへのArchitecture XML(Arch-XML)
の入力例と入力から生成される最適なパイプライン構成を持つ演算ユニットの VHDLでの
出力例についても示す．
第 4章「計算機実験」では，第 3章で提案した手法を評価するため，提案手法を適用した
SIMD演算ユニット生成系と専用演算器生成系を各々計算機上に実装した．SIMD演算ユニッ
トと専用演算器のサンプル構成を複数用意し，演算ユニットのアーキテクチャ情報が記述さ
れたArch-XMLから最適なパイプライン構成を持つ演算ユニットのVHDLを自動生成させ
た実験結果を示す．得られた実験結果より，演算ユニットのパイプライン化におけるパイプ
ラインレジスタの面積増加量に関する提案手法と既存手法との比較や分割されたステージの
遅延時間を基に提案手法についての評価・考察を行う．
第 5章「結論」では，本論文の内容を総括し，今後の研究課題について検討する．
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第 2章 アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
2.1 本章の概要
本章では，アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
SPADESについて解説する．ハードウェア/ソフトウェア協調合成システムは，プロセッサ
コアのHDLとそのプロセッサコア上で動作するオブジェクトコードを同時に設計すること
によりハードウェアとソフトウェアを同時に開発する．
2.2節では，アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
SPADESのターゲットアーキテクチャモデルについて解説し，2.3節では SPADESが生成す
るプロセッサコアが持つ可能性のある命令セットについて解説する．2.4節では，ハードウェ
ア/ソフトウェア協調合成システムの主要構成要素である並列化コンパイラ，ハードウェア/
ソフトウェア分割，ハードウェア生成およびソフトウェア生成のそれぞれについて概略を述
べる．2.5節では，ハードウェア生成を実現するシステムであるハードウェア生成系のフレー
ムワークとそのシステム構成について説明する．
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2.2 ターゲットアーキテクチャモデル
本節では，HW/SW協調合成システム SPADESのターゲットアーキテクチャモデルにつ
いて解説する．SPADESによって構成されるプロセッサコアのアーキテクチャを SPADES
プロセッサコアと呼ぶ．
SPADESプロセッサコアはハーバードアーキテクチャをとり，外部メモリとして，1つの
命令メモリおよび複数のデータメモリを持つ．SPADESプロセッサコアは，プロセッサコア
内部のハードウェアの制御を行うプロセッサカーネルと，それに付加されるハードウェアユ
ニットによって構成される．
プロセッサカーネルはパイプライン段数，並列度等のプロセッサコア構成をアプリケーショ
ンに応じて適切に選択できる．また，命令メモリから命令を読み込み，データメモリからア
プリケーションデータを読み込む．命令メモリから読み込まれた命令は，プロセッサカーネ
ル内にて処理内容がデコードされる．プロセッサカーネルは命令に従って適切なハードウェ
アユニットに指示を出し，アプリケーションデータに処理を加える．ハードウェアユニット
によって処理されたアプリケーションデータは，プロセッサカーネルによってデータメモリ
へ書き戻される．SPADESプロセッサコアのアーキテクチャ構成を図 2.1に示す．
SPADESプロセッサコアはパイプラインプロセッサ方式を用いる．SPADESプロセッサコ
アのパイプライン構成は，後述するパイプライン構成モデルに基づいて様々なパイプライン
構成をとることが可能である．また，実行ステージに付加されるハードウェアユニットの個
数および種類を変更することが可能である．さらに，レジスタファイルに含まれる汎用レジ
スタ数，アドレッシングユニット内のアドレスレジスタ数およびハードウェアループユニッ
ト内のループレジスタ数も可変であり，対象となるアプリケーションと与えられた実行時間
制約値から最適化される．SPADESプロセッサコアの命令形式はVLIW命令1 を用いる．
VLIW命令とは広いビット幅の中に複数の命令を割り当てることで，複数演算ユニットの同
時駆動を可能とする命令形式である．VLIW命令は実行時に並列処理を判定するのではなく，
コンパイラがコンパイルの時点で並列性を抽出し，命令を生成する．このためプロセッサコ
アはスケジューリングする必要がなくなり，ハードウェアで並列性を抽出する構成に比べて
ハードウェア構成が簡単になる．VLIW命令では，実行ステージに付加される演算ユニット
数が多いほど，同時に実行される命令の数を増加させることができる．SPADESプロセッサ
コアはパイプライン方式およびVLIW命令を用いるため，実行ステージに付加されるハード
ウェアユニットの数および種類を変更することによってプロセッサコア全体の処理性能を変
更することが可能となる．以下プロセッサカーネル，ハードウェアユニットおよび命令セッ
トについて解説する．
1VLIWは Very Long Instruction Word (超長命令語)の略称である．
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Instruction
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ALU Shifter
Forwarding
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Processor Core
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図 2.1: プロセッサコアアーキテクチャモデル
以下に，HW/SW協調合成において対象となるプロセッサカーネルおよびハードウェアユ
ニットを示す．
プロセッサカーネル
SPADESプロセッサコアがプロセッサとして動作するためにプロセッサコア内部のハード
ウェアの制御を行うハードウェア構成をプロセッサカーネルと呼ぶ．このプロセッサカーネ
ルに拡張機能を持つハードウェアユニットを付加することによってプロセッサコアが構成さ
れる．プロセッサカーネルは複数命令を並列実行可能なVLIW型で，パイプライン段数，並
列度ともにアプリケーションに応じた適切な構成を得ることができる．プロセッサカーネル
が発行された命令に応じて適切な制御を行うことで命令が実行され，プロセッサコアは所望
の動作を実現する．後述する全てのパイプライン構成で，ハードウェアループユニットやア
ドレッシングユニットといった画像処理特有のハードウェアを使用可能である．
ハードウェアユニット
SPADESプロセッサコアは実行ステージ内に複数種類，複数個のハードウェアユニットを
持つことが可能である．プロセッサコアは前述のプロセッサカーネルにハードウェアユニッ
トを付加することで構成される．ハードウェアユニットとして，SIMD演算ユニット，Yデー
タメモリ用バス，ハードウェアループユニット，アドレッシングユニット，フォワーディン
グユニット，およびレジスタファイルを考える．以下，それぞれについて解説する．
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SIMD演算ユニット SPADESプロセッサコアは，プロセッサカーネルの実行ステージに
付加される SIMD演算ユニットの個数を可変とすることができる．SIMD演算ユニットは複
数の SIMD命令を実行することが可能である．ある SIMD演算ユニットが実行可能な命令
のことを SIMDオプションと呼ぶ．1つの SIMD演算ユニットは複数の SIMDオプションを
持つことが可能であり，持つ SIMDオプションの組合せによって SIMD演算ユニットのハー
ドウェア構成が決定される．各々の SIMD演算ユニットが持つ SIMDオプションはアプリ
ケーションにより決定される．SIMD演算ユニットとして，ALU(ADD，SUB)，乗算ユニッ
ト，乗加算ユニット，ビット拡張/縮小ユニット，ビット交換ユニットをとることができる．
SIMD演算ユニットは，ハードウェアコストおよび遅延時間の異なる複数の構成から選択可
能である．
一般に，広大なメモリ空間のアドレス指定を実行するため，プロセッサには数十ビットの
ビット幅を持ったレジスタが用意される．このレジスタビット幅を b1とする．また，レジス
タに合わせて演算ユニットのビット幅も b1に設定される場合が一般的である．一方，画像の
各画素値データは b1よりも小さいビット数で表現される場合が多い．この画素値データの
ビット幅を b2(b2  b1)とすると，画素値データの演算のためには b2のビット幅を持った演
算ユニットがあれば十分である．しかしプロセッサに用意されている演算ユニットのビット
幅は b1であるため，画素値データ b2ビットの演算に対してもビット幅 b1の演算ユニットを
使用する．この場合，演算に使用するのは b1ビットのうち b2ビットであり，残りの b1   b2
ビットは使用されていないと考えられる．
ここで，b1ビットのレジスタ内に b2ビットの画素値データを n個格納することが可能であ
る場合は，n個の画素値データを 1回の演算によって処理することができる．すなわち，n
回分の演算時間を必要とする処理が 1回の演算時間によって実行可能となることから，画素
値データの処理が高速化されると考えられる．
本システムにおけるプロセッサコアの基準ビット幅は 32ビットとされている．SIMD型命
令を使用することにより，この基準ビット幅を分割し複数のデータを同時に処理することが
可能である．32ビットの基準ビット幅の分割方法は複数種類取りうるものとする．例えば基
準ビット幅 32ビットを 2つに分割し，16ビットのデータ 2つを格納することができる．同
様に，基準ビット幅 32ビットを 4つに分割し，8ビットのデータ 4つを格納することができ
る．このように，基準ビット幅に対する分割方法を複数種類用意することによって，ビット
幅の異なる複数種類のデータに対して並列処理が可能となる．
Yデータメモリ用バス SPADESプロセッサコアはXデータメモリを持ち，プロセッサカー
ネル内に Xデータメモリ用バスを持つ．Xメモリとは別に，SPADESプロセッサコアに Y
データメモリおよびYデータメモリ用バスを付加することができる．Yデータメモリを使用
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する場合，XデータメモリとYデータメモリを同時に使用することにより，データメモリか
ら並列に 2個の値をロードすること，およびデータメモリに並列に 2個の値をストアするこ
とが可能である．このことによって，データメモリが 1つの場合と比較して高速なメモリア
クセスが可能となり，結果としてアプリケーションの実行が高速化される．特に一般のアプ
リケーションにおいて，メモリアクセスに必要とする時間がアプリケーション高速化へのボ
トルネックになる場合が多い．この問題を解決するという点において，Yデータメモリおよ
びメモリバスは重要なハードウェアユニットであると考えられる．
ハードウェアループユニット SPADESプロセッサコアでは，プロセッサカーネルにハード
ウェアループユニットを付加することが可能である．ハードウェアループユニットは，ルー
プ処理の終了をハードウェアによって検出することで命令の読み込みアドレスを自動的に変
更する．この操作により，指定された命令メモリアドレス間の命令をパイプラインハザード
を防ぐためのNOP命令なしで一定回数実行することが可能である．
図 2.2(a)のように，通常の分岐命令（JP命令）を用いた場合，ループ終了検出のための
条件判定が IDステージにおいて実行される．IDステージにおいてループ終了が検出された
時点で，IFステージにはループ内の命令が読み込まれているためパイプラインハザードを
引き起こす．このハザードを防ぐためには，コンパイル段階においてNOP命令を挿入した
り，ハードウェアでハザードを検知して命令を消去すなわちフラッシュするという対策が一
般的である．しかしながら，このような対策は余分な命令実行ステップを増加させることに
つながるため，アプリケーションの実行時間が増大する．一方ハードウェアループユニット
を用いた場合は，コンパイルの段階において解析されたループ回数をもとに，図 2.2(b)のよ
うにして指定されたループ回数を実行し，ループ処理の終了時に自動的にループ外の命令を
読み込むことが可能である．このことから，ハードウェアループユニットの使用により余分
なNOP命令の挿入を防ぐことができ，アプリケーションの実行時間短縮が可能となる．
アドレッシングユニット SPADESプロセッサコアでは，プロセッサカーネルにアドレッシ
ングユニットを付加することが可能である．アドレッシングユニットはアドレス計算用のレ
ジスタおよび演算機能を持つため，アドレスを計算するために通常の演算ユニットを用いる
必要がない．アドレッシングユニットはメモリアクセスのアドレス計算を効率良く計算する
ことができる．アドレッシングユニットは，(i) no operation，(ii) post increment，(iii) post
decrement，(iv) index add，(v) modulo add，(vi) bit reverseの演算機能のうち，いずれか
の組み合わせもしくはすべてを持つことが可能である．(i) no operationはアドレスレジス
タ値に対して何も演算処理を加えない．(ii) post incrementはアドレスレジスタ値をイン
クリメントした値をアドレスレジスタ値とする．(iii) post decrementはアドレスレジス
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IF ID EX
IF ID EX
IF ID EX
IF ID EX
IF ID EX
IF ID EX
IF ID EX
ADD
SUB
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ADD
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JP
・・・
・・・
・・・
・・・
・・・
・・・
・・・
Flush
IF ID EXFlush
IF ID EX
IF ID EX
IF ID EX
IF ID EX
ADD
SUB
ADD
SUB
・・・
・・・
・・・
・・・
IF IDLOOP
(a) 分岐命令
(a) ループ命令
図 2.2: 分岐命令とループ命令使用時の命令実行．
タ値をデクリメントした値をアドレスレジスタとする．(iv) index addはアドレスレジス
タ値にインデックスレジスタの値を加算した値をアドレスレジスタ値とする．(v) modulo
addはアドレスレジスタ，インデックスレジスタおよびモジュロレジスタを用いてリングカ
ウンタを実現する加算処理である．初期アドレスにアドレスレジスタ，加算値にインデック
スレジスタの値を使用し，上限値はモジュロレジスタで与える．(vi) bit reverseはアドレ
スレジスタの上位ビットと下位ビットを交換し，インデックスレジスタの値を加算する．
フォワーディングユニット フォワーディングユニットが付加されたプロセッサコアでは，
連続して実行される命令間に真のデータ依存があった場合に，先に演算が終了した命令の演
算結果を，次の命令が実行される演算ユニットの入力にフォワーディングすることによって，
NOP命令の挿入あるいはパイプラインストールさせることなく命令を連続して実行するこ
とが可能となる．SPADESプロセッサコアのパイプライン構成は，パイプライン段数の異な
る複数のパイプライン構成からの選択が可能である．SPADESプロセッサコアがとりうるプ
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ロセッサコア構成は後述のパイプライン構成モデルとして定義する．この SPADESプロセッ
サコアのパイプライン構成モデルでは，単一のパイプラインステージで演算が終了するとは
限らないため，演算実行ステージ以降のすべてのステージからのフォワーディングが必要と
なる．フォワーディングユニットを SPADESプロセッサコアに付加することによって無駄な
NOP命令の挿入あるいはパイプラインストールを避けられる．
レジスタファイル SPADESプロセッサコアは複数の汎用レジスタを持ち，レジスタファイ
ルに含まれるレジスタの数は可変である．SPADESプロセッサコアは汎用レジスタ方式を用
い，全てのハードウェアユニットはレジスタファイルに含まれる任意のレジスタに対して読
み出し，書き込みが可能である．
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パイプライン構成モデル
SPADESプロセッサコアが実行可能な命令は，一般的なプロセッサと同様に，算術論理演
算命令 (または演算命令)，ロード/ストア命令，分岐命令に大きく分けられ，それぞれ以下
の工程を踏む．
 算術論理演算命令：
命令フェッチ (IF)→命令デコード (ID)→演算実行 (EXE)→レジスタライトバック (WB)
 ロード/ストア命令：
IF→ ID→アドレス計算→キャッシュアクセス→WB
 分岐命令：
IF→ ID→分岐判定 (分岐アドレス計算)→分岐
SPADESプロセッサコアの最低パイプライン段数は 3段とし，それぞれのパイプライン構成
において，これらの工程をどこのステージで行うかを決定したのがパイプライン構成モデル
である．
パイプライン段数 3段の構成では，まず第 1ステージ (1段目)で命令のフェッチを行う．第
2ステージでは，命令のデコードを行い，命令がロード/ストア命令であればアドレス計算
を，分岐命令であれば分岐判定および分岐先アドレス計算を行う．第 3ステージでは，演算
命令であれば演算実行およびレジスタ書き込みを，ロード/ストア命令であればキャッシュア
クセスおよびレジスタ書き込みを行う．
パイプライン段数 4段の構成では，第 1ステージはパイプライン段数 3段の構成と同様で
ある．第 2ステージでは，すべての命令で命令のデコードを行い，分岐命令であれば分岐判
定および分岐先アドレス計算を行う．第 3ステージでは，演算命令であれば演算の 1サイク
ル目を実行し，ロード/ストア命令であればアドレス計算を行う．第 4ステージでは，演算
命令であれば演算の 2サイクル目の実行およびレジスタ書き込みを，ロード/ストア命令で
あればキャッシュアクセスおよびレジスタ書き込みを行う．
パイプライン段数 5段の構成では，第 2ステージまではパイプライン段数 4段の構成と同
様である．第 3ステージでは，演算命令であれば演算の 1サイクル目を実行し，ロード/スト
ア命令であればアドレス計算を行う．第 4ステージでは，演算命令であれば演算の 2サイク
ル目の実行を，ロード/ストア命令であればキャッシュアクセスを行う．第 5ステージでは，
レジスタ書き込みを行う．
パイプライン段数 6段以降の構成では，第 2ステージまでと最後のステージでレジスタ書
き込みを行う点はパイプライン段数 5段の構成同様で，パイプライン段数が増えるごとに演
算実行のステージが 1段ずつ増える．このとき，データキャッシュへのアクセスは常に 1サ
イクルで行うものとする．
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マルチサイクル化の上限は，(i)マルチサイクル化された演算実行ステージの中で最も遅
延値の大きいステージの遅延値が，他のすべてのステージの中で最も遅延の大きいステージ
の遅延値よりも小さくなるか，あるいは (ii)マルチサイクル化された演算ユニットの最大遅
延がキャッシュアクセスにかかる遅延よりも小さくなるまでとする．
以上から，パイプライン構成モデルとしてパイプライン段数 3段から 6段までの構成を図
2.3に示す．図 2.3では，上段に演算命令と分岐命令の実行工程を，下段にロード/ストア命
令の実行工程を示した．また，図 2.4に，パイプライン段数 6段で ALUと 3段にパイプラ
イン化された乗算ユニット (MUL)を付加した SPADESプロセッサコアアーキテクチャ例を
示す．
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図 2.3: SPADESプロセッサコアのパイプライン構成モデル
Inst.
Cache
PC
Reg.
File
Data
Cache
ALU
M
U
X
EX1/EX2 EX3/WBID/EX1IF/ID EX2/EX3
MUL1 MUL2 MUL3
M
U
X
図 2.4: パイプライン段数 6段のプロセッサコア構成例
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2.3 命令セット
SPADESプロセッサコアが持つことが可能な命令セットは，(1)基本命令，(2)SIMD命令
および (3)複合命令の 3種類がある．プロセッサコアが持つことが可能な命令を表 2.1から
表 2.12に示す．命令の中には，生成するプロセッサコアがプロセッサとして動作するために
最低限必要と思われる命令がある．この命令のことを必須命令と呼ぶ．表中の は必須命令
を表す．
基本命令 HW/SW協調合成システムSPADESにおいて，プロセッサカーネルはプロセッサ
コア内部のハードウェアの制御を行うものを表す．すなわちプロセッサカーネルはプロセッ
サとして動作するために最低限必要となるXデータメモリ用バス，レジスタファイル，バレ
ルシフタおよびALUを制御する機構を持ち，プロセッサカーネルにこれらのハードウェア
ユニットを組み合わせることでプロセッサコアが形成される．つまり，レジスタファイルや
ALU等はプロセッサコアにとって必須のものといえる．このことからプロセッサの必須命
令としてALUを使用した算術演算命令 (ADD，SUB，ADDI，SUBI他)および論理演算命
令 (AND，OR他)，メモリアクセス命令 (LD，ST他)およびレジスタ転送命令 (MV，IMM
他)などが挙げられる．
一方，HW/SW協調合成システム SPADESではプロセッサの必須命令の他に，専用ハー
ドウェアユニットを付加することによって必須命令以外の命令が実行可能となっている．プ
ロセッサにアドレッシングユニットを追加することによって，メモリアクセスとともにアド
レス値に処理を加えるという特殊なロード/ストア命令 (LDIX，STIX他)が実行可能となる．
ハードウェアループユニットを追加することによって，ループ命令の繰り返し回数をハード
ウェアによって制御しパイプラインハザードを防ぐ特殊なループ命令 (LOOP，RPT他)が
実行可能となる．プロセッサで実行可能な基本命令セットを表 2.1から表 2.6に示す．
SIMD命令 SIMD命令とは，1個の bビット演算ユニットを用いて n個の b=nビット演算
を実現する命令である．nは SIMD命令毎に異なる値を設定でき梱包数と呼ぶ．SIMD命令
を実行する演算ユニットを SIMD演算ユニットと呼ぶ．SIMD命令セットを持つマイクロプ
ロセッサは，SIMD命令を利用することでアプリケーションデータを並列に処理することが
できる．結果として，アプリケーション全体の処理速度が高速化すると考えられる．
SIMD命令は，7つのフィールドで構成される．SIMD命令のフィールド構成を式 2.1に示
す．ここで，n番目のフィールドを#nとする．
OPE f1; 2; 4; : : : g#1 ; fh; lg#2 ; fs; ug#3 ;
fl; rg#4 ; f1  32g#5 ; fw; sg#6; f(position)g#7 (2.1)
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Inst
Inst_h
Inst_l
Inst_hh
Inst_hl
Inst_lh
Inst_ll
図 2.5: 演算場所パラメータ
式 2.1のOPEは，SIMD命令のオペレーションコードを表わす．また，各フィールド#n
に格納された値はそれぞれ以下の操作を指定する．
 #1は，プロセッサの基準レジスタビット幅の中に梱包されているデータの数を表わす．
 #2は，レジスタに格納されたデータのうち上下どちらかのデータに対してビット拡張
付き演算を行うかを指定する．上位ビットを処理の対象とする場合は h，下位ビットを
対象とする場合は lを格納する．
 #3は，扱うデータの符号ビット有無を表わす．符号ビット付き演算の場合は s，符号
ビット無し演算の場合は uを格納する．
 #4は，精度拡張・縮小のためのビットシフト操作におけるシフト方向を表わす．左シ
フトの場合は l，右シフトの場合は rを格納する．
 #5は，#4でシフト処理が指定された場合のシフト量を表わす．本システムのターゲッ
トアーキテクチャにおける基準ビット幅が 32ビットであるため，シフト量は 1～32と
なる．
 #6は，処理結果の値がオーバーフローまたはアンダーフローした場合における飽和
演算処理の有無を表わす．飽和演算をする場合 (saturation)は s，飽和演算しない場合
(wrap around)はwを格納する．
 #7は，演算場所を表す．演算場所とは，内部演算並列度を下げた演算ユニットを用い
て演算をする命令に対して付くパラメータであり，レジスタのどの場所を演算するか
を示すパラメータである．レジスタのビット幅を bとすると，INST hという命令は
上位 b=2ビットを演算し，レジスタの上位 b=2ビットに結果を格納するという命令であ
る．また，INST lという命令は下位 b=2ビットを演算し，レジスタの下位 b=2ビット
に結果を格納するという命令である．図 2.5に演算場所のパラメータによる，レジスタ
の演算場所を示す．図 2.5の黒い部分が演算する場所である．さらに，レジスタのビッ
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ト幅や梱包数によっては，演算場所のパラメータとして，hhや hhhなどが付く場合も
ある．hhはレジスタの最上位から b=4 ビットを演算する命令であり，hhhは最上位か
ら b=8ビットを演算する命令である．
以上のように，Packed SIMD 型命令は通常の命令に比べて多くのフィールドを必要とする．
ただし，上記 7つのフィールドのうち省略可能なフィールドがある場合には，そのフィール
ドは省略をする．例えば，梱包数 2，符号無し，右 4ビットシフト，飽和演算ありの SIMD
乗算命令はMUL 2 ur4sと表される．また，この SIMD乗算命令の上位 b=2ビットを演算す
る命令はMUL 2 ur4s hと表される．
SIMD命令として，加算，減算，論理演算，乗算，および乗加算命令を考えることから，
SIMD演算ユニットとして加算，減算および論理演算処理を実行するALU，乗算処理を実行
する乗算ユニットMUL，乗加算処理を実行する乗加算ユニットMACを用意する必要があ
ると考えられる．プロセッサで実行可能な SIMD命令セットを表 2.7から表 2.12に，SIMD
命令を概念的に表現した図を図 2.6から図 2.10に示す．
複合命令 基本命令および SIMD命令を複数個並列に実行する命令である．基本命令および
SIMD命令のあらゆる組合せを複合命令として持つのではなく，アプリケーションに応じて
複合命令となる命令の組合せを決定する．
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表 2.1: 基本命令 1（算術命令）．
ID 命令 ニモニック 動作
101* ADD ADD R1, R2, R3 R3  R1 + R2
102* SUB SUB R1, R2, R3 R3  R1 - R2
103* SRA SRA R1, R2, R3 R3  R1 >> R20::x (arithmetic)
104* SRL SRL R1, R2, R3 R3  R1 >> R20::x
105* SLL SLA R1, R2, R3 R3  R1 << R20::x
106* AND AND R1, R2, R3 R3  R1 & R2
107* OR OR R1, R2, R3 R3  R1 | R2
108* XOR XOR R1, R2, R3 R3  R1 ^ R2
109 MUL MUL R1, R2, R3 R3  nd (R1 * R2)0::(nd 1)
110 DIV DIV R1, R2, R3 R3  R1 / R2
111 SLT SLT R1, R2, R3 if (R1 < R2) R3  1; else R3  0
112 SEQ SEQ R1, R2, R3 if (R1 == R2) R3  1; else R3  0
113 SNE SNE R1, R2, R3 if (R1 != R2) R3  1; else R3  0
114 COM2 COM2 R1, R3 R3  2's complement of R1
115 MAC MAC R1, R2, R3 R3  R1 * R2 + R3
116* INC INC R1 R1++
117* DEC DEC R1 R1--
118* ADDI ADDI R1, R2, imm R2  R1 + imm
119* SUBI SUBI R1, R2, imm R2  R1 - imm
120* SRAI SRAI R1, R2, imm R2  R1 >> imm0::x (arithmetic)
121* SRLI SRLI R1, R2, imm R2  R1 >> imm0::x
122* SLLI SLAI R1, R2, imm R2  R1 << imm0::x
123* ANDI ANDI R1, R2, imm R2  R1 & imm
124* ORI ORI R1, R2, imm R2  R1 | imm
125* XORI XORI R1, R2, imm R2  R1 ^ imm
126 MULI MULI R1, R2, imm R2  nd (R1 * imm)0::(nd 1)
127 DIVI DIVI R1, R2, imm R2  R1 / imm
xは，ndを汎用レジスタのビット数としたとき，x = lgnd   1によって与える．
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表 2.2: 基本命令 2（ロード/ストア命令）．
ID 命令 ニモニック 動作
201* LDX LDX R1, R2, imm R2  nd Mx[(R1 + imm)0::15]
202* LDY LDY R1, R2, imm R2  nd My[(R1 + imm)0::15]
203* STX STX R1, R2, imm Mx[(R1 + imm)0::15]  nd R2
204* STY STY R1, R2, imm My[(R1 + imm)0::15]  nd R2
205* LDRX LDRX R1, R2 R2  nd Mx[R10::15]
206* LDRY LDRY R1, R2 R2  nd My[R10::15]
207* STRX STRX R1, R1 Mx[R10::15]  nd R2
208* STRY STRY R1, R2 My[R10::15]  nd R2
209* LDXI LDXI R2, imm R2  nd Mx[imm0::15]
210* LDYI LDYI R2, imm R2  nd My[imm0::15]
211* STXI STXI R2, imm Mx[imm0::15]  nd R2
212* STYI STYI R2, imm My[imm0::15]  nd R2
213 LDIX LDIX n1, R2, DPX3
LDIX 0, R2, DPX3 R2  nd Mx[DPX3]
LDIX 1, R2, DPX3 R2  nd Mx[DPX3]; DPX3++
LDIX 2, R2, DPX3 R2  nd Mx[DPX3]; DPX3--
LDIX 3, R2, DPX3 R2  nd Mx[DPX3]; DPX3  DPX3 + DNX3
LDIX 4, R2, DPX3 R2  nd Mx[DPX3];
DPX3  next circular addr(DPX3, DNX3, DMX)
LDIX 5, R2, DPX3 R2  nd Mx[bit reverse(DPX3)];
DPX3  DPX3 + DNX3
214 LDIY LDIY n1, R2, DPY3
LDIY 0, R2, DPY3 R2  nd My[DPY3]
LDIY 1, R2, DPY3 R2  nd My[DPY3]; DPY3++
LDIY 2, R2, DPY3 R2  nd My[DPY3]; DPY3--
LDIY 3, R2, DPY3 R2  nd My[DPY3]; DPY3  DPY3 + DNY3
LDIY 4, R2, DPY3 R2  nd My[DPY3];
DPY3  next circular addr(DPY3, DNY3, DMY)
LDIY 5, R2, DPY3 R2  nd My[bit reverse(DPY3)];
DPY3  DPY3 + DNY3
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表 2.2: 基本命令 2（ロード/ストア命令，続き）．
ID 命令 ニモニック 動作
215 STIX STIX n1, R2, DPX3
STIX 0, R2, DPX3 Mx[DPX3]  nd R2
STIX 1, R2, DPX3 Mx[DPX3]  nd R2; DPX3++
STIX 2, R2, DPX3 Mx[DPX3]  nd R2; DPX3--
STIX 3, R2, DPX3 Mx[DPX3]  nd R2; DPX3  DPX3 + DNX3
STIX 4, R2, DPX3 Mx[DPX3]  nd R2;
DPX3  next circular addr(DPX3, DNX3, DMX)
STIX 5, R2, DPX3 Mx[bit reverse(DPX3)]  nd R2;
DPX3  DPX3 + DNX3
216 STIY STIY n1, R2, DPY3
STIY 0, R2, DPY3 My[DPY3]  nd R2
STIY 1, R2, DPY3 My[DPY3]  nd R2; DPY3++
STIY 2, R2, DPY3 My[DPY3]  nd R2; DPY3--
STIY 3, R2, DPY3 My[DPY3]  nd R2; DPY3  DPY3 + DNY3
STIY 4, R2, DPY3 My[DPY3]  nd R2;
DPY3  next circular addr(DPY3, DNY3, DMY)
STIY 5, R2, DPY3 My[bit reverse(DPY3)]  nd R2;
DPY3  DPY3 + DNY3
217(*) MV MV m1, R2, DPX3
* MV 0, R2, R3 R3  R2
MV 1, R2, DPX3 DPX3  16 R20::15
MV 2, R2, DPY3 DPY3  16 R20::15
MV 3, R2, DNX3 DNX3  16 R20::15
MV 4, R2, DNY3 DNY3  16 R20::15
MV 5, R2, DMX DMX  16 R20::15
MV 6, R2, DMY DMY  16 R20::15
218(*) IMM IMM m1, DPX2, imm
* IMM 0, R2, imm R2  imm
IMM 1, DPX2, imm DPX2  16 imm0::15
IMM 2, DPY2, imm DPY2  16 imm0::15
IMM 3, DNX2, imm DNX2  16 imm0::15
IMM 4, DNY2, imm DNY2  16 imm0::15
IMM 5, DMX, imm DMX  16 imm0::15
IMM 6, DMY, imm DMY  16 imm0::15
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表 2.3: 基本命令 3（ジャンプ命令他）．
ID 命令 ニモニック 動作
301* BEQ BEQ R1, R2, imm if (R1 == R2) PC  npc PC + imm0::(npc 1)
302* BNE BNE R1, R2, imm if (R1 != R2) PC  npc PC + imm0::(npc 1)
303* BZ BZ R1, imm if (R1 == 0) PC  npc PC + imm0::(npc 1)
304* BNZ BNZ R1, imm if (R1 != 0) PC  npc PC + imm0::(npc 1)
305* JP JP imm PC  npc PC + imm0::(npc 1)
306 LOOP LOOP R1, imm Loop imm instructions R1 times
307 RPT RPT imm Repeat next instruction imm times
308* CALL CALL imm Call PC + imm0::(npc 1)
309* RET RET Return
310* NOP NOP No operation
311* HLT HLT Halt
表 2.4: 特殊複合命令（並列ロード/ストア命令）．
ID 命令 ニモニック 動作
401 LDPX LDPX n1, DPX1, R2, R3
LDIX n1, DPX1, R2;
LDIX n1, DPY1, R3
402 STPX STPX n1, DPX1, R2, R3
STIX n1, DPX1, R2;
STIX n1, DPY1, R3
表 2.5: nの値．
n 演算
0 no operation
1 post increment
2 post decrement
3 index add
4 modulo add
5 bit reverse
表 2.6: mの値．
m 種別 m 種別
0 R 4 DNY
1 DPX 5 DMX
2 DPY 6 DMY
3 DNX |
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表 2.7: SIMD型加算命令．
演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
ADD 1 (none) signed saturation right ADD 1 srXXs
left ADD 1 slXXs
wrap around right ADD 1 srXXw
left ADD 1 slXXw
unsigned saturation right ADD 1 urXXs
left ADD 1 ulXXs
wrap around right ADD 1 urXXw
left ADD 1 urXXw
2 (none) signed saturation right ADD 2 srXXs
left ADD 2 slXXs
wrap around right ADD 2 srXXw
left ADD 2 slXXw
unsigned saturation right ADD 2 urXXs
left ADD 2 ulXXs
wrap around right ADD 2 urXXw
left ADD 2 ulXXw
higher signed (none) (none) ADD 2h s
unsigned (none) (none) ADD 2h u
lower signed (none) (none) ADD 2l s
unsigned (none) (none) ADD 2l u
4 (none) signed saturation right ADD 4 srXXs
left ADD 4 slXXs
wrap around right ADD 4 srXXw
left ADD 4 slXXw
unsigned saturation right ADD 4 urXXs
left ADD 4 ulXXs
wrap around right ADD 4 urXXw
left ADD 4 ulXXw
higher signed (none) (none) ADD 4h s
unsigned (none) (none) ADD 4h u
lower signed (none) (none) ADD 4l s
unsigned (none) (none) ADD 4l u
XXはシフト演算のビット数を表す．
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表 2.8: SIMD型減算命令．
演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
SUB 1 (none) signed saturation right SUB 1 srXXs
left SUB 1 slXXs
wrap around right SUB 1 srXXw
left SUB 1 slXXw
unsigned saturation right SUB 1 urXXs
left SUB 1 ulXXs
wrap around right SUB 1 urXXw
left SUB 1 urXXw
2 (none) signed saturation right SUB 2 srXXs
left SUB 2 slXXs
wrap around right SUB 2 srXXw
left SUB 2 slXXw
unsigned saturation right SUB 2 urXXs
left SUB 2 ulXXs
wrap around right SUB 2 urXXw
left SUB 2 ulXXw
higher signed (none) (none) SUB 2h s
unsigned (none) (none) SUB 2h u
lower signed (none) (none) SUB 2l s
unsigned (none) (none) SUB 2l u
4 (none) signed saturation right SUB 4 srXXs
left SUB 4 slXXs
wrap around right SUB 4 srXXw
left SUB 4 slXXw
unsigned saturation right SUB 4 urXXs
left SUB 4 ulXXs
wrap around right SUB 4 urXXw
left SUB 4 ulXXw
higher signed (none) (none) SUB 4h s
unsigned (none) (none) SUB 4h u
lower signed (none) (none) SUB 4l s
unsigned (none) (none) SUB 4l u
XXはシフト演算のビット数を表す．
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表 2.9: SIMD型乗算命令．
演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
MUL 1 (none) signed saturation right MUL 1 srXXs
left MUL 1 slXXs
wrap around right MUL 1 srXXw
left MUL 1 slXXw
unsigned saturation right MUL 1 urXXs
left MUL 1 ulXXs
wrap around right MUL 1 urXXw
left MUL 1 urXXw
2 (none) signed saturation right MUL 2 srXXs
left MUL 2 slXXs
wrap around right MUL 2 srXXw
left MUL 2 slXXw
unsigned saturation right MUL 2 urXXs
left MUL 2 ulXXs
wrap around right MUL 2 urXXw
left MUL 2 ulXXw
higher signed (none) (none) MUL 2h s
unsigned (none) (none) MUL 2h u
lower signed (none) (none) MUL 2l s
unsigned (none) (none) MUL 2l u
4 (none) signed saturation right MUL 4 srXXs
left MUL 4 slXXs
wrap around right MUL 4 srXXw
left MUL 4 slXXw
unsigned saturation right MUL 4 urXXs
left MUL 4 ulXXs
wrap around right MUL 4 urXXw
left MUL 4 ulXXw
higher signed (none) (none) MUL 4h s
unsigned (none) (none) MUL 4h u
lower signed (none) (none) MUL 4l s
unsigned (none) (none) MUL 4l u
XXはシフト演算のビット数を表す．
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表 2.10: SIMD型乗加算命令．
演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
MAC 1 (none) signed saturation right MAC 1 srXXs
left MAC 1 slXXs
wrap around right MAC 1 srXXw
left MAC 1 slXXw
unsigned saturation right MAC 1 urXXs
left MAC 1 ulXXs
wrap around right MAC 1 urXXw
left MAC 1 urXXw
2 (none) signed saturation right MAC 2 srXXs
left MAC 2 slXXs
wrap around right MAC 2 srXXw
left MAC 2 slXXw
unsigned saturation right MAC 2 urXXs
left MAC 2 ulXXs
wrap around right MAC 2 urXXw
left MAC 2 ulXXw
higher signed (none) (none) MAC 2h s
unsigned (none) (none) MAC 2h u
lower signed (none) (none) MAC 2l s
unsigned (none) (none) MAC 2l u
4 (none) signed saturation right MAC 4 srXXs
left MAC 4 slXXs
wrap around right MAC 4 srXXw
left MAC 4 slXXw
unsigned saturation right MAC 4 urXXs
left MAC 4 ulXXs
wrap around right MAC 4 urXXw
left MAC 4 ulXXw
higher signed (none) (none) MAC 4h s
unsigned (none) (none) MAC 4h u
lower signed (none) (none) MAC 4l s
unsigned (none) (none) MAC 4l u
XXはシフト演算のビット数を表す．
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表 2.11: SIMD型ビット拡張命令．
演算名 梱包数 ビット拡張 符号演算 ニモニック
EXTD 2 higher signed EXTD 2h s
unsigned EXTD 2h u
lower signed EXTD 2l s
unsigned EXTD 2l u
4 higher signed EXTD 4h s
unsigned EXTD 4h u
lower signed EXTD 4l s
unsigned EXTD 4l u
表 2.12: SIMD型ビット縮小命令．
演算名 梱包数 符号演算 飽和演算 シフト演算 ニモニック
EXTR 2 signed saturation right EXTR 2 srXXs
left EXTR 2 slXXs
wrap around right EXTR 2 srXXw
left EXTR 2 slXXw
unsigned saturation right EXTR 2 urXXs
left EXTR 2 ulXXs
wrap around right EXTR 2 urXXw
left EXTR 2 ulXXw
4 signed saturation right EXTR 4 srXXs
left EXTR 4 slXXs
wrap around right EXTR 4 srXXw
left EXTR 4 slXXw
unsigned saturation right EXTR 4 urXXs
left EXTR 4 ulXXs
wrap around right EXTR 4 urXXw
left EXTR 4 ulXXw
XXはシフト演算のビット数を表す．
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表 2.13: SIMD型データ移動命令（最大値，最小値，交換，置換）．
演算名 梱包数 符号演算 ニモニック
Max 2 signed Max 2h s
unsigned Max 2h u
4 signed Max 4h s
unsigned Max 4h u
Min 2 signed Min 2h s
unsigned Min 2h u
4 signed Min 4h s
unsigned Min 4h u
EXCH 2 EXCH 2
4 EXCH 4
Perm 2 Perm 2
4 Perm 4
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Operation
Extract
図 2.6: n個の kビット演算．
Operation
(Extend)
図 2.7: n=2個のビット拡張 kビット演算．
Extend
図 2.8: ビット拡張命令．
Extract
図 2.9: ビット縮小命令．
図 2.10: 交換命令．
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2.4 システム構成
現在，SIMDプロセッサコア向けHW/SW協調合成システム SPADESを構築中である．シ
ステムの構成図を図 2.11に示す．システムは (i)C言語で書かれたアプリケーションプログ
ラム，(ii)アプリケーションデータおよび (iii)アプリケーションの実行時間制約を入力とし，
(a)プロセッサコアのHDL記述，(b)オブジェクトコードおよび (c)ソフトウェア環境を出力
とする．このとき SPADESは，アプリケーションプログラムが実行時間制約を満たす中で
最もハードウェア面積コストが最小になるプロセッサを合成することをめざす．プロセッサ
コアの面積は，プロセッサカーネルおよびカーネルに付加されるハードウェアユニットの面
積の総和により与えられる．アプリケーションプログラムの実行時間は，アプリケーション
プログラムを実行するために必要な総クロックサイクル数とクロック周期の積により与えら
れる．システムは並列化コンパイラ，HW/SW分割および HW/SW生成から成り立つ．本
節では，システムの個々の構成要素について説明する．
31
第 2章 アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
Application
source
(C)
Application
data
Timing
constraints
Application analyzer
Analyzed
results
Arch.
templates
Compiler
(full resources)
Assembly
code
(fastest)
HW/SW partitioner
Compiler Area/Time
estimator
Binary
code HDL
Assembly
code
Instruction
set
Hardware generatorSoftware generator
Compiler
Arch.
parameters
Simulator
図 2.11: ハードウェア/ソフトウェア協調合成システム
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2.4.1 並列化コンパイラ
並列化コンパイラが行う，工程には大きく分けてアプリケーション解析系および並列化コ
ンパイラの 2つの工程がある．以下では，これら 2つの工程について解説する．
アプリケーション解析系 C言語で記述されたアプリケーションプログラムとアプリケーショ
ンデータを入力とし，各基本ブロックの実行回数を出力する．基本ブロックとは，最初およ
び最後を除いて制御の分岐・結合が存在しない，一連の命令列のことである．アプリケーショ
ンプログラムにアプリケーションデータを与えて，計算機上で実行することにより各基本ブ
ロックの実行回数を計測する．
並列化コンパイラ C言語で記述されたアプリケーションプログラムと基本ブロックの実
行回数を入力とし，アプリケーションプログラムに含まれる演算を SPADES命令セットが
持つ命令へと変換し，1つの命令がDFG(Data Flow Graph)の 1つのノードに対応し，1つ
の基本ブロックが CFG(Control Flow Graph)の 1つのノードに対応するように表現された
CDFG(Control-Data Flow Graph)を出力する．アプリケーションプログラムに含まれる演
算を命令へと変換する際，ループ展開などの手法により SIMD命令を最大限に活用し命令数
(DFGのノード数)が最小になることを目標に変換を行う．また，C言語で記述されたアプ
リケーションプログラムは，ハードウェアループ，アドレッシングユニット内の機能と対応
をとることができ，これらを効率的に使用したアセンブリコードが生成できる．エッジは命
令のデータ依存関係を表現し，汎用のレジスタで扱われるべきデータなのか，あるいはアド
レッシングユニット内のアドレスレジスタ，インデックスレジスタおよびモジュロレジスタ
で扱われるべきなのかを識別している．CFGは各DFGの依存関係と各DFGの実行回数を
表現している．
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2.4.2 ハードウェア/ソフトウェア分割
ハードウェア/ソフトウェア (HW/SW)分割では，並列化コンパイラより出力されたCDFG
と，時間制約を入力とし，時間制約を満たす中で，面積最小のプロセッサコア構成とそのと
きのアセンブリコードを出力する．
HW/SW分割は，アプリケーションの実行に必要となる十分なハードウェアを持つ仮想
的なプロセッサコア上でアセンブリコードを実行することを考え，ハードウェアによる実現
部分の一部を徐々にソフトウェアによって代替する．HW/SW分割での操作は入出力ファイ
ルとして，Program XMLおよびArchitecture XMLの 2種類のファイルを用いて行う．
Program XMLとはCDFGをXMLで記述したものであり，CFGノードにはサイクル数や実
行回数，DFGノードには命令コードやコントロールステップ，エッジにはレジスタ番号など
の情報が各々に明記されている．Architecture XMLとはプロセッサコアの構成をXMLで記
述したものであり，プロセッサカーネルの情報 (パイプライン段数，スロット数等)やカーネ
ルに付加されるハードウェアユニットの情報が明記されている．XMLファイルの入出力処
理や操作等はCDFGマニピュレーション・フレームワーク：CoDaMa[10, 11]を用いている．
HW/SW分割は初期アーキテクチャ決定およびコアアーキテクチャ決定の 2つの段階によっ
て構成される．初期アーキテクチャ決定では，並列化コンパイラから出力される最速にスケ
ジューリングされたCDFG(Program XML)を入力とし，初期アセンブリコードの実行に必
要となる全てのハードウェアユニットをプロセッサカーネルに付加することでプロセッサコ
アの初期構成を決定する (初期プロセッサコアと呼ぶ)．初期プロセッサコアは多くのハード
ウェアユニットを持つため初期アセンブリコードを最速に実行することが可能であるが，プ
ロセッサの面積が大きくなる．続いてコアアーキテクチャ決定において，面積最大となって
いる初期プロセッサコア構成から，時間制約を満たす中でプロセッサコア面積が最小となる
ようなハードウェア構成を決定する．また，それに応じてソフトウェアを変更していく．一
般的に，ハードウェアユニットを削減し，ソフトウェアを変更すると，アプリケーションの
実行時間は長くなる．実行時間制約に違反するまで，ハードウェアユニットの削減を繰り返
し行うことにより，アプリケーションの実行時間が時間制約を満たしかつ小面積のプロセッ
サを合成することが可能となる．
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2.4.3 ハードウェア生成およびソフトウェア生成
ハードウェア生成系 ハードウェア生成系は，ハードウェア/ソフトウェア分割系から出力
されるプロセッサコア構成を記述したArchitecture XMLを入力とし，Architecture XML内
に記述されたプロセッサコア構成パラメータを基にプロセッサのハードウェア記述を出力す
る．HDL言語としてVHDLを使用する．また，ハードウェア/ソフトウェア分割系において
必要となるハードウェアユニットの面積・遅延値を出力する．
SIMD演算ユニットについても，ハードウェア生成系はハードウェア/ソフトウェア分割系
から指定される SIMD命令実行機能の組み合わせ，遅延時間制約Dmaxおよび面積制約Amax
をもとに，演算ユニットのハードウェア構成を決定する．すなわち，指定された SIMD命令
を実行可能であり，演算ユニットのクリティカルパス遅延Dfuが遅延時間制約Dmax以下で
あり，演算ユニットの面積Afuが面積制約Amaxを満たす Packed SIMD 型演算ユニットに
ついて，面積Afuおよび遅延Dfuの異なる複数のハードウェア構成を出力する．
ハードウェア生成系について，次の 2.5節にハードウェア生成に関するフレームワークと
そのシステム構成を説明する．
ソフトウェア生成系 ハードウェア/ソフトウェア分割系から出力されるアセンブリコード，
プロセッサアーキテクチャ，命令セットが記述されたProgram XMLおよびArchitecture XML
を入力とし，プロセッサ上で動作するアプリケーションプログラムのオブジェクトコードお
よびコンパイラやシミュレータ等のソフトウェアを出力する．
現在本システムにおいては，リターゲッタブルコンパイラおよびリターゲッタブルシミュ
レータが構築されつつある．リターゲッタブルシミュレータは，プロセッサアーキテクチャ
が変更された場合に,変更内容に対応してシミュレータの動作が変更である．このシミュレー
タは，命令レベルおよびパイプラインレジスタレベルでのシミュレーションが可能である．
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2.5 ハードウェア生成系
ハードウェア生成系とは，SPADESにおけるプロセッサのハードウェア記述をVHDL形
式で生成させるシステム [3, 4]を指す．ハードウェア記述の生成方法としては，プロセッサ
仕様記述を解析してパラメータ化し，そのパラメータからプロセッサコアを構築する各部位
をそれぞれ生成したのち，プロセッサコア記述をマージして出力する．
2.5.1 ハードウェア生成フレームワーク
ハードウェア生成フレームワークとはハードウェア生成系におけるプロセッサコアを生成
させるためのフレームワークである．ハードウェア生成系は図 2.12に示すフレームワークに
よってプロセッサを生成する．プロセッサモジュールと呼ばれるプロセッサコアを構成する
要素を部分単位に分けたものを，ハードウェアジェネレータがコントロールし，プロセッサ
コアに必要な部分を集めプロセッサを生成するものである．
システムではアーキテクチャの構成情報が記述されたArchitecture-XML（Arch-XML）を
読み込み，プロセッサコア構成パラメータを基にプロセッサモジュール生成系にモジュール
を生成させて，プロセッサコア記述を生成させる．
プロセッサモジュール
基本的なプロセッサコアは命令フェッチ，命令デコード，キャッシュアクセスや演算など
の動作を行う必要がある．それぞれの動作は，パイプライン構成モデルを示したように，パ
イプライン化した各ステップ毎に割り振ることもできる．また，例えば命令デコード部では
制御やデータ割り当てなどの機能を実現する単位，演算部ではALUやシフタなどの演算機
能を実現する単位に分けることもできる．これらALUやレジスタなど，プロセッサコアを
構成する各々の機能を実現する部分をプロセッサモジュールと定義する．プロセッサコアは
各々のプロセッサモジュールの連携とも考えられるために，プロセッサモジュールに基づい
てプロセッサコア生成を行う．
このプロセッサモジュールはモジュールの性質によってダイナミックモジュールとスタ
ティックモジュールの二種類に分けることができる．
ダイナミックモジュール プロセッサモジュールには制御部やパイプラインレジスタなどの
ようにパイプライン段数や命令発行数などのプロセッサコアの構成をパラメータとして，各々
の入出力などの構成が変わるものがある．このようにプロセッサコアの構成によって入出力
などの構成が変わるモジュールをダイナミックモジュールと定義する．尚，本論文で対象と
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している演算ユニット（SIMD演算ユニット，専用演算器）は，このダイナミックモジュー
ルに属する．
スタティックモジュール 通常の演算器などのように，プロセッサモジュールにはパラメー
タに構成が左右されないものもある．このようにプロセッサコアの構成によって入出力が変
わらないモジュールをスタティックモジュールと定義する．
これらスタティックモジュールは，各々のVHDL記述のテンプレートを用意し，必要に応
じて使用するライブラリとして取り扱うようにする．すなわちスタティックモジュールは，
アーキテクチャテンプレートとなる．
2.5.2 ハードウェア生成系のシステム構成
ハードウェアジェネレータは，Arch-XMLを読み込み，プロセッサモジュール生成系にモ
ジュールを生成させて，プロセッサコア記述を生成させることを目的とする．ハードウェア
生成フレームワークにおいてはコントローラのような役割である．ハードウェアジェネレー
タはその挙動からXMLハンドラ，モジュールハンドラ，HDLマージャの大きく分けて 3つ
のタスクに分割ができる．
XMLハンドラ
CoDaMa [10, 11]上に実装されているXMLパーサを利用してArch-XMLを解析する．
プロセッサ構成や使用する演算器などを読み込み，各プロセッサモジュール生成系に
渡すパラメータを生成する．
モジュールハンドラ
プロセッサモジュール生成系に，XMLハンドラから受け取ったパラメータを与え，必
要となるダイナミックプロセッサモジュールを生成させる．また各パラメータから必
要となるプロセッサモジュールを決定する．
HDLマージャ
生成されたダイナミックモジュールとスタティックモジュールの中から，モジュール
ハンドラが決定したプロセッサモジュールを読み出し，信号線などを併合させてプロ
セッサ記述を生成する．
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図 2.12: ハードウェア生成系フレームワーク
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2.6 本章のまとめ
本章では，アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
SPADESについて解説した．
2.2節では，SPADESのターゲットアーキテクチャモデルについて解説した．SPADESで
は，動作するために必要最低限の構成を持ったプロセッサカーネルに対して，いくつかの
ハードウェアユニットを付加することによってプロセッサアーキテクチャを決定する．プロ
セッサカーネルは複数のパイプライン構成から選択することができ，パイプライン構成に応
じて付加する演算ユニットがパイプライン化される．また，2.3節では，ハードウェア/ソフ
トウェア協調合成システム SPADESによって自動合成されるプロセッサコアが持つことが
可能な命令セットについても解説した．2.4節では，ハードウェア/ソフトウェア協調合成シ
ステム SPADESのシステム構成について解説した．SPADESは，並列化コンパイラ，ハー
ドウェア/ソフトウェア分割，ハードウェア生成およびソフトウェア生成の 3つの主要要素
から構成され，これら 3つの要素の工程についてそれぞれ解説した．2.5節では，SPADES
のハードウェア生成に関するフレームワークとそのシステム構成について述べた．
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3.1 本章の概要
本章では，演算ユニット (SIMD演算ユニット，専用演算器)を最適なパイプライン構成で
合成する手法を提案する．本手法では，演算ユニットのパイプライン化の際，遅延時間の制
約を満たしながらパイプラインレジスタ挿入時の面積増加量が小さくなるように複数あるパ
イプラインレジスタ挿入位置の中から最小の面積増加量となる挿入位置を探索し，パイプラ
イン化の際の面積増加量を最小限に抑える．
3.2節では，最適なパイプライン構成を持つ SIMD演算ユニット合成手法として，SIMD演
算ユニットに関する事項と SIMD演算ユニットを自動生成するシステムについて述べ，更に
SIMD演算ユニットのパイプライン化において最適なパイプライン構成で合成する手法を述
べる．3.3節では，最適なパイプライン構成を持つ専用演算器合成手法として，専用演算器
に関する事項と専用演算器を自動生成するシステムについて述べ，更に専用演算器のパイプ
ライン化において最適なパイプライン構成で合成する手法を述べる．3.4節では，構築した
システムへの入力例と入力されたアーキテクチャ構成から生成されるハードウェア記述の例
を示す．
41
第 3章 最適なパイプライン構成を持つ演算ユニット合成手法
3.2 最適なパイプライン構成を持つSIMD演算ユニット合成
手法
本節では演算ユニットの 1つである SIMD演算ユニットの生成時に適用する，最適なパイ
プライン構成を持つ SIMD演算ユニットの合成手法を提案する．
始めに SIMD演算ユニットの命令セット・構成について説明し，次に SIMD演算ユニット
を自動生成するシステムである SIMD演算ユニット生成系を提案し，最後にシステムの中で
用いられる最適なパイプライン構成を持つ SIMD演算ユニット合成手法を提案する．
3.2.1 SIMD演算ユニット
本項では SIMD演算ユニットに関連する事項として，SPADESで実行可能な SIMD命令と
その SIMD命令を実行する演算ユニットである SIMD演算ユニットの構成を説明する．
SIMD命令セット
SIMD命令は SIMD演算を実行する命令であり，bビット演算ユニットを用いて n個の b=n
ビットデータを演算することができ，nを梱包数と呼ぶ．SIMD演算は拡張演算・算術演算・
シフト演算・飽和演算といった画像アプリケーションで頻繁に実行される一連の演算を 1つ
の演算として実行できる．例えば，梱包数 4，符号有，上位ビット拡張演算有，左 6ビット
算術シフト，飽和演算有の SIMD乗算命令はMUL 4h sl6sと表す．SPADESで実行可能な
SIMD命令を表 3.1に示す．
SIMD演算ユニットの構成
SIMD演算を実行する演算ユニットを SIMD演算ユニットと呼ぶ [12]．SIMD演算ユニッ
トの構成を図 3.1に示す．SIMD演算ユニットは 4つの部分機能ユニット (精度拡張部，算術
演算部，シフト部，精度縮小部)からなり，1つの SIMD演算ユニットに複数の SIMD命令
を割り当てることが出来る．MULやMAC演算を実行する SIMD演算ユニットは遅延時間
が大きい為，パイプラインレジスタを挿入しクロック周波数の向上を図る．
表 3.1: SIMD命令
Arithmetic operation ADD,SUB,MUL,MAC
Shift operation SRA,SLA,SLL
Bit extend/extend operation EXTD,EXTR
Others EXCH,PERM,MAX,MIN
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Extract
saturation
or
wrap around
ShiftPacked SIMD
type operation
Extend
high or low
Packed SIMD type functional unit
図 3.1: SIMD演算ユニットの構成
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図 3.2: SIMD演算ユニット生成系
3.2.2 SIMD演算ユニット生成系
提案する SIMD演算ユニット生成系を図 3.2に，SIMD演算ユニット生成フローを図 3.3
に示す．系の入力となる SIMD命令の集合，パイプライン段数，制約となるクリティカルパ
ス遅延はハードウェア/ソフトウェア分割系より出力されるArch-XMLから取得し，出力は
SIMD演算ユニットのHDLとなる．SIMD演算ユニット生成系は，4つのシステムから構成
され，図 3.2の点線に囲まれた上位 3つのシステムを SIMD演算ユニット最適化系と呼ぶ．
SIMD演算ユニット生成系を構成するシステムを以下に示す．
SIMD Subfunction Decision Arch-XMLにあるSIMD命令の集合から，冗長な構成でな
い必要最低限の機能を持つSIMD演算ユニットの構成パラメータを決定する．例えば，SIMD
命令の集合がMUL 4 ul5sとMUL 2 ur12wであった場合，算術演算部には符号無し 1,2,4梱
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Step1 Arch-XMLの SIMD命令から SIMD Subfunction Decisionで各部分ユニットの構
成パラメータを抽出．
Step2 抽出されたパラメータから SIMD Subfunction Estimatorで各部分ユニットの遅
延値，パイプラインレジスタの面積増加量を見積る．
Step3 Pipeline Register Optimizerで各部分ユニットの遅延値，パイプラインレジスタ
の面積増加量，パイプライン段数，遅延時間制約から最適なパイプライン構成の SIMD
アーキテクチャを探索する．
Step4 SIMD Functional Unit Generatorで SIMD演算ユニット最適化系で得られた各
部分ユニットの構成パラメータ，最適なパイプライン構成からHDLを生成する．
図 3.3: SIMD演算ユニット生成フロー
包演算可能な SIMD乗算器，シフト部は 5ビット左論理シフトかつ 12ビット右論理シフト
が可能なシフタ，精度縮小部では，符号無しの 4梱包の飽和演算かつ符号無し 2梱包の丸め
演算が可能な精度縮小器，といった構成パラメータとなる．
SIMD Subfunction Estimator Pipeline register optimizerで探索に必要となる部分ユ
ニットの遅延値とパイプラインレジスタ挿入時の面積増加量を見積る．値は見積り式の値，
若しくは，ライブラリの見積り値を用いる1．見積り手法に関しては [22]を用いる．
Pipeline Register Optimizer 各部分ユニットの遅延値，パイプラインレジスタの面積
増加量，パイプライン段数，プロセッサコアの遅延時間制約から SIMD演算ユニットの最適
なパイプライン構成を決定する．始めに，文献 [12]の手法に従い，SIMD演算ユニットの遅
延が最小となるようにパイプライン化を施す．パイプライン化した SIMD演算ユニットがプ
ロセッサコアのクリティカルパスとならない場合2，プロセッサコアのクリティカルパス遅延
を超えない範囲で面積増加量最小となるパイプラインレジスタの挿入位置を探索する (3.2.3
項に詳述)．
SIMD Functional Unit Generator SIMD演算ユニット最適化系で得られたパラメータ
に適合する SIMD演算ユニットのHDLを生成する．SIMD演算ユニットの生成パターンは，
精度拡張部で 27通り，算術演算部で 23,457通り，シフト部で 864通り，精度縮小部で 18通
りの構成を持つため，SIMD演算ユニットは 9,849,688,128通りの生成パターンを持つ．
1864通りと生成パターンが多いシフト部のみ見積り式を用い，その他の部分ユニットはライブラリからの
見積り値を用いる．
2実例として，プロセッサコアにmodulo addモード可能なアドレッシングユニットが付加された場合，ア
ドレッシングユニットがクリティカルパスとなる．
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3.2.3 SIMD演算ユニットの最適なパイプライン構成探索手法
SIMD演算ユニット最適化系内でコアとなる Pipeline Register Optimizerで行われる最適
なパイプライン構成を探索する手法を提案する．最適なパイプライン構成とはプロセッサコ
アの遅延時間制約下でパイプラインレジスタ挿入時の面積増加量が最小となるパイプライン
レジスタの挿入位置のことをいう．
パイプライン化の対象となる SIMD演算ユニットを構成する部分機能ユニットは，パイプ
ラインレジスタの挿入を考慮し，遅延時間に関して出来る限り小さい単位のハードウェアモ
ジュール (最小単位モジュールと呼ぶ)から構成される．最小単位モジュールは，ゲートレベ
ルよりは粒度が粗く，部分機能ユニットよりは粒度が細かいハードウェアモジュールである．
SIMD演算ユニットを最小単位モジュールから構成することで，部分機能ユニット間にパイ
プラインレジスタを挿入する場合と比較してパイプラインレジスタ挿入時の遅延値が離散的
にならず，動作周波数の向上に繋がる．また，ゲートレベルと比較してパイプラインレジス
タ挿入位置が膨大でないため高速な解探索が可能となる．図 3.4に示すように，パイプライ
ンレジスタの挿入位置は最小単位モジュールの間隔を入力側から数値で表すことが出来る．
例として，算術演算部が符号無しMULで梱包数が 1,2,4梱包，1,2梱包，1,4梱包の場合の
最小単位モジュール間への挿入位置によるパイプラインレジスタの面積増加量を図 3.5に示
す (横軸の値は数値が大きい程，出力側に近い)．この図が示す通り，パイプラインレジスタ
の挿入位置によってパイプラインレジスタが保持するビット量が異なるため，面積増加量が
挿入位置によって異なる．
Pipeline Register Optimizerでは，パイプライン段数によって SIMD演算ユニットにパイ
プライン化が施される．[12]で提案されているパイプライン化手法では，常に演算ユニット
の遅延時間が最小となるように各ステージの遅延時間を均等にバランスさせた値である遅延
目安値 (遅延目安値は演算ユニットの総遅延時間をパイプライン段数で割った値3)に最も近
い位置にパイプラインレジスタを挿入する．しかし，[12]の手法では，プロセッサコアに付
加される SIMD演算ユニット以外の演算器がプロセッサコアのクリティカルパスとなる場合，
クリティカルパスとなる他の演算器と SIMD演算ユニットとの間に遅延のスラックが生じ，
必ずしも演算ユニットの遅延時間が最小となるようにパイプラインレジスタを挿入すること
が最適なパイプライン構成であるとはいえず，この遅延のスラックの範囲内でパイプライン
レジスタの面積増加量が最小となる位置にパイプラインレジスタを挿入することでパイプラ
3パイプライン化にあたって演算ユニットのクリティカルパス (FUcritical path)を n等分する場合，次のよ
うに遅延目安値 (dopti)を定義する．
遅延目安値 (dopti) =
FUcritical path
n
(3.1)
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インレジスタの面積増加量を抑えられる．提案手法では，SIMD演算ユニットを遅延時間が
最小となるようにパイプライン化し，SIMD演算ユニットがプロセッサコアのクリティカル
パスとならない場合，プロセッサコアのクリティカルパスとなる演算器の遅延時間を違反し
ない範囲内でパイプラインレジスタの面積増加量が最小となる位置にパイプラインレジスタ
を挿入する．これにより，既存手法よりもパイプラインレジスタ挿入時の面積増加量が抑え
られる．本手法では，SIMD演算ユニットの遅延時間最小となる挿入位置からプロセッサコ
アの遅延時間制約を違反するまで探索する．最悪の場合は全探索となるが，プロセッサコア
の遅延時間制約が遅延目安値に近いほど探索は全探索と比較して早く終了する．
パイプライン段数 2の場合の探索手法を図 3.6に，探索の様子を図 3.7に示す．まず，遅延
目安値に最も近い挿入位置にパイプラインレジスタを挿入し (図 3.7(a))，各ステージ間の最
大遅延時間がプロセッサコアの遅延制約を満たしていれば，制約に違反しない範囲内でパイ
プラインレジスタの面積増加量最小となる挿入位置を探索する (図 3.7(b))．
パイプライン段数 3の場合の探索方法を図 3.8に，探索の様子を図 3.9に示す．パイプライ
ン段数 2の場合と同様に遅延目安値に最も近い挿入位置にパイプラインレジスタを挿入し，
左のパイプラインレジスタを固定させ，右のパイプラインレジスタに関してプロセッサコア
の遅延制約下で探索する (図 3.9(a))．次に，左のパイプラインレジスタを出力側に 1つ動か
し，探索範囲の増加分を探索する (図 3.9(b))．制約を違反するまで出力側へパイプラインレ
ジスタをシフトした後，左のパイプラインレジスタを図 3.9(a)の状態に戻し，入力側へパイ
プラインレジスタを 1つ動かし，図 3.9(a)の探索範囲から削減された探索範囲内を探索する
(図 3.9(c))．制約を違反するまで入力側にパイプラインレジスタをシフトし，最終的に得ら
れたパイプラインレジスタの面積増加量が最小となる時のパイプラインレジスタの挿入位置
が最適解となる．
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図 3.4: パイプラインレジスタの挿入位置
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図 3.5: パイプラインレジスタの挿入位置による面積増加量
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前提 入力側から数えて x番目の挿入位置にパイプラインレジスタを挿入した場合の面
積増加量を a(x)とする．入力から x番目の挿入位置までの遅延時間を dx，遅延時間制
約を dconst，最も入力に近い挿入位置を 1，最も出力に近い挿入位置を pmaxとする．面
積値比較の為に a =min(b; c)を計算する際，面積値 aが面積値 bとなるならば，面積値
bとなるパイプラインレジスタの挿入位置を保存し，さもなければ，面積値 cとなるパ
イプラインレジスタの挿入位置を保存する．
Step1 手法 [12]に従い，ユニットの遅延時間が最小となるようにパイプラインレジスタ
を挿入する．この時の初期挿入位置を x(= xi)，面積増加量を S = a(x)とする．パイプ
ライン化されたユニットの各ステージの最大遅延時間 dが dconstを超えていれば終了す
る．
Step2 x = xi + 1とする．
Step3各ステージの遅延が dconstを満たし，かつx  pmaxを満たす間，S =min(S; a(x))
を計算し，x = x+ 1とする．
Step4 x = xi   1とする．
Step5 各ステージの遅延が dconstを満たし，かつ 1  xを満たす間，S =min(S; a(x))
を計算し，x = x  1とする．条件を満たさなければ終了する．
図 3.6: 最適なパイプラインレジスタ挿入位置探索手法 (2段パイプラインの場合)
… …
(a)遅延時間最小の挿入位置
… …
(b)探索範囲
最小単位
モジュール
パイプライン
レジスタ
const
d遅延
目安値
解空間
レジスタ
挿入位置
図 3.7: 最適なパイプラインレジスタの挿入位置探索 (2段パイプラインの場合)
49
第 3章 最適なパイプライン構成を持つ演算ユニット合成手法
前提 図 3.6の手法と同様．
Step1 手法 [12]に従い，ユニットの遅延時間が最小となるようにパイプラインレジス
タを 2本挿入する．この時の初期挿入位置を x(= xi)，y(= yi)(x < y)，面積増加量を
S = a(x) + a(y)とする．パイプライン化されたユニットの各ステージの最大遅延時間 d
が dconstを超えていれば終了する．
Step2 xを固定させ，yに対して図 3.6の手法を適用する．得られた最小の面積増加量
を S 0とする．この時の探索範囲の左端と右端の挿入位置を ylower，yupperとする．
Step3 S =min(S; a(x) + S 0)を計算．
Step4 x = xi + 1とする．
Step5各ステージdconstを満たし，かつx < yを満たす間，yupperを起点として，dx+1 dx
分増えた遅延範囲内で最小の面積増加量 S"を探索し，S 0 =min(S 0; S")を計算した後，
S =min(S; a(x) +S 0)を計算し，今探索した上限の挿入位置を yupper，x = x+1とする．
Step6 x = xi   1とする．
Step7各ステージdconstを満たし，かつ1  xを満たす間，ylowerを起点として，dx dx 1
分削減された遅延範囲内で最小の面積増加量 S"を探索し，S =min(S; a(x)+S")を計算
し，x = x  1とする．条件を満たさなければ終了する．
図 3.8: 最適なパイプラインレジスタ挿入位置探索手法 (3段パイプラインの場合)
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51
第 3章 最適なパイプライン構成を持つ演算ユニット合成手法
3.3 最適なパイプライン構成を持つ専用演算器合成手法
本節では 3.2節に続き，演算ユニットの 1つである専用演算器の生成時に適用する，最適
なパイプライン構成を持つ専用演算器の合成手法を提案する．
始めに専用演算器の構成について説明し，次に専用演算器を自動生成するシステムである
専用演算器生成系を提案し，最後にシステムの中で用いられる最適なパイプライン構成を持
つ専用演算器合成手法を提案する．
3.3.1 専用演算器
専用演算器とは特定の演算用途向けの演算器形式のデータパスを持つ専用ハードウェアで
ある．専用演算器の一例を図 3.10に示す．専用演算器は通常の SPADESのプロセッサコアに
付加される演算ユニットと異なり特殊なデータパスを持つ．また，ターゲットとなる特定の
アプリケーションに特化した演算器であり，専用演算器を付加させたプロセッサコア構成は
専用演算器を付加させないプロセッサコア構成と比較して実行時間に関して優位性を持つこ
とが出来る．専用演算器はMISO(Multi Input Single Output)構造を取る．また，SPADES
に付加される通常の演算器と異なり，入力オペランドが 3つを越える場合も有り得る．尚，
SPADESプロセッサの最大並列度は 4であるため，入力オペランドの最大値は 11である．
図 3.10: 専用演算器の一例
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3.3.2 専用演算器生成系
提案する専用演算器生成系を図 3.11に，専用演算器生成系での生成フローを図 3.12に示
す．専用演算器生成系では SPADESの分割系 (プロセッシングユニット生成系・再構成系)か
らのArch-XMLに記述される専用演算器の構成情報を基に，対応する最適なパイプライン構
成を持った専用演算器をVHDL形式で自動生成する．専用演算器生成系は 3つのシステムか
ら構成され，図 3.11中の点線に囲まれた上位 2つのシステムを専用演算器最適化系と呼ぶ．
専用演算器生成系を構成するシステムを以下に示す．
Processing Unit Estimator 専用演算器の構成から最小単位モジュールレベルの遅延時
間と最小単位モジュール間への挿入位置毎のパイプラインレジスタの面積増加量の見積りを
行う．見積り手法に関しては [22]を用いる．
Pipeline Register Optimizer Processing Unit Estimatorによって見積られた値と指定
のパイプライン段数より，最適なパイプライン構成を探索する．探索については，入力から
出力まで複数ある専用演算器の経路のうち，クリティカルパスとなる経路とクリティカルパ
スとならない経路の 2パターンに別けてパイプラインレジスタの挿入を行う (3.3.3項に詳述)．
Processing Unit Generator Pipeline Register Optimizerの探索結果と専用演算器の構
成を基に最適なパイプライン構成を持った専用演算器をVHDL形式で出力する．
53
第 3章 最適なパイプライン構成を持つ演算ユニット合成手法
図 3.11: 専用演算器生成系
Step1 Arch-XMLに記述されている専用演算器の構成情報からProcessing Unit Estima-
torで専用演算器の全ての経路の遅延時間，経路中にある全パイプラインレジスタ挿入
可能位置の面積増加量を見積る．
Step2 Pipeline Register Optimizerで見積られた遅延値，パイプラインレジスタの面積
増加量，パイプライン段数から最適なパイプライン構成を持った専用演算器を探索する．
Step3 専用演算器の構成情報とPipeline Register Optimizerでの探索結果より，最適な
パイプライン構成を持った専用演算器のHDLを生成する．
図 3.12: 専用演算器生成フロー
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3.3.3 専用演算器の最適なパイプライン構成探索手法
本項では，専用演算器の最適なパイプライン構成探索手法を提案する．本手法では，入力
から出力まで複数経路ある専用演算器のパイプライン化を行う際，経路ごとにパターン分け
してパイプライン化を行うことで，専用演算器の遅延時間を最小にしつつ，パイプライン化
による面積増加量を抑えられる．
最小単位モジュール間へのパイプラインレジスタ挿入
専用演算器は，乗算や加算をはじめとする演算器がクラスタリングされ，縦列に連結され
るという構成上，プロセッサコアに専用演算器を付加させた場合に専用演算器がプロセッサ
コアにおけるクリティカルパスとなる可能性が高い．そこで，遅延時間を抑えるためにパイ
プライン化を行い，専用演算器のクリティカルパスを分割する．
パイプライン化の際，演算ノード間のみをパイプラインレジスタ挿入の対象とすると，分
割される遅延時間が離散的になってしまう．そのため，3.3節での SIMD演算ユニットの場
合と同様に [12]で提案されている最小単位モジュール4の概念をプロセッシングユニットに
内包され得る全ての演算ノードに適用する．
これにより，専用演算器をパイプライン化するにあたり，パイプラインレジスタを演算ノー
ド間のみに対して挿入するだけでなく，演算ノード内に対しても挿入可能となり，専用演算
器のクリティカルパス遅延を離散的ではなく，均等に分割することが可能となる (図 3.13)．
この結果として，専用演算器の遅延時間がより小さくなり動作周波数の向上に繋がると考
えられる．また，最小単位モジュール間にパイプラインレジスタを挿入した際の面積増加量
図 3.13: 遅延時間に関して均一な専用演算器の分割
4最小単位モジュールとは，ゲートレベルよりは粒度が粗く，専用演算器内部の演算ノードよりも粒度が細
かいハードウェアモジュールである．
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は挿入位置ごとに異なるため，遅延時間のみの操作ではなく，同時に面積の増減の操作も行
えることになる．
経路によるパイプライン化のパターン
専用演算器には入力から出力まで複数の経路が存在する．全経路のうち，
 クリティカルパスとなる経路
 クリティカルパスとはならない経路
の 2パターンに分けてパイプライン化を行う．
ここで，パイプライン化にあたって専用演算器のクリティカルパス (PUcritical path)を n等
分する場合，次のように遅延目安値 (dopti)を定義する．
遅延目安値 (dopti) =
PUcritical path
n
(3.2)
クリティカルパスとなる経路 プロセッサコアのクリティカルパスになると考えられる専用
演算器のパイプライン化にあたって，専用演算器の入力から出力までの複数の経路のうち，ク
リティカルパスとなる経路においては，遅延時間を最小にするため，遅延時間に関して均等
にパイプラインレジスタを挿入する．具体的には，入力から出力までの各最小単位モジュー
ルごとの遅延値を基に，分割する各ステージにおいて doptiに最も値が近くなるように (各ス
テージの遅延時間が均一になるように)パイプラインレジスタを挿入させる．挿入アルゴリ
ズムは [12]で提案されているパイプラインレジスタ挿入アルゴリズムを用いる．また，この
時に分割されるパイプラインステージ間で最大の遅延時間を dとする．
クリティカルパスとならない経路 クリティカルパスとならない経路に関しては [21]で提案
されているパイプラインレジスタ挿入手法を用い，各ステージ遅延時間 dを超えない範囲内
でパイプラインレジスタ挿入時の面積増加量が最小となる位置を探索し，パイプラインレジ
スタを挿入する．
探索のための見積り値
探索にあたって必要となる各演算ノードを構成する最小単位モジュールの遅延値と各最小
単位モジュール間へのパイプラインレジスタ挿入時の面積増加量は，各演算ノードと対にな
る演算器を予めVHDLで設計し，論理合成させた値を見積り値として探索に用いる．
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専用演算器のパイプライン化の流れ
図 3.14を用いて，専用演算器をパイプライン化する場合を例に挙げる．(説明の為，各ノー
ドに番号を振る)
まず，クリティカルパスとなるのは 8(9)→ 4→ 3→ 1→ 0→ 12の経路である．この経路に
関して遅延時間に関して均等になるようにパイプラインレジスタを挿入する．ここで，分割
された各ステージのうち，最大遅延時間となるステージの遅延時間を dとする．
次に，クリティカルパスとならない，その他の経路，6→ 0→ 12，7→ 2→ 1→ 0→ 12，
8(9)→ 4→ 2→ 1→ 0→ 12，10(11)→ 5→ 3→ 1→ 0→ 12に関して，分割した時の各ステー
ジの遅延時間が遅延時間制約 dを満たし，パイプラインレジスタ挿入時の面積増加量が最小
となる挿入位置を，経路の長い順に順次探索する．
尚，探索にあたり以下の 3つの条件を課す．
 出力に近い挿入位置を優先して挿入する．
 既に探索の終了した経路中のノード内やノード間に関してはパイプラインレジスタを
挿入することは出来ない．
 現在探索対象となっているある経路内において既に指定段数にパイプライン化されて
いる場合，その対象経路を探索済みとし，その他の経路の探索に移る．
以上をまとめて，専用演算器への最適なパイプラインレジスタ挿入位置決定までのフロー
を図 3.15に示す．
この探索により，プロセッサコアの中でクリティカルパスとなる専用演算器をパイプライ
ン化した際の遅延時間を最小にすることが出来，尚且つ，専用演算器にパイプライン化を施
す際のパイプラインレジスタ挿入による面積増加量を最小限に抑えることが出来る．尚，こ
の時に挿入されるパイプラインレジスタの挿入位置を最適な挿入位置とする．
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図 3.14: 入力から出力まで複数経路ある専用演算器
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入力 プロセッシングユニットの構成情報 (内包される各演算ノードの種類，演算ノード
の接続情報)，パイプライン段数
出力 パイプライン化する専用演算器への最適なパイプラインレジスタ挿入位置
Step1 Arch-XMLより専用演算器の構成情報を取得 (内包される各演算ノードの種類，
演算ノードの接続情報)．
Step2専用演算器の最長経路 (クリティカルパス)の探索．専用演算器の全経路を対象と
して，経路毎に入力から出力まで至る経路上の全ノードの遅延時間を合算し，クリティ
カルパスとなっている経路を探索．
Step3 文献 [12]でのパイプラインレジスタ挿入手法を用い，クリティカルパスにおいて
遅延時間に関して均等になるようなパイプラインレジスタ挿入位置を探索．この時に分
割されるパイプラインステージ間の中で最大の遅延時間を dとする．
Step4 文献 [21]でのパイプラインレジスタ挿入手法を用い，既にパイプライン化された
経路以外に対して，経路の遅延時間が長い順に遅延時間 dを超えない範囲内でパイプラ
インレジスタ挿入時の面積増加量が最小となる挿入位置を探索．
Step5 全経路中，指定段数のパイプラインレジスタが未挿入の経路があれば Step4へ．
さもなければ，探索を終了．
図 3.15: 専用演算器へのパイプラインレジスタ挿入位置決定までのフロー
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3.4 システムへの入力例とハードウェア生成例
本節では，3.2節で提案した SIMD演算ユニット生成系と 3.3節で提案した専用演算器生
成系に各々Arch-XMLを入力し，生成した演算ユニットのVHDLを示す．
SIMD演算ユニットを生成するために SIMD演算ユニット生成系の入力となるArch-XML
を図 3.16に，出力となるVHDLを図 3.17に示す．Arch-XMLに記述されたSIMD演算ユニッ
トの実行に必要な乗算器，シフタ，縮小器が生成されていることが分かる．
次に，専用演算器を生成するために専用演算器生成系の入力となる Arch-XMLを図 3.18
に，出力となるVHDLを図 3.19に示す．Arch-XMLに記述された各演算ノードや演算ノー
ドの接続情報から専用演算器が生成されていることが分かる．
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--中略--
<functional_unit_specification fsid="9" inputs="3" type="simd" latencies="3"
pipelined="true" operation="MUL" outputs="1">
<simd_option>
<packings>
<packing number="2" />
</packings>
<signs>
<sign type="signed" />
</signs>
<shifts>
<shift amount="6" direction="left" />
</shifts>
<arithmetics>
<arithmetic type="wrap around" />
</arithmetics>
</simd_option>
<executable_instructions>
<executable_instruction name="MUL_2_sl06w" />
<executable_instruction name="MUL" />
<executable_instruction name="MULI" />
</executable_instructions>
<libraries>
<library lbid="0" delay="0.31" area="106685" />
<library lbid="1" delay="0.32" area="91095" />
<library lbid="2" delay="0.33" area="81356" />
<library lbid="3" delay="0.39" area="73325" />
<library lbid="4" delay="0.55" area="65448" />
</libraries>
</functional_unit_specification>
--中略--
図 3.16: SIMD演算ユニットのArchitecture XML記述例
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--中略--
entity SIMD_FU is
port(
CLK : in std_logic;
packing : in std_logic_vector(1 downto 0);
sign : in std_logic;
amount : in std_logic_vector(4 downto 0);
extr : in std_logic_vector(extcode-1 downto 0);
direction : in std_logic;
use_Rs_data1 : in std_logic_vector(data_width-1 downto 0);
use_Rt_data1 : in std_logic_vector(data_width-1 downto 0);
extr_data : out std_logic_vector(data_width-1 downto 0)
);
end SIMD_FU;
architecture RTL of SIMD_FU is
component Simd_mul is
port(
CLK : in std_logic;
packing : in std_logic_vector(1 downto 0);
sign : in std_logic;
extend_Rs1 : in std_logic_vector(data_width-1 downto 0);
extend_Rt1 : in std_logic_vector(data_width-1 downto 0);
SIMDMUL_Result : out std_logic_vector(data_width*2-1 downto 0)
);
end component;
component SimdShifter is
port(
packing : in std_logic_vector(1 downto 0);
amount : in std_logic_vector(4 downto 0);
direction : in std_logic; --- '0' is left shift, '1' is right shift
FU_Result : in std_logic_vector(data_width*2-1 downto 0);
sft_data : out std_logic_vector(data_width*2-1 downto 0)
);
end component;
component Extract is
port(
packing : in std_logic_vector(1 downto 0);
extr : in std_logic_vector(1 downto 0);
sft_data : in std_logic_vector(data_width*2-1 downto 0);
extr_data : out std_logic_vector(data_width-1 downto 0)
);
end component;
signal SIMDMUL_Result_s : std_logic_vector(data_width*2-1 downto 0);
signal sft_data_s : std_logic_vector(data_width*2-1 downto 0);
begin
Simd_mulPart : Simd_mul port map
(
CLK => CLK,
packing => packing,
sign => sign,
extend_Rs1 => use_Rs_data1,
extend_Rt1 => use_Rt_data1,
SIMDMUL_Result => SIMDMUL_Result_s
);
SimdShifterPart : SimdShifter port map
(
packing => packing,
amount => amount,
direction => direction,
FU_Result => SIMDMUL_Result_s,
--中略--
図 3.17: SIMD演算ユニットのハードウェア記述生成例
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--中略--
<processing_unit_specifications>
<processing_unit_specification psid="0" inputs="5" latencies="2" outputs="1">
<nodes>
<node nid="0" class="operation" name="pu_mul" />
<node nid="1" class="operation" name="pu_add" />
<node nid="2" class="operation" name="pu_mul" />
<node nid="3" class="operation" name="pu_mul" />
<node nid="4" class="input" operand="1" />
<node nid="5" class="input" operand="2" />
<node nid="6" class="input" operand="3" />
<node nid="7" class="input" operand="4" />
<node nid="8" class="input" operand="5" />
<node nid="9" class="output" operand="6" />
</nodes>
<edges>
<edge source_idx="0" source_nid="4" target_idx="1" target_nid="0" />
<edge source_idx="0" source_nid="5" target_idx="1" target_nid="0" />
<edge source_idx="0" source_nid="6" target_idx="1" target_nid="2" />
<edge source_idx="0" source_nid="7" target_idx="1" target_nid="3" />
<edge source_idx="0" source_nid="8" target_idx="1" target_nid="3" />
<edge source_idx="0" source_nid="3" target_idx="1" target_nid="2" />
<edge source_idx="0" source_nid="2" target_idx="1" target_nid="1" />
<edge source_idx="0" source_nid="0" target_idx="0" target_nid="1" />
<edge source_idx="0" source_nid="1" target_idx="0" target_nid="9" />
</edges>
<executable_instructions>
<executable_instruction name="PU:0{|R|R|R|R|R|R|R|R|}" />
</executable_instructions>
<libraries>
<library lbid="0" area="346" delay="43.000" pu_operation_nodes_area="346.000" />
</libraries>
</processing_unit_specification>
</processing_unit_specifications>
--中略--
図 3.18: 専用演算器のArchitecture XML記述例
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--中略--
entity PU is
port(
CLK : in std_logic;
Data4 : in std_logic_vector(data_width-1 downto 0);
Data5 : in std_logic_vector(data_width-1 downto 0);
Data6 : in std_logic_vector(data_width-1 downto 0);
Data7 : in std_logic_vector(data_width-1 downto 0);
Data8 : in std_logic_vector(data_width-1 downto 0);
Data9 : out std_logic_vector(data_width-1 downto 0)
);
end PU;
architecture RTL of PU is
component Mul0 is
port(
Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);
MUL_Result : out std_logic_vector(data_width*2-1 downto 0)
);
end component;
component Register90001001 is
port(
CLK : in std_logic;
Rs : in std_logic_vector(data_width-1 downto 0);
Register_Result : out std_logic_vector(data_width-1 downto 0)
);
end component;
component Add9 is
port(
Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);
ADD_Result : out std_logic_vector(data_width-1 downto 0)
);
end component;
component Mul2 is
port(
CLK : in std_logic;
Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);
MUL_Result : out std_logic_vector(data_width*2-1 downto 0)
);
end component;
component Mul3 is
port(
Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);
MUL_Result : out std_logic_vector(data_width*2-1 downto 0)
);
end component;
signal Data0 : std_logic_vector(data_width-1 downto 0);
signal Data90001001 : std_logic_vector(data_width-1 downto 0);
signal Data2 : std_logic_vector(data_width-1 downto 0);
signal Data3 : std_logic_vector(data_width-1 downto 0);
begin
Mul0Part : Mul0 port map
(
Rt1 => Data4,
Rs1 => Data5,
MUL_Result(data_width*2-1 downto data_width) => Data0
--中略--
図 3.19: 専用演算器のハードウェア記述生成例
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3.5 本章のまとめ
本章では，演算ユニット (SIMD演算ユニット，専用演算器)を最適なパイプライン構成で
合成する手法を提案した．提案手法では，演算ユニットのパイプライン化の際，遅延時間の
制約を満たしながらパイプラインレジスタ挿入時の面積増加量が小さくなるように複数ある
パイプラインレジスタ挿入位置の中から最小の面積増加量となる挿入位置を探索することで，
パイプライン化の際の面積増加量を最小限に抑えることが出来る．
3.2節では，最適なパイプライン構成を持つ SIMD演算ユニット合成手法として，SIMD演
算ユニットに関する事項と SIMD演算ユニットを自動生成するシステムについて述べ，更に
SIMD演算ユニットのパイプライン化において最適なパイプライン構成で合成する手法を提
案した．3.3節では，最適なパイプライン構成を持つ専用演算器合成手法として，専用演算
器に関する事項と専用演算器を自動生成するシステムについて述べ，更に専用演算器のパイ
プライン化において最適なパイプライン構成で合成する手法を提案した．3.4節では，構築
したシステムへの入力例と入力したアーキテクチャ構成から生成されるハードウェア記述の
例を示した．
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4.1 本章の概要
本章では，3章で提案した最適なパイプライン構成を持つ演算ユニット合成手法に関する
計算機実験の結果について報告し，提案手法の有効性を示す．
4.2節では，計算機実験のための実験環境や使用言語，実験方法の概要について述べる．4.3
節では，計算機実験の結果と提案手法の評価を行う．SIMD演算ユニット生成系，専用演算
器生成系に各々実験サンプルとなる Arch-XMLを入力し，VHDLを生成させる．次に生成
された VHDLに対して論理合成を行い，論理合成結果の遅延値・面積値から他手法と比較
した提案手法の有効性を示す．
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4.2 計算機実験の概要
本節では計算機実験の概要について述べる．提案手法はオブジェクト指向スクリプト言語
Ruby[14]を用いて実装を行った．また，計算機実験に用いた実験環境は次の通りである．
OS Debian GNU/Linux sarge
CPU Intel Xeon 3.40GHz 　
Memory 4GB
Ruby version 1.8.2[i386-linux]
尚，論理合成は Synopsys 社の Design Compiler で行い，解析の際のセルライブラリは
STARC1（CMOS 90[nm]）の設計ルールを用いて測定した．
実験は，計算機実装した SIMD演算ユニット生成系，専用演算器生成系に対して各々行う．
SIMD演算ユニット生成系に関しては，4種類のパターンの SIMD命令を基に指定段数に
パイプライン化し，最適なパイプライン構成を持つ SIMD演算ユニットを合成させ，論理合
成させた結果を他手法と比較し，提案手法の有効性を示す．
また，専用演算器生成系に関しても同様の実験を行う．3種類の専用演算器の構成を基に
指定段数にパイプライン化し，最適なパイプライン構成を持つ専用演算器を合成させ，論理
合成させた結果を他手法と比較し，提案手法の有効性を示す．
1STARC[90nm]ライブラリは東京大学大規模集積システム設計教育研究センターを通し，株式会社半導体
理工学研究センター（STARC）と株式会社先端 SoC基盤技術開発（ASPLA）の協力で開発されたものである．
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4.3 計算機実験結果と提案手法の評価
本節では，計算機実験の結果を示し，提案手法の有効性を示す．4.3.1項には SIMD演算ユ
ニットのパイプライン化に最適なパイプライン構成を持つ SIMD演算ユニット合成手法を適
用した実験結果を，4.3.2項には専用演算器のパイプライン化に最適なパイプライン構成を
持つ専用演算器合成手法を適用した実験結果を示す．
4.3.1 SIMD演算ユニットへの適用結果
3.2節で提案した手法を用いて合成した最適なパイプライン構成を持つ SIMD演算ユニッ
トと既存手法 [12]でのパイプラインレジスタ挿入アルゴリズムにより遅延時間に関して均一
にパイプライン化した SIMD演算ユニットを比較する．
面積値の比較による手法の有効性と各ステージの遅延時間の検証
SIMD演算ユニット生成系に入力するArch-XMLから抽出した生成パラメータであるSIMD
命令を表 4.1に示す．表 4.1の生成パラメータから得られる SIMD演算ユニットの生成結果
を表 4.2に，パイプラインレジスタの面積増加量を既存手法と比較したグラフを図 4.1に示
す．パイプライン段数は全て 3とし，表 4.2の遅延制約値はmodulo addが可能なアドレッシ
ングユニットがプロセッサコアに付加されている場合の値である．また，括弧内は見積り値
を示す．表 4.2に示すように，遅延時間制約下で既存手法よりもパイプラインレジスタの面
積増加量が平均で 16.9%，最大で 26.8%削減出来ていることが分かる．表 4.3に SIMD演算
ユニットのステージごとの遅延時間の表を示す．また，グラフ化したものを図 4.2～図 4.4に
示す．第 1ステージ，第 2ステージ共に，見積りの誤差が小さいことが分かる．第 3ステー
ジで遅延時間に関して見積り値と論理合成値に 0.66[ns]～0.88[ns]と大きく誤差が生じている
が，これは第 3ステージに含まれるシフト部に起因している．部分ユニットごとに遅延を見
積っているが，SIMD演算ユニット全体で論理合成をかけたパスと，シフト部単体で論理合
成をかけた際のパスが大きく異なっており，これが遅延時間の誤差の原因となっている．
提案手法における探索の高速性の評価
3.2.3項での提案手法の高速性を検証するために全探索と提案手法での探索にかかる平均
CPU時間の比較を表 4.4，グラフ化したものを図 4.5に示す．尚，平均CPU時間は 100回の
探索試行の平均である．表 4.4に示す通り，表 4.1の生成パラメータの場合において，全探
索と比較して提案手法の探索時間は平均で 15.7倍，最大で 19.5倍速い．分割系での構成探
索において 10000回～100000回の探索要求を受けることを考えると，本手法は全探索に比べ
十分高速に探索が行えるといえる．
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表 4.1: 入力する SIMD命令
演算ユニット SIMD命令
A MUL 2 sl06w
B MAC 4 ur04s
C MAC 4h ul11s MAC 2 sl10w MAC 4 ur04s
D MUL 4l sr09w MUL 2h sl18w MUL 2 sr13w
表 4.2: SIMD演算ユニットの生成結果
演算 遅延制約 遅延 ユニットの 面積増加量 総面積 記述量
ユニット [ns] 目安値 [ns] 遅延 [ns] [m2] [m2] [行]
[12] | 3.35 3.75(3.37) 837(848) 8333 1759
A 提案手法 3.99 3.35 3.97(3.95) 613(734) 8109 1773
[12] | 3.56 3.57(3.54) 811(1051) 8677 1808
B 提案手法 3.99 3.56 3.96(3.91) 679(742) 8545 1802
[12] | 3.64 3.75(3.64) 730(720) 9080 1951
C 提案手法 3.99 3.64 3.84(3.97) 614(549) 8964 1967
[12] | 3.80 3.82(3.82) 866(928) 8855 2044
D 提案手法 3.99 3.80 3.72(3.96) 791(851) 8780 2036
表 4.3: SIMD演算ユニットのステージごとの遅延時間
演算 遅延制約 ユニットの ステージ 1の ステージ 2の ステージ 3の
ユニット [ns] 遅延 [ns] 遅延 [ns] 遅延 [ns] 遅延 [ns]
A 3.99 3.97(3.95) 3.77(3.39) 3.97(3.95) 1.80(2.71)
B 3.99 3.96(3.91) 3.96(3.87) 2.78(2.82) 3.06(3.91)
C 3.99 3.84(3.97) 3.85(3.97) 3.84(3.76) 2.18(3.06)
D 3.99 3.72(3.96) 3.52(3.39) 3.72(3.69) 3.22(3.96)
表 4.4: 探索終了までの平均CPU時間
演算ユニット 全探索 [sec] 提案手法 [sec]
A 0.007009 0.000689
B 0.007291 0.000473
C 0.007352 0.000408
D 0.007158 0.000368
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図 4.1: パイプラインレジスタの面積増加量比較
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図 4.3: SIMD演算ユニットの stage2の遅延時間
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4.3.2 専用演算器への適用結果
図 4.6～図 4.8に示す専用演算器の構成を各々Arch-XMLに記述し，3.3節の手法を用いて
最適なパイプライン構成を持つ専用演算器と既存手法 [12]でのパイプラインレジスタ挿入
アルゴリズムにより遅延時間に関して均一にパイプライン化した専用演算器を生成させ比較
した．
面積値の比較から見る提案手法の有効性
論理合成した結果を表 4.5に，提案手法と既存手法のパイプラインレジスタの面積増加量
の比較を図 4.9に示す．表 4.5，図 4.9の面積増加量はパイプラインレジスタ挿入時の面積で
あり，表 4.5の総面積はパイプラインレジスタ挿入分も含めた専用演算器の面積である．表
4.5より，提案手法では専用演算器の遅延が既存手法と同等でありながら，パイプラインレ
ジスタの面積増加量が既存手法と比較して平均で 22.4%，最大で 28.6%削減出来ていること
が分かる．
遅延時間から見る提案手法の検証
表 4.6～表 4.8に提案手法を用いてパイプライン化した際の各専用演算器の経路毎の各ス
テージの遅延時間を示す．また，グラフ化したものを図 4.10～図 4.12に示す．グラフ中の
横軸に沿った点線は最大遅延時間 dを示す．表 4.6～表 4.8，図 4.10～図 4.12より，いずれの
場合も，クリティカルパスとならない全ての経路において，各ステージの遅延時間は，クリ
ティカルパスとなる経路のステージの最大遅延時間 d以下であることから，3.3.3項の手法
で述べた最大遅延時間 dを満たしながら面積最小のパイプライン構成を取っていることが分
かる．
従って，本実験結果から専用演算器の遅延時間を最小化し，尚且つ，パイプラインレジス
タ挿入時の面積増加量を抑えた専用演算器が合成されたといえる．
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表 4.5: 専用演算器の生成結果
演算 パイプ ユニットの 面積増加量 総面積 生成記述量
ユニット ライン段数 遅延 [ns] [m2] [m2] [行]
[12] 7.74 742 20566 4961
E 提案手法 2 7.74 530 20309 4952
[12] 5.56 874 13697 4345
F 提案手法 3 5.56 724 13651 4327
[12] 5.89 1240 16760 7745
G 提案手法 3 5.89 973 16480 7768
表 4.6: 演算ユニット Eの経路毎の各ステージの遅延時間
ラベル 経路 stage1[ns] stage2[ns]
E0 4(5)→ 0→ 1→ 9 7.32 0.83
E1 6→ 2→ 1→ 9 0.03 7.74
E2 7(8)→ 3→ 2→ 1→ 9 7.74 7.74
表 4.7: 演算ユニット Fの経路毎の各ステージの遅延時間
ラベル 経路 stage1[ns] stage2[ns] stage3[ns]
F0 4→ 0→ 1→ 8 0.71 0.18 5.37
F1 5(6)→ 3→ 0→ 1→ 8 1.57 0.18 5.37
F2 5(6)→ 3→ 2→ 1→ 8 5.39 5.56 5.37
F3 7→ 2→ 1→ 8 4.44 5.56 5.37
表 4.8: 演算ユニットGの経路毎の各ステージの遅延時間
ラベル 経路 stage1[ns] stage2[ns] stage3[ns]
G0 6→ 17→ 0→ 12 0.45 0.14 0.81
G1 7→ 2→ 17→ 0→ 12 0.66 0.14 0.81
G2 7→ 2→ 1→ 0→ 12 0.66 0.12 5.73
G3 13(14)→ 8→ 4→ 2→ 17→ 0→ 12 1.90 0.14 0.81
G4 13(14)→ 8→ 4→ 2→ 1→ 0→ 12 1.47 0.12 5.73
G5 13(14)→ 8→ 4→ 3→ 1→ 0→ 12 5.89 5.67 5.73
G6 15(16)→ 9→ 4→ 2→ 17→ 0→ 12 2.42 0.14 0.81
G7 15(16)→ 9→ 4→ 2→ 1→ 0→ 12 1.99 0.12 5.73
G8 15(16)→ 9→ 4→ 3→ 1→ 0→ 12 5.83 5.67 5.73
G9 10(11)→ 5→ 3→ 1→ 0→ 12 4.79 5.67 5.73
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4.4 本章のまとめ
本章では，3章で提案した最適なパイプライン構成を持つ演算ユニット合成手法に関する
計算機実験の結果について報告し，提案手法の有効性を示した．
4.2節では，計算機実験のための実験環境や使用言語，実験方法の概要について述べた．4.3
節では，計算機実験の結果と提案手法の評価を行った．SIMD演算ユニット生成系，専用演
算器生成系に各々実験サンプルとなるArch-XMLを入力し，生成されたVHDLに対して論
理合成を行った．SIMD演算ユニットに対して最適なパイプライン構成を持つ SIMD演算ユ
ニット合成手法を適用した結果，遅延時間制約下で既存手法 [12]よりもパイプラインレジ
スタの面積増加量が平均で 16.9%，最大で 26.8%削減出来た．また，全探索に比べて平均で
15.7倍，最大で 19.5倍高速に探索出来ることを示した．次に専用演算器に対して最適なパイ
プライン構成を持つ専用演算器合成手法を適用した結果，既存手法 [12]を適用した場合と比
較して，演算器の遅延時間が同等でありながらパイプラインレジスタの面積増加量が平均で
22.4%，最大で 28.6%削減出来た．実験結果から専用演算器の遅延時間を最小化し，尚且つ，
パイプラインレジスタ挿入時の面積増加量を抑えた専用演算器が合成されたことを述べた．
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本論文ではアプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
SPADESのハードウェア生成系において，最適なパイプライン構成を持つ演算ユニット合成
手法として，最適なパイプライン構成を持つ SIMD演算ユニット合成手法および最適なパイ
プライン構成を持つ専用演算器合成手法を提案した．また，計算機実験により提案手法の有
効性を検証した．
第 2章「アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム」で
は，対象となるターゲットアーキテクチャモデルとシステム構成を述べ，プロセッサカーネ
ルに付随するハードウェアユニット，命令セットを定義した．また，システムの構成要素で
ある並列化コンパイラ，ハードウェア/ソフトウェア分割系，ハードウェア/ソフトウェア生
成系について概要を述べた．最後に，ハードウェア生成系のフレームワークとそのシステム
構成について説明した．
第 3章「最適なパイプライン構成を持つ演算ユニット合成手法」では，パイプライン化の
対象となる演算ユニットとして SIMD演算ユニット，専用演算器に関して説明し，各演算ユ
ニットを自動生成するシステムと各演算ユニットのパイプライン化にあたっての最適なパイ
プライン構成を持つ演算ユニット合成手法を提案した．その中で，最適なパイプライン構成
を持つ SIMD演算ユニット合成手法では，SIMD演算ユニットを遅延時間が最小となるよう
にパイプライン化し，SIMD演算ユニットがプロセッサコアのクリティカルパスとならない場
合，プロセッサコアのクリティカルパスとなる演算器の遅延時間を超えない範囲内でパイプ
ラインレジスタの面積増加量が最小となる位置にパイプラインレジスタを挿入する．これに
より，既存手法よりもパイプラインレジスタ挿入時の面積増加量が抑えられることを述べた．
また，最適なパイプライン構成を持つ専用演算器合成手法では，入力から出力まで複数経路
ある専用演算器に関してパイプライン化を行う際に，経路毎にクリティカルパスとなる経路
とクリティカルパスとならない経路にパターン分けしてパイプライン化を行うことで，専用
演算器の遅延時間を最小にしつつ，パイプライン化による面積増加量を抑えられることを述
べた．最後に，計算機実装した SIMD演算ユニット生成系，専用演算器生成系に対して，系
の入力となる SIMD演算ユニット，専用演算器のアーキテクチャ情報を記述したArch-XML
の例を各々示し，更にアーキテクチャ情報を基に最適なパイプライン構成を探索し，最終的
な出力結果であるVHDLの例を各々示した．
第 4章「計算機実験」では，第 3章にて提案した手法を評価するために，計算機実装し
た SIMD演算ユニット生成系，専用演算器生成系に対して，演算ユニットのサンプル構成を
Arch-XML形式で複数用意し，最適なパイプライン構成を持つ演算ユニットを合成させた実
験結果を示した．SIMD演算ユニットに対して最適なパイプライン構成を持つ SIMD演算ユ
ニット合成手法を適用した結果，遅延時間制約下で既存手法 [12]よりもパイプラインレジス
タの面積増加量が平均で 16.9%，最大で 26.8%削減したことを示した．また，全探索に比べ
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て平均で 15.7倍，最大で 19.5倍高速に探索出来ることを示した．次に専用演算器に対して
最適なパイプライン構成を持つ専用演算器合成手法を適用した結果，既存手法 [12]を適用し
た場合と比較して，演算器の遅延時間が同等でありながらパイプラインレジスタの面積増加
量が平均で 22.4%，最大で 28.6%削減したことを示した．本実験結果から専用演算器の遅延
時間を最小化し，尚且つ，パイプラインレジスタ挿入時の面積増加量を抑えた専用演算器が
合成されたことを述べた．
本論文で提案した手法により，アプリケーションプロセッサに付加される演算ユニット
(SIMD演算ユニット，専用演算器)を最適なパイプライン構成で合成できることを示した．
提案手法により，演算ユニットのパイプライン化による面積の増加を抑えられる．また，本
手法を適用した SIMD演算ユニット生成系，専用演算器生成系はハードウェア/ソフトウェ
ア協調設計システム SPADESのハードウェア生成系における重要なモジュールとして機能
し，実行時間制約を満たす限りで面積最小なアプリケーションプロセッサのハードウェア記
述を得ることが可能となる．
最後に本研究に関する今後の課題を述べる．提案手法では遅延時間の制約の中でパイプラ
インレジスタの構成を変化させ，パイプラインレジスタ挿入時の面積増加量を抑えたが，パ
イプラインレジスタの面積増加量の削減量を演算ユニット全体からみると最大でも 3%程度
の面積削減であり，プロセッサコア全体からみると削減率は更に低くなり，最大でも 1%程
度の面積削減にとどまっている．SPADESプロセッサにおける更なる面積削減のためには，
その他のハードウェアモジュールの最適化について検討する必要があると考えられる．
また，更なる課題として，プロセッサ上で動作するシミュレータやテスト環境などソフト
ウェア環境の自動生成があげられる．SPADES はハードウェアとソフトウェアを実行時間制
約を満たす限りで最適に分割する．ソフトウェア環境がなければハードウェアは機能しない
ために，ハードウェアとそれに対応したソフトウェア環境が必要不可欠となる．
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