For the last years, a considerable amount of attention has been devoted to the research about the link prediction (LP) problem in complex networks. This problem tries to predict the likelihood of an association between two not interconnected nodes in a network to appear in the future. Various methods have been developed to solve this problem. Some of them compute a compatibility degree (link strength) between connected nodes and apply similarity metrics between non-connected nodes in order to identify potential links. However, despite the acknowledged importance of temporal data for the LP problem, few initiatives investigated the use of this kind of information to represent link strength. In this paper, we propose a weighting criterion that combines the frequency of interactions and temporal information about them in order to define the link strength between pairs of connected nodes. The results of our experiment with traditional weighted similarity metrics in ten co-authorship networks confirm our hypothesis that weighting links based on temporal information may, in fact, improve link prediction. Proposed criterion formulation, experimental procedure and results from the performed experiment are discussed in detail.
INTRODUCTION
In recent years, social network analysis has received great attention from both scientific and industrial communities (Wang et al., 2015) . It tries to understand how the structures of large scale social networks 1 evolve. For example, predicting whether a pair of nodes will connect in the future is an important network analysis task known as the link prediction (LP) problem (Liben-Nowell and Kleinberg, 2007) . Various methods have been developed to predict links in social networks (Adamic and Adar, 2003) (Barabasi et al., 2001 ) (Choudhary et al., 2013) , (Liben-Nowell and Kleinberg, 2007) (Munasinghe and Ichise, 2012) , (Valverde-Rebaza et al., 2015) , (Lü and Zhou, 2010) , (Murata and Moriyasu, 2007) , (Soares and Prudêncio, 2011) , (Zhu and Xia, 2016) . According to (Wang et al., 2015) , these methods fall into two many approaches:
• Supervised -This approach converts the original graph to a binary classification problem and 1 A large scale social network is a highly interconnected graph where each node represents a participant (e.g. individual, organization, group, etc) and an edge represents some kind of interaction between the corresponding participants (e.g. friendship, collaboration, communication, etc). uses learning algorithms such as decision trees and neural networks to build classification models (Hasan et al., 2006) .
• Unsupervised -Methods from this approach are based on similarity metrics that compute scores to express some sort of compatibility degree 2 between pairs of non-connected nodes (e.g. homophily, ties, degrees of separation, among others). Then a ranked list in decreasing order of scores is obtained and nodes from the pairs at the top of the list are more likely to connect (Liben-Nowell and Kleinberg, 2007) . Number of common neighbors (CN) and Adamic-Adar index (AA) are typical examples of topology based similarity metrics frequently employed in score calculation (Wang et al., 2015) .
The compatibility degree may also be considered when the nodes are connected. In this case, it is called link strength between nodes and consists of a numerical weight assigned to the edge that represents the corresponding connection. Higher (resp. lower) values of link strength indicate that the nodes are strongly (resp. weakly) linked. Most initiatives from the un-supervised approach to the LP problem do not take link strength into consideration. Yet, such information may be used to provide useful insights for link prediction. For example, two non-connected nodes strongly linked to their common neighbors are more likely to connect than the ones weakly linked to their common neighborhood.
Few studies from the unsupervised approach to the LP problem evaluated the use of link strength between connected nodes (Murata and Moriyasu, 2007) , (Lü and Zhou, 2010) , (Soares and Prudêncio, 2011) , (Zhao et al., 2015) , (Taha, 2007) , (Zhu and Xia, 2016) , (Dunlavy et al., 2011) . They employed some weighting criterion in order to calculate link strength 3 . In almost all of them, the adopted weighting criterion was the frequency of existing interactions between the nodes (Fi) (Murata and Moriyasu, 2007) , (Lü and Zhou, 2010) , (Soares and Prudêncio, 2011) , (Zhu and Xia, 2016) . Based on Fi, link strength between nodes that interact frequently is higher than the link strength of the ones that occasionally connect. Although interesting, this criterion does not take into account when the interactions occurred. Therefore, old and new interactions have the same influence in weight definition. This characteristic does not satisfy the Weak Ties social theory (Granovetter, 1973) . According to such theory, recent interactions tend to stimulate the occurrence of new interactions in the network. Hence, recent connections should have higher influence in link strength calculation and, consequently, in link prediction.
Our hypothesis is that weighting links based on the combination of the frequency of interactions and temporal information may improve link prediction. To illustrate it, in this article, we propose a weighting criterion (called FTi) that combines the frequency of interactions and temporal information about them in order to improve the quality of link strength and, consequently, the performance of LP in social networks. In the experiments, we ran FTi and Fi to weight each network analyzed. Thereafter, we compared the performances of WCN and WAA applied to all weighted networks. Both metrics presented better performance when applied to the networks weighted by the FTi criterion, confirming our hypothesis.
This text contains other five sections. Section 2 presents some background knowledge about link prediction. In section 3, we describe the proposed weighting criterion. Details about the experimental results are given in section 4. Conclusions and future work are posed in Section 5.
BACKGROUND
Given a snapshot of an homogeneous 4 attributed 5 multigraph 6 G(V, E) at a time t and a similarity metric d (d : V xV → R), the general procedure of the unsupervised approach to LP is described by the following steps (Liben-Nowell and Kleinberg, 2007) :
G Training contains all edges e created until t (i. e., e.t ≤ t and e ∈ E Old ). Analogously, G Test contains all edges e created after t (i. e., e.t > t and e ∈ E New )
• Graph weighting -First, it builds artificial edges between nodes connected in G Training . Then it calculates the weight of each artificial edge. Weight calculation follows a specific criterion (e.g. number of original edges between the corresponding nodes). Figure 1 illustrates this process. • Identification of Core -This step is responsible for filtering the active nodes v i , i.e., nodes that are incident to at least k original edges in G Training and at least k original edges in G Test .Parameter k is defined by the user and typically depends on the 4 Nodes and edges are of the same type. 5 Each edge e contains at least one temporal information: the time when e was introduced in the graph (represented by e.t).
6 Two nodes may be connected by multiple edges.
average frequency of interactions occurred in the network. Active nodes are more likely to connect than nodes that seldom interact with others. Core, the set of all active nodes in G is the output of this step.
• Score calculation -It uses d in order to assign a score d(v i , v j ) to each pair of nodes v i and v j that belong to Core and did not connect in G Training .
• Performance evaluation -This step ranks the pairs
from the ranking list are selected as the ones with nodes with the highest likelihood to connect after t. N is the number of pairs of active nodes that were not connected in G Training but connected in G Test (see equation 1). Finally, this step compares the performance of d with the performance of a baseline random predictor. The random predictor simply predicts randomly selected pairs of nodes that did not connect in G Training . The probability that a random prediction is correct is just expressed by the ratio between |E New | and the number of possible correct predictions (( Core 2 ) − |E old |). Equation 2 outputs the improvement factor of the similarity metric over the random predictor where E correct is the number of links correctly predicted by the process. This factor is an evaluation metric traditionally used to compare the performances of the similarity metrics in LP (Liben-Nowell and Kleinberg, 2007) .
There are some important points about the unsupervised approach described above that must be emphasized:
• Unsupervised approach to LP has been intensively studied during the last years (Liben-Nowell and Kleinberg, 2007) , (Lu and Zhou, 2010) , (Li et al., 2012) , (Kuo et al., 2013) . Basically, related work differ in the way the similarity metrics are conceived and the kind of information they use to generate the scores.
• Although the Graph Weighting step does not belong to the original process proposed by (LibenNowell and Kleinberg, 2007) , it has been frequently used by the studies that consider link strength of connected nodes in order to predict new links (Lü and Zhou, 2010) , (Zhao et al., 2015) .
• The choice of the similarity metric is an important decision for the unsupervised approach. (Murata and Moriyasu, 2007) was the first work to propose the Graph Weighting step and the weighted versions of similarity metrics such as common neighbors and Adamic-Adar index. See table 1 for original and weighted versions of these metrics. Weighted metrics do not consider the original edges of the graph. For those metrics, score calculation is restricted to the artificial edges built by the graph weighting step. 
The number of neighbors that two given nodes have in common (Hasan and Zaki, 2011) .
The average of weights associated to the links between two given nodes and their common neighbors (Murata and Moriyasu, 2007) .
A refinement of the common neighbors metric that takes neighbors with smaller degree into consideration more heavily (Adamic and Adar, 2003) .
A refinement of the Adamic/Adar similarity metric that takes into account the link weights. (Murata and Moriyasu, 2007) 
PROPOSED WEIGHTING CRITERION
This section presents the proposed weighting criterion (FTi) to be used during the graph weighting step of the unsupervised approach to LP. Inspired by the Weak Ties social theory, the idea of the FTi criterion is to combine the frequency of interactions with the temporal information about them, so that recent interactions have higher influence than old ones in predicting new links. Equation 3 defines the FTi criterion. It is applied to each artificial edge of the weighted graph and contains two factors:
• The first is a function (NoI(u, v) ) that returns the number (frequency) of interactions (original edges) between nodes u and v.
• Inspired by the time score metric 7 proposed by (Munasinghe and Ichise, 2012) , the second (β CT −max(t (u,v) ) ) is a damping factor (i.e. it takes time into account). Weights between connected nodes that interacted recently are higher than the ones whose last interactions occurred before in the past. CT indicates the current time. Function max(t (u,v) ) returns the most recent timestamp among the edges between u and v. Hence, CT − max(t (u,v) ) returns the elapsed time (age) from the most recent interaction between u and v to the current time. β is a parameter that belongs to the interval ]0, 1] and is used by the analyst to calibrate the importance of the age of the most recent interaction in the weighting process. Higher (resp. lower) values of β intensify (resp. attenuate) influence of time in weight definition.
Consider the example depicted in figure 1. Restricting the weighting criterion to the number of interactions (Fi), as used in (Murata and Moriyasu, 2007) , (Lü and Zhou, 2010) , (Soares and Prudêncio, 2011) , (Zhao et al., 2015) , (Taha, 2007) , (Zhu and Xia, 2016) , (Dunlavy et al., 2011) , the weights would be the same for all three pairs of nodes (Weight(A, D) = Weight(B, D) = Weight(C, D) = 3). Thus their connections would have the same importance in score calculation and, consequently, in link prediction. For instance, WCN similarity metric would present the same score for the three possible new links (WCN(A, B) = WCN(A,C) = WCN(B,C) = 3), indicating no preference among them in link prediction.
On the other hand, if temporal information was taken into account as stated by the FTi criterion, the most recent interactions would lead to higher weights and, hence, influence more in link prediction (in accordance with the Weak Ties theory). In the example, using FTi criterion with CT = 2016 and β = 0.8, the weights would be:
Weight(A, D) = 3 × 0.8 2016−max(2016,2015,2014) = 3
Weight(B, D) = 3 × 0.8 2016−max (2015, 2014, 2015) = 2.4
Weight(C, D) = 3 × 0.8 2016−max(2014,2013,2012) 
Although, the three pairs of nodes presented the same frequency of interactions (three connections each), with FTi, the ones that interacted more recently received higher weights. Considering the weights produced by the FTi citerion, WCN similarity metric would present different scores for the three possible new links (WCN(A, B) = 2.7; WCN(A,C) = 2.5; WCN(B,C) = 2.2). According to this metric, the pair (A,B) would be more likely to connect than the others. Both nodes (A and B) interacted with their common neighbor (D) more recently than the other pairs did. It is important to emphasize that this result would be in line with the Weak Ties theory. Indeed, according to this theory, those recent interactions would stimulate the occurrence of a new interaction in the network, very possibly between nodes A and B.
EXPERIMENT

DataSets
We have selected two versions of the same five co-authorship networks 8 used in (Liben-Nowell and Kleinberg, 2007) to perform our experiments. The first version (papers from 1994 to 1999) covered the same interval of time used by (Liben-Nowell and Kleinberg, 2007) . That was very important to help us validate our implementation. The second version (papers from 2000 to 2005) covered the same period used by (Munasinghe and Ichise, 2012) . All networks were extracted from arXiv API 9 .
Both versions of the networks were homogeneous attributed multigraphs where nodes and edges represent authors and papers, respectively. All networks contained one attribute in edges: the paper's year of publication.
Experimental Procedure
Our experiment followed the same procedure described in section 2. Specific comments about each step are presented below:
• Graph partition -We divided each network in two periods of three years. Hence, each network with papers from 1994 to 1999 was partitioned in G Training [1994, 1996] and G Test [1997, 1999] . Similarly, networks with papers from 2000 to 2005 were split into networks G Training [2000, 2002] and G Test [2003, 2005] .
• Graph weighting -We created artificial edges between nodes connected in G Training . Then we calculated ten weight values for each artificial edge. Fi was the weighting criterion used to calculate the first weight. FTi was used to calculate the other nine weights. We ranged the values of the damping factor β from 0.1 to 0.9. Each value of β led to one of the nine weights.
• Identification of Core -In order to identify the nodes that belong to the Core set, we considered k = 3. Hence, Core consisted of all active authors who had written at least 3 articles during the training period and at least 3 articles during the test period. Three reasons guided this choice: (a) Training and test periods' length of all networks was three years; (b) We considered that one year could be a reasonable frequency interval for paper publication; (c) It was the same value defined in (Liben-Nowell and Kleinberg, 2007) , where similar experiments were performed.
• Score Calculation -This step executed the similarity metrics (WCN and WAA) for each artificial edges in each network. In order to better present the results, we used the acronyms WCN Fi 9 http://export.arxiv.org/api/ and WAA Fi to represent the similarity metrics calculated with the weights produced by the Fi criterion. Acronyms WCN FTi(β) and WAA FTi(β) were used to represent the similarity metrics calculated with the weights produced by the proposed weighting criterion.
• Performance Evaluation -The performances of WCN Fi , WAA Fi , WCN FTi(β) and WAA FTi(β) were compared to the performance of the random predictor. They represent the improvement factor of the corresponding metric over the random predictor.
Results
Tables 2 and 3 provide some statistics of the networks after the Identification of Core step. Figures 2 and 3 show each metric's performance on each network with respect to the improvement factor over the random predictor. An overall analysis reveals that no metric outperformed all the others in all networks and periods. Nevertheless, a closer analysis shows some interesting results.
In a pairwise comparison of metrics, WCN FTi and WAA FTi outperformed WCN Fi and WAA Fi in six (60%) and seven (70%) out of ten networks, respectively. It is also important to emphasize that WCN FTi and WAA FTi outperformed WCN Fi and WAA Fi in four (80%) and five (100%) out of the five networks from the second version, respectively. We believe that it was due to the fact that those networks were more recent (2000 to 2005) and, hence, more complete and updated than the ones from the first version (1994 to 1999).
In a pairwise comparison of weighting criteria, FTi outperformed Fi in six (60%) out of ten networks. Five of those six networks belong to the second version, reinforcing our theory about the completeness of the networks from that group. In two networks, both criteria led to comparable results. Fi outperformed FTi in just two networks.
All the above mentioned results confirm the Weak Ties theory and our hypothesis that weighting links based on temporal information may improve link prediction.
Figures 4 and 5 present the average performance obtained by the FTi parameter (damping factor) in the similarity metrics WCN and WAA in the two versions of the networks. For the first version of the network the best performances were achieved with β = 0.4 for both similarity metrics. The second version the best performances for WCN were achieved with β = 0.2 and WAA were achieved with β = 0.6. Finally, our results also revealed that WAA almost always outperformed WCN in all networks. In fact, FTi and Fi criteria did not alter such scenario. It indicated that, regardless the weighting criterion, secondary and primary common neighbors may be useful to produce better results than the ones produced with just primary common neighbors. 
CONCLUSIONS
Predicting whether a pair of nodes will connect in the future is an important network analysis task known as the link prediction (LP) problem. Various methods have been developed to predict links in social methods. Some of them compute a compatibility degree (link strength) between connected nodes in order to get useful insights for LP. However, despite the acknowledged importance of temporal data for the LP problem, few initiatives investigated the use of this kind of information to express link strength and the corresponding consequence of it in link prediction.
Inspired by the Weak Ties social theory, in this paper, we proposed a weighting criterion that combines the frequency of interactions and temporal information (FTi) about them in order to define the weights (link strength) between pairs of connected nodes in social networks. According to FTi, recent interactions have higher influence than old ones in weight calculation and, consequently, in LP. Our experiment was performed over ten co-authorship networks previously used by many studies about LP. We compared the performances produced by the traditional similarity metrics weighted common neighbors (WCN) and weighted Adamic-Adar (WAA), combined with two weighting criteria: one was the proposed criterion (FTi) and the other, state-of-art weighting criterion, was based just on the frequency of interactions (Fi). The results showed that WCN and WAA combined with FTi outperformed WCN and WAA combined with Fi in most networks, confirming our hypothesis that weighting links based on temporal information may improve link prediction.
As future work, we consider the formulation of a weighting criterion that combines temporal, topologi-cal and contextual data, simultaneously. It would also be interesting to evaluate the influence of our temporal based weighting criterion in the supervised approach to the LP problem. Experiments of our criterion with networks out of the context of co-authorship would be desirable too. With a larger set of networks, we also plan to check for statistically significant differences among the results obtained by the weighting criteria.
