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Abstract 
Compositional reservoir simulation studies were performed to investigate the 
effect of uncertain reservoir parameters, flood design variables, and economic factors on 
coupled CO2 sequestration and EOR projects. Typical sandstone and carbonate reservoir 
properties were used to build generic reservoir models.  
A large number of simulations were needed to quantify the impact of all these 
factors and their corresponding uncertainties taking into account various combinations of 
the factors. The design of experiment method along with response surface methodology 
and Monte-Carlo simulations were utilized to maximize the information gained from 
each uncertainty analysis. The two objective functions were project profit in the form of 
$/bbl of oil produced and sequestered amount of CO2 in the reservoir. The optimized 
values for all objective functions predicted by design of experiment and the response 
surface method were found to be close to the values obtained by the simulation study, but 
with only a small fraction of the computational time.  
 viii 
After the statistical analysis of the simulation results, the most to least influential 
factors for maximizing both profit and amount of stored CO2 are the produced gas oil 
ratio constraint, production and injection well types, and well spacing. For WAG 
injection scenarios, the Dykstra-Parsons coefficient and combinations of WAG ratio and 
slug size are important parameters. Also for a CO2 flood, no significant reduction of 
profit occurred when only the storage of CO2 was maximized. In terms of the economic 
parameters, it was demonstrated that the oil price dominates the CO2 EOR and storage. 
This study showed that sandstone reservoirs have higher probability of need for CO2 
incentives. In addition, higher CO2 credit is needed for WAG injection scenarios than 
continuous CO2 injection. 
As the second part of this study, scaling groups for miscible CO2 flooding in a 
three-dimensional oil reservoir were derived using inspectional analysis with special 
emphasis on the equations related to phase behavior. Some of these scaling groups were 
used to develop a new MMP correlation. This correlation was compared with published 
correlations using a wide range of reservoir fluids and found to give more accurate 
predictions of the MMP. 
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Chapter 1: Introduction  
In recent years green house gases such as carbon dioxide have increased in the 
atmosphere and caused some concerns about climate change (Herzog and et al. 2000). 
Geological sequestration is one way to reduce the CO2 content in the atmosphere. This 
knowledge is based on capturing CO2 from emission sources and injecting it into deep 
geological structures. There are several options for sequestrating CO2 in geological sinks: 
Injecting CO2 into deep saline aquifers, injecting CO2 into mature oil and gas reservoirs 
for the purpose of both sequestration and production enhancement, injecting CO2 into 
depleted oil and gas reservoirs, and finally injecting CO2 into coal seams. Among these 
options, the estimated storage capacity for aquifers is 109 to 2727 Gt-C (1 Gt-C= 3.7 giga 
tons CO2) and for oil and gas reservoirs is 300 Gt-C (Yamasaki, 2003).  
Deep saline aquifers typically have no economic value, are separated from potable 
aquifers, which are much shallower, and are often located close to large CO2 emission 
sources such as electric power plants. A large scale and practical CO2 sequestration 
project in Sleipner has already been initiated and has shown the feasibility of performing 
these kind of projects. Mature oilfields also are one of the most favorable targets for the 
CO2 sequestration. Injecting CO2 into these reservoirs can increase the amount of oil 
produced, off setting some of the CO2 storage expenses. Most of the CO2 injection 
aspects into the reservoirs for the purpose of Enhanced Oil Recovery (EOR) and 
Enhanced Gas Recovery (EGR) have been known for decades (Wang, 1984, Khan, 1992, 
Lim, 1994, Guler, 2001). But there are some differences between injecting CO2 for the 
purpose of pure EOR or EGR projects and the ones for both CO2 sequestration and EOR 
or EGR projects. In EOR projects, the goal is to maximize profit by minimizing the total 
amount of CO2 injected per each barrel of oil produced.  The economics and incentives 
for combined EOR and sequestration are less clear at this time, but a first step in the 
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development process should be to do studies to investigate ways to both produce oil 
efficiently and maximize storage of the carbon dioxide. 
 
1.1 RESEARCH OBJECTIVES AND TASKS 
The goal of this research was to better understand the potential for both enhanced 
oil recovery and storage of CO2 in mature oil reservoirs over a wide range of conditions. 
A compositional simulator was the main tool used to investigate this combined process, 
but scaling analysis and statistical analysis were also utilized as tools for this purpose. 
Vikas et al. (2002), Kumar et al. (2004) and Ozah et al. (2005) studied CO2 storage in 
deep saline aquifers using a compositional reservoir simulator to determine the best 
storage strategy and most important parameters for aquifers. This research has mainly 
focused on coupled CO2-EOR and sequestration processes.  
The first task was to investigate different geological as well as engineering 
aspects of the reservoirs and also physical properties of CO2 to find out key factors that 
help to reach the maximum oil recovery and maximum CO2 sequestration. In addition, 
the effect of different oil compositions will determine the appropriate candidate 
reservoirs for the coupled sequestration and EOR. 
The second task in this research was to study effective strategies to optimize the 
oil recovery and the amount of stored CO2. These strategies include employing different 
injection and production schemes, applying various well control techniques, as well as 
different mobility control technologies such as WAG to delay early CO2 breakthrough at 
production wells due to heterogeneity and its high mobility. The effect of the employing 
horizontal wells in improving sweep efficiency and incremental oil recovery of a CO2 
flood has been studied by Lim et al., 1994, Edwards et al., 2002 and Malik and Islam, 
2000. It should be considered that due to the recent drilling technology improvements, 
drilling costs for horizontal wells is not much higher than vertical wells. Combination of 
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horizontal and vertical wells also might help to delay the CO2 breakthrough and increases 
its storage. 
The third task in this research was to derive dimensionless scaling groups for CO2 
flooding in a three-dimensional porous medium. Unlike previous studies for performing 
scaling group analysis, phase behavior equations were entered in the derivation process to 
achieve comprehensive scaling groups. Scaling groups corresponding scaling groups 
were then utilized to develop an all-inclusive Minimum Miscibility Pressure (MMP) 
correlation for CO2 flooding. 
The forth task in this research was to quantify the probability of need as well as 
amount of CO2 incentives on coupled CO2 sequestration and EOR projects. Unlike other 
similar studies, combination of different reservoir and economic parameters along with 
compositional simulations were employed to perform a systematic, efficient and accurate 
study  
As it can be realized, vast amount of sensitivity analysis and reservoir simulation 
studies needed to be made to inspect the impact of different factors and their 
corresponding uncertainties affecting the whole process. Therefore, some statistical 
analysis by utilizing experimental design and response surface methodology were 
performed to reduce the number of simulations were needed to be run. 
 
1.2 METHODOLOGY 
Few studies have been reported on how to optimize coupled oil recovery and CO2 
storage. But, wide range of different reservoirs has been gone through the EOR- CO2 
flooding since late 70’s and vast amount of information is available in this area. 
Therefore our first step in performing this research was to review the CO2-EOR flooding 
literature to gain a better understanding of the different aspects of the CO2 flooding 
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process and mark up issues that can be improved or modified to lead us toward both of 
our objectives.  
As it can be realized, vast amount of sensitivity analysis and reservoir simulation 
studies were necessary to inspect the impact of different factors and their corresponding 
uncertainties affecting the whole process. Also having combination of aforementioned 
factors may give different results compared to the single variables sensitivity analysis. 
Therefore, performing large number of simulation runs was needed, to investigate the 
effect of different variables as well as combination of variables in the form of some 
scaling groups. Based on time and simulation expenses limitations, it was almost 
impossible to achieve a fully inclusive understanding of the process in a reasonable 
manner. For this reason performing some statistical analysis in order to reduce the 
number of simulations was inevitable. Design of experiment is one of the methods to 
maximize the information gained from each simulation and to investigate the significance 
of the different parameters. This method can be applied to develop response surfaces that 
identify the various factors that cause changes in the responses and also predicting these 
variations in a simple mathematical form.  
Due to the importance of economics, the objective functions in our study were 
considered as profit (in the form of $/bbl of oil produced), sequestered amount of CO2 (in 
the form of either gas saturation inside the reservoir), or $ value of each Mscf of stored 
CO2. An effective approach was developed under uncertainty for a wide range of 
reservoir parameters, as well as the combination of parameters to obtain the optimum 
conditions for both of objective functions or each one of them individually. By applying 
these types of studies we were even able to define factors that affecting the storage and 




1.3 REVIEW OF CHAPTERS 
This dissertation is divided into nine chapters. Chapter 2 includes an extensive 
literature survey. Research papers are reviewed on CO2 flooding projects and processes 
as well as on the limited studies on coupled CO2 sequestration and EOR.  
Chapter 3 presents the reservoir simulation studies that were performed to 
investigate compositional effects between aquifer fluid (brine) and injected supercritical 
CO2 in the Frio brine formation as the first CO2 sequestration pilot in the US.  
In Chapter 4, the effect of hysteresis relative permeability on both CO2 storage 
and oil recovery in the WAG injection process was studied. Also uncertainties in WAG 
ratio and slug size along with reservoir heterogeneity characteristics were studied to 
achieve optimum sequestration and recovery values. 
Chapter 5 explains uncertainty analysis for flood design optimization. Different 
flood design parameters such as well spacing, different injection and production schemes, 
various well control techniques, and different mobility control methods including WAG 
were considered to optimize the flood design for coupled CO2 sequestration and EOR 
processes. 
Chapter 6 contains details for derivation of dimensionless scaling groups for CO2 
flooding process in three-dimensional porous media in a three-phase and three-
pseudocomponent system.  
Phase behavior-related scaling groups were utilized in Chapter 7 to develop a 
comprehensive MMP correlation between CO2 and different reservoir oils  
Chapter 8 discusses the exploratory economic analysis based upon systematic 
compositional simulations of CO2  EOR that were performed to determine how much and 
what type of economic incentive might be needed for coupled CO2 sequestration and 
EOR projects.  
Chapter 9 summarizes the research and present conclusions of the research work 




Chapter 2: Literature Review 
CO2 sequestration studies started almost a decade ago (Bradshaw et al., 2004, 
Chadwick et al., 2004). Despite this fact, still vast areas of research have not been 
covered in detail in the area of coupled enhanced oil recovery and sequestration. This is 
also partly true about different aspects of aquifer storage.  
The optimal operating conditions for higher oil recovery and for higher CO2 
storage will not in general be the same. Since the inception of CO2 injection for enhanced 
oil recovery (EOR) in the 1970s, significant reservoir engineering effort has gone into 
reducing the volume of CO2 required to recover a barrel of oil. The objective of 
combined EOR and CO2 sequestration, however, is to increase the amount of CO2 left 
behind when the reservoir is abandoned; thus, the engineering design objective is 
significantly different. Kovscek (2002) believes that there are three principal mechanisms 
by which CO2 may be sequestered within an oil reservoir. The first is physical 
containment or so-called hydrodynamic trapping of CO2 as a gas or supercritical fluid 
beneath a cap rock (Law and Bachu, 1996). Next, CO2 can dissolve directly in the water 
and oil phases. This is sometimes called solubility trapping (Reichle et al., 1999). Lastly, 
CO2 can react either directly or indirectly with reservoir minerals and organic matter and 
be converted into a solid phase (Bachu et al., 1994). This process may be rather slow. 
Kovscek did not mention capillary trapping as residual gas saturation, which has been 
shown by Kumar (2004) to be still another way to store CO2 and is the one that has 
significant advantages over hydrodynamic trapping.  
Candidate reservoirs for CO2-EOR and sequestration have diverse geology and 
characteristics. For example, reservoirs near the U.S. Gulf coast overlie salt domes and 
tertiary oil exists in a series of steeply dipping sandstone layers in several different fault 
blocks located on the flanks of a salt dome (Nute, 1983). These reservoirs are highly 
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heterogeneous with very high permeability and porosities. In contrast, some of the 
reservoirs suitable for CO2 flooding, e.g. Weyburn, are almost horizontal carbonate 
reservoirs with low permeability and a different type of heterogeneity (Elsayed et al. 
1993). Also, some studies have been reported on CO2 flooding and sequestration in 
fractured carbonate reservoirs (Schechter et al., 2001).   
Some aspects of oil reservoirs that should be considered for combined EOR and 
CO2 sequestration include reservoir depth, oil density, storage capacity, water and oil 
volumes in place, and formation thickness. Usually CO2 injection projects in oil 
reservoirs have focused on oil with densities between 29 and 48 °API (855 to 711 kg/m3) 
and reservoir depths from 760 to 3700 m (2500 to 12,000 ft) below ground surface (Taber 
et al., 1997). Formation type and thickness are not main factors that affect oil recovery, 
but formation thickness is a key factor in the process of storage. On the other hand, CO2 
density is also one of the main issues; It increases with depth (Hendrinks et al., 1993) but 
it has been shown that the density of pure CO2 will be greatest at a given depth in a 
reservoir where the fluid pressure gradient is largest while the geothermal gradient is the 
least. Therefore, geothermal gradients reduce the CO2 density significantly (Kovscek, 
2002). The result is that in the absence of a geothermal gradient, CO2 phase density 
exceeds water density at a depth of roughly 2750 m (≈ 9450 ft). Thus, the CO2 would 
tend to migrate downward rather than upward for depths greater than 2750 m. With the 
inclusion of the geothermal gradient, CO2 will not approach water density even at depth 
of 4000 m. This is a deterministic issue in the aquifer storage of CO2.  
Reservoir capacity is another criterion for the candidate reservoirs. For this, the 
specific capacity or the mass of CO2 per volume of rock is a good measure to 
differentiate sequestration potential among reservoirs (Kovscek, 2002). Of course, over 
injecting of CO2 into the reservoir based on reservoir capacity and rock and fluid 
compressibility, is detrimental to the reservoir integrity. A conservative idea is that 
reservoir pressure should not exceed greatly the initial reservoir pressure. Over 
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pressurization of fluids within the reservoir pore space can cause a breach of any type of 
barrier which will lead to the either natural hydraulic fracturing of seal or slip of sealing 
faults or both. 
CO2 injectivity issues for sequestration have been addressed in the context of 
aquifers (Law and Bachu, 1996; Gupta et al., 1999); they have stated that in the aquifer 
storage process, the high permeability pathways increase the injectivity and a high 
volume of CO2 can be stored. But the heterogeneous, high permeability paths are a 
negative factor for CO2 flooding process; because they result in lower sweep efficiency 
causing lower oil recovery and early breakthrough.  In the reservoirs connected to an 
aquifer, the bottom water aquifer is either active or inactive. Injectivity is an important 
issue in the oil reservoirs with bottom water. Bachu (2000) believes that reservoirs with 
inactive bottom aquifers (so-called closed reservoirs) might be the most attractive targets 
for CO2 injection because there is no need to displace water that invaded from an aquifer. 
Also, the initial oil saturation is likely larger compared to reservoirs with water influx, 
and thus the potential for incremental recovery is larger. 
Malik and Islam (2000) have investigated different scenarios for the Weyburn 
field that could result in maximum oil recovery or maximum storage. Based on their 
results, injecting CO2 into the producing formation will give higher storage and higher 
recovery, whereas in reservoirs with bottom water (presence of higher remaining oil 
saturation), injecting CO2 into the bottom water will result in higher mobilized oil in the 
transition zone and therefore higher oil recovery (Perry, 1982). In addition, because of 
utilizing the aquifer volume and formation of dissolved CO2 in water, the CO2 storage 
will increase significantly. It should be mentioned that in some cases CO2 flooding could 
be done after primary production (in place of secondary oil recovery) leading to a huge 
difference in terms of oil recovery and CO2 sequestration. 
From a pore scale perspective, when gas enters a pore containing a residual oil 
globule, capillary forces sometimes cause the oil to spread between the water coating the 
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pore wall and the gas bubble in the center of the pore. This condition allows the oil phase 
to become a continuous oil film (Malik and Islam, 2000). If gas is injected above the 
pressure that miscibility is achieved (the minimum miscibility pressure for multiple 
contact miscibility), then a higher fraction of residual oil can be displaced from the pores. 
Minimum miscibility pressure (MMP) is a direct function of oil and injected gas 
composition (Stalkup, 1983; Lake, 1989). Injected gas composition should be designed in 
a way that MMP can be achieved. Nute (1983) used methane as an additive to lighten the 
injected CO2 in Bay St. Elaine field. He showed that addition of methane to CO2 tends to 
increase the MMP. To prevent the loss of miscibility, he found out that the CO2-methane 
mixture could be enriched with n-butane to reduce the minimum miscibility pressure to 
the original design conditions. Guler et al., (2001) also studied employing CO2 and NGL 
mixtures as a method to enhance oil recovery. Zhang et al. (2004) have shown that MMP 
for their oil samples increased as the N2 or CH4 concentration increased in the CO2 
stream. Based on their study, CO2 containing 37-mol % propane reduced the pure CO2 
MMP by 45%.  
Since CO2 sources are rarely pure and costs for separation of impurities from CO2 
is very expensive; existence of impurities in the injected stream and their role in the 
process of CO2 flooding is very important and deserve a broad study. Malik and Islam 
(2000) has investigated the effect of nitrogen contamination in the gas stream in the 
Weyburn field. They believe that the presence of contaminants decreases the solubility 
and diffusivity of carbon dioxide into the oil, consequently leading to reduction in 
swelling of oil by carbon dioxide. The molecular diffusion of carbon dioxide into the oil 
is considered to be controlling mechanism in the carbon dioxide flood. An impure CO2 
gas stream affects the diffusion rate. The negative impact on production is due to the 
presence of the nitrogen content that tends to form a stagnant phase between the oil and 
carbon dioxide, through which carbon dioxide has to diffuse before contacting oil. The 
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presence of nitrogen also increases the viscosity of the carbon dioxide-oil mixture, 
resulting in an inefficient displacement from the pores.  
Due to low viscosity, CO2 has a high mobility, which is a major issue in the 
optimizing oil recovery and sequestration. High mobility causes lower reservoir sweep 
and early production of CO2, which can lead to lower oil recovery and lower storage. 
Several different techniques such as WAG, SAG and foam have been used for controlling 
the CO2 mobility for the purpose of enhanced oil recovery. Prieditis and Paulett (1992) 
studied the use of a surfactant-foam to reduce the CO2 mobility for San Andres cores. 
They have shown that injecting a slug of surfactant solution prior to CO2 injection or 
simultaneous injection is required to effectively generate foam in rock matrix. Wang, 
(1984) believes that CO2 foam can be generated in a porous media but it is unable to be 
displaced. He also showed that CO2-foam generated either externally or internally is 
susceptible to fast deterioration upon contact with crude oil and, therefore, the control of 
CO2 mobility using a foaming agent could be effective only within a short distance form 
the injector. Rossen et al. (1999) showed that fractional-flow methods indicate that the 
effectiveness of foam processes that alternate injection of liquid and gas (SAG processes) 
depends on foam strength at extremely high foam quality, conditions difficult to control 
in the laboratory. Foams can improve oil recovery by reducing gas mobility and the 
effects of reservoir heterogeneity. Numerous studies report that foam flow in porous 
media comprises two regimes. In the “high-quality regime,” pressure gradient is nearly 
independent of gas superficial velocity. In the “low-quality regime,” pressure gradient is 
nearly independent of liquid superficial velocity. Previous published data from CO2 foam 
studies lay either in the high- or low-quality regime, but no single study shows both 
regimes. Kim et al. (2004) delineated that the two foam-flow regimes is essential to 
modeling and predicting the behavior of CO2 foam in petroleum applications.   
Water alternating gas (WAG) is another technique to control high mobility of 
CO2. Pariani (1992), and Hill and Tinney (1994), show the optimized WAG ratio as a 
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method to maximize the net present value for the purpose of oil recovery with CO2 
flooding. The economy and project goal will play a main role in the WAG ratio design in 
the process of both recovery and sequestration. Ghomian et al. (2008) studied optimized 
WAG flood design for coupled CO2 sequestration and EOR in two- and three-
dimensional heterogeneous reservoirs. They optimized project profit as $/bbl of oil and 
amount of stored CO2 using response surface and experimental design methodology.  The 
simultaneous flow of gas and water yields, generally, a net mobility that is less than that 
of the injection gas alone.   
Flood pattern and design strategy should be implemented based on the economic 
and oil recovery point of view along with the sequestration objective. Different design 
and strategies should be employed for different reservoirs considering various objectives. 
For instance, as one of the initial steps, if the reservoir pressure is less than the MMP, 
main challenge would be to return the reservoir pressure back to its original one to 
provide the MMP (Kleinstelber, 1990).  
Steeply dipping reservoirs are often suitable for downward CO2 displacement to 
utilize gravity forces to stabilize the displacement and increase the sweep of the injected 
CO2 (Kleinstelber, 1990; Perry, 1982; Nute, 1983). The critical superficial velocity to 












                                                                                                      (2.1) 
 
where k is the permeability, 1rλ  is the end point mobility of displacing fluid, Δρ  is the 
density difference between displacing fluid and displaced fluid, α  is the reservoir dip 
angle, and M  is the end point mobility ratio. 
As it can be seen form Equation 2.1, reservoirs with high permeability will have a 
higher critical rate and therefore may be candidates for gravity stable displacement, 
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whereas those of lower permeability will have a critical rate too low for economically 
flooding in a gravity stable mode. Effect of reservoir dip angle and injected gas mobility 
is also significant. In this type of displacement process because of late CO2 breakthrough 
and highest sweep possible both of maximum storage and oil recovery can be achieved if 
the feasibility of project is validated. 
For reservoirs with no dip or low dip, as the gravity to viscous force ratio 
decreases, the tendency of solvent to override decreases and vertical sweep efficiency 
improves. Therefore the vertical permeability is a key factor in determining vertical 
sweep efficiency and oil recovery in CO2 floods (Elsayed et al. 1993). In addition to 
above mentioned issues on gravity stable displacement, by adjusting the CO2 density, 
CO2 slug can be spread between the less dense gas cap and the more dense oil column 
causing more contact between CO2 and reservoir oil (Johnston, 1988). 
There are some other strategies that can help to optimize recovery and storage. 
Employing horizontal or combination of horizontal and vertical wells depending on the 
project conditions can be one of these techniques (Lim et al. 1994).  The application of 
CO2 flooding using horizontal wells significantly shortens project life, thus substantially 
improving project economics. For very tight reservoirs where CO2 and brine injectivities 
strongly affect project economics, the use of horizontal injectors may be a more attractive 
alternate than vertical wells. The use of horizontal injectors in conjunction with vertical 
producers in tertiary CO2-WAG flood generally resulted in oil recovery that was as good 
or better than using both horizontal injector and producer and always higher than using 
all vertical wells (Lim et al. 1992). The injectivity of CO2 and brine using horizontal 
wells, and hence the oil recovery at reasonable project life, is very sensitive to the 
permeability in the vicinity of the wells. 
Malik and Islam (2000) believe that in the Weyburn field, horizontal injection 
wells have proved to be efficient for CO2 flooding process to improve recovery while 
increasing the storage of CO2. Besides employing horizontal wells, applying different 
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well control techniques including partial completion of both injection and production 
wells can improve the amount of injected and stored CO2 as well as oil recovery (Jessen 
et al. 2005). Murray et al. (2001) have introduced an alternative method in the category of 
well control techniques, which they call Soak Alternating Gas, to optimize oil recovery 
and sequestered CO2. This method is to periodically inject CO2 and shut in the well for 
some time. Kovscek et al. (2004) have introduced an objective function combining 
dimensionless oil recovery and reservoir utilization as follows: 
 
                                                                                         (2.2) 
 
where 1w  (0≤ 1w ≤1) and 2w  (=1- 1w ) are weights and 2
R
COV  is the volume of CO2 
stored in the reservoir and RV  is the volume of pore space of the reservoir. Also OIP is 
the volume of the oil in place at the start of CO2 injection and Np
* is the net production of 
oil. The design objective will be the maximizing this function with respect to the 
specified set of weights. If the main aim is to maximize oil recovery, w1 is taken as 1, 
whereas if the goal is to maximize CO2 storage, w2 is taken as 1. The regulatory and tax 
structure for sequestration remains unclear and likely will vary from nation to nation. In 
practice, weights will be chosen based on the revenue produced by both oil recovery and 
CO2 sequestered. 
As examples of several case studies, Ghomian et al. (2008) have modeled the 
storage of CO2 in Frio brine pilot, as the first US pilot study. They compared the results 
from simulation model, with the actual field data and validated simulation model with a 
high accuracy. Scharf and Clemens (2006) have evaluated the potential for CO2 storage 
in eleven largest oil and thirteen largest gas fields in Austria and have found huge 
potential for CO2 storage in these fields. Bank et al. (2007) have performed reservoir 
simulation using detailed, representative data from major oilfields throughout the 













recoverable which provide huge potential for CO2 storage in this basin. This of course 
depends on future oil prices and CO2 costs. Ravagnani (2007) has presented a technical-
economic methodology to evaluate the feasibility of the process in a hypothetical mature 
oilfield. It considers a cash-flow model besides a sensitivity analysis considering the 
main components such as revenues, investments, operating costs, taxes according the 
carbon credits to be earned due to the project. The methodology takes into account the 
quantification of emissions and energy used in the process, emphasizing the technology 
contribution to the environment. Ghomian et al. (2007) studied the probabilities of need 
for tax incentives and quantified CO2 credit which makes coupled CO2 sequestration and 
EOR projects feasible. This is important because the cost of CO2 capture and 




Chapter 3: Reservoir Simulation of CO2 Sequestration Pilot in Frio 
Brine Formation 
3.1 INTRODUCTION 
In recent years, the amount of greenhouse gas in the atmosphere has increased, 
causing concerns about climate change (Herzog et al.,2000). One approach to reducing 
the carbon content in the atmosphere is based on capturing CO2 from large emission 
sources and injecting it into deep geological formations.  There are several ways to do 
this: by injecting CO2 into deep saline aquifers, by injecting CO2 into mature oil and gas 
reservoirs for the purpose of enhanced oil and gas recovery (EOR or EGR), by injecting 
CO2 into depleted oil and gas reservoirs, or by injecting CO2 into coal seams. These are 
structures that have stored crude oil, natural gas, brine and other types of gases over 
millions of years. Also, many power plants and other large emission sources for CO2 are 
located near geological formations that are amenable to CO2 storage. Furthermore, in 
many cases, injection of CO2 into a geological formation can enhance the recovery of 
hydrocarbons, providing value-added by-products that can offset the cost of CO2 capture 
and sequestration. 
One of the primary goals of research in the area of CO2 sequestration is to 
understand the behavior of CO2 when it is stored in geological formations. For example, 
studies are being performed to determine the extent to which the CO2 moves within the 
geological formation, and what physical and chemical changes occur in the formation 
when CO2 is injected. This information is key to ensuring that sequestration will not 
impair the geological integrity of an underground formation and that CO2 storage is 
secure and environmentally acceptable. 
In this research we have focused on CO2 sequestration in deep saline aquifers.  In 
this method the most important issues are to monitor and simulate the injection process, 
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to keep track of injected CO2, and also to evaluate behavior of CO2 plume when it 
reaches the region with high vertical permeability, even in the distant future (a geological 
time scale, e.g. more than 1000 years). There are also different mechanisms that can be 
employed to store CO2 in an aquifer. Therefore, evaluating the CO2 distribution in 
different phases and forms (in the form of residual gas, CO2 as dissolved in aqueous 
phase, and CO2 in the form of free gas) is crucial. Among these forms, CO2 in the 
residual gas phase is very important, because this portion of injected CO2 will remain 
immobile in the reservoir in a trapped form. Both trapped and dissolved forms of CO2 are 
most desirable forms of storing CO2 for long period of time. However, CO2 as a free 
mobile gas will be the least desirable form, because it can potentially leak from the 
reservoir and ultimately return to the atmosphere. It should be mentioned that CO2 also 
can be stored and trapped as a mineral due to the geochemical reactions which occur 
when low pH brine reacts with minerals in the host rock formation, forming insoluble 
carbonate precipitates (Kumar et al., 2004). However, time scale for this process to occur 
in the aquifer is significantly long (tens of thousands years) (Kumar et al., 2004), and we 
decided not to include this aspect of storage in the current study which happened in a 
very short time period.  
 
3.2 FRIO BRINE PILOT 
Recently, attempts have been made to better understand and recognize the process 
of CO2 sequestration (Bachu, 2000; Gunter et al., 1997; Law and Bachu, 1996). Before 
carrying out a large full-scale CO2 injection for greenhouse gas emissions reduction, it is 
desirable that some pilot experiments be performed in order to gather valuable data 
(during monitoring) and to show and test that CO2 injection in the aquifers can be 
performed without any concern.  The Gulf Coast, in which both sinks and sources for 
CO2 can be found, is one of the most desirable target areas in the United States. As 
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shown in Figure 3.1, there are a high number of CO2 emission source points in nearby 
areas. 
This pilot site was selected after a national evaluation of saline formations 
(Hovorka et al., 2000), which screened large areas with high storage capacity that 
underlie numerous point sources of anthropogenic CO2. Among several candidates for the 
CO2 sequestration pilot in the Gulf Coast, the Frio formation was chosen by the 
University Of Texas Bureau Of Economic Geology (BEG) as the first field experiment in 
the United States for CO2 sequestration for several reasons. First, this formation is a 
brine-bearing sand in a well-known onshore oil field and 3D seismic data and well logs  
data were available for reservoir characterization. In addition, the existing infrastructure 
of the wells and roads could be reused for injection purposes. An existing production well 
was recompleted as an observation well and a new injection well was drilled and 
completed 30 meters (100 ft) down-dip (Hovorka et al., 2006). 
The injection took place in brine-bearing sandstone, the Oligocene Frio 
Formation, at about 1,500 m (≈5000 ft) below the ground surface, on the southwestern 
flank of the South Liberty salt dome. Hydrocarbon production in this part of the field 
comes from sandstone of the Eocene-age Yegua/Cockfield and Cook Mountain 
Formations between 2,500 and 2,750 m (8,200 and 9,000 ft) below ground level. The 
interval between the production (Yegua/Cockfield) and injection (Frio) formations is a 
shale-dominated section that includes the Eocene Jackson and Oligocene Vicksburg 
formations. The Frio is overlain by the 75 m thick (250 ft) Oligocene Anahuac shale, 
which, in turn, is overlain by an approximately 1,300 m thick (~4,200 ft) interval of 
Miocene inter-bedded sandstone and shale (Knox et al., 2003). 
Shale layers, varying between 3 to about 15 m (10-50 ft) in thickness, separate 
various layers of sandstones at the top of the Frio Formation. The sandstone intervals 
have been given some informal names (A, B, C). The shallowest layer is “A”, and the 
thicker layer, “C”, is the deepest one, and was also the injection target (Figure 3.2). The 
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Frio Formation dips toward the south with a variable dip angle between 5º-25º, 
decreasing with the distance from the salt dome. The salt flank has been affected by some 
faults, which were mapped from 3-D seismic data, originating from the dome (Figure 
3.3).  Large throw faults were assumed to be sealing because of shale gouge ratio 
assumptions (Hovorka et al., 2006). Several small throw faults were mapped from 
seismic discontinuities; the exact placements and hydrologic function of these features is 
unclear (Hovorka et al., 2006). 
The main simulation studies for the pilot test (with some geological and modeling 
simplifications) were performed by Lawrence Berkeley National Lab (LBNL) using the 
TOUGH2 simulator (Doughty et al., 2005). In our study, an actual geo-cellular model 
specifically constructed for the Frio aquifer (obtained from BEG), as well as accurate 
PVT information to account for precise density calculations and CO2 solubility in brine, 
were applied to build the simulation model for the aquifer. In addition, detailed modeling 
on relative permeability hysteresis, along with some measured capillary pressure data, 
were utilized to simulate the CO2 injection pilot before the actual field test began. The 
pilot plan included injection of 3000 tons of CO2 in the upper 6 m (20 ft) aquifer interval 
(the upper part of the "C" sand) over a period of 12 days, and monitoring it in a well 30 m 
(100 ft) apart from the injection well. It is important to note that 1600 tons actually were 
injected in the field because CO2 breakthrough occurred earlier than anticipated, and also 
the data collection objectives were completed early. The objective of monitoring was to 
observe the behavior of injected supercritical gas in the subsurface, investigate the 
physics of the process, and obtain data for further validation of simulation results. 
In order to gain experience in modeling and simulating of these type of field 
experiments, our study was carried out to duplicate the field experiment, using simulation 
and modeling techniques. Different scenarios besides of actual field test scenario were 
simulated to investigate the ability and accuracy of current simulation models to perform 
similar studies in the future.  
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3.3 RESERVOIR MODELING AND CHARACTERIZATION: 
For aquifer properties, we used the geological model obtained from BEG. The 
data included corner-point gridblock coordinates. Based on existing well data and 3-D 
seismic information, porosity, and horizontal and vertical permeability values had been 
assigned for each gridblock. In addition, we used initial pressure, temperature, and 
salinity values, which were obtained from BEG. Table 3.1 shows the summary of the 
input data in more detail. 
At the next stage, a new series of measured properties of the cores from the 
drilling of the new injection well was obtained (BEG digital communication). Since the 
measured values were core data acquired from the injection well, we did not have values 
for any grids other than the ones that included the injection well. Considering the grid 
sizes and also the 30m (100 ft) distance between the injection and monitoring wells, the 
best estimate for the properties of other gridblocks around the injection well was based on 
the values that were reasonably close to that of the injection well blocks. A deterministic 
interpolation technique (inverse of distance method) was applied to assign these values. 
Figure 3.4 shows the horizontal permeability distribution in the NE-SW cross sectional 
view around injection well. Because horizontal permeability and porosity had not been 
measured in the whole interval of the injection well, a correlation between permeability 
and porosity was established using available core data. Figure 3.5 shows a correlation 
graph between porosity and permeability. By applying the following power law equation 
(where permeability is in millidarcy and porosity is in fraction of pore volume), 
permeability and porosity values were correlated in other gridblocks around injection and 
monitoring wells.  
 
6 7.5054k 6 10= × × φ                                                                                                        (3.1) 
Two new capillary pressure measurements on core samples with two different 
porosity and permeability values, obtained from the new injection well, were used as a 
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part of the input file. Furthermore, Holtz’s (2002) correlations for maximum residual gas 
saturation and irreducible water saturation in terms of porosity and permeability 








−⎛ ⎞= × ⎜ ⎟
⎝ ⎠
                                                                                  (3.2) 
max
grS 0.5473 0.9696ϕ= −                                                                                               (3.3) 
 
where ϕ  is porosity, k is permeability, maxgrS
  is maximum residual gas saturation, and 
Swirr  is irreducible water saturation which is same as residual water saturation (Swr) in this 
study. Corey's model (Corey, 1954) was used to construct the relative permeability 
curves for a two-phase brine-gas system. 
In the modeling of the relative permeability data, all gridblocks were divided into 
three rock type categories based on their porosity. Therefore, for each rock type a specific 
relative permeability, capillary pressure, and maximum residual gas saturation (for 
hysteresis calculations) were assigned. From a geological point of view, the first rock 
type was considered for shale layers, the second set corresponded to low-porosity 
sandstone blocks, and the third one was assumed for high-porosity blocks of the C sand. 
Figure 3.6 shows the drainage relative permeability graph along with the hysteresis 
curves for the imbibition process for rock type two, which is the representative of middle 
class rock type data among the three rock types. It should be noted that the same Corey’s 
exponents were used for all three rock types; other parameters used in constructing 
different relative permeability data are shown in Table 3.2. In our study, hysteresis in the 
gas relative permeability curve was modeled using a modified Land's equation (Land, 
1971). In this method, gas and water relative permeabilities during the drainage process 
are calculated using Corey-type relative permeability models. But during imbibition, gas 
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relative permeability is calculated by accounting for shifted gas saturation (Sg(shifted)) in 









= ⎜ ⎟⎜ ⎟− −⎝ ⎠
                                                                         (3.4) 
where 
g grh gh gr
g gr
gh grh






                                                                   (3.5) 
and Sgh (hysteresis gas saturation) is the value of Sg where the shift to imbibition 
occurs. By definition, the values of Sgh are the values of gas saturations corresponding to 
the highest capillary pressures at all times. Hysteresis residual gas saturation (Sgrh) is the 
value of Sgr (residual gas saturation during drainage which is considered as zero in this 
study) corresponding to Sgh via the modified Land's equation given below: 
 
max max
grh gr gh grgr gr g gr
1 1 1 1
S S S SS S S S
− = −
− −− −
                                                      (3.6) 
where maxgrS is the user input value for the maximum residual gas saturation, and 
max
gS is 
the maximum gas saturation and normally is equal to 1-Swr. In this study, due to the water 
dry-out effect, especially around the injection well where the viscous forces are very high 
and the dry-out effect can be observed, it was considered equal to unity. Based on this 
observation, gas relative permeability values were also extrapolated below irreducible 
water saturations. 
Using an equation of state compositional simulator, CMG's GEM (2004), several 
steps of the preliminary simulations were performed on the Frio aquifer for the purpose 
of data calibration.  In the beginning, our goal was to calibrate the primary input data for 
further simulations. Like the CO2, the brine was treated as an independent component 
(represented by H2O in the model) in order to allow for mass transfer between these two 
components. It is important to realize that if water had been treated as an individual phase 
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and not a component, the thermo-physical interactions between CO2 as a component and 
water as a phase would have been impossible. 
The modified Peng-Robinson equation of state (PR78-EOS) was employed to fit 
the experimental data for CO2 solubility and brine density (Pedersen et al., 1984; 
Scharlin, 1996; Garcia, 2001; Zaytsev and Aseyev, 1992). Carbon dioxide solubility, 
brine density, and brine viscosity are functions of salinity, temperature, and pressure. 
Also, the brine density and viscosity depend on the CO2 concentration. Brine density as 
well as CO2 solubility in brine were calibrated against a correlation established by Kumar 
et al. (Kumar, 2004). Solubility of CO2 in the brine with 100,000 ppm salinity, at 57 ºC 
(134.5 ºF) and 15.17 MPa (2200 psi), (i.e. Frio aquifer conditions), is 1.158 mole percent 
(Scharlin, 1996). Figure 3.7 shows the brine density with and without CO2 saturation at 
different salinities. Brine densities with and without CO2 at T=57 ºC (134.5 ºF) and 
P=15.17 MPa (2200 psi), are 1025.9 kg/m3 (64.05 lbm/ft3) and 1033.2 kg/m3 (64.5 
lbm/ft3), respectively (Garcia, 2001).  As it can be seen, there is a slight increase in brine 
density due to dissolution of supercritical CO2. This difference is smaller for the brines 
with higher salinities. The binary interaction coefficient between CO2 and H2O was tuned 
to match the experimental data for CO2 solubility. In addition, volume shift parameters of 
both components were tuned to match the experimental data for brine density. Also, by 
running several simulations, brine viscosity calibration against experimental data was 
performed. Based on experimental data (Zaytsev and Aseyev, 1992) for temperature, 
pressure, and salinity very similar to those in the Frio formation, the brine viscosity will 
be 0.593 mPa.s (cp). Using the Pederson et al. (Pedersen et al.,1984) correlation for 
different fluids' viscosity, we found Pedersen's coefficients, for which the brine viscosity 
in the simulation and experimental data (Scharlin, 2006) were matching. These 




3.4 RESERVOIR SIMULATIONS AND DISCUSSION: 
The aquifer grid model that we obtained from BEG was very large (over 130,000 
grid blocks) and contained a large area (slightly over 600 acres ≈ 2.7 km2). Because the 
time and computational expenses required for simulation of such a large area were 
excessive, and also considering the relatively small amount of CO2 to be injected in the 
field, it didn’t seem reasonable or necessary to perform the simulations in such a large 
model. Therefore, the target area was reduced to a reasonable number of gridblocks while 
honoring the nature of the real field situation. In order to achieve this, the initial model 
was first established using the data for the entire field. Then, taking into consideration 
some geological features like faults and other geological compartments in the original 
model, it was possible to reduce the model to a smaller target area (Figure 3.3). 
Some preliminary simulations were performed to check the CO2 movement in the 
selected area. Even after a long injection period, the new established boundaries were far 
from the gas plume. Also, two sides of this area were surrounded by two major faults, 
which were assumed to be sealing (i.e., impervious) by considering them as null blocks; 
this helped us to assume there were no flow boundaries in the blocks adjacent to these 
faults. In order to maintain the hydrostatic initial conditions (i.e., 15.7 MPa) at the 
boundary of the simulated area to allow for fluid movements out of the model, 23 
equally-spaced boundary wells were placed in the parts of the model boundary that were 
not confined by these sealing faults. In the vertical direction, 5 geological layers (the A, 
B, and C sands and the two intervening shale layers) were divided into 26 grid layers. 
 The two shale layers were each represented by one numerical layer (Figure 3.2). 
Since the distance between the injection and monitoring wells was so small and 
considering the amount of injected CO2, we recognized the need for Local Grid 
Refinement (LGR) around the injection and monitoring wells to obtain more accurate 
results. Fortunately, this was possible using the CMG's LGR option. Before carrying out 
the main simulation cases, a grid refinement around the injection and monitoring wells 
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was performed to determine the optimum degree of refinement necessary to carry out an 
accurate and consistent simulation study. Local Grid Refinement is a useful way to 
increase the numerical accuracy of the simulations without refining the entire grid, which 
would take much more computer time. Several ways of using LGR were tested and are 
described below. In these simulations with LGR, the same petrophysical properties as 
those of the coarse (or parent) grid block are assigned to all the refined (or child) grid 
blocks. 
The local grid refinement option in GEM is a very practical way to quickly assess 
the effect of grid block size, and should definitely be used in similar studies in order to 
accurately model CO2 movements. Figure 3.8 shows the average gas saturation in the 
refined area at the end of the CO2 injection period versus the reciprocal of the degree of 
refinement for different cases. This plot is basically representative of the grid-
convergence behavior for the simulation results and its sensitivity to the number of 
gridblocks used in the simulation. As can be observed, the convergence of the simulation 
results is achieved by dividing each main block into nine refined grids in the X and Y 
directions. Therefore, the size of each gridblock was reduced from almost 27.5 m (90 ft) 
to 3 m (10 ft) in each direction. The same study was performed for the Z direction, and 
the gridblock size in this direction was also reduced from 1.52 m (5 ft) to 0.76 m (2.5 ft). 
It should be noted that this was the optimum degree of refinement in terms of the 
computation time and the temporary computational memory (RAM memory) needed to 
perform the simulations. 
As mentioned before, the pilot plan included injection of 3000 tons of pure CO2 
(1600 tons were actually injected in the field) over 12 days (250 tons per day); therefore, 
all of our simulations were performed to simulate 12 days of injection and 10 years of 
monitoring. Since this simulation study was performed before the field test began in 
October 2004, and since the main goal was not a history matching of the field test but a 
prediction of the CO2 behavior underground, 3000 tons of CO2 were injected in the 
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simulation cases. Because the permeability in the upper part of the C sand where 
injection took place is higher than in the lower part, injection of the CO2 was carried out 
in a 6 m (20 feet) interval at the top of the Frio C unit, right below the shale layer. This 
strategy was chosen in order to have a successful two-well test study (to increase the 
likelihood that breakthrough would occur with less than the 3000 tons of CO2 permitted) 
by trying to minimize the vertical extent of the plume and by maximizing its lateral 
spread by injecting high in the C sand. According to the results from previous studies on 
aquifer storage of CO2 by Kumar (2004) and Ozah et al. (2005), we also decided to 
simulate the CO2 injection process at the bottom as well as the top of the formation and 
provide a sensitivity study for future field pilot tests. We observed that in the scenarios 
with injection at the top, CO2 migration extends farther laterally than if injection is 
performed in the lower part of the aquifer. Figures 3.9 through 3.14 show the model 
predicted-gas saturation distribution around the injection and monitoring wells for both 
scenarios.  
Figures 3.9 through 3.11 show the model results for the injection at the top 
scenario. During the injection period (first 12 days), CO2 accumulates around the 
injection well and gradually starts to move laterally under the shale layer. Simulation 
results predicted that after 10 years, CO2 will migrate more than 300 m (1000 feet). The 
reason for this elongated plume is that the CO2 plume hits a permeability barrier (because 
of the updated high permeability region based on new core data and keeping lower 
permeability area in the rest of the original model). Cross-sectional views (NE-SW cross 
sections, passing through the monitoring well block) of CO2 saturation also show that the 
plume movement will be up dip due to buoyancy. After the injection period ends, the 
counter-current down-dip flow of aquifer brine and up-dip flow of injected gas due to 
buoyancy, leads to a decrease in gas saturation around the injection well. Also, in the 
blocks around the injection well, a portion of the injected gas is being trapped as residual 
gas due to the relative-permeability hysteresis effect. Because of its value in the 
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sequestration process, confidence in ability to model the amount of CO2 in the trapped 
form under various injection strategies is important. Figure 3.11 shows the predicted 
residual gas saturation distribution after 10 years in the aquifer. This amount increases 
rapidly after the CO2 injection ends and the brine invasion begins.  
In the case of injection at the bottom, as can be seen from Figures 3.12 through 
3.14 at 12 days of simulation, the shape of the CO2 plume around the injection well 
(Figure 3.12) is very similar to that for the top injection case (Figure 3.9). There are some 
differences in the evolution of the plume after 10 years, based on the simulated models. 
In the injection at the top case, CO2 tends to migrate laterally by accumulating under the 
shale barrier, while in the injection at the bottom case; it spreads vertically due to 
buoyancy effects. In the cross sectional view, lateral migration of CO2 is much wider if 
CO2 is injected at the top rather than at the bottom of the aquifer. This difference would 
be more substantial if a large volume of CO2 had been injected. Comparison of these two 
scenarios shows that the effect of the vertical counter-current flow in the injection at the 
top case is much smaller than the injection at the bottom scenario. 
Table 3.3 shows the CPU time for different simulation cases, with and without 
local grid refinements. In general, simulations of cases with injection at the top took more 
CPU time than the cases with injection at the bottom. This is probably because of the 
need for more computations to account for the wider and bigger plume evolution and 
consequently more calculations because of capillary pressure and hysteresis effects. 
When LGR is implemented in the models, CPU time increases more than three times 
when injection occurs in the bottom case compared to an increase of less than two times 
in the top injection case. Therefore, it is seen that when LGR is added, the simulation 
time for both cases becomes almost the same. This change in the CPU time can be 
interpreted in terms of the equal number of refined grids in these two cases, which seems 
to be the most important parameter in controlling the simulation time. It is interesting to 
note that simulation run time was approximately increased by a factor of 2-3 when the 
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number of grid blocks was increased by a factor of 9 in X and Y directions and 2 in the Z 
direction, using local grid refinement. It can be seen that gas moves farther along some 
paths. Also, higher gas saturation values were seen for the grid blocks having higher 
permeability values. Since CO2 will preferentially move along pathways of higher 
permeability, simulations with LGR reproduce better this flow effect. The question, then, 
is how small can we go using finite-difference simulators such as GEM and what happens 
when we go to very small grid block size? It should also be noted that in the larger field 
scale CO2 sequestration projects that are under execution in the other parts of the world, 
such as Sleipner (Chadwick et al., 2004; Baklid et al., 1996), a longer injection time and a 
much longer modeling time period (usually on the order of a thousand years) is necessary 
to determine the fate of CO2, requiring much higher computational expenses. 
When CO2 is injected into the aquifer, a part of it dissolves in the brine, a portion 
of it is trapped as a residual gas, and the rest will be in the form of free and mobile gas. 
The distribution of CO2 in three different phases was calculated for both scenarios within 
the simulated time period (10 years). Figure 3.15 shows the results for both scenarios.  In 
both cases, most of the CO2 dissolves in the aqueous phase or gets trapped as residual gas 
soon after injection ends.  For injection at the bottom, after three years there is no free gas 
in the reservoir.  In contrast, in the case of injection at the top, after 10 years about 5 
percent of injected CO2 is in the form of free gas. After 10 years, only 5 percent of 
injected CO2 is in the form of free gas. Due to buoyancy effects, when CO2 is injected at 
the bottom of the aquifer it will move upward and will have more contact with the brine, 
resulting in more dissolved CO2 in the aqueous phase. We have observed that the amount 
of trapped CO2 in both cases is almost the same, but in the case of injection at the bottom, 
a higher amount of dissolved gas is present in the aquifer. This results in a reduction in 





3.5 SIMULATION RESULTS VALIDATION 
This simulation study was carried out before the field injection began. One of the 
main goals of the field pilot study was to monitor CO2 movement and its behavior 
underground. Breakthrough time of the injected CO2 at the monitoring well is one of the 
vital quantified parameters to be measured in the field. Correct modeling of reservoir 
heterogeneities, such as flow channels, is crucial in quantifying the breakthrough in 
simulation models, especially considering the very short distance between the injection 
and monitoring wells. In our simulations, CO2 breakthrough at the monitoring well 
occurred in the dissolved form in 2.7 days after injection began and CO2 breakthrough in 
the gaseous phase occurred slightly after the breakthrough of CO2 in dissolved form. 
Figure 3.16 shows the mass fraction rate of CO2 in the aqueous and gas phases versus 
time at the observation well from the simulation results. Later, the field results showed 
the actual period of 2.1 days (51 hrs), which is in agreement with the simulation results. 
Figure 3.16 also shows the pH and the alkalinity of the samples taken at 1 to 2 hours 
frequency from the observation well (Freifeld et al., 2005). These properties can be 
interpreted as an indirect indication for CO2 presence in the brine. This agreement 
between field and simulation results shows the effect of accurate and comprehensive 
tuning studies as well as the accuracy of the whole model. The important effect of local 
grid refinement in the short distance between the monitoring and injection wells should 
not be disregarded. 
Monitoring CO2 plume evolution after injection ended was another goal of this 
pilot study. Predicting the shape of the CO2 plume in the subsurface and also quantifying 
the CO2 saturation around the observation well was crucial in order to better understand 
the CO2 movement and behavior around the wells. By comparing the field results and 
simulated values, the validity of the geological model as well as the entire simulation 
process can be verified. Predicted gas saturation profiles at the monitoring well after 66 
and 142 days were in relatively good agreement with the saturation values calculated 
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from the RST (Reservoir Saturation Tool) logs (Sakurai et al., 2005) taken from the 
observation well at the same times. Figure 3.17 shows the comparison of the modeled gas 
saturation profile and the values calculated from RST logs. There are some differences in 
the observed and simulated values in the lower part of the formation. This may be partly 
because of errors in the interpretation and conversion of log data in calculating CO2 
saturation. In addition, as was mentioned, all of the simulation studies were performed 
before the field test began. Three thousand tons of CO2 were injected in the simulation 
cases compared to 1600 tons of CO2 injected in the field. This may be another reason for 
the presence of more CO2 mass in the simulation results than in the actual field test 
results.  
Since this dissertation was prepared for publication after all field data have been 
gathered, we decided to modify the simulation model and inject 1600 tons of CO2 (same 
as what was injected in the field). Since the rate of injection in the first few days of the 
pilot test in the simulation model was independent of the total CO2 volume injected (it 
was same as in the field test), breakthrough time did not change in the case that 1600 tons 
of CO2 was injected compared to the original 3000 tons of  injection case. Saturation 
profiles at the monitoring well, inferred from RST logs, were compared to the gas 
saturation profile from the simulation results of 1600 tons of CO2 injection. Figure 3.18 
shows the results of this comparison. It is clear that much better agreement was achieved 
between field data and simulation results, but there are still some discrepancies. As it was 
mentioned previously, an update in porosity and permeability values was only performed 
in the blocks around injection and monitoring wells and for other blocks relatively far 
from these wells, original porosity and permeability data were kept. Therefore, it is 
possible that porosity values in blocks far from wells were underestimated and 
consequently CO2 was not able to move and reside more and faster when it hit these 
blocks. One consequence of this can be more accumulation of CO2 (therefore higher 
saturation values) around monitoring well after 66 and 142 days in the simulation model. 
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In addition, possible errors in log data interpretation should always be taken into 
consideration. 
 
3.6 SUMMARY AND CONCLUSIONS: 
The main objective of this simulation research study was to build a predictive and 
accurate simulation model to study the injection of CO2 in the Frio aquifer pilot and also 
to check the validity of developed simulation models for similar future CO2 sequestration 
studies. The reservoir simulation model for the Frio sequestration pilot was developed 
carefully and different injection scenarios were simulated using GEM; CMG's 
compositional simulator.  
Accurate and careful calibration of input data such as CO2 solubility, CO2-
saturated brine density, and viscosity were performed. Three different rock types were 
modeled, with their corresponding relative permeability and capillary pressure data, along 
with hysteresis relative permeability, which is a very important factor to account for the 
effect of trapped gas on the CO2 movement. Local grid refinement, with very small 
gridblock sizes in X, Y, and Z directions, was carried out around the injection and 
observation wells in order to predict CO2 movement accurately. This was crucial to our 
simulation model because of the relatively small amount of injected CO2 and the short 
distance between injection and observation wells.  
Two different injection scenarios, injection at the top and at the bottom of C sand, 
were simulated. It was very inexpensive to provide comparable insight for future field 
tests by simulating different injection scenarios, utilizing a validated simulation model. 
The simulation outcomes for the injection at the top scenario were verified against some 
of the results of the field data that were gathered by the research groups performing the 
field injection. Simulations of the Frio CO2 pilot were performed primarily to predict the 
CO2 breakthrough time and CO2 plume movement and behavior underground.  
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The CO2 breakthrough time in the form of free gas and CO2 dissolved in the brine 
at the observation well were very close to each other and were predicted as 2.7 days in 
the simulation results, compared to 2.1 days (51 hours) observed in the pilot test. Also, 
the predicted gas saturation profiles after 66 and 142 days at the monitoring well were in 
good agreement with the results inferred from the RST logs taken in the field. 
For all simulation cases, CO2 distribution in three different phases (CO2 in the 
aqueous phase, in the trapped form and in free gas form) was calculated. Based on the 
results, CO2 in the trapped form has the highest value in comparison to the two other 
phases in both simulation scenarios. This is an important conclusion obtained from our 
simulation. This form of injected CO2 will remain unaltered over a long period of time, 
so the main objective of CO2 sequestration will be achieved. CO2 in free and mobile form 
has the potential for escape from the reservoir, but only 2 to 5 percent of CO2 will be in 
free and mobile gas form and even this small amount is far from reaching the top during 
the simulation period.  
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Table 3.1: Summary of input data for simulations. 
Length, m 1072 
Width, m 700 
Dip, degree 5-35 
Thickness, m 30.5-61 
Number of blocks 43×28×26 
Depth at top of formation at injection well,m 1540 
Vertical to horizontal Perm. Ratio 0.1 
Average horizontal permeability, m2 3.74×10-5 
Average vertical permeability, m2 3.74×10-6 
Average porosity, frac 0.214 
Initial pressure, MPa 15.14 
Maximum injection pressure, MPa 24.82 
Temperature, °C 57 
Salinity, ppm 100000 
 
Component     CO2   Brine 
Critical P., MPa 7.38 22.09 
Critical T., ºC 31.05 374.2 
Critical vol., m3/mol 9.4×10-5 5.6×10-5 
Molecular weight 44.01 18.02 
Accentric factor 0.224 0.344 
Parachor 78 52 
Volume shift parameters 0.0247 0.234 
Binary interaction coefficient -0.06027385 
 
Table 3.2: Summary of parameters for three rock types. 
 Rock type 1 Rock Type 2 Rock Type 3 
Average permeability, md 5×10-7 1×10-5 1.5×10-4 
Average Porosity, frac. 0.145 0.22 0.33 
Residual water saturation (Swr), frac. 0.43 0.15 0.135 
Maximum residual gas saturation (Sgrmax), frac. 0.4 0.33 0.22 




Table 3.3: CPU time required for simulations with and without local grid refinement. 
CPU time (second) With LGR Without LGR 
Injection at the bottom 1230.1 410.9 















































Figure 3.2-A, B, and C sand and inter-bedded shale layers in the Frio Formation (vertical 



















Large Vol. CO2 Source
Small Vol. CO2 Source





Figure 3.3- Contour map of formation depth from the initial geological model and its 


































































Figure 3.6- Gas-brine relative permeability data for low porosity sandstone blocks (rock 





























Figure 3.7- Brine density with and without CO2 saturated at T= 57 ºC (134.5 ºF) and 
P=15.17 MPa (2200 psi) 
 
 





Figure 3.9- Simulation result of areal view for CO2 plume in the case of injection at top 
case, 12 days (left) and 10 years after injection starts (right) 
 
Figure 3.10- NE-SW cross sectional view of CO2 plume in the case of injection at top, 12 
days (left) and 10 years after injection begins (right) 
 
Figure 3.11- Areal view of residual gas saturation in the case of injection at top, 10 years 




Figure 3.12- Areal view of CO2 plume in the case of injection at bottom, 12 days (left) 
and 10 years after injection begins (right) 
 
 
Figure 3.13- NE-SW cross sectional view of CO2 plume in the case of injection at 
bottom, 12 days (left) and 10 years after injection begins (right) 
 
 
Figure 3.14- Areal view of residual gas saturation in the case of injection at bottom, 10 





















Figure 3.15- CO2 distribution in three different phases in the injection at bottom (left) and 




















Figure 3.16- Alkalinity and pH of water samples collected with U-tube from field data 
(Freifeld et al., 2005) (left) and simulation results for the breakthrough of CO2 in the gas 

























































































































































































































































Figure 3.17- Comparison of CO2 saturation profile between values calculated from RST 
logs (Freifeld et al., 2005) and simulation results (injection of 3000 tons of CO2) after 66 



















Figure 3.18- Comparison of CO2 saturation profile between values calculated from RST 
logs (Freifeld et al., 2005) and simulation results (injection of 1600 tons of CO2) after 66 






































































































Chapter 4: Hysteresis and Field-scale Optimization of WAG Injection 
for Coupled f-EOR and Sequestration  
4.1 INTRODUCTION 
The effect of relative permeability hysteresis in modeling storage of CO2 in saline 
aquifers has been studied in recent years (Kumar et al., 2004; Ozah et al., 2005; Spiteri et 
al., 2005). The maximum number of phases considered in these type of studies are two 
(gas and aqueous phases). In coupled CO2 sequestration and Enhanced Oil Recovery 
(EOR) processes, the degree of complexity for the case studies is higher due to the nature 
of multiphase flow in the reservoir. Usually three or more phases (Guler et al. 2001) are 
present, depending on temperature and pressure in the reservoir during CO2 injection. 
Also, in order to account for the phase behavior effect of phenomena that occur when 
CO2 is injected into the reservoir, full compositional simulations should be performed. 
Moreover, when the fluid saturations experience cyclic changes, relative permeabilities 
and capillary pressure data show hysteresis behavior. Hysteresis is defined as path 
irreversibility of relative permeability and capillary pressure curves during drainage and 
imbibition periods. The imbibition oil and gas relative permeability curves are generally 
lower than the drainage curve at the same saturation. But the imbibition water relative 
permeability curve is slightly greater than the drainage curve. This phenomenon is more 
evident in respect to the gas phase than in other phases.  
In the coupled CO2-EOR and sequestration studies, one of the key issues is the 
effect and importance of the trapping and hysteresis model on the amount of stored CO2 
in the reservoir. If gas remains in the reservoir in the form of trapped gas, the risk of gas 
migration and its escape from the reservoir will be minimized. Some studies have been 
performed to investigate the effect of hysteresis residual gas saturation on the amount of 
stored CO2 in the saline aquifers using compositional (Kumar et al., 2004; Ozah et al., 
2005) and black oil simulators (Spiteri et al., 2005). It should be noted that the degree of 
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complexity of fluid flow in porous media in the studies which are involved in the coupled 
CO2-EOR and sequestration is much higher than in the aquifer storage cases; therefore 
careful selection of relative permeability models and their associated parameters have an 
important role in the final results.  
One of the main issues in the EOR and sequestration studies, which can 
jeopardize the storage side, is early CO2 break through due to its high mobility and 
reservoir heterogeneity. Effective strategies should be investigated to optimize oil 
recovery and the amount of stored CO2. These strategies can include employing different 
injection and production schemes, and applying various well control techniques, as well 
as different mobility control technologies (WAG, SAG, foam, etc.) to delay early CO2 
breakthrough at production wells. Water Alternating Gas (WAG) is a common technique 
that has been used for a long time to control high mobility of CO2. The simultaneous flow 
of gas and water generally yields a net mobility that is less than that of the injection gas 
alone. This can cause some improvement in sweep efficiency during gas injection. When 
complete miscibility is developed by injecting the CO2, gas starts displacing trapped oil, 
while the injection of water slug increases the volumetric sweep efficiency; therefore the 
residual oil saturation will be low after the miscible front has passed.  It should be 
mentioned that WAG ratio and slug size of the injected gas are two important factors in 
any WAG process in order to achieve the highest possible oil recovery. On the other 
hand, injecting water into the reservoir decreases the total volume of CO2 that could be 
injected as continuous slug. Therefore, the optimum amount of water should be injected 
into the reservoir to satisfy the other goal of this study which is CO2 storage. 
Investigations should be made to co-optimize both recovery and storage by employing 
the best scenario for WAG process specifications such as WAG ratio and CO2 half cycle 
size.  
Oil recovery and CO2 storage predictions in these types of investigations are 
being made by performing reservoir simulation studies. Relative permeability function 
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and PVT data for the models used in the simulators are two key factors that greatly affect 
the simulation results. Careful consideration should be given in order to select the 
appropriate relative permeability model and generate accurate PVT data. More 
importantly, due to the importance of mass transfer and miscibility in these types of 
processes, compositional simulation should be employed to provide better estimates of 
the combined fluid flow and compositional effects on oil recovery and the amount of 
stored CO2. As mentioned before, because of the cyclic behavior of saturations, accurate 
hysteresis relative permeability and capillary pressure models should be selected to 
reduce the degree of uncertainty in the predictions. Compositional simulation of WAG 
injection for EOR purposes, with and without hysteresis-included, has been proven to 
predict different results in 2-D and 3-D cases (Christensen et al. 2000). In addition, they 
have shown that simulations of this process can have considerable compositional effects; 
therefore, applying compositional simulation will give more accurate results than using 
black oil simulations. 
 
4.2 HYSTERESIS AND RELATIVE PERMEABILITY MODELS 
A short description of the relative permeability as well as hysteresis models which 
were used in this study is given in this section. We used experimental data and correlation 
models presented by Jerauld (1996). These relative permeability data belong to Prudhoe 
Bay, a mixed wet sandstone (Jerauld and Rathmell, 1997) reservoir, which has gone 
through a series of successful secondary and tertiary recoveries such as WAG injection. 
These data include vast amount of descent two-, and three-phase relative permeabilities 
along with hysteresis in gas, oil and water phases. The correlation that has been presented 
in his paper is also particularly useful in situations where both compositional effects and 
gas or oil relative permeability hysteresis are important.  
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Since we do not want to use only one value for maximum residual gas saturation 
for all of the permeability and porosity values in the gridblocks, three different rock types 
were defined to obtain more accurate results. Maximum residual gas saturation is used to 
calculate residual gas saturation in the reservoir. Residual gas saturation is the most 
important parameter in evaluating the storage performance of the flood. The effect of 
trapped gas on oil recovery should also be investigated. Residual gas saturation, as well 
as some of the relative permeability parameters are correlated with different rock types. 
The correlations of Holltz (2002), were used to construct a relationship between 
petropysical data and generated stochastic reservoir fields. These correlations were 
initially developed using sandstone data and are applicable to CO2 sequestration studies.  
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max
grS 0.5473 0.9696= − φ                                                                                    (4.3) 
where φ  is the porosity, k is the permeability, maxgrS
  is the maximum residual gas 
saturation, and Swirr  is the irreducible water saturation. Figure 4.1 shows the relation 
between maximum residual gas saturation and porosity using experimental data from 
different rock types as well as Holtz’s equation for sandstones. 
 
4.2.1 Two-Phase Water Relative Permeability 
The water relative permeability in the two-phase oil and water system was 
modeled using Jerauld's (1996) correlation. This model matches experimental data for 
Purdhoe Bay mixed-wet sandstone. It denotes that to fit the imbibition water relative 
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where Cwo5 and Cwo4 are empirically derived constants. To calculate the residual water 
saturation in the above equation we used the Holtz correlation. 
 
4.2.2 Two-Phase Gas relative Permeability 
For this set of data we also adopted the two-phase relative permeability data 
proposed by Jerauld and Rathmell (1997). Gas relative permeability data are well 
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where Cg1 and Cg2 are empirically derived constants. Residual gas saturation was taken as 
zero for all three rock types. It can be shown that at low gas saturations, the numerator of 
this equation dominates and approaches the conventional Corey (1954) equation. At 
higher gas saturations, the second term of the denominator becomes dominant and causes 
a continuously decreasing slope of the Krg curve.  
 
4.2.3 Two-Phase Oil relative Permeability 
The oil relative permeabilities with respect to water and gas fit well with the 
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4.2.4 Two-Phase Capillary Pressure 





φ= σ                                                                                                         (4.8) 
where φ  is the porosity, k is the permeability, σ is interfacial tension between water-oil 




1 ej S j 1
−= + −                                                                                                    (4.9) 
where S1 is the wetting phase saturation as fraction, je is the entry value of j-function 
(here equal to 0.4), and "n" is the pore size distribution index; large "n" means well sorted 
and small values mean poorly sorted rock. Data for interfacial tension were obtained from 
Yang et al. (2005). 
 
4.2.5 Hysteresis and Gas Trapping Model 
In the reservoir simulation studies, hysteresis effects should be considered 
whenever there is a change in the injected fluid or the displacement mechanism is 
switched from drainage to imbibition, and vice versa. Figure 4.2 shows these cyclic 
changes between imbibition and drainage gas relative permeability curves. The WAG 
process is an example of this phenomenon. Therefore, it is critical to include a valid 
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hysteresis model in order to obtain accurate results in the WAG simulations. In the 
simulations in which hysteresis is not modeled and accounted for, only drainage gas 
relative permeability data are being used during the drainage and imbibition processes. 
This can cause the effect of trapped gas in the oil recovery to remain unaccounted for. 
Moreover, residual gas saturation predictions, which are the most important factors in the 
CO2 sequestration studies, can only be performed by employing the hysteresis model in 
the simulation.  
Trapped gas saturation influences water injectivity and is the primary determinant 
of the amount of miscible injected fluid retained in the reservoir, and therefore 
unavailable for oil displacement. In most studies (Jerauld and Rathmell, 1997; 
Christensen et al., 2000; Kumar et al., 2004) it has been shown that the trapped gas data 
are poorly fit by the Land (1971) equation but are reasonably well approximated by a 
modified form of the Land equation. Following, is a short description of this model. 
Based on Land's equation, gas saturation is divided into two parts, residual (or 
trapped) gas saturation and free gas saturation. His original empirical equation correlates 
the maximum residual gas saturation to the initial gas saturation (the point where 
drainage is shifted to imbibition). The equations below show this concept: 
 





− =                                                                                                   (4.11) 
where Sgi is the initial gas saturation, Sgf, the mobile gas saturation, C is the Land's 
constant, Sgr, the residual gas saturation, and Sg is the gas saturation. 
In our study, hysteresis in gas relative permeability curves was modeled using a 
modified Land's equation. In this method, gas relative permeability during the drainage 
process is calculated using user-defined relative permeability models. During imbibition, 
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and Sgh (hysteresis gas saturation) is the value of Sg where the shift to imbibition occurs. 
By definition, the values of Sgh are the values of gas saturations corresponding to the 
highest capillary pressures at all times. Hysteresis residual gas saturation (Sgrh) is also the 
values of Sgr corresponding to Sgh via modified Land's equation given below: 
 
max max
grh gr gh grgr gr g gr
1 1 1 1
S S S SS S S S
− = −
− −− −
                                        (4.14) 
where maxgrS is the user input value for the maximum residual gas saturation, and 
max
gS is 
maximum gas saturation which was considered equal to 1 in our study. After performing 
a set of 1-D homogeneous simulations, performance and accuracy of the hysteresis 
modeling in the simulator were checked. Figure 4.3 shows the relation between gas 
saturation and residual gas saturation using modified Land’s equation. It is also observed 
that our simulated values as well as experimental data from Jerauld and Rathmell (1997) 
follow this relation.  
 
4.2.6 Three-Phase Relative Permeability 
Since gas phase is the most non-wetting phase in a three phase oil, water and gas 
system therefore, gas phase relative permeability is only function of gas saturation. The 
water phase is also non-wetting phase with respect to oil and wetting-phase with respect 
to the gas phase. In fact this is the reason that shows slight hysteresis, but in our modeling 
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we assumed that hysteresis effect to be negligible. Furthermore, we assumed that the 
three-phase water relative permeability is only a function of water saturation, and is a 
weak function of the saturations of other present phases. Relative permeability of the oil 
phase, which is the intermediate wetting phase, is more influenced by interaction with 
other phases. There are different correlations to predict three-phase oil relative 
permeabilities, and extensive studies have been performed comparison these models 
(Baker, 1988; Jerauld, 1996; Spiteri and Juanes, 2004). In this study, we selected the 
saturation weighted interpolation method proposed by Baker (1988), since it has shown 
better correlation with experimental data so far (Delshad and Pope, 1989). Therefore, 
three-phase oil relative permeability data are constructed based on saturation-weighted 
interpolation between water-oil and gas-oil data as given by Equation 4.15: 
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                                                        (4.15) 
Table 4.1 shows all of the parameters used to generate the two-phase relative 
permeability and capillary pressure data for the three rock types used in the simulation 
models. 
 
4.3 NUMERICAL SIMULATION STUDIES 
In this section, we present the results for compositional simulation studies that 
were performed in two-dimensional and three-dimensional heterogeneous generic 
reservoirs. The effect of important factors in the WAG processes, on the oil recovery and 
the amount of stored CO2 was investigated to determine the optimum situation for a 
WAG process to achieve highest possible recovery and amount of CO2 trapped in the 
reservoir. Since WAG injection processes are strictly dependent on reservoir 
heterogeneity, the effect of reservoir heterogeneity parameters such as Dykstra Parsons 
coefficient and the correlation lengths in all three spatial directions were studied to 
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achieve comprehensive results for coupled CO2 sequestration and WAG processes under 
these uncertain variables. 
 
4.3.1 Two-Dimensional Simulation Model 
4.3.1.1 Model Description 
A cross sectional stochastic 2-D X-Z dipping model was built in the Cartesian 
coordinate.  The reservoir lithology was considered as sandstone, therefore all reservoir 
properties were selected based on this important assumption. The reservoir grid was 
initially set to 40×1×20. Table 4.2 shows the summary data for this reservoir. Figure 4.4 
shows the reservoir stochastic permeability field. The average horizontal permeability is 
110 md and the average porosity is 0.22 fraction of reservoir bulk volume. Rock-fluid 
interaction parameters were also calculated using the previously explained method and 
compared to data from Jerauld (1996). GEM, CMG's (2006) advanced general equation-
of-state compositional simulator was used to perform the simulations.  
Accurate characterization of a crude oil and then tuning of the EOS model, used 
in a compositional EOS simulator, are important first steps in simulating WAG and CO2 
flooding processes. Khan (1992) studied several light crude oils for this purpose and 
reported a systematic approach for selecting pseudo components and their properties that 
showed very good agreement with experimental data for conditions when both two- and 
three-phase flow are formed between the CO2 and crude oil. In addition, 1-D slim tube 
simulations were performed to check the accuracy of the model and determine the 
minimum miscibility pressure (MMP) between injected CO2 and reservoir fluid. Figure 
4.5 shows the comparison of simulated results and experimental data. As part of this 
preliminary study, the minimum miscibility pressure of reservoir oil with CO2 was 
calculated using Calsep's PVTSim (2004) using the modified Peng-Robinson EOS option 
and the same components and parameters used by Khan. The computed MMP was 1224 
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psia, which is in good agreement with experimental data. Table 4.3 shows the PVT 
parameters used in our study.  
 
4.3.1.2 Simulation Results and Discussion 
Before carrying out the main simulation cases, grid refinement was performed to 
determine the optimum number of gridblocks to carry out an accurate and consistent 
study. Also, to obtain the most resemblance to real world cases, water was injected up-
dip into the reservoir to establish the initial condition for the WAG process. Using the 
CMG's RESTART option, all of the WAG injection simulations were then carried out by 
restarting the previous simulation.  For all refinement study simulations, a WAG ratio of 
0.6 and a CO2 half-cycle of 3% HCPV were applied. In addition, an initial CO2 slug size 
was selected as 15% HCPV. Figure 4.6 shows the convergence graph for all of the 
refined cases. The water flood cases converged by using 100 blocks in the X direction 
and 40 blocks in the Z direction. The WAG process, with hysteresis-included, converged 
by taking 60 gridblocks in the Z direction and 125 gridblocks in the X direction. 
Considering the computational expenses and time, a 100×1×40 grid was chosen as the 
optimum case for all 2-D simulations. 
For the cases with a higher degree of refinement, it was necessary to apply a 
higher-order approximation scheme to reduce the numerical dispersion of the 
simulations. In addition, since very small grid sizes were used, the physical dispersion 
effect also was taken into account. By inputting the physical dispersion along with 
hysteresis model in the relative permeability data in the compositional simulation run, 
and due to the effect of the mathematical nature of physical dispersion (creating a second-
order derivative in the governing partial differential equation), severe numerical 
instabilities such as pressure overshooting and convergence problems were observed. To 
solve this problem, a fully implicit formulation along with two-point up-stream weighting 
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method under the control of a Total Variation Limiting (TVD) flux limiter was 
employed. The TVD limiter eliminates over- and under-shoots in the calculations. The 
limiter also allows the higher-order flux calculation to predominate in regions away from 
the edges of saturation fronts and fluid banks, and reverts the calculations to a more stable 
upstream scheme near these frontal regions where compositional variable and saturations 
were changing rapidly. 
After selecting the optimum number of gridblocks to continue the study, water 
was injected into the reservoir. In the water flooding stage, 48 percent of original oil in 
place (OOIP) was produced before the water cut reached 95 percent in the production 
well. Average remaining oil saturation after water flooding was 39 percent. Water 
breakthrough happened after almost 4.1 years and after about 12.6 years the water cut in 
the producing well reached 95 percent.  
The hysteresis effect is vital in obtaining accurate results for WAG process 
simulations. From the sequestration point of view, including the hysteresis in the 
simulation processes provides an accurate prediction for amount of trapped gas. Residual 
gas is the immobile form of the gas and will reside in the reservoir for a long period of 
time. This is basically the ultimate goal for storing CO2 underground. By including 
hysteresis in the simulation model it will be possible to calculate portions of the gas in 
both residual and free forms. It should be noted that the residual gas saturation for each 
gridblock will be different depending on the rock type for that gridblock. By employing a 
special version of GEM provided to The University of Texas at Austin by CMG, Ltd., we 
were able to calculate corresponding Sgh (hysteresis gas saturation, which is the maximum 
gas saturation in each gridblock at any time the during entire simulation period), as well 
as Sgrh (residual gas saturation corresponding to its Sgh value in each gridblock). Figure 
4.7-a shows the hysteresis gas saturation (Sgh), Figure 4.7-b shows the residual hysteresis 
gas saturation (Sgrh), and Figure 4.7-c shows the gas saturation (Sg) distribution at the end 
of WAG injection. Residual hysteresis gas saturation data in Figure 4.7-b shows the 
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actual trapped portion of the gas during simulation. The difference between gas saturation 
data, shown in Figure 4.7-c and residual hysteresis gas saturation values will show the 
portion of CO2 in free form or mixed with the hydrocarbon phase. It can be observed that 
due to the effect of higher heterogeneity, some parts of the reservoir have not been swept 
by gas, resulting in a very high remaining oil saturation and low gas saturation areas.  
From production perspective, hysteresis is responsible for trapping CO2 in the 
reservoir as residual gas, causing a higher efficiency of the flood. Figure 4.8 shows the 
comparison of oil recovery factor for different simulation cases, with and without 
hysteresis and at different WAG ratios, but all at the same CO2 slug sizes. Injection of 
water after each gas cycle causes gas to be trapped in the reservoir due to hysteresis, 
reducing gas mobility. Consequently, this can make barriers to the water phase resulting 
in lower water cut as well as lower gas-oil ratio. In addition, gas trapping can help 
achieving better sweep, which results in higher recovery compared to the simulations 
without the hysteresis model. It is also seen from Figure 4.8 that due to the reduction in 
the oil relative permeability, because of the existence of trapped gas, oil mobility reduces, 
which causes better sweep but over a longer period of time. 
The effect of hysteresis is more obvious from the CO2 storage perspective. Figure 
4.9 shows the comparison of average gas saturation in the reservoir sector for cases with 
and without hysteresis, applied in the model. By applying hysteresis, the predictions for 
CO2 saturation are 60 percent higher than in the cases without hysteresis at the end of the 
simulation. But, from a recovery viewpoint, there seems to be little difference between 
these two cases. Oil recovery is almost 3 percent higher in the cases that hysteresis was 
applied in the simulation. It should be noted that depending on the hysteresis parameters 





4.3.2 Field-scale Simulations 
Based on our initial observations from the 2-D WAG injection simulation results, 
quantifying the effect of WAG parameters (e.g. WAG ratio and CO2 slug size), 
hysteresis, and reservoir heterogeneity characteristics (e.g. Dykstra-Parsons coefficient, 
dimensionless correlation length in X, Y, and Z direction) in the WAG injection 
processes was crucial for coupled EOR and sequestration studies. Field-scale 
compositional simulations of WAG injection were performed to investigate these effects 
in a more detailed manner. In order to carry out a comprehensive study of the mentioned 
parameters, an experimental design method was applied. 
Design of experiment (DOE) is a tool to perform a comprehensive sensitivity 
study on the factors or parameters with some range of uncertainties in order to understand 
their individual or combined effects on pre-defined process(es), called Response 
variable(s). Responses are representatives of the objectives of the process as the output, 
and the settings for the parameters and decision variables as the input. Experimental 
design is based on the application of different sampling methods (e.g. Latin hyperbolic 
method) to identify a subset of experiments from a larger set, according to the number of 
factors that need to be analyzed. By applying this method, attempt is made to maximize 
information obtained from this subset of experiments in order to achieve a comprehensive 
level of information on the whole set of necessary experiments. Results from these 
limited experiments are statistically evaluated to define the significance of the different 
factors on the main process(es). An experimental design study is used to generate 
Response Surfaces (RS) that are able to predict the effect of variations of factors in a 
simple mathematical form. There are different techniques, such as two-level factorial 
design, three-level factorial design, D-optimal, and etc., to perform a successful 
experimental design study (Montgomery, 2001).  
The two-level factorial design method was used to carry out the sensitivity 
analysis. It should be noted that the main goal of this study was to determine the optimum 
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values or scenarios of the mentioned parameters, to achieve both maximum possible oil 
recovery and the stored amount of CO2.  It was also desired to investigate the interaction 
between hysteresis modeling and importance of bigger scale phenomena such as areal 
sweep and reservoir heterogeneity. Table 4.4 shows the design parameters and their 
corresponding range of variation for this study. Defined range of the variables was taken 
from Jarrel et al. (2002) and Christensen et al. (2001). 
 
4.3.2.1 Reservoir Model 
A 3-D corner point reservoir grid was constructed for our simulation case studies 
and then stochastic permeability and porosity values were assigned for the gridblocks. 
The reservoir lithology was considered as sandstone; therefore, all reservoir properties 
were based on this important assumption. The average horizontal permeability is 113 md 
and the average porosity is 0.23 fraction of reservoir bulk volume for all of the stochastic 
fields. Figure 4.10 shows two cases of the reservoir stochastic permeability fields. The 
same hysteresis parameters were used as in the 2-D simulation cases. Reservoir geometry 
comprised two anticline domes adjacent to each other with a 200 ft thickness at the depth 
of 6100 ft. The reservoir grid was set to 28×40×15 gridblocks. Table 4.5 shows the 
summary data for the reservoir properties. For rock-fluid and PVT data, we used the same 
relative permeability and hysteresis models as in the 2-D simulation models. The same 
PVT data that were used in the 2-D cross sectional simulations was applied here as well. 
Reservoir fluid was considered in a vertical equilibrium condition with water-oil contact 
of 6400 ft. The bottom aquifer was not considered an active supporting energy source for 
the reservoir. Table 4.5 shows the average oil and water saturation in the reservoir. Since 
all of the reservoir blocks were classified into three different rock types, maximum 
residual gas saturation values were calculated for each rock type according to the 
previously stated correlations (Holtz, 2002).  
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Similar to the 2-D simulations, and to obtain the most resemblance to the real 
world cases, all of the WAG injection simulations restarted at the end of the waterflood. 
Water was injected nearly up dip using 6 vertical wells and oil was produced by 13 
vertical wells in the oil zone. Figure 4.11 shows the 3-D view of the remaining oil 
saturation at the end of the water flood in one of the simulation cases. By the end of the 
primary and water flooding stages, an average of 42 percent of original oil in place 
(OOIP) was produced in different simulation cases (considering 98 percent water cut as 
the production limit for each well). The average remaining oil saturation after water 
flooding was 31 percent.  The duration of water flooding was almost 5.3 years. After 
water flooding, WAG injection simulations were performed. In this stage, water and CO2 
were injected alternately with three injection wells, and oil was produced using 15 
production wells. The injection rate was controlled by a maximum Bottom Hole Pressure 
(BHP) constraint set to 3300 psi (fracture pressure at the depth of 6000 ft). The 
production wells operated under a minimum bottom hole pressure constraint of 1400 psi. 
The injected volumes of the fluids at the reservoir condition were controlled for each 
cycle to honor the WAG ratio and CO2 slug sizes. Therefore, injection fluids were 
automatically being switched during the period of simulation time. By applying extensive 
well completion scenarios, it was tried to control the amount of water and CO2 
production. For instance, when the water cut reached 98% or gas-oil ratio reached 20000 
scf/STB, most offending layers were plugged and checked periodically to see whether 
previously violated monitored constraints had ceased being violated. If so, the layer was 
reopened automatically. As another well control operation for WAG injection 






4.3.2.2 Simulation Results and Discussion 
Considering the results from 2-D simulations of the WAG flooding process, it can 
be inferred that more simulations needed to be performed to examine the effect of other 
factors, such as reservoir heterogeneity as well as a combination of different parameters 
on the considered objective functions in field-scale cases. Ranking the effect of 
considered parameters on oil recovery and the amount of stored CO2 can also be made 
possible by applying statistical analysis on the simulation results. This can be a powerful 
tool in screening the candidate reservoirs and the flood design parameters for any WAG 
process. 
In this study, the oil recovery factor and the amount of stored CO2 (CO2 
saturation) were initially chosen as our objective functions, and the main goal was to 
determine the optimal combination of design variables under the range of variation for 
each one. Two-level factorial design method was utilized to plan the number of 
simulation runs and status/value of each uncertain parameter in any simulation case. If 
classical sensitivity analysis was supposed to be applied, 64 simulation cases were 
necessary to be performed in order to obtain the final results; but according to the number 
of factors and selected experimental design method, 16 different compositional 
simulation cases were selected out of those 64 (26) simulation runs. Therefore, the 
amount of computational time and engineering expenses was reduced by 75 % . Table 4.6 
shows the selected simulation runs and status/value of different parameters in each case. 
Based on this plan, 16 input data series were set up and CO2-WAG simulations were 
carried out for all of them. Table 4.7 shows the results for all of the objective functions 
obtained from performing those simulation runs. 
It is clear from Table 4.7 that because of constraint in the GOR and water-cut 
(WC) of the production wells, the duration of the simulation runs (to reach GOR/WCUT 
of production wells to 20000 SCF/STB) was different for each case. Therefore, it was 
necessary to enter the factor of time as another criterion to account for its effect in the 
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previously considered objective functions. The best way to apply this was to consider Net 
Present Value (NPV) for each simulation as the third objective function. Table 4.7 shows 
the results for oil recovery, CO2 saturation, and NPV as final objective functions in 
different simulation cases. In order to perform the NPV calculations, the economical 
parameters shown in Table 4.8 were assumed. It can be observed from Table 4.7 that the 
incremental oil recovery varies from 14.7% to 25.9% for various simulation cases. CO2 
saturation varies between 0.04 and 0.26 and the NPV of the simulations is changing from 
20.6 to 41.8 $MM.  
Figure12 shows the simulation results for oil recovery factor for several 
sensitivity cases listed in Table 4.6. Run numbers 1 and 15 have hysteresis included in 
the models compared to the two other runs in which hysteresis was not applied. It is seen 
that in the cases with hysteresis oil recovery seems slightly higher but over a longer 
period of simulation time. This is due to the effect of trapped gas blocking the oil flow. 
Figure 4.12 also shows that simulation runs 1 and 16 have overall lower recoveries 
compared to the two other runs. This is mostly due to the effect of higher heterogeneity 
(more specifically, higher Dykstra-Parson's coefficient) in the runs 1 and 16. Despite the 
fact that these two runs have lower WAG ratios and slug sizes, and intuitively they 
should have higher oil recoveries, however, due to the effect of higher heterogeneity they 
have lower oil recoveries compared to the two other runs. This clearly shows that 
reservoir heterogeneity has higher impact on oil recovery than WAG ratio and slug size. 
Figure 4.13 shows the average gas saturation distribution over time in the 
reservoir for aforementioned sensitivity runs. Bigger oscillations in the gas saturation in 
runs 1 and 15, compared to two other scenarios, indicate higher slug sizes and WAG 
ratios. Comparing runs 1 and 16, where both runs have the same WAG ratio and slug 
sizes, shows that due the effect of hysteresis which has been accounted for in run 1, 
higher gas saturation is achieved in the reservoir. Due to the same reason, run 15 has 
higher gas saturation than run 11. 
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Figure 4.14 shows the results of statistical analysis on the simulation results. It 
shows the effect of all six factors on both estimated oil recovery and CO2 storage 
objective functions using two-level factorial design method. The effect on the X axis 
represents the change in the average response when a factor varies from its low to high 
value within the range of uncertainty. The effect is negative (blue colors) when the 
increase in the factor from the low side to the high side decreases the response value, and 
the effect is positive when the increase in the factor from the low side to the high side 
increases the response value. High influential factors (first-order effects) on the recovery 
and storage objective functions are shown in Figure 4.14. Based on the parameters and 
the reservoir conditions studied, the order from most to least influential factors on the 
recovery objective are Dykstra-Parsons coefficient, combination of WAG ratio and slug 
size, and slug size by itself. Whereas, for the storage objective by far the most influential 
factor is WAG ratio, then a combination of WAG ratio and hysteresis, and then hysteresis 
by itself. It should be noted that some of these parameters have negative and positive 
effects on the responses. For instance, it is evident from the statistical analysis that when 
WAG ratio increases, it can greatly decrease the storage response. Also, if hysteresis 
models were not applied in the model, the storage objective function is reduced 
significantly. After defining sensitive parameters and ranking them based on their 
importance on each objective function, the response surfaces are generated. Figure 4.15 
demonstrates the response surfaces for CO2 saturation and Figure 4.16 shows the 
responses for recovery objective function. These response surfaces are presented at 
different WAG ratio and slug sizes but other uncertain parameters corresponding to these 
response surfaces are shown in the figure. According to Figure 4.15, storage response 
shows relatively linear trend; it decreases with the increase in the WAG ratio and does 
not change significantly with variation in slug size. In addition, it is shown that if 
hysteresis was applied in the simulation model, storage responses have qualitatively 
similar trend (function) with respect to the other parameters, but is quantitatively lower 
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than the cases in which hysteresis was not applied. According to Figure 4.16, the oil 
recovery response surfaces are demonstrating fairly non-linear trend. As with the storage 
responses, it is shown that applying hysteresis in the model generally causes an increase 
in oil recovery. It also shows that at relatively low WAG ratios, smaller slug sizes are 
needed in order to achieve higher recoveries and vice versa. 
 Mathematical forms of generated response surfaces were utilized to perform 
optimization on oil recovery and the amount of stored CO2 as well as Net Present Value 
(NPV) for the WAG process. Therefore, optimization processes were performed to define 
conditions for any of six uncertain factors by which the highest possible recovery, 
storage, and net present value is achieved. An equally-weighted combination of recovery 
and storage objective functions was also considered as another optimization scenario. It 
should be noted that the dollar value of each cubic feet of stored CO2 and the dollar value 
of each standard barrel of oil produced as two dimensionless-type parameters were both 
considered as representative for net present value of each simulation case.  They were 
calculated by dividing NPV of each simulation case by the total amount of stored CO2 
and also the total amount of oil produced. Table 4.9 shows the results of four different 
optimization scenarios that were defined in this study. In addition, status/values for each 
uncertain parameter in order to achieve optimum value for defined objective functions 
were suggested by the method of response surfaces for each scenario. These results are 
shown in Table 4.9 as well.  
Another advantage of applying experimental design and the method of response 
surfaces to perform the optimization process is that the optimized values for all scenarios 
can be predicted with a specified margin of error. In this study, these predicted values for 
each scenario are shown in Tale 9. Predicted response values for each optimization 
scenario were very close to the values that were acquired by performing their 
corresponding simulation runs. It is also evident that the effect of hysteresis modeling is 
vital in obtaining accurate results for recovery predictions and particularly for the amount 
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of stored CO2. Table 4.9 shows that hysteresis has a very large impact on the behavior of 
CO2 in terms of both oil recovery and storage in heterogeneous oil reservoirs. In addition, 
it can be seen that the CO2 storage is greater for oil reservoirs with low heterogeneity and 
at lower WAG ratio and CO2 slug sizes. Profit gained from a CO2-EOR project is 
expected to be greater for oil reservoirs with low heterogeneity and at high WAG ratio 
and large CO2 slug sizes. 
 
4.4 SUMMARY AND CONCLUSIONS 
Two-dimensional and field-scale compositional reservoir simulation study was 
performed to investigate the effect of hysteresis on the amount of stored CO2 and oil 
recovery in a coupled EOR and sequestration study. Results of this study show the effect 
of hysteresis gas saturation on CO2 storage as well as on the oil recovery. Hysteresis gas 
saturation and residual hysteresis gas saturation are two of the main factors in performing 
a CO2 sequestration study, especially when cyclic saturation behavior (similar to that in 
the WAG injection) is being modeled. These two parameters can be modeled when 
hysteresis is taken into account. Hysteresis is responsible for trapping the CO2 in the 
reservoir as residual gas, causing higher efficiency of the flood. It should be mentioned 
that due to the reduction in the oil relative permeability because of the existence of 
trapped gas, oil mobility is reduced. This causes better sweep but takes a longer period of 
time. In addition, by applying hysteresis, the predictions for CO2 saturation are higher 
than in the cases without hysteresis at the end of the simulation. From the recovery 
viewpoint, there seem to be few differences between these two cases. In this study, 
experimental relative permeability data (Jerauld, 1996) along with a modified Land's 
model (to account for hysteresis) was applied in all of the simulation cases.   
The impact of hysteresis on the simulation results of a vertical cross sectional 
model was investigated. Grid refinement was performed to study the convergence 
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behavior of the model. Due to the application of very small grid sizes, the physical 
dispersion effect also was taken into account. Because of the complicated nature of the 
problem (compositional simulation with hysteresis and physical dispersion included in 
the model), some numerical oscillations occurred during the simulations even while using 
a higher-order approximation scheme with TVD limiter.  
Field-scale 3-D compositional simulations of WAG injection were performed to 
quantify the effect of WAG parameters (e.g. WAG ratio and CO2 slug size), hysteresis, 
and reservoir heterogeneity (such as Dykstra-Parsons coefficient and dimensionless 
correlation length in three dimensions) in the WAG injection processes by applying a 
two-level factorial experimental design method. After the statistical analysis of the 
simulation results, the effect of all six uncertain parameters on oil recovery and CO2 
storage as well as project economics was determined. Based on the parameters and the 
reservoir conditions studied, the most to least influential factors for recovery objective 
are Dykstra-Parsons coefficient, combination of WAG ratio and slug size, and slug size 
by itself. However, for storage objective, by far the most influential factor is WAG ratio, 
followed by combination of WAG ratio and hysteresis, and lastly hysteresis by itself. 
The optimization process was carried out to define conditions for all six 
parameters by which the highest possible recovery and storage can be achieved. All of 
the optimized values for all objective functions predicted by design of experiment and 
response surface method are close to the values obtained by an exhaustive simulation 
study, but using fraction of computational time for the exhaustive simulations. It was also 
shown that hysteresis has a very large impact on the behavior of CO2 in terms of both oil 
recovery and storage in heterogeneous oil reservoirs. In addition, it has been shown that 
CO2 storage is greater for oil reservoirs with low heterogeneity and at lower WAG ratio 
and CO2 slug sizes. Profit gained from a CO2-EOR project is expected to be greater for 
oil reservoirs with low heterogeneity and at high WAG ratio and Large CO2 slug sizes. 
This study demonstrates that compositional reservoir simulation in conjunction with 
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experimental design and the method of response surfaces can be used efficiently in 
optimization studies in coupled CO2 sequestration and enhanced oil recoveries. 
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Table 4.1: Parameters used in constructing the rock-fluid data for 3 different rock types 
 Rock Type 1 Rock type 2 Rock Type 3 
Average porosity, frac. 0.16 0.25 0.34 
Average permeability, md 1.82 114 2420 
Maximum trapped gas saturation, frac. 0.45 0.3 0.2 
End point water relative permeability, 
k°rw 
0.4 0.5 0.65 
End point oil relative permeability, k°ro 0.45 0.8 0.95 
Irreducible water saturation, Swirr 0.45 0.2 0.15 
Residual oil saturation, Sor 0.35 0.3 0.25 
Residual gas saturation, Sgr 0 0 0 
Water phase exponent, Cwo4 2.5 2.5 2.5 
Water phase exponent, Cwo5 2 1 1 
Gas phase exponent, Cg1 2.7 3.2 3.2 
Gas phase exponent, Cg2 5 6.5 6.5 
Water-oil interfacial tension, σ (dyne/cm) 25 25 25 
Gas-oil interfacial tension, σ (dyne/cm) 18 18 18 
Entry value of J-function-Gas phase, Je 0.2 0.2 0.2 
Entry value of J-function-Water phase, Je 0.4 0.4 0.4 



























Table 4.2: Summary of input data for 2-D cross sectional reservoir cases 
 40×1×20 
Length, ft 2000 
Dip, Degree 10 
Thickness, ft 200 
Number of Blocks 40×1×20 
Gridblock Size, ft 50×1×10 
Number of Gridblocks 800 
Vertical to horizontal Perm. Ratio 0.1 
Average horizontal permeability, md 110 
Average vertical permeability, md 11 
Average porosity 0.224 
Initial Pressure, psia 2200 
Initial Oil Saturation, frac. 0.75 
Initial Water Saturation, frac. 0.25 
Residual Oil Saturation 0.3-0.35 
Residual Water Saturation 0.15-0.2 
End Point Mobility Ratio 12-18 
Temperature, °F 110 
Reservoir Aspect Ratio (RL) 3.16 
Dykstra-Parsons coefficient 0.8 
Correlation Length in x and y direction (λx,λy), ft 500 
Correlation Length in z direction (λz), ft 40 
Pore Volume, M. RB 780 
OOIP, M STB 520 
HCPV, M RB 582 





CO2 C1 C2-C3 C4-C6 C7-C16 
C17-
C29 C30+ 
Mole fraction, frac. 0.0192 0.0693 0.1742 0.1944 0.3138 0.1549 0.0742 
Critical P, atm 72.799 45.400 44.932 33.238 20.676 15.675 15.636 
Critical T, deg K 303.89 166.67 338.34 466.12 611.116 777.784 972.23 
Acentric Factor 0.225 0.008 0.126 0.244 0.639 1.000 1.281 
Mw, gm/gmol 44.010 16.043 36.013 70.520 147.182 301.476 562.81 
Volume Shift 0.140 -0.154 -0.009 -0.041 0.064 0.179 0.301 
Parachor 49.000 71.000 135.00 231.62 439.147 788.222 1112.5 
Omega A 0.4572 0.3496 0.4572 0.4572 0.45724 0.45724 0.4572 
Omega B 0.0778 0.0680 0.0778 0.0778 0.07780 0.07780 0.0778 
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Table 4.4: Experimental design parameters for WAG injection 
Factors Type Low High 
A: WAG Ratio Numeric 0.25 3 
B: Slug Size, %HCPV Numeric 0.5 8 
C: Dykstra-Parsons coefficient Numeric 0.6 0.9 
D: Hysteresis Categoric D1 (Applied) D2 (Not applied) 
E: Dimensionless Correlation Length in X, 
Y Direction, λDx,y 
Numeric 0.2 2 
F: Dimensionless Correlation Length in Z 
Direction, λDz 






Table 4.5: Summary input data for 3-D reservoir case 
Length, ft 3500 
Width, ft 2500 
Thickness, ft 150 
Number of Blocks 28×40×15 
Gridblock Size, ft 90×90×10 
Number of Gridblocks 16800 
Vertical to horizontal Perm. Ratio 0.1 
Average horizontal permeability, md 113 
Average vertical permeability, md 11 
Average porosity 0.22 
Reference Initial Pressure, psia 3000 
Reference Depth, ft 6140 
Initial Average Oil Saturation, frac. 0.64 
Initial Average Water Saturation, frac. 0.36 
Temperature, °F 110 
Dykstra-Parsons coefficient 0.6 , 0.9 
Dimensionless Correlation Length in x, y directions (λx, λy), ft 0.2-2.0 
Dimensionless Correlation Length in z direction (λz), ft 0.3-0.4 
Pore Volume, MM. RB 52.11 
OOIP, MM STB 17.2 










A: WAG Ratio 
(0.25-3.0) 
Factor 2 














1 0.25 0.5 0.9 D1 2.0 0.4 
2 0.25 8.0 0.6 D2 2.0 0.3 
3 0.25 0.5 0.6 D1 0.2 0.3 
4 0.25 8.0 0.9 D2 0.2 0.4 
5 3.0 8.0 0.9 D1 2.0 0.3 
6 0.25 8.0 0.9 D1 0.2 0.3 
7 3.0 8.0 0.9 D2 2.0 0.4 
8 3.0 0.5 0.6 D1 2.0 0.3 
9 3.0 0.5 0.9 D2 0.2 0.3 
10 0.25 0.5 0.6 D2 0.2 0.4 
11 3.0 8.0 0.6 D2 0.2 0.3 
12 3.0 0.5 0.9 D1 0.2 0.4 
13 0.25 8.0 0.6 D1 2.0 0.4 
14 3.0 0.5 0.6 D2 2.0 0.4 
15 3.0 8.0 0.6 D1 0.2 0.4 
16 0.25 0.5 0.9 D2 2.0 0.3 
 
Table 4.7: Results for objective functions of simulation cases 
Run 
# 
Duration Of  













1 15 23.3 0.26 29.3 
2 4.8 16.9 0.16 25.8 
3 4.6 20.5 0.21 31.6 
4 8.8 21.3 0.18 25.3 
5 41 22.7 0.12 30.2 
6 35 25.9 0.25 31.5 
7 44 21.3 0.08 31.9 
8 21 14.7 0.07 22.1 
9 52 19.6 0.07 20.6 
10 2.1 19.8 0.21 31.7 
11 18 20.3 0.06 40.6 
12 54 20.0 0.09 21.6 
13 4.7 15.9 0.16 25.1 
14 18 14.9 0.04 22.4 
15 21 19.4 0.10 41.8 
16 38 25.8 0.26 34.6 
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Table 4.8: Important economical parameters for NPV calculations 
Oil Price  $45 /bo 
Oil Price Increase  10 % 
Royalty 12.5 % 
CO2 Price $0.85 /mcf 
Operational Cost Inflation 1.5 % 
Recycle Cost $0.35 /mcf 
Lift Cost $0.2 /bbl 
Discount Rate 12 % 
Fed. Tax Rate 32 % 




















Factor 1  
A: WAG Ratio  
0.26 0.29 3 0.25 
Factor 2  
B: % Slug Size  
0.63 1.51 8 0.57 
Factor 3  
C: Vdp  
0.9 0.8 0.6 0.9 
 Factor 4  
D: Hysteresis  
D2 (Not 
Applied) 
D1(Applied) D1(Applied) D1(Applied) 
 Factor 5  
E: λDx,y  
0.3 1.33 0.3 0.45 
Factor 6  
F: λDz  
0.2 0.23 0.4 0.2 
Oil Recovery,  
% OOIP 
25.9 24.3 18.6 25.2 
CO2 Saturation, 
frac. P.V. 
25.5 28.0 6.2 26.6 
$/MCF 
CO2 Stored 















































Figure 4.2- Cyclic behavior of the gas relative permeability with hysteresis-included in 

































   
   
   
   
   
   
























   
   
   
   
   































Figure 4.3- Relation between gas saturation and residual gas saturation presented by 
Modified Land’s equation along with some experimental and simulated values 
 
 
Figure 4.4- Two-dimensional cross sectional view of stochastic permeability field; scale 






























   
   
   
   
   
   
Experimental data
Three-phase Simulations from Khan (1992)
Two-phase Simulations from Khan (1992)
Simulations by GEM
 
Figure 4.5- One-dimensional slim tube experimental and simulation data to determine the 

































Figure 4.7- Maximum gas saturation (Sgh) in each gridblock at any time during 
simulation, (a), residual gas saturation (Sgrh) in each gridblock at the end of the 


















Figure 4.8- Comparison of cumulative oil recovery in simulation cases with and without 























































Figure 4.10- 3-D view of a realization of the stochastic permeability field for run 













Figure 4.11- 3-D view of remaining oil saturation at the end of waterflood (Run number 








































































Figure 4.14- Evaluating effect of all four factors on recovery factor (left) and storage 

























Figure 4.15- Response surfaces generated for CO2 storage objective function at different 
WAG ratio and slug sizes and other specified parameters (Note: D1 in hysteresis 
parameter denotes that hysteresis has been applied in the simulation model and D2 means 




















Figure 4.16- Response surfaces generated for oil recovery objective function at different 
WAG ratio and slug sizes and other specified parameters (Note: D1 in hysteresis 
parameter denotes that hysteresis has been applied in the simulation model and D2 means 




Chapter 5: Flood Design Optimization for Coupled CO2 Sequestration 
and Enhanced Oil Recovery  
5.1 INTRODUCTION 
Sequestration of carbon dioxide in geological formations is the most direct carbon 
management strategy for long term reduction of anthropogenic CO2 from the atmosphere. 
There are several options for storing CO2 underground. Injecting CO2 into deep saline 
aquifers probably is one of the main CO2 options for future large scale projects. This 
method of carbon mitigation has shown to be costly and sometimes accompany risks 
associated with leakage. Injecting CO2 into the mature oil and gas fields is another option 
for storing CO2. Most of the aspects of CO2 injection into the reservoirs for the purpose 
of Enhanced Oil Recovery (EOR) have been known for decades (Wang et al., 1984; Khan 
et al., 1992; Lim et al., 1992; Guler et al., 2001). But there are some differences between 
injecting CO2 for the purpose of pure EOR and the one for both CO2 sequestration and 
EOR projects. Carbon dioxide injection for the purpose of Enhanced Oil Recovery (EOR) 
has been proven to be one of the most effective methods in tertiary hydrocarbon 
recovery.  
In particular, miscible displacement of crude oil by CO2 is caused through 
extraction of hydrocarbons from oil into the CO2 and by dissolution of CO2 into the oil. 
When injection of CO2 is coupled with storing it in the oil reservoirs, that might prove to 
be environmentally safe as well. This is mostly due to the extensive available information 
about target reservoir properties and other subsurface mechanisms. Also oil and gas 
reservoirs have been known to be effective in preventing the upward migration of fluids 
over geological time periods which is vital for long term fate of CO2 storage. These type 
of coupled EOR and sequestration projects are cost effective as well. Due to the fact that, 
surface and subsurface infrastructure already exists in oil and gas fields that can be 
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utilized during sequestration phases. However, storing CO2 in the oil reservoirs is a 
complex issue spanning a wide range of scientific, technological, economic, safety, and 
regulatory issues.  
Due to the current relatively high oil prices, special attention has been made 
toward coupled CO2-EOR and sequestration projects in different parts of the world. This 
will serve industry in both reducing anthropogenic CO2 level as well as increasing oil 
production. Currently, total oil production from CO2-EOR projects are slightly over 
205000 bbl/d (Moritis, 2004) , and if we assume that in average 10 bbl of oil are 
produced for every ton of CO2 injected (Jessen et al., 2005), it can be concluded that  
roughly 20500 tons of CO2 are injected per day into the oil reservoirs. The main issue is 
currently shortage of available CO2 sources for injection into the reservoirs (Moritis, 
2007). If regulations are set for CO2 sequestration, it is obvious that vast amount of CO2 
sources can be made available to the EOR projects and this could increase storage 
capacity of the projects. In EOR projects the goal is to make a profit by minimizing the 
use of CO2 and reusing the gas once it has been produced for the reservoir undergoing the 
CO2 flood. Whereas, with coupled EOR and sequestration, the goal is to maximize the 
storage of the CO2.  To a large extent, these appear to be competing goals. Especially 
engineering and operational design parameters are substantially different.  
The purpose of this research is to better quantify the potential for two main 
objectives: enhanced oil recovery and storage of CO2 in mature oil reservoirs, over a 
wide range of uncertainty in the design variables. Sensitivity analysis is preformed to 
investigate the effect of uncertainties in the design and reservoir parameters. Statistical 
analysis such as Design of Experiment (DOE) and Response Surfaces Methodology 




5.2 PRELIMINARY STUDIES FOR FLOOD DESIGN OPTIMIZATION 
A three-dimensional model was established as a base model for the preliminary 
CO2 flood simulation studies. Table 5.1 shows the summary of input data for the generic 
reservoir model. It should be mentioned that stochastic permeability as well as porosity 
field were created with given characteristics in Table 5.1. We assume the reservoir is 
limited by four sealing faults in its boundaries. The average horizontal permeability is 
100 md and average porosity is 0.22. Figure 5.1 shows the cross sectional and areal view 
of the permeability field. Holtz's (2002) correlation was used to create the reservoir 
porosity field. A corner point grid was used to model the geology. Using the two-phase 
relative permeability data, a linear iso-perm function built-in GEM, was applied in order 
to obtain three-phase relative permeability data.  
Before CO2 flooding, water injection was simulated to establish an initial 
condition for CO2 flooding and then different schemes of CO2 flooding were performed 
to investigate the best plan for maximizing oil production and CO2 sequestration. Water 
was injected using one horizontal well (numerical layer 17) and oil was replaced in the up 
dip direction and produced by another horizontal well at one of the top layers (third 
numerical layer). In this process, 38.2 percent of original oil in place (OOIP) was 
produced before the water cut reaches 95 percent in the production well. Average 
remaining oil saturation after water flooding was 0.41 (in contrast with 0.65, initial oil 
saturation). Water breakthrough occurred after almost 22 years and after about 68 years 
water cut in the producing well was reached to 95 percent. To obtain consistency with 
real world cases and obtain more reasonable results, the CO2 injection simulation started 
form the time that water injection simulation had been terminated.  
Fourteen different scenarios were simulated based on two main schemes: 
producing the whole reservoir at one stage, or sweeping reservoir in three stages. In most 
of these cases employing different well control techniques including various injection and 
production pressures, shut it and open strategies, and combination of horizontal and 
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vertical wells were investigated toward maximizing oil recovery and CO2 storage. Table 
5.2 shows the list of the different runs with their corresponding flood design settings. In 
the one-stage operations, CO2 was injected down dip all the way through whole length of 
the reservoir. Gravity stable displacement was simulated in one stage scheme but due to 
the low average reservoir permeability and very low CO2 front velocity; it did not seem 
to be proper scenario for the designed reservoir. Non-gravity stable displacements in one 
stage scheme were more effective in achieving the both objectives. Table 5.3 shows the 
results for the one-stage simulations including gravity stable displacement scenario. 
Figure 5.2 compares the differences in the CO2 front shape and position in gravity stable 
displacement versus that of non-gravity stable mode at two outstandingly different time 
scales. 
In three stages operations, CO2 was injected down dip and oil was produced in a 
well at distance equal to one-third of the reservoir length. When the Gas Oil Ratio (GOR) 
at the production well reached 30,000 Scf/STB, the simulation was stopped and current 
production well was switched to injection well for the second step and a new production 
well was placed in the next one-third portion of the reservoir, down dip. This was 
continued until the whole reservoir was swept. Figure 5.3 shows the schematic view of 
the three-stage flood design in the reservoir. Figure 5.4 compares differences in the 
results between one-stage and three-stage operations. In the one-stage design, by end of 
the CO2 flood, 17.6 % OOIP was recovered, 72.9 % of injected CO2 was stored, 10.4 
MScf of CO2 was injected per each barrel of produced oil, and 7.6 MScf of CO2 was 
stored per any barrel of oil which was produced. In the three-stage design, by end of the 
CO2 flood, 20.7 % OOIP was recovered, 57.4 % of injected CO2 was stored, 14.1 MScf 
of CO2 was injected per each barrel of produced oil, and 8.1 MScf of CO2 was stored per 
any barrel of oil which was produced. It is seen that applying a three-stage strategy 
helped to sweep the reservoir effectively (higher oil recovery) and to increase the amount 
of stored CO2 (higher storage performance).  
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A total of nine different scenarios were simulated based using three-stage design. 
Applying various well specifications in both producers and injectors was the main 
difference among these scenarios. Figure 5.5 shows remaining oil saturation and sweep 
efficiency differences at the end of CO2 flood between cases where vertical and 
horizontal producers have been applied. In the case that both production and injection 
wells were horizontal, by end of the CO2 flood, 19.8 % OOIP was recovered, 44.3 % of 
injected CO2 was stored, 13.7 MScf of CO2 was injected per each barrel of produced oil, 
and 6.1 MScf of CO2 was stored per any barrel of oil which was produced. In the case of 
employing horizontal injection and vertical production wells, by end of the CO2 flood, 
13.9 % OOIP was recovered, 50.5 % of injected CO2 was stored, 15.6 MScf of CO2 was 
injected per each barrel of produced oil, and 7.9 MScf of CO2 was stored per barrel of oil 
which was produced. Table 5.4 presents a summary of the results for all of the three-stage 
simulations. 
We also investigated the open and shut-in strategy for the injection well (3 
months injection and one month shut-in) to stabilize the CO2 front and try to increase 
sweep efficiency along with the amount of storage. By applying this design, the oil 
recovery increased significantly but storage did not change much. In this scenario, by the 
end of CO2 flood, 26.8 % OOIP was recovered, 42.1 % of injected CO2 was stored, 13.4 
MScf of CO2 was injected per each barrel of produced oil, and 7 MScf of CO2 was stored 
per barrel of oil which was produced. Figure 5.6 shows both areal and cross sectional 
views of the remaining oil saturation at the end of the CO2 flood. 
According to our preliminary study on co-optimizing flood design for coupled 
CO2 sequestration and EOR, it is seen that there are different uncertain parameters which 
affect the final flood results significantly and they have to be studied systematically to 




5.3 UNCERTAINTIES IN FLOOD DESIGN PARAMETERS  
Both of the objectives for coupled EOR and sequestration projects (maximum 
recovery and maximum storage), depend on the large number of parameters and on the 
strategy used to flood the oil reservoir. Different mobility control techniques such as 
WAG injection can enhance and help in increasing sweep efficiency and consequently 
higher oil recovery but may jeopardize the storage objective. In addition, parameters such 
as type of injection and production wells and their operating constraint can affect the 
results significantly. For instance, gravity stable displacement of CO2 (which can be 
achieved by relatively small injection and production rates) can greatly enhance the oil 
recovery and amount of stored CO2. But, in most of the cases, only reservoirs with very 
high permeability are proper candidates for these type of displacements. Well spacing is 
another parameter that affects objectives in a CO2 flooding project. Optimum well 
spacing is required to meet both goals of the projects. Higher well spacing may delay the 
CO2 breakthrough time in the production wells, therefore, increasing storage objective 
but can cause huge delay in the oil production peak as well. On the other hand, by 
choosing smaller well spacing, CO2 is produced early in the time of project but sweep 
efficiency is much higher compared to the large well spacing scenarios. Besides to all of 
these operational and design factors, reservoir properties also can affect the design 
variables as well as project objectives. For instance, vertical to horizontal permeability 
ratio can have big influence on cross flow mechanisms in the vertical directions causing 
gravity override issues in the CO2 flooding projects.  
Any particular oil reservoir also, can be an attractive sequestration target 
considering all of its reservoir engineering and characteristics aspects. All of these 
aspects should be examined rationally in order to identify specific qualities of a reservoir 
in order to be appropriate candidate for CO2 enhanced oil recovery. In addition, these 
characteristics along with all design variables should be determined for different 
reservoirs to be promising sequestration prospect. In this respect, a conceptual model can 
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be established for reservoirs which are proper CO2 sequestration and enhanced oil 
recovery candidates.   
One of the most important reservoir characteristics is reservoir heterogeneity. In 
the field scale injection of carbon dioxide, presence of high permeability paths can 
confine the ultimate amount of stored CO2. These paths provide least resistance to the 
injected gas resulting in early breakthrough. Gas breakthrough in the producers will lead 
to early recycling and lower sweep efficiency. It is evident that produced CO2 can be re-
injected into reservoir but at the very high cost of recycling plant in the injection site. 
According to these, reservoir heterogeneity need to be considered closely in the design of 
any coupled CO2-EOR and sequestration project.  
All major reservoirs in the world fall into two main categories: Carbonate and 
Sandstone reservoirs. Both type of reservoirs can be attractive targets for both 
sequestration and EOR targets if they contain proper reservoir engineering and 
characteristic aspects. There are underlying major differences between these two type of 
reservoirs in terms of the nature of their reservoir heterogeneity. This is mainly due to the 
different depositional and digenetic processes that carbonate and sandstone reservoirs 
have gone through. This can easily cause differences in the types of spatial distribution of 
their petropysical properties. Carbonate reservoirs are usually characterized by their 
layered nature with medium to low matrix permeability values while sandstone reservoirs 
are represented by stochastic-type permeability distributions with relatively higher 
permeability values.    
In the process of investigating appropriate flood design and reservoir parameters 
for coupled CO2-EOR and sequestration projects, final decisions must be made on both 
financial and technical issues. The principle financial factor in this study is considered as 
discounted cash flow of any project. Measure of profitability of any project is the only 
deterministic function in evaluating its successfulness. In coupled CO2 sequestration and 
EOR projects, value and amount of stored CO2 is also considered as the second objective 
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in deciding on the performance of the project. Therefore, these two objectives needed to 
be optimized at the same time to decide on the project successfulness.  
It is widely known that any of the existing mathematical models for CO2 flooding 
in three-dimensional heterogeneous fields can determine optimal decisions for coupled 
EOR and sequestration projects. Even if a perfect model exists, the profitability and 
performance of the project would be difficult to be established because of all economic 
variables which impact the project. Considering all these, clearly a method is required 
that can help us make optimal decisions in spite of all uncertainties. Exploratory 
systematic compositional simulations of CO2 injection in heterogeneous three-
dimensional reservoirs should be performed to establish effective flood design strategies 
for coupled CO2 Enhanced Oil Recovery (EOR) and sequestration to maximize project 
profitability and amount of stored CO2. Besides of this, detailed economic investigation 
such as discounted cash flow analysis should be implemented properly to be able to 
handle overall performance of coupled CO2 sequestration and EOR projects. Lastly, an 
algorithm is needed that can identify the optimal design and reservoir parameters while 
accounting for uncertainty in the models and their input data. 
Combination of experimental design and method of response surfaces has been 
proven to be extremely useful for the reduction and characterization of parametric 
uncertainty in computationally demanding studies. Applying experimental design 
minimizes the number of simulations required to be performed. It also helps in defining 
most effective variables and their combinational effects on the decision variables. This is 
crucial because of the compositional nature of simulation cases for coupled EOR and 
sequestrations. These information can be used for screening purposes in order to identify 
effect of each variable on the final objectives. Regression models are fit based on the 
information obtained from previous step relating responses to the influent variables. 
Utilizing response surface methodology will also help to predict objective function values 
for any possible scenario of uncertain variables.   
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5.4 FLOOD DESIGN PARAMETERS FOR CARBONATE RESERVOIRS  
Considerable amount of world's hydrocarbon reservoirs are in carbonate 
reservoirs. Carbon dioxide injection is one of the most important EOR recovery processes 
in the U.S. carbonate reservoirs since the early 1980's (Leonard, 1984; Moritis, 2004). 
Based on the information from the current CO2 flooding projects in U.S., 67% of them 
are in the carbonate reservoirs especially in west Texas (Moritis, 2004). CO2 flooding 
projects are also expected to expand more considering the efforts on CO2 sequestration 
projects expansion. Power plant generated CO2 can provide vast additional resources to 
the current natural CO2 supplies. Considering all of these, it is seen that carbonate 
reservoirs are going to play important role on the coupled CO2-EOR and sequestration 
projects. Carbonate reservoirs generally show low porosity and permeability distributions 
and usually are represented by layered reservoir heterogeneity. There have been extensive 
studies on CO2 injection into the carbonate reservoirs since 1990 for the purpose of 
enhanced oil recovery (Paul et al., 1984; Lim et al., 1992; Roper et al., 1992; Dria et al., 
1993; Khan et al., 1994; Lim et al., 1994; Guler et al., 2001;). Each one of these studies 
has investigated different aspect of CO2-EOR recovery such as phase behavior, relative 
permeability, engineering design, reservoir characterization, etc. If sequestration to be 
considered as another goal of CO2 injection into the mature oil reservoirs, some revisions 
are needed to be performed on previous CO2-EOR studies. In this study we have focused 
on flood design parameters for coupled EOR and sequestration processes. Sensitivity 
analysis should be performed on the defined parameters in order to identify their 
individual and combinational effects on both of EOR and sequestration objectives.   
Effect of important flood design factors in the CO2 injection processes, such as oil 
recovery and the amount of stored CO2 is investigated to determine the optimum 
conditions for flood design parameters to achieve the highest possible recovery and 
amount of CO2 stored in the reservoir. Following are some of the major uncertain design 
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factors for coupled CO2-EOR and sequestration projects which were considered in this 
study for the carbonate reservoirs.  
Produced Gas-Oil Ratio: Gas Oil Ratio (GOR) in the production well is one of 
the most important engineering design parameters for any CO2 flood project. It is obvious 
that due to the higher mobility of the CO2 than an oil reservoir fluid, it will rapidly move 
toward production wells and then will start to be produced and recycled from the 
production wells. When this happens, incremental sweep efficiency will start to decrease 
and more and more gas will be produced which in turn will cause higher costs due to the 
facility limit and/or expansion for compression. On the hand, projects benefits from 
incremental sweep and therefore higher recovery. Carbon dioxide retention may also 
increase due to the higher injected amount of CO2. In the coupled sequestration and EOR 
projects, optimum GOR ratio should be defined where optimum amount of oil is 
produced and optimum CO2 retention amount is achieved as well.  
Production and Injection Well Type: Production and injection well types are 
also critical factors that affect reservoir sweep as well as the amount of stored CO2 in the 
reservoir. Lim et al. (1992) has studied using horizontal wells in CO2 flooding. They have 
shown that application of horizontal wells significantly shorten project life and 
consequently improve project economics. In some occasions, using combination of 
horizontal and vertical wells as producers or injectors also will results in better injection 
and production performance. Reservoir heterogeneity plays an important role in deciding 
well type configuration for the CO2 flooding projects. For instance, in layered-type 
reservoirs due to the existence of higher permeability zones, vertical wells may result in 
better performance; but, when using horizontal wells, the wrong choice of layers for 
injection and production might results in decrease in sweep and storage. 
Operational Constraint for Injection and Production Wells: Reservoirs with 
high permeability might be better candidates for scenarios with higher injection and 
production rates compared to the low permeability ones. Production and injection wells 
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can be assigned maximum possible rate by operating them under bottom hole pressure 
(BHP) constraint. In addition, assigning constant bottom hole pressure will assist in 
monitoring the reservoir pressure to stay above MMP during flood.  In these type of 
reservoirs, lower injection and production rates sometimes result in gravity stable type of 
displacement (Nute, 1983) that go along with very high sweep efficiency and higher CO2 
retention in the field. Projects with low injection and production rates are hardly 
economic and very long flood duration time is the main problem in this regard. Gravity 
stable displacements have been proven inefficient because of the mentioned problem. In 
the coupled EOR and sequestration projects, one of the main issues is to study the effect 
of different well operation constraints to achieve higher recovery and retained CO2 in a 
reasonable project life. 
WAG or Continuous CO2 Injection: High CO2 mobility is a major issue in 
causing faster CO2 breakthrough. Higher mobility causes lower reservoir sweep and early 
production of CO2, which can lead to a lower oil recovery and lower storage. WAG 
injection of CO2 has been proven to increase sweep efficiency but it jeopardizes the total 
injected amount of CO2 causing lower stored CO2. On the other hand, injecting pure CO2 
as continuous stream, results in higher CO2 mass injected into the reservoir, therefore 
increasing amount of retained CO2. This optimization problem is also one of the major 
issues in the coupled EOR and sequestration to determine efficient injection scheme. 
Well Spacing: Well performance is a key factor in determining the economic 
viability of candidate reservoirs for CO2 flooding projects. Optimized well spacing 
should be defined for coupled EOR and sequestration projects. Smaller well spacing 
would accelerate the recovery process and will perform in the favor of overall Net 
Present Value (NPV) of the project; but, due to close distance between wells, CO2 
breakthrough will happen fast and the total amount of stored CO2 will be small. On the 
other hand, it is important to realize that the minimum number of wells (large well 
spacing) to establish complete drainage of the reservoir is usually not optimum spacing, 
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because of the very long time required to sweep the pattern. It should be noted that 
reservoir characteristics such as heterogeneity will be a deterministic factor in this regard.  
Since CO2 injection process is also dependent on the reservoir heterogeneity 
therefore, the effect of reservoir heterogeneity along with vertical to horizontal 
permeability ratio is studied to establish comprehensive and optimized design variables 
for coupled CO2 sequestration and EOR processes under these uncertain variables. 
Due to the large number of engineering design parameters, limited number of 
variables but the most important design factors were chosen. Table 5.5 shows all of the 9 
uncertain design parameters and their corresponding range of variation for this study. It is 
seen that there are both categorical and numeric type of variables and also some of them 
have two levels and others have three levels of uncertainty. The most suitable 
experimental design method for these type of mixed variables and ranges is D-optimal 
design. Since it was also expected well spacing and produced Gas Oil Ratio (GOR) 
factors might have quadratic response surfaces, three level of changes were selected for 
them and two level of changes for the rest of the variables. According to the selected 
experimental design method and the number of factors, 61 simulation cases were defined 
to be performed. Table 5.6 shows all of the 61 simulation cases as well as settings for 
uncertain factors in each one of 61 simulation runs. They have been selected out of more 
than 32*27=1152 cases that had to be performed if conventional sensitivity analysis were 
supposed to be applied. 
 
5.4.1 Reservoir Simulation Models 
After defining the sensitivity runs, based on the selected experimental design 
method, simulation models have to be built for each simulation scenario. For all of the 
simulation cases, a three-dimensional Cartesian coordinate grid was selected and then 
layered permeability and porosity fields were created for this corner point grid. The 
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reservoir lithology was considered as carbonate; therefore, all reservoir properties were 
based on this important assumption. Reservoir geometry was considered similar to the 
West Texas reservoirs with 150 ft thickness at the depth of 5000 ft. All of the simulation 
cases were based on quarter of five-spot pattern. Reservoir gridblock size was set to 22, 
22, and 7.5 ft in the X, Y and Z directions, respectively. Table 5.7 shows the summary 
data for the carbonate reservoir models. Figure 5.7 shows layered permeability 
distribution for one of the simulation cases. The average horizontal permeability in this 
figure is 5 md and average porosity is 19.5 percent of reservoir bulk volume. Following 
power law equation (Lucia and Fogg, 1990) was applied to correlate permeability and 
porosity values in the model; where permeability is in millidarcy and porosity is in 
fraction of pore volume.  
 
6 6.72k 7.38 10= × × φ                                         (1) 
 
 Reservoir fluid was considered in a vertically equilibrium condition with water-
oil contact of 5200 ft. Compositional PVT data were same as the ones used in Chapter 4. 
The initial reservoir temperature is 110 °F. There is no free gas initially in the reservoir.. 
Table 5. 7 shows the average oil and water saturation in the reservoir. 
A short description of the reservoir petrophysical data as well as relative 
permeability model which were used in this study is provided here. We used 
experimental data and correlation models presented by Prieditis and Paulett (1992), 
Schneider (1976), and Potter (1987). These relative permeability data, mostly belong to 
San Andres formation of West Texas, a mixed wet carbonate reservoir, and has gone 
through a series of successful secondary and tertiary recoveries such as CO2 injection. 




To obtain more accurate results, three different rock types were defined based on 
porosity values in the grid blocks, and consequently three sets of relative permeability 
data were considered in all of the simulation models. For the simulation cases that water 
alternative gas scheme was supposed to be injected instead of continuous CO2, hysteresis 
was applied in the relative permeability models.  
In order to obtain the most resemblance to the real world cases, all of the CO2 
injection simulations started at the end of the waterflooding. By the end of primary and 
water flooding stages, 35-40 percent of originally oil in place (OOIP) was produced in 
different simulation scenarios, considering 98 percent water cut as production limit for 
each well. Remaining oil saturation after water flooding was varying from 38 to 42 
percent. After water flooding, all 61 CO2 injection scenarios, shown in Table 5.6, were 
simulated. The minimum flowing bottom hole pressure at production wells was set to 
1300 psi and maximum injection pressure was set to assumed fracture pressure of 3300 
psi at depth of 5100 ft. For the simulation cases that injection or production constraint 
was based on constant rate, two-third of the average rate when wells were operating 
under BHP constraint was considered as the target rate. Both horizontal and vertical wells 
were completed in the whole interval. By applying extensive well completion scenarios, 
it was tried to control the amount of water and CO2 production. For instance, when the 
water cut reached 98% or gas-oil ratio reached maximum allowable value in each case, 
the layers with water/gas productions higher than allowable values were plugged and 
checked periodically to see whether previously violated monitored constraint has ceased 
to be violated. Then they were being re-opened automatically. Furthermore, as another 
strategy to maximize CO2 storage, when total field oil production was below 10 STB/day, 
production well was being closed for the rest of the simulation and CO2 was being 
injected until average reservoir pressure reaches to right below fracture pressure (3300 
psi). This allows for maximum possible amount of CO2 to be stored in the reservoir. It is 
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important to note that well operation constrains were defined in a way that reservoir 
pressure in all of the simulation cases were above minimum miscibility pressure.  
 
5.4.2 Simulation Results and Discussion 
Three-dimensional compositional simulations were performed according to all of 
the aforementioned assumptions and scenarios. Table 5.8 shows the results for all of the 
simulation runs. Incremental recovery factor for CO2 flooding is widely changing from 
nearly 1 percent to 42 percent in the simulated cases. Also, the minimum CO2 saturation 
among all of the cases is 0.1 and its maximum is more than 0.43 fraction of pore volume. 
Some of the floods did really well in terms of the amount of CO2 retained in the reservoir 
resulting in more than 40 Mscf of CO2 stored in the reservoir per each standard barrel of 
oil, but in contrast there was a case for which only 2 Mscf/STB was stored in the 
reservoir. Figure 5.8 shows recovery factor plots for combined waterflooding and CO2 
flooding periods in some of simulation cases. It is seen that starting point for CO2 
flooding is changing in different scenarios due to the difference in well spacing, and other 
reservoir characteristics. Also duration of CO2 flooding is different in all of the cases 
which is mainly due to the well monitoring constraints in the production wells. Figure 5.9 
shows average gas saturation for same simulation runs. It is seen that CO2 saturation is 
zero before CO2 flooding starts. The cases that gas saturation shows some oscillations are 
WAG injection scenarios and more smooth curves indicate continuous CO2 injection 
runs. It should be noted that not necessarily the case with higher amount of retained CO2 
resulted in higher recovery and vise versa. But, there should be an optimum value for 
both recovery and amount of stored CO2 considering all of the uncertainties.  
It is also clear from Table 5.8 that duration of simulation runs are different for 
each case because of the constraint in the GOR and water-cut (WCUT) of the production 
wells. Therefore, it was necessary to enter the time factor as another criterion to account 
92
 
for its effect in the simulation results. The best way to apply this was to perform 
discounted cash flow (DCF) analysis and calculate dollar value of produced oil and 
stored CO2 to make the final conclusion of the best strategies to optimize flood design. 
Table 5.8 shows these calculated values as well as all other simulation results.  
In order to perform the DCF calculations, economical parameters shown in Table 
5.9 were assumed. Based on all of these variables, NPV for each project was calculated 
and in order to get better sense of DCF calculations, NPV was divided by total oil 
production to calculate present value for each barrel of produced as $/bbl of oil in any 
scenario. Since this value is somewhat dimensionless, it is easier and more manageable 
than actual NPV to work with. Therefore, it was chosen as our objective functions 
(column 7 in Table 5. 8) instead of oil recovery factor. We call this objective function as 
"Profit" for each scenario. Besides, CO2 saturation in the reservoir (as direct measure of 
retained CO2) which is in dimensionless form as well, was selected as second objective 
function (column 4 in Table 5. 8). This objective function is called "Storage".  
 
5.4.3 Flood Design Optimization 
Multivariate statistical analysis was performed on the design factors to determine 
their individual effect on each one of objective functions. Table 5.10 shows the results of 
statistical analysis on the simulation results. It shows the effect of most important design 
factors on profit as well as CO2 storage objective functions.  Effect can be defined as 
change in the average response when a factor varies from its low to the high value within 
the range of uncertainty. According to this, experimental design identifies the high 
influential factors (ranked in the order from highest to lowest effects) on the profit and 
storage functions as shown in Table 5.10. Based on the parameters and the reservoir 
conditions studied, the order from most to least influential factors for profit objective are 
well spacing, combination of operation constraints for injection and production wells, 
93
 
combination of average reservoir permeability and Kv/Kh, and produced GOR constraint. 
For storage objective, by far the most influential factors are produced GOR constraint 
then injection scheme (continuous CO2 or WAG), respectively. Next set of important 
factors are combination of average reservoir permeability and Kv/Kh, and combination of 
operation constraints for injection and production wells. Other important variables are 
shown in Table 5.10 in the order from highest to lowest importance.  
After defining sensitive parameters and ranking them based on their importance 
on each objective function, response surfaces are generated. Figure 5.10 demonstrates 
one of the response surfaces for profit objective at different GOR constraint and average 
reservoir permeability and constant values for other factors. It simply shows that there is 
an optimum value for GOR in which profit is the maximum. In this given response 
surface, GOR of ~30000 Mscf/Stb will maximize the profit. Also it is observed from this 
figure that generally, as average reservoir permeability increases, profit is increasing as 
well.  
Figure 5.11 shows one of the response surfaces for storage objective at different 
GOR constraint and average reservoir permeability and constant values for other factors. 
It shows that there is an optimum value for well spacing (~50 acres) for which CO2 
storage objective is maximum. It also demonstrates that as Kv/Kh ratio increases in the 
reservoir, storage objective increases as well. The figure also shows that in this specific 
response surface, production and injection wells are both vertical and completed in the 
whole interval. Injection scheme is WAG and it somewhat controls the CO2 mobility. 
Since the reservoir structure is layered with relatively high permeability contrast, and 
considering all other mentioned factors, it can be concluded that higher the Kv/Kh allows 
for better vertical communication among different layers causing better sweep in all of 
the layers and consequently more CO2 can be injected and stored in the reservoir.  
Mathematical forms of the generated response surfaces were utilized to perform 
optimization on profit and storage objective functions. Optimizations were performed to 
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define conditions for any of the nine uncertain factors by which the highest possible CO2 
storage is achieved. Equally weighted combination of profit and storage objective 
functions was also considered as another optimization scenario. Table 5.11 shows these 
two different optimization scenarios. In addition, status/values for each uncertain 
parameter were suggested by method of response surfaces for each scenario to achieve 
optimum value for the defined objective functions and are shown in Table 5.11.  
One of other advantages of applying experimental design and method of response 
surfaces to perform optimization process is that the optimized values for each objective 
function in all optimization scenarios can be predicted with a specified margin of error. 
These predicted values for each scenario are shown in Table 5.11. Predicted response 
values for each optimization scenario were very close to the values, were acquired by 
performing their corresponding simulation runs. It is observed in the table that maximum 
of 44 percent CO2 saturation can be achieved in these type of the layered carbonate 
reservoirs. Continuous CO2 is suggested to be injected in order to reach maximum 
storage while WAG injection is suggested to obtain optimized profit and CO2 storage. In 
addition, high permeable carbonate reservoirs with low Kv/Kh ratio show both higher 
profit and storage while low permeable carbonate reservoirs with high Kv/Kh ratio lead 
to higher storage only. Furthermore, well spacing should be smaller when optimizing 
both profit and storage compared to the scenario that CO2 storage is maximized. 
 
5.5 FLOOD DESIGN PARAMETERS FOR SANDSTONE RESERVOIRS  
Sandstone reservoirs in general have high permeability. They have completely 
different reservoir characteristics compared to the carbonate reservoirs. In addition, there 
are large number of sandstone reservoirs in U.S., primarily Gulf Coast as well as mid-
continent and Rocky Mountains. The vast majority of CO2 flood projects are currently 
being conducted in carbonate reservoirs in the Permian Basin. Industry efforts in the Gulf 
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Coast have been limited in scope and usually are on a smaller scale. Gulf Coast sandstone 
reservoirs differ from those in the Permian Basin in terms of their matrix, reservoir 
architecture, oil composition, drive mechanism and recovery rates. Their suitability to 
CO2 flooding also varies. Usually these reservoirs have very low residual oil saturation in 
the swept area, which has often led to poor performance under CO2 flooding. Most of 
these projects proved to be technical successes but not economical ones. 
Considering the concept of coupled EOR and sequestration, one big advantage of 
Gulf Coast mature sandstone reservoirs is availability of vast amount of anthropogenic 
CO2 sources in the area. This can make them attractive and better candidates 
economically, for the coupled CO2-EOR and sequestration projects. Transportation costs 
will be extremely low for these reservoirs and it can add huge economic advantage to 
perform CO2 flooding and sequestration in sandstone reservoirs in Gulf Coast. Because 
of the major differences in carbonate and sandstone reservoirs, flood design and 
strategies would be different in each type of these reservoirs. Deposition settings for 
sandstone reservoirs commonly are shallow marine environments. Therefore, there is a 
great degree of lateral variation within the reservoir. Heterogeneities within the reservoir 
are attributed to lateral and vertical facies variations. 
It is realized that sandstone reservoirs have potential for future coupled EOR and 
sequestration especially in Gulf Coast as well as some other parts of the world. Sandstone 
reservoirs generally show high porosity and permeability distributions and usually are 
represented by stochastic reservoir heterogeneity. Appropriate flood design should be 
applied for these reservoirs to achieve optimum recovery and sequestration.  In our study, 
we have focused on the flood design parameters for coupled EOR and sequestration 
processes. Sensitivity analysis has been performed on the defined parameters in order to 
identify their individual and combinational effects on both EOR and sequestration 
objectives.   
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Effect of important flood design factors in the CO2 injection processes, on the oil 
recovery and the amount of stored CO2 is investigated to determine the optimum situation 
for flood design parameters. All of the design parameters that were considered in the 
carbonate reservoir sensitivity analysis were utilized here except average reservoir 
permeability and Kv/Kh ratio. These two factors do not vary drastically in the sandstone 
reservoirs and therefore we decided to introduce two additional variables instead of them 
for sandstone flood design sensitivity study to keep the same number of 9 uncertain 
factors. 
Shut-In/Open Strategy: Since sandstone reservoirs have high permeability, and 
therefore high viscosity forces are present while flooding in these reservoirs, CO2 moves 
faster through high permeable zones and causes rapid breakthrough. Of course, there are 
some mobility control techniques such as WAG, SAG etc which are known for long time 
and they have been used in the field scale applications. Another strategy that we thought 
might help smoothing out fast moving CO2 front was to inject CO2 for a period of time 
and then shut the injection well for next period and repeat this cycle over and over. This 
might increase sweep as well as stored CO2 in the flooded reservoir. This strategy was 
considered as one of the design factors specifically in sandstone reservoirs.  
Recycling Options: At some point during flood, CO2 will start to be produced 
and unfortunately, most of the produced gas will be the injected CO2. It is necessary to 
gather and compress CO2 in a pre-designed plant and reuse it in different ways. This 
produced gas can either be re-injected into the reservoir, re-injected into the aquifer close 
to the reservoir (for the purpose of storage), or the compressed gas can be re-sold. These 
scenarios either will add new expenses to the project or add some value to it. When 
economic analysis is carried out to measure flood performances, these options should be 
accounted properly. For sensitivity analysis, we have considered two of three above 
recycling options: either CO2 is re-injected into the reservoir or it just simply is sold to 
the assumed third party. It is evident that comparing both alternatives of re-selling 
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produced CO2 and/or re-compressing and injecting it, some of the economic options such 
as new CO2 purchase requirement or cost and size of compression and re-injection plant 
are different in the project. We have tried to consider this factor as one of our sensitivity 
parameters to achieve optimum flood design parameters for coupled EOR and 
sequestration projects. 
Due to the large number of engineering design parameters, only the most 
important design variables were chosen. Table 5.12 shows the design parameters and 
their corresponding range of variation. It is seen that there are only categorical type of 
variables and all of them have two levels of variations. Therefore, quadratic 2-level 
fractional factorial design approach was utilized. According to the selected experimental 
design method and number of factors, 32 simulation cases were defined to be performed. 
Table 5.13 shows all of the 32 simulation cases as well as settings of uncertain factors in 
each one of them. They have been selected out of more than 29=512 cases that had to be 
performed if conventional sensitivity analysis were supposed to be applied. 
 
5.5.1 Reservoir Simulation Models 
In order to carry out all 32 simulation runs, simulation models have to be created 
for each simulation scenario. For all of the simulation cases, A 3-D corner point reservoir 
grid was selected and then stochastic permeability and porosity field were created for this 
corner point grid. All properties were based on typical sandstone reservoirs. Reservoir 
geometry comprised of two anticline domes adjacent to each other with 200 ft thickness 
at depth of 6100 ft. The reservoir was set to 28×40×15 gridblocks. Table 5.14 shows the 
summary data for the reservoir properties. Figure 5.12 shows 3-D view of reservoir 
geometry and its stochastic permeability field. The average horizontal permeability is 100 
md and average porosity is 0.22 fraction of reservoir bulk volume.  
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For rock-fluid and PVT data, we used the same relative permeability and 
hysteresis in relative permeability model as in Chapter 4. Reservoir fluid was considered 
in a vertically equilibrium condition with water-oil contact of 6400 ft with no water 
influx and therefore no energy support from aquifer. Table 5.14 shows the average oil 
and water saturations in the reservoir. To obtain more accurate results, three different 
rock types (according to the previously stated correlations in Chapter 4) were defined 
based on the porosity values in the grid blocks, and consequently three sets of relative 
permeability data were considered in all of the simulation models. For the simulation 
cases that water alternated with gas was employed as injection scheme instead of 
continuous CO2, hysteresis was applied in the relative permeability models.  
Similar to the carbonate reservoirs, and to obtain the most resemblance to the real 
world cases, all of the simulations started at the end of the waterflood. Water was injected 
nearly up dip using 6 vertical wells and oil was produced in the oil zone. Figure 5.13 
shows the 3-D view of the remaining oil saturation at the end of the water flooding in one 
of the simulation cases. By the end of primary and water flooding stages, close to 42 
percent of originally oil in place (OOIP) was produced in different simulation cases 
(considering 98 percent water cut as production limit for each well). Average remaining 
oil saturation after water flooding was 39 percent. Duration of water flooding was almost 
10 years. After water flooding, all 32 CO2 injection scenarios, shown in Table 5.15, were 
simulated. Similar to the carbonate cases, the minimum flowing bottom hole pressure at 
production wells was set to 1300 psi and maximum injection pressure was set to assumed 
reservoir fracture pressure of 3300 psi. For the simulation cases that injection or 
production constraint were based on constant rate, two-third of the average rate when 
wells were operating under BHP constraint, was considered as maximum target rate. Both 
horizontal and vertical wells were completed in the whole interval. By applying extensive 
well completion scenarios, it was tried to control the amount of water and CO2 
production. For instance, when the water cut reached 98% or gas-oil ratio reached 
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maximum allowable value in each case, most offending layers were plugged and checked 
periodically to verify whether previously violated monitored constraint has ceased to be 
violated, then layer was re-opened automatically. Ultimately, when the total field oil 
production was below 10 STB/day, production well was being closed for the rest of the 
simulation and CO2 was being injected until average reservoir pressure reaches fracture 
pressure of 3300 psi. This provides an effective strategy to maximize CO2 storage. This 
allows for maximum possible amount of CO2 to be produced in the reservoir. It is 
important to note that well operation constrains were defined in a way that reservoir 
pressure in all of the simulation cases were above minimum miscibility pressure.  
 
5.5.2 Simulation Results and Discussion 
Three-dimensional compositional simulations were performed according to all of 
the aforementioned assumptions and scenarios. Table 5.15 shows the results for all of the 
simulation runs. Recovery factor for CO2 flooding is widely changing from nearly 3 
percent to 28 percent in the simulated cases. Also, the minimum CO2 saturation among 
all of the cases is 0.12 and its maximum is more than 0.36 fraction of pore volume. Some 
of the floods did really well in terms of the amount of retained CO2 in the reservoir 
resulting in more than 17 Mscf of CO2 stored in the reservoir per each standard barrel of 
oil produced but, in contrast there was a case for which only 3.9 Mscf/Stbo was stored in 
the reservoir. Figure 5.14 shows 3-D view of remaining oil saturation as well as CO2 
saturation distributions in one of the simulation cases at the end of the flooding process. It 
is seen that most of oil zone has been swept by CO2 and average gas saturation is in the 
order of 0.4 fraction of pore volume.  
Similar to the carbonate sensitivity analysis, Table 5.15 indicates that duration of 
simulation runs are different for sandstone sensitivity cases because of the constraint in 
the GOR and water-cut (WC) of the production wells. Discounted cas flow analysis was 
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performed for all of the simulation scenarios and dollar value of produced oil and stored 
CO2 were calculated to obtain final conclusion on the best strategies to optimize flood 
design. Table 5.15 also shows these calculated values as well as all other simulation 
results.  
Economic parameters for DCF calculations were same as the ones in the Table 
5.9. This facilitates making final comparison of the results for flood design sensitivity 
study between carbonate and sandstone reservoirs as well as making final conclusion 
within each reservoir category. Based on all these economic variables, net present value 
for each project was calculated and in order to get better sense of DCF calculations and 
also flood performance, NPV was divided by total produced oil to calculate present value 
for any produced oil in each scenario. Since this value is more understandable than actual 
NPV to work with, it was chosen as our one of objective functions (column 7 in Table 
5.15). Same as carbonate reservoirs study, this objective function is called as "Profit" for 
each scenario. Besides of this, CO2 saturation in the reservoir (as direct measure of 
retained CO2) which is in dimensionless form as well, was selected as second objective 
function (column 4 in Table 5.15). This objective function is also called "Storage".  
 
5.5.3 Flood Design Optimization 
After building geological models, all of simulation runs were performed and then 
multivariate statistical analysis was performed on the simulation results to determine 
individual effect of each factor on both of objective functions. Figure 5.15 shows the 
results of statistical analysis on the simulation results in the sandstone reservoirs. Using 
these type of plots help to identify and rank the effect of each factor on pre-defined 
objective functions. Effect can be defined as change in the average response when a 
factor varies from its low to high value within the range of uncertainty. This figure 
simply shows that whenever standardized effect of a specific factor is higher and also 
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probability of occurring this effect is higher too; thus, that specific factor will achieve 
higher coefficient in the mathematical form of the response surface equation compared to 
other variables. Therefore, we can rank all of the variables and their combinational 
effects on the response surfaces, in terms of magnitude of their effect on the objective 
function. Figure 5.15 shows the effect of all nine factors on both profit and CO2 storage 
objective functions. As it is observed, the effect is negative (blue colors) when the 
increase in the factor from its low to its high value causes decrease in the response, and 
the effect is positive when the increase in the factor from low to its high value increases 
the response value. According to this, experimental design identifies the high influential 
factors (first order effects) on the profit and storage functions. 
Based on the parameters and the reservoir conditions studied, the order from most 
to least influential factors for recovery objective are by far produced GOR, and then well 
spacing, production well type, and combination of them. For storage objective, by far the 
most influential factor is produced GOR, type of production well, type of injection 
strategy (WAG or continuous CO2), and then combination of these variables. Table 5.16 
summarizes the order of important factors on both objective functions for sandstone 
reservoirs. 
After defining sensitive parameters and ranking them based on their importance 
on each objective function, response surfaces are generated. Figure 5.16 demonstrates 
one of the response surfaces for storage objective at different injection and production 
well types and constant parameters for other design factors. It is important to realize that 
since all of the design factors were considered as categorical factors, generated response 
surfaces are not in the form of continuous functions and they are rather discrete function 
of design factors. Figure 5.16 shows that combination of vertical production wells (A2) 
and horizontal injection wells (B1) will result in the highest CO2 saturation. In this 
specific response surface, combination of horizontal injection and production wells will 
result in the lowest sequestration value. Figure 5.17 shows the generated response surface 
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for the profit objective function at different produced GOR, injection scheme (WAG or 
continuous CO2) and constant parameters for other design factors. According to this 
figure, profit increases when injection scheme changes from continuous CO2 to WAG 
injection. Also it decreases when produced GOR changes from 50000 MScf/bbl to 10000 
Mscf/bbl. The highest value in the represented profit response is achieved when 
allowable produced GOR is high and CO2 is injected in the form of WAG into the 
reservoir.  
Mathematical forms of the generated response surfaces were utilized to perform 
optimization on profit and storage objective functions. The optimization process was 
performed to define conditions for all of nine uncertain factors by which the highest 
possible CO2 storage is achieved. In addition, equally weighted combination of profit and 
storage objective functions was considered as another optimization scenario. Table 5.17 
shows these two different optimization scenarios. In addition, status/values for each 
uncertain parameter were suggested by method of response surfaces for each scenario to 
achieve optimum values for defined objective functions and they are presented in Table 
5.17 as well.  
One of other advantages of applying experimental design and method of response 
surfaces to perform optimization study is that the optimized values for each objective 
function in all of the optimization scenarios can be predicted with an specified margin of 
error. In this study, these predicted values for each scenario are shown in Table 5.17 as 
well. Predicted response values for each optimization scenario were very close to the 
values that were acquired by performing their corresponding simulation runs. It is 
observed in the table that maximum of 34 percent CO2 saturation can be achieved in the 
similar sandstone reservoirs while only 3.8 $/bbl of oil is gained. When both objectives 
are maximized at the same time, storage objective is jeopardized for the benefit of 
increasing project profit. Similar to the carbonate reservoirs optimization study, 
continuous CO2 is suggested to be injected in order to reach maximum storage while 
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WAG injection is suggested to obtain optimized profit and CO2 storage. Combination of 
horizontal injection wells with vertical production wells will result in both higher project 
profit as well as CO2 saturation at the end of the flood. In addition, re-injecting produced 
CO2 in both optimization scenarios will be better design option compared to re-selling 
produced CO2. This is possibly because of huge reduction in project expenses for CO2 
purchase; since produced gas will contain some impurities re-sell value (added to the 
project profit) of the produced gas will be much less than value to purchase fresh pure 
CO2. Furthermore, shut-in/open strategy seems to help increase CO2 storage and project 
profit and it should be considered as one of the important design variables for coupled 
EOR and sequestration projects. Smaller well spacing is needed to achieve maximum 
profit and storage values compared to the scenario in which storage is maximized only. 
 
5.6 SUMMARY AND CONCLUSIONS 
Exploratory systematic compositional simulations of CO2 injection in 
heterogeneous three-dimensional reservoirs were performed to establish effective flood 
design strategies for coupled CO2-EOR and sequestration to maximize both flood 
performance and amount of stored CO2. Experimental design and method of response 
surfaces were utilized to achieve efficient and comprehensive results. Detailed economic 
analysis was performed on reservoir simulation results to establish solid basis for the 
conclusions of this study. In addition, due to the variation in the petrophysical properties 
in different reservoirs especially major differences between carbonate and sandstone 
reservoir characteristics, they were studied separately.  
Our approach is based on the construction of quadratic response models of 
reservoir simulation outputs by applying 2-leve fractional factorial design for sandstone 
reservoirs and D-optimal design for carbonate reservoirs. It should be noted that all of the 
optimized values for all objective functions predicted by design of experiment and 
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response surface method are close to the values obtained by an exhaustive simulation 
study but with a very efficient computational time. Results from this study clearly 
showed that in general, carbonate reservoirs are better candidates for coupled CO2-EOR 
and sequestration projects compared to sandstone reservoirs. Also it was concluded that 
individual and combinational effect of design parameters such as produced gas oil ratio 
constraint, well spacing, production and injection well types, and injection scheme (WAG 
or continuous CO2 injection) along with some important reservoir characteristics such as 
Kv/Kh are the most sensitive parameters in almost all of the optimization cases for 
maximizing both profit (economic performance of the flood) and amount of stored CO2. 
All of the optimized values obtained from applying response surface methodology were 
for both of the objective functions were in close agreement with the values from their 
corresponding simulation results as if exhaustive simulation study had been performed.  
Impact of production and injection well types on the sweep efficiency and 
consequently amount of stored CO2 is significant. Based on this study, optimal well types 
to achieve highest possible profit and storage are defined. In sandstone reservoirs using 
combination of vertical producers and horizontal injectors will provide best results for 
both of objective functions. While, in carbonate reservoirs applying both vertical 
production and injection wells results in optimum storage as well as project performance. 
This difference in the well type of carbonate and sandstone reservoirs can be interpretated 
according to the difference in their reservoir structure. In the carbonate reservoirs, which 
were introduced as layered-type reservoirs, due to the existence of high permeability 
layers, vertical wells may result in better performance. Because, wrong choice of layers 
for injection and production wells, might result in decrease in sweep and storage. But, in 
sandstone reservoirs due to the stochastic-type distribution of reservoir properties, 
horizontal injectors help in increasing sweep efficiency and there is no need to be 
concerned about vertical variation of high permeable zones. 
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Well spacing is a key factor determining the economic viability of candidate 
reservoirs for CO2 flooding projects. It is also concluded that smaller well spacing would 
accelerate the recovery process and will perform in the favor of overall net present value 
of the project; but, due to close distance between wells, CO2 breakthrough will occur 
faster and total amount of stored CO2 will be small. Based on the results from our study, 
well spacing is more important when optimizing both profit and storage objectives 
compared to the scenario in which only storage is maximized. It was also shown that 
optimum well spacing are smaller for carbonate reservoirs than that of sandstone 
reservoirs. In addition, when optimizing both of the objective functions is the main goal, 
smaller well spacing should be considered compared to the cases that only maximizing 
storage is the final objective. 
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Table 5.1: Summary of input data for the EOR simulations 
Grid 50×50×20 
Vertical to horizontal Perm. Ratio 0.1 
Average horizontal permeability, md 100 
Average porosity 0.22 
Initial Oil Saturation 0.65 
Residual Oil Saturation 0 .35 
Temperature, °F 110 
Effective Aspect Ratio (RL) 4.74 
Critical Rate, ft/D 0.02 
End Point Mobility Ratio 16.9 
Gravity Number at 20 MMSCF/D 0.22 
Pore Volume (MMRB) 70 
OOIP, MM STB 40.8 















8R2 14 20 - 2400 5 1500 2400 
9R2 14 25 - 2400 5 1500 2400 
10R2 5 20 - 2400 5 1500 2400 
14R2 5 - 3300 2400 5 1500 2400 
15R2 5 - 3300 2400 5 1200 2400 
16R2 5 - 3300 2760 5 1500 2760 
12R2*** 5 20 - 60 4:10 1500-1500-1500 2400 
13R2*** 5 25 - 60 4:10 1400-1300-1400 2400 
3AA 3 0.25 - 2400 5 2000 2400 
4 3 - 3300 2400 3 1000 2400 
7A 14 20 - 2400 4 1500 2400 



















8R2 5 20 - 2400 5 1500 2400 
9R2 5 25 - 2400 5 1500 2400 
10R2 5 20 - 2400 5 1500 2400 
14R2 5 - 3300 2400 5 1500 2400 
15R2 5 - 3300 2400 5 1200 2400 
16R2 5 - 3300 2760 5 1500 2760 
12R2*** 5 20 - 60 4:10 1500-1500-1500 2400 
13R2*** 5 25 - 60 4:10 1400-1300-1400 2400 
* Unit: ft           ** MM Scf/D       *** Vertical production well 















8R2 5 20 - 2400 8 1500 2400 
9R2 5 25 - 2400 8 1500 2400 
10R2 5 20 - 2400 5 1500 2400 
14R2 5 - 3300 2400 5 1500 2400 
15R2 5 - 3300 2400 5 1200 2400 
16R2 5 - 3300 2760 5 1500 2760 
12R2*** 5 20 - 60 4:10 1500-1500-1500 2400 
13R2*** 5 25 - 60 4:10 1400-1300-1400 2400 























































































































































































































































































































































































































































































































































































































































































































































































































































Table 5.5: Flood design parameters for carbonate reservoirs 
Factors Type Low Medium High 
A: Produced GOR, 
SCF/STB 
Numeric 10000 30000 50000 
B: Production well type Categoric Horizontal - Vertical 
C: Injection well type Categoric Horizontal - Vertical 
D: Production well 
constraint 
Categoric Rate - BHP 
E: Injection well constraint Categoric Rate - BHP 
F: Injection scheme Categoric Continuous CO2 - WAG 





H: Kv/Kh Numeric 0.01 - 1 
J: Well spacing Numeric 10 40 90 
 
 
Table 5.6: Setting of uncertain factors for all of 61 simulation runs 
Run # A B C D E F G H J 
1 23300 Vertical Horizontal BHP BHP WAG 5 0.01 40 
2 10000 Vertical Vertical BHP BHP Cont. CO2 50 1 90 
3 50000 Vertical Horizontal BHP BHP Cont. CO2 5 0.01 90 
4 50000 Vertical Vertical Rate BHP Cont. CO2 5 1 90 
5 50000 Horizontal Horizontal BHP BHP Cont. CO2 50 1 90 
6 10000 Vertical Vertical Rate BHP WAG 50 1 10 
7 20000 Vertical Vertical BHP BHP Cont. CO2 5 0.01 10 
8 50000 Horizontal Vertical BHP BHP Cont. CO2 50 0.01 10 
9 20000 Vertical Vertical Rate Rate Cont. CO2 50 0.01 40 
10 36600 Horizontal Horizontal BHP Rate WAG 5 0.01 90 
11 30000 Horizontal Horizontal Rate Rate WAG 50 0.01 40 
12 10000 Vertical Horizontal BHP Rate Cont. CO2 50 1 10 
13 20000 Vertical Vertical Rate Rate WAG 50 0.01 90 
14 20000 Horizontal Vertical Rate BHP WAG 5 1 40 
15 10000 Vertical Horizontal Rate Rate WAG 50 0.01 10 
16 23300 Horizontal Horizontal Rate BHP Cont. CO2 5 0.01 40 
17 10000 Horizontal Vertical BHP Rate Cont. CO2 50 1 40 
18 50000 Vertical Horizontal Rate Rate Cont. CO2 50 1 90 
19 10000 Vertical Vertical BHP Rate Cont. CO2  5 1 40 
20 50000 Horizontal Horizontal Rate Rate Cont. CO2 50 0.01 90 
21 50000 Vertical Horizontal Rate Rate WAG 5 0.01 40 
22 50000 Vertical Vertical BHP BHP WAG 5 0.01 90 
23 50000 Horizontal Vertical Rate Rate Cont. CO2 5 0.01 40 
24 10000 Horizontal Vertical BHP Rate WAG 5 1 90 
25 50000 Vertical Horizontal BHP Rate WAG 5 0.01 10 
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Table 5.6: Continued 
26 36600 Horizontal Vertical BHP BHP WAG 50 1 40 
27 23300 Vertical Horizontal Rate BHP Cont. CO2 50 0.01 90 
28 40000 Horizontal Horizontal Rate BHP WAG 50 1 10 
29 10000 Horizontal Horizontal Rate Rate Cont. CO2 50 0.01 90 
30 20000 Horizontal Vertical BHP Rate WAG 5 0.01 40 
31 20000 Horizontal Vertical Rate Rate WAG 5 0.01 10 
32 50000 Vertical Vertical Rate Rate WAG 50 1 40 
33 36600 Horizontal Vertical BHP Rate Cont. CO2 5 1 90 
34 10000 Horizontal Horizontal Rate BHP WAG 50 1 90 
35 10000 Horizontal Vertical Rate BHP Cont. CO2 50 0.01 10 
36 10000 Vertical Horizontal BHP BHP WAG 50 0.01 40 
37 50000 Horizontal Vertical Rate BHP Cont. CO2 5 1 10 
38 50000 Vertical Horizontal BHP Rate Cont. CO2 50 0.01 40 
39 50000 Horizontal Vertical BHP Rate WAG 50 1 10 
40 23300 Horizontal Horizontal Rate Rate Cont. CO2 5 1 90 
41 30000 Vertical Vertical BHP Rate WAG 5 1 10 
42 10000 Horizontal Horizontal BHP Rate Cont. CO2 5 0.01 10 
43 20000 Vertical Horizontal Rate Rate WAG 5 1 90 
44 40000 Vertical Horizontal BHP BHP WAG 50 1 90 
45 50000 Vertical Horizontal Rate BHP WAG 5 1 40 
46 50000 Vertical Horizontal BHP BHP Cont. CO2 50 1 10 
47 20000 Horizontal Vertical BHP BHP WAG 50 0.01 90 
48 10000 Vertical Horizontal BHP Rate Cont. CO2 5 0.01 90 
49 10000 Horizontal Horizontal BHP BHP WAG 5 1 10 
50 10000 Vertical Horizontal Rate BHP Cont. CO2 5 0.01 10 
51 50000 Horizontal Horizontal BHP BHP WAG 5 0.01 10 
52 10000 Horizontal Vertical Rate BHP Cont. CO2 5 0.01 90 
53 30000 Horizontal Vertical Rate Rate Cont. CO2 50 1 10 
54 50000 Vertical Vertical BHP BHP Cont. CO2 5 0.01 40 
55 10000 Vertical Horizontal Rate Rate WAG 5 1 40 
56 50000 Horizontal Vertical Rate Rate WAG 5 1 90 
57 50000 Vertical Vertical Rate Rate Cont. CO2 50 0.01 10 
58 10000 Vertical Vertical Rate Rate Cont. CO2 5 1 10 
59 50000 Horizontal Horizontal BHP Rate Cont. CO2 5 1 40 
60 10000 Vertical Horizontal BHP BHP Cont. CO2 5 1 40 









Table 5.7: Summary input data for 3-D carbonate reservoir case 
Gridblock Size, ft 22×22×7.5 
Reference Initial Pressure, psia 2500 
Reference Depth, ft 5200 
Reservoir Depth at the Top, ft 5000 
Initial Average Oil Saturation, frac. 0.65 
Initial Average Water Saturation, frac. 0.35 
Temperature, °F 110 
 
 




























R01 28.14 23.82 0.27 5.7 4.79 19.08 
R02 7.83 1.11 0.19 6.65 12.12 20.36 
R03 19.89 16.79 0.31 17.1 7.65 20.7 
R04 34.87 22.82 0.42 14.97 6.17 18.98 
R05 27.88 3.31 0.39 15.87 6.86 19.78 
R06 18.96 0.82 0.18 2.97 4.44 4.81 
R07 15.35 0.87 0.27 6.39 8.39 2.66 
R08 20.65 2.19 0.29 18.91 6.31 11.11 
R09 14.48 5.06 0.27 8.34 8.8 19.04 
R10 28.8 92.81 0.24 2.91 3.91 11.27 
R11 33.91 17.27 0.31 5.24 4.88 20.64 
R12 2.54 0.09 0.15 7.29 17.41 -35.1 
R13 19.32 23.33 0.24 4.9 5.64 21.6 
R14 32.07 24.93 0.28 4.92 4.14 18.67 
R15 5.15 0.68 0.14 4.68 7 -22.02 
R16 28.2 33.33 0.37 11.26 6.37 16.16 
R17 4.79 0.67 0.16 6.41 14.23 0.59 
R18 17 6.58 0.32 14.07 8.68 19.91 
R19 16.53 3.92 0.27 4.04 8.24 17.03 
R20 30.84 23.92 0.44 17.47 7.18 19.81 
R21 33.96 44.5 0.32 9.71 5.12 17.83 
R22 35.35 72.81 0.31 5.96 4.4 16.03 
R23 17.29 21.1 0.25 16.99 6.89 16.61 
R24 23.01 21.88 0.24 2.37 4.86 19.53 
112
 
Table 5.8: Continued 
R25 28.06 10.39 0.29 9.85 5.37 8.23 
R26 27.38 5.74 0.25 7.11 4.22 19.45 
R27 14.68 11.53 0.25 11.78 8.71 20.86 
R28 35.87 2.9 0.27 6.2 3.5 16.88 
R29 11.38 10.46 0.23 5.98 11.08 20.51 
R30 25.26 85.52 0.21 6.72 3.61 12.89 
R31 20.67 31.93 0.17 4.75 3.6 5.09 
R32 24.06 9.95 0.25 6.6 5.27 19.14 
R33 27.77 11.89 0.4 1.18 17.75 20.33 
R34 13.9 5.89 0.15 3.55 5.1 20.2 
R35 6.98 0.96 0.16 4.89 9.99 -12.83 
R36 19.9 2.61 0.22 4.46 5.05 22.33 
R37 31.71 2.11 0.42 13.25 6.37 9.3 
R38 18.45 4.1 0.41 20.99 8.89 20.42 
R39 33.51 4.5 0.33 9.59 5.12 11.26 
R40 22.85 13.89 0.3 10.47 6.94 19.26 
R41 30.08 4.05 0.28 6.55 4.83 7.8 
R42 12.95 8.21 0.24 4.26 8.69 -4.69 
R43 27.93 42 0.23 5.75 3.77 17.34 
R44 21.44 5.87 0.18 9.4 3.72 22.19 
R45 33.76 27.32 0.26 10.23 3.69 18.49 
R46 20.99 0.22 0.35 16.6 7.85 2.93 
R47 27.6 23.72 0.25 7.71 4.34 20.91 
R48 1 5.64 0.1 16.19 40.66 5.51 
R49 30.38 4.87 0.23 2.71 3.46 11.16 
R50 1.71 0.45 0.1 11.11 14.85 -40.1 
R51 42.52 85.28 0.31 9.11 3.6 9 
R52 4.71 15.99 0.13 6.95 13.54 17.09 
R53 11.34 0.57 0.22 11.31 8.97 2.91 
R54 23.81 7.04 0.36 17.8 7.27 18.24 
R55 22.35 11.15 0.21 3.59 4.15 18.05 
R56 39.71 79 0.32 8.89 4.04 16.31 
R57 20.87 1.69 0.34 12.25 7.63 10.38 
R58 14.8 1.11 0.24 4.69 8.1 -6.88 
R59 31.46 8.4 0.4 17.75 6.55 18.46 
R60 41.01 19.57 0.3 9.84 2.88 13.34 









Table 5.9: Important economical parameters for flood design DCF calculations 
Oil Price $45 / bbl 
Oil Price Increase 10 % 
Royalty 12.5 % 
CO2 Price $0.85 / mcf 
Op. Cost Inflation 1.5 % 
Recycle Cost $0.35 / mcf 
Lift Cost $0.2 / bbl 
Discount Rate 12 % 
Fed. Tax Rate 32 % 
EOR Tax Credit 20 % 
 
Table 5.10: Ranked effect of flood design factors for carbonate reservoirs 
Rank Storage objective Profit objective 
1 A J 
2 A2 DE 
3 F GH 
4 GH AJ 
5 BC AC 
6 AE A2 
7 J2 D 
8 D EJ 
9 G BJ 
10 CF CG 










A: Produced GOR, SCF/STB 31000 40000 
B: Production well type Vertical Vertical 
C: Injection well type Vertical Vertical 
D: Production well constraint BHP BHP 
E: Injection well constraint BHP BHP 
F: Injection scheme WAG Cont. CO2 
G: Average field permeability 50 5 
H: Kv/Kh 0.1 1.0 
J: Well spacing 45 65 
CO2 Saturation, frac. 0.29 0.44 
Profit, $/bbl 23 21 
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Table 5.12: Uncertain parameters in flood design parameters for sandstone reservoirs 
Factors Type Low High 
A: Production well type Categoric Horizontal Vertical 
B: Injection well type Categoric Horizontal Vertical 
C: Production well 
constraint 
Categoric Rate BHP 
D: Injection well constraint Categoric Rate BHP 
E: Recycling Categoric Yes (re-inject) No (re-sell) 
F: Produced GOR, 
SCF/STB 
Categoric 10000 50000 
G: Shut-In/Open strategy Categoric Yes No 
H: Injection scheme Categoric WAG Continuous CO2 
J: Well spacing, acre Categoric 50 90 
 
Table 5.13: Setting of uncertain factors in all of 32 simulation runs for sandstone 
reservoirs sensitivity study 
Run # A B C D E F G H J 
1 Vertical Horizontal Rate BHP Yes 50000 Yes Cont. CO2 90 
2 Vertical Horizontal Rate BHP NO 50000 NO WAG 50 
3 Horizontal Horizontal BHP BHP Yes 50000 Yes WAG 90 
4 Horizontal Vertical BHP BHP Yes 10000 NO Cont. CO2 90 
5 Horizontal Horizontal Rate Rate NO 50000 Yes WAG 50 
6 Vertical Horizontal Rate Rate NO 10000 NO Cont. CO2 90 
7 Horizontal Vertical Rate BHP Yes 50000 Yes Cont. CO2 50 
8 Horizontal Vertical BHP BHP NO 10000 Yes WAG 50 
9 Vertical Vertical BHP Rate Yes 10000 Yes Cont. CO2 90 
10 Vertical Horizontal BHP Rate Yes 50000 NO WAG 90 
11 Vertical Horizontal BHP BHP NO 10000 Yes WAG 90 
12 Horizontal Vertical BHP Rate NO 50000 Yes Cont. CO2 90 
13 Vertical Vertical Rate BHP Yes 10000 NO WAG 90 
14 Vertical Vertical Rate Rate NO 50000 Yes WAG 90 
15 Vertical Vertical Rate Rate Yes 50000 NO Cont. CO2 50 
16 Horizontal Horizontal BHP Rate NO 10000 NO WAG 90 
17 Horizontal Vertical Rate Rate NO 10000 NO Cont. CO2 50 
18 Vertical Horizontal Rate Rate Yes 10000 Yes WAG 50 
19 Vertical Vertical BHP BHP Yes 50000 Yes WAG 50 
20 Vertical Vertical BHP Rate NO 10000 NO WAG 50 
21 Vertical Vertical Rate BHP NO 10000 Yes Cont. CO2 50 
22 Horizontal Horizontal Rate BHP Yes 10000 NO WAG 50 
23 Horizontal Vertical Rate Rate Yes 10000 Yes WAG 90 
24 Horizontal Vertical BHP Rate Yes 50000 NO WAG 50 
25 Horizontal Horizontal Rate BHP NO 10000 Yes Cont. CO2 90 
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Table 5.13: Continued 
26 Horizontal Horizontal BHP Rate Yes 10000 Yes Cont. CO2 50 
27 Horizontal Vertical Rate BHP NO 50000 NO WAG 90 
28 Horizontal Horizontal Rate Rate Yes 50000 NO Cont. CO2 90 
29 Horizontal Horizontal BHP BHP NO 50000 NO Cont. CO2 50 
30 Vertical Horizontal BHP Rate NO 50000 Yes Cont. CO2 50 
31 Vertical Vertical BHP BHP NO 50000 NO Cont. CO2 90 
32 Vertical Horizontal BHP BHP Yes 10000 NO Cont. CO2 50 
 
Table 5.14: Summary of 3-D sandstone reservoir input data for flood design sensitivity 
Length, ft 3500 
Width, ft 2500 
Thickness, ft 150 
Number of Blocks 28×40×15 
Gridblock Size, ft 90×90×10 
Number of Gridblocks 16800 
Vertical to horizontal Perm. Ratio 0.1 
Average horizontal permeability, md 100 
Average vertical permeability, md 10 
Average porosity 0.22 
Reference Initial Pressure, psia 3000 
Reference Depth, ft 6140 
Initial Average Oil Saturation, frac. 0.65 
Initial Average Water Saturation, frac. 0.35 
Temperature, °F 150 
Dykstra-Parsons coefficient 0.8 
Dimensionless Correlation Length in x, y directions (λx,λy), ft 0.5 
Dimensionless Correlation Length in z direction (λz), ft 0.3 
Pore Volume, MM. RB 53.25 
OOIP, MM STB 30.74 









































R01 13.64 16.11 0.30 15.93 9.64 14.38 
R02 27.67 66.33 0.24 11.24 3.97 11.70 
R03 9.71 7.56 0.24 12.10 8.68 10.85 
R04 13.28 2.14 0.23 15.27 8.48 11.88 
R05 13.31 11.87 0.19 13.60 5.60 8.67 
R06 3.66 0.90 0.13 7.57 16.14 2.58 
R07 13.33 2.30 0.26 14.64 8.08 5.57 
R08 5.40 1.13 0.16 6.79 13.53 -3.07 
R09 7.86 7.56 0.18 6.20 11.21 10.22 
R10 5.51 3.04 0.18 7.23 12.43 7.45 
R11 8.02 7.00 0.21 6.88 12.02 10.43 
R12 16.16 8.00 0.29 15.38 8.36 12.75 
R13 14.18 13.18 0.19 15.08 5.24 12.83 
R14 7.44 2.05 0.17 5.67 10.48 9.82 
R15 20.21 38.08 0.35 17.37 7.88 5.57 
R16 10.38 10.11 0.17 5.97 8.27 12.29 
R17 3.52 3.00 0.14 7.78 17.38 -12.58 
R18 13.74 78.76 0.20 4.65 6.48 8.86 
R19 24.28 37.13 0.22 13.18 4.13 10.66 
R20 14.11 86.05 0.19 4.89 6.00 8.06 
R21 11.99 19.32 0.22 6.25 9.36 7.10 
R22 5.79 1.28 0.15 6.96 12.64 -3.58 
R23 13.54 4.74 0.23 14.51 7.10 11.51 
R24 13.87 12.02 0.19 13.67 5.36 7.85 
R25 5.44 3.97 0.12 6.78 9.29 7.89 
R26 2.77 2.63 0.13 8.10 17.25 -21.48 
R27 23.90 14.17 0.22 13.31 4.26 4.16 
R28 18.64 19.69 0.25 15.06 5.98 17.72 
R29 12.02 2.00 0.23 15.37 8.98 5.84 
R30 18.60 38.05 0.36 17.13 8.51 8.88 
R31 8.93 9.34 0.17 5.65 8.60 11.38 







Table 5.16: Ranked effect of flood design factors for sandstone reservoirs 
Rank Storage objective Profit objective 
1 F F 
2 J A 
3 A H 
4 DH FH 
5 DJ AH 
6 EJ J 
7 H AJ 
 










A: Production well type Vertical Vertical 
B: Injection well type Horizontal Horizontal 
C: Production well constraint Rate Rate 
D: Injection well constraint BHP BHP 
E: Recycling Yes (re-inject) Yes (re-inject) 
F: Produced GOR, SCF/STB 50000 50000 
G: Shut-In/Open strategy Yes Yes 
H: Injection scheme WAG Continuous CO2 
J: Well spacing, acre 50 90 
CO2 Saturation, frac. 0.22 0.34 










































Figure 5.2- Gas saturation and CO2 front comparison in gravity stable (after 85 years of 




































Figure 5.4- Comparison between on-stage (right) and three-stage (left) operations. Oil 
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Figure 5.5- Comparison between employing vertical producer wells (right) and horizontal 






















Figure 5.6- Areal and cross sectional view of oil saturation in at the end of CO2 flooding 













Figure 5.7- Three-dimensional view of carbonate reservoir geometry and its layered 

























































































Figure 5.10- Response surface for profit objective at different GOR constraint and 
average reservoir permeability and constant values for other factors (shown 


































































Figure 5.11- Response surface for storage objective at different well spacing and Kv/Kh 

















Figure 5.12- Three-dimensional view of sandstone reservoir geometry and its stochastic 


















































Figure 5.13- Three-dimensional view of remaining oil saturation at the end of water 















Figure 5.14- Remaining oil saturation (right) and CO2 saturation (left) distributions at the 















Figure 5.15- Statistically analyzed effect of all flood design factors on profit (left) and 















Figure 5.16- Response surface for storage objective at different injection and production 
well types and constant parameters for other design factors (shown in the 
left) in sandstone reservoirs 
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D: BHP Constraint 
E: Re-sell CO2
F: High GOR Constr.
G: Yes (Shut-In/Open)
H: WAG Injection
J: Small well sapcing














































Figure 5.17- Response surface for profit objective at different produced GOR and 
injection scheme (WAG or continuous CO2) and constant parameters for 





D: Rate Constraint 
E: Re-Injection CO2
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Chapter 6:  Derivation of Dimensionless Scaling Groups for Miscible 
CO2 Flooding 
6.1 INTRODUCTION 
In order to assess the capability and performance of a CO2 flooding project (for 
enhanced oil recovery, sequestration, or both), dimensionless scaling groups can be 
utilized as an efficient tool to quickly monitor reservoirs with different sizes and different 
operating conditions. Then, the best possible scenarios can be employed to maximize any 
objective function. Dimensionless scaling groups are derived by applying different 
methods on the governing equations or variables for any processes. Inspectional analysis, 
which is one of these methods, involves non-dimensionalizing the equations that describe 
the physical process. Shook et al. (1992) used inspectional analysis to derive the 
dimensionless scaling groups for immiscible flow (water flooding) through permeable 
media. In this approach, the equations that describe the process (including the boundary 
conditions), are gathered and arbitrary scale factors are introduced and replace actual 
variables in the equations. The scale factors are then amassed into dimensionless groups 
in a way that the number of the final scaling groups is minimized. Defining arbitrary 
values for scale factors is somewhat subjective; they have to be assigned in a way that 
final dimensionless form of the equations would not be different than that of initial 
governing equations. 
 
6.2 PROBLEM STATEMENT AND ASSUMPTIONS 
This section describes methodology in deriving dimensionless scaling groups for 
CO2 flooding displacement process in a three-dimensional porous media. Phase behavior 
relations have been entered in the derivations to achieve comprehensive scaling groups. 
Peng Robinson Equation of State (PR-EOS) and its auxiliary equations are considered as 
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governing formulation for the phase behavior section of derivations. Despite the large 
number of variables and parameters involve in this type of full field-scale processes, 
dimensional analysis reduces them substantially. Main assumptions for derivations are 
three-dimensional field scale geometry, three-pseudo components, as solvent (subscript 
3), light-oil component (subscript 2), and heavy-oil component (subscript 4), three-
phases, as water (subscript 1) oil (subscript 2) and gas (subscript 3), no chemical 
reactions, no adsorption, and no diffusion. Figure 6.1 shows schematic of reservoir 
geometry in this study. It is a dipping reservoir with dip angle of α. Sides as well as top 
and bottom of the reservoir are impermeable boundaries. Pure CO2 is injected down-dip 
into the reservoir. 
 
6.3 INSPECTIONAL ANALYSIS FOR MISCIBLE CO2 FLOODING PROCESS 
Miscible displacement of residual oil phase (subscript 2) by gas phase (subscript 
3) which is considered as pure CO2, following by water flooding is non-dimensionalized. 
Governing equations for these type of processes are conservation equations, Darcy’s 
equations, capillary pressure equations, phase equilibrium equations and two auxiliary 
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It should be noted that conservation equations are slightly modified in order to 
reduce the number of variables that have to be dealt with. In order to do this, j ijxρ  
(product of phase density and component mole fraction) was assumed to be ijC which is 
the concentration of component i in phase j.  Table 6.1 shows the equations and 
unknowns and their corresponding numbers entered in these equations. Figure 6.1 also 
shows the schematic describing the flooding process. 
All flow equations constitute 29 parameters 1 2 3 1 2 3( , , , , , , , ,x y zk k kρ ρ ρ μ μ μ  
1 2 3 21 23 2 2 3 4 3, , , , , , , , , , , , , , , , , , , , )
I I I J
r r r r wf inj injk k k S g j p L H W p u C C C Cσ σ α φ and 24 
dependent variables 21 22 23 31 32 33 41 42 43 1 2 3 1 2 3 1( , , , , , , , , , , , , , , , ,xC C C C C C C C C S S S P P P u  
2 3 1 2 3 1 2 3, , , , , , , )x x z z z y y yu u u u u u u u which are affecting the CO2 flooding process. 
 
6.4 INTRODUCING ARBITRARY SCALING FACTORS  
Two arbitrary scaling factors are introduced for each variable in the equations. In 
total, 56 scaling factors are introduced (corresponding to 28 original variables) in which 
28 of them are additive and the rest are multiplicative scaling factors. Relationship 
between scale factors and original variables is considered as linear function. The original 
variables in the equations are then replaced with these scaling factors. Following linear 
transformations convert all of the original variables into dimensionless format. In all of 
these equations scaling parameters with "*" sign as superscript are considered as arbitrary 
scaling factors. In addition, variables with subscript "D" are final dimensionless variables 
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6.5 REPLACING DIMENSIONAL VARIABLES WITH SCALING FACTORS IN CONSERVATION 
EQUATIONS  
By expanding the derivatives in each conservation equation, and then by entering 
scaling factors, their number will grow rapidly and it will be hard to handle all of the 
terms at the same time. Hence, it was decided to split the conservation equations into 
different terms and continue with each term separately and then lump the final results 
back into the original equation. Following is the general form for conservation equation 
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Following are expanded version for Equation 6.7 for each component. For light 
oil component (subscript 2): 
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for gas, (CO2), component (subscript 3): 
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and for heavy oil components (subscript 4): 
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According to the detailed derivations presented in Appendix A, the conservation 
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In a similar way, conservation equations for other two components, CO2 
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6.6 REPLACING DIMENSIONAL VARIABLES WITH SCALING FACTORS IN DARCY'S 
EQUATIONS  
For three-dimensional displacement of CO2 injection with three phases present in 
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According to the detailed derivations shown in Appendix A, Darcy equations are 
converted into the following dimensionless forms. 
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6.7 REPLACING DIMENSIONAL VARIABLES WITH SCALING FACTORS IN CAPILLARY 
PRESSURE EQUATIONS  
For three-phase displacement of CO2 injection, there are 2 capillary pressure 
equations as following: 
 
2 1 21 21( )cP P P j S k
φσ− = =                                                                                           (6.32) 
3 2 32 32( )cP P P j S k
φσ− = =                                                                                           (6.33) 
After introducing the arbitrary scaling parameters in the equations 6.32 and 6.33 
and then simplifying them, following dimensionless equations are resulted. 
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6.8 INITIAL AND BOUNDARY CONDITIONS  
In order to solve all necessary equations for a CO2 flooding displacement process, 
appropriate initial and boundary conditions are needed to achieve logical and 
comprehensive solutions. For three-dimensional, three-pseudo components, and three- 
phases displacement process of CO2 injection, following are all of the initial and 
boundary conditions. 
 
2 2 0, , ,rS S at t x y z= = ∀                                                      (6.36) 
3 0 0, , ,S at t x y z= = ∀                                                    (6.37) 
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Equations 6.36 and 6.37 denote the initial saturations for oil, which is assumed at 
residual after waterflooding, and gas saturation, which is assumed to be zero since 
reservoir is initially under-saturated. 
 
23 21 0 0, , ,C C at t x y z= = = ∀                                                     (6.38) 
22 2 0, , ,
IC C at t x y z= = ∀                                                     (6.39) 
33 31 0 0, , ,C C at t x y z= = = ∀                                                      (6.40) 
32 3 0, , ,
IC C at t x y z= = ∀                                                     (6.41) 
43 41 0 0, , ,C C at t x y z= = = ∀                                                     (6.42) 
42 4 0, , ,
IC C at t x y z= = ∀                                                     (6.43) 
Equations 6.38 through 6.43 show the initial conditions for all three components. 
 
33 3 0, , ,
JC C at x t y z= = ∀                                                    (6.44) 
Equation 6.44 represents boundary conditions for CO2 injection well, which is 
assumed as pure CO2, in the gas form. 
 
3 2 1 ( cos )( ) , , ,wf jP P P P g H z at x L t y zρ α= = = + − = ∀             (6.45) 
Equation 6.45 explains boundary settings for production well which is assumed 
under constant bottom hole pressure condition for all of the phases that are being 
produced. 
 
1 2 3 0 0, , ,z z zu u u at z x y t= = = = ∀                                             (6.46) 
1 2 3 0 , , ,z z zu u u at z H x y t= = = = ∀                                           (6.47) 
1 2 3 0 0, , ,y y yu u u at y x z t= = = = ∀                                            (6.48) 
1 2 3 0 , , ,y y yu u u at y W x z t= = = = ∀                                          (6.49) 
1 2 3 0 0, , ,x x xu u u at x y z t= = = = ∀                                             (6.50) 
1 2 3 0 , , ,x x xu u u at x L y z t= = = = ∀                                            (6.51) 
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Equations 6.46 through 6.51 correspond to no flow boundary conditions in all for 






x inju dz dy u at x y z tW H
⎛ ⎞ = = ∀⎜ ⎟
⎝ ⎠∫ ∫                                         (6.52) 
Equations 6.52 show the boundary settings for the injection well, which is 
assumed under constant injection rate.  
Arbitrary scaling factors are entered into equations 6.36 through 6.53 and resulted 
equations are simplified and rearranged. Details of derivations are shown in Appendix A. 
 
6.9 SATURATION AND CONCENTRATIONS CONSTRAINTS  
It is one of the main and imperative principles in any flow and phase behavior 
calculations that saturations and concentrations should sum to one in the whole system. 
These two principles are usually coupled and lumped in the major calculations (when 
actually solving them), and they get embedded in those calculations. Since these 
equations are not actually solved in the process of deriving dimensionless scaling groups, 
these two basic principles should be presented separately. These equations are shown in 
Appendix A. Arbitrary scaling factors are introduced in these equations as well. Details 
of derivations for this section are shown in Appendix A. 
 
6.10 PHASE EQUILIBRIUM EQUATIONS  
An extensive amount of calculations in the compositional simulations of gas 
flooding-type of displacements are carried out to solve auxiliary phase behavior 
equations. Among all simulators, two type of approaches are considered; Equation of 
State (EOS) computations or partitioning coefficient calculations. In non-
dimensionalizing phase behavior part of the equations, partitioning coefficient approach 
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did not provide any additional scaling groups. One reason for this would be 
dimensionless nature of partitioning coefficients. It should be noted that these coefficients 
provide approximate solutions for phase behavior model but more rigorous method 
would be utilizing EOS approach. Therefore, it was decided to use Peng-Robinson EOS 
in our derivations. 
Equation (6.54) shows the original form of Peng-Robinson EOS. Phase behavior 
equations constitute of 12 parameters ' "( , , , , , , , , , , , )c c c cR a b c c c T P V Zα ω and 3 
independent variables (T, P, V) and are being utilized to supplement flow equations in 
order to model the CO2 flooding process. 
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V b V c V c b b c V b
= −
− + + + + + −
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                                                                                (6.59) 
 
Also c which is volume shift translation is defined in the Equation 6.59. It is the 
temperature dependent volume correction parameter and is found as the difference 
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between the molar volume at 80 °C given by the ASTM 1250-80 density correlation, and 
the Peneloux molar volume for the same temperature for any component. 
It is observed that Equation 6.54 is in dimensional form. In order to convert this 
auxiliary equation, for CO2 flooding displacement process, into the dimensionless form 
similar approach to the inspectional analysis is taken. Reduced form of Peng-Robinson 
Equation of State (PR-EOS) would be ideal scaled equation for this purpose. In order to 
do this, equations 6.55 and 6.56 are substituted into the equation 6.54. Details are given 
in Appendix A. Comparing reduced forms of temperature, pressure, and molar volume, 
shown in Equation 6.57, with arbitrary scaling parameters for the same variables, shown 
in equation 6.58, denotes that reduced form of these variables are in fact modified form 
of arbitrary scaling factors and our approach, to derive the dimensionless EOS, is indeed 




1P , and 
*
1V  are arbitrary scaling factors, they can be set to zero; and in addition we 
can set *2 cT T= ,
*
2 cP P= ,and 
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= = =                                  (6.57) 
* * * * * *
2 1 2 1 2 1D D DT T T T P P P P V V V V= + = + = +                      (6.58) 
 
After detailed derivations, presented in Appendix A, Equation 6.59 is the final 
form of dimensionless EOS. It can be used along with other dimensionless equations to 
scale the CO2 flooding displacement process. Three scaling groups, reduced temperature 
(Tr), reduced pressure (Pr), along with acentric factor, which is embedded in the 
definition of “k” in Equation 6.55, are three main scaling parameters which were derived 
from EOS as an auxiliary equations for CO2 flooding displacement process. Since there 
are 3 components present in our assumed system, and three scaling groups are introduced 
139
 
from phase behavior calculations therefore, 9 scaling groups should be considered for 
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6.11 DIMENSIONLESS EQUATIONS  
Based on this major principle that non-dimensionalizing must not change the form 
of the equations (Shook et al., 1992) and according to the assumptions that are made on 
arbitrary scaling factors, aforementioned dimensional equations are simplified to obtain 
following final dimensionless equations. Simplification approach is presented in 
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Initial and Boundary Conditions: 
2 1 0 , ,D D D D DS at t x y z= = ∀                                                           (6.74) 
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                                                (6.80) 
33 1 0 , ,D D D D DC at x y z t= = ∀                                                          (6.81) 
( )1 11
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1 1, ,x rD D D D D
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k g H
P z at x z t
u L
λ ρ α⎡ ⎤
= − = ∀⎢ ⎥
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( )2 22
cos
1 1, ,x rD D D D D
inj
k g H
P z at x z t
u L
λ ρ α⎡ ⎤
= − = ∀⎢ ⎥
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( )3 33
cos
1 1, ,x rD D D D D
inj
k g H
P z at x z t
u L
λ ρ α⎡ ⎤
= − = ∀⎢ ⎥
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                         (6.84) 
1 2 3 0 0 , ,zD zD zD D D D Du u u at z x y t= = = = ∀                            (6.85) 
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1 2 3 0 1 , ,zD zD zD D D D Du u u at z x y t= = = = ∀                             (6.86) 
1 2 3 0 0 , ,yD yD yD D D D Du u u at y x z t= = = = ∀                           (6.87) 
1 2 3 0 1 , ,yD yD yD D D D Du u u at y x z t= = = = ∀                            (6.88) 
1 2 3 0 0 , ,xD xD xD D D D Du u u at x y z t= = = = ∀                            (6.89) 
1 2 3 0 1 , ,xD xD xD D D D Du u u at x y z t= = = = ∀                            (6.90) 
1 1
30 0
1 0 , ,⎛ ⎞ = = ∀⎜ ⎟
⎝ ⎠∫ ∫ xD D D D D D Du dz dy at x y z t                            (6.91) 
 
Saturation and Concentrations Constraints: 
1 2 3 1D D DS S S+ + =                                                                                                     (6.92) 
21 31 41 1D D DC C C+ + =                                                                                              (6.93) 
22 32 42 1D D DC C C+ + =                                                                                             (6.94) 
23 33 43 1D D DC C C+ + =                                                                                              (6.95) 
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Terms presented inside the brackets in Equations 6.63 through 6.96 are initial 
scaling groups. These twenty eight scaling groups completely satisfy the scaling 
requirements for three-dimensional, three-phase, and three-component problem. But yet, 
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they are not independent of each other and additional steps should be taken to make them 
independent.  
 
6.12 FINAL DIMENSIONLESS SCALING GROUPS  
In addition to the scaling groups that have been developed for CO2 flooding 
process, if injection and production wells were set to constant bottom hole pressure 
constraint, following two new boundary conditions should be introduced to the system of 
equations that were being dealt with: 
 
3 0 , ,jT injP P P at x y z t= = = ∀                                                       (6.97) 
, ,
pT p




P and TpP are injection and production pressures, respectively. After 
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Since scaling factors are arbitrary, we can set * 1pTP and 
*
1jT
P equal to zero and put 
* *
2 2p jT T
P P=  and assume minimum miscibility pressure as reference for non-


















                                                                                                              (6.101) 
Finally, according to the detailed derivations which are presented in Appendix A, 
the number of final scaling groups was minimized to 13. These groups correspond to 
flow equations. Three dimensionless groups also were derived from equation of state. 
Followings are total 16 scaling groups derived from all of the governing equations for 
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6.13 SUMMARY AND CONCLUSIONS  
Inspectional analysis approach was applied to derive the dimensionless scaling 
groups for CO2 flooding process in a three-dimensional, three-phase, and three-pseudo 
component system. The governing flow equations constitute of 29 parameters and 24 
dependent variables. Phase behavior relations have also been entered in the derivations to 
achieve comprehensive scaling groups. Peng Robinson Equation of State (PR-EOS) and 
its auxiliary equations are considered as governing formulation for the phase behavior 
section of derivation. After deriving dimensionless groups, algebraic operations were 
utilized on the final coefficient matrix to minimize the number of final scaling groups.  
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Results show that, 17 dimensionless groups is needed to scale a CO2 flooding 
process in any porous media. Fourteen scaling groups are related to flow equation and the 
other three groups are the ones that derived from phase behavior equations. It should also 
be noted that if injection process is carried out under bottom hole pressure constraint, 
rather than under rate control, 17
fG  and 18




Table 6.1: Equations and unknowns governing CO2 flooding process 
Equation Number of 
Equations 
Unknowns Number of 
Unknowns 
Conservation (Nc)=3 21 22 23 31 32 33 41 42 43( , , , , , , , , )C C C C C C C C C  (Np×Nc)=9 
Phase 
Equilibrium Nc×(Np-1)=6 1 2 3( , , )S S S  (Np)=3 
Capillary 
Pressure 
(Np-1)=2 1 2 3( , , )P P P  (Np)=3 
Darcy's law (Np×ND)=9 1 2 3 1 2 3 1 2 3( , , , , , , , , )x x x z z z y y yu u u u u u u u u  (Np×ND)=9 
Saturations 
Sum to 1 
1 
Compositions 






























Chapter 7: Development of a Response Surfaces-Based MMP 
Correlation  
7.1 INTRODUCTION 
Miscible CO2 flooding is one of the most efficient displacement processes among 
the tertiary oil recovery methods. Based on a study by Stosur et al. (1990), on future 
potential of Enhanced Oil Recovery (EOR) methods in the US, miscible CO2 gas 
injection is gaining more popularity and eventually will be more attractive than any other 
EOR techniques. This can be related to higher oil prices as well as availability of more 
CO2 sources considering the global regulations and restrictions on CO2 emissions. In a 
CO2 displacement project, when full miscibility between injected CO2 and reservoir fluid 
is reached, capillary forces are eliminated from displacement process which ideally 
results in no oil trapping and consequently higher recovery values. Difference between 
reservoir pressure (or displacement pressure) and Minimum Miscibility Pressure (MMP) 
is the most important factor to determine whether miscibility has bee achieved in the 
reservoir. Displacement pressure should be completely higher than MMP in order to 
achieve miscibility in the reservoir. 
Miscibility in reservoir conditions is generally achieved by two different 
mechanisms. When the injected fluid and reservoir crude become fully miscible or in 
other word, First Contact Miscible (FCM) conditions are achieved, a single phase fluid is 
created and therefore, injected fluid completely displaces the reservoir fluid. One of the 
most obvious cases for this type of miscibility conditions is FCM of Butane with some 
crude oils at reservoir conditions. Other type of miscibility mechanism is called multiple 
contact miscible displacement. Carbon dioxide generally makes multiple contact 
miscibility with crude oils at some reservoir conditions. This means that many contacts 
are necessary (in the form of mass transfer) for crude oil components and CO2 to be 
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mixed with each other. In these contacts, CO2 starts first to be condensed into the 
reservoir oil and then light oil components are vaporized into the CO2-rich phases. This 
continues until there is no interfacial tension between these two new phases and a single 
hydrocarbon phase is being produced. This process mainly depends on reservoir pressure 
since reservoir temperature is considered constant in the CO2 flooding processes. As 
reservoir pressure increases, more CO2 is dissolved in the oil and more oil components 
are vaporized by oil. It is known that the extraction of hydrocarbons depends greatly on 
the density of CO2 (Lake, 1989). As CO2 density increases, more hydrocarbon 
components are vaporized from crude. In general higher reservoir pressure results in 
higher CO2 density. The pressure at which reservoir oil and CO2 are in extremely close 
contact is called MMP. 
Variety of different approaches have been suggested to measure and/or calculate 
the MMP. Analytical methods are simplistic methods which are based on phase 
equilibrium calculations. Johns and Orr (1996) and Wang and Orr (1998) have introduced 
phase equilibrium-based semi-analytical approaches to predict MMP values which 
showed some promises in the development of analytical theory of gas injection. This idea 
later was extended and improved by Jessen et al. (2001) to generate approximate 
solutions to the 1-D displacement of multi-component gas injection processes. The 
prediction of miscibility conditions from ternary diagrams is based on experimentally 
determined gas and liquid compositions in different mixtures. They finally concluded that 
in specific cases for which injected fluid is pure CO2, slim tube experiments are better 
approaches to be considered. Besides of this, sufficient phase equilibrium data between 
injected gas and crude oil are needed, particularly near critical points. Without these type 
of accurate and adequate data, sometimes mathematical methods fail to predict MMP 
values. Experimental gas and liquid equilibrium data are not easy to acquire and are 
expensive and hard to obtain. Jaubert et al. (2002) used a characterization procedure 
based on Peng-Robinson Equation of State (EOS) and strived to address this question that 
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"would experimental MMP slim tube tests are necessary?" since less expensive phase 
equilibrium procedures are available. 
Another approach to predict thermo-dynamic MMP is using one-dimensional slim 
tube simulations or experiments. Experimental slim tube data are gathered using long 
slim tubes packed with special type of sands which is saturated with reservoir oil at 
reservoir temperature. About 1.2 pore volume of injected gas is gradually entered into the 
reservoir in a wide range of pressure values. Recovery factor sharply increases at the 
lower pressure values but gradually starts to flatten and then no additional recoveries are 
gained by increasing displacement pressures. Figure 7.1 shows an example of slim tube 
plot. It is shown that ultimate recovery values for each displacement pressure are plotted 
and pressure at which, curve is bent is considered as MMP value. Slim tube tests are 
valuable methods of determining MMP but they can be really expensive.  
One-dimensional flow simulations of slim tube experiments utilizing well- 
characterized EOS fluid models are decent substitutes for expensive slim tube 
experiments. This numerical approach is based on compositional simulation of solvent 
injection into a 1-D high permeability porous media with straight-line relative 
permeability data (which are representative of complete miscible displacement 
processes). Since small size gridblocks are needed due to the small nature of problem, 
effect of numerical and physical diffusion which has been mentioned previously by 
Stalkup (1990) should be carefully considered. In order to accurately perform these type 
of simulations, swelling test experiments have to be completed on the reservoir fluid. 
These experimental data are needed to tune the EOS model of properly characterized 
fluid. Besides of this, simulation of 1-D slim tube is also computationally expensive since 
different simulation cases (at various pressure conditions) have to carried out. The use of 




7.2 MINIMUM MISCIBILITY PRESSURE CORRELATIONS  
The main factors affecting minimum miscibility pressure are the reservoir fluid 
composition, injection gas which is considered as CO2 in our study, and reservoir 
temperature. MMP between CO2 and any reservoir oil increases when a higher fraction of 
volatile components such as C1 exist in the reservoir. In addition, higher fraction of 
intermediate components such as CO2, C2-C4 in the reservoir fluid decreases the MMP 
value (Alston et al., 1985, and Sebastian, et al., 1984). Moreover, higher molecular 
weight of C7+ or C5+ fraction in the oil reservoir fluid results in higher MMP. In general 
higher reservoir temperature also causes increase in the MMP.  
In order to quantify the effect of all variables on MMP, numerous amount of 
MMP correlations have been developed to quickly assess the MMP values. These 
correlations are generally inexpensive, fast and easy to use. But, developing a 
comprehensive MMP correlation has still remained a big challenge for researches since 
long time ago. Proposed correlations have their own limitations and mainly account for 
parameters such as reservoir temperature, oil composition, and molecular weight of 
different hydrocarbon components in the fluid, CO2 density, and impurities in the injected 
fluid.  
Holm and Josendal (1974) proposed first MMP correlation. They correlated MMP 
value based on reservoir temperature and molecular weight of C5+ components in the 
reservoir oil. Effect of temperature on CO2 density was the main factor in their 
correlation. They presented another correlation in (1982), in which CO2 density is 
empirically correlated to the extractable portion of the crude (which is mole fraction of C5 
through C30 hydrocarbons divided by mole fraction of C5+). The MMP is then calculated 
by finding the pressure required to obtain that CO2 density at reservoir temperature. Orr 




National Petroleum Council (NPC) (1976) has another MMP correlation that 
predicts MMP according to reservoir temperature and reservoir oil °API gravity. 
Dunyushkin and Namiot (1978) also suggested similar correlation to that of Holm and 
Josendal (1974). Yellig and Metcalfe proposed (1980) simpler correlation and MMP was 
correlated by reservoir temperature for oils with bubble point pressures lower than MMP 
values. They used limited number of West Texas light oils. Their correlation did not 
consider the composition of oil as important factor on predicted MMP. Yuan et al. (2004) 
developed new MMP correlation for both pure and impure CO2 injection scenarios using 
analytical theory for MMP calculation from equation of state. Their correlation is based 
on the reservoir temperature, molecular weight of C7+ and percentage of intermediate 
hydrocarbon components (C2-C6) in the reservoir fluid. Alston et al. (1985) also 
suggested a MMP correlation with temperature, oil composition, and a weight-averaged 
critical temperature for the impure CO2. Orr and Jensen (1984) a MMP correlation with 
extrapolated vapor pressure of CO2.  
 Johnson and Pollin (1981) empirically correlated MMP with the critical 
temperature, critical pressure, composition, and molecular weight of the injection gas, 
reservoir temperature, oil API gravity, density, and average molecular weight of oil. This 
correlation was limited to the cases that injected gas is binary mixture of CO2 and N2 or 
CO2 and CH4.  Cronquist (1977, 1978) proposed correlations of MMP with reservoir 
temperature and several EOS parameters such as temperature, Methane mole percent in 
oil, and molecular weight of Pentane-plus fraction. Most of these previous correlations 
have been presented in the Appendix B.  
 
7.3 DEVELOPMENT OF A NEW MMP CORRELATION  
Almost all of the aforementioned correlations are mainly based on experiments, 
statistics, oil composition which directly represented by EOS parameters, and more 
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specifically reservoir temperature. It is inevitable to admit that MMP is directly or 
indirectly linked with all of these factors. But on the other hand, developing a correlation 
that could gather all of these variables and link them individually to the MMP, is almost 
impossible. Previously developed dimensionless scaling groups (Chapter 6 of this 
dissertation) helped us to lump all of these parameters together in order to provide 
accurate and complete MMP correlation model.  
The goal of this study is to use four of the phase behavior related dimensionless 
scaling groups, which were developed in the chapter 6 of this dissertation, and then 
utilize multivariate regression analysis based on response surface methodology (RSM) 
and propose an all-inclusive MMP correlation for broad range of reservoir fluids. These 
dimensionless groups are in the form of pseudo properties of heavy and light 
hydrocarbon components. Since temperature has been proven to be one of the main 
factors in determination of MMP values, the reduced form of temperature is used in this 

















= =                                                                                                       (7.2) 
 2C W=                                                                                                                 (7.3) 
 4D W=                                                                                                                (7.4) 
 
In the above groups, 2rT  is the reduced temperature for light pseudocomponent 
(C1-C6) of the oil, 4rT  is the reduced temperature for heavy pseudocomponent (C7+)  , 2cT  
is critical temperature for light pseudocomponent of the oil, 4cT  is critical temperature for 
heavy pseudocomponent, T is the reservoir temperature, 2W  is Acentric factor for light 
pseudocomponent of the oil, and 4W  is acentric factor for heavy pseudocomponent of the 
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oil. In order to calculate these pseudo properties, Pedersen and Christensen (2007) 








































































                                                                                           (7.8) 
where iz is the mole fraction, wiM is the molecular weight, ciT  is the critical temperature, 
and ciω  is the acentric factor of carbon number fraction i. It is seen that all of the 
important variables affecting MMP value such as reservoir temperature, molecular 
weight, mole fraction of different components (representing effect of oil composition), 
and some other important EOS parameters such as critical temperature and Acentric 
factor for wide range of components are lumped in these dimensionless groups. In 
addition, these dimensionless groups have been categorized in two distinct sets for light 
and heavy hydrocarbon components. These aforementioned variables are almost all of the 
factors affecting MMP value between CO2 and injected fluid indirectly. It is realized that 
the number of variables are so ample to deal with and also manage them to see their 
individual affects and then, consequently define their combined effects on the MMP 
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value. In solving these type of problems, any multivariate statistical analysis can be 
utilized to define the effect of all these parameters on the final MMP value.  
Response surface methodology is a powerful data-modeling tool which is capable 
of capturing and representing complex input/output relationships. Applying response 
surface method and multivariate regression analysis makes it possible to quantify and 
rank the effect of each one of these dimensionless groups on the predicted MMP values 
as final objective function for scaling groups. 
Followings are step-by-step procedure which was followed in order to achieve 
comprehensive MMP correlation. 
 
7.3.1 Fluid Database  
First step in developing the MMP correlation, was constructing a reservoir fluid 
database which contains wide range of reservoir fluids. An extensive literature study was 
performed to gather reservoir fluid data from published sources besides of some other 
available fluids from internal sources in our Department. Table 7.1 shows all of fluid 
references and their molecular weight. It was decided to keep some of these fluids for 
validating the final developed MMP correlation; therefore, they obviously were not 
utilized in the process of developing MMP correlation. They are specified in Table 7.1 
with * sign. 
 
7.3.2 Fluid Characterization  
Since full laboratory report was not available from mentioned references and we 
were not able to find large number of data sets in the literature therefore, it was decided 
to characterize all fluids in a way that 7 components were defined in the equation of state 
model for each fluid. For some of these fluid samples experimental bubble point pressure 
and some other available experimental data were matched by tuning the EOS parameters. 
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In addition, for EOS parameters of some of the fluids which didn't have enough 
experimental data, correlations from Pedersen et al. (1988) were employed. Table 7.2 and 
Table 7.3 show the final EOS parameters as examples for two fluid samples in the 
database. Additional tables for the rest of EOS parameters for other fluids can be found in 
Appendix B.  
 
7.3.2 Slim Tube Simulations  
Based on available EOS parameters for different fluids, critical temperature, 
acentric factor, and molecular weight can be calculated for light (C1- C6) and heavy (C7+) 
pseudo-components for all of the fluid samples. Utilizing the final fluid database, slim 
tube simulation input files were set up for each one of the fluids. Since reservoir 
temperature is one of the main parameters therefore, slim tube simulations were 
performed at 4 different reservoir temperatures (90, 150, 180, and 220 °F) on all of the 
fluid models. According to this, for each fluid model, 4 MMP values were acquired and 
consequently corresponding reduced temperature and pseudo-acentric factors for the light 
and heavy hydrocarbon components were recorded for each MMP value. In total, close to 
700 slim tube simulations were performed and 68 MMP values were determined for all 
fluid samples. Figures 7.2 and 7.3 show the ultimate recovery plots at different 
temperatures for two slim tube simulation cases as examples for two fluid samples. 
Additional tables for the rest of recovery plots for other fluids can be found in Appendix 
B. In order to be consistent in determining MMP value for each slim tube displacement 
simulation, pressure at which ultimate recovery curve is bent, considered as MMP value. 





7.4 CONSTRUCTING RESPONSE SURFACES 
It should be noted that, corresponding to each MMP value presented in Table 7. 2, 
there are unique reduced temperature and acentric factor values for heavy and light 
pseudo-components of oil. By performing multi-variate regression analysis, MMP values 
can be correlated by the four EOS-related independent variables which were mentioned 
before. In fact, response surface is a fitted equation between simulated MMP values and 
scaling groups. In the response equation, MMP was defined as objective function which 
basically is a dependent variable and also four aforementioned dimensionless groups 
were also independent variables. Responses were considered as linear, quadratic, and 
third order equations. Following is the simplified version of the equation if we assume 
only three independent variables as Xi and i=1,2,3 along with one dependent variable as 
Y. Excluding the error term, below equation includes 14 terms but, if the number of 
independent variables increases to 4 (which is the case in this study), response equation 
will include 35 terms in a similar way.  
 
0 1 2 3
2 2 2
12 13 23 11 22 33
3 3 3
123 111 222 333
Y A B C
AB AC BC A B C
ABC A B C error
β β β β
β β β β β β
β β β β
= + + +
+ + + + + +
+ + + + +
                        (7.9) 
 
In the Equation 7.9, iβ s are coefficients, and A, B and C stand for our 
dimensionless groups such as Tr2, Tr4, W2, W4 shown in Equations 7.1 through 7.4, 
respectively. Therefore, the resulting coefficients for our study will be 34 plus one value 
for intercept which makes total number of coefficients 35.    
MMP value is known as response and also all of dependent variables are known 
as quantities. Multivariate regression analysis was performed using Premium Solver© 
option within Microsoft Excel© to find coefficients which result in least error between 
calculated (using slim tube simulations) and estimated (from response surface equation) 
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MMP values. In order to do so, sum of the squares of differences of corresponding values 
in two arrays as well as relative error percentages between them were minimized. 
Utilizing Premium Solver option helped us to achieve global minimum for the 
correlation. Therefore, all coefficients were determined when this global minimum was 
reached. Based on the determined coefficients best correlation between estimated and 
determined MMP values was established. Figure 7.4 shows the relation between 
estimated and calculated MMP values. It represents a good agreement between 
determined MMP values through slim tube simulation and MMP values calculated from 
response surface equation.  
Table 7.5 lists the coefficients and correlation coefficients for each term in the 
equation 7.9. The A, B, C, and D and their combinational parameters represent the values 
for reduced temperature, and acentric factors for pseudo-oil components shown in 
equations 7.1 through 7.4. The final Response Surface (RS)-based correlation has 
correlation coefficient of 99.2 %, its average relative error is 4.1 % and its standard 
deviation is 3.8%. These statistics regarding developed MMP correlation shows a near-
perfect correlation. 
One of the advantages of using RS-based methodology, to construct the 
correlation, is the ability to determine which parameters have most significant effect on 
the response values. Based on this, factors corresponding these coefficients can be ranked 
from least to most effective parameters on the MMP value. But, actual values of utilized 
scaling groups (reduced temperatures, and acentric factors) can sometimes vary with 
order of magnitude. Consequently, a coefficient which has a large value and therefore 
shows great impact on the response surface can be less important than a smaller one but, 
more important coefficient for the same reason. Since upper and lower limits for all of 4 
scaling values were known therefore, it was decided to normalize them. This converted 
all of the scaling groups into values which were changing from -1 to +1 and all of the 
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actual non-normalized parameters were changing linearly between these two scaled 













                                                                                         (7.10) 
where N is the final normalized value for each parameter, a is the actual scaling group 
value, aL  is the Minimum value for the parameter A, and aH is the maximum value for 
the parameter A. Table 7.6 shows the actual range of variations for reduced temperatures 
and acentric factors along with their normalized values.  
After performing normalization conversion, response equation for MMP was 
constructed based on the normalized values in a similar way as for the actual values. 
Since in the normalized equation, all of the independent variables have the same range of 
variations thus, the coefficients with higher values in the response MMP equation, have 
bigger impact on the MMP value. Table 7.7 shows the five most important variables on 
the MMP values. According to our statistical analysis, the order from most to least 
influential factors for MMP are reduced temperature for light pseudo-oil component, and 
second order of Acentric factor for light pseudo-oil component, also acentric factor for 
heavy pseudo-oil component, and finally reduced temperature for heavy pseudo-oil 
component. It is important to note that MMP value does not depend on the individual 
EOS parameters and it is rather combination of EOS parameters that affect the MMP 
value. This correlation mainly shows that properties for intermediate (C2-C6) 
hydrocarbon components which are imbedded inside light pseudo-oil component group 
have more impact on MMP value than properties of the heavier oil components.  
 
7.5 VALIDATION OF THE CORRELATION 
To test the performance of the new developed correlation, and in order to validate 
it, the predicted MMP values were compared against the MMP values determined from 
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slim tube simulations for several fluid models shown in Table 7.1.  Therefore, slim tube 
simulations were performed using the EOS models for test fluids and also MMP was 
calculated from final MMP correlation. Results are presented in Figure 7.5. It is seen that 
results from the new RS-based MMP correlation was in a good agreement with tedious 
slim tube simulations. It should be noted that for any fluid sample at least 10 slim tube 
simulations should be performed in order to determine the MMP value for that fluid. But, 
in order to utilize our RS-based correlation, simple calculations which easily can be done 
in excel spreadsheet, are adequate to get the MMP value for any fluid. In addition, since 
there are some uncertainties in determining MMP values from ultimate recovery plots, 
such as different definition for determining MMP from plots, RS-based correlation can be 
applied to check the results from slim tube simulations. 
Furthermore, the RS-based correlation was compared to previously published 
MMP correlations (Holm and Josendal, 1974; Cronquist, 1978; Dunyushkin and Namiot, 
1978; Yellig and Metcalfe, 1980; Glaso, 1985; Yuan, et al. 2004). It was observed that 
our RS-based correlation presents much better predictions than other mentioned 
correlations. Appendix B illustrates details for these correlations. Some of the 
correlations are based on data for MMP which is read from standard plots. Figure 7.6 
shows the comparison between these correlations and our new RS-based correlation.  
Also there are other sets of MMP correlations that have been presented by mathematical 
relations. A comparison between this set of correlations with new RS-based correlation is 
presented in Figure 7.7. New correlation has average error of 0.4 percent which compared 
to the average error from other correlations presented in Table 7.8 is much more accurate 
correlation developed so far.  RS-based correlation takes into account the effect of 
important EOS properties for heavy- and light-oil components as well as the temperature 
effect which all gathered in the dimensionless form. In addition, performing multi-variate 
regression analysis allows us to utilize efficient statistical techniques to come up with 
more comprehensive MMP correlation. 
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7.6 SUMMARY AND CONCLUSIONS 
According to an extensive literature survey, it is evident that the main factors 
affecting minimum miscibility pressure are the reservoir fluid composition, injection gas 
which is considered as CO2 in our study, and reservoir temperature. In order to quantify 
the effect of all variables on MMP, numerous MMP correlations have been proposed to 
quickly assess the MMP values. These correlations are generally inexpensive, fast and 
easy to use. Developing comprehensive MMP correlation has still remained a big 
challenge for researches since long time ago. It is inevitable to admit that MMP is 
directly or indirectly linked with all of these factors. But on the other hand, developing a 
correlation that could gather all of these variables and link them individually to the MMP 
is almost impossible. Phase behavior-related dimensionless scaling groups could help to 
lump all of these parameters together in order to provide accurate and complete MMP 
correlation model.  
The goal of this study was to use four phase behavior related dimensionless 
scaling groups (reduced temperature and acentric factors for light and heavy pseudo-
hydrocarbon components) and then utilize multivariate regression analysis based on 
response surface methodology and propose an all-inclusive MMP correlation for broad 
range of reservoir fluids. Applying response surface method and multivariate regression 
analysis made it possible to quantify and rank the effect of each one of these 
dimensionless groups on the predicted MMP value. 
A comprehensive fluid database covering wide range of reservoir fluids, mostly 
from published sources was constructed. Slim tube simulation input files were set up for 
each one of the fluids. Since reservoir temperature is one of the main parameters 
therefore, slim tube simulations were performed at 4 different reservoir temperatures (90, 
150, 180, and 220 °F) on all of the fluid models. Based on the results from simulations, 
and by performing multi-variate regression analysis, MMP values were correlated by four 
EOS-related independent variables, using a response surface as linear, quadratic, and 
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third order equation. Multivariate regression analysis was performed to find coefficients 
which result in least error between calculated (using slim tube simulations) and estimated 
(from response surface equation) MMP values. In order to do so, sum of the squares of 
differences of corresponding values in two arrays as well as relative error percentages 
between them were minimized. Therefore, all coefficients were determined when this 
global minimum was reached.  
To test the performance of new developed correlation, and in order to validate it, 
the predicted MMP values were compared against the MMP values determined from slim 
tube simulations for several other fluid models. Furthermore, the response surface-based 
correlation was compared to previously published MMP correlations. It was shown that 
the new correlation has lower average error compared to other previously published 
correlations. RS-based correlation takes into account the effect of important EOS 
properties for heavy- and light-oil components as well as temperature effect which were 
grouped in a dimensionless form. In addition, performing multi-variate regression 
analysis allows us to utilize efficient statistical techniques to come up with more 
comprehensive MMP correlation. 
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Table 7.1: List of reservoir fluid utilized for the development of MMP correlation. 
Fluid name Mw 
(gr/gr-mole) 
Reference 
APNDXD2-LK 31 Lake and Walsh (2003) 
COATS85-TBL1 45 Coats (1985) 
JCBY-TBL1 48 Jacoby and Berry (1957) 
COATS86-OL2* 51 Coats and Smart (1986) 
JRHFPOOLE 54 Lee et al. (1994) 
Danesh-tbl2.1A* 79 Danesh (1998) 
JRHFPOOLD 80 Lee et al. (1994) 
COATS-OL6* 83 Coats and Smart (1986) 
14923-SPE 86 Chaback and Williams (1988) 
Tbl15.2-Pdsn* 86 Pedersen and Christensen (2007) 
COATS86-OL7* 113 Coats and Smart (1986) 
3483-B 114 Rathmell et al. (1971) 
NWE 139 Khan et al.(1992) 
RF7 149 Internal fluid 
BSB5 153 Khan et al. (1992) 
RF4 154 Interal fluid 
JEMA 159 Khan et al. (1992) 
RF6 161 Internal fluid 
3.21-PDSN 181 Pedersen and Christensen (2007) 
64730-SPE 251 Abdassah et al. (2000) 
15.16-PDSN 421 Pedersen and Christensen (2007) 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 7.4: Final determined MMP values for each fluid sample at different temperatures 
        Temperature 
                     ( °F) 
Fluid sample 
90 150 180 220 
NEW 1000 1850 2150 2700 
JEMA 1100 1600 2000 2200 
BSB5 1020 1700 2150 2500 
3483-B 1050 1850 2400 3000 
3.21-PDSN 1280 1980 2300 2800 
15.16-PDSN 1750 3300 3950 4650 
14923-SPE 1100 1750 2250 2750 
64730-SPE 1350 2150 2550 3050 
APNDXD2-LK 1250 2400 3050 3650 
JCBY-TBL1 1150 2000 2500 3000 
JRHFPOOLE 1150 1950 2350 2800 
JRHFPOOLD 1050 2000 2450 2800 
RF6 1550 2750 3600 4100 
RF7 1950 3300 4250 4600 
RF4 1700 2900 3950 4350 



















Table 7.5: Response surface coefficients and correlation coefficients for MMP 
Parameter Coefficient Correlation 
Coefficient 
A 27861.32 -0.16 
B -798.26 0.26 
C 3056.25 -0.04 
D 6990.16 0.14 
AA -25.73 0.43 
AB -1925.97 0.35 
AC -35.40 0.24 
AD -29489.29 -0.36 
BB 318.34 -0.07 
BC 2278.64 -0.16 
BD 3045.12 -0.16 
CC 2582.19 0.29 
CD 1998.76 -0.33 
DD 3322.46 0.23 
A2B 2049.89 0.15 
A2C 6574.60 -0.41 
A2D 1223.09 0.15 
AB2 83.29 0.13 
AC2 -32765.98 -0.22 
AD2 2322.60 -0.16 
B2C -492.99 -0.04 
B2D 824.08 -0.09 
BC2 -48.54 0.08 
BD2 965.36 0.06 
C2D -892.66 0.12 
CD2 5991.74 -0.13 
ABC -333.58 -0.36 
ABD 1657.02 -0.13 
ACD -20174.90 0.33 
BCD 1.78 0.39 
A3 -2.03 -0.13 
B3 767.35 0.27 
C3 487.49 -0.12 
D3 1422.53 0.13 









Table 7.6: Actual and normalized range of variations for scaling group values 
 Maximum Median Minimum 
Actual 6.55 0.79 -7.63 
Tr2 
Normalized +1 0.19 -1 
Actual 0.30 0.17 0.05 
Tr4 
Normalized +1 -0.07 -1 
Actual 0.24 0.15 0.05 
W2 
Normalized +1 0.02 -1 
Actual 1.45 0.82 0.55 
W4 
Normalized +1 -0.39 -1 
 
Table 7.7: Ranked effect of phase behavior scaling groups on MMP 
Rank Terms in Equation Actual Factors 
1 AC2 
2
2 2,rT W  
2 AD 2 4,rT W  
3 A 2rT  
4 ACD 2 2 4, ,rT W W  
5 D 4W  
 
 


















error 0.4 15.4 11.0 18.0 7.2 43.4 38.4 
Standard deviation of 
















































































Figure 7.4: Comparison of calculated and also estimated MMP values from developed 
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Figure 7.6: Comparison of MMP predictions between new RS-based MMP correlation 


























































































Figure 7.7- Comparison of MMP predictions between new RS-based MMP correlation 







































Chapter 8: Investigation on Economic Incentives for CO2 Sequestration 
8.1 INTRODUCTION 
CO2 concentration in the atmosphere has drastically increased from 280 ppm 
during pre-industrial age to its current level of 380 ppm (Bryant, 1997). It is proven that, 
this is mainly due to the dramatic raise in the fossil fuel consumption. This has caused 
climate change concerns among environmentalists and it is gaining more publicity as 
international agencies and governmental sectors in different countries seriously 
considering CO2 reduction policies implemented. It should be mentioned that there is no 
direct proven evident showing the relation between climate change and the CO2 
emissions. But, because of the greenhouse effect of CO2, it is mainly suspected that a 
higher CO2 concentration in the atmosphere has caused these climate changes.  
Geological CO2 storage as the only effective option to mitigate atmospheric CO2 
emissions has been considered since 90's and has been implemented in large scale for the 
first time in Norway. Based on the data published by Moritis (2002) over 35 million tones 
of CO2 have been injected into the oil reservoirs for the purpose of EOR, and currently 
few aquifer CO2 storage projects are underway. Weyburn CO2 sequestration and EOR 
project probably is the only on-going commercial coupled EOR and sequestration project 
which has shown great success in terms of both objectives of the project (Malik and 
Islam, 2000). Carbon Dioxide is transported from North Dakota coal-gasification plant 
through pipelines and is injected into the to Weyburn oil field.  
One of the main aspects of all current EOR projects in the United States is using 
inexpensive CO2 from natural resources. These sources have high CO2 purity and there 
are no additional costs corresponding capture and compression of their stream. There are 
also limited amount of anthropogenic CO2 available from fertilizer, petrochemical, and 
coal-gasification plants which are much more expansive than natural sources of CO2. Due 
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to the recent high oil prices and assuming it will continue in similar fashion in the future, 
CO2 flooding projects are expected to grow in the numbers and volume rapidly in the 
next decade. Therefore, there is going to be serious need for additional CO2 sources. 
From another perspective, carbon emission regulations have already been set in place in 
some European countries as well as Japan under Kyoto protocol. If it gets fully 
implemented in the other industrialized countries such as United States, it can serve as 
double-purpose for both providing huge additional CO2 sources for EOR processes and 
vast potential for geological storage of anthropogenic CO2 emissions. Among all CO2 
emission sources, stationary sources such as power stations and petroleum industry 
facilities are main contributors. 
There are two main issues regarding CO2 emissions from stationary sources: 
Firstly, produced gas stream from these sources have some type of contaminations. These 
impurities are not proper components to be injected into the oil reservoirs because in 
most cases they are detrimental to the level of CO2 miscibility with reservoir oil. This can 
impose significant capture and separation cost to the CO2 price. Secondly, not in all of 
the cases, these CO2 sources are in a reasonable distances from candidate mature oil 
reservoirs. Therefore, CO2 should be transported by pipelines to the injection site and it 
should be re-compressed to maintain CO2 pressure necessary for injection. It should be 
noted that, longer the distance between the sources and sinks and smaller the volume of 
CO2 to be injected, the higher is the overall cost of transportation and compression. This 
adds large transportation and compression costs to the final deliverable price of CO2. 
When sequestration is considered as the objective of process, additional monitoring 
expenditures should also be added to the total project costs.  
These major cost-related problems should be overcome to stimulate the adoption 
of coupled CO2 sequestration and EOR processes. The first and most important step is to 
reduce the very high cost of capture procedure. Research have been performed (Rochelle 
et al., 2005) and needed to be continued further to reduce the capture costs.  In addition, 
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if the carbon credit regime is implemented and proper regulations are set in this regard, 
sequestration costs might get offset and these type of projects may become more 
attractive. These carbon credits can be defined in the form of tax regimes to present some 
type of incentives for performing efficient and large scale sequestration projects and thus 
reducing CO2 emissions into atmosphere. Tax can potentially have a large effect on the 
economics. It should be noted that considering additional costs of capture, transportation, 
and monitoring, without any tax incentives, sequestration projects may not achieve 
enough attention and publicity from executive sectors of the industry.  
As an example for the effect of carbon tax regulations on project economics, 
Sleipner project can be an outstanding example. In this project, rather than paying 
Norway's hefty carbon emissions tax of $140/t CO2 in 2000 (Bachu and Stewart, 2002), 
Statoil is compressing and injecting the emissions into an aquifer below the ocean floor. 
it approximately costs Statoil $55/t CO2 to store it in the aquifer. Considering $80 million 
dollars of incremental investment cost, Statoil saves almost $55 million dollars in annual 
carbon tax (McLean, 2004). 
This study examines possibility of establishing direct sequestration tax incentives 
for coupled CO2 sequestration and EOR projects considering uncertainties in the 
economic parameters of the projects such as, different capture and transportation costs, 
oil price, operational costs of the flood, drilling cost, and project discount rate. Previous 
studies which have been dealt with CO2 tax incentives usually make superficial 
assumptions on the actual CO2 flood performance in terms of oil recovery and amount of 
stored CO2. Performing detailed simulation study of EOR and CO2 sequestration is 
feasible and desired for different type of oil reservoirs such as carbonate and sandstone 
reservoirs using appropriate and detailed geological and reservoir engineering models, 
rather than superficial flood performance assumptions to do economic analysis. We have 
utilized detailed expletory compositional simulations using different oil reservoir types to 
examine flood performance effect on the economics of capture and storage. Considering 
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the foregoing discussion, and by applying method of response surfaces, various 
mathematical relationships between CO2 credit incentives and projects' economic and 
flood characteristics have been constructed for different reservoir type and CO2 injection 
schemes such as continuous and WAG injection o f CO2. 
 
8.2 ECONOMICS OF CO2 SEQUESTRATION PROCESS 
As mentioned before, among all anthropogenic CO2 sources, stationary sources 
such as power stations and petroleum industry facilities are main contributors for CO2 
pollution. In the current study, our main assumption is that CO2 source is considered as a 
nominal 500MWe Integrated Gasification Combined Cycle (IGCC) power plant, 
operating at 80 percent capacity factor. This type of power plants deliver over 7300 tones 
of CO2 per day or 141 MMSCF/day and it corresponds to the annual total injection of 
51.4 TSCF/yr (Heddle et al. 2003).  
There are several components corresponding to the major costs of storing CO2 
which is produced from aforementioned power plant. These cost components can be 
categorized as capture, compression, transportation, and monitoring. Following are brief 
overview of each type of these costs. In general, costs of the CO2 sequestration are in the 
range of $40 to $60 per ton of CO2 stored (Davison et al., 2001) which depends on 
capture process applied, volume of CO2, distance from source to sink and some other 
site-specific characteristics.  
Capture and Compression: Major part of the total sequestration-associated costs 
is due to the capture and compression of CO2 stream. There are different methods for 
capturing CO2 from main power plant stream. In chemical adsorption/stripping, CO2 
reacts with some type of solvents to form a weak-bonded intermediate compound which 
then is broken utilizing heat, regenerating the original solvents for re-use and producing a 
CO2 stream. Commonly used chemicals are alkanolamines such as monoethanolamine 
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(MEA) which can reduce the CO2 concentration to as low as 100 ppm at low pressure 
(200 psi) (Nguyen, 2003). Jassim and Rochelle (2006) showed that in terms of energy 
costs, energy consumption of a simple MEA absorption and stripping process along with 
CO2 compression at power plant may be about %38 of the total power plant energy 
requirement. 
In order to transport the captured CO2 through pipelines, it is necessary to 
compress it to pressures above 1200 psi to ensure a single-phase flow while keeping its 
density high. Similar to capture process, compression also requires consumption of 
energy by a power plant which itself again is a CO2 emission source. Ennis-King and 
Paterson (2002) showed that the isothermal work required to compress the CO2 at 35 °C 
from an initial pressure of 14.7 psi to 1750 psi requires 0.275 MJ. In other words, CO2 
production through compressor's power consumption is about 6 % of the CO2 being 
compressed.  
Considering all mentioned factors and assumptions for our study, Rochelle et al. 
(2005) have determined that total costs of capture and compression (to 2200 psi) is $45/t 
CO2 which is almost equivalent to $2.6/MSCF.   
Transporting CO2: Transporting CO2 through pipelines is possibly the best 
option and has been practiced almost in all existing EOR projects. Costs associated with 
pipeline transportation mainly depends on pipeline diameter, transportation distance, total 
volume of CO2 to be transported through any pipeline, maximum and minimum operating 
pressures, and CO2 flow rate.  Heddle et al. (2003) have determined the total annual cost 
per tone of CO2 by annualizing the construction cost using a capital charge rate of 15 
percent per year and adding this to the annual operation and maintenance costs. Figure 
8.1 shows  the cost per tone of CO2 per 100 km as a function of CO2 mass flow rate. It is 
seen that above flow rates of 10 Mt (Megatons) CO2 per year transport costs are less than 
$1/t CO2 per 100 km. According to our major initial assumption in which CO2 source is 
considered as a nominal 500MWe (IGCC) power plant, its corresponding annual CO2 
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flow rate is 2.16 Mt per year. Therefore, for this plant, the annual cost per tone of CO2 
per 100 km is in the order of $1.5 to $2. If it is assumed that CO2 is going to be 
transported from sources at 200-400 miles far from reservoirs (e.g., from Houston 
vicinity to oil fields along gulf coast) total costs for CO2 transportation in this pilot will 
vary from 0.5 to 1.2 $/MSCF of CO2. 
Considering all these cost, and the fact that capture and separation of CO2 from 
power plant stream is a new scientific and research topic, there is a broad consensus in 
the literature that the cost of employing Carbon Capture and Storage (CCS) should 
decrease with time as more research studies are being performed. Due to the small scale 
deployment of current sequestration projects, it is not evident that how much cost 
reduction will occur by further research developments as well as performing large-scale 
capture and sequestration projects. In addition, there are large variability and uncertainty 
in all of the above-mentioned costs in terms of some site-specific characteristics of 
different projects as well as other economic parameters such as fuel prices, project 
discount rate, etc.  
 
8.3 ECONOMICS ASSOCIATED WITH CO2-ENHANCED OIL RECOVERY 
Coupled CO2 sequestration and EOR projects have the advantage of recovering 
oil which otherwise can not be recovered, as well as storing CO2 in an economically 
attractive environment by offsetting the costs of sequestration. In the near future, this 
storage option is probably the most viable form of CO2 sequestration among other 
options such as aquifer, coal seams, ocean storage and so on. Despite all these, there are 
several factors that can determine the practicality of these type of projects. Parameters 
such as oil price, operation costs, drilling costs for required new wells, final CO2 price, 
and also flood performance.  
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One of the fundamental assumptions which has been made in our study is that the 
volume previously occupied by the produced oil and gas becomes available for storing 
CO2. This assumption is generally valid for reservoirs that are not in contact with an 
aquifer or that are not flooded during secondary and tertiary oil recovery. Another 
important assumption for most of the screening studies is that CO2 will be injected into 
the depleted oil and gas reservoirs until the reservoir pressure is brought back to the 
original reservoir pressure. 
 
8.4 ECONOMICAL CO-OPTIMIZATION OF CO2 SEQUESTRATION AND EOR 
Based on all necessary high costs corresponding capture, and transportation for 
carbon capture and storage projects, it can be concluded that without regulatory 
incentives for CCS projects, their technical capabilities can be limited effectively. But, 
considering the fact that the oil industry has gained extensive technological 
improvements in the last few decades in utilizing CO2 for enhanced oil recovery 
processes, it may help to alleviate some of the difficulties in terms of the economics and 
utilized techniques for the CCS projects. Using CO2 for both EOR and storage purposes 
provides added value of oil production. On the other hand, due to the very high CO2 
prices, some sort of incentives in the form of accelerated depreciation or direct tax credits 
should be defined by regulatory sectors to support large scale CCS projects. 
 
8.4.1 Reservoir Simulations 
Flood performance of the coupled EOR and sequestration projects has great 
influence on the project economics and consequently on possible CO2 incentives (are to 
be defined) for these type of projects. For instance, different reservoir types such as 
carbonate and sandstone reservoirs have different responses to CO2 flooding depending 
on their major reservoir characteristics. In addition, well spacing is a key factor in 
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determining the economic viability of candidate reservoirs for CO2 flooding projects. By 
choosing smaller well spacing, CO2 starts to be produced early in the time of the project 
but sweep efficiency is much higher compared to large well spacing cases; this happens 
by jeopardizing the economics of the whole project as there is need for large number of 
wells to be drilled and utilized for flooding. Besides all of the above-mentioned technical 
issues which have big impact on the project economics, CO2 injection scheme is another 
major factor in defining economic feasibility of coupled CO2 sequestration and EOR 
projects. WAG injection of CO2 can enhance and help in increasing sweep efficiency and 
consequently oil recovery compared to the continuous CO2 injection but, jeopardizing the 
storage objective. 
Previous studies which have investigated CO2 tax incentives, usually make 
superficial assumptions on the actual CO2 flood performance in terms of oil recovery and 
amount of stored CO2. In this study we performed field-scale detailed compositional 
simulations utilizing CMG's GEM simulator. We considered simulating WAG and 
continuous CO2 injection scenarios. Also by utilizing typical reservoir characteristics for 
carbonate and sandstone reservoirs it was strived to capture differences in economic 
performance of coupled CO2 sequestration and EOR projects concerning differences in 
the reservoir rock types. Table 8.1 shows the summary of  important reservoir 
characteristic and differences between carbonate and sandstone reservoirs which were 
implemented in our simulations.  
In addition to the reservoir type and injection scheme (WAG or continuous CO2),  
well spacing was considered as another parameter which affect economic performance of 
the CO2 flooding projects. A preliminary study was performed to determine optimum 
well spacing in both carbonate and sandstone reservoirs for coupled CO2 sequestration 
and EOR processes. Carbon dioxide injection scenarios with different well spacing such 
as 20, 40, 80, and 160 acres were simulated. According to the results obtained from these 
simulation cases, Discounted Cash Flow (DCF) analysis were performed for all 
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simulation cases. Figure 8.2 shows the profit of each project in $/bbl, defined as Net 
Present Value (NPV) of each simulation scenario divided by the total oil production. It 
shows that optimum well spacing is in the order of 40 acre for coupled CO2 sequestration 
and EOR projects. Profit values for other well spacing scenarios such as 20 and 80 acres 
are almost equal. According to these observations, we decided to study 40 and 20 acre 
well spacing in more detail, during our investigation on the CO2 tax incentives for 
coupled CO2 sequestration and EOR projects. 
 
8.4.2 Uncertainty Analysis 
Considering the effect of reservoir rock type (carbonates or sandstones), Injection 
scheme (WAG or continuous CO2 injection), and well spacing (20 acre and 40 acre) on 
flood performance, 8 different 3-D simulations were performed with combination of 
above-mentioned factors. These type of simulation studies are feasible and desired using 
appropriate and detailed geological and reservoir engineering data in order to make 
accurate predictions on the CO2 flood performance as well as the amount of stored CO2 
which are crucial for detailed economic analysis.  
Besides of technical factors, different  economic parameters such as oil price, 
final deliverable CO2 price, operational, drilling and recycling costs, project discount 
rate, and etc have great impact on the project economics as well as type of economic 
incentives which might be needed to encourage oil companies in the U.S. to store more of 
the CO2 in the oil reservoirs. According to our analysis, it is seen that all of the 
mentioned cost categories have large uncertainty and variability. Experimental design 
and the method of response surfaces were utilized to perform this uncertainty analysis 
study in a systematic, efficient and accurate manner. Combination of reservoir parameters 
and economic factors were studied to achieve comprehensive understanding of the 
financial performance of the coupled CO2 sequestration and EOR projects. Table 8.2 
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shows the six parameters which were considered in our study to quantify amount of CO2 
tax incentives and probability that these incentives might be needed. Three level of 
uncertainty were assumed for each one of them. Since all of these variables were numeric 
factors, fractional 3-level factorial design method was applied to perform a 
comprehensive sensitivity analysis. Therefore, 78 sensitivity scenarios were obtained 
with combination of all 6 parameters out of 63 (216) cases if conventional sensitivity 
analysis was supposed to be carried out. Table 8.3 shows all of the 78 economic 
sensitivity cases as well as settings for uncertain factors in each one them based on coded 
values shown in Table 8.2. Economic analysis, based upon the results of systematic 
compositional simulations of CO2 EOR is performed to establish how much economic 
incentives are needed for coupled CO2 sequestration and EOR projects. It should be noted 
that the economic analysis took into account factors such as detailed capture and 
transportation costs. 
 
8.4.3 Discounted Cash Flow (DCF) Analysis 
Since economic analysis was a major part of our study, a decent DCF analysis 
tool (in the Excel spreadsheet format) was developed in a way that could be utilized for 
coupled CO2 sequestration and EOR projects. Other than uncertain economic factors 
which were mentioned before, data shown in Table 8.4 were considered as constant 
parameters in our economic analysis. By applying DCF method, it is possible to evaluate 
different projects by accounting the time value of the both income and expenses. 
Therefore, it actually gives less importance to the future income and expenses. After 
performing full DCF analysis for each sensitivity case, the amount of CO2 credit was 
found as a value that makes NPV of project even or zero. Therefore positive CO2 credit 
meant that CO2 storage credit is not needed and project has positive net present value. In 
contrast, negative CO2 credit meant that CO2 storage credit is needed to change project's 
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NPV from a negative value to zero. Detailed equations and approach used in developing 
Excel-based economic spreadsheet are discussed in Appendix C. Previously-mentioned 
compositional simulation results were input to the final economic analysis spreadsheet. 
All different reservoir simulation scenarios were performed considering the 
factors that affect flood performance. Therefore, 8 simulations with various well spacing 
(20 or 40 acres), at different reservoir rock types (sandstone or carbonates), and under 
WAG or continuous CO2 injections were performed. Results from these simulations 
which had wide range of flood performances, were put in the DCF analysis spreadsheets. 
Using these spreadsheets all 78 economic sensitivity scenarios shown in Table 8.3 were   
studied. For all sensitivity scenarios, the amount of CO2 credit was calculated and 
recorded. In addition, project profit as both $/bbl of oil produced without considering any 
CO2 credit, and $/bbl of oil produced with considering $2.5/Mscf of stored CO2 as credit, 
were calculated for each sensitivity scenario. These calculations were made for all of 8 
simulation cases at different well spacing, reservoir rock type, and injection schemes. 
Tables 8.5 and 8.6 show the final results for 40 acre and 20 acre well spacing simulations. 
In total, close to 624 economic DCF sensitivity analysis were performed and 1872 
values for CO2 credit and project profit with and without considering fixed CO2 credit 
were determined for all sensitivity cases. 
 
8.4.4 Construction of Response Surfaces for CO2 Incentives 
One of the final objectives of performing this study is to establish mathematical 
relationships for the CO2 credit as a function of flood performance and uncertain 
economic parameters. Applying method of response surfaces allows us to achieve this 
goal in a comprehensive and efficient way. This method is based on performing multi-
variate regression analysis between final CO2 credit as dependent variable (or objective 
function) and other independent and uncertain economic variables mentioned in Table 
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8.2. In fact, response surface is a fitted equation between CO2 credit values and uncertain 
flood and economic parameters. In our study, response equations were considered as 
linear, quadratic, and second order equation. Table 8.7 shows all of the mathematical 
relations (response equations) for CO2 credit at different sensitivity scenarios. 
Applying response surface methodology enables us to identify the high influential 
economic factors (first order effects) on the CO2 credit objective function. Table 8.8 
shows ranking of uncertain parameters based on their effect on the CO2 storage credit. 
Based on the parameters and the reservoir conditions studied, the order from most to least 
influential factors on CO2 credit are oil price, flood performance, and CO2 price. This 
order was almost the same in all of the simulation scenarios such as at different reservoir 
rock types as well as different well spacing. After defining sensitive parameters and 
ranking them based on their importance on each objective function response surfaces are 
generated. 
Figure 8.3 demonstrates the response surfaces for CO2 credit objective function 
for WAG injection in carbonate reservoirs with 20 acre well spacing. It has been 
presented at different CO2 prices and oil prices but other uncertain parameters 
corresponding to this response surface are kept constant as shown on the figure. It should 
be noted that vertical axis which shows CO2 credit contains positive and negative values. 
Negative CO2 credit means that CO2 credit is needed as incentive to make the project 
NPV zero. In contrast positive CO2 credit means that project has positive NPV without 
considering any CO2 incentives and CO2 credit is not necessary for the project. But, in 
this study we have considered adding these incentives to the project cash flow to be able 
to build comprehensive mathematical relationships between CO2 credit and other 
uncertain variables. According to Figure 8.3, CO2 credit response shows relatively linear 
behavior; it sharply increases with decrease in the oil price and increases with increase in 
the CO2 price. It also is observed that CO2 credit is more sensitive to the change in the oil 
price than to change in the CO2 price.  
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Figure 8.4 also shows CO2 credit response surface at different CO2 and oil prices 
for WAG injection in carbonate reservoirs with 40 acre well spacing. This response 
surface is qualitatively very similar to the one presented at Figure 8.3 for 20 acre well 
spacing cases. Quantitatively it is seen from vertical axis that lower CO2 credit is needed 
if 40 acre well spacing is utilized for CO2 injection. This is aligned with the fact 
presented at Figure 8.2. It has already been shown that project profit is maximum in the 
well spacing around 40 acres and it decreases, as well spacing increases or decreases. 
Similarly, higher CO2 incentives should be needed if well spacing decreases or increases 
from 40 acre. 
Similar mathematical relations and response surfaces were obtained for projects' 
profit with and without accounting for constant CO2 storage credit (assumed 2.5 $/Mscf). 
 
8.5 QUANTIFYING UNCERTAINTIES FOR CO2 CREDIT 
After obtaining all mathematical relations (response surfaces equations) between 
CO2 credit and input uncertain parameters shown in Table 8.2, a Monte Carlo-type risk 
analysis was also performed to assess the effect of Probability Distribution Functions 
(PDF) of uncertain input parameters on the CO2 credit. Hence, a probability distribution 
function was also determined for CO2 credit. PD functions for input parameters and their 
range of variations for the risk analysis are shown in Figure 8.5 through 8.10. It is seen 
that lognormal distributions are defined for operation cost, oil price, drilling cost, and 
flood performance. Also discount rate was modeled as a triangular PD function and CO2 
price was considered to have normal distribution function. For each response equation, 
more than 1000 Monte Carlo simulations were performed. Therefore, PDF of CO2 credit 
for different simulation scenarios was defined. Figure 8.11 shows the PDF of CO2 credit 
for CO2 injection at sandstone reservoirs in 40 acre well spacing simulations. Figure 8.12 
also shows the PDF of CO2 credit for WAG injection at carbonate reservoirs in 40 acre 
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well spacing. The general conclusion is that usually in WAG injection there is greater 
need for CO2 credit than for continuous CO2 injection scenarios. This is probably due to 
lower amount of stored CO2 in WAG injection compared to the continuous CO2 injection. 
It is seen from Figure 8.12 that there is possibility of 83 % need for CO2 credit for WAG 
injection in carbonate reservoirs and the mean of credit is equal to 7.1 $/Mscf of CO2. 
Figures 8.13 and 8.14 also show the PDF for CO2 credit for continuous CO2 injection in 
carbonate reservoirs at 40 and 20 acre well spacing, respectively. The mean for CO2 
credit in 40 acre well spacing cases is 4.9 $/Mscf with 59 % probability and for 20 acre 
well spacing scenarios it is 10 $/Mscf of injected CO2 with the probability of 68 %. Our 
study shows that in general, 40 acre well spacing CO2 flood projects require lower CO2 
credit than 20 acre well spacing. This aligned with our conclusion presented in Figure 8.2 
showing that 40 is optimum (or close to optimum) well spacing for coupled CO2 
sequestration and EOR projects.  
Since response surface equations have been determined for project profit (as 
$/bbl) with and without considering constant 2.5 $/Mscf as CO2 credit, Monte-Carlo 
simulations also were preformed employing these equations. Same PDF data (Figures 8.5 
through 8.10) were assumed for input variables to determine PDF for project profits. 
Figures 8.15 and 8.16 show the results of Monte-Carlo simulations on Project profit 
without and with considering constant CO2 credit in WAG injection scenarios for 
sandstone reservoirs, respectively. Figure 8.15 shows that without considering any CO2 
credit, WAG injection projects in sandstone reservoirs result in average loss of 0.51 $/bbl 
of oil with probability of 45 %. When constant CO2 credit of 2.5 $/ Mscf is added to the 
project cash flow, Figure 8.16 displays that the same projects will gain 4.22 $/bbl of oil 
with probability of 71%. This clearly shows the importance of assigning reasonable CO2 
credit as incentive for oil companies to consider sequestering CO2 at the same time as oil 
is produced from mature oil fields.  
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Table 8.9 summarizes the results for all uncertainty analyses that were performed 
in this study. It is seen that sandstone reservoirs have higher probability of need for CO2 
incentives. This is mostly due to the typical reservoir characteristics that were applied in 
our study for sandstone and carbonates. For sandstone reservoirs we considered typical 
properties of Gulf Coast sandstone reservoirs and for carbonates, typical reservoir 
properties of West Texas reservoirs were utilized. It is also seen from table that the mean 
for project profit is lower in the WAG injection processes compared to continuous CO2 
injection; therefore, higher CO2 credit is needed for WAG injection scenarios than 
continuous CO2 injection. This could be because of jeopardizing the amount of injected 
and stored CO2 by injecting water for mobility control. Table 8.9 shows that without any 
CO2 credit, almost all of the simulation scenarios will result in negative profit but, with 
considering constant CO2 credit of 2.5 $/Mscf as CO2 credit, the calculated profit is 
positive. Higher probability of increased CO2 costs (capture and transportation) in 
sequestration projects is the main reason for negative profit of these processes; otherwise 
CO2 flooding has been performed for years in different reservoirs throughout the world 
utilizing inexpensive natural CO2 streams without considering any CO2 credit.  
 
8.6 SUMMARY AND CONCLUSIONS 
It is evident that without regulatory incentives for CCS projects, their technical 
capabilities can be limited effectively. Using CO2 for both EOR and storage purposes 
provides added value of oil production. In addition, due to the very high CO2 prices, 
some sort of incentives in the form of accelerated depreciation or direct tax credits can be 
defined by regulatory sectors to support large scale CCS projects. Therefore, an 
exploratory economic analysis based upon systematic compositional simulations of CO2 
EOR was performed to establish how much and what type of economic incentives might 
be needed to promote storage of CO2 in oil reservoirs. Previous studies which have been 
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dealt with CO2 tax incentives usually make superficial assumptions on actual CO2 flood 
performance in terms of oil recovery and amount of stored CO2. Performing detailed 
simulation study of EOR and CO2 sequestration is feasible and desired for different types 
of oil reservoirs such as carbonate and sandstone reservoirs using appropriate and 
detailed geological and reservoir engineering models, rather than superficial flood 
performance assumptions to do economic analysis. This economic analysis study took 
into account factors such as capture and transportation costs. Also, the combination of 
reservoir parameters and economic factors such as, flood performance, oil price, 
operational costs of the flood, drilling cost, and project discount rate were studied to 
achieve comprehensive understanding of the financial performance of coupled CO2 
sequestration and EOR projects. 
Considering uncertainties in the economic parameters of the projects, 
experimental design and the method of response surfaces along with Monte Carlo-based 
simulations were utilized to perform this study in a systematic, efficient and accurate 
manner. Possible CO2 credits were also quantified in a probability based distribution 
functions for various uncertain economic and geologic characteristics in different 
projects.  
Based on the uncertainty analysis, it was shown that the oil price dominates the 
economics of CO2 EOR and storage; but besides of that, flood performance, CO2 cost, 
and operational costs are other important variables. Our results show that sandstone 
reservoirs have higher probability of need for CO2 incentives. This is mostly due to the 
typical reservoir characteristics that were applied in our study for sandstone and 
carbonate reservoirs. In addition, the mean for project profit is lower in the WAG 
injection processes compared to continuous CO2 injection; therefore, higher CO2 credit is 
needed for WAG injection scenarios than continuous CO2 injection. This could be 
because of jeopardizing the amount of injected and stored CO2 by injecting water for 
mobility control. Considering high CO2 cost in coupled sequestration and EOR projects, 
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almost all of the simulation scenarios resulted in negative profit but, with taking into 
account constant CO2 credit profitability achieved for most of them. 
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Table 8.1: Important characteristic differences between carbonate and sandstone 
reservoirs 
 Carbonates Sandstones 
Permeability Distribution Layered Stochastic 
Vertical to horizontal Perm. Ratio 0.01 0.1 
Average porosity, frac. 0.11 0.23 
Reservoir temperature, °F 110 150 
Remaining oil saturation before flood, frac. 0.58 0.33 
Remaining oil saturation after flood, frac. 0.32 0.18 
 
Table 8.2: Sensitivity parameters for economic incentives study with their range of 
uncertainty 






A Oil price, $/bbl 15 35 55 
B CO2 price, $/mscf 1 2.5 4 
C Flood performance, mscf/bbl 7 12 20 
D Drilling cost, $mm/well 0.75 0.9 1.05 
E Discount rate, % 0.1 0.15 0.2 
Fixed op. costs, 
$mm/month 
0.0192 0.024 0.029 
Recycle costs,  
$/mscf 
0.56 0.7 0.84 F Operational costs 
Lift costs, 
$/bbl 
0.32 0.4 0.48 
 
Table 8.3: Setting of uncertain factors in all of 78 economic analysis sensitivity cases 
Case # Oil Price CO2 
Price 





1 0 -1 1 1 0 1 
2 1 0 0 -1 1 1 
3 0 0 0 1 1 -1 
4 1 1 -1 1 1 -1 
5 1 1 0 0 1 1 
6 1 -1 1 -1 1 1 
7 0 1 1 0 1 -1 
8 1 0 0 1 -1 0 
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Table 8.3 Continued 
9 1 0 1 0 0 0 
10 -1 0 0 -1 0 0 
11 -1 1 -1 0 0 0 
12 1 1 -1 -1 0 1 
13 -1 0 -1 -1 1 -1 
14 1 0 -1 1 0 0 
15 0 1 -1 1 0 1 
16 -1 1 -1 -1 -1 -1 
17 0 0 1 1 -1 -1 
18 -1 0 1 0 0 -1 
19 -1 0 -1 0 1 0 
20 0 1 -1 -1 1 1 
21 0 -1 0 0 0 -1 
22 0 -1 0 1 -1 1 
23 -1 -1 0 1 -1 -1 
24 0 -1 0 -1 0 1 
25 -1 -1 0 -1 -1 1 
26 0 0 -1 -1 -1 1 
27 0 -1 -1 0 0 0 
28 1 1 0 0 -1 0 
29 -1 1 0 1 0 1 
30 0 -1 -1 -1 1 0 
31 0 -1 -1 0 1 -1 
32 0 -1 1 -1 -1 -1 
33 1 -1 1 0 -1 -1 
34 -1 1 1 1 1 1 
35 -1 0 0 0 -1 1 
36 -1 1 1 1 -1 0 
37 -1 1 -1 -1 1 0 
38 -1 0 1 -1 0 1 
39 1 1 -1 0 0 -1 
40 -1 -1 -1 1 1 0 
41 -1 -1 1 0 1 0 
42 1 -1 0 0 0 1 
43 -1 0 -1 -1 -1 0 
44 -1 -1 -1 -1 0 -1 
45 0 1 1 -1 0 0 
46 1 0 -1 0 -1 1 
47 0 -1 1 1 1 0 
48 1 -1 -1 0 1 0 
49 -1 1 1 -1 0 -1 
50 0 -1 0 -1 -1 0 
51 0 0 0 0 0 1 
52 -1 -1 1 1 -1 1 
53 1 1 1 1 -1 1 
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Table 8.3 Continued 
54 0 0 1 0 1 1 
55 1 -1 0 1 1 1 
56 0 0 -1 -1 0 -1 
57 1 0 -1 1 1 1 
58 0 0 0 0 -1 -1 
59 1 0 -1 -1 -1 -1 
60 -1 -1 -1 0 1 1 
61 -1 0 -1 1 0 -1 
62 0 -1 0 1 0 0 
63 1 1 1 -1 1 0 
64 -1 -1 1 -1 1 -1 
65 -1 0 1 1 0 0 
66 0 1 1 0 -1 1 
67 1 0 1 1 1 -1 
68 0 1 -1 1 -1 0 
69 1 -1 -1 1 -1 -1 
70 1 0 0 1 0 -1 
71 -1 1 0 0 1 -1 
72 0 1 0 -1 -1 -1 
73 0 1 0 0 1 0 
74 -1 -1 -1 0 -1 0 
75 1 -1 0 -1 1 -1 
76 -1 1 -1 1 -1 1 
77 1 -1 1 -1 0 0 
78 0 0 1 -1 -1 0 
 
 
Table 8.4: Constant economic parameters in DCF calculations 
Inflation in prices fraction/yr 0.1 
Royalty fraction 0.125 
Fed tax rate frac 0.32 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 8.8: Ranking the effect of uncertain parameters on CO2 credit response.  
Carbonates Sandstones 
Rank WAG CO2 WAG CO2 
1 A A A A 
2 C C C C 
3 F C2 C2 C2 
4 B AC B AC 
5 C2 B AC B 
6 AC AF AF AF 
7 F2 CF CF CF 
8 CF E F F 
9 BF F BF E 
10 AF EF E EF 
 
 
Table 8.9: Summary of the final results for uncertainty analyses on CO2 credit 
40 Acre Well Spacing 20 Acre Well Spacing 
Carbonates Sandstones Carbonates Sandstones 
 
WAG CO2 WAG CO2 WAG CO2 WAG CO2 
Probability of need 
for CO2 credit,% 
83.0 35.8 72.4 48.0 91.4 68.9 87.5 62.2 
Profit, $/bbl -2.0 0.9 -5.8 -0.5 -3.8 -2.1 -7.5 -2.4 
Profit with 2.5 
$/mscf as CO2 
credit, $/bbl 
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Figure 8.1- Cost associated with CO2 transport through pipelines as a function of CO2 
mass flow rate (Heddle et al., 2003) 
 
Figure 8.2- Profit, as NPV of each simulation scenario divided by total oil production, for 
CO2 flooding simulations at different well spacing showing an optimum well spacing to 
































A: Oil Price, $/bbl
B: CO2 Price, $/Mscf
C: Performance =13
D: Drilling Costs =0.9 $mm/well
E: Operation Costs:
Fixed Op. Costs =0.03 $mm/mnth
Recycle Costs =0.8 $/Mscf
Lift Costs = 0.5 $/bbl












Figure 8.3- Response surface for CO2 credit objective at different CO2 prices, and oil 
prices and constant values for other factors (shown in the left) for WAG injection in 
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Fixed Op. Costs =0.03 $mm/mnth
Recycle Costs =0.8 $/Mscf
Lift Costs = 0.5 $/bbl












Figure 8.4- Response surface for CO2 credit objective at different CO2 prices, and oil 
prices and constant values for other factors(shown in the left) for WAG injection in 




Figure 8.5- Assumed probability distribution function for oil price 
 
Figure 8.6- Assumed probability distribution function for CO2 price 
 




Figure 8.8- Assumed probability distribution function for operating costs 
 
Figure 8.9- Assumed probability distribution function for flood performance 
 





Figure 8.11- Probability Distribution function of CO2 credit for continuous injection of 






















Figure 8.12- Probability distribution function of CO2 credit for WAG injection of CO2 in 
























Figure 8.13- Probability distribution function for CO2 credit for continuous injection of 






















Figure 8.14- Probability distribution function of CO2 credit for continuous injection of 





Figure 8.15- Probability distribution function of project profit ($/bbl) for WAG injection 




Figure 8.16- Probability distribution function of project profit ($/bbl) for WAG injection 




Chapter 9: Summary, Conclusions and Recommendations  
9.1 SUMMARY AND CONCLUSIONS 
Aquifer storage of CO2 is one of the main options for reducing CO2 level in 
atmosphere. As the first step in this research, a predictive and precise simulation model 
for the Frio brine pilot was built and accurately tuned to investigate different CO2 
injection scenarios before the actual field test starts. Then, a simulation model was 
validated by comparing the results with actual field data. This study showed that CO2 
breakthrough time was very close to the breakthrough time observed in the field test. In 
addition, the simulated gas saturation profiles taken at different times were in good 
agreement with the results inferred from the RST logs taken in the field.  
As the second option for geological CO2 storage, injecting CO2 into mature oil 
reservoirs can increase the amount of oil produced, off setting some of the CO2 storage 
expenses such as very high capture, transportation and compression costs. One of the 
goals of this research was to better understand the potential for both enhanced oil 
recovery and storage of CO2 in mature oil reservoirs over a wide range of conditions. 
Compositional reservoir simulator was the main tool used to investigate this combined 
process. This study focused on assessing uncertainties in coupled CO2 sequestration and 
EOR processes in generic 3-D reservoir models representing typical sandstone and 
carbonate reservoirs. Due to the vast amount of uncertainties in the reservoir parameters 
and different flooding designs and schemes, a large number of simulations were needed. 
To increase the efficiency of the study and save time and computational expenses, design 
of experiment and method of response surfaces were employed. 
Based on the type and level of uncertainty of different parameters affecting the 
coupled CO2 sequestration and EOR processes, the study was classified into different 
sections for which their corresponding conclusions are presented as follows:  
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Hysteresis and WAG Optimization Study: 
Several uncertain parameters such as WAG ratio, CO2 slug size, hysteresis, 
Dykstra-Parsons coefficient, and correlation lengths were studied to assess their effect on 
the amount of stored CO2 and profit gained from the project in coupled CO2 sequestration 
and EOR projects. The Effect of hysteresis on the amount of stored CO2 and oil recovery 
is significant. Trapping of CO2 in the reservoir as residual gas increases when hysteresis 
is accounted for in the simulation model.  
Following the statistical analysis of the simulation results, it was concluded that 
the most to less influential factors for optimizing profit are the Dykstra-Parsons 
coefficient and combinations of WAG ratio and slug size; however, for optimizing CO2 
storage by far the most influential factor is the WAG ratio, followed by combinations of 
WAG ratio and hysteresis, and lastly hysteresis. In all cases, no significant reduction of 
profit occurred when the storage of CO2 was maximized. 
Flood Design Optimization: 
Different flood design parameters such as the produced gas-oil ratio constraint, 
well spacing, production and injection well types, operational constraints for production 
and injection wells, injection scheme (WAG or continuous CO2 injection), shut/open 
strategy, recycling, along with some important reservoir characteristics such as Kv/Kh 
and average reservoir permeability were studied to determine effective flood design 
strategies for coupled CO2 EOR and sequestration. 
This study showed that carbonate reservoirs, typical of the Permian Basin, are 
preferable to sandstone reservoirs, typical of the U.S. Gulf Coast, for combined CO2 EOR 
and sequestration projects. According to the statistical analysis, the most sensitive design 
parameters are the GOR constraint on the production wells, well spacing, injection 
scheme (WAG or continuous CO2 injection) and combinations of them. Optimal well 
types in sandstone reservoirs are vertical producers and horizontal injectors and in 
carbonate reservoirs, are combination of both vertical producers and injectors.  It was 
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concluded that well spacing is more important when optimizing both profit and storage 
objective functions with equal weighting whereas, it is less important when maximizing 
only the storage objective. Based on our results the optimum well spacing is smaller for 
carbonate reservoirs than for sandstone reservoirs.  
Derivation of Dimensionless Scaling Groups for CO2 Flooding: 
Scaling groups are useful for reducing the number of variables that need to be 
considered and in generalizing results. Inspectional analysis was employed to derive 
dimensionless scaling groups for CO2 flooding in three-dimensional oil reservoirs. 
Special emphasis was given to the phase behavior equations, which are used as auxiliary 
equations in any compositional simulation.  
The governing equations for CO2 flooding include 41 parameters and 27 
dependent variables.Inspectional analysis showed that 17 dimensionless groups are 
needed to scale the governing equations for CO2 flooding. Fourteen of the 17 scaling 
groups are related to the flow equations and the other three groups are related to the 
equation-of-state equation used for the phase behavior calculations. 
Development of Response Surface-Based Correlation for MMP: 
Multivariate regression analysis based on the response surface method was used 
along with four dimensionless scaling groups (reduced temperature and acentric factor 
for the light pseudo component and for the heavy pseudo component) to develop a 
comprehensive MMP correlation between CO2 and broad range of reservoir crude oils. 
The new MMP correlation was compared with the predictions from six published 
correlations.  The average error for the new correlation was less than any of the published 
correlations.  
Investigation of Economic Incentives for Coupled CO2 Sequestration and 
EOR: 
The main economic concern in coupled CO2 sequestration and EOR projects is 
the very high CO2 prices typical of CO2 capture from power plants. In this part of the 
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study, economic incentives were investigated to determine how much incentive would be 
needed to make such projects profitable. Economic calculations based upon results from 
compositional simulations were performed to quantify the need for CO2 credits. Different 
simulation scenarios were performed to account for uncertainties in flood performance. In 
addition, various economic parameters with their range of uncertainties were studied by 
employing experimental design and Monte-Carlo-based simulations to perform this study 
in efficient manner. 
This study showed that as expected, the oil price dominates the economics of CO2 
EOR and storage, but flood performance, CO2 cost, and operational costs are also 
significant variables. Almost all of the calculations showed that the projects would be 
unprofitable when using costs typical of current CO2 capture from power plants unless 
there is some form of credit for storage.  
Considering all of the foregoing conclusions and despite the differences in the 
assumptions between CO2 EOR and CO2 storage in oil reservoirs, no significant 
differences in terms of flood design and favorable reservoir characteristics were observed 
between these two objectives. In other words, reservoirs that are good candidates for 
CO2-EOR projects are good candidates for coupled sequestration and EOR as well. 
Similar flood designs can be applied for coupled CO2 sequestration and EOR projects 
compared to EOR projects.   
CO2 EOR is profitable in the Permian Basin because there is an abundant supply 
of inexpensive CO2 from naturally occurring sources, the existing infrastructure, and the 
favorable reservoir conditions. When the CO2 must be captured and transported long 
distances and new infrastructure installed, then both EOR and coupled EOR and 
sequestration become much more expensive. 
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9.2 RECOMMENDATIONS AND FUTURE WORK 
Even though comprehensive uncertainty analysis was performed on different 
parameters and factors affecting coupled CO2 sequestration and EOR processes, there 
still remain some other reservoir parameters and design variables to be considered for 
further studies. It is almost impossible to account for all of the variables at the same time 
and all together. Therefore, derived scaling group variables along with the results from 
flood design optimization study can be utilized to achieve more comprehensive results. 
Experimental design and the response surface method can help to obtain efficient 
methodology and more accurate results.  
More emphasis on the phase behavior related factors such as the effect of 
impurities at the CO2 stream on the flood performance and amount of stored CO2 is 
another concern that was not given enough attention in our study. Since most of the 
produced CO2 stream by power plants and other emission sources are contaminated with 
some other gases such as N2, H2S, and etc, it is important to perform this type of study. It 
was shown that the cost to separate CO2 from these gases is dominating the project 
economics; therefore an optimization study can be performed to see what level and what 
type of impurities should be allowed in injectant stream for coupled CO2 sequestration 
and EOR projects to still achieve relatively high profit as well as high amount of stored 
CO2. In other words, how much capture costs can be reduced without jeopardizing the 
coupled CO2 sequestration and EOR flood performance.  
Since most of the coupled CO2 sequestration and EOR projects will be performed 
in mature oil fields, it is necessary to account for modifications on well configuration in 
the target reservoirs. Therefore, it is imperative to examine the effect of additional 
injectors and producers to be drilled during life of the project. This will give a dynamic 
nature to the problem compared to what was performed in our study. Addition of time as 
another uncertain variable could affect the outcome results significantly. Questions such 
as "what type of wells to be added?" and "what time they should be added?" will change 
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the economic pattern of the process. Therefore, it is recommended to perform detailed 
studies considering dynamic factors for coupled CO2 sequestration and EOR projects in 




Appendix A:  Derivations of Scaling Groups for Miscible CO2 Flooding  
In this appendix, miscible displacement of residual oil phase (subscript 2) by gas 
phase (subscript 3) which is considered as pure CO2, following by water flooding is non-
dimensionalized. Governing equations for this process are conservation equations, 
Darcy’s equations, capillary pressure equations, phase equilibrium equations and two 
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It should be noted that conservation equations are slightly modified in order to 
reduce the number of variables that have to be dealt with. In order to do 
this, j ijxρ (product of phase density and component mole fraction) was assumed to be 
ijC which is the phase concentration of component  
 
Introducing arbitrary scaling factors: 
Two arbitrary scaling factors are introduced for each variable. In total, 56 scaling 
factors are introduced (corresponding to 28 original variables) in which 28 of them are 
additive and the rest are multiplicative scaling factors. Following linear transformations 
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convert all of the original variables into dimensionless format. In all of these equations, 
scaling parameters with "*" sign as superscript, are considered as arbitrary scaling 
factors. In addition, variables with subscript "D" are final dimensionless variables that are 
going to replace dimensional variables.  
 
* * * * * * * *
21 212 21 211 1 12 1 11 1 12 1 11 1 12 1 11
* * * * * * * *
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* * * * * * *
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D D D x x x D x
D D D x x x D x
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C C C C S S S S P P P P u u u u*31
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* *
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≡ + ≡ +
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x
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D
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* * * * * *
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D y z z D z
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z z u u u u
C C C C t t t t u u u u
 
Replacing Dimensional Variables with Scaling Factors in Conservation Equations:  
By expanding the derivatives in each conservation equation, and then by 
introducing scaling factors, their size will grow rapidly and it will be going to hard to 
handle all of the terms at the same time. Therefore, it was decided to split the terms in 
each conservation equations and continue with each term separately and then lump the 
final results back into the original equation. Following is the general form for 
conservation equation considering all of the assumptions that were made at the beginning 
of our derivation. 
Conservation Equation for Light Oil Component: 
Arbitrary scaling factors are introduced into the conservation equation for light oil 
component. Expanding this equation will give: 
21 1 22 2 23 3 1 21 2 22 3 23
1 21 2 22 3 23 1 21 2 22 3 23
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) 0
∂ ∂ ∂ ∂ ∂ ∂+ + + + + +
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂ ∂+ + + + + =
∂ ∂ ∂ ∂ ∂ ∂
x x x
y y y z z z
C S C S C S u C u C u C
t t t x x x
u C u C u C u C u C u C
x x x z z z
φ φ φ
   (A.7) 
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and using product rules in derivatives we have: 
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Accumulation terms: 
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      (A.9) 
and then expanding: 
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11S  are arbitrary scale-factors we can set them equal to zero; hence equation 
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≡ ⎢ ⎥∂ ∂⎣ ⎦
                                                                       (A.11) 
therefore, the first part of the accumulation term is transformed to a dimensionless form 
of equation (A.11).  
Similarly, we can have the same type of derivations for other two parts of 
accumulation term in the conservation equation; and hence: 
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* *
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                                                                      (A.12) 






31S are set to zero since they 
are arbitrary scale-factors. In summary, for non-dimensionalizing accumulation terms in 
one of the conservation equations (light oil component equation) these assumptions have 












                                                                                                   (A.13) 
 
Convection Term in x direction: 
Substituting the arbitrary scale factors for the x direction convection term in the 
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( ) ( ) ( ) ( )
* * * *
1 2 1 1 1 212 21 211* * * *
212 21 211 1 2 1 1 1* * * *
2 1 2 1
* * * * * *
212 21 211 1 2 1 1 2 1 1 1 212 21
* *
2 2
( ) ( )
x xD x D
D x xD x
D D
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⎜ ⎟∂ ∂⎝ ⎠
      (A.14) 
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and then expanding: 
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∂ ∂ ∂⎛ ⎞
+ + +⎜ ⎟∂ ∂ ∂⎜ ⎟= =⎜ ⎟∂
⎜ ⎟+⎜ ⎟∂⎝ ⎠
∂ ∂ ∂⎛ ⎞
= + +⎜ ∂ ∂ ∂⎝
⎟
⎠
         (A.15) 
 
From equation (A.13) we have * * *211 221 231 0C C C= = =  and Since we do not want the 
original form of equation also to be changed and *1 1xu is an arbitrary scale-factor, we can 
set it equal to zero; hence above equation is reduced to: 
 
( ) ( )* *21 1 21 1212 1 2
*
2
( )x D xDx
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C u C uC u
x xx
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                                                                        (A.16) 
Therefore, the first part of the convection term in X direction is transformed to a 
dimensionless form of equation (A.16). Similarly, we can have the same type of 
derivations for other two parts of convection term in the conservation equation; and 
hence, 
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                                                                        (A.17) 
In obtaining above two equations, *2 1xu , 
*
3 1xu are set to zero since they are arbitrary 
scale-factors. In summary, for non-dimensionalizing convection terms in x direction for 
conservation equation of light oil component, these assumptions have been made for 





1 1 2 1 3 1 0x x xu u u= = =                                                                                                     (A.18) 
 
Convection Term in y direction: 
Substituting the arbitrary scale factors for the y direction convection term in the 
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             (A.19) 
and then expanding it: 
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        (A.20) 
 
From equation (A.14) we have * * *211 221 231 0C C C= = =  and Since we do not want the 
original form of equation also to be changed and *1 1yu is an arbitrary scale-factor, we can 
set it equal to zero; hence above equation is reduced to 
( ) ( )* *21 1 21 1212 1 2
*
2
( )y D yDy
D
C u C uC u
y yy
∂ ∂⎡ ⎤
≡ ⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦
                                                                        (A.21) 
hence, the first part of the convection term in y direction is transformed to the 
dimensionless form shown by  equation (A.21). Similarly, we can have the same type of 
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derivations for other two parts of convection term in the conservation equation; and 
hence, 
 
( ) ( )
( ) ( )
* *
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                                                                       (A.22) 
 
In obtaining above two equations, *2 1yu , 
*
3 1yu are set to zero since they are arbitrary 
scale-factors. In summary, for non-dimensionalizing convection terms in y direction for 
conservation equation of light oil component, these assumptions have been made for 
arbitrary scaling factors. 
 
* * *
1 1 2 1 3 1 0y y yu u u= = =                                                                                                    (A.23) 
 
Convection Term in Z direction: 
Substituting the arbitrary scale factors for the Z direction convection term in the 
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* * * * * *
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              (A.24) 
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         (A.25) 
 
From equation (A.13) we have * * *211 221 231 0C C C= = =  and Since we don’t want the 
original form of equation also to be changed and *1 1zu is an arbitrary scale-factor, we can 
set it equal to zero; hence above equation is reduced to 
 
( ) ( )* *21 1 21 1212 1 2
*
2
( )z D zDz
D
C u C uC u
z zz
∂ ∂⎡ ⎤
≡ ⎢ ⎥∂ ∂⎣ ⎦
                                                                         (A.26) 
so the first part of the convection term in z direction is transformed to a dimensionless 
form of equation (A.26). Similarly, we can have the same type of derivations for other 
two parts of convection term in the conservation equation; and hence: 
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                                                                       (A.27) 
In obtaining above two equations, *2 1zu , 
*
3 1zu are set to zero since they are arbitrary 
scale-factors. In summary, for non-dimensionalizing convection terms in z direction for 
conservation equation of light oil component, these assumptions have been made for 
arbitrary scaling factors. 
 
* * *
1 1 2 1 3 1 0z z zu u u= = =                                                                                                     (A.28) 
In summary, following assumptions have been made on arbitrary scaling factors 
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                                                                                                  (A.29) 
According to the above derivations, the conservation equation for component 2 is 
converted to the following dimensionless form. 
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                                 (A.30) 
Since the scale-parameters are arbitrary, we can assume following equalities:  
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D D D D D D
D
x
xD D xD D xD D
D
y
yD D yD D yD D
D
z
zD D zD D zD
D
S C
C S C S C S
tt
C u
u C u C u C
xx
C u
u C u C u C
yy
C u
u C u C u C
zz
φ⎡ ⎤ ∂ + + +⎢ ⎥ ∂⎣ ⎦
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎣ ⎦
⎡ ⎤ ∂+ + + +⎢ ⎥
∂⎢ ⎥⎣ ⎦
⎡ ⎤ ∂+ + +⎢ ⎥ ∂⎣ ⎦
( ) 0D =
                                        (A.32) 






21 1 22 2 23 3
* *
2 2








1 21 2 22 3 23* *
2 2
0
D D D D D D
D
x
xD D xD D xD D
D
y
yD D yD D yD D
D
z
zD D zD D zD D
D
C S C S C S
t
u t
u C u C u C
S x x
u t
u C u C u C
S y y
u t





∂ + + +
∂
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎣ ⎦
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎢ ⎥⎣ ⎦
⎡ ⎤ ∂+ + + =⎢ ⎥ ∂⎣ ⎦
                                         (A.33) 
In a very same way, conservation equations for other two components, CO2, 
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                                                      (A.35) 
It should be noted that in order to obtain final form of equations (A.34) and 
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Replacing Dimensional Variables with Scaling Factors in Darcy's Equations  
After substituting arbitrary scaling factors in the original Darcy equations, we 
have 
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After simplifying these equations we have 
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* * *
2 22 2 2 2 2 1
2 * * * *
2 2 2 2 22 2 2
cosz r D z
zD
z D z
k k P P z g u
u
u z z P u
ρ α
μ
⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎡ ⎤∂= − + −⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎜ ⎟∂⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎝ ⎠





3 32 3 2 3 3 1
3 * * * *
3 2 3 2 32 3 2
sinx r D x
xD
x D x
k k P P x g u
u
u x x P u
ρ α
μ
⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎡ ⎤∂= − + −⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎜ ⎟∂⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎝ ⎠
                                                  (A.52) 
* **
3 32 3 13 2 3
3 * * * *




k k P uP y g
u
u y y P u
ρ
μ
⎡ ⎤ ⎡ ⎤⎛ ⎞⎡ ⎤∂= − + −⎜ ⎟⎢ ⎥ ⎢ ⎥⎢ ⎥⎜ ⎟∂⎢ ⎥ ⎢ ⎥⎣ ⎦⎝ ⎠⎣ ⎦ ⎣ ⎦
                                                         (A.53) 
* * *
3 32 3 2 3 3 1
3 * * * *
3 2 3 2 32 3 2
cosz r D z
xD
z D z
k k P P z g u
u
u z z P u
ρ α
μ
⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎡ ⎤∂= − + −⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎜ ⎟∂⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎝ ⎠
                                                  (A.54) 
 
Replacing Dimensional Variables with Scaling Factors in Capillary Pressure 
Equations 
After substituting arbitrary scaling factors in the original capillary pressure 
equations, we have 
 
* * * 21
12 21 11
2 1* * *
22 22 22
( )D D




⎢ ⎥⎡ ⎤ ⎡ ⎤− ⎢ ⎥− + =⎢ ⎥ ⎢ ⎥
⎢ ⎥⎣ ⎦ ⎣ ⎦
⎢ ⎥⎣ ⎦
                                                             (A.55) 
* ** 32
31 2122
3 2* * *
32 32 32
( )D D




⎢ ⎥⎡ ⎤ ⎡ ⎤− ⎢ ⎥− + =⎢ ⎥ ⎢ ⎥
⎢ ⎥⎣ ⎦ ⎣ ⎦
⎢ ⎥⎣ ⎦
                                                            (A.56) 
 
Replacing Dimensional Variables with Scaling Factors in Initial and Boundary 
Conditions 
Entering arbitrary scaling factors into equations original initial and boundary 






, ,rD D D D D
S S t
S at t x y z
S t
⎡ ⎤ ⎡ ⎤−= = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦





, ,D D D D D
S t
S at t x y z
S t
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦








, ,D D D D D
C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦







D D D D D
C C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤+= = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦





, ,D D D D D
C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦






, ,D D D D D
C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦







D D D D D
C C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤−= = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦





, ,D D D D D
C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦






, ,D D D D D
C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦







D D D D D
C C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤−= = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦





, ,D D D D D
C t
C at t x y z
C t
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦








D D D D D
C C x
C at x y z t
C x
⎡ ⎤ ⎡ ⎤−= = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
                            (A.68) 
 
* * *
11 2 1 1










D D D D




at x y z t
x
ρ α⎡ ⎤ ⎛ ⎞⎡ ⎤ ⎡ ⎤− −⎢ ⎥ ⎜ ⎟= + −⎢ ⎥ ⎢ ⎥⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠⎣ ⎦
⎡ ⎤−= ∀⎢ ⎥
⎢ ⎥⎣ ⎦




21 2 2 1










D D D D




at x y z t
x
ρ α⎡ ⎤ ⎛ ⎞⎡ ⎤ ⎡ ⎤− −⎢ ⎥ ⎜ ⎟= + −⎢ ⎥ ⎢ ⎥⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠⎣ ⎦
⎡ ⎤−= ∀⎢ ⎥
⎢ ⎥⎣ ⎦
      (A.70) 
* * *
31 2 3 1










D D D D




at x y z t
x
ρ α⎡ ⎤ ⎛ ⎞⎡ ⎤ ⎡ ⎤− −⎢ ⎥ ⎜ ⎟= + −⎢ ⎥ ⎢ ⎥⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎝ ⎠⎣ ⎦
⎡ ⎤−= ∀⎢ ⎥
⎢ ⎥⎣ ⎦






, ,zzD D D D D
z
u z
u at z x y t
u z
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦





, ,zzD D D D D
z
u H z
u at z x y t
u z
⎡ ⎤ ⎡ ⎤−= − = ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦





, ,zzD D D D D
z
u z
u at z x y t
u z
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦





, ,zzD D D D D
z
u H z
u at z x y t
u z
⎡ ⎤ ⎡ ⎤−= − = ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦





, ,zzD D D D D
z
u z
u at z x y t
u z
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦





, ,zzD D D D D
z
u H z
u at z x y t
u z
⎡ ⎤ ⎡ ⎤−= − = ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦







yD D D D D
y
u y
u at y x z t
u y
⎡ ⎤ ⎡ ⎤
⎢ ⎥= − = − ∀⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦







yD D D D D
y
u W y
u at y x z t
u y
⎡ ⎤ ⎡ ⎤−⎢ ⎥= − = ∀⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦







yD D D D D
y
u y
u at y x z t
u y
⎡ ⎤ ⎡ ⎤
⎢ ⎥= − = − ∀⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦







yD D D D D
y
u W y
u at y x z t
u y
⎡ ⎤ ⎡ ⎤−⎢ ⎥= − = ∀⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦









yD D D D D
y
u y
u at y x z t
u y
⎡ ⎤ ⎡ ⎤
⎢ ⎥= − = − ∀⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦







yD D D D D
y
u W y
u at y x z t
u y
⎡ ⎤ ⎡ ⎤−⎢ ⎥= − = ∀⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦






, ,xxD D D D D
x
u x
u at x y z t
u x
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦





, ,xxD D D D D
x
u L x
u at x y z t
u x
⎡ ⎤ ⎡ ⎤−= − = ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦





, ,xxD D D D D
x
u x
u at x y z t
u x
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦





, ,xxD D D D D
x
u L x
u at x y z t
u x
⎡ ⎤ ⎡ ⎤−= − = ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦





, ,xxD D D D D
x
u x
u at x y z t
u x
⎡ ⎤ ⎡ ⎤
= − = − ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦





, ,xxD D D D D
x
u L x
u at x y z t
u x
⎡ ⎤ ⎡ ⎤−= − = ∀⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
                           (A.89) 
 
* * * *
1 2 1 2
*( ) / ( ) / 3 1
3 * * * *0 0







W y y H z z injx
xD D D
x x
D D D D
HWuu
u dz dy
u y z u
x
at x y z t
x
⎡ ⎤ ⎡ ⎤− −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎛ ⎞⎡ ⎤ ⎡ ⎤
⎜ ⎟+ =⎢ ⎥ ⎢ ⎥
⎜ ⎟⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠
⎡ ⎤
= − ∀⎢ ⎥
⎢ ⎥⎣ ⎦
∫ ∫
          (A.90) 
Saturation and Concentrations Sum to One 
Arbitrary scaling factors have been introduced in the original equations; then we 
have 
 
* * * **
32 31 21 1122
1 2 3* * *
12 12 12
1D D D
S S S SS
S S S
S S S
⎡ ⎤ ⎡ ⎤⎡ ⎤ + ++ + + =⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦











⎡ ⎤ ⎡ ⎤
+ + =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
                                                                    (A.92) 
* *
322 422






⎡ ⎤ ⎡ ⎤
+ + =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
                                                                   (A.93) 
* *
332 432






⎡ ⎤ ⎡ ⎤
+ + =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
                                                                   (A.94) 
 
 
Non-Dimensionalizing Phase Equilibrium Equations: 
After substituting equations 6.55 and 6.56 in the equation 6.54, following 










c cc c c
c RA c RA b
c c c
c c c




P PRT RT RT














+ Ω × − Ω =⎢ ⎥
⎡ ⎤⎛ ⎞⎛ ⎞⎢ ⎥+ + + Ω +⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥
⎝ ⎠⎝ ⎠⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎛ ⎞⎛ ⎞⎢ ⎥+ Ω + − Ω⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦⎣ ⎦
                     (A.95) 
Considering the more general form of equation of state, 
c c
c c c c
c c
V RT
P V Z RT
Z P









c c c c c
a b
c c cc c cc
c RA c RA b
c c c
c c c
b c RA b
c c c
V P V V P TT
P V
Z Z TV V VZ














+ Ω × − Ω =⎢ ⎥
⎡ ⎤⎛ ⎞⎛ ⎞⎢ ⎥+ + + Ω +⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎛ ⎞⎛ ⎞⎢ ⎥+ Ω + − Ω⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦⎣ ⎦












c c c c cc c c b cRA RA
c c
c c c
c b c c b cRA
c
c c c
P T V T
P V Z Z TZ V V VZ Z
V Z V Z Z VV
V V V VZ










Ω Ω⎢ ⎥+ × − =⎢ ⎥⎧ ⎫⎛ ⎞⎛ ⎞Ω⎢ ⎥+ + + +⎪ ⎪⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎪ ⎪⎪⎝ ⎠⎝ ⎠ ⎪⎢ ⎥⎨ ⎬⎢ ⎥⎛ ⎞⎛ ⎞⎪ ⎪Ω Ω⎢ ⎥+ + −⎜ ⎟⎜ ⎟⎪ ⎪⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎪⎝ ⎠⎩ ⎭⎣ ⎦
                        (A.97) 
By introducing reduced form of temperature, pressure, and volume as  
 
, ,r r r
c c c
T P V
T P and V
T P V
= = =                                                                               (A.98) 
And also note that 20.37464 1.54226 0.26992k ω ω= + − . Introducing reduced 












c cc bRA RA






















⎢ ⎥+ −Ω Ω⎢ ⎥+ × − =⎢ ⎥⎧ ⎫⎛ ⎞⎛ ⎞Ω⎢ ⎥+ + + +⎪ ⎪⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎪ ⎪⎪⎝ ⎠⎝ ⎠ ⎪⎢ ⎥⎨ ⎬⎢ ⎥⎛ ⎞⎛ ⎞⎪ ⎪Ω Ω⎢ ⎥+ + −⎜ ⎟⎜ ⎟⎪ ⎪⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎪⎝ ⎠⎩ ⎭⎣ ⎦
                        (A.99) 










. Substituting these into 











cc br RA r RA r
c c
c r c c r c c c rr
r b br r RA r
c
c c r c r c c c r
k T TZ
P
ZZ T Z T Z TZ Z Z
Z P Z Z P Z Z Z PT
Z
P T T Z TZ Z Z
















       (A.100) 
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⎢ ⎥Ω + −⎢ ⎥
+ − Ω =⎢ ⎥
⎛ ⎞ ⎛ ⎞ ⎛ ⎞Ω Ω⎢ ⎥
+ + Ω −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥
⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦
a r r
r b r
rb br r r r
b
r r r r
k T T
P Z T
PT P ZT P
Z
P Z T P Z T
  (A.101) 
Equation (A.101) is dimensionless form of the PR-EOS and can be used along 
with other dimensionless equations to scale the CO2 flooding displacement process. 
Three Reduced temperature (Tr), reduced pressure (Pr), along with acentric factor, which 
is embedded in the definition of “k” in Equation 6.55, are three main scaling parameters 
that were derived from EOS as an auxiliary equations for CO2 flooding displacement 
process. Since there are 3 components present in our assumed system, and three scaling 
groups are introduced from all derivations of the phase behavior part, 9 scaling groups 
should be considered for phase behavior section of equations. 
Phase behavior equations constitute of 12 parameters 
' "( , , , , , , , , , , ,c c cR a b c c c T P Vα ω  )cZ and 3 independent variables (T, P, V) and are being 
utilized to supplement flow equations in order to model the CO2 flooding process.   
 
Final Simplification of Derived Scaling Groups:  
Considering the assumptions that we have made so far on arbitrary scaling 




* * * *
12 22 32 2
0S S S
S S S S
= = =
= = =
 * * *
1 1 2 1 3 1
* * *
1 1 2 1 3 1
* * *
















* * * *
1 2 2 2 3 2 2
* * * *
1 2 2 2 3 2 2
* * * *
1 2 2 2 3 2 2
x x x x
y y y y
z z z z
u u u u
u u u u
u u u u
= = =
= = =

















* * * *
212 222 232 22
* * * *
312 322 332 32
* * * *
412 422 432 42
C C C C
C C C C





In addition, following equations are dimensionless form of governing relations for 
CO2 flooding displacement process. Comparing these dimensionless equations to their 
corresponding dimensional form shows that dimensionless equations are very similar to 
the general form of dimensional equations. In addition, they still constitute of 
dimensionless parameters as well as some arbitrary scaling factors in the form of 
coefficients or additions. Defining these additive and multiplicative arbitrary scale factors 
is not a robust approach; they have to be assigned in a way that final dimensionless form 
of the equations not to be different than that of initial governing equations. Also they 





21 1 22 2 23 3
* *
2 2
1 21 2 22 3 23* *
2 2
D D D D D D
D
x
xD D xD D xD D
D
C S C S C S
t
u t
u C u C u C
S x xφ
∂ + + +
∂
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎣ ⎦
                                             (A.102) 




1 21 2 22 3 23* *
2 2
y
yD D yD D yD D
D
u t
u C u C u C
S y yφ
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎢ ⎥⎣ ⎦
                                       (A.103) 




1 21 2 22 3 23* *
2 2
0z zD D zD D zD D
D
u t
u C u C u C
S z zφ
⎡ ⎤ ∂+ + + =⎢ ⎥ ∂⎣ ⎦
                            (A.103-a) 
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31 1 32 2 33 3
* *
2 2
1 31 2 32 3 33* *
2 2
D D D D D D
D
x
xD D xD D xD D
D
C S C S C S
t
u t
u C u C u C
S x xφ
∂ + + +
∂
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎣ ⎦
                                             (A.104) 





1 31 2 32 3 33* *
2 2
y
yD D yD D yD D
D
u t
u C u C u C
S y yφ
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎢ ⎥⎣ ⎦
                                       (A.105) 




1 31 2 32 3 33* *
2 2
0z zD D zD D zD D
D
u t
u C u C u C
S z zφ
⎡ ⎤ ∂+ + + =⎢ ⎥ ∂⎣ ⎦
                                (A.106) 
                              6  
( )
( )
41 1 42 2 43 3
* *
2 2
1 41 2 42 3 43* *
2 2
D D D D D D
D
x
xD D xD D xD D
D
C S C S C S
t
u t
u C u C u C
S x xφ
∂ + + +
∂
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎣ ⎦
                                             (A.107) 




1 41 2 42 3 43* *
2 2
y
yD D yD D yD D
D
u t
u C u C u C
S y yφ
⎡ ⎤ ∂+ + + +⎢ ⎥ ∂⎢ ⎥⎣ ⎦
                                       (A.108) 




1 41 2 42 3 43* *
2 2
0z zD D zD D zD D
D
u t
u C u C u C
S z zφ
⎡ ⎤ ∂+ + + =⎢ ⎥ ∂⎣ ⎦
                               (A.109) 




1 12 1 2 1
1 * * *




k k P P x g
u
u x x P
ρ α
μ
⎛ ⎞⎡ ⎤ ⎡ ⎤∂= − +⎜ ⎟⎢ ⎥ ⎢ ⎥⎜ ⎟∂ ⎣ ⎦⎣ ⎦ ⎝ ⎠
                                                                (A.110) 




1 12 1 2 1
1 * * *




k k P P y g
u
u y y P
ρ
μ
⎡ ⎤ ⎛ ⎞⎡ ⎤∂= − +⎢ ⎥ ⎜ ⎟⎢ ⎥⎜ ⎟∂⎢ ⎥ ⎣ ⎦⎝ ⎠⎣ ⎦
                                                                       (A.111) 
                   12                          13  
* *
1 12 1 2 1
1 * * *




k k P P z g
u
u z z P
ρ α
μ
⎛ ⎞⎡ ⎤ ⎡ ⎤∂= − +⎜ ⎟⎢ ⎥ ⎢ ⎥⎜ ⎟∂⎣ ⎦ ⎣ ⎦⎝ ⎠
                                                               (A.112) 
                   14                               15  
 
* *
2 22 2 2 2
2 * * *




k k P P x g
u
u x x P
ρ α
μ
⎛ ⎞⎡ ⎤ ⎡ ⎤∂= − +⎜ ⎟⎢ ⎥ ⎢ ⎥⎜ ⎟∂ ⎣ ⎦⎣ ⎦ ⎝ ⎠
                                                              (A.113) 
                   16                               17  
* *
2 22 2 2 2
2 * * *




k k P P y g
u
u y y P
ρ
μ
⎡ ⎤ ⎛ ⎞⎡ ⎤∂= − +⎢ ⎥ ⎜ ⎟⎢ ⎥⎜ ⎟∂⎢ ⎥ ⎣ ⎦⎝ ⎠⎣ ⎦
                                                                      (A.114) 
                   18                            19  
* *
2 22 2 2 2
2 * * *




k k P P z g
u
u z z P
ρ α
μ
⎛ ⎞⎡ ⎤ ⎡ ⎤∂= − +⎜ ⎟⎢ ⎥ ⎢ ⎥⎜ ⎟∂⎣ ⎦ ⎣ ⎦⎝ ⎠
                                                             (A.115) 
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Saturation and concentrations constraints: 
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It should be noted that the quantities inside brackets are dimensionless, because 
all of the equations are in dimensionless form. Overall, 79 dimensionless groups have 
been derived so far from flow equations in addition to 9 more groups which are resulted 
from phase behavior equations. But the scale factors are arbitrary therefore above 
dimensionless equations can be simplified to obtain reasonable number of dimensionless 
groups.  
Following are more simplifications which can be made on the dimensionless 
equations. 
1-Since non-dimensionalizing should not change the form of equations; groups 
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2-a-Furthermore, variables that have known limits such as distance can be put 
between two known limits of 0 and 1; therefore groups 46, 59, 61, 63, and 68 can be set 



















                                                                                                         (A.146) 
2-b-Also we can choose the dimensionless time to begin with zero which results 
in group numbers 35, 36, 38, 39, 41, 42, 44, 46, and 51 to be equal to zero then; 
 
*
1 0t =                                                                                                                          (A.147) 
3- Dimensionless saturations, concentrations, pressures, and fluxes can also be set 
to vary between 0 and 1; therefore, equations 34, 45, and 67 are set to 1. Hence 
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4- Among remaining dimensionless groups we set groups 1, 2, 3, 4, 5, 6, 7, 8, 9, 
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If defined scale factors are put into 25 undefined remaining dimensionless groups, 














































































































































































5- In addition to the scaling groups that have been developed for CO2 flooding 
process, if injection and production wells were set to constant bottom hole pressure 
constraint, following two new boundary conditions should be introduced to the system of 
equations that were being dealt with. 
 
3 0 , ,jT injP P P at x y z t= = = ∀                                                    (A.158) 
, ,
pT p
P P at x L y z t= = ∀                                                    (A.159) 
in which 
jT
P and TpP are total injection and production pressures, respectively. After 
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Since scaling factors are arbitrary, we can set * 1pTP and 
*
1jT
P equal to zero and put 
* *
2 2p jT T
P P=  and make assume minimum miscibility pressure as reference for non-

















                                                                                                             (A.162) 
 
Dimensionless Scaling Groups 
Since relative permeability in above dimensionless groups is indeed 
dimensionless function of saturation not dimensionless number we can replace it with end 
point relative permeability for each phase which is independent of saturation and is a 
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Also the third scaling group (G3) is the inverse of the mobility ratio for water-oil 






 which is more popular scaling 
group for mobility ratio. In addition, all gravity related scaling groups have the absolute 
value of fluid density in each phase. It is widely known that the fluid density differences 
are responsible for gravity driving mechanism. Therefore the existing gravity related 
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Then the density differences between *7G  and 8G , 
*
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*
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15G  and 14G are new scaling parameters: 
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Usually scaling groups that contain density differences rather than absolute 
density values are more widely used groups. It should be noted that, groups with density 
differences can be replaced with one of the gravity related groups to keep the groups 
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=                                                                                                              A.211) 
 
Minimizing the Number of Scaling Groups  
Final step in deriving scaling groups is to determine whether they are 
independent. In order to this, logarithm of both sides of Equations A.190 through A.206 
is taken. The rank of coefficient matrix will denote the number of independent scaling 
groups. It should be noted that since Equations A.207 through A.209 are phase behavior-
related dimensionless groups, and have been derived from auxiliary equations, they are 
completely independent of scaling groups derived from flow equations. Equations A. 210 
and A.211 is also valid only in the scenarios that both injection and production wells are 
operated under BHP constraint, and is not part of major scaling groups. 
After taking the logarithm a linear system of equations with 17 equations and 24 
unknowns, which is shown as Equation A.212, is obtained. The arrays in the coefficient 
matrix are the exponents of different variables in the dimensionless scaling groups 
presented in Equations A.190 through A.206. Applying linear algebraic methods and 
simple row operations indicates that the rank of the coefficient matrix is 13. According to 
248
 
these principles, modified form of coefficient matrix was found and it is shown as 
Equation A.213.  
Fourteen scaling groups are resulted from matrix operations which should also be 
added to the three EOS-related scaling groups. The total number of scaling groups were 
determined as 17 groups. Following equations show the final dimensionless independent 
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Therefore the final number of dimensionless scaling groups is 16, besides of two 
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Appendix B:  Data Corresponding to the Development of MMP 
Correlation 






































Figure B.1 -MMP correlation (a) in CO2 flooding from Holm and Josendal (1974) and its 




















































Glaso (1985) Correlation for CO2 MMP:  




786.83.730810 3.404 1.7 9 C
C
M




= − + −  




786.83.7302947.9 3.404 1.7 9 121.2C
C
M




= − + − −  
where MC7+ is molecular weight of C7+ , T is reservoir temperature, and RFf  is mole 
percent of C2-4 in reservoir fluid. 
 
 
Cronquist (1978) Correlation for CO2 MMP: 
5 10.744206 0.0011038 0.001527915.988 C cM yMMP T ++ +=  
where yc1 is mole percent of Methane and Nitrogen in the reservoir fluid. 
 
 
Yuan et al. (2004) Correlation for CO2 MMP: 
( )
2 6
7 2 6 7
7
7 2 67
1 2 3 4 5 6
2 2
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Figure B.22 -Ultimate oil recoveries for 64730-SPE  oil slim tube displacements 
286
 
Appendix C:  Details for developed DCF spreadsheet for coupled CO2 
sequestration and EOR 
Since CO2 injection mostly occurs in the mature oil fields, it was assumed that 
there is no additional drilling cost for the project. Therefore, initial investment for CO2 
injection project will include well reworks, surface facility, recycle system, trunk line, 
and some other minor expenses. In addition, below table show the variables that are 
changing in time and are obtained mainly from simulation results. These parameters are 









CO2 Injected  at 
SC. 
Yrs. (bbl/day) (bbl/day) (ft3/day) (ft3/day) 
 
Corresponding equations for other columns are as follow: 
Column F to I: Water, oil, and gas production as well as CO2 injection data were 
divided into 1000, because all of the coming calculations were in terms of MMscf/day or 
MSTB/day units.  
Column K (Oil Revenue) [mm$/yr]: Below equation was used: 
( )t[yr]Oil Production[mstb / d]×365.25×Oil price[$]× (1+Oil price inflation) ×(1-Royalty)1000
 
Column L (CO2 Purchase Price) [mm$/yr]: Below equation was applied: 








( ) ( )t[yr]CO2 Prod.[MMscf/d]+HC gas Prod.[MMscf/d] ×365.25×Recycle Cost[$/mcf] × (1+Oper. cost inflat.)1000
 
Column N (Lift Costs) [mm$/yr]: Below equation was applied: 
( ) ( )t[yr]Oil Prod.[Mstb/d]+Water Prod.[Mstb/d] ×Lift Cost[$/bbl]×365.25 × (1+Oper. cost inflat.)1000
 
Column O (Fixed Dl & F) [mm$/yr]: This column was assumed zero in all of the 
calculations. 
 
Column P (OC income before TAX-OCIBT) [mm$/yr]: Below equation was 
applied: 
OCIBT=Oil Revenue- CO2 Purchase Price-Gas Recycling and Operation Costs-
Lift Costs 
 
Column Q (Cumulative NCF before TAX-NCFBT) [mm$]: Below equation was 
applied: 
First Cell: ( )-Total Investment[mm$]+OCIBT t[yr]×  
Other Cells: (Q= Column Qprev+(Column P×(Column A-Column Aprev))) 
 
Column R (Depreciation) [mm$/yr]: Below equation was applied: 
( )Total Investment[mm$]×(1-EOR Tax Credit Rate[frac.])×MAX (0.2857-(t[yr]-0.5)×0.0476),0
 
Column S (Federal Income Tax-FIT)  [mm$/yr]: Below equation was applied: 
{ }S= OCIBT-Depreciation+(Gas Purchase + Gas Operating) EOR Tax Credit Rate Fed. Tax Rate × ×
 




T= (Gas Purchase + Gas Operating) EOR Tax Credit Rate+EOR Tax Credit Rate Total Investment× ×
 
Other Cells: T= (Gas Purchase + Gas Operating) EOR Tax Credit Rate×  
 
Column U (Sev. Tax Relief) [mm$/yr]: This item was assumed zero in all of our 
calculations. 
 
Column V (OC income after TAX-OCIAT) [mm$/yr]: Below equation was 
applied: 
OCIAT= OCIBT - FIT + EOR Tax Credit + Sev. Tax Credit 
 
Column W (Cumulative NCF after TAX-NCFAT) [mm$]: Below equation was 
applied: 
First Cell: ( )-Total Investment[mm$]+OCIAT t[yr]×  
Other Cells: (W= Column Wprev.+(Column V×(Column A-Column Aprev.))) 
 
Column X (Discounted Net Cash Flow After Tax-DCNCFAT) [mm$]: Below 
equation was applied: 
First Cell: 
t= 0
C u m . N C F A T
X =  




















Appendix D: Introduction to Experimental Design and Response 
Surface Methodology  
This Appendix provides some general information regarding Experimental Design 
and Method of Response Surfaces. Most of the information in this Appendix are 
referenced to Montgomery (2001) and Croarkin and Tobias (2006). 
 
Introduction 
Design of Experiments (DOE) is a method to select simulations to maximize the 
information gained from each simulation and to evaluate statistically the significance of 
the different uncertain variables, defined as factors. An experimental design study is used 
to generate response surfaces that identify the various factors that cause changes in the 
responses and also predicting these variations in a simple mathematical form. The 
purpose of Response Surface Methodology (RSM) (Myers and Montgomery, 1995) is to 
approximate a process over a region of interest called the operating region. The 
components of the operating region include objectives, requirements, state parameters 
(with or without uncertainty), decision variables, and constraints. An objective is the 
statement of the goal, and requirements can be imposed on it too. State parameters are 
those that can not be controlled and most of the times have uncertainties associated with 
them. They can be discrete or continuous. Discrete parameters are also referred to as 
“scenarios”. Decision variables are those that are controllable and are usually choices 
available to the decision maker. Constraints are boundary conditions, which restrict 
values available for the decision variables. 
Engineers define objectives of the process called responses as the output and 
settings for the state parameters and decision variables as input. Employing RSM 
provides tools for (1) identifying the variables that influence the responses (screening) 
and (2) building regression models relating the responses to the strategic variables 
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(modeling). The final models are used to make predictions of the process over the 
domain. 
In order to compute the regression model, the process has to be sampled over the 
operating region through experimentation. Design of Experiment is the use of statistical 
methods to determine the number and the conditions of the experiments in order to get 
the most information at the lowest experimental cost. A commercial package, Design-
Expert from Stat-Ease, Inc. (2005) is used for performing experimental design analysis in 
this research. Figure 1 shows the design configuration for five different methods of 
experimental design with three factors. It includes the one-factor-at-a-time (OFAT) 
design, two-level full-factorial design, three-level full-factorial design, Box-Behnken 











Basic Statistics for DOE 
Mean and variance of the Sample  
The effective statistic for measuring the distribution of the results from DOE is 
the mean, which most people refer to as the “average”. The formula for the mean of a 










                                                                                                         (D.1) 
where n is the sample size and i is the individual response. The mean, or X-bar, is 
calculated by adding up the data and dividing by the number of "observations". 
Means do not tell the whole story. Besides knowing the central point of a data set, 
we would like to describe the data’s spread, or how far from the center the data tend to 
range. In probability theory and statistics, the variance of a random variable (or 
somewhat more precisely, of a probability distribution) is a measure of its statistical 
dispersion, indicating how its possible values are spread around the expected value. 
Where the expected value shows the location of the distribution, the variance indicates 
the scale of the values. A more understandable measure is the square root of the variance, 
called the standard deviation (S). As its name implies it gives a standard form to the 
















                                                                                            (D.2) 
z-score 
The z score reveals how many units of the standard deviation a case is above or 
below the mean. The z score allows us to compare the results of different normal 








=                                                                                                       (D.3) 
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For nearly normally distributed data set, approximately 68% of the data is within 
one standard deviation of the mean and 95% of the data is within two standard deviations 
of the mean. 
 
t-statistic 
In probability and statistics, the t-distribution or Student's t-distribution is a 
probability distribution that arises in the problem of estimating the mean of a normally 
distributed population when the sample size is small. It is the basis of the popular 
Student's t-tests for the statistical significance of the difference between two sample 
means, and for confidence intervals for the difference between two population means. 
The Student's t-distribution is a special case of the generalized hyperbolic distribution. 






μ−=                                                                                                           (D.4) 
where μ  is the average for all of the data population, X-bar is the mean for the sample, n 
is the sample size, and S is the standard deviation of sample.  
Student's distribution arises when (as in nearly all practical statistical work) the 
population standard deviation is unknown and has to be estimated from the data. 
Textbook problems treating the standard deviation, as if it were known, are of two kinds: 
(1) those in which the sample size is so large that one may treat a data-based estimate of 
the variance as if it were certain and (2) those that illustrate mathematical reasoning, in 
which the problem of estimating the standard deviation is temporarily ignored because 






What is Experimental Design? 
In an experiment, we deliberately change one or more process variables (or 
factors) in order to observe the effect the changes have on one or more response 
variables. The (statistical) design of experiments (DOE) is an efficient procedure for 
planning experiments so that the data obtained can be analyzed to yield valid and 
objective conclusions.   
DOE begins with determining the objectives of an experiment and selecting the 
process factors for the study. An Experimental Design is the laying out of a detailed 
experimental plan in advance of doing the experiment. Well chosen experimental designs 
maximize the amount of "information" that can be obtained for a given amount of 
experimental effort.   
This process starts with several discrete or continuous input factors that can be 
controlled and one or more measured output responses. The output responses are usually 
assumed continuous. Experimental data are used to derive an empirical (approximation) 
model linking the outputs and inputs. These empirical models generally contain first and 
second-order terms.  
Often the experiment has to account for a number of uncontrolled factors that may 
be discrete, such as different machines or operators, and/or continuous such as ambient 
temperature or humidity. The most common empirical models fit to the experimental data 
take either a linear form or quadratic form. A linear model with two factors, X1 and X2, 
can be written as 
 
                                                                                                                           (D.5) 
 
Here, Y is the response for given levels of the main effects X1 and X2 and the X1X2 
term is included to account for a possible interaction effect between X1 and X2. The 
constant 0β  is the response of Y when both main effects are 0. For a more complicated 
0 1 1 2 2 1 2 1 2 expY X X X X erimental errorβ β β β β= + + + +
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example, a linear model with three factors X1, X2, X3 and one response, Y, would look like 
(if all possible terms were included in the model)  
 
                                                                                                                           (D.6)      
 
The three terms with single X's are the main effects  terms. There are k(k-1)/2 = 
3*2/2 = 3 two-way interaction terms and 1 three-way interaction term (which can be 
omitted, for simplicity or it really has negligible effect on the response). When the 
experimental data are analyzed, all the unknown β  parameters are estimated and the 
coefficients of the X terms are tested to see which coefficients will give response values 
close to the actual experiments that have been performed. A second-order (quadratic) 
model (typically used in response surface DOE's with suspected curvature) does not 
include the three-way interaction term but adds three more terms to the linear model as 
shown below: 
 
                                                                                                                         (D.7) 
 
Clearly, a full model could include many cross-product (or interaction) terms 
involving squared X's. However, in some cases these terms are not needed and most DOE 
software defaults to leaving them out of the model. 
 
Steps for Performing an Experimental Design Process 
Obtaining good results from a DOE involves these seven steps:  
-Set objectives 
The objectives for an experiment are best determined by a team discussion. All of 
the objectives should be written down, even the "unspoken" ones. The group should 
discuss which objectives are the key ones, and which ones are "nice but not really 
0 1 1 2 2 3 3 12 1 2
13 1 3 23 2 3 123 1 2 3 exp
Y X X X X X
X X X X X X X erimental error
β β β β β
β β β
= + + + + +
+ + + +
2 2 2
11 1 22 2 33 3X X Xβ β β+ +
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necessary". Prioritization of the objectives helps you decide which direction to go with 
regard to the selection of the factors, responses and the particular design. Sometimes 
prioritization will force you to start over from scratch when you realize that the 
experiment you decided to run does not meet one or more critical objectives. 
 
-Select process variables  
Process variables include both inputs and outputs - i.e., factors and responses. The 
selection of these variables is best done as a team effort. We have to choose the range of 
the settings for input factors, and it is wise to give this some thought beforehand rather 
than just try extreme values. In some cases, extreme values will give runs that are not 
feasible; in other cases, extreme ranges might move one out of a smooth area of the 
response surface into some jagged region, or close to an asymptote. 
 
-Select an experimental design and make simulations based on design 
The choice of an experimental design depends on the objectives of the experiment 
and the number of factors to be investigated. Types of designs are listed here according to 
the experimental objective they meet. 
-Comparative objective 
-Screening objective 
-Response Surface (method) objective 
-Optimizing responses when factors are proportions of a mixture objective 
-Optimal fitting of a regression model objective 
 
-Analyze and interpret the results   
Assuming you have a starting model that you want to fit to your experimental data 
and the experiment was designed correctly for your objective, most DOE software 
packages will analyze your DOE data. Steps for analyzing the date are:  
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-DOE analysis steps  
-Plotting DOE data  
-Modeling DOE data  
-Testing and revising DOE models  
-Interpreting DOE results  
-Confirming DOE results  
-Use/present the results (may lead to further runs or DOE's). 
 
Experimental Design Methods 
The choice of an experimental design depends on the objectives of the experiment 
and the number of factors to be investigated. Below are some brief descriptions of some 
of important and more popular DOE methods. 
 
Full factorial Design 
A common experimental design is one with all input factors set at two levels each. 
These levels are called 'high' and 'low' or '+1' and '-1', respectively. A design with all 
possible high/low combinations of all the input factors is called a full factorial design in 
two levels. As the number of factors increases, a full factorial design requires a large 
number of runs and is not very efficient. Therefore, Fractional Factorial Design or 
Plackett-Burman designs are used as other possible alternate methods.  
 
Two-Level Factorial Design  
Considering the two-level full factorial design for three factors, there will be the 
23 experiments to be run. This implies eight runs (not counting replications or center 
point runs). Graphically, we can represent the 23 design by the cube shown in Figure D.1. 
The arrows show the direction of increase of the factors. The numbers 1 through 8 at the 
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corners of the design box, reference the standard order of the runs. In tabular form, this 
design (also showing eight observations yj  j = 1,...,8) is given by: 
 
 
Figure D.1- A two-level full factorial design for three variables, X1, X2, and X3 
Table D.1: Design settings for full two-level factorial design with three factors 
Run# X1 X2 X3 Yi 
1  -1  -1  -1  y1  
2  +1  -1  -1  y2  
3  -1  +1  -1  y3 
4  +1  +1  -1  y4 
5  -1  -1  +1  y5 
6  +1  -1  +1  y6 
7  -1  +1  +1  y7 
8  +1  +1  +1  y8 
 
The right-most column of the table lists y1 through y8 to indicate the responses 
measured for the experimental runs when listed in standard order. For example, y1 is the 
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response (i.e., output) observed when the three factors were all run at their "low" setting. 
The numbers entered in the Yi column will be used to illustrate calculations of effects. 
 
Three-Level Factorial Design 
The three-level design is written as a 3k factorial design. It means that k factors 
are considered, each at 3 levels. These are (usually) referred to as low, intermediate and 
high levels. These levels are numerically expressed as 0, 1, and 2. One could have 
considered the digits -1, 0, and +1, but this may be confusing with respect to the 2-level 
designs since 0 is reserved for center points. Therefore, we will use the 0, 1, 2 scheme. 
The reason that the three-level designs were proposed is to model possible curvature in 
the response function and to handle the case of nominal factors at 3 levels. A third level 
for a continuous factor facilitates investigation of a quadratic relationship between the 
response and each of the factors. 
Unfortunately, the three-level design is prohibitive in terms of the number of runs, 
and thus in terms of cost and effort. For example a two-level design with center points is 
much less expensive while it still is a very good (and simple) way to establish the 
presence or absence of curvature. 
 
Fractional Factorial Design 
Even if the number of factors, k, in a design is small, the 2k or even 3k runs 
specified for a full factorial can quickly become very large. For example, 26 (64) runs is 
for a two-level, full factorial design with six factors. To do this design we need to add a 
good number of center point runs and we can thus quickly run up a very large resource 
requirement for runs with only a modest number of factors. 
The solution to this problem is to use only a fraction of the runs specified by the 
full factorial design. Which runs to make and which to leave out is the subject of interest 
here. In general, we pick a fraction such as half, quarter, or etc. of the runs called for by 
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the full factorial. Various strategies that ensure an appropriate choice of runs can be 
utilized. The following sections will show how to choose an appropriate fraction of a full 
factorial design to suit the purpose at hand. Properly chosen fractional factorial designs 
for 2-level experiments have the desirable properties of being both “balanced” and 
“orthogonal”. Following is a discussion describing one of the simple fractional factorial 
designs, half-fraction design and issues related to this type of design. 
 
Identifying Main Effects and Interactions 
Before going further in this illustration, let us begin the analysis by investigating 
the main effects of three factors (X1, X2, and X3) on a response (Y). By averaging the 
highs and the lows, determine the difference or contrast: this is the effect of a factor. 







∑ ∑                                                                                      (D.8) 
where the n’s refer to the number of data points you have collected at each level. TheY’s 
refer to the associated responses.  
The half normal probability curve is used to identify the sensitivities of the factors 
along with their interactions. If the estimates of the effects plotted on normal probability 
paper, the effects that are negligible are normally distributed and will tend to fall along a 
straight line, whereas significant effects will have non-zero means and will not lie along 
the straight line. Half normal probability plot is used to take the absolute value of the 
effect. 
The full-factorial design allows estimates of all the main effects (ME), the two-
factor interactions and the three-factor interaction. A rule of thumb, called "sparsity of 
effects", says that in most systems, only 20% of the main effects and two-factor 
interactions (2FIs) will be significant. The other ME and 2FIs, as well as any three factor 
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interactions (3FI) or greater will be used as an estimate of error for Analysis Of Variance 
(ANOVA).  
Fortunately, when factorials are restricted to two levels, the procedure becomes 
relatively simple. To do the ANOVA, we must compute the sums of squares (SS), which 





SS effect=                                                                                                    (D.9) 
where N is number of runs.  
From the sensitivity analysis, let us assume that three effects (X2, X3, and X2X3) 
are most likely significant in a statistical sense. All the other effects (A, AB, AC, and 
ABC) fall in line, which represents the normal scatter. Therefore: 
 
2 3 2 3
1 1 2 1 3 1 2 3
Model X X X X
residual X X X X X X X X
SS SS SS SS
SS SS SS SS SS
= + +
= + + +
                                                             (D.10) 
 
Therefore, for our example, from the entries in the table we are able to compute 
all 'effects' such as main effects, first-order 'interaction' effects, etc. For example, to 
compute the main effect estimate 'C1' of factor X1, we compute the average response at all 
runs with X1 at the 'high' setting, namely (1/4)(y2 + y4 + y6 + y8), minus the average 
response of all runs with X1 set at `low,' namely (1/4)(y1 + y3 + y5 + y7). 
Suppose, however, that we only have enough resources to do four runs. Is it still 
possible to estimate the main effect for X1? Or any other main effect? The answer is yes, 
and there are even different choices of the four runs that will accomplish this. For 
example, suppose we select only the four light (un-shaded) corners of the design cube. 
Using these four runs (1, 4, 6 and 7), we can still compute C1 as follows:  
C1 = (1/2) (y4 + y6) - (1/2) (y1 + y7)                                                                  (D.11) 
Similarly, we would compute c2, the effect due to X2, as  
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C2 = (1/2) (y4 + y7) - (1/2) (y1 + y6)                                                                  (D.11) 
Finally, the computation of c3 for the effect due to X3 would be  
C3 = (1/2) (y6 + y7) - (1/2) (y1 + y4)                                                                  (D.12) 
We could also have used the four dark (shaded) corners of the design cube for our 
runs and obtained similar, but slightly different, estimates for the main effects. In either 
case, we would have used half the number of runs that the full factorial requires. 
 
Constructing the 23-1 half-fraction design 
First note that, mathematically, 23-1 = 22. This gives us the first step, which is to 
start with a regular 22 full factorial design. That is, we start with the following design 
setting shown in Table D.2. 
Table D.2: Settings for simple 2-level, 2-factorial design 
 X1 X2 
1 -1 -1 
2 +1 -1 
3 -1 +1 
4 +1 +1 
This design has four runs, the right number for a half-fraction of a 23, but there is 
no column for factor X3. We need to add a third column to take care of this, and we do it 
by adding the X1*X2 interaction column. This column is, as you will recall from full 
factorial designs, constructed by multiplying the row entry for X1 with that of X2 to 







Table D.3: Settings for 2-level, 2-factorial design with interaction term 
   X1  X2  X1*X2 
1  -1  -1  +1 
2  +1  -1  -1 
3  -1  +1  -1 
4  +1  +1  +1 
We may now substitute X3 in place of X1*X2 in this table. Note that the rows of 
Table D.3 give the dark-shaded corners of the design in Figure D.1. If we had set X3 = -
X1*X2 as the rule for generating the third column of our 23-1 design, we would have 
obtained a new design shown in Table D.4. 
 
Table D.4: Alternate settings for 2-level, 2-factorial design with interaction term 
   X1  X2  X1*X2 
1  -1  -1  -1 
2  +1  -1  +1 
3  -1  +1  +1 
4  +1  +1  -1 
This design gives the light-shaded corners of the box of Figure D.1. Both 23-1 
designs that we have generated are equally good, and both save half the number of runs 
over the original 23 full factorial design. If C1, C2, and C3 are our estimates of the main 
effects for the factors X1, X2, X3 (i.e., the difference in the response due to going from 
"low" to "high" for an effect), then the precision of the estimates C1, C2, and C3 are not 
quite as good as for the full 8-run factorial because we only have four observations to 







One price we pay for using the design table of column X1*X2 to obtain the 
column X3 in the Table D.3 is, clearly, our inability to obtain an estimate of the 
interaction effect for X1*X2 (i.e., C12) that is separate from an estimate of the main effect 
for X3. In other words, we have “confounded” the main effect estimate for factor X3 (i.e., 
C3) with the estimate of the interaction effect for X1 and X2 (i.e., with C12). The whole 
issue of confounding is fundamental to the construction of fractional factorial designs, 
and it ahs been discussed below in more detail. In using the 23-1 design, we also assume 
that C12 is small compared to C3; this is called a 'sparsity of effects' assumption. Our 
computation of C3 is in fact a computation of C3 + C12. If the desired effects are only 
confounded with non-significant interactions, then we are OK. 
 
A Notation and Method for Generating Confounding or Aliasing 
A short way of writing 'X3 = X1*X2' (understanding that we are talking about 
multiplying columns of the design table together) is: '3 = 12' (similarly 3 = -12 refers to 
X3 = -X1*X2). Note that '12' refers to column multiplication of the kind we are using to 
construct the fractional design and any column multiplied by itself gives the identity 
column of all 1's. 
Next we multiply both sides of 3=12 by 3 and obtain 33=123, or I=123 since 33=I 
(or a column of all 1's). Playing around with this algebra, we see that 2I=2123, or 
2=2123, or 2=1223, or 2=13 (since 2I=2, 22=I, and 1I3=13). Similarly 1=23. 
I=123 is called a design generator or a generating relation for this 23-1design (the 
dark-shaded corners of Figure 3.4). Since there is only one design generator for this 
design, it is also the defining relation for the design. Equally, I=-123 is the design 
generator (and defining relation) for the light-shaded corners of Figure 3.4. We call I=123 
the defining relation for the 23-1 design because with it we can generate (by 
"multiplication") the complete confounding pattern for the design. That is, given I=123, 
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we can generate the set of {1=23, 2=13, 3=12, I=123}, which is the complete set of 
aliases, as they are called, for this 23-1 fractional factorial design. With I=123, we can 
easily generate all the columns of the half-fraction design 23-1. 
It also should be noted that we can replace any design generator by its negative 
counterpart and have an equivalent, but different fractional design. The fraction generated 
by positive design generators is sometimes called the principal fraction. 
The confounding pattern described by 1=23, 2=13, and 3=12 tells us that all the 
main effects of the 23-1 design are confounded with two-factor interactions. That is the 
price we pay for using this fractional design. Other fractional designs have different 
confounding patterns; for example, in the typical quarter-fraction of a 26 design, i.e., in a 
26-2 design, main effects are confounded with three-factor interactions (e.g., 5=123) and 
so on. In the case of 5=123, we can also readily see that 15=23 (etc.), which alerts us to 
the fact that certain two-factor interactions of a 26-2 are confounded with other two-factor 
interactions. 
A convenient summary diagram of the discussion so far about the 23-1 design is as 
shown in Figure D.2: 
 
 
Figure D.2- Essential Elements of a 23-1 Design 
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The next section will add one more item to the above box, and then we will be 
able to select the right two-level fractional factorial design for a wide range of 
experimental tasks. 
 
Fractional factorial design specifications and design resolution 
We considered the 23-1 design in the previous section and saw that its generator 
written in "I = ... " form is {I = +123}. Next we look at a one-eighth fraction of a 28 
design, namely the 28-3 fractional factorial design. Using a diagram similar to Figure D.2, 
we have the following: 
 
Figure D.3- Essential Elements of a 23-1 Design 
Figure D.3 shows us that a 28-3 design has 32 runs, not including center point runs, 
and eight factors. There are three generators since this is a 1/8=2-3 fraction (in general, a 
2k-p fractional factorial needs p generators which define the settings for p additional factor 
columns to be added to the 2k-p full factorial design columns. 
In order to construct the design, we perform the following steps:  
 -Write down a full factorial design in standard order for k-p factors (8-3=5 factors 
for the example above). In the specification above we start with a 25 full factorial design. 
Such a design has 25=32 rows.  
 -Add a sixth column to the design table for factor 6, using 6=345 (or 6=-345) to 




 -Do likewise for factor 7 and for factor 8, using the appropriate design generators. 
 -The resultant design matrix gives the 32 trial runs for an 8-factor fractional 
factorial design. (When actually running the experiment, we would of course randomize 
the run order.  
We note further that the design generators, written in 'I = ...' form, for the 
principal 28-3 fractional factorial design are: { I = + 3456; I = + 12457; I = +12358 }. 
These design generators result from multiplying the "6 = 345" generator by "6" to 
obtain "I = 3456" and so on for the other two generators.  
The total collection of design generators for a factorial design, including all new 
generators that can be formed as products of these generators, is called a defining 
relation. There are seven "words", or strings of numbers, in the defining relation for the 
28-3 design, starting with the original three generators and adding all the new "words" that 
can be formed by multiplying together any two or three of these original three words. 
These seven turn out to be I = 3456 = 12457 = 12358 = 12367 = 12468 = 3478 = 5678. In 
general, there will be (2p -1) words in the defining relation for a 2k-p fractional factorial. 
The length of the shortest word in the defining relation is called the resolution of 
the design. Resolution describes the degree to which estimated main effects are aliased 
(or confounded) with estimated 2-level interactions, 3-level interactions, etc. 
The length of the shortest word in the defining relation for the 28-3 design is four. 
This is written in Roman numeral script, and subscripted as 8 32IV
− . Note that the 23-1 
design has only one word, "I = 123" (or "I = -123"), in its defining relation since there is 
only one design generator, and so this fractional factorial design has resolution three; that 
is, we may write 3 12III




Figure D.4- Essential Elements of a 23-1 Design 
The design resolution tells us how badly the design is confounded. Previously, in 
the 23-1 design, we saw that the main effects were confounded with two-factor 
interactions. However, main effects were not confounded with other main effects. So, at 
worst, we have 3=12, or 2=13, etc., but we do not have 1=2, etc. In fact, a resolution II 
design would be pretty useless for any purpose whatsoever!  
Similarly, in a resolution IV design, main effects are confounded with at worst 
three-factor interactions. We can see, in Figure D.4, that 6=345. We also see that 36=45, 
34=56, etc. (i.e., some two-factor interactions are confounded with certain other two-
factor interactions) etc.; but we never see anything like 2=13, or 5=34, (i.e., main effects 
confounded with two-factor interactions).  
The complete confounding pattern, for confounding of up to two-factor 
interactions, arising from the design given in Figure D.4 is  
34 = 56 = 78  
35 = 46  
36 = 45  
37 = 48  
38 = 47  
57 = 68  
58 = 67 
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All of these relations can be easily verified by multiplying the indicated two-
factor interactions by the generators. For example, to verify that 38= 47, multiply both 
sides of 8=1235 by 3 to get 38=125. Then, multiply 7=1245 by 4 to get 47=125. From 
that it follows that 38=47.  
For this 8 32IV
− fractional factorial design, 15 two-factor interactions are aliased 
(confounded) in pairs or in a group of three. The remaining 28 - 15 = 13 two-factor 
interactions are only aliased with higher-order interactions (which are generally assumed 
to be negligible). This is verified by noting that factors "1" and "2" never appear in a 
length-4 word in the defining relation. So, all 13 interactions involving "1" and "2" are 
clear of aliasing with any other two factor interaction. If one or two factors are suspected 
of possibly having significant first-order interactions, they can be assigned d in such a 
way as to avoid having them aliased.  
A resolution IV design is "better" than a resolution III design because we have 
less-severe confounding pattern in the 'IV' than in the 'III' situation; higher-order 
interactions are less likely to be significant than low-order interactions. A higher-
resolution design for the same number of factors will, however, require more runs and so 
it is worse than a lower order design in that sense. 
Similarly, with a resolution V design, main effects would be confounded with 
four-factor (and possibly higher-order) interactions and two-factor interactions would be 
confounded with certain three-factor interactions. To obtain a resolution V design for 8 
factors requires more runs than the 28-3 design. One option, if estimating all main effects 
and two-factor interactions is a requirement, is a 8 22V
− design.. 
There are other 8 32IV
−  fractional designs that can be derived starting with different 
choices of design generators for the "6", "7" and "8" factor columns. However, they are 
either equivalent (in terms of the number of words of length of length of four) to the 
fraction with generators 6 = 345, 7 = 1245, 8 = 1235 (obtained by re-labeling the factors), 
or they are inferior to the fraction given because their defining relation contains more 
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words of length four (and therefore more confounded two-factor interactions). For 
example, the 8 32IV
− design with generators 6 = 12345, 7 = 135, and 8 = 245 has five 
length-four words in the defining relation (the defining relation is I = 123456 = 1357 = 
2458 = 2467 = 1368 = 123478 = 5678). As a result, this design would confound more 
two factor-interactions (23 out of 28 possible two-factor interactions are confounded, 
leaving only "12", "14", "23", "27" and "34" as estimable two-factor interactions). 
As an example of an equivalent "best" 8 32IV
−  fractional factorial design, obtained 
by "re-labeling", consider the design specified in Figure D.5. This design is equivalent to 
the design specified in Figure D.4 after re-labeling the factors as follows: 1 becomes 5, 2 
becomes 8, 3 becomes 1, 4 becomes 2, 5 becomes 3, 6 remains 6, 7 becomes 4 and 8 
becomes 7.  
 
Figure D.5- Essential Elements of a 23-1 Design 
Design Resolution Summary 
The meaning of the most prevalent resolution levels is as follows:  
Resolution III Designs 
Main effects are confounded (aliased) with two-factor interactions.  
Resolution IV Designs 
No main effects are aliased with two-factor interactions, but two-factor 
interactions are aliased with each other.  
Resolution V Designs 
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No main effect or two-factor interaction is aliased with any other main effect or 
two-factor interaction, but two-factor interactions are aliased with three-factor 
interactions.  
Table D.5 summarizes a collection of useful fractional factorial designs that, for a 
given k (from 3 to 7) and p, maximize the possible resolution and minimize the number 
of short words in the defining relation (which minimizes two-factor aliasing). The term 
for this is "minimum aberration". 
 
Table D.5: Summary of Useful Fractional Factorial Designs 


























D-optimal designs are one form of design provided by a computer algorithm. 
These types of computer-aided designs are particularly useful when classical designs do 
not apply. Unlike standard classical designs such as factorials and fractional factorials, D-
optimal design matrices are usually not orthogonal and effect estimates are correlated. 
These types of designs are always an option regardless of the type of model the 
experimenter wishes to fit (for example, first order, first order plus some interactions, full 
quadratic, cubic, etc.) or the objective specified for the experiment (for example, 
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screening, response surface, etc.). D-optimal designs are straight optimizations based on a 
chosen optimality criterion and the model that will be fit. The optimality criterion used in 
generating D-optimal designs is one of maximizing |X'X|, the determinant of the 
information matrix X'X. 
This optimality criterion results in minimizing the generalized variance of the 
parameter estimates for a pre-specified model. As a result, the 'optimality' of a given D-
optimal design is model dependent. That is, the experimenter must specify a model for 
the design before a computer can generate the specific treatment combinations. Given the 
total number of treatment runs for an experiment and a specified model, the computer 
algorithm chooses the optimal set of design runs from a candidate set of possible design 
treatment runs. This candidate set of treatment runs usually consists of all possible 
combinations of various factor levels that one wishes to use in the experiment.  
In other words, the candidate set is a collection of treatment combinations from 
which the D-optimal algorithm chooses the treatment combinations to include in the 
design. The computer algorithm generally uses a stepping and exchanging process to 
select the set of treatment runs. The reasons for using D-optimal designs instead of 
standard classical designs generally fall into two categories:  
1-standard factorial or fractional factorial designs require too many runs for the 
amount of resources or time allowed for the experiment  
2-the design space is constrained (the process space contains factor settings that 
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