In the enterprise email search setting, the same search engine often powers multiple enterprises from various industries: technology, education, manufacturing, etc. However, using the same global ranking model across different enterprises may result in suboptimal search quality, due to the corpora differences and distinct information needs. On the other hand, training an individual ranking model for each enterprise may be infeasible, especially for smaller institutions with limited data. To address this data challenge, in this paper we propose a domain adaptation approach that fine-tunes the global model to each individual enterprise. In particular, we propose a novel application of the Maximum Mean Discrepancy (MMD) approach to information retrieval, which attempts to bridge the gap between the global data distribution and the data distribution for a given individual enterprise. We conduct a comprehensive set of experiments on a large-scale email search engine, and demonstrate that the MMD approach consistently improves the search quality for multiple individual domains, both in comparison to the global ranking model, as well as several competitive domain adaptation baselines including adversarial learning methods.
INTRODUCTION
Traditionally, enterprise email search engines were installed locally on the premises of the organization. In these installations, search *Work done while Brandon Tran was at Google.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). ranking was generally predetermined by the vendor and kept fixed. In the last several years, cloud-based search engines (e.g., Microsoft Azure, Amazon CloudSearch, or Google Cloud Search) have been gaining traction as an effective tool for search. In these cloud solutions, the corpora, the ranking models, and the search logs are stored in the cloud. This enables the cloud search providers to optimize the quality of their search engines based on user click data, similarly to what was previously done in web search [25] .
The transition to the cloud and the abundance of available user interaction data provide a unique opportunity to significantly improve the quality of enterprise email search engines, which traditionally lagged behind web search [23] . In particular, in recent years, deep neural learning-to-rank models were shown to significantly improve the performance of search engines in the presence of large-scale query logs, both in web search [22] and in email search [39, 46] settings.
However, directly applying these advances in neural learningto-rank models to enterprise email search is not straightforward. An important difference between web and enterprise email search is that in the latter, the model can be applied to multiple, often very different domains, as described in Figure 1 . For instance, the same enterprise email search engine can power enterprises from various industries: technology, education, manufacturing, etc. Therefore, using the same global learning-to-rank model across the different enterprises may lead to suboptimal search quality for each individual enterprise, due to the differences between their corpora and information needs.
On the other hand, training an individual ranking model for each industry or enterprise may not be feasible, especially for smaller enterprises with limited search traffic data. This is especially true for deep learning-to-rank models that typically require large amounts of training data. The reason for this requirement is that deep neural networks are susceptible to overfitting to the training data, and they need enough inputs to actually learn a model rather than simply memorizing the input examples.
As such, a natural question to ask is how to make use of the stateof-the-art deep learning-to-rank models in the enterprise search setting. To this end, we propose the use of domain adaptation techniques [15, 32] to adapt a global model, trained on the entire data, to a particular enterprise domain. In this work, we specifically focus on the enterprise email search setting; however our findings easily generalize to other enterprise search scenarios as well.
Domain adaptation, at a high level, deals with the ability to adapt efficient, high-performing models trained on one domain to perform well on a different domain. Typically, the first domain, called the source domain (in our case the entire dataset -see Figure 1 ), contains a wealth of data, and so an effective prediction model can be trained. However, due to what is known as dataset bias or domain shift [19] , these models do not immediately generalize to new datasets, referred to as the target domains (in our case individual enterprises). The target domains are expected to be significantly smaller than the source domain, so that a model cannot simply be trained with only target training data due to overfitting. As a result, these fully-trained networks are typically fine-tuned to the new dataset. That is, the available labeled data from the target domain is used to slightly alter the parameters of the original model to fit new data. This is, of course, difficult and expensive to carry out. Work in domain adaptation, then, attempts to reduce the harmful effects of this domain shift. The deep learning model maps both the source and target domain into some latent feature space. Reduction of the domain shift is then accomplished by either minimizing some measure of domain shift, such as maximum mean discrepancy (MMD) [32, 43] , or with adversarial adaptation methods [15, 30, 41, 42] . In the latter case, the model is trained to make the two mappings of the source and target domain indistinguishable in feature space to a discriminator model.
While domain adaptation methods have been previously studied, we emphasize that the majority of the research done was in other areas such as image classification. Moreover, the typical focus was on an unsupervised setting with no labeled data from the target domain. We note, though, that there has been one related work by Cohen et al. [9] , studying the problem of domain adaptation in learning-to-rank models.
However, there are two major differences between these prior works, including [9] , and the problem we study. First, the enterprise email search problem deals with datasets that are several orders of magnitude larger than the previous work. The source domain, consisting of the combined inputs from all individual enterprise domains, contains O(100M) inputs as compared to O(10K) inputs in the image classification datasets [15, 30, 32, [41] [42] [43] and the prior learning-to-rank work [9] . Additionally, we deal with labeled enterprise domains in a weakly supervised setting (using user click data), whereas the aforementioned prior works all assumed unlabeled target domains.
These differences from prior work lead to a more realistic setting for exploring domain adaptation techniques in information retrieval. As we show through extensive experimentation, in this setting MMD outperforms all other domain adaptation techniques, including the state-of-the-art adversarial methods [9] , a first such result in the information retrieval literature. In summary, our key contributions are:
• We propose a general framework for learning-to-rank with domain adaptation, with a particular application to enterprise email search.
• We experimentally demonstrate the shortcomings of simple transfer learning methods, such as re-training or batchbalancing, to individual enterprise domains.
• We propose a novel use of the maximum mean discrepancy (MMD) method for learning-to-rank with domain adaptation, and demonstrate its effectiveness and robustness in the enterprise email search setting.
• We perform a thorough comparative analysis of various domain adaptation methods on realistic, large-scale enterprise email search data.
The rest of our paper is organized as follows. First, we discuss related work in Section 2. Next, in Section 3, we provide motivating evidence that using domain adaptation techniques is feasible for our setting. That is, we show that the distributions of representations of the source and target datasets have nontrivial overlap, and so it is reasonable to try and encourage the model to accurately predict clicks on both sets. In Section 4, we give a detailed explanation of our methodology. Then, we provide our extensive experimental study in Section 5. Finally, we conclude and discuss future work in Section 6.
RELATED WORK
We split our discussion of related works into four distinct parts. First, we discuss work done in the learning-to-rank literature on which we base our learning-to-rank models. Next, we review research done in enterprise email search setting. Then, we mention work done in developing techniques for domain adaptation in image classification. Finally, we point out other works trying to utilize domain adaptation for information retrieval problems.
Learning-to-Rank
Generally, learning-to-rank refers to the application of machine learning tools and algorithms to rank models for information retrieval. There is a vast literature of learning-to-rank work [5-7, 14, 25, 45] , differing in their model and loss function constructions. Recently, with the rise in popularity of deep neural networks, work has been done to use deep neural networks for learning-to-rank [4, 10] . For a complete literature review on neural ranking models for information retrieval, please refer to the survey by Mitra [34] .
Enterprise Search
Enterprise search can broadly be viewed as the application of information retrieval techniques towards the specific problem of searching within private organizations. The majority of prior work can be found in the recent surveys by Kruschwitz and Hull [27] and Hawking [23] . To the best of our knowledge, no previous research on enterprise search has studied the problem as an application of domain adaptation.
Enterprise search is also closely related to personal search (e.g., email search), as both deal with searching in private or access controlled corpora [2, 8, 12, 20, 26, 39, 44] . Even though some success has been found using time-based approaches for personal search [12] , relevance-based ranking arising from learning-to-rank deep neural network models has become increasingly popular [39, 46] as the sizes of private corpora increase [20] . However, to the best of our knowledge, our work is the first study on applying deep neural networks specifically in the enterprise search setting.
Domain Adaptation
Extensive prior work on domain adaptation has been done in image classification [19] . These works develop methods to transfer latent representations obtained from deep neural networks from a large, labeled source dataset to a smaller, unlabeled target dataset. The primary strategy focuses on guiding the learning process by encouraging the source and target feature representations to be indistinguishable in some way [15, 17, 30, 32, 40, 41, 43] .
One focus of domain adaptation research in image classification aims on minimizing the differences of certain statistics between the source and target distributions. Several methods used the Maximum Mean Discrepancy (MMD) [19] loss, in a variety of ways [32, 40, 43] . The MMD computes the norm of the difference between two domain means. Another direction lies in choosing adversarial losses to minimize domain shift. The goal is to learn a representation from which a classifier can predict source dataset labels while a discriminator cannot distinguish whether a data point is from the source or target datasets. The work in this direction focuses on finding better adversarial losses [15, 17, 41] .
Applications of Domain Adaptation to Information Retrieval
As deep learning models became more prevalent in ranking problems, and as more and more transfer learning techniques developed for image classification, work began to study the problem of domain adaptation in the information retrieval domain. The models in Cohen et al. [9] are trained for domain adaptation in ranking with adversarial learning. Specifically, the models are trained using the gradient reversal layers of Ganin et al. [16] . We note that this work focused only on adversarial learning and did not consider maximum mean discrepancy. Moreover, it only compared their adversarial learning technique with very simple baselines: training on all data and training on target data. The work did not consider more interesting baselines such as balancing training batches with a certain number of target data inputs, or fine-tuning a previously trained model on all data with only target data. Additionally, while in the learning-to-rank setting, their datasets are significantly smaller and not as complex as those arising from enterprise search. Similarly, the work of Long et al. [31] also utilizes adversarial learning to solve the problem of domain adaptation to a number of information retrieval tasks, including digit retrieval and image transfers. However, as with Cohen et al. [9] , they study only adversarial learning, and their data are also significantly different from enterprise search. Lastly, Mao et al. [33] use a similar statistics-based approach for transferring features from source to target domains. Their method also looks at a certain mean distance computed from the embedded data, but their per-category multi-layer joint kernelized mean distances are quite distinct from an MMD regularization term.
MOTIVATION
In this section, we provide motivation for using domain adaptation techniques in enterprise email search. First, we take our enterprise email search inputs and map them into a high-dimensional space.
As detailed in Section 4.2, we refer to the resulting subset of the high-dimensional space obtained from this mapping as the embedding of our inputs. These embeddings are then passed as inputs into the prediction models, as discussed in Section 4.3. The high-level goal of domain adaptation techniques is to make the embeddings arising from the source and target domains indistinguishable to the prediction models. That way, the model can leverage information from the source domain in order to make predictions on the target domain. However, these techniques crucially rely on the embeddings for the source and target datasets to take a certain form. First, the embeddings cannot be distributionally identical. If this were the case, simply training on all the data or even just the source data would yield a model that generalizes to the target data. Second, the embeddings must have nontrivial overlap. The model can, via gradient descent updates to the embedding weights, push the two distributions closer together. But if they are too far apart to begin with, one cannot hope for this to be successful.
To this end, we present some experimental results to show that our data does indeed take the required form. We take a network trained on all data to completion and study the embedding distributions of the source and target datasets. To reiterate what we said in Section 1, the source dataset here refers to the entire search log data, and the target dataset is a specific small enterprise domain. First, we compute the means of the two distributions and compare their norms [35] to the norm of their difference. From Table 1 , we can see that the two mean vectors and the difference vector all have a norm that is of the same order. This suggests that the means of the two distributions are indeed quite different, providing evidence that indeed, the source and target domain embeddings are not distributionally identical. Additionally, while we cannot visualize the distributions in multidimensional space, we can plot their projections onto a onedimensional space. To choose the vector on which we project the distributions, we use an idea from robust statistics [11, 28] . We form a matrix consisting of the embedding vector of each example from both the source and target datasets. From this matrix, we compute the vector corresponding to the largest singular value. The intuition is that this vector corresponds to the strongest signal coming from the combined embedding vectors. If the source and target embeddings indeed form two distinct populations, this signal will correlate more strongly with one distribution than the other. From Figure 2 , we can see that this is the case. The green values represent the correlations of the target set embeddings onto the top singular vector, and the blue values are from the source data embeddings. While there is some overlap between the two distributions, they are quite clearly distinct. Figure 2 : Some statistics of the two embedding distributions from source and target datasets. There are 10, 000 examples living in a 508-dimensional space. We show the distributions projected onto the direction of the largest eigenvector of the covariance matrix of embedding vectors. The source dataset is in blue, and the target dataset is in green.
As we have now established that the embedding distributions are overlapping, but not identical, in the next section we discuss possible domain adaptation techniques to be used.
METHODOLOGY
In this section, we first formulate our problem and provide definitions of notation we will use. Then, we describe two different solutions to the problem, first using discriminator-based techniques and then statistics-based techniques.
Problem Formulation
The inputs for the enterprise email search problem are queries ψ = (q, D, c), where q represents a user query string, D represents the query's list of documents, and c represents the clickthrough data. For each document d ∈ D, we have a feature vector x d as its representation, and a boolean c d denoting whether the document was clicked. The set of queries from all data is labeled S, the source dataset, while the set of queries from a specific domain is labeled T , the target dataset, and we are trying to use S to help train a model on T .
Given the set of queries, our goal is to learn a model M minimizing a loss defined as:
where ℓ(M,ψ ) denotes the loss of the model M on query ψ , and we are taking expectation over queries from the target data. Before we define our loss function, we note that typical neural network models work by approximating the above loss with the training set. We establish notation here by letting the training sets for our deep network be S = {ψ S i } ∈ S and T = {ψ T j } ∈ T . Our goal is to learn a model M that minimizes:
However, in the domain adaptation setting, we assume a scarcity of data in the target distribution. As such, training M to minimize L would result in either an overfitted model or one that cannot generalize to all of T . Thus, we instead train M using training data from both S and T .
In this paper, our model M depends on deep neural networks (DNNs) [29] . We choose to use DNNs for a few reasons. First, the number of features from our queries and documents is quite large, and moreover, some features are sparse. While tree-based models [14] can model feature interactions, they are not scalable to a large number of features and cannot handle sparse features, such as those coming from document or query text. On the other hand, DNNs are a natural candidate model for dealing with sparse inputs. Also, DNNs were shown to be quite successful for ranking applications, especially when supplied with large amounts of supervised training data [10] .
Over the next few sections, we provide an overview of our model M. First, we map the query and document features together into a high-dimensional embedding space (specifically, 508-dimensional). Then, a prediction model, which we will call P, consisting of a DNN is trained on this embedding space. Since the source and target datasets are different, we also expect their embeddings to be different within the embedding space. Thus, we use an additional correction model to make the embeddings indistinguishable to the prediction model, so that source data can be used to predict clicks on the target data. Figure 3 provides an illustration of our problem. In the next section, we describe how to map enterprise email search inputs into a high-dimensional embedding space.
Input Embeddings
The source and target datasets are mapped to an embedding space via an embedding function (part (1) in Figure 3) .
Due to the private nature of our data, our query-document inputs are modeled as bags of frequent n-grams and can be represented in three parts:
• the features for the query q • the sparse features for a document d
• the dense features for d (e.g., document static scores). To preserve privacy, the inputs are k-anonymized and only query and document n-grams that are frequent in the entire corpus are retained. For more details about the specific features and the anonymization process used in a similar setting see [39, 46] . The query features and sparse document features are passed through a single embedding layer, whereas the dense features are left as they are. We denote the various parts of the input as
, concatenate them together, and then pass them through one additional embedding layer to form the input embedding, x d . We denote the function taking an input ψ and outputting its corresponding embedding x d as emb(ψ ).
Feed-Forward DNN Model
The discussion of our feed-forward DNN model corresponds to part (2) of Figure 3 , the prediction model, P.
Feed-forward DNNs have become increasingly prominent in research for learning-to-rank problems [13, 24, 46] . Such models have proven to be effective in modeling sparse features naturally arising from inputs such as document text through the use of embeddings. Figure 3 : Illustration of the Domain Adaptation Problem. Both the source and target datasets are mapped into a highdimensional embedding space. Given the embeddings, a prediction model, i.e. a deep neural net, is trained to predict clicks using a softmax cross entropy loss. For domain adaptation, a correction model is used on the embedding space to compute a regularizing loss term that is added to the training loss.
Since they are the basis for our models, we review them in this section.
A deep neural network can be broken down into a series of layers, each applying a matrix multiplication, bias addition, and then activation function to its inputs. We refer to the output of layer i as h i . Letting h 0 be x d , the subsequent layers are explicitly obtained as:
where w i denotes the weight matrix and b i the bias vectors at layer i. We refer to the trainable parameters w and b together as the prediction model's θ P . The function σ is what is known as the activation function. We use a hyperbolic function:
If h o is the last layer, then the prediction model output is simply:
The loss function we aim to minimize utilizes a softmax cross entropy term. Formally, for an input ψ with N documents d i and click data c i , the loss can be written as:
where
.
The overall prediction model loss term is then the average of ℓ P over all inputs ψ :
Domain Adaptation Methods
In this section, we describe our techniques for encouraging the neural network models to make the embeddings of the source and target datasets indistinguishable. This corresponds to part (3) of Figure 3 , the correction model. Our first class of methods in Section 4.4.1 is motivated by Generative Adversarial Networks [18] , relying on the deep neural networks called discriminators that arise in Generative Adversarial Networks. Then, in Section 4.4.2, we propose a second class of methods focusing on utilizing various statistics of the embedding distributions for domain adaptation.
Discriminator-Based Techniques.
Discriminator-based domain adaptation techniques are closely related to adversarial learning methods where a two-player game is created between a discriminator and an adversary. In this setting, each training example is labeled as being from either the source or the target dataset. The discriminator is implemented as a neural network that works to classify an example with its corresponding dataset. At the same time, an adversary updates the embedding weights in such a way as to fool the discriminator. The goal of discriminator-based techniques is to reach an equilibrium in which the adversary has updated the embedding weights to fool any discriminator. In this case, the two embeddings will be indistinguishable, and a prediction model trained on the source dataset will generalize well to the target dataset.
We then define the total loss function for discriminator-based techqniues on the model M as follows:
Here, L P refers to Equation 3, while L D and L adv refer to the discriminator and adversarial losses which we will discuss next.. The λ D and λ adv terms are multiplicative factors that control the effects of the discriminator and adversarial losses relative to L P . The discriminator itself is an additional feed-forward deep neural network, separate from the prediction model, taking the embedding of a query as input, which we will denote as a function D(emb(ψ )). Similar to the parameters for the prediction model, we will denote the trainable parameters for this DNN with θ D . The discriminator loss (i.e., L D ) is a standard cross-entropy loss, defined as: Figure 4 : Illustration of the Gradient Reversal Algorithm. We color code the overall model into three separate partsgreen for the embedding, red for the prediction, and blue for the discriminator. An input is mapped by right-facing arrows to the prediction model and discriminator loss terms, L P and L D respectively. Then, during the backpropagation of gradients to train the neural network, each part of the network receives gradients as listed in the diagram. The discriminator part of the network is trained with gradients from L D , and the prediction model is trained with gradients from L P . The embedding part is trained with gradients from both.
loss [16] . The idea with gradient reversal is to directly maximize the discriminator loss, i.e., L D . The gradient of the discriminator loss is, by definition, the direction of the largest change. While the discriminator will take a gradient step to decrease the loss, the adversary takes a backwards step along this direction. Formally, the adversarial loss is defined as follows:
For completeness, we mention that there are two other oftenused adversarial losses. One uses a cross-entropy term, but with inverted labels [18] , labeling each source example as coming from the target dataset, and vice versa. The other computes the crossentropy of the combined source and target datasets against a uniform distribution drawn from both [41] . In our experiments, we found that these different losses all yielded similar performance and so focus on gradient reversal, which was also used successfully in a related work in domain adaptation for information retrieval [9] .
Since we will focus on gradient reversal, we provide an illustration of the technique in Figure 4 and will henceforth refer to our proposed training method from the class of discriminator-based techniques as the gradient reversal method. The embedding parameters are θ emb (green), the prediction model parameters are θ P (red), and the discriminator parameters are θ D (blue). The gradient updates in each time step are given in the figure as a partial derivative of the loss functions with respect to the parameters.
Statistics-Based Techniques.
The embeddings from the source and target data points are subsets in our embedding space, which we can think of as distributions. Consequently, we can extract various statistics from the distributions and encourage the model to match the statistics coming from the two datasets. We focus on using the mean of the distributions. While two distributions can have the same or similar means but still be very different, we found empirically that this statistic actually worked quite well in making the two distributions indistinguishable to the prediction model. Specifically, we add a term to the model loss function consisting of the difference in the means of the source and target embedding distributions. Since neural networks work by minimizing their loss functions, this allows the network to take steps to minimize the difference in the means, drawing the two distributions closer together. We provide a pictorial representation of this technique in Figure 5 which we refer to as maximum mean discrepancy (MMD). The two distributions are given in red and blue, and their means are represented by a bold point. Applying an MMD minimization does not change the shape of either distribution, but brings their means closer together.
The total loss for the model is then defined as:
Where L P is the prediction model loss (i.e., Equation 3 ) and L M M D is the maximum mean discrepancy loss. The λ M M D factor also controls the effect of the MMD on the overall loss relative to the prediction loss. Formally, the MMD loss, i.e., L M M D is given by:
Since we are attempting to make two distributions indistinguishable in latent space, it is natural to also include other statistics. Most notably, we could also add a variance term, and aim to minimize not only the mean, but also the variance. We note that since our representations exist in a high dimensional space, we are comparing two covariance matrices in this case. Nonetheless, a discrepancy term can be added to encourage these to be similar. In our experiments, though, we found that adding such a variance term did not alter the results in any significant way.
As a remark, we note that even if two distributions share the same mean and covariance matrix, they can still be quite different. However, if the distributions are close to Gaussian, then they would be characterized by their first two moments. Of course, we cannot prove that the neural network will find representations that map the inputs to a Gaussian subspace of embedding space. However, we did find experimentally that projecting the distributions of representations to random directions yielded one-dimensional distributions that looked Gaussian. Thus, it is reasonable to believe that with a large enough training set, the representations would converge to something close to Gaussian.
EXPERIMENTS
In this section, we begin with a description of the datasets we use as input in our experiments. Then, we evaluate each of our proposed techniques and baselines using a typical evaluation metric, which we will define. Finally, we discuss the sensitivity of each technique to changes in hyperparameters, as robustness to hyperparameter tuning hastens the training process.
Datasets
Due to the private and sensitive nature of the data, there is no publicly available large-scale enterprise email search dataset. As a result, the data we use comes from the search click logs of Gmail, a commercial email service. For our source dataset, we use click data from the entire Gmail search log. We then study domain adaptation to data arising from logs of four individual enterprise domains. The search logs for the source data consist of hundreds of millions of queries, whereas the target domains are significantly smaller. We chose the four largest domains (selected based on the total number of examples) as our target datasets and label them as A, B, C, and D. Domain A has around 65,000 total examples, B and C have around 50,000 each, and D has 30,000 queries, all significantly smaller than the source dataset. The domains, including the source domain, are split into training and evaluation sets at approximately a 5 : 1 ratio, and in such a way that all queries in the evaluation sets are performed on days after those in the training sets. Each example consists of a query with six candidate documents, one of which is clicked.
The goal of the model is to rank the six documents in such a way as to increase the likelihood of a higher ranked document being clicked. In this way, clicks are regarded as the ground truth from which our model learns.
Model Evaluation
Our neural network models are implemented in TF-Ranking [36] , a scalable open-source learning-to-rank Tensorflow [1] library. Our baselines are optimized over a number of hyperparameters, including learning rate, number of hidden layers, dimensions of layers, and batch normalization. Specifically, we use a learning rate of 0.1 and three hidden layers with dimensions 256, 128, and 64. For each training procedure that takes as input both source and target training data, we also tried a number of different ratios of source to target training data. However, we found that none of the procedures were sensitive to this ratio, as long as it was larger than 4 : 1 or 5 : 1. Anything lower would cause overfitting, since the target dataset was so much smaller than the source. Then, for the mean discrepancy (Eq. 7) and gradient reversal (Eq 4) losses, the λ multipliers are optimized over [0.3, 0.7, 1.0, 3.0, 7.0].
Model performance is evaluated using weighted mean reciprocal rank (WMRR), as proposed in [44] . The weighted MRR (WMRR) is calculated using the one clicked document of any query as:
where E denotes the evaluation set, rank i denotes the position or rank of the clicked document for the i-th query, and w i denotes the bias correction weights. The w i are inversely proportional to the probability of observing a click at the clicked position and are set using result randomization, as described in [44] . In addition to reporting the WMRR attained by each model, we also conduct statistical significance tests using the two-tailed paired t-test with 99% confidence.
Results and Discussion
In this section, we provide our main results, as well as accompanying discussion. We first describe the two standard baseline training methods. Standard Baselines:
• Train on all. This is the simplest baseline. We train a model on the entire source dataset, and then evaluate it on the specific domain test data.
• Train on domain. We form a training set consisting of only domain-specific data. As expected, there is not enough data to train a neural network capable of generalizing to test data. Not only does the model have a low WMRR, but we also see severe overfitting.
Since our goal is a thorough analysis of possible ways to train a prediction model for a specific domain, we also tried additional baselines. Both the additional baselines typically outperformed the standard baselines, and we suggest that they should be used for comparison in any domain adaptation study.
Additional Baselines:
• Re-train. This is typically known as vanilla transfer learning. We first load up a train on all model. Then, we re-train this model on only domain data with a lower learning rate. Specifically, we reduce the learning rate by a factor of 10.
• Batch-balance. This model is similar to the train on all, in that the training set consists of the entire source dataset. The difference is that we enforce a certain proportion of target domain data in each training batch.
The raw WMRR model evaluations from Equation 9 for the baselines are provided in Table 2 . From Table 2 , we can see that generally, train on domain performs the worst of all baselines. As noted before, this makes sense due to the fact that the domains do not provide enough training data for neural network models. Then, we have our standard training method train on all. Finally, re-train and batch-balance have roughly the same performance, with the latter performing slightly better for some domains. These are exactly the results we would expect, since these two methods are more involved than only training on domain-specific data or all the source data we have. Now, we briefly describe our proposed training methods. While they are described in full detail in Section 4.4, we review them here for convenience. Domain Adaptation Methods:
• Gradient Reversal. As in the Batch-balance baseline, we enforce a certain proportion of domain data in each training batch. A discriminator is then added to try and distinguish, from the embeddings, whether data is from the specific domain. Gradient reversal is used on the embedding weights to fool the discriminator. The resulting loss is described in Equation 4.
• Mean Discrepancy. Again, we enforce a certain proportion of domain data in each training batch. A regularization term is added to the standard cross entropy loss consisting of the difference in means of the source and target input embeddings. The resulting loss is described in Equation 7.
Our main table of results is provided in Table 3 . Our numbers are recorded as relative improvement of our proposed domain adaptation methods to the corresponding baseline methods.
While the improvement changes from domain to domain, mean discrepancy is consistently the best performing proposed method. In every instance, mean discrepancy achieves a higher WMRR than any of the baselines. To give perspective, we note that improvements of 1% are considered to be highly significant for our enterprise email search system. Compared to Re-train, mean discrepancy achieves at least 1% achievement, although for Domains A and B, it does not quite outperform batch-balance by this much.
While not directly listed as a comparison in the table, we also note that mean discrepancy outperforms gradient reversal in a statistically significant way. In image classification, adversarial methods have shown to be better than those using maximum mean discrepancy [15, 17, 41] for domain adaptation to an unsupervised domain. But in our experiments, the opposite was shown to be true. While we cannot say for certain why this difference exists, we provide a few possible explanations. We first recall that the set of training examples aims to approximate the true distribution of inputs. Since maximum mean discrepancy aims to minimize the difference between source and target distribution means, the method is highly dependent on how well the mean is approximated by training examples. Since the typical size of datasets considered in prior work is quite small, often even smaller than a single target domain, the mean of the training example embeddings may not accurately represent the true mean. With a thousand times more inputs in our source dataset, the mean is more accurately approximated and more useful for maximum mean discrepancy.
But even with good approximation of the true mean, it is fairly common to find situations in which reducing the MMD would not suffice to make two distributions indistinguishable. One can easily imagine two distributions with identical mean that are still drastically different. But as we showed in Table 1 , the source and target data embeddings in our problem do have significantly different means. Because of this, using MMD with the way we embed the query-document inputs ends up working very well for our domain adaptation task.
Sensitivity Analysis
In this section, we discuss the sensitivity of the mean discrepancy and gradient reversal methods. In a regime with complicated inputs and long training times, a desired quality of any training method is robustness to hyperparameters. Therefore, we compare the sensitivity of our two proposed training methods, maximum mean discrepancy and gradient reversal, to the changes in their respective parameters. Recall that the set of parameters {λ D , λ adv , λ M M D } dictates the interactions of the distribution-matching correction terms -part (3) of Figure 3 -with the ranking model's softmax cross-entropy term L P (see Equations 4 and 7).
Careful parameter tuning is especially important when using methods based on two-player games, such as gradient reversal. In general, two-player games are sensitive to changes in parameters, making a good equilibrium difficult for gradient descent to find [37] . As a result, we hypothesize that maximum mean discrepancy is the better training method for our enterprise email search setting, not only because of better overall WMRR, but also due to its robustness to changes in λ M M D . In what follows, we provide some empirical evidence to back up this hypothesis.
First, in Figure 6 , we plot the resulting WMRR from training using a range of λ values. For the mean discrepancy method, this corresponds to λ M M D , and for gradient reversal, we fix two values of λ D and vary λ adv on the x-axis. The WMRR curves for fixed values of λ D are shown in order to give a direct comparison between From Figure 6 , we can see that for a large range of λ M M D values, the resulting WMRR is relatively stable. Specifically, in the range of λ values we consider, from 0.3 to 7.0, the WMRR values remain within a ±0.005 range. Qualitatively, this robustness to tuning λ M M D holds for all domains.
On the other hand, the plots for gradient reversal support our conjecture that it is not as robust as mean discrepancy. From Figure 6 , we see a direct comparison showing the greater sensitivity gradient reversal has relative to mean discrepancy. Moreover, from Figure 7 , we observe that the WMRR values are as far apart as 0.05 from each other, nearly ten times as big a difference as we see for the mean discrepancy method. Again, similar trends could be observed for other domains. 
CONCLUSIONS
In this paper, we studied the application of domain adaptation to learning-to-rank, specifically in the setting of enterprise email search. We developed a formal framework for integrating two techniques from the image classification literature for transfer learning, maximum mean discrepancy (MMD) and gradient reversal, in the learning-to-rank models. Our models were implemented in Tensorflow using a deep neural network that efficiently handles various features from query-document inputs, and provides embeddings to which the domain adaptation methods are applied.
The results from our experiments on a large-scale enterprise email search engine indicate that neither a single global model, nor simple transfer learning baselines are sufficient for achieving the optimal performance for individual domains. Overall, we show that maximum mean discrepancy (MMD) is the best technique for adapting the global learning-to-rank model to a small target domain in enterprise email search. MMD is not only the most effective method on all the tested domains, it also displays robustness to parameter changes.
One possible future direction of study is using regularization terms involving statistics other than the mean. Another is to find more stable equilibrium for disciminator-based methods. While much work has been done [3, 21, 37, 38] to improve the stability of models involving two-player games, thse are often very taskspecific. Finally, while in this paper we explored domain adaptation specifically in the enterprise email search setting, the proposed methods can easily generalize to other information retrieval tasks.
