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Abstract
The problem of transport management in a distributed logistics system «suppliers – consumers» is considered. Under the as-
sumption of a random nature of transportation costs, an exact algorithm for solving this problem by a probabilistic criterion has been 
developed. This algorithm is implemented by an iterative procedure for sequential improvement of the transportation plan. The rate 
of convergence of a computational procedure to an exact solution depends significantly on the dimension of the problem and is un-
acceptably low in real problems. In this regard, an alternative method is proposed, based on reducing the original problem to solving 
a nontrivial problem of fractional-nonlinear programming. A method for solving this problem has been developed and substantiated. 
The corresponding computational algorithm reduces the fractional-nonlinear model to the quadratic one. The resulting problem is 
solved by known methods. Further, the original problem is supplemented by considering a situation that is important for practice, 
when in the conditions of a small sample of initial data there is no possibility of obtaining adequate analytical descriptions for the 
distribution densities of the random costs of transportation. In this case, the available volume of statistical material is sufficient only 
to estimate the first two moments of unknown distribution densities. For this marginal case, a minimax method for finding the trans-
portation plan is proposed. The first step is to solve the problem of determining the worst distribution density with the given values of 
the first two moments. In the second step, the transportation plan is found, which is the best in this most unfavorable situation, when 
the distribution densities of the random cost of transportation are the worst. To find such densities, let’s use the modern mathematical 
apparatus of continuous linear programming.




In the system of management tasks for the multifunctional logistics complex «production – 
delivery – consumption», transport tasks take the central place.
The transport linear programming problem in the traditional setting is formulated as fol-
lows [1–3]. There are m suppliers of a homogeneous product and n consumers of this product. 
It is known the vector A = (a1a2…ai…am), the components of which fix the capabilities of sup pliers, 
Original Research Article:
full paper




the vector B = (b1b2…bj…bn), the components of which specify the demand of consumers, and also 
the matrix C = (cij), which determines the cost of delivery of a product unit from suppliers to con-
sumers. It is necessary to find a nonnegative matrix X = (xij) that defines a plan for transporting 
a product from suppliers to consumers, minimizing the total cost of transportation:


























,  j n= 1 2, ,..., ,  (3)
 xij ≥ 0,  i m= 1 2, ,..., ,  j n= 1 2, ,..., .  (4)
By adding dummy variables, this problem is reduced to the canonical one, in which inequa-
lities (2), (3) are transformed into equalities. Methods for solving this problem are well known and 
implemented in widely used mathematical packages (Mathсad, Excel, etc.)
In a market economy, the above formulation of the transport problem cannot be recognized 
as realistic, since the parameters of the problem are not deterministic values. In practice, the un-
certainty of the initial data can manifest itself in the random nature of the capabilities of suppliers, 
the needs of consumers (demand for a product), and the cost of transportation. It is clear that under 
these conditions the solution of the problem must also contain uncertainty and its obtaining by 
traditional methods is impossible.
In well-known works, specific tasks of the arisen general problem are solved. In [4] the me-
thod of accounting for the uncertainty in the state of vehicles is considered, in [5] the problem of form-
ing routes by the methods of fuzzy logic was solved. A similar approach was used to solve three-index 
distribution control problems in transport networks [6, 7]. In [8], an overview of the formulations of 
transport-type problems arising in connection with the uncertainty of the initial data is given.
Methods for solving such problems are combined into a specific subclass of general methods 
of mathematical programming, called stochastic programming [9–13]. The technology for solving 
stochastic programming problems consists in constructing for each of them a corresponding deter-
ministic analogue using further standard methods of mathematical programming. Moreover, as an 
objective function in such problems, the mathematical expectation or variance of the random value 
of the total cost of transportation is usually used [11–13].
A productive attempt to solve this problem using a more informative objective function was 
implemented in [14] in the most studied version of this problem. In this case, it was assumed that 
the cost of transportation is random values. Further, it is assumed that there is enough real data 
to formulate plausible hypotheses about the distribution laws of these quantities and accept them 
statistically soundly. A large number of various factors independently affect the cost of trans-
porting goods. In this regard, in practice, it is usually believed that their joint influence, in accor-
dance with the central limit theorem of probability theory, leads to the normality of the resulting 
random variables.




















2exp ,  i m= 1 2, ,... ,  j n= 1 2, ,..., .
Then the distribution density of a random variable of the total cost of transportation:
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The problem is to find a set X = (xij) that delivers an extremal value of some naturally chosen 
function of density f(R) and satisfies constraints (2)–(4). In this case, for example, let’s set a certain 
threshold value Rt of the total cost of transportation, the excess of which is regarded as a sign of ineffi-
ciency of the corresponding transportation plan. Then, as the objective function, it is natural to choose 
the probability that the total cost of transportation will exceed the threshold. This probability is:













































2 d .  (5)
Now the original problem is transformed to the following: find a transportation plan X sa-
tisfying the constraints and minimizing (5).











































































































































































ij= − , i m= 1 2, ,... , j n= 1 2, ,..., .
The obtained maximization problem (7) with satisfaction (2)–(4) is a complex problem of 
fractional-nonlinear programming. In [14], an approximate solution to this problem is proposed, 
obtained as follows. 
Because:


































































































































In this case, the problem is reduced to finding a plan X satisfying the constraints and maxi-
mizing T(X). By virtue of (8), on the set of plans X, the values of the function T(X) minor the values 
of the function R(X), that is, the process of maximizing the lower bound for R(X) is accompanied 
by an increase in the value of R(X), which is required. To solve the problem, it is proposed to use 
the following iterative procedure.
An arbitrary design X (0) is chosen that satisfies constraints (2)–(4). If this design does not 
maximize T(X), then there must be some other design X(1) for which:










0 on any design of the problem, it follows from (9) that:
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Now the task is to find a design X 1( ) that maximizes:
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and satisfying constraints (2)–(4). An ordinary transport linear programming problem is obtained. 
If the design X (1) calculated as a result of its solution does not maximize T(X), then there must exist 
a new design X (2) for which T(X (2))–T(X (1)) > 0.
Thus, the original problem is reduced to an iterative procedure for finding a sequence of 
designs X *(1), X *(2),…, X *(k), X *(k+1) satisfying the constraints for which the recurrence relation:
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is satisfied, where ε – a small number.
It is clear that with increasing T(X), in accordance with (8), R(X) will grow. On the other 
hand, a design that maximizes T(X) does not necessarily maximize R(X). In this case, the degree 
of approximation to the exact solution of the problem is not clear.
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In [14], it was noted that in the particular case, when the variances of all delivery costs for 
a unit of goods are equal, the problem of finding the required design is simplified to the usual trans-
















































































It is clear that maximizing the resulting expression is equivalent to minimizing:










At the same time, an ordinary transport linear programming problem was obtained, the 
solution of which gives an approximate solution to the original problem (2)–(4), (7).
A brief analysis of publications on the problem of solving transport problems in conditions 
of uncertainty allows to draw the following conclusion.
In the formulated problem of calculating the transportation plan under conditions of their 
random cost, there is no method for obtaining an exact solution. The quality of the approximate 
solution obtained using (8), as well as the rate of its convergence, cannot be estimated. In addition, 
it is completely unclear how to solve the formulated problems when the distribution density of the 
random cost of transportation is not known.
The aim of research is to develop mathematical models and effective methods for solving 
transport problems in conditions of uncertainty. To achieve the aim, it is necessary to solve the 
following objectives:
1. Development of effective (accurate and fast) methods for solving transport problems with 
a probabilistic description of the cost of transportation.
2. Development of a method for solving transport problems for the case when the distribu-
tion density of the random cost of transportation is not known.
2. Problem statement
Let the mathematical model of the transport problem under uncertainty have a cano-
nical representation (1)–(5) and the corresponding optimization problem be formulated as fol-
lows: find a plan X that maximizes the fractional – quadratic function (11) and satisfies const- 
raints (2)–(4).
3. Research results
3. 1. A method for solving transport problems in the context of a probabilistic descrip-
tion of the cost of transportation
Any exact solution to problem (8), (2)–(4) can be obtained by solving a recurrent sequence 
of nonlinear programming problems. It is clear that the maximum R(X) is reached on the same set 
as the maximum R2(X). In accordance with this, let’s obtain:





























Thus, the problem is reduced to the following: find a design X that maximizes the frac-














































































































































Then relation (11) takes the form:
 L X













Now the problem is reduced to finding a set X that maximizes (12) and satisfies:
 AX B= ,  (13)
where (13) is a matrix analogue of (2)–(4).
 X ≥ 0.  (14)
The solution to this problem is achieved by implementing the following iterative procedure, 
similar to that described above. An arbitrary vector X (0) is chosen, which is a solution to the system 
of equations AX = B and satisfies the constraint X ≥ 0. If this vector is not a solution to the problem, 
that is, does not maximize (12), then there must be some other vector X (1) for which:
 L X L X( ) ( ) .( ) ( )1 0 0− >  (15)
Since X TDX > 0, it follows from (15) that:
 ( ( ) ( )) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )L X L X X GX X CX X GX L XT T T1 0 1 1 1 1 1 1 0 0− = − ≥ .  (16)
Taking into account (16), the problem is reduced to finding a vector X (1) satisfying (13), (14) 
and maximizing:
R X X C L X G XT( ) ( ( ) ) .( ) ( ) ( ) ( )1 1 0 1= −
If the resulting vector does not maximize (12), then there must exist some other vector X (2) 
for which:
L X L X( ) ( ) .( ) ( )2 1 0− >
Thus, the original problem is reduced to an iterative procedure for finding a sequence of 
vectors satisfying (13), (14):
X X X Xk k∗ ∗ ∗ ∗ +( ) ( ) ( ) ( ), ,..., , ,1 2 1
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for which the recurrence relation holds:
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It is natural to stop the computational procedure when the inequality X Xk k( ) ( )+ − <1 ε is 
satisfied, where ε – some sufficiently small number. This ensures the required accuracy of solving 
the problem.
Each of the sequence of problems (17) is much easier than the original problem, since here 
the maximization of the fractional-quadratic functional (12) is replaced by the optimization of the 
usual quadratic functional (17). Moreover, at each iteration, it is necessary to solve problems of the 
form: find a vector X that maximizes:
 f x X GXT( ) =  (18)
and satisfying:
 AX B= ,  (19)
 X ≥ 0.  (20)
The Lagrange function is formed:
 F X f x AX B X GX AX BT T T( , ) ( ) ( ) ( ).Λ Λ Λ= − − = − −  (21)
As is known, if X* – the optimal solution to problem (18)–(21), then there must exist a vec-








































 2 0GX AT* − ≤Λ  (25)
or
A GXT Λ − ≥∗2 0.
Let’s introduce the vector:
V A GXT∗ ∗= − ≥Λ 2 0.
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Then, taking into account (25),
 2 0GX A VT∗ ∗− + =Λ .  (26)
Further, let’s write (23) as follows:
( )V XT∗ ∗ = 0
or
 ( ) .X VT∗ ∗ = 0  (27)
Thus, if X* is a solution to the problem, then there exist V * ≥ 0 and Λ∗ such that relations (24), 
(26), (27) hold. On the other hand, if there exist X ≥ 0, V* ≥ 0, Λ, which satisfy the conditions:
 AX B= ,  2 0GX A VT− + =Λ ,  X VT = 0,  (28)
then the vector X is the optimal solution to the problem with (18)–(20).


























Λ .  (29)
Let’s note that a solution to system (29) that satisfies the requirements X ≥ 0, V ≥ 0, XTV = 0, 
has at most m+n nonzero components. Indeed, if k components of vector X are positive, then, in 
view of XTV = 0, at least the same number of components of vector V are equal to zero. Therefore, 
at most n–k components of the vector V are positive. Therefore, in a 2n-dimensional vector, at most 
components are positive. Since there is a dimensional vector, the vector contains at most n+m non-
zero components. It follows that a vector satisfying conditions (28) for X ≥ 0, V ≥ 0 must be a basic 
solution to system (29), that is, it contains at most n+m positive components.
The procedure for obtaining a vector X VT T TΛ( ) satisfying (23) is as follows. First, let’s find 
the basic solution of the system AX = B using the usual first step of the simplex method of linear 
programming. Let A0 be a square m×m submatrix of the matrix A whose columns correspond to the 
basic (nonzero) variables that form the vector X0. In this case, naturally, A0X0 = b.
Note that the basic solution X0 satisfies the first m constraints of system (29). Therefore, 
the further solution is associated with finding an admissible n-component vector V that, together 
with X, satisfies the rest of the equations of system (29). This vector can be obtained by solving the 
following modified linear programming problem: find a vector satisfying the system of equations:
 AX B GX A V EUT= − + + =, ,    2 0Λ  (30)
and minimizing the linear shape:












depending on the components of the artificial basis UT = (u1,u2,…,un). The solution of the problem 
ends after the derivation of the artificial variables U from the basis. The difference between the 
problem being solved and the usual linear programming problem is that no pair of components (xjvj) 
that are introduced into the basis can simultaneously contain both positive components.
A significant drawback of this technique is the slow convergence of the procedure for finding 
a sequence of solutions X *(1), X *(2),…, X *(k) in problem (15)–(17). This noted feature is explained by the 
fact that at each iteration of the procedure for sequential improvement of the objective function (12), 
it is necessary to solve a quadratic programming problem, which is difficult in itself. In this case, only 
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an approximate estimate of the number of iterations required to obtain an admissible solution in terms 
of accuracy is possible. In this regard, let’s consider another method for solving the problem.
It is convenient to replace the problem of maximizing function (11) by the equivalent prob-




























2 .  (31)
To solve the fractional-quadratic programming problem obtained in this form, let’s intro-























∑∑ .  (32)
Let’s formulate a new set of variables:
 y y xij ij= 0 ,  i m= 1 2, ,..., ,   j n= 1 2, ,..., .   (33)
In this case, relations (2)–(4), (31), (32) take the form:

































,  i m= 1 2, ,..., ,   (35)
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,  j n= 1 2, ,..., , 
From where:







,  i m= 1 2, ,..., ,   (36)







,  j n= 1 2, ,...., .   (37)
Now the original problem has been reduced to the form: find a set Y = (yij), i = 1,2,…,m, 
j = 1,2,…,n, minimizing (34) and satisfying constraints (35)–(37). Let’s solve the resulting quadrat-
ic programming problem.
Let’s introduce the Lagrange function:
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Φ( )
= − − =2 02σ λ µ ,  i m= 1 2, ,..., ,   j n= 1, , 2,...,
 yij
ij
i j= +( )12 2σ λ µ ,  i m= 1 2, ,..., ,   j n= 1 2, ,..., .   (38)









ivd y a+ +( ) =
=
∑ ,  i m= 1 2, ,..., , 
1
2 2 01 σ
λ µ
ij
i j ij j
i
m
vd y b+ +( ) =
=
∑ ,  j n= 1 2, ,..., . 
Solving the resulting system of linear algebraic equations, let’s obtain expressions for λ i{ }, 
µ j{ } in terms of y0 and the initial data ai{ }, bj{ }. Substituting these expressions in (38), let’s obtain 
the relations for yij in terms of y0. Now let’s find the value y0 from (34). Finally, let’s calculate the 
values of the initial variables xij using (33). The problem has been solved.
As an example of the application of the proposed method, consider the following, maximally 
simple transport problem. Let there are two points of delivery of a certain product in quantities a1 
and a2 units, as well as two points of consumption of this product in the amount of b1 and b2 units. 
Let’s set the parameters of the corresponding transport network: a1 = 120, a2 = 80, b1 = 60, b2 = 140 





















Let’s introduce the required matrix X = (xij) defining the transportation plan. In this case, the 
objective function of the problem – the average total cost of transportation has the form:






























It is required to find a design X = (xij) that minimizes the objective function R x( ) satisfying 
the constraints. The solution to this simplest problem, found by the method of the minimum ele-





























The objective function value corresponding to the received transportation plan X (0) is:
R X( ) .( )0 120 10 60 10 5 20 11 2050= ⋅ + ⋅ + ⋅ =  units.
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Let’s now consider a more informative version of the formulation of this problem, in which 


























Let’s solve the problem of finding a transportation plan that satisfies the constraints that mi-
nimizes the probability that the random value of the total cost of transportation will exceed a given 
threshold value. In accordance with the proposed technique, the Lagrange function is formed:
φ σ λ µ( ) ( ) ( )y y y y a y bij
ji

























and the system of linear algebraic equations is solved for the introduced variables yij These equa-
tions have the form:




i j= +( ) = =12 1 2 1 22σ λ µ , , ; , .
Substituting the obtained expressions for yij and the numerical values of the problem param-
eters into the equations for the constraints, let’s obtain the following system of algebraic equations:
y y y
y y
11 12 1 1 1 2 0
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+ = +( ) +
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1401 2 2 2 0λ µ λ µ+( ) + +( ) = y .
 
After reducing similar terms, the system takes the following form:
0 1125 0 0625 0 050 120
0 125 0 042 0 0833 8
1 1 2 0
2 1 2








0 0625 0 0417 0 104 60
0 05 0 084 0 1333
0










+ + 2 0140= y .
The solution to this system gives a description of the parameters λ µi j,  in terms of y0:





11 1 1 0
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The solution is over.
Now it is useful to evaluate the merit of the proposed methodology for optimizing the trans-
portation plan under conditions of uncertainty. For this purpose, let’s compare the probabilities of 
exceeding the threshold value by a random value of the total cost of transportation. As a threshold, 
let’s choose a value that exceeds the average total cost of transportation by 15 %. For the plan X (0), 












10 120 11 20 10 5 60 2050= + + =
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Вер R Rn0 ≥ }{  = Вер R R0 01 15 0 175≥ }{ =. . .
For the plan X (1), obtained taking into account the variances of the cost of transportation, 
let’s obtain:








11 5 50 10 70 10 5 70 11 70 2150= = × + × + × + × =
==
















2 28 50 10 70 6 7ij ij
ji
x 0 12 10 315 22 2( ) + × ( ) = . ,
Вер R Rn1 ≥ }{  = Вер R R1 11 15 0 075≥ }{ =. . .
Thus, the probability of exceeding the permissible threshold in this case is two times less 
than the previous one. The apparent advantage of the proposed method, naturally, will be the great-
er, the higher the differences in the variances of the cost of transportation for different routes and 
the greater the dimension of the problem.
Let’s note that the fundamental advantage of the proposed method for solving a transport 
problem under uncertainty is the ability to obtain an accurate and fast result due to a single solution 
of the fractional-square programming problem.
The real complication of the problem arises if the statistical data for adequate reconstruction 
of the distribution density of the random costs of transportation is not enough, but a correct statis-
tical estimate of the mathematical expectations and variances of these random variables is possible.
3. 2. A method for solving transport problems for the case when the distribution densi-
ty of the random cost of transportation is not known
Let mij and σij2  be statistical estimates of the mathematical expectation and variance of the 
random cost of transporting a unit of product from the i-th supplier to the j-th consumer. To solve 
the problem, the following two-stage procedure is proposed.
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At the first stage, let’s find a transportation plan X that minimizes the average total cost of 
transportation:










and satisfying constraints (2)–(4). This is a common transportation problem and let X (0) be its solutions.
At the second stage, let’s pose the problem of finding a plan that minimizes the trade-off 
criterion composed of four terms. The first term determines the variance of the total cost of trans-
portation, the second – the measure of deviation of the desired plan from the plan X (0), the third 
term provides a solution that satisfies (2), the fourth – satisfaction (3). Thus, the composite criterion 
has the form
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,  i m= 1 2, ,..., ,   j n= −1 2 1, ,..., .   (41)






































 j n= −1 2 1, ,..., . 
The solution to this system of linear algebraic equations defines the sets, λ i{ }, i = 1,2,…,m, 
µ j{ }, j = 1,2,…,n–1. Substitution of these sets in (41) gives the desired solution to the problem.
Let’s now make an important remark. The results of solving the original problem natu-
rally depend on the nature of the distribution density of the random variables cij, i = 1,2,…,m, 
j = 1,2,…,n. The set (xij) obtained in problem (39), (40), (2), (3) corresponds to the hypothesis 
that this distribution is Gaussian with parameters mij ij, . σ2( )  The real distribution can be very 
different from the Gaussian one. Therefore, it is advisable to consider the solution of this prob-
lem under the assumption of the worst distribution density of the random cost of transportation, 
having previously found this worst distribution. The problem of finding the worst distribution is 
solved provided that, based on the results of statistical processing of the available data for each 
pair (i, j) «supplier – consumer», estimates of the mathematical expectation and variance of the 
corresponding random value cij are obtained. Let’s assume that the worst density corresponds to 
the maximum probability that the random value of the cost cij will exceed the given admissible 
threshold cn. Thus, this problem can be formulated as follows: find the distribution density of the 
random cost f(cij) that maximizes:
 p c c f c cij n ij ij
cn
>( ) = ( )
∞
∫ d ,  (42)
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and satisfies the accepted restrictions:
 f c cij ij( ) =
−∞
∞
∫ d 1,  (43)
 c f c c mij ij( ) =
−∞
∞
∫ d ,  (44)
 c f c c mij ij2 2 2( ) = +
−∞
∞
∫ d σ .  (45)
The resulting problem is a special case of the continuous linear programming problem, 
the general methods of solving which are presented in [15]. It is shown that the solution to prob-
lem (42)–(45) must be sought in the form of a linear combination d  – Dirac functions. The solution 
procedure is iterative and consists in the sequential calculation of the components (x1,x2,…,xm), 
θ θ θ1 2, ,...,  m( ) the base plan is the functions:
 f x j j
j
m





The plan determined at each iteration the function plan is checked for optimality. If the 
optimality criterion formulated in [15] is not satisfied, then the next step is taken to improve the 


































nd θ ,  (47)
moreover, the probability of hitting the critical region c > cn is equal to the coefficient at the second 
term in expression (47). Thus:











Now, using (48), an additive criterion of efficiency (expediency) of the transportation plan X 

















4. Discussion of results 
A transport linear programming problem with random values of transportation costs is con-
sidered. The known methods for solving this problem reduce it to an optimization problem on the 
average. The need for a more complete account of the real uncertainty of the initial data stimulates 
the development of other methods for solving this problem, adequately taking into account its 
non-deterministic nature. To solve this problem, the following multi-step scheme is proposed. At 
the first step, a criterion for the optimality of the transportation plan is formulated, which sets the 
probability that the total random cost of transportation will exceed the permissible threshold. It is 
shown that the problem of finding a plan that minimizes this criterion and satisfies the system of 
constraints belongs to the class of fractional nonlinear programming problems. The exact method 
for solving such a problem is unknown. An iterative procedure for solving the problem is proposed, 
which transforms it at each step to a quadratic programming problem.
In order to radically accelerate the convergence of this method, an alternative version of it 








The testament to the proposed scheme is the solution of the original problem for the case of 
a small sample of initial data. At the same time, when the required amount of statistical material to 
reconstruct the unknown distribution densities of random transportation costs is absent, a minimax 
solution to the problem is proposed. In this case, using continuous linear programming, the worst 
distribution densities of costs are determined, and in this worst case scenario, the best plan is found. 
The developed procedure for solving a transport problem under conditions of uncertainty in the 
initial data contains, as the main element of the computational scheme, a method for the exact solu-
tion of the problem of fractional nonlinear programming. This method has an independent value, 
adding to the arsenal of known nonlinear optimization methods. Finally, it should be noted that the 
proposed method, which solves the problem of optimizing transportation for random input data, 
can be generalized to the case when these data are described in terms of the theory of fuzzy sets.
The directions of further research are related to the development of methods for solving 
the considered problems for cases when the uncertainty of the initial data is described in terms of 
fuzzy [16–18] or imprecise [19] mathematics. Possible solutions can be obtained using the methods 
proposed in [20–22], where it is theoretically and experimentally shown how to do this using the 
apparatus of fuzzy mathematics for applied problems of process control under conditions of un-
certainty. Based on this, it is possible to talk about the practical usefulness of the results obtained, 
determined by the possibility of their direct use in solving real problems.
5. Conclusions
1. The problem of forming a transportation plan are considered in the «supplier – consumers» 
system in conditions when the values of the cost of transportation are random values. The urgency of 
this problem is an inevitable consequence of the real uncertainty in the description of the initial data 
of practical problems. An exact method is proposed for solving this problem according to the crite-
rion – the probability that the random total cost of implementing the plan will exceed the threshold, 
acceptable value. The solution is achieved using an iterative procedure, at each step of which a qua-
dratic programming problem is solved. In order to speed up this procedure, an alternative method is 
proposed based on a single solution of the fractional-quadratic programming problem.
2. A method for solving the problem of optimization of transportation for a situation when 
the density of distribution of a random cost cannot be correctly determined is considered. In this 
case, the solution to the problem was obtained under the assumption of the worst distribution densi-
ty of the random cost of transportation. The solution is implemented using the theory of continuous 
linear programming.
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