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Abstract 
The increasing penetration of renewable energy resources within the Great Britain (GB) 
transmission system has created much greater variability of power flows within the 
transmission network. Consequently, modern transmission networks are presented with an 
ever increasing range of operating conditions. As a result, decision making in the Electricity 
National Control Centre (ENCC) of the GB electrical power transmission system is 
becoming more complex and control room actions are required for reducing timescales in 
the future so as to enable optimum operation of the system.   To maximise utilisation of the 
electricity transmission system there is a requirement for fast transient and dynamic stability 
control. In this regard, GB electrical power transmissions system reinforcement using new 
technology, such as High Voltage Direct Current (HVDC) links and Thyristor-Controlled 
Series Compensation (TCSC), is planned to come into operation. The research aim of this 
PhD thesis is to fully investigate the effects of HVDC lines on power system small-
disturbance stability in the presence of operational uncertainties.  
The main research outcome is the comprehensive probabilistic assessment of the stability 
improvements that can be achieved through the use of supplementary damping control 
when applied to HVDC systems. In this thesis, two control schemes for small-signal 
dynamic stability enhancement of an embedded HVDC link are proposed: Modal Linear 
Quadratic Gaussian (MLQG) controller and Model Predictive Controller (MPC). Following 
these studies, probabilistic methodologies are developed in order to test of the robustness of 
HVDC based damping controllers, which involves using classification techniques to 
identify possible mitigation options for power system operators. The Monte Carlo (MC) and 
Point Estimated Method (PEM) are developed in order to identify the statistical 
distributions of critical modes of a power system in the presence of uncertainties. In 
addition, eigenvalue sensitivity analysis is devised and demonstrated to ensure accurate 
results when the PEM is used with test systems. Finally, the concepts and techniques 
introduced in the thesis are combined to investigate robustness for the widely adopted 
MLQG controller and the recently introduced MPC, which are designed as the 
supplementary controls of an embedded HVDC link for damping inter-area oscillations. 
Power system controllers are designed using a linearised model of the system and tuned for 
a nominal operating point. The assumption is made that the system will be operating within 
an acceptable proximity range of its nominal operating condition and that the uncertainty 
created by changes within each operating point can possibly have an adverse effect on the 
controller’s performance. 
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Chapter 1  
 
Introduction 
 
 
 
 
 
In order to reach the EU and UK governments’ targets for the decarbonisation of 
greenhouse gas emissions, reinforcement of Great Britain’s power electricity system 
will be required involving some significant changes [1]. In particular, following this 
reinforcement, a large capacity of wind generation will have a major effect on the future 
operation of the GB transmission system.  Consequently, there will be a requirement for 
additional transmission capacity to be deployed within the existing AC transmission 
system. Hence, more transmission technologies, such as embedded HVDC links and 
series compensation, will be introduced into the GB transmission system in future [2]. 
The flexibility and controllability of these FACTS devices will provide further benefits 
with respect to power system operations, including power system stability.  
On the other hand, increasing the capacity of wind generation and transferring electrical 
power across long distances will increase the level of stress in the power system 
operating conditions [3], which could easily lead to the onset of stability problems. 
Among the stability issues in large interconnected power systems, lightly damped inter-
area oscillations play the most important roll [3].  
This research has been carried out in order to gain a greater understanding of the 
performance of embedded High Voltage Direct Current (HVDC) systems, aimed at the 
improvement of system stability and also greater effectiveness of the control systems in 
maintaining power system stability. 
1.1 The GB Transmission System  
The legally binding target to reduce greenhouse gas emissions is at least 80% below the 
1990 level by 2050 [2] and the UK Government is dedicated to meeting it. In order to 
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do so, the government has committed itself to ensuring that 15% of the UK’s energy 
demand will be produced by renewable sources by 2020 [2]. It is expected that wind 
generation will significantly increase and reach approximately 20 GW by 2020, moving 
up to 59.2 GW by 2035 [2], [3]. The impact of this target on the future generation mix 
in the UK can be seen in Figure 1.1. Also the impact of this scenario on the generation 
mix up to 2035 can be seen in Figure 1.2. 
 
Figure 1.2 Gone Green Generation Background [186] 
 
 Figure 1.1 UK Energy Targets 2020 (left) and 2030 (right) [186] 
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In order to increase the capacity of the GB transmission system, the electricity 
transmission network in GB (England and Wales) is connected to the Scottish Power 
Transmission network through two double 400 kV AC circuits. Also, there are HVDC 
interconnections to France, the Netherlands, Northern Ireland and Ireland [1].  
Figure 1.3 summarises the proposed locations of the TCSC and the new HVDC link, 
which is the prototype of the GB future electric power transmission network (vision 
2020/2030) [4, 5]. 
In this system, the majority of generation is in the North with the largest demand centre 
being in the South East. Consequently, this will lead to a significant increase in the 
power transfer capability requirement across the Anglo-Scottish boundary (B6 
boundary) and make this boundary the main area of concern in terms of stability of the 
 
Figure 1.3 New TCSC and HVDC in the GB Transmission System [5] 
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system [1, 2].  The existing inter-area mode between the generators in Scotland and 
those of England & Wales has been identified at around 0.5 Hz [1], [6] 
In increasing volumes of renewable generation and providing more connectivity 
between England and Scotland, the ability to manage this boundary effectively will 
become ever more important [1]. 
1.2 Power System Stability 
Power system stability has been known to be an important issue for secure systems 
operation since the 1920s [7], [8] . Many major blackouts owing to power system 
instability have proved the salience of this phenomenon [7], [9].  
Power system stability refers to the capability of an electrical power system to maintain 
stable operation during normal conditions. Also, it is necessary to have the capability to 
return to a suitable stable operating point with an acceptable time after disturbances 
have happened [10] , [11]. A large sized power system has greater risk of being 
subjected to large disturbances than smaller ones. These can be faults, load changes, 
generator outages, line outages, voltage collapse or some combination of these and the 
system must be capable of responding to them without failure. Under such 
circumstances, the remaining power system equipment should resume stable operation 
quickly, which is achieved by the operation of protection devices to remove the faulty 
component from the network [10]. 
Power system stability issues can be generally classified as follows [10], [11] : 
 Rotor Angle Stability: the capability of the interconnected generators within 
the power system being at the same frequency in order to maintain 
synchronous operation; 
 Voltage Stability: the capability of keeping acceptable voltages at all system 
buses [10]; 
 Frequency Stability: the capability of a power system to maintain steady 
frequency following a severe disturbance between generation and load.  
It should be noted that rotor angle, voltage and frequency stability are not independent 
isolated events. For instance, a voltage collapse at a bus is going to lead to large trips in 
rotor angle and frequency. Likewise, a large frequency deviation is going to lead to 
large changes in voltage magnitude [11].  
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Each of these three stabilities can be further classified into large or small disturbances, 
i.e. short term or long term [11].  
1.2.1 Power System Oscillations 
Electro-mechanical oscillations between interconnected synchronous generators are 
phenomena characteristic to power systems. Generally, in a stable system, if the rotor of 
one machine deviates from its synchronous speed, the distribution of power generation 
will act to reduce this deviation [10], [12], which is associated with the remaining 
generators and the installed system controllers [10], [12]. In this circumstance, the 
retuning of the system to equilibrium is going to lead to mechanical oscillations. The 
effect of these can be seen as variations in the electrical output of the machine in terms 
of electrical power and voltage [10]. The stability of these oscillations is of fundamental 
concern and must be damped effectively so as to maintain secure and stable system 
operation.  
The capability of synchronous machines of an interconnected power system to remain 
synchronised following small changes (small disturbances) is known as small signal 
stability (or small-disturbance). On the other hand, transient (or large disturbance) 
stability analysis is concerned with the response of the power system after large 
transient disturbances. The time scales can range from milliseconds (small disturbance) 
to a few seconds at most (large disturbance) [10], [11]. 
The work presented in this thesis is mainly focussed on large-disturbance stability 
analysis of power systems through investigating the time-varying performance of the 
network in the presence of HVDC links and controllers. 
Electromechanical oscillations for power systems have varying reasons and these 
oscillatory modes can be classified as follows [10], [11]. 
 Torsional Modes: the frequency for these modes is between 5 and 50 Hz. These 
are associated with oscillations, which are caused by the rotational components 
in the turbine-generator shaft system [10]. 
 Control Modes: typically the frequency of these modes is less than 0.1 Hz. 
These are added to the system by installing the controllers within it. 
 Local Modes: the frequency for these modes is between 1 and 2.5 Hz. These are 
associated with the swinging of one generator against the rest of power system.  
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 Inter-Area Modes: the frequency for these modes is between 0.1 and 1 Hz. 
These are generated when many machines within an area of the power system 
are oscillating against those in other areas of the network. 
If any of these oscillatory modes mentioned above become unstable then this will lead 
to rising oscillations and finally, the disconnection of equipment or further cascading 
failures. Moreover, inter-area modes are traditionally harder to damp to compared with 
local ones [10] and hence, the former type in the power system provide the focus for 
this thesis. 
1.2.2 Wide Area Measurement Systems 
Wide Area Measurement Systems (WAMS) have the ability to collect data from various 
points. This ability provides greater observability of any inter-area oscillations within 
large interconnected system. In recent years, the development of WAMS has been very 
useful with regards to the design of complex controllers, which provide damping of 
critical inter-area modes [10]. With these measurement systems for collecting time-
stamped data, the Phasor Measurement Units (PMUs) employed can significantly 
improve the damping of inter-area oscillations [10],[13],[14]. 
Phasor Measurement Units (PMU) are able to measure three phase voltages, magnitude 
and phase of currents as well as calculate time synchronised positive-sequence values. 
These calculations should be at rates equivalent to the power systems fundamental 
frequency, which is 50 Hz in the GB system. These accurate measurements make it 
possible to monitor the wide area snapshot of the power system in real-time and also, to 
track dynamic changes on the grid [1]. 
1.3 Overview of HVDC Development and Technologies  
The classical application of an HVDC system is the transmission of bulk power with 
lower overall transmission cost and losses over long distances compared with the AC 
transmission lines. In fact, this system has emerged as the best power delivery solution 
in a number of situations [15], [16]. The main advantage of transferring the power with 
HVDC links is that the stability constraints associated with stability problems or control 
strategies, will not lead to limitations in the amounts of transmitted power on HVDC 
lines and the transmission and this constrains will be removed by interconnecting 
systems via HVDC lines [15], [16].  Another advantage of using HVDC links that 
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should be mentioned is that this system, compared with conventional AC transmission, 
provides a higher degree of controllability for the operation of power systems [15], [16].  
Recently, installation of HVDC links in the power system has been increasing at a pace. 
The installed capacity of HVDC after 47 years had become 50 GW by 2001 (first 
commercial installation was in 1954), with just in nine years later, in 2010, it having 
doubled to 100 GW and it has been planned to double again by 2016 (200 GW) [10],  
[17]. 
1.3.1 HVDC Development 
An HVDC link connected between two AC systems operates regardless of the voltage 
and frequency conditions of the two systems. Therefore, it provides an independent 
control for transmitting power between systems. The same applies for an HVDC link 
within one AC system. HVDC technology can resolve a large number of existing AC 
power system steady-state and dynamic instability issues and improve the security of 
the system. The two systems (AC and DC) can be linked together in three 
configurations: embedded HVDC link, HVDC grid and � DC segmentation [15]. 
 Embedded HVDC System in an AC Grid 
In the first configuration, an embedded HVDC system in an AC grid, one or multiple 
point-to-point HVDC links are connected to the AC system buses in a single AC grid. 
In this configuration, the point-to-point HVDC links are used for the bulk transmission 
 
Figure 1.4 Embedded HVDC Technology in an AC Grid 
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of electrical power in a single AC grid [15]. The schematic diagram of an embedded 
HVDC link is shown in Figure 1.4. 
Currently, The the Xiangjiaba–Shanghai is  longest embedded HVDC link in the world 
is with 2,071 km (1,287 mi), ±800 kV, 6400 MW link connecting the Xiangjiaba Dam 
to Shanghai, in the People's Republic of China [15]. The longest embedded HVDC link 
will be the Rio Madeira link in Brazil connecting Porto Velho in the state of Rondônia 
to the São Paulo area. The length of this DC line will be 2,375 km (1,476 mi) [15], [17]. 
 HVDC Grid 
The next configuration, which will be presented in this section, is the HVDC grid. In 
this configuration several AC buses are interconnected within converter stations, which 
are the points for sharing a common DC transmission system [15], [16]. Another 
approach for the combination of HVDC transmission with an AC system is the meshed 
HVDC grid. This configuration includes multiple DC converters that are interconnected 
by a meshed DC transmission network. The advantage of using this approach is that if 
one HVDC line is lost, another will support the partially isolated node [15]. 
Figure 1.5 and Figure 1.6 show a schematic diagram of a meshed HVDC grid and one 
 
Figure 1.5 Meshed DC Grid 
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of an MTDC grid, respectively. Both line-commutated current-sourced converter (LCC) 
and VSC technologies can be employed in an MTDC configuration, which makes it a 
special type of the HVDC grid [15], [16]. 
 DC segmentation 
In the third configuration, the AC grid is decomposed into sets of asynchronously 
operated AC segments connected through DC links [15], [18], [19] . 
Figure 1.7, shows the concept of DC-segmentation. The DC links can be back-to-back 
(BTB) and/or PTP HVDC links [15], [19] , based on VSC and/or LCC technologies. 
The segments can have AC line connections as well, but these should not constitute 
major power corridors [15]. The size of each AC segment can be defined as a 
compromise between the converter cost, potential gain in reliability and power transfer 
capability improvement, geographical and political boundaries as well as the system 
operational characteristics and necessities [15] , [20].  
1.3.2 HVDC Technology 
There are two converter technologies available for use in HVDC transmission [10]:  
 LCC-HVDC (Line Commutated Converter): LCC-HVDC was the first practical 
HVDC conversion technology that was developed [10] and also it is the most 
commonly used HVDC scheme in commercial operation today [21]. This has 
been seen as a great technological development, mainly in terms of its switching 
 
Figure 1.6 MTDC Technology 
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components and control systems. The thyristors that are used in LCC-HVDC 
technology are in a Current Source Converter (CSC) topology and when the 
current through a thyristor is zero it will switch off. In LCC-HVDC the current 
always lags the voltage due to the delayed firing of the thyristors and 
consequently, the LCC HVDC link absorbs the reactive power. This technology 
is practicable for long distance transmission and large amounts of electric power 
at very high voltages [21], [22].  
 VSC-HVDC (Voltage Source Converter): Voltage Source Converters (VSC-
HVDC) have been a known technology on an industrial basis for many years at 
a lower voltage scale. The VSC scheme uses Insulated Gate Bipolar Transistors 
(IGBT).  At each power frequency cycle, IGBTs can be switched on and off 
several times by an external signal. For this technology, the reactive power is 
controlled autonomously and reactive compensation is not needed, which makes 
VSC-HVDC more controllable than LCC-HVDC. Also, this technology does not 
have inverter commutation failures and limited injection of low-order harmonic 
currents [21], [23]. Nevertheless, due to the numerous switching operations in 
VSC-HVDC, the losses in the converter are higher compared to LCC, which is a 
serious disadvantage in bulk power transmission and hence, makes it 
economically less interesting [21] . Another disadvantage of this technology is 
that VSC-HVDC cannot operate at the same power levels as the more mature 
LCC-HVDC [10]. 
 
Figure 1.7  DC-Segmentation Technology 
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1.4 Research Aim and Objectives  
As aforementioned, to decarbonise UK electricity supply an unprecedented amount of 
change is required to the GB transmission system. Large volumes of various renewable 
generations that have been mentioned above are because of impact on the transmission 
network before 2020 [1]. To accommodate this, technologies currently unfamiliar to the 
GB system are being planned, including offshore embedded HVDC links and TCSC on 
the circuits of the prominent constraint boundary.  
Majority of these changes will also be needed regarding the operational control 
procedures in order to secure such future transmission networks, especially in terms of 
stability and frequency constraints. All of these changes are becoming strongly 
dependent on increased information pertaining to the state of the power system [1]. 
This thesis aims to address many of the issues that have been identified within the 
current body of research. The main aim of this research are to undertake a thorough 
evaluation of the improvement in power system small-disturbance stability that HVDC 
based POD control can achieve, and to use probabilistic methods to produce a 
supplementary WAMS-based POD controller, which is more robust to the uncertainties 
inherent in modern power systems. In order to achieve this aim, the following research 
objectives have been defined: 
1. To investigate thoroughly a suitable WAMS-based supplementary POD controller 
design for HVDC systems within meshed AC/DC power systems. Two control schemes 
have been proposed to achieve the main objective of this thesis aimed at improving the 
system stability by damping the oscillations.  
2. To develop a methodology for probabilistically evaluating the robustness of WAMS-
based supplementary POD controllers for HVDC systems with respect to uncertain 
power system conditions. 
3. To develop appropriate measures that allow for the application of PEM for critical 
mode estimation within test system, which will result in fast and accurate calculation of 
system risk indices, such as the probability of instability.  
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1.5 Research Methodology  
In order to achieve the aforementioned thesis objective, the following methodology is 
employed: 
 Power system modelling for two test systems, 
 Power system linearization for modal analysis using controllability, 
observability and participation factor for test system, 
 Stability analysis using probabilistic small disturbance stability assessment. Two 
methods are used, Monte Carlo Method and Point Estimated method. 
  Implementation of linearized state space model of the nonlinear system (using 
interfacing between DIgSILENT and MATLAB), 
 Design linear control schemes for the linearized system model (using the 
developed MATLAB platform) and design a control scheme based on the 
sensitivity of the system stability margin with respect to the parameter space,  
 Perform time-domain simulation: DIgSILENT/PowerFactory environment is 
used to evaluate the agreement between the corresponding dynamic responses of 
the automatically generated linearized model and the nonlinear model to small 
disturbances and validate the accuracy of the linearized model. The performance 
of the proposed control schemes (MLQG and MPC) and the dynamic behaviour 
of the system, including the proposed controllers, under various faults and 
disturbances are investigated through time domain simulations. 
1.6 Main Contributions of this Research  
The work in this thesis contributes to a number of areas of power systems research, 
specifically regarding the effects of HVDC systems on the small-disturbance stability of 
transmission networks. The main consequence of this research is the comprehensive 
probabilistic assessment of the improvement to power system small-disturbance 
stability that can be achieved through the use of supplementary damping control applied 
to HVDC systems. Assessment of the robustness of these controllers has shown the 
controller synthesis procedure, thus resulting in improved system performance in the 
presence of operational uncertainties. 
To achieve the main objective of this thesis, this research work focuses on:  
 Developing a small-signal dynamic model. This model has been developed 
based on computer-assisted linearization of AC/DC systems for control design, 
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time-domain simulation and also the systematic performance has been evaluated 
for the control scheme (The developed model can be applied for various control 
designs and the application of this model is not limited to the controllers 
designed which have been used in this thesis). 
 Developing an HVDC supplementary control scheme, using a small signal 
dynamic model of the system. These supplementary controllers are developed to 
damp inter-area oscillations in an AC/DC system. 
 The development of a methodology to test probabilistically the robustness of 
HVDC based damping controllers, using classification techniques to identify 
possible mitigation options for power system operators. 
 The Point Estimated Method (PEM) and Monte Carlo (MC) have been 
developed for use in a power system to identify the statistical distributions of 
critical electromechanical modes in power systems in the presence of multiple 
operational uncertainties. 
 The use of a probabilistic system representation is proposed for improving POD 
controller performance, yielding more robust performance when considering the 
effects of system uncertainties. The use of the Monte Carlo Method to establish 
the probabilistic system demonstration results in a rapid and robust assessment 
of HVDC based damping controllers. 
 Developing a reduced model of the GB transmission system within a 
PSACD/EMTDC platform. The performance of the developed system was 
compared and confirmed with the DIgSILENT model, which was developed by 
the National Grid. 
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1.8 Thesis Overview 
Chapter2: Literature Review 
This chapter provides past research on GB transmission system modelling of damping 
of power oscillations. Over the years, many studies have been carried out on stability 
analysis of power systems, controller designs and modelling of the GB system. These 
studies have been shown to be effective at damping power oscillations with various 
technologies, although very few have been implemented in real systems. Almost all 
studies are listed in this chapter. 
Chapter 3: Power System Modelling and Analysis 
This chapter briefly describes models of the main components of electrical power 
systems, which include synchronous generators, AVR and governors for generators’ 
transmission lines, transformers and system loads. Also In this chapter, a reduced GB 
system model is presented, which is based upon a future GB transmission system model 
and, hence, contains different types and mix of generation. This model is also based on 
the reduced DIgSILENT PowerFactory model developed by the National Grid and has 
been designed in PSCDA/EMTDC. However, the aim of this chapter is to compare 
PSCAD with the more widespread simulator, DIgSILENT PowerFactory.  
 
Chapter 4: Probabilistic Small-Disturbance Stability Assessment 
In this chapter, in order to analyse power system stability and design the controllers, 
linearization of a power system is described mathematically in a modal analysis section. 
This concept is described by defining parameters, including: eigenvalues, eigenvectors, 
participation factors, modal controllability observability and residues. Throughout this 
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thesis, all modelling has been designed using the DIgSILENT PowerFactory 
environment (version 15). 
In addition this chapter presents the MC and PEM for probabilistic small-disturbance 
analysis. The latter significantly reduces the number of simulations needed to complete 
a probabilistic system assessment, whilst still accurately producing the statistical 
distributions of critical system modes has been saved. The method is established on a 
test network where it is presented to produce the statistical distributions of critical 
modes precisely. Following this, techniques for a reduction in the number of considered 
uncertainties based on eigenvalue sensitivity are proven.  
Chapter 5: Damping Controller Design 
The majority of power system simulation packages do not provide a model of the 
system in a mathematical format to the users. Since a model of the system has to be 
available for MPC and LQG controller design, in this chapter, the application of a 
system identification method to obtain an equivalent model of the system is examined. 
For the next step, in order to design the damping controllers, application of the POD 
controller designs that have been used in this thesis is provided. Also in this chapter, 
signal selection, system identification and order reduction are presented, which require 
investigation before designing the controller.  The two controllers used in this thesis are 
modal linear quadratic Gaussian control (MLQG) and modal predictive control (MPC).  
Chapter 6: Application of Designed Controllers on a Test System 
This chapter evaluates an approach for damping inter-area oscillations of power systems 
using HVDC supplementary control. The proposed supplementary controller is based on 
the model predictive control (MPC) scheme. To enhance the damping of inter-area 
oscillations in power systems, this research has designed and implemented an MPC 
scheme as an HVDC supplementary controller for improving AC system stability.  The 
chapter also compares the performance of MPC with other HVDC supplementary 
controller strategies for improving AC system stability, such as modal linear quadratic 
Gaussian (MLQG) and state feedback (SF). These three approaches are tested on a two 
area four machine system incorporating parallel HVDC/AC transmission. The study 
results show the effective and superior performance of MPC for damping the oscillatory 
modes of the test system. Following this, a methodology for the robust probabilistic 
evaluation of damping controller performance is investigated. This method considers 
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the statistical uncertainty in system operating conditions based on the variability of 
loading and generation. 
Chapter 7: Conclusion and Futures Work 
In this final chapter a summary is provided on the work presented in this thesis outlining 
the specific contributions. In addition, proposals for future work are made.
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Chapter 2  
 
Literature Review 
 
 
 
 
 
2.1 Introduction 
 
Currently, the reliability of the electric power system in Great Britain is generally good. 
However, over the next few years the GB power system is going to experience a time of 
great change, which will result in the future GB transmission network being unique in 
many aspects. Large penetration of wind power with changing wind speed, direction 
and location will shift the concentration from one part of the system to another [24]. 
Consequently, this will cause of large variation in the power flow patterns in the 
network. In addition, the GB network will give rise to a power system with reasonably 
high concentration of FACTS devices, because of using several HVDC interconnections 
with external grids, internal HVDC transmission lines and offshore HVDC networks. 
These devices will bring various supplementary control features to improve the 
reliability and stability of the power system. However, they will bring new problems in 
the network [25]. Voltage stability is an important issue in an electrical power system. 
Consequently, several industrial grade power system simulator software packages have 
been developed in order to estimate the behaviour of the electric power system under 
certain conditions. 
The inter area oscillation mode is used to define the perturbations associated with a 
group of generators in one area are swinging against a group of generators in another 
area. A large system usually involves several inter area oscillation modes. Most 
analyses of inter area oscillations are performed off line using system models that are 
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limited to individual power utilities, and do not consider the complete interconnected 
power system [26].  
The need for improved inter-area mode damping has led to widespread research into the 
field of power oscillation damping. Over the years, many different controller designs 
have been shown to be effective at damping power oscillations with various 
technologies, though very few have been implemented in real systems. This chapter is 
going to review past research on the GB transmission system modelling and damping of 
power oscillations.  
2.2 Past Research on GB Transmission System Modelling 
System operators must address operational problems related to new generation and 
greater interconnection of systems. There is, however, a need to study the potential 
effect of new solutions carefully before committing to them and devoting important 
amounts of capital.  These studies must be carried out via simulations using suitable 
models.  
The GB network consists of an onshore transmission network, covering England, Wales 
and Scotland as well as an offshore one. 
The installed capacity is predicted to increase up to 18-20 GW by 2020, compared to the 
current level of 12 GW, including 4.05 GW offshore [27], [28]. There will be key 
operational challenges for GB transmission networks, with increased wind penetration 
expected in Scotland. It is, therefore, planned to reinforce the GB electrical power 
transmission system between 2013 and 2022 [29], through the use of many more HVDC 
links operating in parallel with existing AC transmission routes, and also FACTS 
devices. 
This will make the GB system operation unique and from an academic perspective an 
ideal choice to study power system operational challenges. However, obtaining a 
network model is not possible for academic research. There has been much research in 
this area using reduced model for the GB transmission system [30], [31], [32], [33]. 
Due to increasing levels of generation in Scotland, reinforcement of the Great Britain 
(GB) transmission network has been proposed in [30]. However, these could lead to 
sub-synchronous resonance (SSR). In addition in this study, the primary functions of 
bulk power transmission, a voltage source converter-based HVDC link has been used to 
provide damping against SSR, and this function has been modelled. 
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 Belivanis and Bell in [31] are concerned with the coordinated operation of quadrature 
boosters (QB) installed on the high voltage electricity transmission network of Great 
Britain (GB). In this study, the simulation results have been conceded in MATLAB.  
Chondrogiannis in [32] used the average time-invariant models for the representation of 
Doubly-Fed Induction Generators (DFIG). This study compares the steady state and 
dynamic behaviour of such a model with a time variant model of the frequency 
converter of the DFIG, where the power electronic switches are represented. The 
commercial software PSCAD/EMTDC is used in this study. 
[33]  investigates the ability of the HVDC links to act as a firewall against 
perturbations. To this end, two reduced dynamic equivalent transmission systems 
resembling that of Great Britain are developed in DIgSILENT PowerFactory. 
However, there has been little research focused on modelling a reduced model of the 
GB system: 
 Bell in [34] describes the need for new test system models to meet the needs of 
researchers, system planners and operators when addressing future power 
system requirements. 
 Also, in order to provide suitable environments, which are sufficient for testing 
new ideas and that allow for the study of phenomena without overwhelming the 
researcher with excessive data or obscuring what is relevant, a new model to 
represent the GB transmission system has been developed to facilitate this by 
Belivanis and Bell in [35]. 
It should be noted that all the explained models have been created in a DIgSILENT 
PowerFactory environment.  
2.3 Past Research on Damping of Power Oscillations 
Due to changing generation patterns and increase in demand, power system operators 
will need to operate transmission systems much closer to the stability limits than was 
done previously. Supplementary and wide-area control of flexible AC transmission 
system (FACTS) devices can be employed to ensure stable operation of a power system 
closer to its capacity limits. When implemented correctly, supplementary controllers can 
change the momentary flow of active or reactive power, or the local voltage, so as to 
improve system stability. Two general methods of improving power system stability are 
installing new devices and improving the control of existing ones. In particular, the 
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following methods for improving power system stability have been investigated in the 
literature. 
2.3.1 Installing New Infrastructure: 
This includes adding new transmission lines to the power system or installing new 
generation capacity [36]. 
2.3.2 Installing Flexible AC Transmission System (FACTS) Controllers 
There has been wide-ranging research [13, 37-51] on the use of power oscillation 
damping (POD) controllers installed with FACTS devices. The basis of this research 
lies in the use of various techniques for designing controllers that cover a wide variety 
of device types. These FACTS devices could be rendered more effective by connecting 
series-connected devices [41, 49, 52]. In this area, the effect of a designed controller on 
power oscillation damping for Thyristor Controlled Switched Capacitors (TCSCs) has 
been investigated in [39, 42, 43, 47, 50, 51, 53-55]. In [53, 56, 57], unified power flow 
controllers (UPFCs) have been used. The study in [57] presents a platform system for 
the incorporation of FACTS devices that, due to its manageable size, permits detailed 
electromagnetic transient simulation. This system manifests some of the common 
problems that FACTS devices are used to resolve: management of congestion, 
improvement of stability, and voltage support. Further, the platform allows for reduced 
order model validation (e.g. small signal or transient stability models). Using this 
platform, the authors showcased the development and validation of a small signal-based 
model with an included UPFC and they further, successfully, used the validated model 
to design a feedback controller for enhanced damping. A controller has been designed 
for thyristor controlled phase shifting transformers in [53], thyristor controlled series 
capacitors (TCSCs) in [53-55], static VAR compensators (SVCs) in [58-60], static 
phase shifters (SPSs) in [60] , and static synchronous compensators (STATCOMs) in 
[61] . Noroozian and Angquist in [53] investigate the enhancement of power system 
dynamics and analyse models appropriate for integration in dynamic simulation 
programs to study voltage angle stability. Deriving a control strategy for damping 
electromechanical power oscillations with an energy function method, the authors show 
that the control laws thus achieved are effective for the damping of both large-signal 
and small-signal disturbances. Moreover, they are also robust in respect of the loading 
condition, fault location and network structure. The authors also establish that the 
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control inputs can be derived conveniently from locally measurable variables. The 
effectiveness of such controls have been demonstrated for model power systems. 
Arabi and Rogers in [58] discuss about the DC link and SVC model formulation and 
their controllers for ensuring small-signal stability in detail. The authors present several 
cases to demonstrate the ability and application of small-signal DC link and SVC 
models, and to verify small-signal results through time-domain simulation results. They 
establish that modes obtained by spectral analysis of the time simulation results closely 
approximate those obtained by small-signal stability analysis. 
Iravani and Dandeno in [60] evaluated additional functions for a static phase shifter 
(SPS) with respect to the performance of a power system in (a) steady-state conditions, 
(b) small-signal dynamics and (c) large-signal dynamics. They used eigenvalue analysis 
as well as AC-DC transient stability and power flow programs to study four test systems 
exhibiting the following operational issues that are endemic to power systems: torsional 
oscillations, inter-area oscillations, transient instability and mechanical torques as well 
as the loop-flow phenomenon. The results were promising and demonstrated that, under 
the right conditions, an SPS could effectively function as mitigator of small-signal 
oscillations or an enhancer of transient stability, in addition to its usual function of 
steady-state power flow regulation. The results further indicated that it was feasible to 
achieve the most dynamic characteristics of an SPS by adding a small static power 
converter to a conventional phase-angle regulator. 
Further, Patil and Senthil in  [61] present findings from a study on the application of the 
static compensator (STATCOM), a recently developed FACTS device, as a torsional 
oscillation dampener in series-compensated AC systems, considering the IEEE first 
benchmark model. In the study, a STATCOM with a PI controller (for regulation of bus 
voltage) and a generator speed-derived auxiliary signal was utilized at the generator 
terminal to dampen torsional oscillations. The analyses undertaken included eigenvalue 
(for small value analysis) and step response analysis (to generate optimal control system 
parameters). Once the STATCOM controlled was thus optimized, the authors also 
assessed the dynamic performance of the nonlinear system under a three-phase fault. 
The findings were promising and indicated that an optimized STATCOM could be 
technically feasible as a dampener for turbine-generator torsional oscillations in series-
compensated AC systems. However, in many power systems, shunt-connected devices, 
such as SVCs, have been installed to provide voltage support. Power oscillation 
  
23 
damping applications for these devices have been studied in [13, 37, 44, 46, 58, 59], 
whereas the combination of series- and shunt-connected devices has been investigated 
in [38, 40, 45, 48]. 
In much of the previous work into FACTS-based POD control, WAMS-based global 
signals have been exploited to improve system observability and modal damping [13, 
37, 39, 40, 42, 50, 51] . Research has also been conducted on the most suitable signals 
for POD in [62-64], taking into account not only the signal content, but also the 
reliability and robustness of the content. In [51], the authors describe the disadvantages 
involved in applying the LTR (Loop Transfer Recovery) technique for reserving the 
robustness of the LQG damping controller. They use nonlinear power system simulation 
to verify the robustness of the designed controller, thereby demonstrating its 
effectiveness for damping power system oscillations. However, many studies cite the 
need for robust decentralised control, utilising only those signals that are locally 
available at the FACTS installation [38, 41, 43-49, 52] . In [52], the principal study 
objective is the identification of optimal control laws and the locations of series-
connected FACTS controllers (such as TCSC and SSSC) in a unified framework for 
damping power swings. For the study, a circuit analogy of the electro-mechanical 
system is employed to identify the control laws, proposes a location index, and also 
posits that the signals can be synthesized with locally available measurements. The 
validation of the technique was undertaken on detailed models of 3-machine and 10-
machine systems. The authors found that it is possible to achieve good damping factors, 
although performance is rendered heavily dependent on installed device location and 
signal availability, both of which cannot be easily controlled in practical installations, 
particularly where devices are not primarily installed for POD purposes. 
The literature outlines a variety of controller synthesis techniques, ranging from 
extensions of traditional linearisation-based residue techniques that incorporate global 
signals [13, 50] to the novel use of fuzzy control laws [41]. There are several well-
established analysis and design techniques for linear time-invariant (LTI) systems. 
These linear design and analysis methods cannot always be applied directly without 
alteration, since the inherited nature of power systems yields nonlinear dynamics for 
large disturbances. Lyapunov’s direct method plays a pivotal role in the stability study 
of nonlinear control systems. This technique is based on the existence of a scalar 
function of the states. This function decreases monotonically along the trajectories to 
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the stable equilibrium point, and the challenge is to find a suitable Lyapunov function 
[65-67]. This method has been used for control design in [48] and [49], resulting in 
robust designs that are independent of system modelling techniques. However, these 
designs exhibit complex formulations (particularly for large power systems) that may 
present challenges in practical installations. H∞ designs that attempt to guarantee 
robustness against system variations are proposed in [37, 45, 46] , while LMI 
formulations are proposed in [38, 39]. The designs so achieved are robust to a certain 
degree; however, controller performance has been evaluated for a small set of operating 
conditions only, and the practical limits of the uncertainties have not been tested at all. 
Linear Quadratic Gaussian (LQG) control has been employed in [42, 47, 51] for 
improvement of inter-area mode damping, with improved damping continuing after a 
significant reduction of the final controller order. In [51], the author applies the LQG 
technique to the design of a robust TCSC controller for power system oscillation 
damping enhancement. The paper discusses in detail each step involved in the LQG 
design technique as applied to TCSC damping controller design. It is pertinent to note 
here that the requirement for participation factor analysis and complex weight tuning in 
LQG control implementation limits the practicality of the standard approach to large 
systems, especially when a large number of generating units contribute to poorly 
damped power oscillations.  
Conversely, approaches like those employed in [40, 43, 44]  make use of non-linear 
control theory as a means of overcoming the limitations of linearised power system 
models. Regarding which, complex feedback is used to create controllers that are not 
adversely affected by significant variations in network conditions. LQG control is also 
used successfully in both [63] and [64], [64], albeit effectively incorporating WAMS-
based signal delays. The study in [63] pertains to power system stabilizer design for 
small-signal stability using phasor measurements. The authors use an optimal control 
system with structural constraints for achieving a two-level control mechanism, which 
is then augmented with order reduction to permit the following: (a) faster design 
algorithm convergence and (b) optimal weighting matrices choice for damping inter-
area modes. The authors use two equivalent Brazilian systems as controls and discuss 
their control scheme as well as the modal analysis. They also assess topological changes 
and time delay variations. Similarly, the study in [64] presents a WAMS-based control 
scheme to improve power system stability that features a hierarchical structure with a 
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Supplementary Wide-Area Controller built on top of existing power system stabilisers 
(PSSs). The study also features a new LQG control design approach that targets the 
interarea modes directly and incorporates time delays in the transmission of the 
SWAC’s input/output signals. The authors review three methods of selecting 
input/output signals for WAMS-based damping: the first, using modal 
observability/controllability factors; the second, based on the Sequential 
Orthogonalisation (SO) algorithm for optimal measurement device placement; and the 
third, incorporating both clustering techniques and modal factor analysis. The authors 
demonstrate successful enhancement of power system stability through the application 
of the WAMS-based control scheme on the New England Test System. 
Moving on, the POD action of FACTS devices can be coordinated with that of existing 
power system stabilisers (PSSs) with a view to enhancing performance and robustness. 
In [68], the authors showcase such coordination with traditional residue-based 
techniques by outlining a technique for designing low-order robust controllers for power 
system oscillation stabilisation. Their two-stage design, which uses conic programming, 
results in the shifting of under-damped or unstable modes to regions of the complex 
plane that are sufficiently damped. This shifting of modes is achieved by a phase 
compensation design that works under multiple operating conditions with FACTS, PSS 
(stage one) and gain tuning (stage two).  Thus, Simfukwe in [68] establishes that 
coordinated FACTS and PSS controllers can achieve oscillation damping under a 
variety of operating conditions with a simple, low-order control structure. Such 
coordination can also be demonstrated using nonlinear optimisation, as presented in 
studies [69-72]. In all cases, the robustness of coordinated controllers against variations 
and system changes must be evaluated before any pronouncement can be made as to the 
controller’s effectiveness. However, the coordinated controllers proposed in studies [68-
72]  have only been assessed under a limited range of simulation scenarios and the 
authors of [69] accept that performance will be affected under system conditions 
different from those used during optimisation. That paper, i.e. [69], presents, for a 
multi-machine-power system, a global tuning procedure that uses a simulated 
parameter-constrained nonlinear algorithm for optimizing FACTS device stabilizers 
(FDS) and PSS. The simulation results demonstrate the success in overall power 
oscillation damping in the system in an optimized and coordinated manner; they also 
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show that the tuned FDS and PSS can provide successful damping under a variety of 
conditions existing in the system. 
2.3.3 Modifying the Control Scheme by Adopting Power System Stabilizers 
(PSSs)  
Typically within power systems, PSSs installed at generating units are responsible for 
damping power oscillations. Despite longstanding practice and experience having 
established the efficacy of these PSSs at damping local modes, the same cannot be said 
for performance with inter-area modes – it is sometimes poor and/or inadequate. This 
can be attributed to the complex nature of coordinated tuning and the consequent 
sacrifice in local mode damping that is sometimes necessary. Hence, PSSs once tuned 
for local modes at the time of generator installation are usually not altered with respect 
to settings unless there is a problem. Bomfim and Taranto in [73] discuss a technique 
for simultaneously tuning several power system damping controllers with genetic 
algorithms (GAs). For the analysis, they assume that damping controller structures 
consist fundamentally of lead-lag filters. The tuning method adopted in the study takes 
robustness into account since it ensures system stabilization for a wide (and pre-
specified) range of operating conditions and it uses modified GA operators to optimise 
simultaneously both phase compensations and stabiliser gain settings. On a related note,  
[74] makes use of conic programming (as in study [68]) to resolve PSS design issues 
like coordinated gain tuning and coordinated phase and gain tuning. The study took into 
account several operating scenarios to achieve design robustness, and the design so 
evolved was implemented through conic programming run sequences.  
Typically, optimisation-based (OB) approaches are explicitly designed to take into 
account a range of operating conditions. The literature refers to several methods with a 
variety of cost functions. For optimisation-based lead-lag (PSSs type) controllers, an 
objective function is minimized such that the poles of the closed loop system are 
properly placed under each scenario [75, 76].  
Theoretically, the optimisation problem can be resolved by deploying any 
computational intelligence method. The number of inputs into the number of lead-lag 
blocks yields the total number of unknown parameters to be optimized, which in turn 
determines the order of the designed controller. In case further reduction in the 
controller order is required, model reduction can be deployed as an additional step. 
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Improved control of existing network generators is the preferred choice of approach 
when attempting to improve inter-area oscillation damping within power systems. Such 
efforts include coordinated tuning of existing system PSSs [73-81] and the use of 
advisory controllers to send supplementary control signals to appropriate generators, as 
in [59-64]. 
2.3.4 Modifying the Control Scheme by Adopting HVDC Modulation and 
Set-point Adjustment 
Within several FACTS devices, the application of High-Voltage Direct Current 
(HVDC) links has been shown to be especially effective in improving the transient 
stability of the system, given the substantial capacity of HVDC links to perform active 
or reactive power modulation. Moreover, since multiple areas within the power grid are 
interconnected by embedded HVDC links, they can provide better inter-area oscillation 
damping as compared to other FACTS devices. Improving existing HVDC control 
schemes, i.e. adopting HVDC modulation techniques and adjusting the set-point of the 
HVDC links, is an attractive alternative to installing additional infrastructure. The 
studies reported in the literature have already established that power system stability can 
be enhanced by judicious control of existing HVDC connections [41]. 
Several research papers have addressed active power order modulation of an HVDC 
link for achieving effective power oscillation damping through a variety of controlling 
schemes. Recent studies have focused on employing local or wide area data, using 
centralized or de-centralized controllers and ensuring controller robustness [82-84]. 
Modelling techniques that display the correct level of dynamic behaviour are crucial for 
ensuring result accuracy. Karawita and Annakkage in [85] utilize small-signal analysis 
techniques to analyse multi infeed HVDC interactions. The authors demonstrate that 
modelling of AC network dynamics is essential for obtaining meaningful results from 
any small-signal stability analyses. By studying several cases, the authors conclude that 
interactions are possible between the HVDC terminals in an AC system. [86] presents a 
small-signal stability analysis for an AC/DC system with a novel discrete-time HVDC 
converter model based on multirate sampling. The authors develop, in a modular 
manner, a complete AC/DC system model in state space framework with the 
involvement of appropriate subsystem interfaces. The model, as proposed by the 
authors, is sufficiently generalized so as to allow for the inclusion of additional details 
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and steps. Osauskas and Wood in [87] discuss a model for evaluating stability concerns 
in the range of 2–200 Hz with system dynamics faster than typical electromechanical 
oscillations. Generalized small-disturbance HVDC models are presented in [58, 88]. In 
[58], the authors demonstrate that HVDC links and SVCs have controllable 
characteristics that could potentially influence system stability. The study included 
modelling of small-signal stability programs and time simulation ones to study these 
characteristics and thereby design controllers for better system stability. The authors 
addressed the formulation of DC links and SVC models and their controllers for small-
signal stability through the careful study of several examples. Moreover, Cole and 
Belmans in [89]  proposed a standardised VSC-HVDC model, based on injection 
modelling that allows for various levels of model complexity. 
An early study on small-disturbance stability effects as a result of the location of the 
HVDC systems was conducted by [90]. With regard to the effects the HVDC system 
would have on the integrated system dynamic behaviour, Lukic and Prole in [90] deals 
with the question of where the HVDC system can be placed in an AC power system. As 
a starting point, an AC system dynamic state-space model is used. The system matrix 
and the sensitivity functions are then calculated in reference to the changes resulting 
from the flow of the direct current. The findings of the study by [90] have been 
improved on by [91] through the identification of the points that are optimal for 
connection and the preferred flow of power necessary for the improvement of the 
connected AC system. The study by [91] was conducted on the assumption that the 
installation of the HVDC system can be performed anywhere and can entirely be 
controlled to enhance the stability of the system. However, in practice, there are very 
few possible connection points besides the fact that the operation of the HVDC systems 
is usually based on the maximum power flow so as to maximise their economic value. It 
is critical to note that the studies referred to in this paper discuss the steady state 
operation and the altering of the converters for the enhancement of the system stability 
as opposed to discussing the active modulation-based controllers. It is also significant to 
state that many of the research studies into the utilisation of the HVDC for damping the 
oscillations concentrated on the use of supplementary controllers.   There have also been 
converter controller designs that attempt to improve the inherent stabilising action of the 
HVDC system, such as [92] and [93], which utilise sliding mode control. Cole and 
Belmans in [89] discuss two distinct robust nonlinear control methodologies based on 
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sliding mode control with respect to enhancing the performance and stability of HVDC 
transmission systems. The paper outlines the development of the system’s nonlinear 
steady state mathematical model, the formulation of appropriate feedback control 
signals based on sliding mode control to steer the active and reactive power towards 
their respective set point values, the attainment of desirable unity power factor at both 
sides of the DC link and finally, bringing the DC link voltage to the required value. On 
the other hand, [93] highlights a wide-area measurement-based robust controller 
(WMRC) design technique for HVDC links to improve AC/DC power system stability. 
To account for model impression in a conventional reduced first-order HVDC model, 
the WMRC proposed in the study utilizes sliding mode control; further, the area centre 
of inertia signals is selected as the feedback signal.  
On the other hand, very few studies on the transient system stability of the hybrid 
HVDC-HVAC systems exist, and thus there is a potential for many studies to be 
conducted in this area. A study by Wang proposed a PID controller for oscillation 
damping of an AC system [94]. Wang later on proposed the utilisation of a controller 
that is based on an Adaptive Network-based Fuzzy Inference System (ANFIS) to damp 
the oscillations [95]. Miao et al. [96] also proposed the usage of a simple but efficient 
supplementary drop control to alter the order of the power output of an LCC converter. 
The performance of the controller has been presented using a wind farm connected via a 
HVDC system consisting of four machines. It is not a surprise that numerous researches 
have been published concerning the utilisation of the LCC converter for damping the 
oscillations given that an LCC-HVDC system has been in existence for a long time 
besides being used more than VSC-HVDC systems. Basically, any methodology for the 
modulation of active power through the use of an LCC-HVDC system could also be 
applied to a VSC-HVDC system since this modulation is associated with fewer 
concerns regarding reactive power. However, the latest studies in this area concentrate 
majorly on the application of VSC-HVDC 
In 1976, over 35 years ago, the utilisation of controlled modulation of the active power 
through the use of LCC-HVDC lines was proposed for the improvement of the capacity 
of transmission of the parallel AC tie lines [97]. Following the standard linearization-
based methods, the tuning of the traditional PSS-based controls was done using the flow 
of power in the AC tie as the input signal. The scheme was successful at reducing the 
oscillations. As such, the capacity of the AC tie-line was upgraded from 2100 MW to 
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2500 MW [98] . Nonetheless, due to the severe disturbances that could cause substantial 
oscillations, the reliance on the controller could not be assured. 
Research studies into the connection of single or double-machine systems to an infinite 
bus via a single LCC-HVDC line have shown significant benefits in terms of the 
stability of the frequency [99, 100]. The improvement of the regulation of the frequency 
on the rectifier side of the AC system through the utilisation of a fuzzy logic controller 
in an HVDC system that interconnects two power systems has been discussed in The 
coordination of the modulation of the excitation of the generator of the rectifier side of 
the AC system and the DC scheme current is done by the controller in response to the 
frequency deviation of the rectifier side of the AC system. The fuzzy logic controller is 
designed using qualitative knowledge about the system rather than a precise system 
model. The quick stabilization of the oscillations of a transient nature through the 
utilisation of a simple fuzzy logical controller has also been presented in this paper; a 
presentation with the help of simulations of the superb performance of the simple fuzzy 
logic controller in suppressing the system transients is done. Similar studies to the one 
presented in this paper for parallel AC/DC lines have been carried out in [101, 102]. 
A combination of the fuzzy controller and the local generator speed or the frequency 
signal has been presented in [99, 100]. Similarly, in [101], the use of non-linear energy 
function-based techniques together with the local generator speed has been shown. The 
use of the methods that are based on linearization for the improvement of the small-
disturbance stability of the test systems has also been presented in [102].  An analysis of 
the modulation of HVDC-links for the active and the reactive power for the damping of 
the slow oscillations is conducted in [102] with the purpose of gaining an intuitive 
understanding of the problem. This paper presents an analysis that demonstrates that the 
modulation of the active power is efficient when it is applied at a short mass-scaled 
electrical distance from either of the swinging machines. Additionally, the efficiency of 
the reactive power modulation is more when the direction of the flow of power is well 
defined and the modulation is conducted at a point that is close to the electrical 
midpoint of the swinging machines. It is demonstrated that the active and reactive 
power are appropriately modulated by the innately appealing feedback signal frequency 
and the voltage derivative respectively. The research that is presented in [99] and [100] 
deal with the isolated HVDC that feeds into AC power networks and thus is not related 
to this area of research, which is majorly concerned with AC/DC systems. 
  
31 
Other studies, for instance [76], show the impact that the LCC-HVDC POD based 
controllers can have on radial networks such as that in Australia. The comparison of the 
particle swarm optimisation of control parameters and the state feedback techniques that 
are based on LQG was done and showed that they have a similar performance. They 
both result in the enhancement of the post-disturbance response of the feedback signal 
from the network remote PMUs (Phasor Measurement Units) in Finland and in Norway, 
where they are utilised in damping the critical inter-area modes by means of a big SVC 
unit that is situated in the South-Eastern part of Norway. Additionally, the two 
approaches to the design of the control system, the model-based POD and the indirect 
adaptive POD, have been conducted. 
Lately, China has the highest number of the installed LCC-HVDC lines in the world and 
also boasts 45 GW of operational HVDC transmission capacity. The massive 
investment by the Chinese in the HVDC system has attracted a lot of research in the 
area of POD in the Chinese grid [72, 73, 93, 103-106].Researches that have taken a 
broad approach in the fields of POD controllers for single lines [93, 103, 104, 106] and 
POD controllers for the coordinated schemes such as [72, 73, 105]. 
Nguyen and Gianto in [72] consider the challenge of the coordination of the proper 
action for control at the two ends of the link without the utilisation of a control scheme 
that is centralised and one that requires fast communication of the signals for control to 
a remote converter site. In this paper, the homotopy concept has been used to obtain a 
one block-diagonal controller from a controller set that is independently designed to 
guarantee the performance of the specific closed loop for an already established set of 
operating conditions. Improvements of over 10% have been displayed in low-frequency 
damping mode factors by studies that are based on simulations and utilise coordinated 
schemes. Though partly facilitated by WAMS-based global signals, it indicates a 
substantial increase, and makes sure that any oscillation in the power flow is settled 
rapidly. Many strategies for control design have been studied and include; 
 Residue techniques and standard linearization by the use of local area signals 
[103], and wide area [104] signals, 
 Sliding mode controls [93][60], 
 Relative gain array [72], 
 The non-linear optimisation of designs based on PSS using local signals [73], 
and global signals [105], 
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 Self-tuned adaptive controllers utilising the Prony method [106]. 
A good nominal performance was demonstrated by all the approaches. However, as 
noted by other research that made use of POD with a generator and implementations of 
FACTS, the assessment of the robustness of the controllers is poor and the schemes for 
control will often be simulated at the conditions utilised during the process of design 
only. Sometimes, an increase in the loading conditions is taken into consideration, but 
studies across a broad range of conditions are not imminent in the already existing 
literature. 
The plans for the installations of the VSC-HVDC have recently tremendously increased 
a situation that has earned it an increased level of attention from researchers. Inertia is 
not involved in the conversion of power in VSC-HVDC and it is also possible for the 
settings of the VSC converters to be altered quasi-instantaneously [107]. Zhu et al. has 
taken advantage of the non-involvement of inertia to enhance the transient stability of 
the AC power system through the introduction of a control mechanism for emulating 
inertia for the VSC converters.  [108] . Generally, the modulation of the active power 
that is transmitted can be achieved through the modulation of the frequency or from the 
difference of the phase angle at the two ends of the HVDC-link. Similarly, the rate at 
which the power flow changes can also be utilised [109]. Additionally, Liu puts into 
consideration a multiple infeed hybrid HVDC system that comprises both the VSC and 
LCC technologies [110]. The performance of the HVDC system in stabilising the AC 
system against faults has been enhanced by the concept of the adaptive limiters for the 
current controllers. 
The necessity to have an enhanced damping in the inter-area mode has resulted in the 
extensive research in the area of power system oscillation damping. For quite a number 
of years, many controllers with the capability to damp power oscillations effectively 
have been developed. However, just a few of them have been implemented in practical 
power systems networks. 
In assessing the POD, several factors have to be put into consideration. The degree to 
which the controller damps the oscillations resulting in the improvement of the power 
systems is critical. Additionally, the controller should be robust enough. The robustness 
of the controller should accommodate several variables, models, and an increase in the 
uncertainties of the operating conditions. The POD should remain robust and perform 
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desirably with changes in conditions. Further, the POD should have a simple design, 
and be scalable for larger power systems so as to be suitable for practical installations. 
Research studies utilising small study networks have shown that several control designs 
can be used. Eriksson and Soder in [111]  investigate the pole placement technique and 
presented a method for the design of a controller that is centralised and coordinated for 
a number of HVDC links. An estimation of the reduced order door system has been 
done in order to design a centralised coordinated controller. In this research, the 
algorithm for the Numerical Algorithms for Subspace State-Space System Identification 
(N4SID) has been used in the estimation of the open door system model. N4SID is a 
black-box identification technique. [112] has presented the non-linear strategies for 
control. 
This article majorly contributes in the area of the coordinated control strategy for the 
multiple links for the HVDC system to enhance both the transient stability and the small 
signal stability. The mapping of the nonlinear system model to the linear system model 
as seen from the input to the output has been done using the input-output exact feedback 
linearization. This type of linearization is not a commonly employed by Taylor 
linearization as it cancels any nonlinearities associated with the pre-feedback loop. The 
representation of the internal node is then extended by the inclusion of the dynamics of 
the HVDC links in the non-linear differential swing equations. The extension is needed 
for the design of the feedback control. A lot of the difficulties experienced in [3] that 
include the need for the factor analysis is removed by the use of the modal formulation 
in [113]. Therefore, the MLQG design permits the directed control action on the inter-
area modes while at the same time leaving the controlled modes unaffected and 
adequately damped. The simple synthesis technique of the controller as shown in [113] 
makes it appropriate for a number of power oscillation damping uses, though the 
investigation of its implementation in the generators is the only one that is currently 
being conducted so far. 
In recent years, the attention of many researchers has been attracted by the application 
of the model predictive control (MPC) techniques in power systems. The introduction of 
the predictive control approach that is based on a wide measurement and non-linearity 
was done by Ford et al. [114] to ensure the first swing stability protection of the 
susceptible power system transmission line through the installation of the FACTS 
devices. For the higher order power system contingencies, a wide area optimal control 
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that utilises the MPC technique is proposed by Zweigle et al. [115] .The comparison of 
the traditional Linear Quadratic Gaussian (LQG) supplementary power system 
controllers and MPC for inter-area oscillation damping has also been done by 
Piroozazad [82]. Fuchs et al. [83]  studied and elaborated the advantages and the 
disadvantages of the MPC controller’s centralisation and decentralisation. Simulations 
indicate an improved performance with global MPC-based controllers in comparison to 
the damping controller that is local and de-centralised. The dynamic manipulation by 
means of a predictive control framework of both the active and reactive powers that is 
injected into the generator grid, the loads and the lines is presented in [83]. In this study, 
a standard example is shown by the simulations of four generators that are linked by a 
VSC-HVDC. Through the proposed approach, this example can be controlled by the 
VSC-HVDC up to an unstable point of operation while putting into consideration the 
system constraints while at the same time compensating for the delays in measurement. 
The ability of the model predictive control to deal with the constraints of the system 
form its key attraction feature. Similar to other parametric controllers, MPC 
effectiveness solely relies on the system model accuracy. An MPC that is based on the 
supplementary power modulation strategy for control of the HVDC system to damp the 
inter-area steady power oscillations, as well as the post-incident power oscillations, is 
proposed by the authors. 
For controller design to be effected, the investigations of the energy function 
formulations have been done in [116]. This paper presents a VSC-HVDC in a simple 
model known as the injection model. Based on the simple model, the development of 
the energy function of the multi-machine power system including VSC-HVDC is done. 
Additionally, the derivation of the various control signals for the transient stability and 
damping of low-frequency power oscillations has been done based on Lyapunov’s 
theory (control Lyapunov function) and small signal analysis (modal analysis). These 
approaches have primarily concentrated on the WAMS-based signals in the following 
ways: 
 Specifically the measurement of the frequency of the generator [32],  
 Although, frequency measurement at the VSC-HVDC connection point can also 
be used as a suitable input for the controller [116].  
Lattore and Chandhari in [107] confirmed that the global signals are superior to the 
local signals through the comparison of the global and the local signals in that they can 
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provide high content information for the effective damping of the oscillations. However, 
it is realised that this level of effectiveness relies heavily on where the installed line is 
located. In this paper, the location of the VSC-HVDC line is based on the inter-area 
controllability that needs extra damping. The non-availability of this type of flexibility 
may see the global signal being required to make sure the POD performs optimally. The 
effectiveness of the POD damping has been demonstrated to be effective by studies 
conducted on larger multi-area testing networks. 
Investigations on larger multi-area test networks have shown VSC-HVDC-based POD 
damping to be extremely effective such as the interconnected New England Test System 
and New York Power Systems (NETS-NYPS) [117]. This study highlights a robust 
wide-area stabilising control approach for the improvement of large power system 
stability, including HVDC transmission. The control system uses both wide-area 
measurement data and the HVDC supplementary modulation function, and it chooses 
appropriate feedback signals to implement a thorough, yet rapid, wide-area stabilising 
control against potential power oscillations. The linearised model takes the mandatory 
transmission time delay of the wide-area measurement signals into account for its 
establishment. To avoid the adverse impact of transmission delay on HVDC-WASC, the 
linearised model is expressed as the standard control problem of delay-dependent 
feedback, grounded in the robust control theory and the improved linear matrix 
inequalities (LMI) approach. In this study, it is suggested that a more effective use of 
reactive power modulation would be for the stabilisation of AC system voltages. 
The option for the utilisation of the modulation of the active power is provided by the 
VSC-HVDC systems. Besides, the VSC-HVDC system also ensures that the injection of 
the reactive power is varied to make sure the power system is stable. An investigation of 
these benefits is done in [84] and [117]  where it is established that the modulation 
through the active power is more efficient in damping the AC system oscillations. 
In all the HVDC-based POD studies, the allowed range of deviation of the active power 
or the capacity for modulation varies. Early studies such as [97] and [98] utilised a 
variation of three percent of the rated power flow. The description of the development 
of the control algorithm for the modal analysis of the Pacific HVDC Intertie has been 
done in [97]. Based on the rate at which the AC-Intertie power changes, the application 
of the control signal to the current regulator at the DC Intertie sending end has been 
done. Moreover, a description of the implementation and operating practical knowledge 
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with a modulating power control system on the Pacific HVDC Intertie for damping 
oscillations on the parallel Pacific AC has been done. The described system has 
substantially improved the damping of the interconnected power system in western 
countries that was plagued by a long historical period of oscillations that damped 
negatively. The increase in the power rating from 2100 MW to 2500 MW of the Pacific 
AC Intertie was permitted due to the fruitful operation of DC modulation. A lot of 
research has been conducted with the sole purpose of attaining greater modulation 
capabilities due to the increased confidence in the reliability and the capacity of the 
converter technology. In emergency cases, the transmission of power above 20% of the 
rated value is permitted for long-term overload, while for short-term overload, 40% 
above the rated value is allowed [118]. However, no study on the impact of changing 
the capacity of modulation on the performance of the damping controller has been 
conducted. 
2.4 Past Research on Probabilistic Small-Disturbance Stability 
Assessment 
Currently, the operation of modern power systems, such as renewable energy sources 
and also the new type loads, increases uncertainties on the power system. Therefore the 
impact of this uncertainty, caused by the stochastically variable on power system small-
signal stability is an issue, which has not considered by the deterministic analysis in  
[119-123]. Consequently the probabilistic approaches for small-disturbance stability 
analysis have become the topic of many researches recently. Probabilistic analysis was 
first introduced into studying power system small-signal stability by Burchett and Heydt 
(1978) in [124], but the first application of such analysis for power system load flow 
(PLF) study was by Borkowska in 1974 [125]. Further development on this area has 
been undertaken in [126] and [127].  
In [128], the authors briefly explain some techniques for uncertainty and sensitivity 
analysis, including:  
 Monte Carlo analysis;  
 Differential analysis;  
 Response surface methodology;  
 Fourier amplitude sensitivity test;  
 Sobol variance decomposition;  
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 Fast probability integration. 
In this research, the following topics regarding Monte Carlo analysis in conjunction 
with Latin hypercube sampling have been described:  
 Assets of random, stratified and Latin hypercube sampling;  
 Comparisons between random and Latin hypercube sampling; 
 Operations involving Latin hypercube sampling; 
 Uncertainty analysis;  
 Sensitivity analysis; 
 Analyses involving stochastic  
2.5 Non-Analytical Method (Numerical Method) 
The numerical method involves Monte Carlo (MC) simulation of a wide range of 
operating scenarios, which are based on pseudo-random sampling from the pdfs of 
stochastic sources of system uncertainty. For each computational scenario, the standard 
deterministic small-disturbance stability assessment can be completed and once 
sufficient scenarios have been simulated, the critical mode pdf can be generated. This 
non-analytical method has been used in [129], [130], [123]  to determine power 
system probabilistic stability.  In [123] the MC has been applied to investigate the 
impact of stochastic uncertainty of grid-connected wind generation on power system 
small-signal stability. In this study, an example of 16-machine power system with three 
grid-connected wind farms is used to establish the application of the MC method. Also 
in [130]  a Monte Carlo based probabilistic small signal stability analysis is presented to 
consider the influence of the uncertainty of wind generation and the case study in this 
research is carried out on the IEEE New England test system.  
 Rueda and Colome in [131] calculate probabilistic performance indexes based on a 
combination of the Monte Carlo method and fuzzy clustering and compare the results 
obtained using a 18-power plant power system with those obtained through a 
deterministic approach and this method has also been applied in [132] and [131]. In 
these studies, it is used to evaluate the stochastic effects of generation and load on inter-
area mode damping for a large system. By using this simple method an accurate result 
can be achieved, but for large systems that have many uncertainties this might be time 
consuming. The reason why these systems are time consuming is that the total number 
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of scenarios that need to be considered to ensure that complete variation of all the 
parameters is taken can be extremely large. 
2.6 Analytical Methods 
As mentioned in the previous section, one of the most widely used approaches is Monte 
Carlo (MC) simulations [129], [130], [123], which model system complexities very 
accurately, but at a high computational cost and this characteristic may be prohibitive in 
a large system. Analytical methods are used for reducing the computational cost of MC 
simulations, whilst at the same time achieving acceptable accuracy. Specifically, these 
methods decrease the massive numbers of simulations by using direct calculation of the 
effects of the system uncertainties on the critical modes of interest [124, 133, 134]. 
Among various methods of probabilistic analysis, the Gram-Charlier, which is an 
expansion-based method (or named Cumulant-based), has been widely used in many 
applications of stochastic static analysis of power systems, in such as [135-140]. Bu and 
Du in [135] applied the Cumulant-based theory to evaluate the variances of both the 
complementarity of combined wind power and the probabilistic small-signal stability of 
power systems for the first step. At the next step, these variances have been used as two 
indices to explain the effect of different complementarity levels, connection topologies 
and DC network control schemes of offshore wind generation on the probabilistic 
distribution of critical eigenvalues and consequently, probabilistic small-signal stability.  
Preece, in [141], compares three different efficient estimation techniques to assess their 
feasibility for use with probabilistic small disturbance stability analysis and their 
performance as illustrated on a multi-area meshed power system, which include: 
Estimation Methods, an Analytical Cumulant-based approach and the Probabilistic 
Collocation Method. Subsequently, all these techniques are compared with a traditional 
numerical MC approach and it is proven that the cumulant-based analytical approach is 
the most suitable method for such work.  
In addition, some studies have compared the conventional Gram-Charlier expansion-
based method and the nonlinear Monte Carlo simulation [142] . Bu and Du in [142], in 
order to improve the accuracy of assessment of system probabilistic stability, have 
applied an analytical method based on multi-point linearization.  
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2.7 Efficient Sampling Methods 
These types of methods can be considered as a combination of both Non-analytical 
(numerical) and analytical techniques. One such approach for assessing probabilistic 
stability is the Two Point Estimate (TPE) method, which has been used in [143]  and for 
this, 2m samples are needed for a system with m uncertain parameters. Alabduljabbar 
and Milanovic in [144] example of an efficient sampling method is studied, with the 
Low Discrepancy Sequences (LDS) method being used to tune system PSSs robustly. In 
[145], the author presents the use of Latin Hypercube Sampling (LHS) combined with 
the Cholesky Decomposition method (LHS-CD) to improve the accuracy of reduced 
numbers of MC runs for PLF. 
2.8 Concluding Remarks 
In this chapter, the extant research in the field has been reviewed and several areas that 
need to be addressed have been identified.   
These can be summarised as follows: 
 A comprehensive assessment of the robustness of LCC-HVDC POD controllers 
is currently lacking. Many nominally robust control schemes have been 
published, but these have not been thoroughly tested across the wide ranging 
operating conditions that are typical of modern power systems.  
 The Probabilistic Collocation Method requires development for implementation 
on large power systems in order to assess probabilistic power system small- 
disturbance stability with respect to uncertain operating conditions efficiently.   
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Chapter 3  
 
Power System Modelling  
 
 
 
 
 
 
3.1 Introduction 
The GB network consists of an onshore transmission network, covering England, Wales 
and Scotland as well as an offshore one. A large percentage of its installed generation 
capacity consists of non-renewable sources, such as gas/CHP, coal and nuclear. The 
proportion of generation mix is expected to reverse towards the middle of the next 
decade due to development of several renewable generation plants and the closure of 
coal and oil plants, which are either close to the end of their working life or unable to 
meet the emission targets  [25], [24]. 
The installed capacity is predicted to increase up to 18-20 GW by 2020, compared to the 
current level of 12 GW, including 4.05 GW offshore [27], [28]. There will be key 
operational challenges for GB transmission networks, with increased wind penetration 
expected in Scotland. It is, therefore, planned to reinforce the GB electrical power 
transmission system between 2013 and 2022 [29], through the use of many more HVDC 
links operating in parallel with existing AC transmission routes, and also controllable 
reactive power sources, such as Static VAr Compensation (SVC) and Thyristor 
Controlled Series Compensation (TCSC) [24]. 
These changes will make the future GB transmission network unique in many aspects. 
Large penetration of wind power with changing wind velocity, direction and location 
will shift the generation concentration from one part of the system to another. 
Consequently, power flow patterns in the network will experience large variation. In 
addition, the island network, with several HVDC interconnections with external grids, 
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internal HVDC transmission lines and offshore HVDC networks, will give rise to a 
power system with reasonably high concentration of FACTS devices. These devices can 
offer various supplementary control features to improve the reliability and stability of 
the power system. However, they can cause new problems in the network [146]. 
Voltage stability is an important issue in an electrical power system. Consequently, 
several industrial grade power system simulator tools have been developed in order to 
estimate the behaviour of the electric power system under certain conditions. 
Also, it will make the UK system operation unique and from an academic perspective 
an ideal choice to study power system operational challenges. However, obtaining a 
network model is not possible for academic research. Therefore, the system presented in 
this study is a reduced GB system model. The reduced model is based upon a future GB 
transmission system model and hence, contains different types and mix of generation. 
This model is also based on the reduced DIgSILENT PowerFactory model developed 
by the National Grid. 
There are several industrial-grade power system simulation tools, which are 
commercially available on the market for the academic arena, but they are expensive to 
obtain and time-consuming to learn [147]. As a result, very few institutions (utilities, 
academic/research organizations) can afford to use more than one power system 
simulation tool [147]. The aim of this chapter is to describe models of the main 
components of an electrical power system, which includes synchronous generators, 
AVR and Governor for generator transmission lines, transformers and system loads and 
also to compare PSCAD with the more widespread simulator DIgSILENT 
PowerFactory. The most context of this chapter has been published in [24].  
The tools employ different models, components as well as analytical and numerical 
algorithms; hence different results can be expected for the same system. 
3.2 Introduction to PSCAD/EMTDC and DIgSILENT  
In large-scale transmission and power systems, it is not easy to achieve field tests. 
Nowadays, the tools have an important role regarding planning and real-time operation. 
And on the other hand it is expected that the electric power systems be highly reliable 
[147]. Therefore, the simulation tools and software packages paly critical role regarding 
the accurately and reliably of the real-life systems. 
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These software packages are normally developed for a specific area of the power 
system, being aimed at improving analytical ability and computational efficiency [146]. 
The manufacturers of these software packages have made efforts to make them as user 
friendly as possible, especially those used in research and for educational purposes. 
PSCAD/EMTDC and DIgSILENT PowerFactory are two examples of these software 
packages [146]. 
The simulation of a power system in the time and frequency domains is the main 
function of PSCAD. It also can be used in harmonic research of an AC system, analysis 
of transient torque, the HVDC system and HVDC commutation [146]. It can simulate 
the electromagnetic transient process of a series or parallel multi-terminal transmission 
system for an AC/DC system as well as the interaction between parallel AC and DC 
lines on the same tower. The EMTDC program has the “snapshot” function, which 
means the sections at some time instants of the system can be recorded and based on 
this function, further study on the system’s transient process can be carried out [146]. 
The library of the PSCAD/EMTDC includes virtually all the kinds of elements found in 
a power system. This software also has the capability of interfacing MATLAB, through 
which the visual numerical calculation function in the latter can be easily employed 
[148]. 
DIgSILENT PowerFactory is an integrated power analysis tool that combines reliable 
and flexible system modelling capabilities with state of the art solution algorithms and 
unique object oriented database management. The load flow, short circuit calculations, 
harmonic analysis, protection coordination, stability calculation and modal analysis 
have been included in this software package [149]. 
Generally, the quality of a simulation relies on three main parameters, as follows [147]: 
 System components modelling 
 Solution methodology 
 System input data 
These are going to be described and compared for these two software packages in the 
next subsection. 
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3.2.1 Components Modeling Comparison 
1. Synchronous Generator 
The following aspects relating to the generator model have been investigated. 
 Equivalent Circuit 
In power system dynamic studies, the synchronous generator is generally represented 
using the dq-axis. A sixth order model has been found to represent the synchronous 
generator sufficiently in stability studies and the equivalent circuit, which has been used 
to represent this model, has six electrical circuits: stator d and q-axis circuits, the field 
circuit, one d-axis damper winding and two q-axis damper windings [150].  
In Table 3.1 the complete picture of the software capabilities with respect to generator 
models has been presented. 
In PSCAD/EMTDC, the generator can be represented by an infinite source series with a 
subtransient impedance matrix. The subtransient matrix contains 3×3 sub-matrixes of 
the form: 
[
𝑿𝒔 𝑿𝒎 𝑿𝒎
𝑿𝒎 𝑿𝒔 𝑿𝒎
𝑿𝒎 𝑿𝒎 𝑿𝒔
] 
(3. 1) 
 
where, Xs is the self-reactance of each phase and Xm the mutual reactance among the 
three phases. As in any other three-phase network component, these self and mutual 
reactances are related to the positive and zero sequence values, X1 and X0, by [151]: 
𝐗𝐬 =
(𝐗𝟎 + 𝟐𝐗𝟏)
𝟑
 
(3. 2) 
 
𝑿𝒎 =
(𝑿𝟎 − 𝑿𝟏)
𝟑
  
(3. 3) 
 
 Stator voltage equation 
Based on the dq-axis machine demonstration, the per unit stator terminal voltage (Et) is 
known by equation (3. 4). 
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?̃?𝒕 = 𝒆𝒅 + 𝒋𝒆𝒅
𝒆𝒅 =
𝒅𝝍𝒅
𝒅𝒕
− 𝝎𝒓𝝍𝒒 − 𝑹𝒂𝒊𝒅
𝒆𝒅 =
𝒅𝝍𝒅
𝒅𝒕
+ 𝝎𝒓𝝍𝒅 − 𝑹𝒂𝒊𝒒}
 
 
 
 
 
(3. 4) 
 
 
where: 
𝝎𝒓: Rotor angular velocity 
 𝝍𝒅𝝍𝒒: d , q axis flux linkage 
𝒊𝒅𝒊𝒒 : d , q axis armature winding current 
𝑹𝒂: Armature resistance 
It should be noted that both the investigated tools (PSCAD/EMTDC and DIgSILENT) 
consider the effect of speed variations. 
 Representation of mechanical input 
Regarding some studies, in which the governor set is not modelled, the generator 
mechanical torque input (Tm) has been assumed to be constant. However, if a generator 
is modelled with mechanical power input (Pm), and also rotor speed variations have 
been ignored, then this input and the generator mechanical torque input are equal ( Tm 
= Pm). The variation of Tm with machine speed can be calculated by equation (3. 5) 
[147]: 
𝑻𝒎 =
𝝎𝒏
𝝎𝒓
𝑷𝒎 
(3. 5) 
 
where, 
𝝎𝒏:  the synchronous speed  
𝝎𝒓: the rotor angular speed  
The DIgSILENT generator model has Pm input and the rotor speed variations are 
considered, whereas PSCAD/EMTDC model uses Tm as input [147]. 
 Magnetic saturation 
Saturation can be assumed to affect one of the flowing parameters [147]: 
i. d-axis only  
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ii. d-axis and q-axis 
In DIgSILENT the d- axis and q-axis parameters are assumed to be saturated, whilst in 
PSCAD saturation is assumed to be on the d-axis only [147] . 
In DIgSILENT, the user sets two saturation parameters, S1.0 and S1.2, which are 
equivalent to 1.0 and 1.2 pu terminal voltage (flux linkage), respectively [150]. 
The open circuit saturation curve of the generator gives these parameters and they are 
computed using equations (3. 6) - (3. 8) as given below [150]. It should be noted that 
these equations do not apply if the generator is fully saturated. 
𝝍𝑰 = 𝑨𝒔𝒂𝒕𝒆
𝑩𝒓𝒐𝒕(𝝍𝒂𝒕−𝝍𝒂𝒕𝑻𝟏) 
(3. 6) 
 
𝑺𝟏.𝟎 =
𝑰𝑨𝟏.𝟎 − 𝑰𝑩𝟏.𝟎
𝑰𝑩𝟏.𝟎
 
(3. 7) 
 
𝑺𝟏.𝟐 =
𝑰𝑨𝟏.𝟐 − 𝑰𝑩𝟏.𝟎
𝑰𝑩𝟏.𝟐
 
(3. 8) 
 
where, 
Ψat: flux linkage at the point on the non-linear curve 
ΨI: flux linkage drop due to saturation 
ΨI: linear characteristic threshold flux linkage 
Asat, Bsat: constants 
IA1.0 IB1.0 IA1.2 IB1.2: field currents 
By contrast, in PSCAD the user provides data for up to ten points on the non-linear 
open circuit saturation curve. The first must be (0, 0) and the second must lie on the 
linear part of the curve, whilst the other points on the non-linear part of the curve are 
determined using equation (3. 6) [150]. 
In PSCAD, the open circuit characteristic (OCC) curve is defined through ten user 
defined points [147]. 
2. Transmission Line 
Both software packages under investigation use a nominal Pi model of transmission line 
and PSCAD, in addition, has an equivalent Pi model. 
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3. Transformer  
Many transformer studies, however, do require core saturation to be adequately 
modelled. Saturation can be represented in one of two ways: First, with a varying 
inductance across the winding wound closest to the core or second, with a compensating 
current source across this core.  
In EMTDC, the current source representation is used, since it does not involve change 
to the subsystem matrix during saturation. A two winding, single-phase transformer 
saturation using a current source is shown in Figure 3.1. 
The current IS(t) is a function of winding voltage VL(t). Winding flux S(t) is defined 
by assuming that the current IS(t) is the current in the equivalent nonlinear saturating 
inductance LS(t). The air core inductance LA is represented by the straight-line 
characteristic, which bisects the flux axis at ϕK. The actual saturation characteristic is 
represented by LM and is asymptotic to both the vertical flux axis and the air core 
inductance characteristic. The sharpness of the knee point is defined by ϕM and IM, 
which can represent the peak magnetizing flux and current at rated volts. It is possible to 
define an asymptotic equation for current in the non-linear saturating inductance LS, if 
LA, ϕK, ϕM, and IM are known.  
This method is an approximate way of adding saturation to mutually coupled windings; 
however, it suffers from the disadvantage that, in most practical situations, the data are 
not available to make use of them and the saturation curve is rarely known much 
 
Figure 3.1 Core Saturation Characteristic of the Classical Transformer [183] 
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beyond the knee. Moreover, the core and winding dimensions as well as other related 
details cannot be easily found. 
Figure 3.2 shows the equivalent model of a 2 winding 3-phase transformer for the 
positive sequence in DIgSILENT and for simplicity, the tap changer has been omitted 
from the figure [152]. To have the same system in both software tools, the automatic tab 
changing for the transformer has been removed from the DIgSILENT. However, the 
aforementioned software tools have different saturation characteristics and as a result, 
different data (such as distribution of leakage reactance and resistances, magnetizing 
impedance etc.) have to be defined for the winding transformer component. 
4. Load 
Load models are generally classified as static and dynamic. The static load can be 
modelled by either an exponential function, which is calculated by equation (3. 9) [147]: 
𝑷 = 𝑷𝟎(?̅?)
𝒂(𝟏 + 𝑲𝒑𝒇∆𝒇) 
(3. 9) 
 
𝑸 = 𝑸𝟎(?̅?)
𝒃(𝟏 + 𝑲𝑸𝒇∆𝒇) 
or a polynomial function (ZIP model), which is calculated using equations (3. 10) and  
(3. 11) [147]: 
𝑷 = 𝑷𝟎[𝒑𝟏?̅? 
𝟐 + 𝒑𝟐?̅? + 𝒑𝟑](𝟏 + 𝑲𝒑𝒇∆𝒇) (3. 10) 
 
(3. 11) 𝑷 = 𝑸𝟎[𝒒𝟏?̅? 
𝟐 + 𝒒𝟐?̅? + 𝒒𝟑](𝟏 + 𝑲𝒒𝒇∆𝒇) 
where, 
 
Figure 3.2 Equivalent Circuit of the 2 Winding 3-Phase for a Positive Sequence [152] 
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?̅? = 𝑽 𝑽𝟎
⁄  𝒂𝒏𝒅  ∆𝒇 = 𝒇 − 𝒇𝟎 
P, Q: active, reactive components of load equivalent to bus voltage magnitude V  
F: bus voltage frequency 
𝑲𝒑𝒇 , 𝑲𝒒𝒇 : active power, reactive power frequency dependency, respectively 
p1, p2 ,p3: the proportion of constant impedance (Z), constant current (I) and constant 
power (P) components, respectively 
q1, q2 , q3 : the proportion of constant impedance (Z), constant current (I) and constant 
power (P) components, respectively 
It should be noted that these models provide explanation for both the voltage and 
frequency dependency of loads [147]. 
3.2.2 Software Flexibility 
1. Data Input 
Both the focal software packages (DIgSILENT and PSCAD) have graphical user 
interfaces, which makes it possible for users to draw one-line diagrams (or three phase 
in PSCAD) of the system with data by using the pop-up windows [147]. 
2. Data Output 
Accessibility to the system matrices is important for controller design and parameter 
setting purposes. The B and C matrices are of interest in the formulation of the mode 
controllability and observability matrices. DIgSILENT does not allow access to any of 
the matrices. Also, this package gives the normalized complex participation factors, but 
only for the machine state variables. These two parameters (the eigenvectors and 
participation factors) are important for the placement of power system support devices. 
In addition to the numerical values, the program gives a graphical representation of the 
participation factors [147].  
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PSCAD/EMTDC does not give eigenvectors or participation factors. Table 3.1 
summarises the comparison of the simulation tools. 
3.2.3 Interfacing with MATLAB 
The standard libraries of the two software packages studied include synchronous and 
asynchronous machines, transmission lines, transformers, semiconductors, power 
electronic devices and simple processing.  Nevertheless, not all the control system 
components required for designing a complex control system or performing specific 
computations, are available in one program. Consequently, a combination of the two 
programs in order to obtain the required features is necessary [153]. Therefore, the 
Table 3.1 Summary of Software Comparison [147] 
  DIgSILENT PSCAD 
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o
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s 
Generator Models 5
th
, 6
th
 5
th
, 6
th
 
Generator Saturation 
Parameters 
S1.0 , S1.2 
Specify points on 
OCC curve 
Generator Mechanical 
Input 
Pm Tm 
Rotor Angle reference 
Angular Speed 
ωj ωn 
Transmission line Nominal π 
Nominal π and 
equivalent π 
Load Models Exponential Exponential 
S
o
lu
ti
o
n
 
M
et
h
o
d
o
lo
g
y
 Linearization of 
System Equations 
Not available N/A 
Perturbation Size Not available N/A 
Eigenvalue Calculation 
Method 
QR N/A 
S
o
ft
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re
 
F
le
x
ib
il
it
y
 Data Input 
Graphical user 
interface with pop-
up windows 
Graphical user 
interface with 
pop-up windows 
Accessibility of System 
Matrix 
Not available N/A 
Eigenvectors Not available N/A 
Participation Factors Available N/A 
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majority of existing simulation software package has the capability to interface to 
external program to improve their abilities. Recent works in this area and transient 
simulation have shown that a control analysis package, such as MATLAB can be 
interfaced with another program. Here, this approach is investigated for the integration 
of two different software packages [154]. 
 PSCAD/EMTDC 
Data input for PSCAD/EMTDC software is supported by using a GUI interface called 
DRAFT [154]. After drawing the circuit diagram and entering values via pop-up menus 
that are selected by clicking on the component’s icon, the resulting schematic diagram is 
translated into a data and FORTRAN file called DSDYN that contains dynamic models, 
such as a control block. This interface is a powerful feature as it allows users to develop 
their own model in FORTRAN and add these to the PSCAD/EMTDC component 
repertoire. It has been used to establish communication between the two programs 
[154]. 
MATLAB, on the other hand, is an interpreted language containing a large number of 
mathematical functions and a control system block. These are invoked using statements 
entered directly onto the command line or directly called through an “m.file”. One 
feature available in MATLAB is that the engine can be started from a user written 
FORTRAN or C program, which allows for communication with PSCAD/EMTDC to 
be established [154]. 
In Figure 3.3, the structure of the interfacing between PSCAD/EMTDC and MATLAB 
 
Figure 3.3 Structure of PSCAD/EMTDC- MATLAB Interface [154] 
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is shown. It can be seen that PSCAD/EMTDC has a DSDYN, which is the FORTRAN 
file and can be called as external FORTRAN subroutines. This subroutine should be 
written to set up the data communication pipe between the subroutine and the 
MATLAB engine. It should be noted that this subroutine is automatically generated by 
using a program developed by the authors. Also, the MATLAB part of the simulation 
has been written independently as an m.file [154]. There is, in principal, no time-step 
delay in the solution as both the MATLAB and PSCAD/EMTDC blocks are 
concurrently solved. 
A new MATLAB block can be developed by using a program written by the authors.  
The name of the new component as well as the number of inputs and outputs with their 
name should be defined by the user. After this step, the graphical icon of the block is 
automatically generated with an empty m.file and the appropriate MATLAB statement 
should be written into it by the user [154].  
 DIgSILET/ PowerFactory 
The overall structure of the interface is illustrated in Figure 3.4. In the process of linking 
Matlab/Simulink to PF the following programs interact during the simulation time 
[155]. 
• PowerFctory. 
• Matlab data and data models in the form of m.files(.m) 
• Matlab/Simulink model (.mdl)  
The m.files and Matlab/Simulink models present the model and algorithms of the 
external controllers. Also the PF model presents the power system. In order to interface 
MATLAB with PowerFactory, the MATLAB algorithm needs to be included in a frame 
similar to the dynamic simulation language (DSL) model definition as shown inFigure 
3.4 . The first step is to create a ‘slot’ inside a composite frame (ElmComp) in the 
PowerFactory project and the algorithm should be implanted in this created frame. A 
block definition (BlkDef) is also required to be created in the ‘type’ library [156]. This 
performance allows definition of the MATLAB code to be imported by ticking the 
MATLAB m.file check box in the classification section and providing the address of the 
m.file [156].  
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In the block definition (BlkDef) of this composite frame all of the following parameters 
should be defined properly in the m.file [156]: 
 all of the required inputs from PowerFactory 
 the outputs obtained from MATLAB 
 the state variables all the defined inputs 
 outputs and state variables check 
3.3 Modelling of the Component 
The important part when modelling the system is obtaining the same result for active 
and reactive power flow from the generators in PSCAD/EMTDC and DIgSILENT. In 
order to achieve the same P and Q for both systems, for the first step, each generator in 
PSCAD/EMTDC is modelled as a voltage source with a defined voltage angle and 
magnitude to obtain the specific P and Q.  In the next step, the voltage source is 
replaced by a generator and exactly the same voltage angle and magnitude is used for 
the generator in order to have an exact P and Q [24].  
The real and reactive power are decided by three factors: the generator terminal voltage 
(magnitude and angle), the source voltage (magnitude and angle) and the impedance 
between the generator and source.  
In PSCAD/EMTDC, the generator starts as a source at T=0s and after a period of time, 
the exciter is put into operation. Then after a further time period set by the user in the 
“lock rotor-normal mode transition” part of the “Variable Initialization Data” window, 
the governor is put into operation. Finally, the generator is put into operation. This 
I/O
I/O
DIgSILENT
 PowerFactory
MATLAB/
Simulink
PF DSL Frame Matlab m.file
Common
 Workspace
 
 Figure 3.4 Structure of  DIgSILENT and MATLAB Interface [155] 
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performance of PSCAD/EMTDC makes it possible for users to model the generator as a 
voltage source so as to obtain the voltage magnitude and angle [24].  
During the transition from source to generator, the initial voltage and angle is important 
for a smooth transition. If the initial condition is far from the required final state, it 
takes a long time to reach to the steady state. Usually the initial conditions can be 
obtained from power flow programs (such as PSSE or DIgSILEN), or for a very simple 
case they can be calculated manually. In this case, the initial conditions are obtained 
from the load flow solution from DIgSILENT (P and Q for each generator).  
In PSCAD/EMTDC, there are two ways to let the generator output real power as the 
required final result [24]:  
1- Selecting “control source P out” as "No" in the "configuration-advanced" 
window. Then, the generator will finally output the power specified in the 
“initializing real power” of the “variable initialization data”, 
2- Selecting “control source P out” as "Yes" in the "configuration-advanced” 
window. Then, the generator will finally output the voltage magnitude and angle 
specified in the “initial conditions”. The real and reactive power is thereby 
decided by the voltage magnitude and angle. 
In this study the second method has been applied.  
As a last step, since the transformer used for this system has a D-Y connection, there is 
a 30 degree difference for voltage angle, which has to take into account for the initial 
voltage angle [24]. The used algorithm for this method can be summarized as shown in 
Figure 3.5. 
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Start
Getting the initial condition 
from power flow program
Modelling the generator as 
voltage source
Finding the Vmag and Vang to 
get the specific P and Q
Replacing voltage source with 
Generator
Defining the Vmag and Vang in 
"initial condition" for generator
Control 
source P 
out? 
No
Using delta-
star 
transformer?
Yes Considering the 30 
deg difference for  
Vang
No
The power specified in 
"initializing real 
power" will be the 
output of generator
Yes
P and Q are decided by 
Vmag and Vang specified 
in "initial condition"
End
End
 
Figure 3.5 Algorithm for Modelling the Generator in PSCAD 
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3.4 Case Study 
3.4.1 Small Test System 
The small test system which has been used in this study is the four-machine two area 
network, taken from Kundur [11] as shown in Figure 3.6. This system not only is an 
appropriate case study for investigating the physical nature of low frequency 
electromechanical power oscillations in the time domain, but also can be considered as a 
useful tool for the study of electromechanical oscillations in the GB power system. Area 
1 and area 2 can be presented as the Scottish and the English power systems 
respectively. 
In this study, the synchronous generator model is the full
 
order one as presented in [152] . 
Figure 3.7, Figure 3.8 and Figure 3.9 show the AVR block diagram, DC exciter of 
generators block diagram and governor block diagram respectively which are used in this 
work. All details for this are included in Appendix A. 
As described by Vittal in [157], the DC exciters that are used as a part of excitation, a 
DC current generator and a commutator, typically respond more slowly than static 
systems.   
 
 
 Figure 3.6 Two-area Test Network  
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Throughout the work presented in this research, transmission lines are modelled using a 
lumped parameter model. All the parameters for AC transmission regarding the rated 
voltage, length, resistance, reactance and susceptance are listed in Appendix A. 
In this thesis for small test system, two-winding transformers with Y_N connection on 
both sides of high and low voltage have been modelled. Also the active loads are 
modelled as 50% dynamic and 50% constant impedance. Also, the reactive loads are 
modelled as constant impedance. More details can be found in Appendix A. 
 
  
Figure 3.7 AVR Block Diagram [11] 
 
Figure 3.8 Block Diagram of a DC Exciter of Generators 
 
Figure 3.9 Governor Block Diagram 
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 Simulation Results 
As aforementioned, both programs have a graphical user interface. In the graphics 
environment, the user can draw the system as a one-line diagram (or three phase in 
PSCAD) and populate it with data using the pop-up windows. The one distinct 
advantage of the graphical user interface is that the user is able to modify the network 
topology and input data quickly.  
In PSCAD, the user has online access to input variables, i.e. the user can change 
parameters during a simulation. Switches, push buttons, sliders and ammeters are 
examples of the control and meter interfaces available in the program. 
In DIgSILENT, the user is able to run a load flow before the dynamic simulation. 
PSCAD does not perform load flow calculations and hence, the user should have pre-
calculated initial conditions for all elements in the power system. The lack of an 
algorithm for the calculation of the initial condition is a weakness of using this software 
for the modelling of a large system. The user starts a simulation without a disturbance 
and brings the system to steady state operation, after which the disturbance can be 
applied [150]. 
A.   Steady-state Characteristic 
To compare the modelled system in PSCAD/EMTDC and DIgSILENT, the models 
must be verified. The active, reactive power and voltage magnitude for each zone in 
PSCAD/EMTC and DIgSILENT are shown in Figure 3.10, Figure 3.11 and Figure 3.12. 
As can be seen, the results for active and reactive power flow for each busbar are very 
close together. The slightly difference between result is because of different saturation 
characteristics of the transformer and the generator, as was expected. In terms of voltage 
magnitude, the system follows exactly the same pattern for increasing and decreasing 
each busbar for both software tools. 
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Figure 3.10 Active Power Flow Results in PSCAD/EMTDC and DIgSILENT 
 
Figure 3.11 Reactive Power Flow Results in PSCAD/EMTDC and DIgSILENT 
 
Figure 3.12 Voltage Magnitude Results in PSCAD/EMTDC and DIgSILENT 
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B. Dynamic Characteristic  
To investigate and compare the transient stability, the three-phase fault has been applied 
at Line 6 and the behaviour of the voltage and active power flow at Line 3 has been 
monitored as shown in Figure 3.13 and Figure 3.14.The fault is cleared after 100 ms. 
The aim of this -study was to assess the two aforementioned software tools. It should be 
noted that some of the data required to reproduce the case was not available. Moreover, 
the modelling and data of the AVR, governor and saturation curve for the transformer 
and generator were not given, hence matching the absolute values of the results was 
difficult. The simulation results for the voltage magnitude for busbar 3 using the two 
tools are shown in Figure 3.14. It can be observed that the results obtained using 
 
 Figure 3.13 Active Power Flow at Line 3  
 
Figure 3.14 Voltage Magnitude at Busbar3 
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DIgSILENT and PSCAD are similar, but, in post-fault, those for PSCAD exhibited 
better damping than the other tool.  
3.4.2 Large Test System 
Figure 3.15 shows a single line diagram of the model consisting of 37 substations, 
inter connected through 64 transmission lines. It contains 67 generators of various 
 
Figure 3.15 Representative GB Transmission Network 
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generation types, 23 SVCs and 36 loads. These network branches are intended to 
represent the main routes on which power flows across the GB transmission system 
[24]. 
 Synchronous Generator  
A fifth order generator model is used to represent salient pole machines, which is 
similar to the sixth order model, but has only one damper winding on the q-axis. These 
two models are available in both DIgSILENT and PSCAD software and both tools have 
fifth and sixth order degrees of complexity [150]. 
 Excitation 
Static excitation systems supply direct current to the generator field winding through the 
rectifiers, which are fed by either transformers or auxiliary machine windings. A 
simplified version of this consists of a voltage transducer delay, an exciter and Transient 
Gain Reduction (TGR). The signal EPSS is a stabilising signal from the PSS, if one is 
used in conjunction with the exciter.  
The exciter model used in PSCAD/EMTDC is an IEEE type STlA excitation one and 
the schematic in PowerFactory that defines the AVR model is presented in Figure 3.16. 
 
 
Figure 3.16 The AVR Model in DIgSILENT 
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 Transmission  
Throughout the work presented in this chapter, for large test system, in both 
PSCAD/EMTDC and DIgSILENT PowerFactory transmission lines are modelled using 
a lumped parameter model and common representation. 
A simple Pi section model will give the correct fundamental impedance, but cannot 
accurately represent other frequencies unless many sections are used (which is 
inefficient). It also cannot accurately represent the frequency dependent parameters of a 
(such as the skin effect) [151]. 
 Simulation Result 
A reduced model of the GB transmission system has been modelled for this research 
and is presented in Figure 3.15. The effort has been made to inter similar data as two 
software tools allow. However, for some components, such as generators and 
transformers, because of their different characteristics, different information was 
needed. 
A.  Steady-state Characteristic 
In order to compare the modelled system in PSCAD/EMTDC and DIgSILENT, the 
active, reactive power and voltage magnitude for each zone in PSCAD/EMTC and 
DIgSILENT are shown in Figure 3.17, Figure 3.18 and Figure 3.19. As can be seen, the 
results for active and reactive power flow for some zones are very close together, and 
for some others the difference is up to 20%. This is because of the different saturation 
characteristics of the transformer and the generator, as was expected (Figure 3.17 and 
Figure 3.18). In terms of voltage magnitude, the system follows exactly the same 
pattern for increasing and decreasing each zone for both software tools, as shown in 
Figure 3.19. The largest difference is for Zone number 32, which is 5%. 
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Figure 3.17 Active Power Flow Results in PSCAD/EMTDC and DIgSILENT 
 
Figure 3.18 Reactive Power Flow Results in PSCAD/EMTDC and DIgSILENT 
 
Figure 3.19 Voltage Magnitude Results in PSCAD/EMTDC and DIgSILENT 
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B. Dynamic Characteristic 
To investigate and compare the transient stability, the three-phase fault has been applied 
at Zone 1 and the behaviour of the G2 (nuclear generator) at this busbar, in terms of 
voltage and active power flow, has been monitored as shown in Figure 3.20 and Figure 
3.21. 
The pre-fault system condition base is: 
DIgSILENT: P = 1026 MW and V= 0.998 p.u. 
PSCAD/EMTDC: P = 1056 MW and V= 0.96 p.u. 
The fault is cleared after 50 ms, which is the critical fault clearing time for this model in 
PSCAD/EMTDC. 
The aim of this study was to assess the two aforementioned software tools. It should be 
noted that some of the data required to reproduce the case was not available. Moreover, 
the modelling and data of the AVR, governor and saturation curve for the transformer 
and generator were not given, hence matching the absolute values of the results was 
difficult.    
The simulation results for the voltage magnitude for Zone 1 using the two tools are 
shown in Figure 3.20. It can be observed that the results obtained using DIgSILENT 
and PSCAD are similar, but, in post-fault, those for PSCAD exhibited better damping 
than the other tool. In terms of voltage stability, both software tools agreed well when 
 
Figure 3.20 Voltage Magnitude at Zone 1 
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both the AVR and PSS were modelled, which might be attributed to the presence of the 
PSS, which damps the oscillations.  
Figure 3.21 shows the results for active power flow in DIgSILENT and PSCAD, where 
it can be seen that, for both software tools, the active power flow is not quite settled. 
The period of this oscillation in PSCAD is more than DIgSILENT, but the overshot in 
the latter is bigger than for the former. This can be associated with the action of a 
governor, which improves the recovery of the power flow after disturbance. In sum, this 
system for stability analysis study needs further improvement and a different type of 
governor should be tested for this model. 
3.5 Concluding Remarks 
In this chapter, two area Kondure model and a reduced model of the GB transmission 
system were developed within a PSACD/EMTDC platform. The performance of the 
developed systems were compared and confirmed with the DIgSILENT model. The 
results show that both models respond similarly to three phase to ground fault,  although 
there are slight differences in the transient period and post-fault, which might be due to 
numerical solving issues in the control system that relate to the different solvers used in 
the two software tools. Nevertheless, the results show, in terms of active and reactive 
power flow, that both software tools provide similar results. The difference between the 
active and reactive power flow for some zones was expected, because the tools employ 
different models, components as well as analytical and numerical algorithms.  
 
Figure 3.21 Active Power Flow for G2 (Nuclear Generator) at Zone 1 
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Chapter 4  
 
Probabilistic Small-Disturbance Stability Assessment 
 
 
 
 
 
 
4.1 Introduction 
One of the most important requirements for the operation of a power system is knowing 
all the forms of security constraints under different operating conditions. Specifically, 
this refers to determining the assessment of limits associated with both static and 
dynamic constraints, including rotor angle stability, voltage stability and frequency 
stability, for if these are exceeded it could result in system failures and also severe 
consequences such as system blackouts [158],[159], Regarding system stability 
assessment ,voltage and frequency stability are the main parts to consider for dynamic 
constraints [160]. The small signal stability (SSS) problem is usually because of 
unsatisfactory damping for oscillations in the power system [161]. 
Traditionally, to evaluate SSS only the worst case scenario or a few scenarios have been 
considered. These studies, generally, have been based on established techniques, such as 
modal or Prony analysis [131]. However, significant disadvantages of using this method 
are that it is that not possible to have the stochastic nature of power system behaviour 
and not all the information regarding the instability risk of the system can be obtained 
[131], [124], [162]. 
At first step, in order to analyse the power system stability and design the controllers, 
linearization of the power system is described mathematically in this chapter, through 
modal analysis section. The modal analysis includes eigenvalues, eigenvectors, 
participation factors, modal controllability and observability as well as residues.  
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Throughout this thesis, the DIgSILENT PowerFactory environment (version 15) has 
been used for modelling of component 
4.2 Power System Analysis 
4.2.1 Modal Analysis  
For the study of the electromechanical oscillations of the power system, the linearized 
model around the steady state point is needed [163]. Modal analysis not only is used to 
determine the oscillatory modes and the sources of the oscillatory modes, but also, the 
achieved parameters from this analysis tool are needed for designing oscillation 
controllers.  
The modal analysis will be introduced in this section and tool will then be used to 
explain the physical phenomenon of inter-area oscillations of the test system. 
1. Power System Linearization for Modal Analysis  
The power system can be modelled using a group of first order nonlinear differential 
equations with the following form [11]:  
 
?̇? = 𝒇(𝒙, 𝒖) 
(4. 1) 
 
where: 
𝒙 = [
𝒙𝟏
𝒙𝟐
…
𝒙𝒏
] , 𝒖 = [
𝒖𝟏
𝒖𝟐
…
𝒖𝒓
] , 𝒇 = [
𝒇𝟏
𝒇𝟐
…
𝒇𝒏
] 
𝒙 : the state vector. 
x i  :  the elements of  the state variables. 
n : the number of system states.  
u : the vector of inputs to the system, 
r : the number of inputs. 
f : the vector of the differential equations. 
The outputs of the system, in terms of the state variables and the input variables, can be 
written as: 
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𝒚 = 𝒈(𝒙, 𝒖) (4. 2) 
where: 
𝒚 = [
𝒚𝟏
𝒚𝟐
…
𝒚𝒎
]  𝑎𝑛𝑑 𝒈 = [
𝒈𝟏
𝒈𝟐
…
𝒈𝒎
] 
y: the vector of outputs 
g: the vector of nonlinear functions for calculating the system outputs 
m: the number of system outputs 
All the derivatives 𝒙?̇?, 𝒙?̇?, … , 𝒙?̇? are simultaneously zero at equilibrium points where 
all the variables are unvarying with time and are constant. Which means in this case, the 
system is in steady state and can be represented by the equation (4. 3): 
𝒙?̇? = 𝒇(𝒙𝟎, 𝒖𝟎) = 𝟎 (4. 3) 
where, 
𝒙: the state vector at the equilibrium point 
u: the input vector at the equilibrium point. 
By assuming the system is disturbed from its equilibrium point by small 
deviations ( 𝒙 = 𝒙𝟎 + ∆𝒙 , 𝒖 = 𝒖𝟎 + ∆𝒖 ) , equation (4. 1) can be written as following 
form: 
 
?̇? = 𝒇[ (𝒙𝟎 + ∆𝒙 ), (𝒖𝟎 + ∆𝒖)] (4. 4) 
As the prefix Δ denotes a small deviation, the nonlinear equation (4. 4) can be 
approximated using a Taylor series expansion in terms of Δx and Δu. It should be 
mentioned that the first order term of this expansion has been considered. As a result: 
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?̇?𝒊 = ?̇?𝒊𝒐 + ∆ ?̇?𝒊 = 𝒇𝒊[(𝒙𝟎 + ∆𝒙), (𝒖𝟎 + ∆𝒖)]
= 𝒇𝒊(𝒙𝟎, 𝒖𝟎) + (
𝝏𝒇𝒊
𝝏𝒙𝟏
∆𝒙𝟏 +⋯+
𝝏𝒇𝒊
𝝏𝒙𝒏
∆𝒙𝒏)
+ (
𝝏𝒇𝒊
𝝏𝒖𝟏
∆𝒖𝟏 +⋯+
𝝏𝒇𝒊
𝝏𝒖𝒎
∆𝒖𝒎) 
(4. 5) 
As ?̇?𝒊𝒐 = 𝒇𝒊(𝒙𝟎, 𝒖𝟎), equation (4. 5) can be written as: 
∆?̇?𝒊 =
𝝏𝒇𝒊
𝝏𝒙𝟏
∆𝒙𝟏 +⋯+
𝝏𝒇𝒊
𝝏𝒙𝒏
∆𝒙𝒏 +
𝝏𝒇𝒊
𝝏𝒖𝟏
∆𝒖𝟏 +⋯+
𝝏𝒇𝒊
𝝏𝒖𝒎
∆𝒖𝒎 (4. 6) 
where, i=1,2,…,n. 
And similarly, based on equation (4. 2): 
∆𝒚𝒋 =
𝝏𝒈𝒋
𝝏𝒙𝟏
∆𝒙𝟏 +⋯+
𝝏𝒈𝒋
𝝏𝒙𝒏
∆𝒙𝒏 +
𝝏𝒈𝒋
𝝏𝒖𝟏
∆𝒖𝟏 +⋯+
𝝏𝒈𝒋
𝝏𝒖𝒓
∆𝒖𝒓 (4. 7) 
where, j=1,2,…,m. 
Therefore, the linearised form of state equation around the equilibrium point is expressed 
as: 
∆?̇? = 𝑨∆𝒙 + 𝑩∆𝒖 (4. 8) 
∆𝒚 = 𝑪∆𝒙 + 𝑫∆𝒖 
(4. 9) 
 
where: 
𝑨 =
[
 
 
 
 
𝝏𝒇𝟏
𝝏𝒙𝟏
⋯
𝝏𝒇𝟏
𝝏𝒙𝒏
⋮ ⋱ ⋮
𝝏𝒇𝒏
𝝏𝒙𝟏
⋯
𝝏𝒇𝒏
𝝏𝒙𝒏]
 
 
 
 
 , 𝐁 =  
[
 
 
 
 
𝝏𝒇𝟏
𝝏𝒖𝟏
⋯
𝝏𝒇𝟏
𝝏𝒖𝒓
⋮ ⋱ ⋮
𝝏𝒇𝒏
𝝏𝒖𝟏
⋯
𝝏𝒇𝒏
𝝏𝒖𝒓]
 
 
 
 
 
𝑪 =
[
 
 
 
 
𝝏𝒈𝟏
𝝏𝒙𝟏
⋯
𝝏𝒈𝟏
𝝏𝒙𝒏
⋮ ⋱ ⋮
𝝏𝒈𝒎
𝝏𝒙𝟏
⋯
𝝏𝒈𝒎
𝝏𝒙𝒏 ]
 
 
 
 
 , 𝐃 =  
[
 
 
 
 
𝝏𝒈𝟏
𝝏𝒖𝟏
⋯
𝝏𝒈𝟏
𝝏𝒖𝒓
⋮ ⋱ ⋮
𝝏𝒈𝒎
𝝏𝒖𝟏
⋯
𝝏𝒈𝒎
𝝏𝒖𝒓 ]
 
 
 
 
 
Δx: the state vector of length n 
Δu: input disturbance vector of length r 
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Δy: the output vector of length m 
A: the state matrix of size n × n 
B: the input matrix of size n × r 
C: the output matrix of size m × n 
D: a matrix of size m × r. this matrix defines the part of the input that directly affects 
the output Δy 
2. Eigenvalues and Eigenvectors  
Equation (4. 10) is defined as the characteristic equation of matrix A [11], and the n 
roots of this equation (𝝀 = [𝝀𝟏, 𝝀𝟐, … , 𝝀𝒏]) are the eigenvalues of the system (A). 
𝐝𝐞𝐭(𝛌𝑰 − 𝑨) = 𝟎 
(4. 10) 
 
For any eigenvalue, λi there is φ i which is an n-column vector and can be calculated by: 
𝐀𝛗𝐢 = 𝛌𝐢𝛗𝐢 (4. 11) 
where: i=1,…,n 
and: 
𝝋𝒊 = [
𝝋𝟏𝒊
𝝋𝟐𝒊
…
𝝋𝒏𝒊
] 
This achieved matrix (the right eigenvector) is indicated on which system variables the 
mode is more observable [164]. This means that information about the observability of 
the associated mode in the state variable corresponding to each component is included in 
the right eigenvector of that component and hence, this eigenvector is called the mode 
shape .The associated magnitudes for each element of 𝝋𝒊 show the amount of the 
behaviours of the n state variables in the i
th
 mode and the achieved angles of the 
elements show the phase movements of the state variables with regards to the associated 
mode. 
Likewise, the left eigenvalue of the system (A) associated with the eigenvalue λi can be 
calculated using equation (4. 12) and the form of this matrix has been presented in 
equation (4. 13): 
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𝝍𝒊𝑨 = 𝝀𝒊𝝍𝒊 (4. 12) 
where: i=1,…,n 
𝛙𝒊 = [𝝍𝒊𝟏 𝝍𝒊𝟐 … 𝝍𝒊𝒏] (4. 13) 
The achieved matrix (𝛙𝒊) is associated with a mode provides the distribution of the states 
within a mode, which means that the information about the controllability of the mode for 
each component can be found in the left eigenvector. 
3. Participation Factors  
One problem in using the both right and left eigenvectors independently for identifying 
the relationship between the states and the modes is that their elements are dependent on 
the units and scaling related to the state variables. A solution for this problem is a 
participation matrix (P). This Matrix combines the right and left eigenvectors and is 
used as the measure of the association between the state variables and the modes. The 
concept of participation factor was developed in [165]  initially to measure the degree of 
participation of a state variable in a mode [3]. 
𝑷 = [𝒑𝟏 𝒑𝟐 … 𝒑𝒏] (4. 14) 
𝑷𝒊 = [
𝒑𝟏𝒊
𝒑𝟐𝒊
…
𝒑𝒏𝒊
] = [
𝝓𝟏𝒊𝝍𝟏𝒊
𝝓𝟐𝒊𝝍𝟐𝒊
…
𝝓𝒏𝒊𝝍𝒏𝒊
] (4. 15) 
where, 
φki: the kth entry of the right eigenvector 𝝋𝒊 
𝝍 ik: the kth entry of the left eigenvector ψ i  
The element 𝑷𝒊𝒌  presents the participation factor (𝑷𝒊𝒌 = 𝝋𝒌𝒊 . 𝝍𝒊𝒌  ). In this 
calculation 𝝋𝒌𝒊  measures the activity of 𝒙𝒌 in the i
th
 mode and 𝝍𝒊𝒌 weights the impact 
of this activity to the mode. Therefore, the net participation 𝑷𝒊𝒌 of the k
th
 state to i
th
 
mode can be calculated by multiplying the right and left eigenvalues. As a result of 
using this method for calculation of the participation factors, the source of an oscillatory 
mode can be identified for each state. 
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4.3 Test Networks 
The test system which has been presented in this study is the four-machine two area 
network, taken from Kundur [11]. This system not only is an appropriate case study for 
investigating the physical nature of low frequency electromechanical power oscillations 
in the time domain, but also can be considered as a useful tool for the study of 
electromechanical oscillations in the GB power system. Area 1 and area 2 can be 
presented as the Scottish and the English power systems respectively. In this research, 
this system is studied with and without HVDC. 
4.3.1 System without HVDC 
The four-machine two area network is shown in Figure 4.1. In this study, each generator 
is equipped with an AVR and governor. However, no PSS is installed for better 
 
Figure 4.1 Schematic of the Two-Area Four-Machine System 
 
Table 4.1 Power Flow and Voltage Magnitude for System without HVDC 
Line 
No. 
From 
Bus 
To Bus 
Active Power 
(MW) 
Reactive Power 
(MVAr) 
Voltage 
(p.u) 
1 1 2 695.5 52.9 1.015 
2 2 3 1383.7 -34.4 0.999 
3 3 4 198.7 -0.5 0.998 
4 3 4 198.7 -0.5 0.998 
5 4 5 194.2 -25 0.99 
6 4 5 194.5 -25.1 0.99 
7 6 5 1406.5 -92.5 1.01 
8 7 6 719 38 1.005 
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illustration of the inter-area oscillation between two areas of the system. The full set of 
the system parameters, i.e. the generator, transformer and transmission line parameters, 
as well as the controller settings of the Automatic Voltage Regulator (AVR) and 
Turbine Governor (TG) are presented in Appendix A.  
The active and reactive power flow and voltage for each line are presented inTable 4.1. 
This simple model shows the electromechanical oscillations that are inherent in the two 
area system and there are three possible modes in this system. 
Containing two local modes, one is related to generator 1 swinging against generator 2, 
and another is associated to generator 3 swinging against generator 4. In addition, there 
is also one inter-area mode, in which the generators in area 1 swing against the 
generators in area 2. The oscillatory modes and their information are presented in Table 
4.2. There are three electromechanical oscillatory modes, two of which have a damping 
factor around 0.46 (mode 2 and 3), and a third that is unstable (mode 1). The other five 
oscillatory modes are the excitation and governor control modes. As shown in Table 
4.2, the frequency of the two local modes is 1 Hz, and that of the inter-area mode is 0.55 
Hz.  
Table 4.2 Eigenvalues of Test System without HVDC 
No. 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
(Hz) 
Damping 
Factor 
(1/s) 
No. 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
(Hz) 
Damping 
Factor 
(1/s) 
1 0.02 3.44 0.55 -0.02 21 -0.97 -1.07 0.17 0.97 
2 -0.46 6.28 1.00 0.46 22 -1.65 -1.66 0.26 1.65 
3 -0.46 6.49 1.03 0.46 23 0.02 -3.44 0.55 -0.02 
4 -1.65 1.66 0.26 1.65 24 -5.62 0.00 0.00 5.62 
5 -0.97 1.07 0.17 0.97 25 -5.67 0.00 0.00 5.67 
6 -0.33 1.02 0.16 0.33 26 -0.46 -6.28 1.00 0.46 
7 -0.41 0.64 0.10 0.41 27 -0.46 -6.49 1.03 0.46 
8 -0.39 0.63 0.10 0.39 28 -10.22 0.00 0.00 10.22 
9 -3.45 0.00 0.00 3.45 29 -10.21 0.00 0.00 10.21 
10 -1.11 0.00 0.00 1.11 30 -10.15 0.00 0.00 10.15 
11 -1.59 0.00 0.00 1.59 31 -10.16 0.00 0.00 10.16 
12 -1.82 0.00 0.00 1.82 32 -16.42 0.00 0.00 16.42 
13 -1.94 0.00 0.00 1.94 33 -17.36 0.00 0.00 17.36 
14 -1.94 0.00 0.00 1.94 34 -18.77 0.00 0.00 18.77 
15 -0.19 0.00 0.00 0.19 35 -18.82 0.00 0.00 18.82 
16 -0.20 0.00 0.00 0.20 36 -25.16 0.00 0.00 25.16 
17 -0.20 0.00 0.00 0.20 37 -26.21 0.00 0.00 26.21 
18 -0.33 -1.02 0.16 0.33 38 -32.28 0.00 0.00 32.28 
19 -0.41 -0.64 0.10 0.41 39 -32.38 0.00 0.00 32.38 
20 -0.39 -0.63 0.10 0.39 40 -34.32 0.00 0.00 34.32 
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The eigenvalues and the system state matrix are used to calculate the eigenvectors and 
participation factors that correspond to the inter-area oscillatory mode. The elements of 
the right eigenvector corresponding to the 1
st
 eigenvalue, which is associated with the 
inter-area mode, are given in Table 4.3. Also the elements of the controllability factor 
corresponding to the 1
st
  eigenvalue, are given in Table 4.4. 
To obtain more information about the inter-area oscillatory mode, the participation 
factors are calculated, as shown in Table 4.5. The states associated with the rotor speed 
and phase angle of the generators dominate the inter-area oscillatory mode. The 
participation factors associated with the rotor angles and generator speeds are much 
Table 4.3 Observability Factor for Eigenvalue 1 (Inter-area Mode) 
Mode 
No. 
Object 
State 
Variables 
Observability 
Mag. 
Observability 
Angle (deg) 
1 G2 avr 1 160.9178 
1 G1 avr 0.8050 163.1535 
1 G2 phi 0.4895 -4.6276 
1 G1 phi 0.4486 -5.0980 
 
Table 4.4 Controllability Factor for Eigenvalue 1 (Inter-area Mode) 
Mode 
No. 
Object 
State 
Variables 
Controllability 
Mag. 
Controllability 
Angle (deg) 
1 G3 speed 1 0 
1 G1 speed 0.9837 -179.5797 
1 G2 speed 0.700 -177.1394 
1 G4 speed 0.6943 3.090 
 
Table 4.5 Participation Factor for Eigenvalue1 (Inter-area Mode) 
Mode 
No. 
Object 
State 
Variables 
Participation 
Mag. 
Participation 
Angle (deg) 
1 G3 speed 1 0 
1 G3 phi 0.9915 177.326 
1 G4 phi 0.6354 -179.5859 
1 G4 speed 0.6280 3.101 
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higher than those relating to the other state variables. These have all been normalized, 
so that the largest element is 1.00 as this allows for the source of the oscillatory mode to 
be identified. 
4.3.2 System with HVDC 
In order to test the system with HVDC link, the four-machine two area network, taken 
from Kundur [11] incorporated with an LCC-HVDC model as shown in Figure 4.2. In 
the modified Kundur system, an HVDC link has been added in parallel with an AC 
transmission corridor between two areas. 100 MW of active power is transferred by 
LCC-HVDC link that connects two areas of the network in a steady state operating 
condition. The active and reactive power flow and voltage for each line are presented in 
Table 4.6. It can be seen this system is contained two local modes, one is related to 
 
Figure 4.2 Schematic of the Two-Area Four-Machine System Connected with an 
HVDC Transmission Link. 
 
Table 4.6 Power Flow and Voltage Magnitude for System with HVDC 
Line 
No. 
From 
Bus 
To Bus 
Active Power 
(MW) 
Reactive Power 
(MVAr) 
Voltage 
(p.u) 
1 1 2 693.9 84.6 0.986 
2 2 3 1381.9 71.6 0.986 
3 3 4 144.8 -14.5 0.974 
4 3 4 144.8 -14.5 0.974 
5 4 5 142.5 -20.5 0.978 
6 4 5 142.5 -20.5 0.978 
7 6 5 -1386.2 192.5 0.988 
8 7 6 -700 -62.2 0.993 
HVDC 3 5 105.7 0 1.048 
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generator 1 swinging against generator 2, and another is associated to generator 3 
swinging against generator 4. 
In addition, there is also one inter-area mode, in which the generators in area 1 swing 
against the generators in area 2. The oscillatory modes and their information are 
presented in Table 4.7.There are three electromechanical oscillatory modes, two of 
which have a satisfactory damping ratio (1 and 2) (>5%), and a third that is unstable 
(shaded). The other five oscillatory modes are the excitation and governor control 
modes. As shown in Table 4.7, the frequency of the two local modes is 1 Hz, and that of 
the inter-area mode is 0.47 Hz. The eigenvalues and the system state matrix are now 
Table 4.7 Eigenvalues of Test System with HVDC 
No. 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
(Hz) 
Damping  
Factor 
(1/s) 
No. 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
(Hz) 
Damping 
Factor 
(1/s) 
1 -0.54 6.12 0.97 0.54 21 -0.54 -6.12 0.97 0.54 
2 -0.54 6.35 1.01 0.54 22 -16.87 2.15 0.34 16.87 
3 0.04 2.95 0.47 -0.04 23 -16.56 0.00 0.00 16.56 
4 -1.75 1.60 0.25 1.75 24 -16.87 -2.15 0.34 16.87 
5 -0.97 1.03 0.16 0.97 25 -18.69 0.00 0.00 18.69 
6 -0.42 0.65 0.10 0.42 26 -18.77 0.00 0.00 18.77 
7 -0.42 0.65 0.10 0.42 27 -1013.9 0.00 0.00 1013.95 
8 -3.56 0.00 0.00 3.56 28 -999.68 0.00 0.00 999.68 
9 -1.33 0.00 0.00 1.33 29 -25.17 0.00 0.00 25.17 
10 -0.23 0.00 0.00 0.23 30 -26.43 0.00 0.00 26.43 
11 -0.14 0.00 0.00 0.14 31 -32.23 0.00 0.00 32.23 
12 0.00 0.00 0.00 0.00 32 -32.38 0.00 0.00 32.38 
13 -0.42 -0.65 0.10 0.42 33 -34.44 0.00 0.00 34.44 
14 -0.42 -0.65 0.10 0.42 34 -35.03 0.00 0.00 35.03 
15 -0.97 -1.03 0.16 0.97 35 -37.04 0.00 0.00 37.04 
16 -1.75 -1.60 0.25 1.75 36 -37.07 0.00 0.00 37.07 
17 0.04 -2.95 0.47 -0.04 37 -100.09 0.00 0.00 100.09 
18 -5.56 0.02 0.00 5.56 38 -100.07 0.00 0.00 100.07 
19 -5.56 -0.02 0.00 5.56 39 -100.04 0.00 0.00 100.04 
20 -0.54 -6.35 1.01 0.54 40 -100.04 0.00 0.00 100.04 
 
 
 
Line No. From Bus To Bus 
Active Power 
(MW) 
Reactive Power 
(Mvar) 
Voltage 
(p.u) 
1 1 2 693.9 84.6 0.986 
2 2 3 1381.9 71.6 0.986 
3 3 4 144.8 -14.5 0.974 
4 3 4 144.8 -14.5 0.974 
5 4 5 142.5 -20.5 0.978 
6 4 5 142.5 -20.5 0.978 
7 6 5 -1386.2 192.5 0.988 
8 7 6 -700 -62.2 0.993 
HVDC 3 5 105.7 0 1.048 
 
Table 4.8 Observability Factor for Eigenvalue 3 (Inter-area Mode) 
Mode 
No. 
Object 
State 
Variables 
Observability 
Mag. 
Observability 
Angle (deg) 
3 G3 phi 1 -1.190 
3 G4 phi 0.9422 -1.155 
3 G2 avr 0.9067 169.6816 
3 G1 avr 0.7583 172.076 
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used to calculate the eigenvectors and participation factors that correspond to the inter-
area oscillatory modes. The elements of the right eigenvector corresponding to the 3
th
 
eigenvalue, which is associated with the inter-area mode, are given in Table 4.8. Also 
the elements of the controllability factor corresponding to the 3
th
 eigenvalue are given in 
Table 4.9. 
To obtain more information about the inter-area oscillatory mode, the participation 
factors are calculated, as shown in Table 4.10. The states associated with the rotor speed 
and phase angle of the generators dominate the inter-area oscillatory mode. The 
participation factors associated with the rotor angles and generator speeds are much 
higher than those relating to the other state variables. These have all been normalized, 
so that the largest element is 1.00 as this allows for the source of the oscillatory mode to 
be identified. In order to compare the performance of system with and without HVDC, 
the associated eigenvalues layouts regarding the oscillatory modes for two systems, are 
presented in Figure 4.3. As it can be seen in this figure, the eigenvalues which have 
positive real part are associated with inter-area mode. 
Table 4.9 Controllability Factor for Eigenvalue 3 (Inter-area Mode) 
Mode 
No. 
Object 
State 
Variables 
Controllability 
Mag. 
Controllability 
Angle (deg) 
3 G3 speed 1 0 
3 G1 speed 0.9896 -179.2265 
3 G2 speed 0.6639 -175.9410 
3 G4 speed 0.6487 5.0413 
 
Table 4.10 Participation Factor for Eigenvalue 3 (Inter-area Mode) 
Mode 
No. 
Object 
State 
Variables 
Participation 
Mag. 
Participation 
Angle (deg) 
3 G3 phi 1 0 
3 G4 phi 0.6196 5.8935 
3 G3 speed 0.5585 -178.8663 
3 G1 speed 0.4196 171.9864 
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4.4 Stability Analysis 
4.4.1 Uncertainty Analysis  
For analysing a complex system, the effect of uncertainty on a power system should be 
considered [128], [166]. Uncertainty analysis is associated with the study of functions 
of the form [128]. 
𝒗 = 𝒉(𝒛) (4. 16) 
where: 
 h: a vector to describe the behaviour of the model 
z: a vector of input variables 
v: a vector of output variables  
The main aim of uncertainty analysis is to define the uncertainty in the elements of 
vector v that results from uncertainty in the elements of vector z [131] , [128]. 
Sensitivity analysis is a typical adjunct to uncertainty analysis, which aims to establish 
how the uncertainty in individual elements of z has an effect the uncertainty in the 
elements of v [128]. 
 
Figure 4.3 Comparison of Oscillatory Modes in the Test Systems with and without HVDC. 
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h, practically, can be a set of complex functions, which in the power system, can be 
defined as an equation of power system dynamics, and the vectors of input and output 
variables (z  and v) are contain a large amount of elements [128],[131]. 
The uncertainty analysis of probability theory can be achieved by determining of the 
probability distribution function (PDF) of the output variables (v). The acquired results 
the function and the PDFs describe the probability space of the input variables (z) [131]. 
4.4.2 Probabilistic Techniques for Small-disturbance Stability Analysis 
Small-disturbance stability relates to the ability of a power system to maintain 
synchronous operation when it is subjected to small disturbances occurring 
continuously throughout the operation process [167],[11]. When the power system 
model is linearized and the eigenvalues of the state matrix are calculated, it is possible 
to identify the system modes of oscillation. Naturally, in large power systems, inter-
area, low-frequency and electromechanical oscillations are typically the least damped, 
most persistent modes, which dominate post-disturbance system behaviour and 
therefore represent the critical modes in the system. Deterministic, conventional, small-
disturbance stability analysis illustrates and characterizes these modes. Probabilistic 
small-disturbance stability analysis incorporates system uncertainties, for instance, in 
system loading or power generation from renewable energy sources in small-
disturbance stability assessment for the production of statistical distributions of critical 
modes which describe the behaviour of uncertain power systems more accurately [167].  
Probabilistic small-disturbance stability analysis has various efficient estimation 
methods [167], [168], [10].  A short theoretical background to several of the efficient 
and frequently used methods is presented in this section, which are explored further and 
their application demonstrated in successive sections. It is assumed that in all cases the 
uncertain parameter set is known and that probability density functions are completely 
detailed for each uncertain input parameter. 
For raw moments, standardized moments and central moments of distributions reference 
is made all through this section [167]. 
The definitions below relate to a random variable containing a PDF [167], [169]. 
The n
th
 order raw moment ∝𝑛
𝑥  is represented as: 
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∝𝒏
𝒙= ∫ 𝒙𝒏
∞
−∞
𝒇(𝒙)𝒅𝒙 
(4. 17) 
The first raw moment is the mean [167]. 
While the n
th
 order central moment 𝜷𝒏
𝒙  is represented as: 
𝜷𝒏
𝒙 = ∫(𝒙 − 𝝁𝒙)
𝒏
∞
−∞
𝒇(𝒙)𝒅𝒙 (4. 18) 
The second central moment is the variance. 
The n
th
 order standardized moment 𝝍𝒏
𝒙  is represented as: 
𝝍𝒏
𝒙 =
𝜷𝒏
𝒙
𝝈𝒙
𝒏 (4. 19) 
While the third and fourth standardized moments are the measures of skewness and 
kurtosis of the distribution, in that order. 
4.4.3 The Monte Carlo Method 
The use of Latin hypercube sampling constitutes part of a procedure, which is often 
called a Monte Carlo procedure for the propagation of uncertainty. The effectiveness of 
Monte Carlo method in the assessment of uncertainties has been determined in different 
engineering fields [131], [128] and it is suitable for studying complex large-scale power 
systems with high dimensional space of input random variables, this is a suitable 
procedure. The most important idea here is to draw random samples of system states for 
the approximation of the arithmetical properties of the system eigenvalues. 
For each input set, they are generated at random by applying the MC approach, there is 
performance of  deterministic study which has a, modal identification, load flow, system 
linearization and eigenvalue analysis,  for the calculation of the particulars of critical 
system modes  [167]. By increasing the number of samples, this increases the 
probability that the distribution of output variation is an accurate representation of the 
true variation. Consequently, it is necessary to run large numbers of full deterministic 
studies, which can limit the application of the MC method when performing 
probabilistic studies on large uncertain power systems. For, many sample data a huge 
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computational effort may be required in order to obtain reliable estimates. As a result, 
Monte Carlo method may become prohibitively time consuming [167].  
The overall structure of the MC based small signal stability analysis is presented in 
Figure 4.4. The initial stage of the scheme is the generation of a random number and 
then a loop of random input variables, load flow and calculation of the system 
eigenvalues, which is followed by the last stage of analysis of eigenvalues [130]. 
A random number is required for the first stage in order to provide uniform distribution. 
The probabilistic models of input variables for subsequent power system analysis must 
be built as realistic as possible in order to guarantee the accurateness of MC simulation. 
This process repeats for a particular number (n) of cycles. This number is usually 
determined as no significant statistical variations of the results can be observed [140, 
170]. 
Finally, the statistics of the system parameters, including the damping ratios and 
eigenvalues, are calculated with the outcomes stored from the preceding stage. Further 
studies of topics related to stability can be performed based on the consequential 
statistics [130]. 
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4.4.4  Point Estimated Method 
There are several point estimated methods (PEMs) that have been developed, which 
provide a variety of levels of application regarding probabilistic power system research 
[167], [168]. 
 
Figure 4.4 Flowchart of Monte Carlo Based Small Signal Analysis [130] 
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All PEMS have the purpose of computing the moments of the system output that is a 
function of uncertain input variables and with the application of diverse expansion 
techniques, the distribution can consequently be established.  
The PEM techniques applied in this study are taken from [167], [171] and have been 
shown to be effective when it comes to probabilistic load flow studies in [172]. These 
approaches cannot be used with correlated system uncertainties but rather, with 
symmetric or asymmetric variables. There are other PEM approaches and given that 
input correlation is required, diverse PEM methods like [173], [174] might be more 
appropriate although they can sacrifice the efficiency and accuracy. PEM variants have 
been established in [171], where there is the necessity of km or km+1 full deterministic 
study (and k is a positive integer) and they rely on the allocation of input uncertainties. 
Taking into consideration the input uncertainties with Gaussian distributions in this 
study, the 4m+1 PEM variants is examined. The brief details of PEM are presented 
below, and full details are given in [171] and [172]. 
There is a requirement of deterministic studies at km or km+1 for separate operating 
points, termed concentrations. The k
th
 concentration is a pair with a location 𝜸𝒋,𝒌 and an 
associated weight value 𝒘𝒋,𝒌. This location represents for the k
th
 value that the variable 
𝜸𝒋 will take during full deterministic studies. 
Only one input variable is varied at a time for PEM deterministic studies, and the 
remaining uncertainties in Γ take their mean values 𝝁𝜸𝒋. For this reason, only one km 
deterministic study needed, i.e. k variations of each m uncertain inputs. For the km+1 
PEM variants, a further deterministic study is completed with all uncertainties at their 
mean values [167] . 
The locations are determined by: 
𝜸𝒋,𝒌 = 𝝁𝜸𝒋 + 𝜻𝒋,𝒌𝝈𝜸𝒋 (4. 20) 
where, 𝝁𝜸𝒋 and 𝝈𝜸𝒋 are the mean and standard deviation of the j
th
 uncertain parameter 
𝜸𝒋,𝒌, and 𝜻𝒋,𝒌 is the standard location [167]. 
For the determination of the weights and the standard locations the following nonlinear 
equation must be solved [171]. 
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∑𝒘𝒋,𝒌
𝑲
𝒌=𝟏
=
𝟏
𝒎
 
(4. 21) 
∑𝒘𝒋,𝒌
𝑲
𝒌=𝟏
(𝜻𝒋,𝒌)
𝒏 = 𝝍𝒋,𝒋
𝜸     𝒏 = 𝟏,… , (𝟐𝒌 − 𝟏) 
In Equation (4. 21),𝝍𝒋,𝒋
𝜸   is the nth standardized moment of the nth uncertain parameter 𝜸𝒋  
[171]. Based on standard definitions 𝝍𝒋,𝟏
𝜸
=0, 𝝍𝒋,𝟐
𝜸
=1, 𝝍𝒋,𝟑
𝜸
 is the skewness, and 𝝍𝒋,𝟒
𝜸
 is 
the kurtosis of 𝜸𝒋. 
Equation (4. 21) can only be analytically solved where k=2. For k >2, numerical 
solutions are needed. Full deterministic studies are performed for each concentration at 
the operating point to obtain the value of the system output Y (j,k). These values are 
subsequently combined with the previously determined weight factors by applying: 
𝜶𝒏
𝒀 = 𝑬[𝒀𝒏] ≅∑∑𝒘𝒋,𝒌(𝒀(𝒋, 𝒌))
𝒏
𝑲
𝒌=𝟏
𝒎
𝒋=𝟏
 (4. 22) 
When determining the n
th
 raw moment 𝜶𝒏
𝒀 of the system output Y, the raw moments 𝜶𝒏
𝒀 
are applied to establish the central moment  𝜷𝒏
𝒙  of the system output. If sufficient 
moments are approximated, The PDF of Y can be approximated with the application of 
a suitable expansion. The problem is that as the order of the estimated raw moment 
increases, the accuracy of PEM approaches usually deteriorates [172]. 
 2m Variant: If principally described by low order moments, distributions 
generated using this approach will in that case be more accurate 2m Variant. 
When it comes to the 2m PEM variant, only the first three standardized 
moments 𝝍 
𝜸 of every uncertain input are necessary. The weights and standard 
locations of the uncertain input γ are calculated using [171]: 
𝜻𝒋,𝒌 =
𝝍𝒋,𝟑
𝜸  
𝟐
+ (−𝟏)𝒌+𝟏√𝒎+ (
𝝍𝒋,𝟑
𝜸
𝟐
)
𝟐
 (4. 23) 
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𝒘𝒋,𝟏 =
−𝜻𝒋,𝟐 
𝒎(𝜻𝒋,𝟏 − 𝜻𝒋,𝟐)
     𝒘𝒋,𝟐 =
𝜻𝒋,𝟏 
𝒎(𝜻𝒋,𝟏 − 𝜻𝒋,𝟐)
 (4. 24) 
 4m+1 Variant: For the PEM variant, the standard locations are calculated as the 
roots of the polynomial (4. 25), where the coefficients are found by solving the 
linear equations in [171]: 
𝒇(𝜻) = 𝜻𝟒 + 𝑪𝟑𝜻
𝟑 + 𝑪𝟐𝜻
𝟐 + 𝑪𝟏𝜻 + 𝑪𝟎 (4. 25) 
(
 
 
𝟎 𝟏 𝝍𝒋,𝟑
𝜸 𝝍𝒋,𝟒
𝜸
𝟏 𝝍𝒋,𝟑
𝜸 𝝍𝒋,𝟒
𝜸 𝝍𝒋,𝟓
𝜸
𝝍𝒋,𝟑
𝜸 𝝍𝒋,𝟒
𝜸 𝝍𝒋,𝟓
𝜸 𝝍𝒋,𝟔
𝜸
𝝍𝒋,𝟒
𝜸 𝝍𝒋,𝟓
𝜸 𝝍𝒋,𝟔
𝜸 𝝍𝒋,𝟕
𝜸
)
 
 
(
𝑪𝟎
𝑪𝟏
𝑪𝟐
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) = −
(
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𝜸
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(4. 26) 
 
The weights of which can be determined by solving: 
(
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𝟐
𝜻𝒋,𝟏
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𝟑 𝜻𝒋,𝟑
𝟑 𝜻𝒋,𝟒
𝟑
𝜻𝒋,𝟏
𝟒 𝜻𝒋,𝟐
𝟒 𝜻𝒋,𝟑
𝟒 𝜻𝒋,𝟒
𝟒
)
 
 
(
𝒘𝒋,𝟏
𝒘𝒋,𝟐
𝒘𝒋,𝟑
𝒘𝒋,𝟒
) = −
(
 
 
𝟎
𝟏
𝝍𝒋,𝟑
𝜸
𝝍𝒋,𝟒
𝜸
)
 
 
 (4. 27) 
The  weight value of 𝒘𝟎 can be calculating by: 
𝒘𝟎 = 𝟏 −∑∑𝒘𝒋,𝒌
𝑲
𝒌=𝟏
𝒎
𝒋
 (4. 28) 
Applied in the “+” operating point where all uncertainties take their mean values. 
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4.4.5 Test System 
The efficient estimation methods described in this thesis are illustrated using the four-
machine two area network, taken from Kundur [11], as described in Chapter 3, 
incorporated with an LCC-HVDC model as shown in Figure 4.5 In the modified 
Kundur system, an HVDC link has been added in parallel with an AC transmission 
 
 Figure 4.5 Two-area Test Network Including Embedded VSC-HVDC Line 
 
Figure 4.6 Oscillatory Modes in the Test System. 
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corridor between two areas. All methods and deterministic system studies are performed 
in the MATLAB/Simulink environment and DIgSILENT/Powerfactory. In this study, 
each generator is equipped with an AVR and governor. However, no PSS is installed so 
as to provide better illustration of the inter-area oscillation between the two areas of the 
system. 100MW of active power is transferred by the LCC-HVDC link that connects 
the two areas of the network in a steady state operating condition and all generators are 
represented by full sixth-order models, with system loads being modelled as constant 
impedance Appendix 1. 
The associated eigenvalues layouts regarding the oscillatory modes of this test system 
are presented in a Figure 4.6. This figure shows the electromechanical oscillations that 
are inherent in the two area system and there are three possible modes in this system. As 
it can be seen in this figure, the eigenvalue which has positive real part is associated 
with inter-area mode. The oscillatory modes and their information are presented in 
Table 4.11.  
To implement above described methods, the probabilistic distribution of the system 
operating points must be defined. The considered uncertainties are composed for all 
generator outputs (G2,G3,G4), loads (L1, L2) and HVDC active power (Pdc). Since all the 
outputs for the generators have been calculated by the Optimal Power Flow (OPF) 
method, there are a total of three uncertain parameters (L1, L2 and Pdc) in the test system 
being investigated. Loads follow a normal distribution with the nominal operating point 
assumed to represent 80% of maximum system loading. The full loading represents a 
+3σ increase from the mean nominal values μ [10]. The active power of the HVDC is 
uniformly distributed between 100 to 300 MW for this case study. Since in practical 
power systems the behaviour of various loads and generators can be correlated, an OPF 
determines the generators’ output [189]. 
Table 4.11 Oscillatory Modes in Test System 
No. 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
(Hz) 
Damping 
(1/s) 
1 -0.54 6.12 0.97 0.54 
2 -0.54 6.35 1.01 0.54 
3 0.04 2.95 0.47 -0.04 
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4.4.6 Simulation and Results 
 In the first effort probabilistic small signal stability analysis, the sensitivities of the 
eigenvalues from known statistics of some parameters of the system were determined 
[124], [132]. It can be assumed that a multivariable normal PDF can be defined to 
represent the joint PDF of the real parts of the system eigenvalues. According of the 
assumption the probability when all the real parts of the critical eigenvalues lie on the 
left half complex plane is computed using the generalized tetrachoric series [132]. 
The test network displays one inter-area mode and two local modes with damping lower 
than 0.6 as shown in Figure 4.6. The analysis presented here focusses on these three 
modes, which are the critical ones for the system. Specifically, the purpose of the 
simulations is to produce the moments of the damping of this critical electromechanical 
oscillation. 
 Monte Carlo Method 
The Probabilistic Small-disturbance Stability analysis was evaluated by creating 10,000 
distinct operating points using the Monte Carlo (MC) method and Figure 4.7 shows the 
locations of the inter-area mode for the system without WAC. 
The distribution of data values across the data range in terms of damping and the real 
part of the poles are shown in Figure 4.8. Here, histograms a and d relate to the local 
 
Figure 4.7 Probabilistic Inter-area Mode Locations for the Test System 
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mode 1 (mode number1 as shown in Table 4.11), whilst b and e are associated with 
local mode 2 (mode number 2) and figures c and f are related to the inter-area mode 
(mode number 3).   
 Point Estimate Method  
For PEM variants, owing to the large inaccuracy in the estimation of moments above 
only the mean and st.d. are used to generate pdfs for 𝜎𝑐𝑟𝑖𝑡  [167]. Consequently, a 
Gaussian distribution has been used for considered PEM variants [167]. 
 It should be noted that the 4m+1 PEM variant also provides results with low error [167] 
and therefore this method has been used in this study. While the PEM method does not 
impose a parametric distribution for the output, it was found that the estimated moments 
above second order were too erroneous to be included [167]. The modelling of output 
distributions was therefore effectively controlled to Gaussian [167]. 
The Probabilistic Small-Disturbance Stability analysis was evaluated by creating 13 
distinct operating points using the Point Estimated Method (PEM). 
 
Figure 4.8 Histogram of the Distribution for Critical Modes Damping (Upper) and the Real 
Part (Lower) for Modes Numbers 1, 2 and 3 using MC 
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A. Accuracy of Moment Estimation 
The results from the PEM for the calculated selected moments (mean, st.d, skewness, 
and kurtosis) are shown in Table 4.12 and Table 4.13 associated with critical mod 
damping and critical mode real part for two local mods and one inter-area mode, 
respectively.  In this table, the bold text relates to the inter-area mode, whereas the other 
two modes refer to the local modes for each area. For this study, a variation for a level 
of input are equal to 24% at (i.e. 99.7% of input variation is found within 24% of the 
nominal mean values). 
Furthermore from the results collated in Table 4.12 and Table 4.13 it can be observed 
that the PEM is very accurate at estimating the mean value. Regarding the estimation of 
the st.d, it can be seen that this parameter is more variable. The estimation skewness is 
near zero and a similar trend for this has been observed in a previous study [167]  
 
B. Comparison of the Probability Density Function Estimations 
In order to evaluate the estimated moments of 𝜎𝑐𝑟𝑖𝑡, the probability density functions 
(PDF) is also calculated (Figure 4.9).  
The Probability distributions Function (pdfs) and cumulative probability density 
functions (cdfs) using Monte Carlo and the PEM are shown in Figure 4.9 and Figure 
4.10. when uncertain input variation is equal to 24% in the case. In these figures, the 
charts a and d relate to the local mode 1 (mode number1 as a shown in Table 4.11), 
whilst b and e are associated with local mode 2 (mode number 2) and figures c and f 
Table 4.12 Moment of Mode Damping 
Method 
Critical Mode Real Part Moments 
Mean(s
-1
)       
μσcrit 
St.d.(s
-1
)           
ơσcrit 
Skewness             
ψ3
σcrit 
Kurtosis          
ψ4
σcrit 
Monte Carlo 
-0.0018 0.0202 1.0880 7.1980 
-0.5464 0.0753 -1.4423 5.5061 
-0.4866 0.0149 0.7174 3.2221 
PEM (4m+1) 
-0.0073 0.0190 0.0034 2.3125 
-0.5127 0.0484 -0.0548 5.7063 
-0.4761 0.0143 -0.0010 2.5402 
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relate to the inter-area mode (mode number 3). As predicted from the analysis of the 
moments, 4m+1 the PEM variant method good approximately matches the MC-based 
results.  
 
Figure 4.9 PDFs of 𝝈𝒄𝒓𝒊𝒕 and 𝜻𝒄𝒓𝒊𝒕 Produced for 24% Input Certainty for Critical Mode Damping 
(Upper) and Real Part (Lower) for Modes Numbers 1, 2 and 3 
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Table 4.13 Moment of Mode Damping Ratio 
Method 
Critical Mode Damping Moments 
Mean(s
-1
)       
μζcrit 
St.d.(s
-1
)           
ơζcrit  
Skewness             
ψ3
ζcri 
Kurtosis          
ψ4
ζcrit  
Monte Carlo 
0.0004 0.0065 -1.4618 9.2447 
0.0879 0.0129 1.6205 6.2370 
0.0752 0.0026 0.7174 3.1153 
PEM (4m+1) 
0.0020 0.0059 -0.0021 2.8990 
0.0820 0.0079 0.0108 7.0790 
0.0733 0.0024 0.0003 2.5730 
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4.5 Concluding Remarks 
This chapter has presented the fundamental modelling and analysis techniques which 
will be used throughout this thesis. The way in which non-linear power system models 
can be linearized in order to conduct small-disturbance stability analysis was then 
discussed. Finally, the test networks used throughout this research have been 
introduced. 
Also this chapter presents stability analysis of the power system using of a probabilistic 
studies are completed to determine the most likely locations of critical oscillatory 
modes which are then incorporated into the linearized system model. A comparative 
investigation of a two of efficient estimation techniques (Point Estimated Method and 
Monte Carlo) was carried out in order to evaluate their suitability for probabilistic 
small-disturbance stability studies of the test system. This ensures that the probabilistic 
variation in critical system eigenvalues is more accurately accounted for.  
. 
  
Figure 4.10 cdfs of 𝝈𝒄𝒓𝒊𝒕 and 𝜻𝒄𝒓𝒊𝒕 Produced for 24% Input Certainty for Critical Mode Damping 
(Upper) and Real Part (Lower) for Modes Numbers1, 2 and 3 
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Chapter 5  
 
Damping Controller Design 
 
 
 
 
 
 
5.1 Introduction 
The majority of power system simulation packages do not provide the model of the 
system in a mathematical format to the users. Since the model of the system has to be 
available for supplementary controller’s design, in this chapter, the application of a 
system identification method to obtain an equivalent model of it is studied. For the next 
step, the application of the design of the damping controllers is presented. The two 
controllers that have been use in this thesis are modal Linear Quadratic Gaussian 
Control (MLQG) and Modal Predictive Control (MPC). The most context of this 
chapter has been published in [175]. 
5.2 System Linearization and the System Identification Method  
To implement both MPC and MLQG based supplementary POD controller schemes for 
an HVDC link, the model of the system has to be known in advance and for real power 
system networks, an accurate one is hard to obtain. Additionally, the majority of power 
system simulation packages do not provide the model of the system. To obtain a 
linearized model, system identification methods can be employed [176], [177]. This 
method involves constructing mathematical models of dynamic systems from measured 
input-output data. It also linearizes the nonlinear nature of the studied power system 
around an operation point. 
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Figure 5.1. An Overview of the N4SID System Identification Process 
In this research the dynamic model of the test system that has been described in Chapter 
3, and simulations are performed in DIgSILENT/ PowerFactory. The system matrix A 
can be obtained directly from DIgSILENT, although this software cannot provide the 
input B and output C matrices of the linearized state-space directly. Therefore, a system 
identification technique was used to estimate the linear model from the simulated 
outputs in response to appropriate probing signals at the LCC HVDC control inputs. A 
numerical algorithm for the system identification (N4SID) was employed to identify 
system dynamics within this study, which was performed in a MATLAB environment 
and consequently, a link was needed between DIgSILENT and MATLAB. The details 
of this interfacing and linearization are shown in Figure 5.1. 
5.3 Case Study 
The simulated system is the well-known two area four machine system taken from 
Kundur [11] , the schematic of which is provided in Figure 5.2. Each generator is 
equipped with an AVR and governor. However, there is no PSS installed so as to 
illustrate better the inter area oscillation between two areas of the system. 100 MW of 
active power is transferred by the LCC HVDC link, which connects two areas of the 
network in a steady state operating condition. All details about this test system have 
been provided in Chapter 3. 
  
95 
 
5.3.1 Signal Selection and Probing 
Selection of an appropriate probing signal is the most important part in system 
identification. In other words, in order to prepare the necessary data for system 
identification, appropriate inputs and outputs of the system have to be selected. Since 
the POD will be performed by modulation of the HVDC link’s active power set-point, 
the HVDC’s current order signal is considered as the system input signal in the present 
study.  
Different methods for probing signals, such as repeated pulses, band-limited Gaussian 
white noise, Pseudo Random Binary Sequence (PRBS) signals and Fourier sequence, 
have been used in the literature [177] , [178] and [179].  In the current research the 
PRBS signal is employed as an input signal. In order to excite the critical modes 
sufficiently the signal amplitude has to be chosen high enough and this amplitude 
should be chosen carefully to keep the responses within the linearisable zone of the 
operating condition [168]. 
  
Figure 5.2 Schematic of the Two-area Four-machine System Connected with an HVDC 
Transmission Link [11]. 
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The employed PRBS injection signals as inputs for the system identification are shown 
in Figure 5.3. In the present study, a PRBS signal with amplitude of 0.3 was injected 
into the system to create approximately 3 MW change in the output power. It should be 
noted that the main reason for such a minor change in the output of the HVDC is its 
relatively long response time [168]. The output signals can be selected from the state 
observability matrix of the system. These selected signals are limited in number to two, 
in part to reflect the expense and current scarcity of Phasor Measurement Units within a 
 
Figure 5.3 The Injected Signal for System Identification at the HVDC 
Current Set-point 
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Figure 5.4 The Resulting Rotor Oscillations by Injecting a PRBS Signal 
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network and in part to decrease the controller complexity [10]. 
In small networks, suitable signals can also be determined by considering the nature of 
the problem. Since the inter area oscillation is related to the electrical torque of the 
generators in each area, any signal that relates to the electrical torque of the generators, 
i.e. the frequency, the generators rotor speed or the load angle of the voltages, can be 
considered. In addition, inter area oscillations will be strongly affected by the 
transferred active power between the areas. As a shown in Chapter 3, the tie lines active 
power flow, the angular speed of the contributing generators (perhaps more realistically 
the voltage phase angles of the local bus) or frequency difference between the areas give 
a high observability of the inter-area modes and therefore they can be selected as an 
output signal. However, the frequency difference is the better option since its value is 
independent of the system operating point and consequently, the estimated model will 
show more robustness [177]. Hence in this study, the frequency difference between two 
areas is chosen as the system output for system identification. Figure 5.4 shows the 
resulted rotor oscillations by injecting PRBS signal [168].  
5.3.2 Order Selection 
The system can be identified with different formats (state space, transfer function, 
polynomial model, etc.) and various model orders. The author adopted the state space 
format for system modelling [75],[76]. System identification provides model estimation 
with different orders.  Two techniques are used for order selection in this study [168]. 
Table 5.1: Measured and Simulated Model Output Fitness (%) 
Model Order G2 G4  Power Line 5 
20 -40.96 73.78 93.77 
30 63.48 90.47 94.94 
40 66.82 93.77 97.23 
50 45.37 91.4 96.63 
60 63.8 95.45 97.79 
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1- In this method different orders have been tested and for each order the model 
output is compare with the actual system. The accurately of each model are 
shown in Table 5.1 The provided fitness value is used to choose the appropriate 
 
 
 
Figure 5.5 . Comparison of the Identified Models with the Original Model 
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models and one with less order as well as more accurate output will be 
preferable. As shown in Table 5.1, the model with 60th orders has the best 
accuracy, however, with a slight compromise in accuracy the 30th order model 
can also be a good candidate [168]. fitness value is calculated from equation (5. 
1): 
?̅?𝒇𝒊𝒕 = 𝟏𝟎𝟎 [𝟏 −
|𝒚 − ?̂?|
|𝒚 − ?̅?|
] (5. 1) 
where, y is the measured output, ?̂? is the simulated output and ?̅? is the mean of y 
over the simulation period. 
It is strongly recommended to compare the response of the actual and identified 
systems for the same event for validation.  Figure 5.5 compares the response of 
the actual system and selected identified systems to a pulse change in the current 
set-point input of the HVDC current controller. As can be seen, although the 
higher order has more accurate initial condition, it fails to follow the same 
pattern of the actual system response. On the other hand, the 30th order model 
demonstrates a very low frequency oscillation and this low frequency mode in 
the identified model deviates its response [168]. 
2- As a second method, a log of singular values has been chosen to select the most 
suitable system order. The singular value related to order ‘n’ provides a measure 
for n
th
 component contribution of the state vector to the input-output 
 
Figure 5.6 Model Order Selection 
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performance of the model.  The selected model order ‘n’ is one where the 
singular values to the right of n are small compared to those to the left [180].  
Based on Hankel singular values chart (Figure 5.6) the order 8 satisfies this 
condition. 
5.3.3 Model Validation and Reduction  
In order to reduce the size of the controller, the identified system was further reduced to 
6 orders.  
To validate the identified model it was tested against a set of independent input-output 
data generated by DIgSILENT. Figure 5.3 shows the uncorrelated injected signal (red 
line) to produce the validation data. As can be seen in Figure 5.7, the adopted model can 
accurately estimate the obtained data with a fitness value of 99.62%. The fitness value is 
calculated from equation (5. 1). 
In order to test the identified and reduced model the designed supplementary controller 
that will be presented in section 5-5 and 5-6, is tested. It has the same size of the 
provided system and for a high order model, especially in power networks; it is strongly 
recommended to reduce the order of the controller. This can be implemented through 
the following ways: 
1) On the plant model prior to commencing the design procedure;  
 
Figure 5.7 The Response of the Estimated and Actual Model 
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2) On the final controller design after completion of the design process;  
3) Both on the plant model and the final controller design in order to minimize the final 
controller size. 
The frequency responses of the 60
th
 order and the reduced 6
th
 order models are depicted 
in Figure 5.8 and the magnitude of both models shows a good match. Despite there 
being a dramatic change for the phase shift curves, the fact that each 360 degrees of 
phase shift is equivalent to no phase shift, means that the original and reduced models 
also exhibit a perfect match for the phase shift curves [168] .  
5.4 Damping Controller Design 
This section presents the application of the POD controller designs that have been used 
in this thesis. The two controllers which have been used in this thesis are Modal Linear 
Quadratic Gaussian control and Model Predictive Control. For both designed 
controllers, the optimal control theory defines the control signal of a dynamic system 
over a time horizon to minimize a cost function performance. It should be noted that 
these two control schemes were chosen from many other alternative schemes which 
 
Figure 5.8 Frequency Response Comparison of the Original and Reduced 
Models 
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have been described in Chapter 2.  
5.5   Modal Linear Quadratic Gaussian (MLQG) Method 
Linear quadratic Gaussian (LQG) control is considered to be a foundation of modern 
optimal control theory [3]. The LQG scheme employs the following linearised state-
space plant model in the power system [181]: 
?̇? = 𝑨𝒙 + 𝑩𝒖 + 𝜞𝒘 (5. 2) 
𝒚 = 𝑪𝒙 + 𝑫𝒖+ 𝒗 (5. 3) 
where, 
 w : process noise. 
 v : measurement (sensor) noise. 
The LQG scheme employs the linearized state space model of the system to find the 
control input u(t) signal that minimises the quadratic cost function in equation (5. 4): 
𝐉𝐤 = 𝐥𝐢𝐦
𝛕→∞
𝐄∫ (𝐱𝐓𝐐𝐱 + 𝐮𝐓𝐑𝐮)𝐝𝐭
𝛕
𝟎
 (5. 4) 
In this design the objective is to minimize the energy of the controlled output (states’ 
deviation) and the energy of the input signal (control effort). The values of the diagonal 
elements of Q are selected to penalize the corresponding states when deviating from 
their steady-states values. Similarly, the values of the diagonal elements of R are set in 
order to penalize the corresponding system inputs [3]. 
For the LQR problem, the solution of equation (5. 4) can be written in the form of 
standard state feedback law presented in equation (5. 5). The LQR controller gain is 
computed by solving the associated Algebraic Riccati Equation (ARE) as shown in 
equation (5. 7) based on the cost function presented above [168], [177] . 
𝒖(𝒕) = −𝑲𝒙(𝒕) (5. 5) 
𝑲 = 𝑹−𝟏𝑩𝑻𝑿 (5. 6) 
where, K is a constant state feedback matrix and X
TX=≥0 is the unique positive semi-
definite solution of the algebraic Riccati equation (5. 7): 
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𝑨𝑻𝑿 + 𝑿𝑨 − 𝑿𝑩𝑹−𝟏𝑩𝑻𝑿 + 𝑸 = 𝟎 (5. 7) 
For solving the LQR problem all states must be measurable and since in most cases the 
states of the system are not available an observer is required to estimate the unavailable 
ones. Consequently, the LQG, as shown in Figure 5.9, is the combination of an optimal 
LQR state feedback gain with an optimal state estimator (Kalman filter) [168], [177].   
The design of the LQG controller scheme is intricate, especially within large power 
systems. As the weighting factors are affecting states of the system, if these states are 
involved in modes that do not require altering, their damping can be adversely affected. 
Moreover, the indirect access to the targeted modes makes the controller tuning process 
prohibitively complex as the size of the system becomes larger [3, 10]. 
In order to provide direct alteration of the targeted modes without any adverse effect on 
the other modes a re-formulated LQR cost function in terms of modal variables is used 
in the MLQG controller scheme (Figure 5.9). The LQR control problem in the modal 
formulation is shown in equation (5. 8) [3, 10]. 
 
 
Figure 5.9 Standard MLQG Controller Structure 
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𝑱𝒌 = 𝐥𝐢𝐦
𝛕→∞
𝑬∫ (𝐱𝐓(𝐌𝐓𝑸𝒎𝐌)𝐱 + 𝐮
𝐓𝐑𝐮)𝐝𝐭
𝛕
𝟎
 (5. 8) 
where, Qm and R are appropriately chosen weighting matrices such that M is a real 
matrix that provides mapping between system modal variables z and state variables x, 
as in equation (5. 9): 
𝒛(𝒕) = 𝑴𝒙(𝒕) (5. 9) 
The modal variables z are directly related to the system modes and the real 
transformation matrix M is associated with the matrix of right eigenvectors Φ as M = 
Φ−1. It should be mentioned that the weighting matrices Qm and R are diagonal 
matrices. Similar to the LQG scheme, in matrix R, the value of the diagonal elements 
should be set to penalize the corresponding controller’s outputs. Each diagonal element 
of this matrix, (Qm), is directly related to a modal variable zi and consequently, with the 
equivalent mode e
λit
. In the MLQG scheme, the controller solely affects the modes of 
interest, by shifting them to the left in the complex plane, while keeping the locations of 
other modes unchanged.   Additionally, each mode can be moved independently only by 
tuning the value of the corresponding element in the Qm matrix. In this research, the 
tuning process has been implemented using optimization method. Normally, each 
element is tuned to the lowest value which increases damping of the targeted mode 
within the required range and high gain values should be avoided [168], [177].  
In order to design an MLQG controller, selection of the weighting matrices is a critical 
step. The corresponding weights in the Qm matrix to the modes of interest are set to non-
zero while keeping the other elements as zero. The non-zero elements will be tuned to 
achieve being the required range. 
The standard LQG feedback control law can be written as:  
𝒖(𝒕) = −𝑲?̂?(𝒕) (5. 10) 
where, 𝒙 is an estimate of the states x which can be calculated by (5. 11) 
?̇̂? = 𝑨?̂? + 𝑩𝒖 + 𝑳(𝒚 − 𝑪?̂?) + 𝑳𝒗 
(5. 11) 
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where, L is a constant estimation error feedback matrix, which is  obtained by solving 
the Algebraic Riccati Equation (ARE) associated with the cost function described by 
equation (5. 12): 
𝑱𝑳 = 𝑬{∫ (𝒙
𝑻𝑾𝒙+ 𝒖𝑻𝑽𝒖)𝒅𝒕
𝑻
𝟎
}𝑻→⧝
𝒍𝒊𝒎  (5. 12) 
where, W and V are weighting matrices which, in this study, have been tuned using 
Loop Transfer Recovery (LTR) as described in the next section.  
5.5.1 Application of Loop Transient Recovery (LTR)  
As can be seen in Figure 5.9, the combination of an optimal LQR state feedback gain with 
an optimal state estimator (Kalman filter) is used in the LQG controller, which both have 
good individual robustness properties [3, 181, 182]  . Nevertheless, by combining these two 
loops to form the LQG controller, individual robustness properties are lost [3]. A commonly 
used method to recover these robustness properties for designing of LQG is the loop 
transfer recovery (LTR) method. This recovery can be used at either plant input or output 
[3, 183]. The optimal choice of the matrix L in equation (5. 11) is calculated by solving 
the ARE associated with the cost function (5. 12). The weighting matrices W and V can 
be calculated as in equations (5. 13) and (5. 14) [177]: 
𝑾 = 𝜞𝑾𝟎𝜞
𝑻 + 𝒒𝑩𝜽𝑩𝑻 (5. 13) 
𝑽 = 𝑽𝟎 (5. 14) 
where 𝑾𝟎 and 𝑽𝟎 are estimates of the nominal model noise, and 𝜽 is any positive 
definite matrix. 
5.6 Model Predictive Control Method  
In MPC-based controller, the approach first achieves an estimate of the system model’s 
dynamic state. The future behaviour of the system is then predicted and an appropriate 
HVDC power injection selected. To this end, an optimization problem is solved using a 
discrete time linear model of the system and the procedure is repeated at a fixed 
sampling rate [184]. The main difference between the MPC and other optimal control 
schemes, e.g. the MLQG approach, is its ability to take into account the system 
constraints. Moreover, the MPC optimization horizon is finite.  
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Figure 5. 10 represents the MPC block diagram, where, r, u, w, v, y and ȳ represent the 
reference, control, process noise, measurement noise, measured output, and true value 
of the output (controlled variable) signals, respectively. 
5.6.1 MPC Weight Tuning 
The standard MPC Controller Structure is shown in Figure 5. 10. The critical step in its 
design is defining appropriate weights to the input and output variables as well as 
determining the MPC controller parameters. The weighting matrices control the trade-
off between the tracking performance and control effort. Relating weights to the output 
variables determines the flexibility of the controller with regards to reference tracking of 
the weighted signal. Associating higher weights to outputs would result in severe 
tracking of the reference value [82],[168],[177]. 
5.6.2 MPC Parameterization 
The initial step for MPC controller design is determining the value of the following 
parameters: control interval, prediction horizon (P), and control horizon (M). Choosing 
appropriate values for these parameters is a fundamental step in MPC control design, 
for one with ideal parameter values will have less computation effort with maximum 
performance [82]. The MPC controller executes both estimation and optimization 
algorithms. The former is performed to determine an approximate value of the states of 
the system. If all of the states are measured, the state estimation only considers the 
effect of noise on the measurement [82]. A discretized model of the system, equation (5. 
15), is used by the MPC scheme [168], [177]. 
𝑿(𝒌 + 𝟏) = 𝑨𝒙(𝒌) + 𝑩𝒖𝒖(𝒌) + 𝒘(𝒌) 
𝒚(𝒌) = 𝑪𝒙(𝒌) + 𝒗(𝒌) 
(5. 15) 
 
 
Figure 5. 10  Standard MPC Controller Structure 
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where, v(k) is the measurement noise assumed to be a zero- mean one.  
The MPC controller estimates the future outputs using the past and present 
measurements. In the next step, the control moves will be calculated over the prediction 
horizon. This calculation has to be based on both the reference signals and pre-defined 
constraints. Subsequently, only the controller move at the present sampling time is 
applied to the system. And this procedure will be repeated for each sampling time. The 
MPC action at time is achieved by solving the optimization problem shown in equation 
(5. 16) [82], [168],[177]: 
∆𝐮~(𝐤|𝐤), … . , ∆𝐮(𝐤 +𝐌− 𝟏|𝐤)∑ {∑ 𝐰𝐢+𝟏,𝐣
𝐲𝐧𝐲
𝐣=𝟏 (𝐲𝐣(𝐤 + 𝐢 + 𝟏|𝐤) − 𝐫𝐣(𝐤 + 𝐢 +
𝐩−𝟏
𝐢=𝟎
𝟏))
𝟐
+ ∑ 𝐰𝐢,𝐣
∆𝐮∆𝐮𝐣(𝐤 + 𝐢|𝐤)
𝟐𝐧𝐮
𝐣=𝟏 }                                                                  (5. 16) 
∀𝒊 = 𝟎,… . , 𝒑 − 𝟏,
∀𝒋 = 𝟏,…… . . , 𝒏𝒚
{
𝒖𝒋𝒎𝒊𝒏(𝒊) ≤ 𝒖𝒋(𝒌 + 𝒊|𝒌) ≤ 𝒖𝒋𝒎𝒂𝒙(𝒊)
∆𝒖𝒋𝒎𝒊𝒏(𝒊) ≤ ∆𝒖𝒋(𝒌 + 𝒊|𝒌) ≤ ∆𝒖𝒋𝒎𝒂𝒙(𝒊)
 (5. 17) 
∆𝐮(𝒌 + 𝒉|𝒌) = 𝟎,   ∀𝒉 = 𝑴,… , 𝑷 (5. 18) 
where, 𝒘𝒊+𝟏,𝒋
𝒚
 is the weight for output j , 𝒘𝒊,𝒋
∆𝒖 is the rate weight for control signal j at i 
steps ahead from the current step, 𝒓𝒋(𝒊) is the set-point at time step i , k is the current 
step, and ∆𝒖𝒋(𝒌 + 𝒊│𝒌)  is the adjustment of the control signal j at time step k+i based 
on the measurements at time step k. 
5.7 Concluding Remarks 
The everyday increasing demand and consequent increase in transmission lines loading 
is pushing power systems towards the stability boundaries. As a counter measure, 
supplementary damping controllers have to be put in place for increasing the stability 
margin of the operating system. In order to enhance the system’s transient and steady 
state stability, the MLQG and MPC based supplementary power modulation control 
strategies for the HVDC converter has been presented here. The HVDC supplementary 
controller is designed based on the model predictive control technique so as to provide 
improved damping and robust functionality for the system.  
The design process of above mentioned controllers including the weight tuning and 
parameterization of the controller were explained within the chapter. Since the original 
simulation model was developed within DIgSILENT software, using the injected pulses 
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and measurement of the certain output data, an equivalent model was identified in 
Matlab by system identification toolbox.  
The supplementary controllers were designed based on the identified model and the 
reduced order model. The provided controllers is a controller with the approximately the 
size of the network. Since the implementation of such controllers is not recommended 
in practice, the system was reduced using model reduction techniques by preserving the 
main characteristic of the original model. The reduced model was applied for controller 
design.  
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Chapter 6  
 
Application of the Designed Controllers to a Test 
System 
 
 
 
 
 
 
6.1 Introduction 
To enhance the damping of inter-area oscillations in power systems, a model predictive 
control (MPC) scheme as an HVDC supplementary controller for improving AC system 
stability has been designed and implemented in this study.  This chapter also compares 
the performance of MPC with other HVDC supplementary controller strategies for 
improving AC system stability, such as Modal Linear Quadratic Gaussian (MLQG) and 
State Feedback (SF). These three approaches are tested on a two area four machine 
system incorporating parallel HVDC/AC transmission and the results show the superior 
performance of MPC for damping oscillatory modes of the test system.  
It should be noted that the design process including system identification, input and 
output signal selection, system order reduction (which have been presented in the 
previous chapter) and controller tuning for both schemes, has been provided within the 
presented study.  
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6.2 Test System 
The test system presented in this study is the four-machine two area network, taken 
from Kundur, incorporated with an LCC-HVDC model, as shown in Figure 6.1. In the 
modified Kundor system an HVDC link has been added in parallel with an AC 
transmission corridor between two areas. In addition, each generator is equipped with an 
AVR and governor. However, no PSS is installed so as to better illustrate the inter-area 
oscillation between two areas of the system. The full set of the system parameters, i.e. 
the generator, transformer and transmission line parameters, as well as the controller 
settings of the Automatic Voltage Regulator (AVR) and Turbine Governor (TG), are 
given in Appendix A. 100 MW of active power is transferred by the LCC-HVDC link 
that connects two areas of the network in a steady state operating condition. 
System analysis and controller design have been performed within the MATLAB 
environment and dynamic simulations carried out in DIgSILENT/PowerFactory. To 
observe the effect of the supplementary controller on the system, DIgSILENT has been 
linked to MATLAB. 
G1
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G2 Tr2
Local PMU
Bus 3
Cap 3
Line 2
Load 1
Line 3
Line 4
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Line 6
Cap 1 Cap 2
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f1
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Remote or Global 
Measurements
(From Local PMUs)
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Figure 6.1 Schematic Diagram of the Two-area Four-machine System Connected with an 
HVDC Transmission Link 
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The inter-area mode of the system is shown in Table 6.1. As can be seen, this mode is 
unstable and requires additional damping through the use of a supplementary POD 
controller. It is assumed the achieved damping will be adequate if ζ >5%. 
Table 6.1 Electromechanical Mode Properties for Two Area Test System with an 
Embedded LCC-HVDC Link 
Mode Description 
Eigenvalue, 
λ=ơ ± jω 
Frequency 
f (Hz) 
Damping Factor  
 (1/s) 
Mode 1 Local mode -0.54 ± j6.12 0.97 0.54 
Mode 2 Local Mode -0.54 ± j6.35 1.01 0.54 
Mode3 Inter-area mode 0.039 ± j2.951 0.469 -0.0339 
 
6.3 Power Oscillation Damping Control Design Approaches and 
Specification 
For all the considered supplementary HVDC POD controller schemes, the controller 
output is chosen as the HVDC current order signal. This signal is added to the current 
reference set point at the converter station controller of the LCC-HVDC line. All 
controller schemes used in this research require a linearized model of the system to be 
known in advance. To estimate a linearized model of the system at the current operating 
scenario, system identification methods can be employed. The system identification 
method involves constructing a mathematical model of a dynamic system from 
measured input-output data [3]. 
As an initial step for the system identification, appropriate inputs and outputs of the 
system have to be selected. In the present study, the HVDC link current order is 
considered as the system input signal. For the output signal, the frequency difference 
between bus number 3 and 5 is selected to be employed by the system identification 
method. In addition, the PRBS signal is injected into the input point, which along with 
the consequent measured frequency difference is used to construct the system model by 
the system identification method. The calculated order of the system from system 
identification is 60. Since the size of the designed controller is at least equivalent to the 
size of the system, the high order models introduce design complications and 
consequently, practical implementation of such high order controllers is not 
recommended [14]. It is strongly recommended to reduce the order of the controller 
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before and/or prior to the design stage [3]. For the present study, a low order controller 
was designed by reducing the size of the system. Specifically, based on Hankel singular 
values chart, the Schur balanced model reduction [14] technique has been used to 
reduce the 60
th
 order identified plant down to a 6
th
 order equivalent system. The reduced 
model was validated against the original system using bode plots matching within the 
desired frequency range (below 100 Hz). 
6.3.1 SF-Based Damping Controller  
One of the schemes available to increase the damping performance of critical inter-area 
oscillations is the Sate Feedback (SF) controller [13], [14], which is employed in this 
research. This scheme places critical modes at a pre-determined location to ensure the 
settling time of inter-area oscillation modes within the desired value, which is typically 
12-13s for power systems [13], [14], [15]. Because not all the states are available 
usually for a power system model, an observer is needed to estimate those of the system 
from measured outputs. The block diagram of the SF controller is shown in Figure 6.2. 
 
 
Figure 6.2 Feedback Control for Single Input 
In this method, an approximate location of all poles of the system has to be determined 
as a first step and then the new locations have to be selected [75]. Using a ‘place’ 
command in MATLAB a gain matrix is designed to move the eigenvalues of the system 
to their new location.  
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In this study an observer-based SF controller has been designed for the aforementioned 
6
th
 order reduced plant model and two critical modes placed in pre-determined locations 
in order to enhance the damping performance. The “place” command in the Matlab 
Control System Toolbox has been used to compute the controller gain K [75, 76, 184], . 
An observer has been employed to derive the states of the system from the measured 
output and the observer gain for this controller has been calculated to make the observer 
10 times faster than the closed-loop system. The designed state feedback controller 
moves the inter-area lightly damped poles from 0.039+j2.951 (for the system without a 
POD controller) to the new location to provide satisfactory damping. 
6.3.2 MLQG Damping Controller  
The MLQG scheme directly alters the desired modes by assigning a non-zero value to 
the corresponding element within the Qm matrix without the need for calculation of the 
participation factor matrix. The higher weighting value can lead to a larger displacement 
of the targeted mode. Very high values of Qm elements have to be avoided as they create 
instability within the system. As only the ratio of the R and Qm element is important for 
LQR tuning, the unity matrix is assigned to R and the elements of Qm are adjusted. The 
Qm and R are diagonal matrices. The parameters of the design are shown in Figure 6.3. 
To make sure that the applied tuning for the MLQG controller provides the best 
damping performance, a multivariate search algorithm based on the fminunc function in 
Matlab is employed to find appropriate values of Qm and q. The LTR procedure, which 
 
Figure 6.3 Parameters of the Designed MLQG 
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was explained in the section  5.5.1, provides an initial guess for q and the designed 
Kalman Filter limits the performance of the LQR controller when they are combined 
together. 
To achieve a close stabilizing effect of LQR the LTR method is used for optimum 
design of the Kalman filter. As mentioned before, despite the good individual 
robustness properties of both LQR and Kalman filter loops; a combined loop does not 
exhibit this. A widely acceptable method for the robustness recovery is the loop transfer 
recovery (LTR) procedure at either plant input or output [42]. And the former is used in 
this study. Figure 6.4 shows the LTR procedure for 0, 0.1, 1, 10. The measurement 
 
Table 6.2 MLQG Controller Design Parameters 
MLQG design parameters 
Washout time constant  10 s 
Final controller size  6 
WAC output limiter ±5 
weight matrix of output deviations (Q) 1E5 
Weight matrix of control inputs (R) I 
 
 
Figure 6.4  LTR Procedure at Plant Inputs with Various Values of q 
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noise covariance is selected quite low (0.001) to reflect the characteristics of high 
quality PMUs. As shown in Figure 6.4, even for small values of q the LQG controller 
maintains LQR robustness around the desired frequency range of the inter-area modes.  
The detail with regards to designing the MLQG controller is presented in Table 6.2.  
6.3.3 MPC Damping Controller   
For designing the MPC controller, it is recommended to select the control interval such 
that the plant's settling time is minimum 20–30 sampling periods [175]. To reduce the 
computational problem, a sampling time of 0.01 seconds is considered in this study. The 
value of the prediction horizon is 200 samples, and the selected value for the control 
horizon is 5 to set up the controller. The manipulated variable for the current set-point 
of the HVDC is constrained between -5 and 5 kA. Moreover, the measurement noise is 
modelled as white noise with 0.01×I amplitude, where I is the unity matrix. Table 6.3 
shows the selected parameters for tuning the MPC controller, with the final controller 
parameters being illustrated in Figure 6.5. The shown transfer function for the MPC 
scheme is based under the assumption that there is no active constraint, only for 
presentation purposes. The applied controller is a constraint non-linear MPC.  
MPC Controller
Kd=
-0.1668
∆f   ∆I   
+5
-5
 
Figure 6.5  Parameters of the Designed MPC 
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6.4  Nominal Performance of the Designed Controller  
6.4.1 Small Signal Stability Performance of the Controllers 
Eigenvalue analysis is used to compare the nominal performance of the controllers 
within this study. Since the MPC is a non-linear controller, it has been linearized around 
its operating point for assessment of its small signal performance. The achieved results 
from eigenvalue analysis as presented in Figure 6.6 show the MPC controller is more 
 
Table 6.3 MPC Controller Design Parameters 
MPC design parameters 
Prediction horizon 200 
Control horizon 5 
Sampling time 0.01 
Output constraint ±5 
Final controller size  7 
Weights on manipulated variables 0 
Weights on manipulated variable rates 0.04 
Weights on the output signals 2.2 
 
  
Figure  6.6 The System Poles with and without Controllers 
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effective in damping the inter-area mode in comparison with the MLQG and SF 
controller schemes. The damping factor is increased up to 15% for the MPC controller 
compared with 7.8% for the MLQG for the nominal condition. 
6.4.2 Transient Performance of Controllers 
In order to assess the transient performance of the supplementary MPC controller and to 
compare it with the MLQG and SF controllers, the following scenarios have been 
simulated: 1) without any supplementary controller in service (no control) 2) SF 
controller 3) MLQG controller and 4) MPC controller. For all these scenarios, the 
network was subjected to a 100 ms self-clearing three-phase fault at line 4 (large 
disturbance analysis). Simulated results for active power flow on the HVDC link and 
line 3, the speed of generators 2 and 4 as well as the input and output of the control 
system are shown, respectively, in  Figure 6.7 to Figure 6.12. 
Eigenvalue analysis is generally used to evaluate the performance of linear systems. 
However, since the closed-loop system of this study is nonlinear, the transfer function 
does not exist and eigenvalue analysis is not possible. Consequently, to address this 
issue and perform an eigenvalue analysis for all designed controller schemes for 
comparison, the linear state-space model of MPC has been created (assuming there is no 
constraint in the MPC). Clearly, as shown in Table 6.4, the inter-area mode for the test 
system is unstable and needs additional damping through the use of a supplementary 
POD controller. 
Table 6.4  Electromechanical Mode Details for the Test System 
Controlle
r Type 
Mode 
Eigenvalue             
ơ ±  jѡ 
Damped 
Frequen
cy f[Hz] 
Dampin
g Factor,    
ơ(%) 
No POD Inter-area 0.04 ± j 2.95 0.47 -0.08 
SF Inter-area -0.167± j 2.96 0.5355 6.5 
MLQG Inter-area -0.1844± j 2.848 0.5381 7.8 
MPC Inter-area -0.351 ± j 1.031 0.44 15 
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Figure 6.7  Active power Flow on HVDC Link 
 
Figure 6.8  Active Power Flow on Line 3 
 
Figure 6.9  Generator2 Speed 
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Figure 6.10  Generator4 Speed 
 
Figure 6.11  Output Control System Signal 
 
Figure 6.12  Input Control System Signal 
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From the plots and the settling times shown (Table 6.5) it is evident that all the 
supplementary POD controllers are effective at damping oscillations for the test system. 
Furthermore, the MPC controller has the better performance and faster settling time for 
monitored active power flows and generator speeds. Plots of HVDC links (Figure 6.7) 
and the line 3 active power (Figure 6.8) are shown to demonstrate the controller effect 
on the transmitted power between the two areas. These figures show the SF controller is 
less effective at damping the oscillations for the test system at the operating conditions 
compared with MLQG and MPC controllers. As shown in Figure 6.13, the PAC settling 
time for the SF controller is 24.39 and for PDC it is 24.80. In comparison, for the MLQG 
controller the PAC settling time is improved to 23.45 and PDC to 23.35. These results are 
Table 6.5  Settling Time for the Test System 
Controller 
Type 
Settling time(s) 
PAC 
(Line3) 
PDC 
G2 
(Speed) 
G4  
(Speed) 
Δf  (Bus 
3 and 5) 
No POD -- -- -- -- -- 
SF 24.39 24.8 21.7 24 22.85 
MLQG 23.45 23.35 20.86 19.93 14.35 
MPC 18.42 14.22 11.22 12.62 7.318 
 
 
Figure 6.13 Settling Times for Two Area Test System 
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further improved by using the MPC controller to 20.05 for PAC and 22.15 for PDC . 
Furthermore, to verify the performance of the selected controllers on the stability of the 
system, the speed of the generators 2 and 4 of the test system, after the fault clearance, 
are shown in Figure 6.9 and Figure 6.10. The results show that with the MPC-based 
supplementary controller in service, faster damping is achieved compared to the MLQG 
and SF controllers. The reason for the better performance and fast damping of the MPC 
controller is its ability to optimize the objective function while considering the system 
constraints. The output and input signals of the control systems are shown in Figure 
6.11 and Figure 6.12 respectively. 
Figure 6.6 plots system poles with and without controllers. Clearly, adding a controller 
moves the inter-area modes more towards the left hand side of the imaginary axis, 
which is a sign of better stability. The achieved results from eigenvalue analysis show 
the MPC controller is more effective in damping the inter-area mode in comparison 
with the MLQG and SF controller schemes, with the damping factor being increased up 
to 15% for the MPC controller. 
6.5 Assessing the Robustness of the Controllers 
The uncertainty introduced by load and renewable energy variations can dramatically 
change the power system operating condition to the point that the linearized model is no 
longer valid. Consequently, performance of the designed wide area controller can be 
reduced or even introduce an adverse effect on system stability. This necessitates a 
thorough investigation of the controller’s performance over a wide range of operating 
points. In this thesis, the Monte Carlo simulation method has been adopted to assess and 
compare the robustness of the designed wide area controllers [189].  
To implement the Monte Carlo method the probabilistic distribution of system operating 
points must be defined. The considered uncertainties are composed of loads and HVDC 
active power. Loads follow a normal distribution with the nominal operating point 
assumed to represent 80% of maximum system loading and the full loading represents a 
+3σ increase from the mean nominal values μ [185]. The active power of the HVDC is 
uniformly distributed between 100 and 300MW for this case study. Since in practical 
power systems the behaviour of various loads and generators can be correlated, an 
optimal power flow determines generator output [189]. 
  
122 
 
 
 
 
Figure  6.14 Probabilistic Inter-area Mode Locations for No POD Controller (top), 
MLQG Controller (middle), MPC Controller (bottom) 
 
0 0.1 0.2
0
1
2
3
4
5
Damping (1/s)
F
re
q
u
e
n
c
y
 (
ra
d
/s
)
 
 
=5%
=10%
=5%
-1.2 -1 -0.8 -0.6 -0.4 -0.2 0
0
1
2
3
4
5
Damping (1/s)
F
re
q
u
e
n
c
y
 (
ra
d
/s
)
 
 
=5%=10%
-1.2 -1 -0.8 -0.6 -0.4 -0.2 0
0
1
2
3
4
5
Damping (1/s)
F
re
q
u
e
n
c
y
 (
ra
d
/s
)
 
 
=10% =5%
  
123 
6.5.1 Eigenvalue Analysis 
The robustness of controllers was evaluated by creating 2000 distinct operating points 
by the Monte Carlo method. Figure 6.14 shows the locations of the inter-area modes, 
respectively, for the system without WAC and as affected by the MLQG and MPC 
controllers. Almost for half of the scenarios the system is unstable [189]. Whilst the 
MLQG controller is able to shift the inter-area modes beyond the 5% damping line, 
most of the inter-area modes have been located further left to the 10% damping line, as 
can be seen in Figure 6.14. 
6.5.2  Risk of Instability and General Comparison of the Controllers 
In order to further investigate the probabilistic feature of the controllers a boxplot graph 
of the damping of the inter-area mode is provided in Figure 6.15. The tops and bottoms 
of each box are the 25th and 75th percentiles of the data samples, respectively. The line 
in the middle of each box is the sample median and the whiskers extend from the ends 
of the interquartile ranges to 1.5 times the height of the central box measured from the 
top or bottom of the box.  
Despite both controllers achieve a target damping of 5% for the inter-area oscillation; 
the median damping obtained by MPC is almost twice that of MLQG meaning that for 
various operating points the former is likely to provide twice the amount of damping 
provided by the latter. The nonlinear effect of MPC is also observable within this graph 
as it provides various damping for different operating conditions. This is reflected in the 
 
Figure 6.15 Boxplot for the Damping of the Inter-area Mode 
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interquartile range of the MPC boxplot, which is much larger, compared to the MLQG 
and no POD scenarios [189]. 
Also, it can be seen from Figure 6.15 that the risk of instability is down to 
approximately zero when controllers are in place. The risk of instability (ROI) is 
defined as follows: 
𝑹𝑶𝑰 = 𝑷(𝜻 < 𝟎) (6.1) 
where, 𝛇  is the damping of the inter-area mode. 
Table 6.6 provides more information about the extreme points for the damping spectrum 
for local and inter-area modes. The bold text relates to the inter-area mode, whereas the 
other two modes refer to the local modes for each area. Whilst the MLQG controller 
narrowly misses the target of 5% damping for the worst case, MPC can provide 
sufficient damping for all the simulated cases. Since the controller is designed mainly 
focused on damping the inter-area mode, the local modes have not been significantly 
displaced [189]. 
Table 6.6  Damping Ratio and Frequencies of Critical odes 
Different 
Scenarios 
 
No Controller 
 
MLQG 
 
MPC 
  ζ1(%) ƒ1(Hz)   ζ1(%) ƒ1(Hz)   ζ1(%) ƒ1(Hz) 
Normal 
 
-0.08 0.5 
 
7.8 0.5 
 
15 0.44 
 7.7 1.0  7.8 1.0  8 1.0 
 7.3 1.0  7.4 1.0  8 1.0 
Best Damping 
 
1.7 0.6 
 
40.3 0.6 
 
50.5 0.6 
 
15.6 1.0 
 
15.5 1.0 
 
15.0 1.0 
 
8.1 1.0 
 
15.6 1.0 
 
22.4 1.0 
Worst 
Damping  
-7.6 0.4 
 
4.5 0.4 
 
6.6 0.4 
 
7.1 0.9 
 
7.4 0.9 
 
7.0 0.9 
  6.5 1.0 
 
7.1 0.9 
 
6.6 0.6 
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6.6 Concluding Remarks 
This chapter has examined the performance of a wide area supplementary HVDC 
controller, based on the MPC scheme for damping inter-area oscillatory modes. The 
performance of the designed MPC controller was compared to the traditional MLQG 
and SF schemes. For the nominal operating point, the results show that the designed 
MPC controller provides improved damping of electromechanical oscillations when 
compared with the other two schemes. Due to the increasing penetration of renewable 
energy resources into the power system, future power networks will observe highly 
variable energy flows within the transmission network, thus resulting in a greater range 
of operating conditions. Hence, to design the new generation of controllers, the 
acceptable performance of the designed scheme not only needs to be guaranteed for the 
nominal operating point but also it has to be tested for other possible operating 
conditions.  
To show the satisfactory performance and practical applicability over a wide range of 
operating points, a robustness assessment was also performed in this chapter at different 
operating points through employing the Monte Carlo method. The simulated results 
show that the proposed MPC controller significantly damps the critical inter-area mode 
under different operating conditions. From a comparison point of view, the MPC 
scheme not only provides considerably higher average damping among the tested 
operating conditions, but also it outperforms the MLQG scheme in every scenario. 
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Chapter 7  
 
Conclusions and Future Work 
 
 
 
 
 
7.1 Thesis Conclusions 
This thesis has evaluated the improvements to small-disturbance stability that HVDC-
based power oscillation damping control can achieve. In finalizing this research, 
probabilistic methods have been developed, which assess the performance of damping 
controllers and subsequently design controllers that are more robust to variable 
operating conditions. 
It is concluded that: 
1- What the review of past research revealed can be summarized as follows: 
 A comprehensive assessment of the robustness of LCC-HVDC POD 
controllers is currently lacking. Many nominally robust control schemes 
have been published, but these have not been thoroughly tested across 
the wide ranging operating conditions that are typical of modern power 
systems;  
 The Probabilistic Collocation Method requires development for 
implementation on large power systems in order to assess probabilistic 
power system small-disturbance stability with respect to uncertain 
operating conditions efficiently.   
2- The fundamental modelling and analysis techniques used throughout this thesis 
were presented. The way in which non-linear power system models can be 
linearized in order to conduct small-disturbance stability analysis was then 
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discussed. Subsequently, the introduced modal analysis techniques formed the 
basis of the linear POD controller designs. The two controllers (MPC and 
MLQG) have been used throughout the thesis and their impact on system 
stability and performance in the presence of uncertainties assessed. Finally, the 
test networks used throughout this research were described. 
3- The first contribution of this thesis is the stability analysis of power systems 
using a probabilistic approach being carried out to determine the most likely 
locations of critical oscillatory modes, which were then incorporated into the 
linearized system model. This ensured that the probabilistic variation in critical 
system eigenvalues was more accurately accounted for. Both the traditional MC 
approach and the efficient sampling of the PEM method were used to produce 
this probabilistic representation for a realistic power system.  
4- In order to enhance the system’s transient and steady state stability, MPC has 
gained preference over POD due to its functionality and robustness against noise 
and disturbances. However, there has been no research that has assessed its 
robust functionality. Consequently, as a second original contribution of this 
thesis, the robust characteristics of the MPC scheme on power oscillation 
damping were evaluated. To enhance the damping of inter-area oscillations in 
power systems, this researcher designed and implemented an MPC as a HVDC 
supplementary controller for improving AC system stability. Additionally, to 
evaluate the robustness of this method, statistical Monte Carlo simulation was 
employed. Moreover, the application of MPC has also been compared with the 
MLQG and SF schemes to provide a better insight into the robustness of the 
controller’s functionality.  For the nominal operating point, the results show that 
the designed MPC controller provides improved damping of electromechanical 
oscillations when compared with the MLQG and SF schemes. Also, the 
simulated results show that the proposed MPC controller significantly damps the 
critical inter-area mode under different operating conditions. From a comparison 
point of view, the MPC scheme not only provides considerably higher average 
damping among the tested operating conditions, but also, outperforms the 
MLQG scheme in every scenario. 
5- The third and final original contribution of this thesis is developing of a reduced 
model of the GB transmission system within a PSACD/EMTDC platform. The 
performance of the developed system was compared and confirmed using a 
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DIgSILENT model, which was developed by the National Grid. The results 
show that both models respond similarly to the three phases of ground fault, 
although there are slight differences in the transient period and post-fault, which 
might be due to numerical solving issues in the control system that are related to 
the different solvers used in the two software tools. Nevertheless, the results 
show, in terms of active and reactive power flow, that both software tools 
provide similar results. 
7.2 Future Work 
The work presented in this thesis has achieved all of the research aims that were initially 
defined.  
The performance of a wide area supplementary HVDC controller, based on the MPC 
scheme for damping inter-area oscillatory modes has been examined. Moreover, the 
performance of the designed MPC controller was compared to the traditional MLQG 
scheme. Regarding the nominal operating point, the results show that the designed MPC 
controller provides improved damping of electromechanical oscillations when compared 
with an MLQG scheme.  
Due   Owing to the increasing penetration of renewable energy resources into the power 
system, future power networks will experience highly variable energy flows within the 
transmission network, which will result in an increasing range of operating conditions. 
Hence, to design the new generation of controllers, the acceptable performance of the 
designed controller scheme not only needs to be guaranteed for the nominal operating 
point, but also, it has to be tested for other possible operating conditions.  
To demonstrate satisfactory performance and practical applicability over a wide range 
of operating points, a robustness assessment was also performed at different operating 
points, obtained by the Monte Carlo method. The simulated results show that the 
proposed MPC controller significantly damps the critical inter-area mode under 
different operating conditions. From a comparison point of view, the MPC scheme not 
only provides considerably higher average damping among the tested operating 
conditions, but also, it outperforms the MLQG scheme in every scenario. Nevertheless 
there are a number of areas where this work could be extended in order to develop the 
ideas and methods that have been established further. 
Further research proposed for continuation of this work includes the following: 
  
129 
 Developing of test system to the realistic system by adding the FACTS devises 
such as wind turbine  
 Probabilistic analysis to investigate the impact of stochastic uncertainty of grid-
connected wind generation on power system small-signal stability 
 Investigating of online controller tuning using the PEM method 
 Improving the reduced model of the GB system by adding the HVDC 
 Investigating of a probabilistic analysis of small-signal stability on a reduced 
model of the GB system  
 Investigating the performance of MLQG and MPC controllers on a reduced 
model of the GB system 
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Appendix A  
 
The Generator, Transformer and Transmission Line 
Parameters of the Two-area Test System 
 
Figure A. 1 Schematic of the Two-area Four-machine System Connected with an 
HVDC Transmission Link. 
A.1 Generators Parameter: 
 
Table A. 1 Synchronous Machine Parameters of G1, G2 and G3 and G4 * 
No. of Generator 1 2 3 4 
Rotor type 
Round 
Rotor 
Round 
Rotor 
Round 
Rotor 
Round 
Rotor 
Inertia time constant H (rated to Sgn) 6.5 6.5 6.5 6.5 
Mechanical damping 0 0 0 0 
Stator resistance ra 0.0025 0.0025 0.0025 0.0025 
Stator leakage reactance xl 0.2 0.2 0.2 0.2 
Synchronous reactance xd d-axis 1.8 1.8 1.8 1.8 
Synchronous reactance xq q-axis 1.7 1.7 1.7 1.7 
Transient reactance xd’ d-axis 0.3 0.3 0.3 0.3 
Transient reactance xq’ q-axis 0.55 0.55 0.55 0.55 
Sub-transient reactance xd’’ d-axis 0.25 0.25 0.25 0.25 
Sub-transient reactance xq’’ q-axis 0.25 0.25 0.25 0.25 
Transient time constant Td0’ d-axis 8 8 8 8 
Transient time constant Tq0’ q-axis 0.4 0.4 0.4 0.4 
Sub-transient time constant Td0’’ d-
axis 
0.03 0.03 0.03 0.03 
Sub-transient time constant Tq0’’ q-
axis 
0.05 0.05 0.05 0.05 
*P. Kundur, Power System Stability and Control. London: McGraw-Hill, Inc., 1994. 
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Table A. 2 Power Generation Conditions of G1, G2 and G3 and G4. 
Gen 
Bus 
type 
Rated power 
(MVA) 
Nominal voltage 
(L-L kV) 
Active power 
output 
Reactive 
power output 
Terminal 
voltage 
(p.u.) 
1 SL 900 20 750 185 1.03 
2 PV 900 20 700 235 1.01 
3 PV 900 20 719 176 1.03 
4 PV 900 20 700 202 1.01 
 
A.2 DC exciter 
 
Figure A. 2 Block Diagram of DC Exciter of G1, G3 and G4 
 
Table A. 3 Parameters of DC Exciter. 
1 Transducer filter time constant Tr 0.02 second 
2 Voltage regulator gain Ka 20 p.u. 
3 Voltage regulator time constant Ta 0.005 second 
4 Filter derivative time constant Tc 3.1 second 
5 Filter delay time constant Tb 40 second 
6 Exciter time constant Te 0.05 second 
7 Exciter constant Ke 0.5 p.u. 
8 Stabilization path gain Kf 0.01 p.u. 
9 Stabilization path time constant Tf 0.3 second 
10 Saturation factor 1E1 3.9 p.u. 
11 Saturation factor 2Se1 0.0001 p.u. 
12 Saturation factor 3E2 5.2 p.u. 
13 Saturation factor 4Se2 0.001 p.u. 
14 Maximum voltage regulator output Vmax 5 p.u. 
15 Minimum voltage regulator output Vmin -5 p.u. 
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Figure A. 3 Block Diagram of Static Exciter of G2. 
 
Table A. 4 Parameters of Static Exciter. 
1 Transducer filter time constant Tr 0.01 second 
2 Voltage regulator gain K 200 p.u. 
3 Voltage regulator time constant Te 0.05 second 
4 Transient gain reduction time constant Ta 1 second 
5 Transient gain reduction time constant Tb 10 second 
6 Maximum voltage regulator output Vmax 3 p.u. 
7 Minimum voltage output Vmin -3 p.u. 
 
A.3 Governor Parameter 
 
 
Figure A. 4 Block Diagram of Speed Governor of G1, G2, G3 and G4. 
 
Table A. 5 Parameters of Speed Governor. 
1 Governor gain K 50 p.u. 
2 Servo time constant Ts 0.1 second 
3 Transient gain time constant T3 0 second 
4 HP turbine time constant Tc 0.5 second 
5 Time constant to set HP ratio T4 1.25 second 
6 Reheat time constant T5 5 second 
7 Maximum power Pmax 1 p.u. 
8 Minimum power Pmin 0 p.u. 
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A.4 Transformer 
 
Table A. 6 Transformer Parameters. 
No. of Generator 1 2 3 4 
Rated power (MVA) 900 900 900 900 
Rated voltage (HV) 230 230 230 230 
Rated voltage (LV) 20 20 20 20 
Short circuit voltage (positive Sequence %) 15 15 15 15 
Short circuit voltage (zero Sequence %) 3 3 3 3 
Winding connection (HV) YN YN YN YN 
Winding connection (LV) YN YN YN YN 
 
A.5 Transmission line 
 
Table A. 7 AC Transmission Line Parameters. 
No. of line 1 2 3 4 5 6 7 8 
Rated voltage 
(L-L kV) 
230 230 230 230 230 230 230 230 
Length (km) 25 10 110 110 110 110 10 25 
Resistance 
(Ohm/km) 
0.0529 0.0529 0.0529 0.0529 0.0529 0.0529 0.0529 0.0529 
Reactance 
(Ohm/km) 
0. 529 0. 529 0. 529 0. 529 0. 529 0. 529 0. 529 0. 529 
Susceptance 
(s/km) 
3.3075 3.3075 3.3075 3.3075 3.3075 3.3075 3.3075 3.3075 
 
Table A. 8  DC Transmission Line Parameters. 
Dc transmission line 1 
Rated DC voltage (kV) 56 
Rated current (kA) 3.6 
Length (km) 200 
Line type Overhead line 
Resistance (Ohm/km) 0.0075 
Inductance (mH/km) 1 
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A.6 Rectifier control 
 
Figure A. 5 Rectifier’s α Control for Constant Current. 
 
Table A. 9 Parameters of Rectifier Control. 
1 Current reference for current control 1.8 kA 
2 Proportional gain Kp 0.001 p.u. 
3 Output gain Ko 1.0 p.u. 
4 Rectifier time constant Tf 0.001 Second 
5 Integral gain Ki 0.01 p.u. 
6 Minimum firing angle αmin 5 degree 
 Maximum firing angle αmax 90 degree 
 
A.7 Inverter control 
 
Figure A. 6 Inverter’s β Control for Constant Voltage. 
 
Table A. 10 Parameters of Inverter Control. 
1 Voltage reference for voltage control 1.0 p.u. 
2 Proportional gain Kp 0.001 p.u. 
3 Output gain Ko 1 p.u. 
4 Rectifier time constant Tf 0.001 Second 
5 Integral gain Ki 0.01 p.u. 
6 Minimum advance firing angle βmin 30 degree 
7 Maximum advance  firing angle βmax 90 degree 
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A.8 Load 
 
Table A. 11 Load Data. 
Load Active power (MW) Reactive power (MVar) 
Load 1 967 100 
Load 2 1667 100 
The active load is modeled as 50% constant and 50% constant impedance. 
The reactive load is modeled as constant impedance. 
 
Table A. 12 Shunt Capacitors. 
No. of 
Capacitor 
Nominal 
voltage 
(kV) 
Connected 
bus 
Reactive 
power output 
(MVar) 
Minimum 
output 
(MVar) 
Maximum 
output (MVar) 
1 230 3 189.88 100 600 
2 230 5 341.61 50 500 
3 230 
Rectifier AC 
terminal 
118.67 0 125 
4 230 
Rectifier AC 
terminal 
122.00 0 125 
 
