Abstract. We compute the representation zeta functions of some finitely generated nilpotent groups associated to unipotent group schemes over rings of integers in number fields. These group schemes are defined by Lie lattices whose presentations are modelled on certain prehomogeneous vector spaces. Our method is based on evaluating p-adic integrals associated to certain rank varieties of matrices of linear forms.
Introduction
Let G be a finitely generated torsion-free nilpotent group (or T -group, for short). The representation zeta function of G is the Dirichlet series
where r n (G) denotes the number of twist-isoclasses of complex n-dimensional irreducible representations of G and s is a complex variable. If K is a number field with ring of integers O and G is a unipotent group scheme over O, then G(O) is a T -group and ζ G(O) (s) has an Euler product indexed by the non-zero prime ideals of O:
where ζ G(Op) (s) is the zeta function enumerating twist-isoclasses of continuous irreducible representations of the pro-p group G(O p ); see [11, Proposition 2.2] . General properties of representation zeta functions of the form ζ G(O) (s) were studied in [11] . In particular, it was shown there that for all but finitely many p the factors of the Euler product (1.1) are rational functions in q −s , where q = |O/p|. Almost all of the Euler factors may be expressed in terms of p-adic integrals associated to rank varieties of matrices of linear forms; cf. [11, Corollary 2.11] . In general, computing these integrals is a hard problem. In [11, Theorem B] we computed the representation zeta functions for three infinite, explicitly described families. One motivation for these computations was the idea to construct and study T -groups through presentations modelled on prehomogeneous vector spaces (PVSs) and their relative invariants. Indeed, the study of p-adic integrals associated to the relative invariants of PVSs has a comparatively long history; see [4] and [7] for details. These integrals also served as test cases for a number of far-reaching conjectures and explicit formulae for many such integrals are known.
In the current paper as well as in [11, Theorem B] , we consider T -groups which are groups of rational points of unipotent group schemes defined in terms of certain Z-Lie lattices. The latter are defined by (antisymmetric) matrices of linear forms designed such that their Pfaffians equal, or are closely related to, the relative invariants of PVSs.
The unipotent group schemes F n,δ , G n , H n defined in [11, Definition 1.2] are modelled on the first three types of irreducible PVSs listed in the appendix of Kimura's book [7] ; see also [7, Examples 2.1, 2.2, 2.3]. For these three infinite families, we established connections between the p-adic integrals associated to relative invariants of the PVSs and the representation zeta functions of the associated groups; see [11, Section 6] .
In the present paper we compute the representation zeta functions of certain T -groups connected to PVSs of the form (Sp m × GL 2n , Λ 1 ⊗ Λ 1 , V (2m) ⊗ V (2n)), defined in [7, Example 2.13], for m ∈ {1, 2} and n = 1. Note that our use of m and n is opposite to that of Kimura but consistent with Igusa [6, p. 165] . As Kimura explains, for m = n these PVSs are special cases of the class of PVSs described in [7, Example 2.1] and the cases where m > n > m/2 are (castling) equivalent to those where m ≥ 2n ≥ 2, so one may restrict to the latter. Our construction only requires m ≥ n ≥ 1. For m ≥ 2n ≥ 2 the PVSs are irreducible, of type (13) in Kimura's list. After the PVSs of types (1), (2) and (3), type (13) is the first in Kimura's list to comprise an infinite family of PVSs.
We now give details of our constructions.
be the structure matrix of the standard non-degenerate symplectic form on Z 2m , viz. the matrix (a ij ) with a 2i−1,2i = 1 and a 2i,2i−1 = −1 for 1 ≤ i ≤ m and all other entries equal to zero. The relative invariant of the relevant PVS is the homogeneous polynomial
of degree 2n, where Pf denotes the Pfaffian of an antisymmetric matrix. Ideally, we are looking to define an antisymmetric matrix of linear homogeneous forms whose Pfaffian is equal to f . If m = n, then f (Y 0 ) = det((Y ij )) and the matrix
has the desired property. In the general case m > n, we have not been able to find such a matrix, and it is conceivable that none exists. Instead we consider a matrix whose Pfaffian is very close to f . More precisely, let Y be a variable, Y = (Y, Y 0 ), and define
This Lie lattice in turn defines a unipotent group scheme Q m,n over Z via the Hausdorff series; cf. [ 
.
The zeta function
has abscissa of convergence 5 and meromorphic continuation to the whole complex plane.
Corollary 1.4. The zeta function ζ Q 2,1 (O) (s) has abscissa of convergence 6 and meromorphic continuation to {s ∈ C | Re(s) > 7/2}.
Our earlier result [11, Theorem B] comprises an explicit computation of the representation zeta functions of infinite families of groups. Its proof is based on a recursive procedure, exploiting the genericity of various matrices of linear forms encoding presentations of the relevant Lie lattices. In the present case, the matrices R(Y) do not seem to lend themselves to a similar recursive analysis. This is why we resort to an explicit analysis of p-adic integrals associated to the relevant rank varieties.
We remark that the uniformity of the analytic invariants determined in Corollaries 1.2 and 1.4, viz. their independence of O, is a general feature of representation zeta functions of T -groups obtained from unipotent group schemes; cf. [3] for details.
1.1. Topological representation zeta functions. In [10] , Rossmann introduced the topological representation zeta function ζ G,top (s) associated to a unipotent group G defined over a number field. This is a rational function in a parameter s which, in a certain precise sense, captures the behaviour of the local representation zeta functions ζ G(Op) (s) associated to G in the limit as 'q → 1'; cf. [10, Definition 3.5] . Informally, the topological representation zeta function of G is the leading term of the expansion in q − 1 of the local representation zeta functions ζ G(Op) (s). Given the explicit formulae in Theorems 1.1 and 1.3 it follows easily that
and ζ Q We record here an observation that might help explain the "exceptional" factor in the numerator in Theorem 1.3 in such Coxeter group theoretic terms. We write B m for the Coxeter group of signed m × m-permutation matrices, ℓ(w) for the Coxeter length of an element w ∈ B m , and D(w) for its (right) descent set; cf. [2, Section 8.1] for details. Set
By [11, Lemma 4.4] , this means that, in Q(q, t),
for n ∈ N and I ⊆ {0, 1, . . . , n − 1}. Specifically,
The contribution to the topological representation zeta function ζ Q 2,1,top (s) from the factor (1.4) is
, there is a similar interpretation of a factor in Theorem 1.1 in terms of B 1 ( ∼ = C 2 ):
The contribution to the topological representation zeta function ζ Q 2,1,top (s) from the factor (1.5) is s−2 s−3 . Note that the identities (1.4) and (1.5) are interpretations of our explicit formulae for the respective local zeta functions. Any a priori proofs for these formulae seem likely to yield proofs of Theorems 1.1 and 1.3 which are much less arduous than the p-adic computations that make up the bulk of the current paper. Whether analogous identities help to explain the remaining factors and the (presumably involved) formulae for the zeta functions ζ Qm,n(o) (s) for further values of m and n is therefore an interesting open question.
1.3. Organisation and notation. Section 2 comprises a number of elementary preliminary lemmas. In Section 3 we compute ζ Qm,n(o) (s) in the case (m, n) = (1, 1). In Section 4 we do the same for (m, n) = (2, 1), this case being substantially more involved.
We fix some additional notation. Let N denote the set of positive integers and N 0 = N ∪ {0}. Let v be the valuation on o and for x ∈ o, let |x| = q −v(x) denote the p-adic absolute value. For d ∈ N we write p d for the dth power of the ideal p and
We write o × for the group of units of o and ̟ for a fixed uniformiser of o. We set
and A d for a fixed set of representatives of the residue classes under the reduction mod p map 
. . , f n (Y)} we will often write f 1 (y), . . . , f n (y) for H(y) .
1.4.
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Auxiliary lemmas
This implies that
whence the expression for the Pfaffian.
Lemma 2.2. The following identities hold in the field Q((a, b, c)):
Proof. For (1), just observe that
For (2), first consider the case X ≤ Y and let Y = X +Ỹ withỸ ∈ N 0 . Then
Next, consider the case X > Y and let
To prove (3) we make the change of variables
Moreover, setting X = Y ′ + X ′ , for X ′ ∈ N, we obtain, using (1) , that
We conclude that
Hence, by (2.1) and (2), we obtain
Key tools in our computations are p-adic integrals associated to polynomials or polynomial mappings, known as Igusa's local zeta function; see [4] for a basic introduction. We will use the following simple fact throughout: for s ∈ C with Re(s) > 0,
Here -and, mutatis mutandis, in the sequel -we write µ for the additive Haar measure on o normalised such that µ(o) = 1. This implies that µ(p) = q −1 .
The following identities involving p-adic integrals and rational functions are understood as identities of meromorphic functions. The relevant integrals all converge provided the real parts of their arguments are sufficiently large.
we obtain, using Lemma 2.2 (2),
, and the lemma follows.
Lemma 2.4.
Proof. This is very similar to the proof of Lemma 2.3, but uses Lemma 2.2 (3).
3. The zeta function of
Let m = n = 1 and recall the notation from Sections 1 and 2. In this case
One readily computes that 
where ρ, τ ∈ C. More precisely,
The integral Z o (ρ, τ ) is a special case of (2.8) in [11, Section 2.2.3] for the case v = 0 and u = 2. Since F 0 (y) = F 1 (y) = 1, we obtain
where
In the following we compute each of the integrals I D 1 and I D 2 in turn.
3.1. Computation of I D 1 . Clearly
Recall the notation A 0 d from Section 1.3 and set, for z ∈ A 0 4 ,
In the sequel we compute each of the integrals I D 1 ,z . It will turn out that it suffices to distinguish three cases. Letz denote the image of z mod p.
3.1.1. Suppose that f (z) ≡ 0 mod p. Then f (y 0 ), x 2ρ = 1 for y 0 ∈ z + p (4) , so 
3.1.3. Suppose finally thatz = 0. In this case,
We make the change of variables
The norm of the Jacobian of this change of variables is q −4 . As f is homogeneous of degree 2,
Write I D 1 ,z = I 1 + I 2 , where
Consider I 1 and make the change of variables x = ̟ 2 x ′ for x ′ ∈ o. The norm of the Jacobian of this change of variables is q −2 . This yields
Thus
Conclusion. Taking the above three cases together and noting that
|{z ∈ A 0 4 | f (z) = 0 mod p}| = | GL 2 (F q )| = q(q − 1) 2 (q + 1),(3.
4) yields
Solving for I D 1 , we obtain
To compute the integral
we write it as I = J 1 + J 2 , where
Next, consider J 2 and make the change of variables y 0 = ̟y ′ 0 for y 0 ∈ o 4 . The norm of the Jacobian of this change of variables is q −4 , whence, using (3.5),
Hence, by (3.6), we get
Conclusion.
With the computations of the two previous sections, equation (3.2) implies that, for
With (3.1) and a direct computation, this completes the proof of Theorem 1.1.
Remark 3.1. As in [11, Section 6] , it is interesting to compare ζ Q 1,1 (s) to the Igusa integral of the relative invariant of the corresponding PVS. By [6, p. 165], with t = q −s ,
We note that the real parts of the poles of ζ Q 1,1 (o) (s) are given by an additive translation of the real parts of the poles of Z 1,1 (s), just as for the groups
The zeta function of Q 2,1 (o)
Let m = 2, n = 1, and recall the notation from Sections 1 and 2. In this case the
Given integers r, s such that 1 ≤ r < s ≤ 4, we write m rs = m rs (Y 0 ) for the 2 × 2-minor of (Y 0 ) ∈ Mat 4×2 (Z[Y 0 ]) indexed by the rth and sth rows. Note that h = m 12 + m 34 .
One readily computes that
By [11, Corollary 2.11] we can compute ζ Q 2,1 (o) (s) in terms of the p-adic integral
The integral Z o (ρ, τ ) is a special case of (2.8) in [11, Section 2.2.3] for the case v = 0 and u = 3. Since F 0 (y) = F 1 (y) = 1, we obtain
In the following we compute each of the integrals I D 1 and I D 2 in turn. We will need to refer to the following determinantal varieties (schemes over Z):
Clearly V 2 is a closed subscheme of V 3 and each fibre of V 2 can be interpreted as the space of 4 × 2-matrices of rank at most 1 over a field. Similarly, each fibre of V 3 can be seen as the space of 4 × 2-matrices or rank at most 1 over a field. It is well known that V 2 has codimension 3.
4.1.
Computation of I D 1 . Note that F 2 (y) = 1 and F 3 (y) = h(y 0 ) 2 as y ∈ o × . Thus
We set, for z ∈ A 0 8 ,
In the sequel we compute each of the integrals I D 1 ,z . It will turn out that it suffices to distinguish three cases.
4.1.1. Suppose thatz ∈ V 3 (F q ). In this case, h(y 0 ), x 2ρ = 1 for y 0 ∈ z + p (8) , so
Near any o-point of V 3 which reduces to a smooth point mod p (i.e, a point away from the origin), we may replace h by the first, say, of eight coordinate functionsỹ ij , where i ∈ {1, . . . , 4}, j ∈ {1, 2}, in the integral (4.3). It may thus be rewritten, using Lemma 2.3, as
4.1.3. Suppose finally thatz = 0. In this case,
Make the change of variables
The norm of the Jacobian of this change of variables is q −8 . Since h is homogeneous of degree 2,
We thus obtain
Conclusion. Taking the above three cases together, (4.4) yields
Lemma 4.1.
Proof. This can be easily proved directly or read off from [8, Proposition 3.1].
Solving (4.5) for I D 1 , we obtain
In the sequel we compute each of the integrals I D 2 ,z . We will distinguish three cases, where the third one will be split further into seven subcases.
4.2.1. Ifz ∈ V 3 (F q ) and y = (y, y 0 ) ∈ p × (z + p (8) ), then |m rs (y 0 )| = 1 for some r < s, and so F 2 (y) = 1. Moreover, |h(z)| = 1, so F 3 (y) = |y 2 |. Thus, using Lemma 2.3,
, then F 2 (y) = 1, as above. Near any o-point of V 3 which reduces to a smooth point mod p (i.e., any point away from the origin) we may replace h by the first, say, of eight coordinate functions y ij , where i ∈ {1, . . . , 4}, j ∈ {1, 2}, in the integral (4.7). Thus, using Lemma 2.4,
4.2.3. Finally we consider the casez ∈ V 2 (F q ), which will itself split into seven subcases. Ifz ∈ V 2 (F q ) and y = (y, y 0 ) ∈ p × (z + p (8) ), then |m rs (y 0 )| < 1 for all r < s. Sincez is a smooth point, we may introduce coordinatesỹ 0 = (ỹ ij ), for i ∈ {1, . . . , 4}, j ∈ {1, 2}, such that the o-points V 3 (o) are given by the vanishing of the coordinate functionỹ 1 :=ỹ 11 , and V 2 (o) is given by the vanishing of the coordinate functionỹ 1 , y 2 :=ỹ 12 andỹ 3 :=ỹ 13 . Note that V 3 has codimension one in A 8 and that V 2 has codimension two in V 3 . Sincez = 0 as z ∈ W 8 (o), there exists at least one y ij such that |y ij | = 1. Thus dµ(x, y,ỹ) =:
We partition the domain of integration p (5) into pieces on which the above integral simplifies. For a = (a 1 , a 2 , a 3 , a 4 , a 5 ) ∈ p (5) , define
That is, M (a) comprises those coordinates where a = max{|a i | | i ∈ {1, . . . , 5}} is attained. Define the following mutually disjoint subsets of p (5) :
We obtain a partition p (5) =˙ 7
i=1 Ω i and a corresponding decomposition
where, for i = 1, . . . , 7, we set
dµ(x, y,ỹ).
We compute each of the integrals I xy, xỹ 1 , xỹ 2 , xỹ 3 , yỹ 1 = xy, xỹ 1 , xỹ 2 , xỹ 3 = |x| · y,ỹ 1 ,ỹ 2 ,ỹ 3 .
Assume now that (x, y,ỹ 1 ,ỹ 2 ,ỹ 3 ) / ∈ Ω 1 , that is, x / ∈ M . Then |x| < y,ỹ 1 ,ỹ 2 ,ỹ 3 , and so
for all 2 ≤ i ≤ 7. We treat these six remaining cases in what follows.
4.2.5. Subcase 2. We have
and, for fixed (X, Y,
We thus get
, we then get
4.2.6. Subcase 3. We have
Since this integral is given by that in Section 4.2.5 by permuting the variables y andỹ 1 , the two integrals coincide, that is, I
3,3
4.2.7. Subcase 4. We have
. 
with I 3
