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Abstract
We present several methods for the maximization of expected prof-
its when households are selected from a mailing list for a direct mail
campaign. The response elicited from the campaign can vary over
households, as is the case with fund raising or mail order selling. The
decisions taken by the household are (a) whether to respond and, in
the case of response, (b) the quantity of response, e.g. the sum donated
or the monetary amount of the order. We jointly model both decisions
and derive a number of proﬁt maximizing selection methods.
We empirically illustrate the methods using a data set from a char-
itable foundation. It appears that modeling both aspects of the re-
sponse yields considerably higher proﬁts relative to selection methods
that are based on solely modeling the response probability.1 Introduction
An important topic in direct marketing is response modeling. It involves
prediction of some measure of customer response. For direct mail, three
kinds of responses can be distinguished, depending on the oﬀer submitted
in the mailing. The ﬁrst kind concerns mailings with ﬁxed revenues (given a
positive reply), like subscriber mailings of a magazine, membership mailings,
and single-shot mailings oﬀering just one product, for example a book. A
second kind concerns mailings where the number of units ordered can vary,
e.g. the number of compact discs ordered by direct mail selling or the
subscription time (a quarter of a year, half a year, a full year) when a
magazine is oﬀered through direct mail. Third, there are mailings with a
response that can take on all positive values. This may involve total revenues
in purchases from a catalog retailer, or the monetary amount donated to a
charitable organization raising funds by mail.
The main purpose of response modeling is to rank the potential targets,
available on a mailing list, from most to least promising, in order to make
a selection. Typically, a test mailing is sent to a relatively small sample of
the mailing list. Then a response model is built linking observed response
behavior to households characteristics. This model is used to predict the
response for the remaining households on the mailing list. By eliminating
the least promising targets of the mailing list, the direct marketing company
can increase its proﬁts. The mailing list is a crucial component in this
process since it has to contain suﬃcient information about the targets like
past purchase behavior and geographic, demographic, and lifestyle variables.
In the recent literature a number of papers have been published that
consider target selection; see e.g. Banslaben (1992), Bult (1993), Bult and
Wansbeek (1995), DeSarbo and Ramaswamy (1994), Magidson (1988), and
Spring et al. (1999). Most of these studies deal with the case of ﬁxed rev-
enues to a positive reply, and hence concentrate on binary choice modeling
methods like CHAID, probit, and discriminant analysis; see Bult and Wans-
beek (1995) for an overview of target selection techniques. Although this
literature recognizes that most direct mail campaigns do not generate sim-
ple binary response but rather household speciﬁc response, it is hard to ﬁnd
publications that take this aspect into account.
Simon (1987), for example, suggests taking the average amount of pur-
chase from a random sample of the customers on the mailing list over a
couple of years, and to use this as the expected value of a potential cus-
tomer. Then the response to a positive reply is considered ﬁxed as yet,
1and the response can be modeled again by a binary choice model. Rao
and Steckel (1995) suggest using an ordinary least squares (OLS) model
to determine the expected revenues, and obtaining the total revenue just
as the expected revenues times the probability of response. However, their
empirical example is just a binary choice model.
Recently, Bult and Wittink (1996) proposed a method to incorporate the
quantity of response. On the basis of the quantity of response in the last
year, households are classiﬁed in segments a priori. Within each segment
the quantity of response is assumed to be this ﬁxed value. Then, for each
segment a binary response model is estimated, which is used for selection.
Note that (1) this approach is only applicable if information on past purchase
behavior is available and (2) it heavily depends on the assumption that this
year’s quantity of response is equal to that of last year.
Another recent model involving response quantity is presented by G¨ on¨ ul
and Shi (1998). Their basic model is a dynamic programming model of the
optimal mailing policy of a ﬁrm that sells through a catalogue to rational
consumers who maximize their utility by deciding whether or not to order.
In the of their paper, they show how this model can be adapted to expand
the consumers’ choice problem to include the monetary value of the pur-
chase. The importance of this model is its combination of two elements,
dynamics and monetary value. However, the possible monetary values are
taken to be discrete and the state space expands with the number of diﬀer-
ent monetary values considered. This implies a heavy computational burden
and the authors abstain from an empirical application.
The purpose of this paper is to present a uniﬁed framework for modeling
household speciﬁc response in order to optimally select households for a mail-
ing campaign. Our framework speciﬁes the relevant decisions taken by the
households. These decisions are (a) whether to respond or not, and, in the
case of response, (b) the quantity of response. As is argued by Courtheoux
(1987), higher proﬁts can be expected when both decisions are modeled. We
present a number of selection methods that take both decisions into account.
An empirical illustration shows considerably higher proﬁts when both de-
cisions are modeled explicitly relative to modeling the response probability
only.
The paper is structured as follows. In section 2 we present four mod-
els that structure both the probability of response and its quantity. For
benchmark purposes, we include a model that neglects diﬀerential quantity
of response. We indicate how these models are used for optimal selection.
We give an empirical application in section 3. Section 4 concludes.
22 The models
Consider a direct marketing ﬁrm that has to make the decision whether
to send a household a mailing or not, given a record of past observations
on background variables, e.g. past expenditures, past donations, income,
leisure interest, collected in a k-dimensional vector x. In case a mailing is
sent to a given household, the proﬁt to the ﬁrm, Π, is given by
Π = AR − c, (1)
where R is the random variable given by
R =
(
1 if the household responds
0 if the household does not respond,
A is the continuous random variable that denotes the monetary value of the
purchases, henceforth called the quantity, and c is the cost of a mailing.
The proﬁt function (1) shows the decisions that have to be made by a
household. The ﬁrst decision is whether to respond or not; this is captured
by R. The second decision, which is made conditional on the ﬁrst one, is
the monetary value of the purchases. This is indicated by A.
There are various ways to model these decisions. We describe a number
of these in increasing order of sophistication, in the following subsections.
We also indicate what these models imply for the optimal selection of house-
holds.
2.1 The probability model
In this simplest model we neglect diﬀerences in the quantity of response
and assume that it is ¯ A, say. We denote the inclination to respond by the
continuous latent variable R∗ that satisﬁes a linear model,
R∗ = x′β + v, (2)
where v ∼ N(0,1), independently from x. Whether there is a response or
not is indicated by the observed dummy variable R that relates to R∗ in the
following way: R = 1 if R∗ ≥ 0 and R = 0 otherwise. Hence the response
probability of a household is
p ≡ P(R = 1|x) = Φ(x′β), (3)
3where Φ(·) is the standard normal integral. So expected proﬁt satisﬁes
EΠ = ¯ Ap − c.
It is optimal to select the households with characteristics x such that ex-
pected proﬁt, which depends on x through p, is positive. To make this
approach operational, we substitute consistent estimators for the parame-
ters. The same remark applies to the other methods to be discussed. In
order to keep the notation simple, we do not make a distinction between
parameters and their consistent estimates in this section.
The probability model is mainly used as a benchmark here. It reﬂects
a commonly employed practice: select a household if the probability of re-
sponse exceeds the ratio of cost to average yield.
2.2 The tobit-1 model
From now on we allow for the quantity of response to vary over households.
The basic distinction between the models is whether A and R are assumed
to be driven by the same structure or by a diﬀerent structure. That is, AR
can be treated as a single variable that depends on x, or A and R can be
treated as separate variables. In the latter case, they still depend on x but
in a diﬀerent way. For example, leisure interest could drive the decision to
purchase a certain product, while income and social class drive the quantity
decision.
If AR is treated as a single variable, then the standard tobit model or
tobit-1 model is appropriate. Let q∗ ≡ AR, then we have




q∗ if q∗ > 0
0 otherwise,
where e ∼ N(0,σ2
e). Instead of observing the latent variable q∗ we observe
the variable q, which is either zero or positive.







Letting φ(·) be the standard normal density, we obtain




4cf. e.g. Heckman (1979). Hence












Again, optimal selection is based on positive values for this quantity.
2.3 The tobit-2 model
From now on we assume that A and R relate to x by a diﬀerent structure. We
specify the following model. We maintain (2), and assume for the quantity
of response:
A = x′γ + u. (6)
For convenience of notation we assume the same x in (2) and (6) but this
is innocuous since the elements of β and γ can a priori be set to zero. The
assumptions on u and v deﬁnes various model speciﬁcations.

















independent of x. The tobit-2 model has been frequently employed in the
econometrics literature for related problems in which there are two deci-
sions to be taken. Applications include job-search (Blundell and Meghir,
1987), insurance claims (Hsiao et al., 1990), charitable donations (Garner
and Wagner, 1991), and sales promotions (Chintagunta, 1993, and Krishna-
murthi and Raj, 1988).
Under the tobit-2 speciﬁcation, the probability of response is given again
by (3), and (5) is replaced by





EΠ = E(A|x,R = 1)p = x′γΦ(x′β) + ρσuφ(x′β) − c (8)
is the basis for the selection under the tobit-2 formulation.
52.4 The basic TPM
With the tobit-2 model, we assume E(u|x) = 0. An alternative assumption
is E(u|x,R = 1) = 0, so now including the conditioning on response. Then
a ≡ E(A|x,R = 1) = x′γ, (9)
which is simpler than (7). The model is called a two-part model (TPM).
Applications of the TPM include medical insurance claims (Duan et al.,
1983) and vacation expenditures (Melenberg and Van Soest, 1996).
There are several reasons why the TPM may be preferred over the tobit-
2 model. First, as was pointed out by Duan et al., 1983, a major advantage
of the TPM over the tobit-2 model is that the two parts can be estimated
separately. In particular, a consistent estimator of γ is obtained by OLS
of A on x. Second, the TPM is far less susceptible of misspeciﬁcation of
the distributional assumptions, as was pointed out by e.g. Hay et al., 1987,
and Manning et al., 1987. This Arabmazar and Schmidt (1982) and Gold-
berger (1981) show that the maximum likelihood estimator of the tobit-1
model suﬀers from a substantial inconsistency under non-normality and het-
eroskedasticity of the error term. If this ﬁnding carries over to the tobit-2
model, which seems plausible, the results from applying the latter model
can only be trusted if the distributional assumptions are correct. Third, the
TPM is robust in the following sense. Duan et al. (1983), Hartman (1991),
Hay et al. (1987), and Manning et al. (1987) show in extensive Monte Carlo
studies that, even if the tobit-2 model is the true model, i.e. if the errors
have a bivariate normal distribution, the TPM works very well.
Now, when the TPM is entertained rather than the tobit-2 model, (8)
has to be replaced by EΠ = ap − c. Hence the value a∗ of a beyond which





which is a hyperbola in the set R ≡ {(a,p)|a ≥ 0,0 ≤ p ≤ 1} of all possible
values of a and p. In order to distinguish this model from the reﬁnement to
be discussed now, we call this TPM case the basic TPM.
2.5 The mixture TPM
A reﬁnement of the TPM is obtained by further exploiting the possibility
that the distribution of the background variables x diﬀers between respon-
dents and non-respondents. Hence, the distribution of x overall is considered
6a mixture of two distributions.Assuming γ to be known (again neglecting
the diﬀerence between parameters and their consistent estimates, and noting
that in the TPM γ is simply obtained by OLS), this amounts to stating that
the distribution of a ≡ x′γ may diﬀer between the two groups. It will then
also diﬀer conditional on p. We bring this out by the notation f1(a|p) for
the conditional density of a for respondents and f0(a|p) for non-respondents





When the distribution of a in both groups coincides, λ(a,p) = 0.
Now, let ˜ a some ﬁxed value of a and consider a small set E(˜ a,p) in R,
i.e.
E(˜ a,p) = {(a,p)|˜ a − ǫ/2 ≤ a ≤ ˜ a + ǫ/2,p} ∩ R,
with ǫ small. The incidence of E(˜ a,p) is
P(E(˜ a,p)) = P(E(˜ a,p)|R = 1)P(R = 1)
+P(E(˜ a,p)|R = 0)P(R = 0)
≈ ǫ[f1(˜ a|p)p + f0(˜ a|p)(1 − p)],
with corresponding expected proﬁt
EΠ(E(˜ a,p)) = (˜ a − c)P(E(˜ a,p)|R = 1)P(R = 1)
−cP(E(˜ a,p)|R = 0)P(R = 0)
≈ ǫ[(˜ a − c)f1(˜ a|p)p − cf0(˜ a|p)(1 − p)].
For this case, the value a∗ of a beyond which a mailing becomes proﬁtable




[1 + λ(a∗,p)(1 − p)]. (11)
Notice that, when λ(a,p) is assumed bounded, a∗ approaches inﬁnity for
p → 0 and approaches c for p → 1. This selection rule reduces to the one
given by (10) when λ(a,p) = 0.
We further notice that using the information provided by the conditional
density functions f0(a|p) and f1(a|p) implicit in λ(a,p) will result in a better
selection than under the basic TPM. This can be shown as follows. Let
7¯ a ≡ c/p. If λ(a∗,p) > 0, then a∗ > ¯ a, which is clear from (10) and (11).
Deﬁne
A1 ≡ {a|¯ a < a < a∗};
all elements in A1 have negative expected proﬁt and are selected by using
the basic TPM but not by using the mixture TPM. If λ(a∗,p) < 0, then
a∗ < ¯ a. Deﬁne
A2 ≡ {a|a∗ < a < ¯ a};
all elements in A2 have positive expected proﬁt and are not selected by
using the basic TPM approach but are selected by using the mixture TPM.
Hence, (11) deﬁnes a better selection rule than (10), which should result in
larger proﬁts. As a suggestive illustration of the diﬀerence between the basic
TPM and the mixture TPM, we have drawn the ‘watershed’ curves for the
empirical example to be discussed below in ﬁgure 1. Both curves are seen
to intersect in the middle of the ﬁgure. The area between the curves to the
southeast of the intersection point represents A1 and the area between the
curves to the northwest of the intersection point represents A2.
To see that this makes sense intuitively, assume a and p to be positively
correlated, and consider a relatively large value of p. Then a∗ will be low.
Since f0(a|p) has most ‘mass’ at lower values of a and f1(a|p) has most
‘mass’ at higher values of a, we expect for low values of a∗ that λ(a∗,p) > 0.
Hence the curve for the mixture TPM will be above the other curve. The
same argument holds vice versa for relatively low values of p.
3 An empirical example
In order to make the methods operational we need estimates of the param-
eters of the various models. We do so by using the results of a test mailing
on a subset of the mailing list. The test mailing identiﬁes respondents and
non-respondents, and contains a response quantity for the respondents.
3.1 Implementation
As to implementation, and in particular estimation, we note the follow-
ing. The probability model is estimated as a standard probit model. For
the quantity of response for this model, we use the average quantity of
response from the respondents in the test mailing. The tobit-1 model is
estimated by maximum likelihood, and the tobit-2 model is estimated with










Figure 1: The mailing regions of the approximations.
of the TPM, we estimate γ by OLS on (6) using the data on the respon-
dents, and separately by probit on (2) using the results for respondents and
non-respondents.
In order to operationalize the mixture TPM, we use a simple approach
and employ the Gaussian kernel, see e.g. Silverman (1986). We make a
simpliﬁcation in the sense that we replace the conditional density functions
f1(a|p) and f0(a|p) by the marginal density functions f0(a) and f1(a) since
the estimation of bivariate kernels, needed to estimate the conditional den-
sity functions, appeared to be very sensitive to outliers in a and p and to













for k = 0 and k = 1, where ˆ γ is the OLS estimator of A on x; x0i refers
to the i-th non-respondent and x1i refers to the i-th respondent in the test
mailing. The numbers of non-respondents and respondents are n0 and n1,
respectively. For the smoothing parameter h we choose h = 1.06ωn−1/5,
where ω is the standard deviation of ˆ a (Silverman 1986, p. 45). Since we
estimate two functions we have two smoothing parameters. In order to have
only one smoothing parameter, we use the weighted average of these two.
93.2 Data
We illustrate and compare the diﬀerent methods with an application based
on data from a Dutch charitable foundation. This foundation relies heav-
ily on direct mailing. Every year it sends mailings to almost 1.2 million
households in the Netherlands.
The data sample consists of 40,000 observations. All households on the
list have donated at least once to the foundation since entry on the mailing
list. The dependent variable in (6) is the amount of donation in 1991, and
in (2) the response/non-response information. The explanatory variables
in both models are the amount of money donated in 1990, ditto in 1989,
the interaction between these two, the date of entry on the mailing list,
family size, own opinion on charitable behavior in general (four categories:
donates never, donates sometimes, donates regularly, and donates always).
These variables were selected from a database with 58 possible explanatory
variables after a preliminary analysis.
The overall response rate ¯ p is 33.9%, which is rather high but not really
surprising since charitable foundations have in general high response rates,
and the mailing list only contains households that had donated to the foun-
dation before. The average amount donated ¯ a was NLG 17.04, and the cost
of a mailing c was NLG 3.50.
3.3 Empirical results
In order to obtain a robust insight into the performance of the various meth-
ods we use the bootstrap method (e.g. Efron 1982) instead of a single esti-
mation and validation sample. To generate a (bootstrap) estimation sample
we draw with replacement 1,000 observations from the data set of 40,000
observations. This sample can be interpreted as the test mailing. We then
draw 39,000 observations, again with replacement, to generate a (bootstrap)
validation sample. The estimation sample is used to estimate all the param-
eters (we will not report their estimates since they are not interesting per
se for our purpose), and the density functions. Then, for the various meth-
ods, we employ the selection rule to compute on the validation sample the
actual proﬁts that would have been obtained. We generated 500 bootstrap
samples.
Table 1 contains the bottom line results. The last column shows the
number of households selected when the various methods are applied. The
preceding column gives the proﬁt obtained by this selection by considering
10Table 1: Performance of methods
Method Proﬁt #Selected
Probability model 89,134 38,165
Tobit-1 model 93,020 34,872
Tobit-2 model 98,764 26,865
Basic TPM 99,028 27,204
Mixture TPM 99,745 25,476
the amounts actually donated by the selected households. Both columns
contain the average over the 500 bootstrap replications. If we consider the
probability model as the benchmark, then it is obvious that a great gain
results from modeling the response quantity.
Surprisingly, the performance of the tobit-1 model is moderate. It def-
initely performs better than only modeling the response probability but as
good as modeling both decisions. This indicates that the assumption of a
common structure for the two decisions is too strict. The diﬀerences between
the other three models is small. It shows, however, that the tobit-2 model
does not outperform the basic TPM. This coincides with the fact that the
basic TPM performs as least as good as the tobit-2 model when it is used
for predictive purposes. The mixture TPM approach does indeed generate
more proﬁts than the basic TPM. Given the fact that often a selection has to
be made from a mailing list containing millions of households (rather than
39,000) and that the models are used over and over again, small diﬀerences
may turn out to be big ﬁgure in the end.
A further analysis of the performance of the ﬁve methods relative to
each other is given in table 2. The results may be too suggestive as to a
unique ordering of the proﬁts to be obtained by the methods. Since our
analysis is based on 500 bootstrap samples we can simply count the number
of cases, out of these 500, in which one method yields a higher proﬁt than
another method. The table shows that modeling only the response proba-
bility and the standard tobit model generally give suboptimal proﬁts. The
other approaches more or less equivalent although the OVW approach will
on average pay oﬀ.
11Table 2: Relative performance of methods
Probability Tobit model tobit-2 model Basic approach
Tobit-1 model 92
Tobit-2 model 97 93
Basic TPM 98 95 57
Mixture TPM 99 95 64 64
Entry (i,j) is the percentage of cases (in 500 bootstrap
samples) where method i outperforms method j.
4 Conclusion
We have introduced an approach to joint modeling of response probability
and quantity that leads to selection methods that can be applied in practice
in a straightforward way. The outcomes of the empirical illustration suggest
that adding quantity modeling to probability modeling to current practice
can be highly rewarding. Even the simplest approach to joint modeling can
add signiﬁcantly to proﬁtability.
There are various limitations to the paper that should be addressed in
future work. The results of the empirical illustration are highly evocative.
The ﬁndings suggest that modeling only response probabilities, the focus
of much work in target selection, misses a dominant feature in striving for
optimality; the gain to be had when quantities are taken into account is
large. This may be a speciﬁc result, and we do not claim generality. The ex-
ample concerns charitable donations, and the picture might be qualitatively
diﬀerent when the proposed methods are applied to the other leading case
where response is household speciﬁc, money amounts involved in mail order
buying.
Another limitation is the continuous nature of the quantity variable. As
mentioned in the opening paragraph of the Introduction, the response may
be of a discrete nature, calling for an ordered probit or Poisson regression
model. We did not elaborate this more complicated model but guess that
the extension is relatively straightforward and will lead to a better selection.
As a ﬁnal issue, our approach is limited in the sense that the underlying
model is static and does not take behavior over time into account. This
issue has two aspects. In the ﬁrst place, the behavioral model should be
12improved into a panel data model where a central role is played by the indi-
vidual eﬀect; household response vis-` a-vis direct mailing will have a strong,
persistent component largely driven by unobservable variables. The other
aspect concerns the optimality rule to be applied by the direct mailing orga-
nization, which is essentially more complicated than in the one-shot, static
case considered by us. The search is for a model that combines dynamics
and monetary value (in discrete amounts), as considered by G¨ on¨ ul and Shi
(1998), with the simple and continuous treatment of amounts as presented
in the present paper.
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