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The European Lake Microbiome:
A Study in Complexity
Abstract
While it is known that microbes play many indispensable roles in ecosystems, the relationship
between microbiomes and their environment is far from being well-understood. In part, this is
the case because the methods necessary for studying environmental microbiomes, such as Next-
Generation Sequencing and high-dimensional Machine Learning, have been developed relatively
recently. However, the complex nature of ecosystems and environmental microbiomes acts as a
further barrier to progress in this field of research.
This thesis develops methods and concepts used to gain insight into the ecology of micro-
biomes in lakes. It is based around two metabarcoding datasets sampled from lakes in Austria
and the whole of Europe, respectively, and attempts to elucidate the microbiome’s relationship
to environmental parameters. To this end, a tool for GPS-based dataset enhancement and a ma-
chine learning framework for measuring microbiome covariation is developed. Building on this,
the latent structure of the microbiome is estimated. In the discussion, a novel theory of informa-
tion transmission in complex environments is described.
Taken together, the work included herein presents a thorough analysis of the European lake
microbiome that takes the complexity of the study object into account. The results point to-
wards parameters that act as drivers of lake microbiome structure as well as microorganisms that
might act as keystone species for ecosystem functioning. Furthermore, this work might provide
the basis for considerable future progress in the study of environmental microbiomes.
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The European Lake Microbiome:
A Study in Complexity
Zusammenfassung
Obwohl bekannt ist, dass Mikroben viele essenzielle Rollen in Ökosystemen spielen, ist die
Beziehung zwischen Mikrobiomen und ihrer Umwelt noch recht unerforscht. Das liegt zum Teil
daran, dass die für die Untersuchung von Umweltmikrobiomen notwendigen Methoden, wie
Next-Generation Sequencing und hochdimensionales maschinelles Lernen, erst vor relativ kurzer
Zeit entwickelt wurden. Die Komplexität von Ökosystemen wie auch Umweltmikrobiomen
stellt jedoch ein weiteres Hindernis für den Fortschritt in diesem Forschungsgebiet dar.
Diese Arbeit entwickelt Methoden und Konzepte, um Einblicke in die Ökologie von Mikro-
biomen in Seen zu gewinnen. Sie basiert auf zwei Metabarcoding-Datensätzen, die aus Seen in
Österreich bzw. ganz Europa entnommen wurden, und versucht, die Beziehung des Mikrobioms
zu Umweltparametern aufzuklären. Zu diesem Zweck wird ein Werkzeug zur GPS-basierten
Datensatzanreicherung und ein maschinelles Lernverfahren zur Messung der Kovariation zwis-
chen Mikrobiom und Umweltparametern entwickelt. Auf die damit generierten Resultate auf-
bauend wird die latente Struktur des Mikrobioms geschätzt. In der Diskussion wird eine neuar-
tige Theorie der Informationsübertragung in komplexen Umgebungen beschrieben.
Insgesamt stellt die vorliegende Arbeit eine gründliche Analyse des europäischen Seenmikro-
bioms dar, die der Komplexität des Untersuchungsobjekts Rechnung trägt. Die Ergebnisse
weisen auf Parameter hin, die als Treiber für die Struktur des Seenmikrobioms fungieren, sowie
auf Mikroorganismen, die als Schlüsselspezies für das Funktionieren des Ökosystems fungieren
könnten. Darüber hinaus könnte diese Arbeit die Grundlage für erhebliche zukünftige Fortschritte
bei der Untersuchung von Umweltmikrobiomen bilden.
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1.1 The Experiment in Microbiology
Arguably, the scientific enterprise of microbiology came into being when Antonie van Leeuwen-
hoek, in the year 1677, wrote a letter to the Royal Society in London describing the animal-
cules he observed in drops of water using a microscope 232,302. Two centuries later, Louis Pasteur,
Robert Koch, and the other pioneers of microbiology discovered how to create and maintain
pure cultures of specific microbial species45. What followed was an explosion of scientific inquiry
into the microbial world, fuelled, in part by the institutionalization of microbiological laborato-
ries and, in part, by the experimental method itself.
At its core, an experiment consists of a directed intervention into or manipulation of a study
object and recording its response, conducted in such a way as to be sufficiently reproducible 123,249.
The optimal experimental setup controls all variables and parameters relevant to the study ob-
ject except for those that are manipulated or recorded 240. This is usually achieved by excising the
study object from its original environment or breaking larger objects down into their constituent
parts 244,251. The degree of control of the study object exercised by the experimental setup allows
researchers to test and falsify hypotheses regarding the study object, leading to the identification
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and mechanistic explanation of correlative as well as causal relationships between the interven-
tion and the study object’s response 123,322. The experimental method has paved the way for almost
all progress in the natural sciences making it almost synonymous with the practise of science as
such. Metaphorically speaking, the experimental method has turned the research scientist from
a passive disciple of nature into an incessant interrogator, who can state hypotheses as inquiries
that draw out the study object’s testimony 158,243.
In preparing a study object for an experiment, the scientist implicitly makes the assumptions
that the properties of the object of interest are (i) not significantly determined by its original envi-
ronment and (ii) explainable based on the properties of its parts when observed in separation 109.
While these assumptions usually hold for study objects that are mechanic in nature 86, the same is
not true for most objects that are of interest to the microbiologist as these are complex systems 38.
Biological objects are tightly interconnected to their environment and derive part of their func-
tionality from this 16,200,236. Similarly, the isolation of parts of a biological object from the whole
or a biological object from its environment can lead to stark alterations in the object’s or part’s
behavior 295,306. This leads to an impasse the experimental microbiologist is well aware of: For
instance, the Escherichia coli strains that have resided in laboratories for decades might behave
completely different than the ones living in their natural habitat, the gut of a host organism. Nev-
ertheless, studying this model organism in an experimental setting is the most direct path to new
insights into the life of this bacterium.
It seems, however, that the development of the disparate set of methods somewhat laconi-
cally called ’omics methods has changed the situation and is now boosting a new generation of
observational studies of complex systems 1,270,318. Each of the ’omics methods can record a snapshot
of the respective -ome, i.e., all the instances of a certain class in a given study object (for example,
the genome contains all the genes, the proteome all the proteins, the lipidome all the lipids and
the metabolome all the metabolites in an organism, a cell or tissue type) 10,28,106,214. As such,’omics
methods drastically reduce the necessity to physically extract parts from wholes by enabling the
observation of the former in a highly parallel manner. Furthermore, some ’omics methods can
be extended to samples of multiple cells, organisms, etc. (and are, then, somewhat consequently
called meta-omics methods), and applied to environmental samples, enabling researchers to study
complex systems in their natural environment. At the same time, the vastness of the datasets
generated when using ’omics methods affects the scientific practice. For one, it introduces the
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necessity for time-efficient computational analyses. In fact, the analysis of the large datasets gen-
erated using ’omics methods is one of the main drivers for progress in bioinformatics, albeit not
its sole raison d’être 1,105. This goes hand-in-hand with a shift away from a knowledge-driven to a
data-driven mode of doing science, as expertise derived from separate cases cannot easily be trans-
ferred to the high number of interdependent objects present in -omes 161. Thus, it is no surprise
that the arrival of ’omics methods rendered new study objects accessible, and with it, lead to the
emergence of novel sub-fields, most of which are, currently, in a descriptive state 28,76,227,283. One
of these is the study of environmental microbiomes as an interdisciplinary study object of micro-
biology and ecology.
In this thesis, I present the methods used and the results generated in studying the relation-
ship between the lake microbiome and its environment. To this end, I analyzed a dataset gener-
ated in a large-scale metabarcoding sampling effort that included lakes across Europe. Because
this dataset does not stem from an experimental setting, an underlying question of this thesis is
how to analyze environmental microbiomes while taking their complexity into account. To lay
the groundwork for this work, I will first sketch out a basic theory of complex adaptive systems
in section 1.2.1. By applying this theory to lake ecosystems, I will then define many of the terms
most important for this thesis (section 1.2.2). After that, I will operationalize the most central
term of this thesis, the (environmental) microbiome, in section 1.2.3. Because this operational-
ization is intricately linked to the identification of environmental microbiomes using DNA se-
quencing, this will be described in section 1.2.4. Section 1.3 examines methodical approaches
developed by theoretical and computational ecology with regard to their use for the analysis at
hand. A special focus is put on a set of machine learning methods and whether they might be
useful when studying environmental microbiomes as complex systems (section 1.3.4). Finally, in
section 1.4, I describe the datasets used in this thesis as well as the assumptions necessary to be
able to work with the data at hand.
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1.2 Complex Adaptive Systems in Ecology
1.2.1 Complex Adaptive Systems
Throughout this thesis, I will use some terms in a fairly specific sense that, colloquially, have a
much broader meaning. One of these is the notion of the system, with which, unless explicitly
otherwise noted, I will refer to a complex adaptive system. An object is a complex adaptive sys-
tem if its properties emerge through the interactions among its parts as well as the object’s inter-
action with its environment 171,191,266. Because of this emergence, the system has properties not
present in its parts, or, more colloquially, it is “more than the sum of its parts” 16,53,61,118. While the
parts of a system are intricately interconnected, they do not merge into the whole but remain
distinct 109,180,183,205. Along similar lines, complex adaptive systems can be characterized as consist-
ing of a number of parts high enough so that not all possible interactions and relations between
them can be realized 191.
Systems can be distinguished from assemblages by the way they are constituted: In contrast
to a system, which creates the distinction between itself and its environment through its orga-
nization, the assemblage is defined by an observer, usually as a statistical unit of entities with
sufficiently high similarity 118,151. Nevertheless, because systems are complex themselves and as-
semblages (usually) consist of complex systems, both inhabit a world of complexity – in contrast
to experimental study objects insulated by the experimental setup. Note that, following this def-
inition, complexity is not a gradual but a binary property: An object is either complex (and then
I refer to it as system) or it is not. In this context, controlling or reducing complexity can only
mean that a complex system is turned into a trivial, i.e., experimental, object.
A system decomposes if it is unable to reproduce its organization continuously, i.e., the in-
teractions between its parts and, if necessary or possible, the parts themselves. The reader might
notice that this statement is a tautology, yet it has a few interesting consequences 136. First, the cir-
cular, self-reproducing self-relation, often termed autopoiesis, defines the boundary separating
the system itself and its environment 151,199,303: Everything that is reproduced by the system is part
of the system, which makes systems operationally closed. Second, to maintain its organization, a
system needs to maintain a lower level of entropy than is present in its environment242,274,310. The-
oretical considerations in thermodynamics suggest that systems can avoid the thermodynamic
equilibrium by (i) feeding on entropy and energy gradients in their environment 155,308 and (ii)
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dissipating internally generated entropy 108,215,243. Third, to do so, systems need to adapt their orga-
nizational structure because this defines the set of interactions a system can partake in 178,191,199,237.
Through adaptation and over time, the organization of the system and the structure of its envi-
ronment is becoming increasingly interlinked. This, in turn, leads to the paradoxical situation
that systems are distinct from their environment yet wholly dependent on and only understand-
able in the context of their respective environment 310,326. Fourth and last, the interlinkage be-
tween the system and the environment creates sets of states, so-called attractors, in which the dy-
namics of the system are stable. Attractors are a strong indication that systems are chaotic, which
would entail a high sensitivity to their environment’s state, and thus the possibility that small per-
turbations lead to non-linear responses or bifurcations in the system’s development 113,128,178,242. As
such, systems are at the “edge of chaos”, surrounded by either too little entropy to survive or by
so much as to be in danger of disruption 178,200.
Although the above abstract description applies to social, cognitive, and, as we will see, ecolog-
ical systems, let me exemplify the properties of complex adaptive systems with a single prokary-
otic cell. The cell consists of a high number of parts, i.e., lipids, proteins, carbohydrates, and
nucleic acids, among other things, but it is only alive insofar as these parts interact 260. In order
not to decompose, the cell’s metabolism has to keep going, which requires a steady inflow of
energy and outflow of low-energy waste products. The processes essential to keep the cell alive
continuously define the organizational boundary of the microbe, which makes the microbe an
autopoietic system 81,199. To extract enough nutrients and energy from its environment, an organ-
ism needs to be adapted to it – which is facilitated both by Darwinian evolution and adaptation
through gene regulation and cellular feedback loops 12,19,164. The structural and functional cou-
pling arising from this is most obvious ex negativo, when, e.g., organisms cannot be cultured in
a certain medium or require a long acclimation phase to re-adapt. Finally, because a microbial
cell is organizationally closed, it can only register signals that induce a process in the cell. Signals
that do not, e.g., bind to a receptor or cause physical changes to the cell wall will simply not have
a relevant effect on the microbe.
The fact that the parts of systems can themselves be systems immediately suggests hierarchies
of complex systems 85,282. In most descriptions of such hierarchies, each level of organization con-
tains comparable types of systems and interactions that differ from those at other levels 36,61. One














Table 1.1: A monolithic hierarchy of systems (and assemblages) in the living world. One would need to show that
the hierarchy extends upwards (towards the Universe as a whole) and downwards (towards sub-atomic particles,
quantum fields and, possibly, strings) if one were to argue that a monolithic hierarchy of systems is a formative
concept in nature. However, as noted in the main text, there are many reasons to doubt this, and this is not the right
place to make or debate such a claim. Nevertheless, this partial hierarchy should suffice as an representation of the
underlying concept of levels of organization.
with that of the Earth System 3,79,223,224,268,289,295. However, many levels of organization in this hi-
erarchy seem to be populated by assemblages rather than systems. Does, for example, the popu-
lation, more or less a collection of organisms from a single species, exhibit emergent features that
make it a unity? The same doubt is apt for the community and the landscape level. Furthermore,
this monolithic hierarchical depiction does not hold for all species, as multi-cellular organisms
will have an additional cell layer, whereas single-celled organisms will not. Along the same lines,
the hierarchy for social animals like ants or humans will, most probably, harbor additional social
layers. Exceptions like these might be incorporated in the hierarchy model as mesoforms or by ex-
plicitly allowing branching hierarchies 85,89,122,218. However, some authors have suggested that the
hierarchy itself is a mere appearance arising from observations at different spatial and temporal
scales 2,104,209. Nevertheless, the concept of the levels of organization remains a helpful heuristic to
structure scientific problems regarding life on earth and will act as such in this thesis 36,46.
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This conception of complex adaptive systems has some consequences for statistical analysis, to
which I will return throughout the thesis. The first, and most important, is the role of the envi-
ronment. Because it is defined as “everything but the system”, it contains an almost infinite num-
ber of parameters potentially relevant for the system of interest 308,310. Because of this, it is not
possible to control for all potential co-founders when performing correlation analyses. This ob-
stacle for well-controlled correlations does not fully invalidate regression analyses but needs to be
taken into account when interpreting their results 38. Second, the interconnections between the
parts of the system facilitate their communication; changes at one point of the system’s structure
will propagate and, given the right conditions, affect the system as a whole 20. Third, the system’s
parts usually show a high degree of diversity, and this diversity is often constitutional for the sys-
tem. Thus, there is a danger in aggregating parts or applying statistical methods (that work with
average values, thus collapsing the diversity) 184 that is further aggravated by the impossibility of
experimentally verifying the correctness or sufficiency of the operationalization. Fourth, the pres-
ence of emergence in systems suggests that non-linear behavior and relationships will be present
in and between the system’s parts 16,61. Of course, the inverse is not true: Non-linearity is not a
sufficient indication of emergence as it can also be a product of multiple linear interactions in an
assemblage 25,329. Fifth and last, the hierarchical model reminds us that a process can be described
in different ways when observed at different levels of organization. Therefore, counter-intuitive
outcomes can be encountered when the level of observation is not made explicit in analysis4,182.
1.2.2 Lake Ecosystems as Systems
Let us now turn to the scene of the study at hand, the lake ecosystem. Broadly but inclusively
defined, a lake is a water-filled basin formed by volcanic, tectonic, glacial, biological, or anthro-
pogenic activity 275,319. The water can stem from rivers, streams, melting ice, precipitate, or springs
below the lake and is usually fresh or brackish water 135. The geo-history and geomorphology of
the lake’s basin characterize the lake so that the shape of the basin, as well as the lake’s water cir-
culation characteristics, have been used to classify lakes 144,149,224. In addition to the structure con-
ferred by the lake’s basin, lake water is, in the summer, stratified into the epilimnion, the thermo-
cline, and the hypolimnion. This stratification arises from warming of the surface of the lake (see
figure 1.1).
Lakes can be seen as islands of water surrounded by soil. This is the case because, in their re-
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Figure 1.1: The stratified structure of a lake. In the summer, the upper part of the lake, the epilimnion, is warmed
by the sun, leading to higher availability of oxygen in the water (inset on the right). The thermocline represents
the rapid transition from the warm to the colder water of the hypolimnion, which also exhibits less circulation. In
winter, lakes exhibit a rather uniform water temperature across the vertical axis (insert on the left). These differences
constitute different niches for different organisms. This figure is taken from Deevey, Scientific American (1951) and
depicts Linsley Pond with an exaggerated vertical scale 67. (Continued in figure 1.2 on next page.)
spective landscape, lakes are rather isolated when compared to, for example, soil or forest habitats.
Nevertheless, lakes are integrated into their geographical surrounding through their catchment 127.
The catchment is the area surrounding the lake from which a significant amount of precipitation
will be transported to the lake’s basin. A lake’s water quality depends on the catchment’s ability
to purify water and decreases if the catchment is polluted 229. With the water, substances ranging
in size from atoms to small animals are transported into the lake, which acts as a (temporary) sink
for these materials. This way, the lake reflects the the physico-chemical and ecological state of the
its catchment. Because of this, a lake can be regarded a sentinel of environmental change of the
landscape it is part of 275,321.
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Figure 1.2: The stratified structure of a lake. (Continued from figure 1.1 on previous page.)
Water has properties that make it essential for life, including its capability as a solvent, its large
thermal capacity, and the water density anomaly 301. Furthermore, most lakes feature a steady
in- and outflow of water that constantly replenishes the nutrients present in the lake, which are
dispersed throughout the lake through water. The stratification and the basin shape of lakes, in
contrast, create habitats with distinct properties and, thus, different biotic dynamics and different
compositions of the biotic communities 23. This way, lakes can act as a habitat for many different
organisms in different parts of the lake but also provide essential services for organisms that live
on or around it 301.
In contrast to the lake as a topographic entity, the lake ecosystem can be defined as the system
that emerges from the interaction among biotic factors (i.e., the organisms living in the lake) and
between biotic and abiotic factors (i.e., physical, chemical, geographical, etc.) 295. In other words,
the lake ecosystem can be thought of as the system in which the niches of the individual species
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present in the lake overlap and interact 153. Lake ecosystems show system-specific, i.e., non-linear,
adaptive and emergent, properties 119,128,178,221,222. For example, the lake ecosystem is not bounded
by the lake itself, as many organisms live on or around the lake and still belong to the lake ecosys-
tem. Furthermore, some processes in the lake’s catchment exert an influence on the lake’s biotic
community that is so strong that they must be regarded as part of the lake ecosystem 151,224,319. This
leads to the practical problem that geographically close points in the lake’s catchment might not
be equally important for the ecosystem’s functioning, leading to a spatially heterogeneous or
structured catchment and a hard-to-define border for the lake ecosystem 3,228.
Along similar lines, we can describe the relationship between the organisms in the lake ecosys-
tem in terms of processes and interactions such as flows of energy or matter between individuals
or species 126,299. Decades of study have resulted in a categorization of species according to their
position in the food chain: Primary producers or autotrophs acquire energy and material from
sunlight and abiotic sources, respectively, and produce biomass “out of thin air”. These organ-
isms serve as the fundament for a cascade of consumers, in which organisms at a certain level pre-
date on the species at the next lower level of the chain. Decomposers, finally, break down detritus
and make it available to the trophic cascade 185. The organisms present in an ecosystem constitute
its biotic community 224,239,271. Through the interactions between species, the role of physical fac-
tors for a species in an ecosystem is co-determined by interactions with other species (a point that
will be highly important for what follows) 182,183. Nevertheless, the biotic community is only a part
of the ecosystem and does not form a unit and must be considered an assemblage rather than a
system.
1.2.3 Environmental Microbiomes
Current estimates state that there are around 1012 microbial species on Earth and that bacteria
alone, despite their microscopic size, represent approximately 15% of all biomass on earth 15,187. In
all ecosystems, the majority of organisms are microscopic, regardless of their taxonomic place-
ment. It is, therefore, not surprising that microbes are essential parts of all environmental ecosys-
tems 30,72. For example, prokaryotic and eukaryotic algae and some other protists act as primary
producers while bacteria, archaea, and fungi decompose detritus, making them “ubiquitous jani-
tors of the Earth”47. Furthermore, microorganisms are essential for the ecological cycling of nutri-
ents such as nitrogen and phosphorus9,230,258,333.
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In recent decades, the term “microbiome” has emerged. Since then, many definitions have
been brought to the table that is synonymous in many but not all crucial aspects. Some authors
derive the term “microbiome” from “biome”, thus including the microbes’ environment into
the term; others derive it in broad analogy to the other -omes, i.e., as the total of all microbial or-
ganisms in an ecosystem. There have been attempts to standardize this nomenclature, but they
leave some operational issues open 24,197. The consensus that emerges from the literature is that
the microbiome is equal to the microbial community composition, i.e., the microscopic part of
the biotic community.
Following this consensus, the microbiome cannot be regarded a system as defined in section
1.2.1, because this would require some autopoietic processes that include all microbes in a given
ecosystem but excludes, say, amphibians or insects. Such processes that separate by organism
size are not known. The closest match are possibly emergent substructures in the microbiome
like the microbial loop 254,290. Instead of passing through the vertical food chain, ca 50 % of all
primary production pass through the microbial loop that is essential for nutrient recycling and
emerges from commensalism, competition, and predation between groups of microorganisms9.
Nevertheless, we have to conclude that the microbiome is an assemblage with local substructures
(or sub-systems)235, just like the biotic community that it is a part of.
As such, the microbiome is adapted and reactive to changes in the ecosystem it inhabits 176,297,256.
Recent studies show that the environment is the most significant factor in determining the mi-
crobial community composition 11,112,198,252. Nevertheless, stochastic and historical processes such
as uneven dispersal of microbes because of geographic barriers such as mountain ranges are far
from insignificant for microbiome dynamics 18,29,30,225,241. These insights were instrumental in
falsifying the statement that “everything is everywhere, but the environment selects”, i.e., that
microorganisms are neutrally dispersed (for example as “air plankton”) with subsequent environ-
mental selection creating the differences in microbiomes in different habitats63.
For this thesis, I want to use the thoroughly pragmatic definition of the microbiome as the
assemblage created or defined by eDNA barcoding (for a description of this, see section 1.2.4).
Arguably, this is the working definition for the microbiome in the literature since NGS methods
have made it relatively easy to identify all – or at least, a good part of all – microbes present in a
sample76. By explicitly adopting this methodological, pragmatic definition, I hope to guard my-
self and the reader against reification, i.e., confusion of the abstraction with the “real thing” or
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an assemblage with a real unit 148. This is necessary because the ease of using eDNA barcoding to
determine the microbial community composition makes it easy to under-emphasize those aspects
of the microbiome eDNA barcoding does not register. For example, all the interactions between
microorganisms are lost in it, as well as the microdiversity below the taxonomic resolution of op-
erational taxonomic units (OTUs) 270. While the creation of OTUs can be seen as an aggregation
necessary for further analysis (as discussed in section 1.3.2), microdiversity has been described as
essential for ecosystem functioning in both theoretical and experimental studies 103,178,210,296.
1.2.4 Sequencing and Barcoding of eDNA
The ability to sequence the DNA of microbes is central to the study of microbiomes. This is,
to a large extent, because only a small fraction of all microbes can, currently, be maintained in
pure culture, and this has been a requirement for their study before the advent of ’omics meth-
ods 146,233,296. The first widely used DNA sequencing method was the chain-termination method,
also known as Sanger sequencing. In its original form, it entails a modified polymerase chain
reaction (PCR) with added dideoxyribonucleotide triphosphates (ddNTPs) acting as chain ter-
minators and downstream identification of the fragment lengths using an agarose gel (see figure
1.3) 174,269. After that, other methods for identifying DNA sequences in samples, such as enzy-
matic digestion or microarrays, were developed 106. However, these methods suffer from draw-
backs, including (i) poor scaling of runtime with the number of sequences (especially the case for
Sanger sequencing) and (ii) the inability to identify previously unknown DNA sequences (i.e.,
unknown unknowns, especially the case for microarrays)284.
Both drawbacks are remediated in techniques collectively termed Next-Generation Sequenc-
ing (NGS) methods. Most importantly, NGS methods extend, modify, and adapt the Sanger
sequencing method to be able to sequence multiple sequences at the same time, making these
methods highly scalable 284,293. For most NGS methods, this is achieved by integrating the ampli-
fication and detection steps of DNA sequencing by, e.g., using fluorescently tagged nucleotides,
whose emission wavelength and intensity can be detected and used to reconstruct the sequence
(see figure 1.3). The ability of NGS methods to increase the numbers of sequences generated in
a single run by at least five orders of magnitude 293 enabled sequencing of whole genomes tran-
scriptomes, i.e., the totality of RNAs present in a single cell or organism. Whereas for Sanger
sequencing, it was often necessary to grow organisms extracted from environmental or patient-
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Figure 1.3: (Continued on the following page.)
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Figure 1.3: (Previous page) DNA sequencing: Sanger vs. Illumina sequencing. After some preparatory steps to
extract (i.e., excise or amplify) the region of interest from the total, purified eDNA in the sample, Sanger and Illu-
mina sequencing take different steps. After creating a sufficient amount of DNA to sequence via, e.g., cloning (1,
left), Sanger sequencing employs a modified PCR protocol with added chain terminators (2, left). Because the DNA
polymerase can incorporate these in the place of one of the four nucleobases, the sequence can be read out by gel
electrophoresis (given separate reactions for each of the nucleobases) or, given fluorescently labeled chain termina-
tors, by capillary gel electrophoresis (3, left). On the other hand, Illumina sequencing requires the preparation of the
DNA molecules by, e.g., ligation of DNA adapters (1, right). Then, the sequence of multiple DNA molecules can be
read out in a single run because the elongation and base identification processes take place concomitantly (2, right).
In contrast to Sanger sequencing, Illumina sequencing data requires more computational post-processing (see figure
1.4, but enables the counting of separate OTUs (3, right). Derived from “Shotgun Sequencing Sanger vs NGS”, by
BioRender.com (2021). Retrieved from https://app.biorender.com/biorender-templates
related samples in pure cultures to increase the amount of DNA to sequence, NGS methods are
able to sequence mixtures of DNA sequences 294,307. Most relevant for this thesis, this includes
environmental DNA (eDNA), i.e., all the DNA present in an environmental sample, encom-
passing DNA inside of microorganisms and viral particles, shed cells, excretions of macroscopic
organisms, and extracellular DNA molecules 238.
These new study objects bring novel insights: environmental metagenomics can hint towards
which genes might be evolutionarily selected for, and environmental metatranscriptomics show
which genes are actively transcribed in the studied environment298. However, when only inter-
ested in which species are present in a sample, it is more economical to focus the sequencing
effort on so-called DNA barcodes, i.e., short DNA fragments used to identify an organism as
member of a certain taxonomic unit 293. To act as a DNA barcode, a gene or genetic locus needs
to be present in all organisms that are to be studied, have an evolutionarily conserved function,
a slow mutation rate, and a sequence size large enough to capture a sufficient degree of variation
but small enough to be sequenced with the chosen method 324,325,335. For metabarcoding, i.e., the
identification of multiple organisms in environmental samples, the most frequently used genetic
loci are on the small subunit (SSU) rRNA gene 18. This gene is part of the transcription machin-
ery, which makes it essential and, thus, limits its apparent mutation rate and ensures its presence
in each organism. Because of differences in the ribosome architecture between Prokaryotes and
Eukaryotes, the homologous genes are called 16S rDNA and 18S rDNA, respectively.
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Figure 1.4: The Natrix pipeline as an example of NGS data post-processing from sequences to OTUs. After a qual-
ity control step that removes sequence reads that are probably erroneously sequenced, sequences are clustered into
ASVs using DADA2 (left branch) or assembled and dereplicated into separate reads using pandaseq and CD-HIT
(right branch), which involves the removal of sequencing primers from the sequences. Following that, OTUs are
removed that might stem from chimerization of two distinct sequences in a prior amplification step. Because eDNA
datasets are often sequenced bilaterally in split samples, it is, then, necessary to merge these two paired sequences be-
fore OTUs are generated and counted (only for those samples that were not already used to create ASVs in an earlier
step). As the last step, the ASVs or OTUs are taxonomically annotated using widely used taxonomic databases, and
all results are written to files. Figure taken from Welzel et al., BMC Bioinformatics (2020) 317.
Often, the eDNA barcoding a set of samples results in a table of operational taxonomic units
(OTUs; OTU tables). After the sequencing itself, the application of a pipeline of software tools
is necessary to, e.g., remove adapter sequences or technical artifacts and aggregate sequences with
minor variations to OTUs (see figure 1.4). Different methods for sequence aggregation exist, but
they roughly work as follows: A set of OTUs is defined based on all the sequences in the dataset.
Then, the occurrence of each of the OTUs in each of the samples is counted. The classic method
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and the one used here defines the OTUs by clustering SSU rRNA sequences that exhibit a se-
quence similarity of 97% or more 196. OTUs defined this way are dependent on the structure of
the dataset they originate from and are not comparable across datasets. A more recent method
instead identifies amplicon sequence variants (ASVs) by clustering identical sequences after re-
moving technical artifacts using a dedicated sequencing error model. OTUs generated this way
are sample-independent and capture more variation than the former, but might lead to an overes-
timation of biodiversity present in the sample40,41,103,273.
Generally, OTUs generated with either of the two methods can be assigned regular taxonomic
labels by looking up the OTU sequence in a dedicated SSU rDNA taxonomy database. In prac-
tice, however, this has limitations. For one, a very high percentage of the global microbial biodi-
versity remains unstudied, leading to massively incomplete databases68,296. Furthermore, because
of the length of the DNA barcode and the aggregation of sequences into OTUs, we cannot re-
solve an OTU’s taxonomy to a level lower than the Genus 37,156. Finally, there is a tension between
the phylogeny and the taxonomy of an OTU 234. The former reflects the evolutionary divergence
of a set of organisms. Assuming that the differences between the DNA barcodes of two organ-
isms stem from rather uniform and piecewise mutation (instead of larger-scale changes such as
insertions), the dissimilarity between their respective barcodes (as, e.g., given by the Levenstein
distance) will correlate with their evolutionary distance 324,325. As such, the phylogeny can be de-
rived from the barcodes themselves. In contrast, taxonomy provides an extrinsic, labeled, and
hierarchical classification of all organisms into levels of the taxonomy (with numerous excep-
tions stemming from the history of systematics, especially for Eukarya), ranging from the Do-
main, through the Phylum, Class, Order, Family, and Genus, and ending with either the species
or the strain. However, the taxonomic classification of microbial as well as macrobial species is
the source for much debate 234,325. Taken together, potentially relevant variation and information
can be lost when working only with taxonomically annotated OTUs instead of all the OTUs
generated from a set of samples.
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1.3 Computational Models for Microbiomes
1.3.1 General Remarks
After the basic terms of this thesis are defined, the stage is now set to analyze the microbiome
computationally. To this end, I will, in this section, present an overview of a few different method-
ological approaches used for computational analyses of ecosystems and biotic communities.
Note that the list of methods discussed here is not exhaustive but only contains methods relevant
to this thesis’s focus, which consists of studying environmental microbiomes.
I will use a uniform notation throughout the following subsections and will only deviate
from this for variables and parameters unique to a given formula, method, or approach. Gen-
erally, matrices are referred to by bold, uppercase letters and vectors by bold, lowercase letters;
regular, uppercase letters indicate cardinality, such as the number of species in a given sample.
The dataset used in these examples is taken to be generated using eDNA barcoding and contains
M samples m = {m1,m2, ...,mM} taken from sufficiently comparable sites. In these samples,
a total of N distinguishable OTUs are identified with nj = {n1j, n2j, ..., nNj} designating the
occurrences of all OTUs in sample j; the number of occurrences of OTU i in sample j is given
by nij . Furthermore, a set of E environmental parameters are measured for each of the samples.
In analogy to the OTUs, the values of the environmental parameters measured for sample j are
given by ej = {e1j, e2j, ..., eEj} and the value of the environmental parameter g for sample j is
given by egj . In a slight deviation from this nomenclature, let ni stand for the number of OTU i
in a sample if a single site is sampled repeatedly.
1.3.2 Networks Models
Because of the central role that interactions and processes play in the definition of systems in
general (see section 1.2.1) and ecosystems more precisely (see section 1.2.2), network structures ap-
pear to be the logical representation of the microbiome. This is reflected by the fact that trophic
chains and networks have been used as a description of ecological processes since, at least, the 18th
century and maybe even the Medieval era, and have become even more popular in graphical form
1920s77,78.
In ecological networks (or trophic webs), each node represents a population or an aggregation
of multiple populations, and the edges represent interactions or flows of energy or nutrients 138,139.
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Aggregation is necessary to reduce the number of interactions and flows one has to measure to a
feasible level and theoretically permitted for sufficiently similar groups of organisms 137,299. Com-
monly, aggregation is performed according to the taxonomy or the ecological function of the
populations in question. Excessive aggregation, however, hides heterogeneity in the aggregates
and can lead to ecological bias, i.e., misleading networks and models 116,162,184,204,330. In the case of
trophic networks, edges only represent trophic relationships such as predation. However, just
as for the aggregation of populations, a less specific edge definition leads to more flexibility of
the network model 179. Flexibility is especially necessary when studying microbiomes, where (i)
trophic relations cannot be observed at the scale necessary for network creation, and (ii) a broad
range of interactions, such as metabolic cooperation, communication through secondary metabo-
lites, and displacement through environmental toxins such as fermentation products, are of rele-
vance.
As long as the effects of the interactions are quantifiable, they can be represented by the ma-
trix I with N columns and rows. When describing macrobial interactions, the values Ii,j give the
numerical result of interaction, co-occurrence, or similarity between the populations or OTUs i
and j on the occurrence of i. These can be derived from time-series observations of the species in
question. In contrast, for microbiomes, the matrix I is often inferred from OTU tables based on
the assumption that strongly interacting OTUs will co-occur or have similar occurrence numbers
in the same samples42,68,226. A wide range of methods have been developed for this, ranging from
simple co-occurence and correlation coefficients to methods that take the statistical properties of
OTU tables, like compositionality and sparseness, into account 141,159,245.
There is a wide range of approaches that extend the networks by a quantitative aspect. Early
models were derived from economics and cybernetics, focused on the flow of energy between
compartments, i.e., nodes with state variables, and were known as input-output models 87,91,126,138,236,292.
Focusing on changes in the occurrences of the populations, we can describe the changes in the oc-
currence of OTU i using the differential equation
dni
dt
= fi(n1, n2, ..., nN , e1, e2, ..., eE) = fi(n, e), (1.1)
where fi is an arbitrary function 182. The simplest variant of this formula can be achieved under












where αij and βif are parameters representing the fitness of the OTU i accrued from interacting
with one unit of nj and ef , respectively. Here, αij are the values that populate I.
Of course, to create more realistic models, one could choose functions of higher degrees as
well as non-linear functions in the place of f in equation 1.1, such as generalized Lotka-Volterra
equations 88,114,207. However, the central problem with this approach is its dimensionality. That
is to say, the relatively simple linear model in equation 1.2 has N2 + N · E open parameters;
more complicated would have an even higher dimensionality. In most cases, these parameters
would need to be approximated based on measurements of the variables. To determine param-
eters in systems of differential equations, one needs at least as many samples as parameters are
present. Therefore, this approach would necessitate a prohibitively high number of samples. Fur-
thermore, many of the parameters might not be measurable, because of insufficient measuring
methodology or technology, because of principal reasons (e.g., because the parameters are math-
ematical abstractions without material counterparts), or because the parameters are too vaguely
defined 179,181,271.
Based on the notion of complex adaptive systems as described in section 1.2.1, further criti-
cisms against the methods described in this section can be formulated. Most importantly, nei-
ther the networks nor the models described here can account for levels of organization or emer-
gence. While strict hierarchical relationships might be modeled using multi-level networks or
hierarchical input-output models 157,259, it is not clear how the organization of systems can be rep-
resented in networks or matrices. Furthermore, it is not clear how one would mathematically
capture the relationships between operationally open emergent systems, their environment, and
their parts (and their respective parts and environment and so on). Yet another problem arises
from the fact that network structures derived from OTU tables are not guaranteed to capture
the communities’ interaction structure44. In principle, the methods employed for this measure
a kind of similarity (such as Pearson correlation) between the counts of two OTUs over all sam-
ples, which does not guarantee (nor require) interaction. As indicated in section 1.2.1, complex
environments are riddled with co-founders for correlation-based similarity measurements; this
is particularly a problem for trivial inference methods like Pearson or Spearman correlation. We
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must conclude that a complete model of microbiome dynamics will be impossible, at least with
the current methodology 109,179,183,220. That being said, the relative position of a node in a network
still indicates its ecological function, and even partially specified models can lead to qualitative
insights into ecosystem functioning 181,182,292. Along similar lines, network structures inferred from
OTU tables have been used to predict the ecological importance of groups of OTUs, although
the biological relevance of this is debated 13,14,257.
1.3.3 Ecological Stability and Biomonitoring
While it might be impossible to model the total dynamics of the microbiome, we should still
be able to make meaningful statements about how the microbiome responds to changes in its
environment. For example, we might formulate this in terms of a concept of stability, i.e., the
response of an ecosystem when faced with a disturbance. Ecosystem stability has attained consid-
erable interest and has even been declared the most important question in ecology, but whether
it can be solved in such a way as to generalize across different ecosystems and lead to practically
implementable solutions is unclear 117,124.
Yet, biomonitoring programs, such as under the Water Framework Directive (WFD) of the
European Union, come close. These programs record changes in ecological integrity over time
by repeatedly sampling the same ecosystem, habitat, or site. The current state of the ecosystem,
as represented by the sample’s physical, chemical, and biological make-up, is then compared
to a reference state, i.e., a state of the ecosystem in question object to only low levels of anthro-
pogenic stress 132,168. Deviations from this “pristine” state are formalized as Ecological Quality
Ratio (EQR), based on which ecosystem management decisions are devised to achieve or stabilize
“good ecological status” 31,134. Currently, more than 300 different monitoring schemes for aquatic
ecosystems are in use throughout Europe, differing in the ecosystem type they monitor and in
the way the ecosystem’s state is registered 26,133.
In theory, the best way to get a full image of the current status of an ecosystem is to measure
all its parameters. Of course, in practice, this is impossible. However, as the parts of the ecosys-
tem interact (which they must for the ecosystem to be a complex adaptive system), ecosystem pa-
rameters are not independent but reflect the state of other ecosystem parameters 271,291. Therefore,
the design of a monitoring scheme has to strike a balance between two adverse goals. On the one
hand, one might want to maximize the number of ecosystem parameters measured because more
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parameters allow for more insight into the state of the ecosystem as a whole ecosystem state. On
the other hand, one would like to minimize the cost of measurement, which rises with the num-
ber of different measurement techniques used and, to a lesser degree, the number of parameters
measured. Many monitoring schemes under the WFD overcome this impasse by using biotic in-
dices, i.e., composite metrics based on the number and identity of a pre-defined set of organisms
present in the ecosystem 26,133,277. The organisms surveyed this way are bioindicators, i.e., species
whose presence or abundance reflects the state of their environment201. Bioindicators are like the
proverbial canary in the coal mine that alerted the miners to danger before mechanical early warn-
ing systems were developed 253. Instead of a single canary, however, most biomonitoring schemes
exploit multi-species assessments to be sensitive to different environmental signals92,173.
To act as bioindicators, species or taxa need to occur in a broad range of habitats, be highly
reactive to changes in their environment, and straightforwardly distinguishable 58. While the first
two requirements are readily met by wide ranges of microbes 253, only the advent of metabarcod-
ing made it possible use not only diatoms and phytoplankton, but also morphologically cryp-
tic species as bioindicators 26,134,194. The inclusion of bacteria and archaea is probable to improve
many biomonitoring schemes because these appear to be as potent sentinels for a wide range of
ecological parameters, including pollution, eutrophication, and general ecosystem health 29,125,178,278.
Furthermore, in addition to recording the presence, absence or number of a high number of or-
ganisms in a single measurement run, metabarcoding can be more easily automated because it
does not require the high degree of “hands on” expertise that is required by morphological identi-
fication. Taken together, these aspects have lead to arguments that eDNA metabarcoding should
replace morphological identification of bioindicators in biomonitoring schemes49,50,51,101,134,307.
Potential bioindicators can be identified based on the indicator value function 59,60,75. For this,
the sites need to be clustered into distinct groups, e.g., according to the EQR gradient, and into
three site groups designating good, average, and bad ecological integrity. The indicator value of
species, OTU or taxon i and the site group j is the product of the specificity and fidelity of i and
j, formalized as aij and bij , respectively. It can be calculated using






where nij and ni refer to the number of individuals of i present in the site group j and in gen-
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eral, respectively, and Cj and Cij refer to the number of sampling sites in cluster j in general
and at which i was found, respectively. A reflects the predictive power of i for a site to belong to
j (“specificity”) and B indicates how frequently i is found at sites belonging to j (“fidelity”)60.
The value of IndValij will be high if and only if i is a good indicator of the site group j because
it occurs at all sites belonging to j and only at these. A p value, representing the probability of
the result based on the null hypothesis of no association between i and j, can be calculated from
a permutation test60. More recent implementations of this method also calculate indicator values
for species at combinations of groups (e.g., species that occur specifically at sites with either good
or bad integrity, but not at medium integrity) to better reflect non-linear species-environment
relationships60,162. Before a species is included in a biomonitoring scheme, the result of the indica-
tor value analysis needs to be validated experimentally or with further observations 163.
While we might want to criticize the theoretical underpinnings of biomonitoring – namely,
the assumption that the reference state of an ecosystem is a kind of “natural state” and therefore
preferable to any other state, as well as its disregard for potential nonlinearities in the develop-
ment of the ecosystem 151,264 – its underlying concept are helpful for the analysis of microbiomes.
In essence, bioindicator analysis focuses on the apparent response of organisms to a gradient of
an environmental parameter while ignoring any other sources of complexity in the ecosystem.
Furthermore, from a mathematical point of view, the indicator value method (see equation 1.3)
is agnostic to the identity of the indicated, as long as it is quantifiable or can be used to classify
sampling sites, which makes this method highly flexible. Finally, it is important to stress that the
bioindicator-indicated relationship is not necessarily a direct or causal one 173,281. Still, a sufficiently
high number of bioindicators for a range of abiotic factors will nevertheless point towards the
structure of the microbiome.
1.3.4 Machine Learning Models
The move from a knowledge- to a data-driven paradigm initiated by ’omics methods like metabar-
coding necessitates algorithmic support and novel computational methods 161. In turn, this shift
might explain the rising popularity of machine learning methods for the study of environmen-
tal microbiomes 101,175. Machine learning describes a rather broad class of computational methods
from data science and statistics that perform classification or regression tasks64,66,143,150.
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Machine learning methods are usually categorized as either supervised, unsupervised, or re-
inforcement learning, of which only the first category is relevant for this thesis. In formal terms,
supervised learning is used to search a space of functions for a function that maps or projects
a set of M input (or independent) variables or features X to a single output (dependent or re-
sponse) variable y given a dataset D = {yi,xi}Ni=1 = {yi, xi1, ...xiM}Ni=1, with N samples
(or instances)71. In other words, using supervised learning, one attempts to model the processes
that shape the relationship between X and y. To this end, supervised learning models tune a set
of model parameters to minimize an error function E(X′,y′), where X′ and y′ are the training
subsets of X and y, respectively. Additionally, many machine learning models implement model-
specific hyper-parameters, such as the number of trees in a random forest or the penalty parame-
ter C of a support vector machine. While hyper-parameters are not automatically tuned in model
training, some machine learning packages perform hyper-parameter tuning by employing, e.g.,
grid search and elaborate training schemes.
Of the error functions available for regression models, the root mean squared error (RMSE)
and the coefficient of determination R2 are most relevant for this work. Given the predicted val-
ues ŷ for and the average value y of y, and the number of samples n in the (sub-)dataset, these










i (yi − ŷ)2∑n
i (yi − y)2
. (1.5)
As can be seen from these formulae, the RMSE is zero if y = ŷ, has no upper bound and is
of the same magnitude and unit as y. In contrast, the R2 assumes a value between 0 and 1 and
represents the fraction of the variation in y that can be explained by the variation in ŷ – and
therefore, the amount of variation on y that the model can explain.
The performance of a machine learning model is assessed using the same error metrics, but
with regard to the testing dataset, i.e., a subset of the initial dataset different from the one used
for training. The separation of data used in training and testing is necessary to ensure that the
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model’s projection function has learned generalizes, i.e., not merely reproduces the training
dataset but also performs well on other samples, additional data, or future observations. This
is even further aggravated by high-dimensional, sparse X, i.e., datasets with a high number of
features and a low number of non-zero values73. To this end, both the training and testing sub-
datasets need to be representative of the whole dataset, i.e., they need to contain samples that
cover the variance of the real-world process one wants to approximate. In cases where the initial
dataset does not have a high number of samples, there exists a pay-off: The larger the test set, the
more probable it is that the ML model “sees” all relevant patterns in the training phase. At the
same time, this also leads to a smaller and potentially biased test set, which might not contain all
relevant settings of the full dataset. To combat this, it is possible to use cross-validation instead of
a single data split: In it, the dataset is sliced into k near-equally sized sub-datasets, and a model is
trained on k−1 slices and evaluated using the held-out slice. While for medium-to-small datasets,
10-fold cross-validation can be used, in which models are trained on 90% of the dataset and evalu-
ated on the other 10%, very small datasets often require to leave-one-out cross-validation instead.
In this training scheme, only one sample is used to evaluate the model trained on the other sam-
ples. In both schemes, we can evaluate the base model by handling the predicted values as if they
were the predictions of a single model.
In the following sections, I will describe the most important classes of regression models used
in this thesis concerning their usefulness for microbiome modeling. By laying out their math-
ematical background, I will point out to what degree the different classes of machine learning
models can (i) model non-linear relationships, (ii) learn based on a dataset for which the assump-
tion of variable independence does not hold, and (iii) learn from datasets that contain more in-
put features than samples. Note that I will not describe either artificial neural networks (ANNs)
or more complex model ensembles like multi-target learning using model chains since they do
not play a role in the publications included herein. Nevertheless, refer to section 3.4 for a discus-
sion of the use of these in modeling microbiomes. Note also that, unless otherwise noted, the
following is based on state-of-the-art machine learning textbooks27,323.
1.3.4.1 Linear Regression Models
Linear machine learning models can be seen as straightforward applications of highly developed
statistical concepts in the context of machine learning. As such, they are focused on interpretabil-
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ity, statistical validity and conceptual simplicity. However, these favourable properties are coun-
teracted by a high number of parameters that need to be tuned to train a linear model. A basic




(xijwj) + b = x
T
i w + b (1.6)
where w stands for a vector of weights, b for the intercept, and xTi denotes the transpose of xi,
so that xTi w denotes an inner product. There is a wide range of methods for estimate the weight










where ϵi stands for the prediction error for sample i and the algorithmic details of which are not
of interest for now. The behaviour of this weight estimation method can be modulated by apply-





























respectively, where λ1 and λ2 are hyper-parameters of the model. Note that equation 1.10 can be
turned into equations 1.8 or 1.9 by setting either λ1 or λ2 to zero. Models using equation 1.7 are
susceptible to outliers in the training dataset, i.e., wj will assume erroneous values if xij ≫ xj ,
decreasing the generalization ability of the model. This is alleviated by the additional terms in
equations 1.8 – 1.10. In addition, the second term in lasso regression (equation 1.8) forces weights
to assume the value of zero, consequently acting as feature selection method (see section 1.3.4.4)
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and thus further improving the model’s ability to generalize.
The formulation of linear regression given in equation 1.6 makes a few implicit assumptions.
Most important among these are the assumptions of (i) linear independence and (ii) homoscedas-
ticity of the features, i.e. the features are neither linearly correlated and show the same variance
across their range of values, as well as (iii) normal distribution of y. In contrast, generalized linear
models, such as the glmnet model used in paper II (see section 2.2), allow for a distribution of the
output variable that is taken from the exponential family, thus not sharing the third assumption.
Generalized linear models can be described as having a three-part architecture, consisting of
1. an approximation of the distribution of y that belongs to a certain family of exponential
distributions parametrized by θ (related to the mean of the distribution) and τ (related to
the dispersion of the distribution),
2. a linear model as given by equation 1.6, and
3. a link function g that relates the mean of the distribution to the predictions of the model,
i.e., µ = g(ŷ). 211
Because of this, generalized linear models are able to model non-linear relationships between
input and output variables while still remaining linear in the weights w. The weights are usually
estimated using elastic net regression (see equation 1.10). However, these changes also lead to
an increased number of variables and hyper-variables for generalized linear models as compared
to regular linear regression, and the assumptions of linear independence and homoscedasticity
remain in place.
1.3.4.2 Support Vector Regression
When working with “small-N-large-M datasets”, i.e., datasets with more features than samples,
one of the issues arising in machine learning are very large parameter spaces that have to be tuned.
Support Vector Regression (SVR) models are able to greatly reduce the model dimensionality
(as compared to linear models) by employing maximum margin learning and so-called support
vectors73,304. At its core, an SVR model learns a function of the form
y = wTϕ(X) + b, (1.11)
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which is similar to equation 1.6, but introduces the function ϕ, which stands for a transformation
of x into a high-dimensional space, i.e., Φ : X → V . In contrast to linear models, the weights of










s.t. ξi, ξ∗i ≥ 0
yi −wTxi ≤ ϵ+ ξ∗i
wTxi − yi ≤ ϵ+ ξi,
(1.12)
where ||w|| is the magnitude of the vector of parameters w, ξi, and ξ∗i are slack variables, and
both ϵ and C represent hyper-parameters. In the two-dimensional space, this equation describes
a tube around the function given by equation 1.11, and the edges of the tube have a distance of ϵ
to the function itself. Because data points falling into the tube are not relevant for the function’s
definition, ϵ acts as an error tolerance hyper-parameter. Data points inside the tube are ignored,
because for these ξi = ξ∗i = 0, whereas ξi and ξ∗i penalize points falling over and under the tube’s
edges, respectively, with the distance to the tube’s edge. The influence of this penalization on
the estimation of the weights can be tuned using the regularization hyper-parameter C . Finally,
||w|| in equation 1.12 forces the function in equation 1.11 to be as flat as possible given the above
limitations. Taken together, equation 1.12 formulates a multi-objective loss function with a trade-
off between the maximal flatness of the function itself and a minimal size of the surrounding
tube, allowing only ξi + ξ∗i data points outside of the tube.
Instead of storing the vector w, the SVR model only keeps track of the support vectors, i.e.,
those NSV xi that are outside the tube given by ϵ. It is possible to calculate w from the support




(α∗i − αi)ϕ(xi) (1.13)
that can be derived from equation 1.12 by finding the Lagrangian 8,74. In this equation, α∗i and
αi are the Lagrange multipliers of the constraints in equation 1.12 involving ϵ + ξ∗i and ϵ + ξi,
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(α∗i − αi)ϕ(xi)Tϕ(xi) + b. (1.14)
Finally, there is the problem of calculating the inner (or dot) product ϕ(x)Tϕ(x’), which can,
for some functions ϕ, be written as Kernel function
K(x,x′) = ⟨ϕ(x), ϕ(x’)⟩ = ϕ(x)Tϕ(x’). (1.15)
and calculated as kernel matrix or a kernel map. This way, it is not necessary to transform the
whole data set, but only to calculate the function K for the support vectors. For the svmLinear
model used in papers I and II (see sections 2.1 and 2.2), the kernel function takes the form of
K(x,x′) = ⟨x,x′⟩ (1.16)








where σ is an additional hyper-parameter.
Taken together, SVR models differ from the aforementioned linear models by (i) the opti-
mization function given in equation 1.12, which improves generalization by allowing for regres-
sion errors in the range of 2ϵ 32, (ii) the model sparsity, resulting from being derived from support
vectors as described in equation 1.13 instead of the whole weight vector and (iii) their ability to
approximate non-linear functions when using non-linear kernels.
1.3.4.3 Decision Trees and Ensembles of Decision Trees
The third and final class of machine learning models described here are regression trees and en-
sembles thereof. The decision trees used here are formalized versions of their popular counter-
parts: From a “root” node emanate two or more directed edges that represent an exhaustive set
of possible outcomes of a decision (most of the time “yes/no” or “over/under”). The edges lead
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to new nodes that themselves act as the root for a new set of decisions. This repeats until a “leaf”,
i.e., a terminal node without further edges, is encountered. In machine learning, decision trees
are created by recursive partitioning: Starting at the root node of the tree, one of the features in
the training dataset is chosen and the dataset is split into two (by samples) so as to maximize the
value of a splitting function. A minimal representation of the split as well as the average value
of the dataset is stored in the parent node. Then, each of the node’s children is assigned the sub-
dataset that fulfils the decision encoded by the edge that leads to this node. The choosing-and-
splitting-process is applied recursively until either (i) the subset of independent variables at a
node is homogeneous, (ii) splitting would not increase the value of the splitting function, or
(iii) a predefined depth of the tree is reached. Finally, the decision tree resulting from this train-
ing procedure can be pruned, i.e., distal nodes can be removed, which can increase the ability of
the model to generalize. To predict a yi when given a sample xi, one starts with the root node,
traversing the decision tree while always taking the edge that is indicated by the splitting decision
of the node given the data at hand. Finally, the value of the leaf node is assigned to yi.
In addition to its graphical depiction, a decision tree can be represented as a set of rules de-
rived from the splitting decisions. That is to say, each node contains a decision rule of the form
“If [VALUE] of feature [FEATURE] is larger than [SPLITTING POINT], then [NEXT RULE
or FINAL VALUE], else [NEXT RULE or FINAL VALUE]”. This linguistic representation im-
proves the interpretability of decision trees.
One example algorithm for a decision tree is the Classification And Regression Tree (CART)
as implemented in the model rpart and used in paper I (see section 2.1) 34. CART models are
trained node by node, by calculating the splitting metric for each possible (binary) split and for
each feature, and then the split-feature-configuration with the maximal splitting metric is deter-
mined at the current node. This is repeated recursively for all daughter nodes. The most widely
used criterion to evaluate a split at value s of the feature in question, resulting in the splitting of
the (sub-)dataset D into DL and DR is derived from the analysis of variance (ANOVA) and can
be written as







(yn − ȳD)2 , (1.19)
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where ȳD is the average of the output variables in D and N is the number of samples in D.
Usually, single decision trees do not generalize well; instead, they over-fit to specific cases,
which makes them “weak learners”. It has been shown, however, that “weak learners” can be
used to construct very potent ensemble models, as long as the single models show enough varia-
tion 160,272. Multiple methods are available to construct ensembles of decision trees with sufficient
variation. The first one of these is known as bootstrap aggregating (or bagging), in which each of
the CART models in the ensemble is trained on a randomly sampled subset of the original train-
ing dataset. This leads to bagging trees, such as implemented in the treebag model used in paper
I (see section 2.1). Along the same line, Random Forests, such as implemented in the rf model
used in paper I–III (see sections 2.1 – 2.3) are created by training decision trees on a random sub-
set of the original dataset, but here, the subset is created by sampling features instead of samples 33.
For both of these models, the prediction for a sample is performed by traversing all the trees in
the ensemble in accord with the sample xi and averaging the predictions of the single trees.
In contrast to the methods that create variance through randomization, gradient boosting
means to construct each additional tree in such a way as to give the largest improvement over
a loss function. This is accomplished by fitting the new tree to the residuals of a loss function,





where K is the number of CART trees in the ensemble and fk refers to the functions they imple-
ment96. In addition, stochastic gradient boosting, as implemented in the gbm model and used in
paper I and II (see sections 2.1 and 2.2), employs the bagging method for tree fitting97. Extreme
gradient boosting, as implemented in the xgbTree model used in paper I and II (see sections 2.1
and 2.2), further improves the gradient boosting algorithm on an algorithmic level, allowing fit-
ting of more decision trees in the same runtime and introducing sparsity-aware algorithms43. As
indicated in equation 1.20, the prediction ŷi of a boosted tree ensemble models is given by the
sum of the predicted values of the single trees given an input xi.
Ensembles of decision trees have been shown to be very potent machine learning models as
they boast a generally comparatively low prediction error. Furthermore, these models have a
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list of properties that make them highly suitable for application to microbial ecology65,66. First,
ensembles of decision trees are straightforwardly interpreted. Second, decision trees and their
ensembles approximate non-continuous functions, which suits the potentially non-linear rela-
tionships between the microbiome and its environment. Third, they implicitly take dependen-
cies between variables into account by way of their structure as stacked decision rules. Fourth,
because they favour splits in “effective” features, ensembles of decision trees are able to handle
high-dimensional datasets; in a sense, they perform feature selection. Fifth, and following from
this, the dimensionality of a decision tree model does not scale with the dimensionality of the
feature space.
1.3.4.4 Feature Selection
A central issue when applying machine learning models is their ability to generalize from the
training dataset to test data or other unseen samples. A central factors for this is the dimension-
ality of the input dataset, i.e., its number of features. Features that neither play a role in nor can
be used to describe the real-world process that links input and output data can be seen as noise.
A machine learning model can misinterpret this noise as signal based on the training dataset, re-
ducing its ability to generalize. This is especially the case for ’omics datasets that contain a high
numbers of features and a far smaller number of samples. Reduction of the dimensionality of
the input dataset can, thus, improve model performance, but also accelerate model training, and
increase the model’s understandability 130,261.
Feature selection (FS) methods pick a subset of the original features by modelling, using some
measure or method, the usefulness of the features for model training. In contrast to this, dimen-
sionality reduction techniques, such as principal component analysis, project the input dataset’s
full feature space into a new, lower-dimensional space but neither distinguish noise from signal
nor contribute to model interpretability. Three different classes of feature selection methods can
be distinguished 213. The first class, embedded FS, is implemented in the machine learning mod-
els themselves. The lasso and elastic net regularization methods described in section 1.3.4.1 and
the decision trees described in section 1.3.4.3 are examples of this class of FS. A second class of FS
methods are filtering methods. These are deployed “in front” of the machine learning model, i.e.,
before model training itself, and they filter the input variables without explicit recourse to the
model. The third and last class are so-called wrapper methods; these have access to the model and
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can, therefore, select features to directly maximize the model’s performance. In most cases, this in-
volves iteratively training models while subtracting (backward selection) or adding (forward selec-
tion) features to the models training dataset. Because this requires multiple, subsequent training
phases, wrapper methods are prohibitively time- consuming when tasked with a very high initial
number of features. Because of this, no wrapper methods have been used in the work presented
here.
Different filter methods select different sets of features because the methods they implement
make different assumptions of what might constitute a “useful” feature. The correctness of these
assumptions is, in turn, strongly related with the concept that the machine learning models will
learn from the dataset at hand. Thus, there is “no free lunch”, i.e., there exists no single, globally
optimal FS method. This makes it necessary to either experimentally determine the best-fitting
out of a set of preselected FS methods for the given task or to employ ensembles of FS methods
(as, e.g., implemented in the EFS package 212,213). In many cases, the most expedient FS method is
to manually filter the features based on domain expertise. However, in many cases one applies
machine learning exactly because it is not clear which of the features are relevant. This is even
more the case in data-driven (as opposed to expertise-driven) research contexts (see section 1.1).
In the work presented in this thesis, aside from the FS methods implemented in the machine
learning models themselves, I used three filter methods. Firstly, I employed EFS in paper I (see
section 2.1), modified in order to be able to handle regression tasks. The choice of the FS meth-
ods for paper II and III (see sections 2.2 and 2.3) have been motivated by prior ecological research.
The first of these is the fast, correlation-based filter (FCBF). In essence, this method identifies
groups of features that correlate with each other and then selects the one feature out of every
group that correlates most closely with the dependent variable. As such, it models the correla-
tive dependencies between the OTUs that constitute the independent variables and is, thus, a
multivariate approach. Furthermore, when applied to OTU tables, FCBF can be interpreted in
the context of correlation networks that were described in section 1.3.2. Along these lines, FCBF
can be interpreted as identifying hubs in the correlation network and then picking those OTUs
from these hubs that correlate most with the respective target variable. The second filter method
used here is the indicator value method as described in section 1.3.3. To that end, for each target
variable, three groups of samples were created that showed high, medium and low values of the
variable (i.e., the samples were stratified by tertiles of the target variable). Then, only those OTUs
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were selected for model training that appeared as indicative (i.e., α ≤ 0.05) for at least one of
the sample groups in question in order to account for variability in the breadth of the organisms’
niches60. In contrast to the FCBF, this filtering method does not take into account any possible
dependencies between the OTUs in the dataset, and is thus univariate.
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1.4 Details of This Work
1.4.1 Datasets
The research presented in this thesis centers around two datasets collected from lakes. The first,
used in paper I (see section 2.1), comprises data generated in August 2007 from 32 lakes that form
an alpine transect in Austria 121,217. It consists of an OTU table derived from 16s and 18s rRNA
barcoding, the sampling date, and the GPS positions of the sampling points. The second dataset
stems from Europe-wide sampling carried out in August 2012 and is used in papers II and III
(see sections 2.2 and 2.3). This dataset contains 16s rRNA and 18s rRNA barcoding data for 280
and 218 samples, respectively. In addition to the sampling date, altitude, and the GPS position
of the sampling point, this dataset also contains a small set of physico-chemical environmental
variables (pH, conductivity, and temperature) for all samples, as well as an additional set of 21
physico-chemical variables for a subset of the samples 29,30,219. In both datasets, each lake was sam-
pled once at a water depth between 0.2 and 0.8 m near the shoreline, i.e., in the planktonic part
of the epilimnion.
1.4.2 Assumptions of this work
In this last subsection of this introduction, I need to introduce operative assumptions. Some
of these assumptions are necessary because of the characteristics of the data acquisition process.
In contrast, others reduce the complexity of the study object to a degree where calculations are
possible, and the understandability of the results is warranted62. It is necessary to make these
assumptions explicit because they, in part, represent contradictions to the theoretical basis pre-
sented to this point. In a sense, the assumptions listed here construct a useful abstraction of the
study object of this thesis; as such, the assumptions act like counterfactual handles that enable sci-
entific work on the complex study object 250,251. Explicitly enumerating these assumptions further
allows me to explicitly refer to them and the reader to decide whether they are warranted. I begin
the enumeration with two assumptions that stem from details of the generation of the datasets
used here, continue with four assumptions necessary for statistical analysis of the dataset, and
end with three assumptions essential for interpreting the results presented in this thesis.
I. The samples are representative. Many factors contribute to variation when sam-
pling from ecosystems, such as (i) variation in sampling site, (ii) internal dynamics of the
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sampled system, (iii) exceptional events such as irregular weather, and (iv) technical varia-
tion in sample post-processing. To control these sources of noise, one would need to take
multiple samples from the same position, from different points of the same lake, over mul-
tiple days (i.e., biological replicates), or re-analyze the same sample multiple times (tech-
nical replicates). Due to the high cost of environmental sampling and sequencing, the
datasets analyzed here do not contain replicates. Therefore, I need to assume that the data
at hand are representative of the lakes and their microbiomes and that these do not reflect
exceptional states of the ecosystems sampled.
II. Lakes are comparable. To be able to perform almost any statistical analysis, it is nec-
essary to assume that the samples are comparable to a sufficient degree. In statistical terms,
regression analyses assume that the information present in the dataset is randomly drawn
with the same underlying probability distribution. This means that the processes that
form the relationships between the variables in the dataset need to be sufficiently similar,
if not the same, throughout all samples. Thus, the dataset at hand needs to represent “nor-
mal” lake ecosystem dynamics in the absence of a disturbance. The degree to which this
assumption is wrong will show up in the results as noise, possibly overshadowing signals.
One can remove this kind of noise from the dataset by removing outlier samples, i.e., those
samples from the analyses that seem not to be comparable to the others. To do this thor-
oughly requires a strong grasp of the processes underlying the generation of the measured
variables. Instead, in the papers presented here, outliers were detected and removed based
on statistical distributions of the measured environmental parameters.
III. Everything is everywhere, but the environment selects. The first part of
this assumption can be seen as describing a comparable, normal state, and thus follow-
ing from the prior one. The second excludes historical, evolutionary, or geographical
effects from the analysis, focusing on the environmental effects, i.e., the effects that the
physico-chemical composition of the environment has on the microbiome. This is also
an implicit assumption of indicator value analysis (as described in section 1.3.3). Although
this assumption is most certainly wrong (as described in section 1.2.3), working without
it would require additional, currently inaccessible data to correct for the dynamics of the
historical and geographic spread of microbial species in both recent and farther history.
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IV. Microbial species are equidistant. Simple tabular structures implicitly suggest
that each of their columns is independent of the other columns (the same goes for rows).
In the OTU tables, the OTUs are represented as equidistant categories, i.e., without any
indication of evolutionary or ecological similarity. For analyses that require the features
(and thus, in this case, the OTUs) to be statistically independent, this assumption is neces-
sary (as described in section 1.3.4). However, equidistance between OTUs is inconsistent
with, e.g., their evolutionary phylogeny. Note that recognizing this issue has lead to the
development of methods such as weighted UniFrac, that take the phylogenetic distance of
barcodes into account when, e.g., calculating beta-diversity distances between samples 190.
Similar approaches that can be used with machine learning models do not exist yet.
V. Zeroes in OTU tables represent absent OTUs. One can see the generation of
OTU tables from environmental samples as sampling in a statistical sense. Along those
lines, we can imagine a probability distribution for each OTU that determines the likeli-
hood of encountering this OTU at a certain abundance when taking and post-processing
the environmental sample. The final OTU table contains integers drawn from those prob-
ability distributions. Thus, two possible interpretations of OTUs sampled zero times exist:
The absence might either result from an actual absence of the OTU from the sample (or
lake) or from the OTU being sufficiently rare. This is made more problematic by unique
mathematical properties of the number 0, which can cause irregularities in statistical or
machine learning analyses.
VI. Each OTU is sufficiently homogeneous. During barcoding and the subsequent se-
quence analysis, all properties of an OTU except for its sequence and occurrence number
are lost, and OTUs are, therefore, represented as a homogeneous class of enumerable ob-
jects. However, more and more studies show that there is a high and biologically relevant
degree of variation between individuals aggregated in an OTU 103,210,255. Furthermore, such
heterogeneity is expected based on evolutionary and ecological theory 184. Nevertheless, the
definition of OTUs can is analogous to the aggregation necessary for model creation (as
described in section 1.3.2).
VII. OTUs are a relevant unit of ecology. The aggregation of individuals into OTUs
by way of data generation automatically turns these into the smallest biological unit avail-
able for analysis. While OTU tables do not allow for any classification of units orthogonal
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to this aggregation, it is still possible to create larger aggregates along the line of statistical
properties or taxonomic annotation of the OTUs. Note that this assumption does not
suggest that the OTU is the only relevant unit of ecology (or evolution, for that matter),
as is sometimes discussed. On the contrary, from the theoretical basis outlined in section
1.2.1 follows that there are multiple levels of non-reducible, effective “units of ecology”, in-
cluding all levels depicted in table 1.1, even if using OTUs as the smallest unit for a given
analysis.
VIII. Environmental parameters are negligibly determined by the microbiome.
Just as their environment shapes organisms, organisms change their environment by in-
teracting with it. I assume that the actions of microbes have a negligible effect on the level
of environmental parameters compared with other factors, such as the effect of macrobes,
weather, or geological processes. Note that this assumption does not entail that microor-
ganisms do not change their environment, but only that their effect on the measurements
is negligible. An assumption like this would be necessary for causal analyses because it re-
moves the potential for circular reasoning from the analysis. In contrast, this assumption
facilitates the conceptual separation of biotic and abiotic factors in the lake for the analyses
presented here. Otherwise, e.g., an abiotic factor completely determined by the microbial
community would need to be included in the microbiome if we follow the definition of a
system in section 1.2.1.
IX. Not all relevant environmental parameters are in my dataset, but all
the relevant OTUs are. This assumption is composed of two separate statements.
The latter can be seen as an extension of the first assumption and underlines the OTU
tables’ representativeness. Of course, this statement can lead to an underevaluation of rare
OTUs and their importance for processes in the lake, but, in concert with assumption II,
it allows me to speak of “the lake microbiome”. The former statement follows from the
impossibility of recording all relevant parameters in a complex environment (see section
1.2.1). From this follows that correlations will always be under-controlled with regard to
confounders. In turn, this makes it necessary to reinterpret the correlation-based results as,
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∗ ∗ ∗
The fact that ecosystems are located in space and sampling always happens at a specific point in
time has positive and negative aspects for ecology. One of the positive ones is that the sampling
point in space and time serves as a meta-datum with which additional data can be acquired that
may assist in describing the ecological processes one studies. The core contribution of this study
is a tool called SEDE-GPS (derived from socio-economic data enrichment based on GPS informa-
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tion that automatically acquires data for a given global positioning system (GPS) location and
time stamp. More specifically, SEDE-GPS queries the following databases or web services:
• OpenStreetMap for both land use of and points of interest in a predefined, circular area
around the sampling point (20 and 73 features, respectively)
• Eurostat for a wide range of socio-economic features for the NUTS (Nomenclature des
unités territoriales statistiques) region of the sampling point (for a total of 17 523 features)
• Climate Data Center for the average weather of the day, the month, and the year the sam-
ple was taken (12 features)
• Twitter for the number of tweets geo-tagged to points in the predefined area around the
sampling point in the last seven days (1 feature).
Because it is not helpful for most analyses to gather and use all the features mentioned above,
SEDE-GPS allows users to specify the sources they want to query and the subsets of features
they want to gather. To exemplify the use of SEDE-GPS and get a preliminary insight into socio-
economic impacts on lake microbiomes, we trained machine learning models to predict the mi-
crobial alpha-diversity in a set of alpine lakes. Our results show that a high degree of predictive-
ness can be achieved using xgbTree and svmLinear models. After filtering by an ensemble of fea-
ture selection methods (EFS), we examined the lists of features most important for predicting
four different alpha-diversity metrics for Prokaryotes and Eukaryotes, separately. While these do
not tell a clear story, it is striking that forest-related areas are important features for prokaryote
alpha-diversity and not for Eukaryotes, while the contrary is the case for economic features.
∗ ∗ ∗
Ökosysteme sind im Raum verortet und Beprobung findet immer zu einem bestimmten Zeit-
punkt statt – das hat positive wie negative Auswirkungen auf die Erforschung von Ökosyste-
men. So dient der Ort und Zeitpunkt der Probenentnahme in Raum und Zeit als Metadatum,
mit dem zusätzliche Informationen gewonnen werden können, die wiederum bei der Beschrei-
bung der untersuchten ökologischen Prozesse helfen können. Der Beitrag dieser Studie ist ein
Werkzeug namens SEDE-GPS (abgeleitet von socio-economic data enrichment based on GPS in-
formation), das automatisiert weitere Merkmale (features) eines gegebenen GPS-Standorts und
Zeitstempels einholt, indem es die folgenden Datenbanken oder Webdienste abfragt:
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• OpenStreetMap für Landnutzung als auch Points of Interest in einem vordefinierten,
kreisförmigen Bereich um den Messpunkt (20 bzw. 73 Merkmale)
• Eurostat für eine Vielzahl von sozioökonomischen Merkmalen der NUTS-Region (Nomen-
clature des unités territoriales statistiques), in der die Probenahmestelle liegt (für insgesamt
17 523 Merkmale)
• Climate Data Center  für das durchschnittliche Wetter des Tages, des Monats und des
Jahres, in dem die Probe genommen wurde (12 Merkmale
• Twitter für die Anzahl der Tweets, die in den letzten sieben Tagen zu Punkten im vordefinierten
Bereich um den Probenahmepunkt geschrieben und geo-getaggt wurden (1 Merkmal).
Da es für die meisten Analysen nicht hilfreich ist, alle oben genannten Features zu sammeln und
zu verwenden, erlaubt SEDE-GPS dem Benutzer, die Quellen, die er abfragen, und die Teilmen-
gen der Features, die er sammeln möchte, festzulegen. Um die Verwendung von SEDE-GPS zu
veranschaulichen und einen ersten Einblick in die sozioökonomischen Auswirkungen auf das
Mikrobiom von Seen zu erhalten, haben wir Modelle für maschinelles Lernen trainiert, um die
mikrobielle Alpha-Diversität in einer Reihe von alpinen Seen vorherzusagen. Unsere Ergebnisse
zeigen, dass mit den Modellen xgbTree und svmLinear ein hoher Grad an Vorhersagekraft er-
reicht werden kann. Nach der Filterung durch ein Ensemble von Merkmalsauswahlmethoden
(EFS) untersuchten wir die Listen der Merkmale, die für die Vorhersage von vier verschiedenen
Biodiversitätsmetriken für Prokaryoten und Eukaryoten am wichtigsten sind. Obwohl diese
nicht eindeutig zu deuten sind, ist es auffällig, dass bewaldete Gebiete wichtige Merkmale für die
Alpha-Diversität von Prokaryoten sind, aber nicht für Eukaryoten, während das Gegenteil bei
wirtschaftlichen Merkmalen der Fall ist.
43




enrichment based on GPS information
Theodor Sperlea1, Stefan Füser1, Jens Boenigk2 and Dominik Heider1*
From BBCC Conference 2017
Naples, Italy. 18 - 20 December 2017
Abstract
Background: Microbes are essentail components of all ecosystems because they drive many biochemical processes
and act as primary producers. In freshwater ecosystems, the biodiversity in and the composition of microbial
communities can be used as indicators for environmental quality. Recently, some environmental features have been
identified that influence microbial ecosystems. However, the impact of human action on lake microbiomes is not well
understood. This is, in part, due to the fact that environmental data is, albeit theoretically accessible, not easily available.
Results: In this work, we present SEDE-GPS, a tool that gathers data that are relevant to the environment of an
user-provided GPS coordinate. To this end, it accesses a list of public and corporate databases and aggregates the
information in a single file, which can be used for further analysis. To showcase the use of SEDE-GPS, we enriched a
lake microbial ecology sequencing dataset with around 18,000 socio-economic, climate, and geographic features. The
sources of SEDE-GPS are public databases such as Eurostat, the Climate Data Center, and OpenStreetMap, as well as
corporate sources such as Twitter. Using machine learning and feature selection methods, we were able to identify
features in the data provided by SEDE-GPS that can be used to predict lake microbiome alpha diversity.
Conclusion: The results presented in this study show that SEDE-GPS is a handy and easy-to-use tool for
comprehensive data enrichment for studies of ecology and other processes that are affected by environmental
features. Furthermore, we present lists of environmental, socio-economic, and climate features that are predictive for
microbial biodiversity in lake ecosystems. These lists indicate that human action has a major impact on lake
microbiomes. SEDE-GPS and its source code is available for download at http://SEDE-GPS.heiderlab.de
Keywords: GPS, Data enrichment, Database, Ecology, Microbial ecology
Background
The global positioning system (GPS), established in 1972
and made publicly available in 2000, allows for the exact
identification of every spot on the surface of the earth [1].
Consequentially, when studying geographically localized
objects or processes such as ecosystems, their location can
easily be specified using GPS coordinates.
Many natural processes are strongly influenced by char-
acteristics of their surroundings, i.e., it is known that
chemical composition, size of different habitats, and
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socio-economic features such as human population size,
can influence the (microbial) biodiversity in ecosystems
[2–5]. Therefore, having access to environmental charac-
teristics and including them in analyses is crucial when
trying to understand natural processes.
In the current study, we describe the novel tool SEDE-
GPS (Socio-economic data enrichment based on GPS
information), which can be used to enrich data sets
with data from public and publicly available corporate
databases based on user-specified GPS information. The
current version of SEDE-GPS accesses Open Street Map
(OSM), the Climate Data Center (CDC), Eurostat, and
Twitter. SEDE-GPS has an easy-to-use graphical user
interface and enables researchers to enrich their data with
environmental and socio-economic information based on
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GPS information. This may lead to new insights into the
influence of environmental and socio-economic features
on a wide range of processes.
As an exemplary use-case of SEDE-GPS, we use it in
order to identify features that have an impact on micro-
bial biodiversity. To this end, we calculate different alpha
diversity metrics from a sequencing dataset sampled from
a set of alpine lakes in Austria. We then use feature selec-
tion and machine learning methods to determine features
from the output of SEDE-GPS that can be used to predict
these alpha diversity metrics. Our results show that both
microbial Eukaryotes and Prokaryotes are impacted by
different environmental features. Nevertheless, for both
domains, the area and number of city structures (or lack
thereof) and other human-related features carry high pre-
dictive power.
Implementation
SEDE-GPS can be used via both a graphical user inter-
face (GUI) and a command line interface. As main input,
SEDE-GPS takes a list of at least one GPS coordinate.
Additionally, SEDE-GPS needs a set of parameters spec-
ifying which databases will be queried and restrictions
on the subfields to be downloaded. In the GUI, these
parameters can be selected via mouse-click, however, in
the command line version, these parameters need to be
specified in a config file. The output of the different mod-
ules implemented in SEDE-GPS is temporarily saved and
removed after being merged to a final output file in the
csv format. This is due to the fact that the output of
SEDE-GPS can be too large for regular-sized memory.
In the following, we will discuss the sources for data
enrichment currently used by SEDE-GPS (Fig. 1).
OSM: Land use statistics
Open Street Map (OSM) is a community-generated,
worldwide map. It is used by SEDE-GPS to gather infor-
mation on land-use of the area that surrounds a given GPS
position [6]. An area with an user-defined perimeter is
extracted from relevant map tiles of the OSM database.
As OSM maps are represented in Mercator projection,
SEDE-GPS compensates for latitudinal distortion. From
this map excerpt, the relative amount of pixels covered
by different map legend objects are calculated by thresh-
olding for their respective colors. This will calculate the
fraction of area around the user-provided GPS position
that is covered by, e.g., forests, city structures, or bodies
of water.
OSM: POIs
In addition to the map itself, OSM also hosts a database
that contains the locations of specific points of interests
(POIs), such as special buildings or touristically relevant
objects [6]. This module queries the OSM API and counts
the number of the different POIs in a perimeter of user-
defined size around the GPS coordinates. As the OSM API
reacts to queries slowly, this module is the largest contrib-
utor to the runtime of SEDE-GPS. Therefore, for larger
analyses, it is advisable to manually download the so-
called planetfile from OSM and to use it as an additional
input for SEDE-GPS.
Eurostat: detailed regional statistics
The Eurostat database contains highly detailed govern-
mentally collected data from the EU and EFTA mem-
ber states [7]. Its regional database provides statistics
on economic and social composition of centrally defined
NUTS (Nomenclature des unités territoriales statistiques)
regions. This module first determines the NUTS region
that corresponds to the user-specified GPS position by
querying the Google Maps database for the GPS positions’
postal code. With around 17,500 features, this module’s
output represents 99.4% of all features gathered by SEDE-
GPS.
CDC: European climate data
Via the CDC, a ftp server mainained by the Deutscher
Wetterdienst (DWD), it is possible to publicly and freely
access European climate data that dates back to 2010
[8]. The data has an interpolated spatial resolution of 5 km
and a chronological resolution of a day or a month. This
module requires a date as additional input and calculates
average values of, e.g., temperature or windiness for the
specified day, month, and/or year.
Twitter
The short messages sent out by users of Twitter (so-
called tweets) can be location-tagged, and their number
can be used to estimate tourist interest in a POI. The
Twitter module of SEDE-GPS collects and counts tweets
sent from a user-specified perimeter around the GPS
coordinates. Twitter limits the access to its data so that
SEDE-GPS can access all tweets that were sent in the last 7
days, but can only send 75 queries per 15 min. For a large
number of GPS coordinates, this module will, therefore,
require a long runtime.
Methods
Calculation of alpha diversity indices
The sequence data analyzed in the current study was taken
from [9, 10] (Additional file 1). It stems from a set of
alpine Austrian lakes, which were sampled in order to
study the change of lake microbial ecosystems of three dif-
ferent lakes over time [9] and the difference in microbiome
composition over many lakes [10]. 16s and 18s SSU rRNA
sequences were sequenced using a 454 deep-sequencing
amplicon approach [9, 10]. In the current study, only sam-
ples that were taken in August 2006 and contain more
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Fig. 1 Sample workflow for the use of SEDE-GPS. Based on user-defined GPS positions, SEDE-GPS queries a set of modules and returns all relevant
data. This data can then be used in analyses of any geo-located process. Due to the huge amount of features present in the dataset after data
enrichment with SEDE-GPS, we recommend including a feature selection step before using the gathered data for model construction, e.g., based on
machine learning. Data sources are represented by their respective logos which were taken from Wikimedia (https://commons.wikimedia.org/wiki/
Main_Page)
than 1000 sequences were analyzed. 16s and 18s rRNA
sequences were analyzed separately.
In order to estimate biodiversity within the samples, we
calculated four different alpha diversity indices, namely
Shannon’s Entropy H ′, Simpson diversity D, Simpson
evenness E, and the Chao1 Estimator C, at the maximum
possible sequencing depth with QIIME [11]. These indices
describe the mean species richness or diversity at the local
level [12] and are described by the following equations:
H ′ = −
R∑
i=1
pi ln pi with pi = niN (1)
D = 1 −
∑R
i=1 ni(ni − 1)










C = R + S1(S1 − 1
2(S2 + 1) (4)
where R is the number of species, ni the number of indi-
viduals in species i, N the total number of individuals, S1
the number of singletons (i.e., the number of species with
only one individuum), and S2 the number of doubletons
(i.e., the number of species with exactly two individuals).
Feature selection and feature evaluation
Before using the output of SEDE-GPS for machine learn-
ing, we employed a feature selection step. To this end,
features containing missing values and with low variance
(e.g., with more than 25% zeroes) were discarded. Next,
we used the R package EFS (Ensemble Feature Selection)
in order to rank the remaining features according to their
importance. EFS is an ensemble learning feature selec-
tion method, that corrects for biases of the single methods
when weighting features [13, 14]. Although EFS has been
developed for feature selection in classification studies, we
used an adapted version of EFS, which can be used for
regression studies.
Stability of the features gathered over multiple runs of
EFS were assessed by calculating the mean pairwise dis-
tance between the feature lists. To this end, we calculated
Kendall’s τ and the Jaccard distance using the R pack-
ages kendall and philentropy [15, 16]. For two ranked
lists of observations x and y of length n, Kendall’s τ is
defined as
τ(x, y) = c − d
n(n − 1)/2 (5)
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with c being the number of pairs of concordant observa-
tions (xi, yi) and (xj, yj) with xi < xj and yi < yj, d the














i and j indices in the lists x and y, respectively.
The Jaccard distance dJ for two lists x and y is defined as
dJ (x, y) = |x ∪ y| − |x ∩ y||x ∪ y| . (7)
Therefore, for two feature lists with a maximum dis-
tance, the Jaccard distance would assume a value of 1 and
Kendal’s τ a value of −1. These values were calculated
from feature lists that contain the 50 features that were
ranked most important by EFS.
Sets of correlating features were determined using
Spearman correlation at a correlation coefficient cutoff of
larger than 0.7.
Machine learning
We trained and evaluated eleven different machine learn-
ing models (as implemented in the R package caret [17])
using a leave-one-out cross-validation (LOOCV) scheme.
These models included generalized linear models (glm-
net), bayesian lasso (blasso), support vector machines
(svmLinear and svmRadial), k-nearest neighbors (knn),
Regression Trees (CART: rpart, bagged CART: treebag),
Random Forests (rf ), and stochastic and extreme gradi-
ent boosting (gbm and xgbTree). Models were evaluated by
comparing the predicted values for all iterations to the real
alpha diversity values, resulting in R2 values. Confidence
intervals for the models’ performance were calculated
from the distribution of R2 values that were gathered from
1000x bootstrapped pairs of predicted and observed tar-
get variables. Their distributions were visualized using
boxplots.
The machine learning models were tested for over-
fitting using a permutation test. To this end, the tar-
get variable was permutated and after feature selection
with EFS, mache learning models were trained using the
same approach as described above. R2 values were calcu-
lated and collected for 1000 repetitions of this procedure.
Finally, the number of times t the resulting R2 value is
larger than or equal to the R2 value received with an
unpermutated target variable was counted. Significance in
terms of a p value was calculated by p = t/1000.
Results
Data enrichment using SEDE-GPS
SEDE-GPS is structured modularily, with every module
querying a certain database or API and, if necessary,
data pre- and postprocessing steps (Table 1). The mod-
ules that query the Open Streetmap (OSM) databases,
e.g., have to account for the fact that their maps are in a
Pseudo-Mercator projection or calculate a bounding box
for counting of POIs. Some of the APIs queried by SEDE-
GPS limit the number of queries that are handled in a
certain amount of time (Twitter) or answer intentionally
slowly (OSM). Similarly, the number of features provided
by the different modules varies greatly, with Eurostat con-
tributing by far the most the highest number of features,
respectively (Table 1).
In order to showcase the use of SEDE-GPS, we planned
to identify features that are predictive for the microbial
biodiversity in a set of 39 alpine Austrian lakes. From
these lakes, water samples were taken from which both
16s and 18s rRNA were sequenced and the geo-location
of the sampling was recorded using GPS [9, 10]. These
GPS coordinates were used as an input for SEDE-GPS,
with all modules enabled, using radii of 1, 2, and 5 km
and the date of sampling as additional input for mod-
ules for which this is necessary. This resulted in around
17,900 features.
The resulting dataset was observed to be highly sparse,
with especially the output of the Eurostat and Twitter
module showing a high degree of sparsity. Furthermore,
a very small amount of features contained missing val-
ues, which we attributed to either errors in the databases
or in the communication with the API. Therefore, fea-
tures were discarded that contained any missing values
or zeroes for more than a third of the instances. This
procedure reduced the number of features per lake to
around 1,200.
Calculation of biodiversity metrics
The 16s and 18s rRNA sequencing datasets were pro-
cessed separately using a QIIME pipeline [11]. Samples
that contained less than 1000 sequences were discarded,
which lead to differing numbers of lakes for which Eukary-
otic and Prokaryotic biodiversity data were available.
As biodiversity indicators, four different Alpha diversity
metrics (Shannon’s entropy, Simpson diversity, Simpson
evenness, and the Chao1 estimator) were calculated after
rarefaction (“Methods” section). We used multiple differ-
ent metrics as they each measure biodiversity in specific
ways and therefore emphasize different species distribu-
tion characteristics [18–20]. As the alpha diversity metrics
were calculated for 16s and 18s rRNA separately, this
resulted in maximally eight different biodiversity indica-
tors for each lakes.
Identification of important features using EFS
In order to find features in the output of SEDE-GPS that
are predictive for lake microbial biodiversity, we used
the R package EFS (Ensemble Feature Selection) and the
eight alpha diversity metrics as target variable in sepa-
rate analyses [13, 14]. EFS is an ensemble feature selection
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Table 1 Modules and their subfields currently available in SEDE-GPS
Module Subfields Additional Input Data Processing No. of features Runtime (ms)
OSM Land Use - Radius Pixel decompression 20 24823 ±2421
OSM POIs Craft Radius Bounding boxes 7 3229 ±342
Leisure Radius Bounding boxes 15 7202 ±622
Powerplants Radius Bounding boxes 11 5053 ±503
Special buildings Radius Bounding boxes 13 6881 ±453
Tourism Radius Bounding boxes 8 3096 ±382
Transport Radius Bounding boxes 13 6951 ±496
Urban Radius Bounding boxes 6 2402 ±401
CDC Average of the day Date 4 <1
Average of the month Date 4 2 ±0
Average of the year Date 4 211 ±0
Eurostat Agriculture 721 711 ±80
Business Demography 778 1467 ±83
Crime Statistics 4 16 ±4
Demography 15077 2611 ±79
Economic Accounts 67 431 ±41
Education Stat. 30 31 ±5
Labour Market Stat. 99 172 ±17
Science & Technology 644 3718 ±400
Tourism Stat. 44 163 ±11
Transport 59 13383 ±224
Twitter - Radius 1 1014 ±316
Total 17629 83567
Runtime means and standard deviation were calculated from ten measurements
method that assigns weights to the features in an unbi-
ased manner according to their predictiveness for the
target value.
Using the average weight of the features as cutoff, fea-
tures below this cutoff were discarded. To verify that
the selected features are both descriptive and were not
selected due to overfitting, eleven different machine learn-
ing models were trained to predict the eight alpha diver-
sity values from the EFS-selected SEDE-GPS features.
The models showed profoundly differences in perfor-
mance (Table 2) with xgbTree showing near perfect perfor-
mance for all target variables (Fig. 2). In order to confirm
that the performance of the models is not due to over-
fitting, we performed a permutation test for the four
best-performing machine learning models. For all target
variables and machine learning models, this resulted in a
p-value of less than 0.001.
Taken together, these results show that the
features selected by EFS were not selected due to
overfitting but are helpful for predicting alpha diver-
sity metrics for prokaryotes and microbial eukaryotes
in lakes.
Stability and importance of features
Due to the fact that leave-one-out cross validation
(LOOCV) was used to train and validate the machine
learning models, multiple weighted feature lists were cal-
culated for every target variable. Overfitting of EFS would
have resulted in drastically different feature weights in the
LOOCV iterations. In order to show that EFS did not
overfit in the analyses presented here, we assess the sta-
bility of the features selected in the LOOCV iterations
using both Kendall’s τ and Jaccard distance as feature list
distance measures. These results show that the features
selected by EFS show a high degree of stability and that
the feature selection is not the result of overfitting (Fig. 3).
When manually examining selected features, it is impor-
tant to keep in mind that the first step of feature selection
in EFS is correlation based. This means that from sets of
features that correlate, only the most descriptive feature
is kept in the feature set. Therefore, for datasets pro-
cessed with EFS, each feature label must be viewed as
stand-in for a set of correlating features. Table 3 shows
the five most important features for predicting the differ-
ent alpha diversity metrics, with each feature name being
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Table 2 Performance (R2 values) of machine learning models trained to predict alpha diversity from SEDE-GPS output
Dataset glmnet blasso svmRadial svmLinear knn rpart treebag rf gbm xgbTree
Euk Chao1 0.292 0.003 0.713 0.980 0.0415 0.214 0.631 0.518 0.496 0.999
Euk Shannon 0.228 0.0167 0.791 0.993 0.000 0.180 0.635 0.582 0.680 1.000
Euk Simpson_e 0.277 0.0146 0.556 0.976 0.107 0.238 0.671 0.559 0.546 0.980
Euk Simpson 0.150 0.001 0.742 0.906 0.014 0.090 0.545 0.346 0.432 0.995
Prok Chao1 0.768 0.461 0.832 0.991 0.0695 0.420 0.635 0.915 0.955 0.979
Prok Shannon 0.527 0.011 0.940 0.991 0.172 0.538 0.626 0.930 0.993 0.999
Prok Simpson_e 0.345 0.128 0.849 0.991 0.035 0.304 0.622 0.937 0.840 0.999
Prok Simpson 0.459 0.008 0.915 0.986 0.168 0.453 0.627 0.904 0.880 0.991
replaced by higher order descriptions of the respective set
of correlating features (for the simple feature names, see
Additional file 2: Table S1). This examination was limited
to five features per target variable because both the aver-
age feature weight and the stability of the feature position
decrease quickly with increasing rank of the feature (Fig. 4,
Additional file 3: Figure S1).
The resulting feature lists for Prokaryotes and microbial
Eukaryotes show major differences, while using different
alpha diversity metrics result, especially for Prokaryotes,
in similar feature lists (Table 3).
Discussion
SEDE-GPS
In this paper, we present SEDE-GPS, which can be used
to drastically increase the number of features for datasets
that contain GPS-located samples. Accessing four dif-
ferent data sources via five modules, it provides around
18,000 numerical features that contain socio-economic,
geographic, and climate information (Table 1).
Currently, due to the choice of databases SEDE-GPS
queries, this tool has a number of limitations. Both
the CDC and Eurostat modules return only data for
Fig. 2 Performance of machine learning models predicting microbial lake alpha diversity based on the output of SEDE-GPS. Stars represent the
performance of models trained on the respecitve dataset, box plots represent confidence intervals of R2 values gathered from the respective model.
Models were trained on the output of SEDE-GPS after feature selection and evaluated using LOOCV (“Methods” section). Only results for the four
best-performing models are shown; for the others, see Table 2
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Fig. 3 Stability of feature lists over LOOCV iterations. Jaccard distances and Kendall’s τ were calculated for pairs of feature lists for the 50 most
important features of each dataset. Dots and error bars represent average values and standard deviations of values, respectively. At maximum
distance, the Jaccard distance and Kendall’s τ would assume a value of 1 and −1, respectively. Both feature lists are rather stable, however, the
feature lists of the Prokaryote datasets are more stable than their Eukaryote counterparts
GPS coordinates in Europe, while the OSM modules
and Twitter module will work for any GPS coordinate.
Similarly, the databases queried by SEDE-GPS do not
contain meaningful data for most marine GPS coordi-
nates. In the future, we seek to overcome these limita-
tions by including more data sources and thus extending
SEDE-GPS both to new regions and to new data types
and formats.
Similarly, the specific limitations and pecularities of
the databases currently used by SEDE-GPS are important
for the interpretation of their data. OSM contains user-
generated and user-curated information which might be
of inconsistent albeit high quality or level of detail [6].
Eurostat, as a governmentally curated database, on the
other hand, exhibits a level of detail which is generally
lower that that of OSM as it can only be queried for
defined NUTS regions [7]. As these regions are of widely
differing sizes one might want to normalize data gath-
ered from Eurostat to the area of the respective NUTS
region. We decided not to implement this normalization
step in SEDE-GPS as postprocessing steps not accessible
to the user generally might introduce unwanted artifacts.
The information gathered from Twitter comes with mul-
tiple caveats: For one, only very few processes will be
directly influenced by the number of messages sent via
Twitter and this number will thus, in most cases, func-
tion as a proxy for other information. Additionally, the
number of tweets will show a certain amount of variance
over time, with the amount of variance being possibly also
location-dependent.
Because of a rate limitation in API queries, both
the OSM modules and the Twitter module are the
biggest contributors to SEDE-GPS’s runtime, especially
for datasets with many GPS coordinates. It would be
possible to speed up the OSM modules by reading the
data from a so-called planetfile (an image of the OSM
databases) instead of using API queries. This is, currently,
not implemented in SEDE-GPS, as the planetfile is very
large and a speed improvement would, therefore, only
exist for very large GPS datasets.
Central to the design of SEDE-GPS is the fact that
it does not perform any field-specific data postprocess-
ing. Therefore, the output of SEDE-GPS can be used for
studies in a wide variety of scientific fields. Neverthe-
less, for some applications, postprocessing steps might be
advisable.
Microbial ecology
In this study, we showcase the use of SEDE-GPS for micro-
bial ecology. From the output of SEDE-GPS and using
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Table 3 Features with the highest weights for prediction of different alpha diversity metrics for Prokaryotes and Eukaryotes in Austrian
lakes
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For features in bold, a linear regression shows a positive relationship with the respective target variable
machine learning methods, we were able to identify fea-
tures that can be used as predictors of both Eukaryote and
Prokaryote alpha diversity in a set of alpine lakes.
Implicitly, in this study, we assumed that environmen-
tal features have a bigger impact on microbial biodiver-
sity than historical contingencies and recent events. We
acknowledge that this notion, succinctly formulated as
“everything is everywhere, but the environment selects”,
is highly debated [21–24]. Furthermore, we do not take
into account that the composition of microbial com-
munities can be majorly influenced by recent events or
the microenvironment of the sampling position [25, 26].
These assumptions are neccesary because the dataset
analyzed here does not contain multiple samples that
were collected on different time points for each of the
lakes. However, we are not aware of such an ecological
microbial sequencing dataset with a quality, geographic
extensiveness, and also uniformity of sample preparation
comparable to the one we analyzed here.
The features we identified as most predictive for micro-
bial biodiversity differed greatly between Eukaryotes and
Prokaryotes, supporting the notion that microorgan-
isms from these domains have different ecological roles
[21, 24, 27, 28]. In contrast to this, the most predictive
features for the different alpha diversity indices calculated
from Prokaryotic sequences show a high degree of similar-
ity. This indicates that the alpha diversity metrics used in
this study essentially capture the same central distribution
characteristics of the composition, at least for this domain
of life.
Recently, many studies identified environmental and
geographic features such as temperature, pH, climate, ion
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Fig. 4 Decline of average importance of features over the 25 highest ranked features. Feature weights were calculated using EFS and averaged over
the LOOCV iterations. Ribbons indicate standard deviation. Average importance values were normalized so that the first feature has an average
weight of 1. For all datasets except Euk Simpson, after the twelfth highest weighted features, feature weights are below 0.5
and nutrient concentration, and elevation-related envi-
ronmental parameters as major drivers of the composition
of lake microbiomes [4, 10, 21, 29–31]. Some of these
features were also identified as highly impactful in our
analysis (Table 3), albeit somewhat hidden under feature
labels such as “Climate, Demography, City Structures” for
temperature or “Economy (parking, GDP, Agrarian struc-
tures), Population” for nutrient concentration. While this
clearly is a consequence of the field-agnostic nature of
the data provided by SEDE-GPS, it might also point to
possible sources for impact on biodiversity.
Therefore, our results also suggest that human action
has an direct or indirect impact on lake micrbiome com-
position. Although an impact of urbanization on biodiver-
sity is well known for other areas of ecology [32–35], this is
the first time, to our knowledge, that it has been described
for microorganisms. Surprisingly, our results suggest that
urbanization has a positive effect on Prokaryote biodi-
versity, as, e.g., the area of the environment covered by
streets correlates positively with all biodiversity indices
used in this study (Table 3). The negative impact of for-
est area might therefore stem from the fact that areas
covered with forests cannot also be urban regions. Impor-
tantly, one should not fall into the trap of assuming that a
higher biodiversity necessarily signifies a well-functioning
ecosystem [20] and take the results presented here to
mean that more streets would improve lake ecosystems.
Nevertheless, these results indicate that the processes that
govern microbial ecology are very different from those
that regard the ecology of larger organisms [9, 21, 28].
Further analyses will be needed to solidify the results of
this study. In part, this is due to the fact that the samples
and lakes included in this analysis are limited in number
and are geographically close to each other [22, 24, 25, 36].
Therefore, for a more thorough analysis, larger datasets
from more variable sites would be neccessary, as currently
only available from large-scale environmental sequencing
efforts such as the Earth Microbiome Project [37] or the
1000 Springs Project [28, 38]. Nevertheless, on the basis of
the results presented here, experiments can be designed
in order to illuminate the mechanistic and causal rela-
tionships between environmental features and microbial
biodiversity.
Conclusion
This study shows how to use SEDE-GPS in order to
enhance datasets that contain scarce amounts informa-
tion on the environment of geo-located, observed pro-
cesses. Analysing the output of SEDE-GPS leads to the
identification of environmental, socio-economical, and
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climate features that influence the studied process. These
results can then act as basis for further hypothesis-driven
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∗ ∗ ∗
In microbial biomonitoring, the measured prevalences of certain microbial species act as a proxy
measurement of other parameters of the ecosystem. These are, usually, ecosystem health param-
eters but can also include distinct physico-chemical parameters. A direct correlation between the
latter and the prevalence can, however, be misleading. For one, the relation between the environ-
mental parameter and the prevalence of the microbial species must be assumed to be indirect or,
at least, greatly influenced by indirect effects. Furthermore, the response of one microbial species
will be modulated by the prevalence of other, interacting microbial species.
In this publication, we used the status of the microbiome as a whole as a proxy measurement
for a range of physico-chemical parameters. To that end, we developed a machine learning ap-
proach called the covariation framework. In it, a model is used to project the whole microbiome
to a one-dimensional space comparable to the space the parameter in question is in. After that,
we can calculate the R2 of the predicted and measured values of the parameter as a metric of co-
variation between the microbiome and the parameter in question. This methodology was ap-
plied to a large-scale microbiome dataset sampled from European lakes.
Evaluating different combinations of machine learning models, feature selection methods,
and aggregation of the microbiome at different taxonomic levels, we found that Random Forest
models combined with IndVal selection at the OTU level lead to the highest R2 values for param-
eters in general. This underscores (i) the non-linearity of interactions between microbial species,
(ii) the biological relevance of the IndVal function, and (iii) the degree of loss of informativeness
when aggregating microbes at lower levels of the taxonomy. Aside from reporting measures of
covariation for a total of 27 parameters, we also present bioindicators for these and a list of multi-
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task bioindicators, i.e., OTUs that appear as bioindicators for multiple environmental parame-
ters.
∗ ∗ ∗
Beim mikrobiellen Biomonitoring dienen die erfassten OTU-Tabellen als Proxy-Messung für
andere Parameter des Ökosystems. Dies sind in der Regel Parameter zur Gesundheit des Ökosys-
tems, können aber auch bestimmte physikalisch-chemische Parameter umfassen. Eine direkte
Korrelation zwischen letzteren und dem Vorkommen der Mikroorganismen kann jedoch ir-
reführend sein. Zum einen muss davon ausgegangen werden, dass der Zusammenhang zwischen
dem Umweltparameter und dem mikrobiellen Vorkommen indirekt ist oder zumindest stark
durch indirekte Effekte beeinflusst wird. Zum anderen wird die Reaktion einer mikrobiellen
Spezies durch die Prävalenz anderer, mit diesen interagierenden mikrobiellen Spezies moduliert.
In dieser Veröffentlichung haben wir den Status des Mikrobioms als Ganzes als Proxy-Messung
für eine Reihe von physikalisch-chemischen Parametern verwendet. Zu diesem Zweck haben
wir einen Ansatz des maschinellen Lernens entwickelt, der als covariation framework bezeichnet
wird. Darin wird ein Modell verwendet, um das gesamte Mikrobiom auf einen eindimensionalen
Raum zu projizieren, der mit dem Raum vergleichbar ist, in dem sich der betreffende Parameter
befindet. Danach können wir den R2 der vorhergesagten und gemessenen Werte des Parame-
ters als eine Metrik der Kovariation zwischen dem Mikrobiom und dem fraglichen Parameter
berechnen. Diese Methodik wurde auf einen großen Mikrobiom-Datensatz angewendet, der aus
europäischen Seen entnommen wurde.
Bei der Evaluierung verschiedener Kombinationen von maschinellen Lernmodellen, Meth-
oden zur Merkmalsauswahl (feature selection) und der Aggregation des Mikrobioms auf ver-
schiedenen taxonomischen Ebenen haben wir festgestellt, dass Random-Forest-Modelle in Kom-
bination mit einer feature selection durch Bioindikatoridentifikation auf OTU-Ebene zu den
höchsten R2-Werten für Parameter im Allgemeinen führen. Dies unterstreicht (i) die Nicht-
Linearität der Interaktionen zwischen mikrobiellen Spezies, (ii) die biologische Relevanz der
IndVal-Funktion und (iii) den Grad des Verlustes an Informativität, wenn Mikroben auf niedrigeren
Ebenen der Taxonomie aggregiert werden. Neben der Kovariation des Mikrobioms mit insge-
samt 27 Parametern präsentieren wir auch Bioindikatoren für diese sowie eine Liste von Multi-
Task-Bioindikatoren, d. h. OTUs, die als Bioindikatoren für mehrere Umweltparameter auftreten.
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1  |  INTRODUC TION
Anthropogenic changes to the environment are threatening the 
stability of ecosystems globally and contribute to unprecedented 
rates of species extinction with catastrophic consequences for life 
as we know it (Ceballos et al., 2015; Isbell et al., 2017; Steffen 
et al., 2011; Tilman et al., 2017; Williams et al., 2015). To miti-
gate the destabilization and the collapse of ecosystems, we need 
a more refined understanding of how they function. Systems ecol-
ogy offers a paradigm that describes ecosystems as dynamic and 
complex networks of interactions both among organisms as well 
as between the biotic and abiotic aspects of an ecosystem (Evans 
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Abstract
It is known that microorganisms are essential for the functioning of ecosystems, but 
the extent to which microorganisms respond to different environmental variables in 
their natural habitats is not clear. In the current study, we present a methodologi-
cal framework to quantify the covariation of the microbial community of a habitat 
and environmental variables of this habitat. It is built on theoretical considerations of 
systems ecology, makes use of state- of- the- art machine learning techniques and can 
be used to identify bioindicators. We apply the framework to a data set containing 
operational taxonomic units (OTUs) as well as more than twenty physicochemical and 
geographic variables measured in a large- scale survey of European lakes. While a large 
part of variation (up to 61%) in many environmental variables can be explained by 
microbial community composition, some variables do not show significant covariation 
with the microbial lake community. Moreover, we have identified OTUs that act as 
“multitask” bioindicators, i.e., that are indicative for multiple environmental variables, 
and thus could be candidates for lake water monitoring schemes. Our results repre-
sent, for the first time, a quantification of the covariation of the lake microbiome and 
a wide array of environmental variables for lake ecosystems. Building on the results 
and methodology presented here, it will be possible to identify microbial taxa and 
processes that are essential for functioning and stability of lake ecosystems.
K E Y W O R D S
bioindicators, lake ecology, machine learning, microbial communities, microbial ecology
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et al., 2013; Jørgensen, 2016; Otwell et al., 2018; Webster et al., 
2018).
Through interactions and the flow of energy and nutrients, dif-
ferent parts of an ecosystem are connected. This is not limited to 
direct interactions as, for example, the number of predators in an 
ecosystem has both an effect on the number of prey as well as on the 
plants eaten by the prey (Krikorian, 1979; Ulanowicz, 2001). The dy-
namic adaptability of ecosystems to environmental changes makes 
it possible to identify bioindicators, i.e., organisms whose presence 
and prevalence can be used to estimate other variables of the eco-
system (Heink & Kowarik, 2010; Karimi et al., 2017).
Bioindicators are used in biosphere- based ecosystem monitor-
ing schemes such as the ones implemented in European countries 
under the Water Framework Directive (Birk et al., 2012; Hering 
et al., 2010) but also hold insights into the autecology of organisms 
(i.e., their specific ecological needs and actions) as well as the func-
tioning of an ecosystem as a whole (Plassart et al., 2019). This is the 
case since organisms will only emerge as indicative for environmen-
tal variables they respond to directly (because of their ecological 
niche) or indirectly (since they interact closely with organisms that 
are, in turn, responsive to changes in the respective environmental 
variable). Due to their functional diversity, high growth rates, large 
population sizes, and high surface- to- volume ratio, bacteria and mi-
croeukaryotes are very responsive to environmental changes and 
represent optimal bioindicators (Cordier et al., 2019; Frühe et al., 
2020; Karimi et al., 2017; Merkley et al., 2004).
The advent of next- generation sequencing (NGS) has greatly fa-
cilitated the use of microbial bioindicators. Firstly, it made it possible 
to identify organisms based on their genetic makeup instead of visual 
features (Frühe et al., 2020; Kermarrec et al., 2014). Secondly, tech-
niques such as amplicon sequencing have made it feasible to capture 
microbial community compositions present in environmental samples 
(Parks et al., 2017). As different microorganisms exhibit different re-
sponses to changes in a environmental variable, and these responses 
are modulated by other microorganisms, the microbial community 
composition as a whole is more indicative of the status of the ecosys-
tem than a selection of bioindicator species separately.
However, while being rather intuitive, the systems ecology par-
adigm also exposes theoretical and methodical obstacles for the 
study of microbial communities. For example, the assumption of 
variable independence, which is a requirement for many statisti-
cal approaches, does not hold for all environmental variables or 
processes of an ecosystem. Similarly, in a system, processes are 
influencing and modulating each other, rendering the distinction 
between direct and indirect interactions hard or even infeasible 
(Jørgensen, 2016). This is especially the case for microbial commu-
nities, where interaction networks are hard to measure and vali-
date (Cazelles et al., 2015; Harris, 2016; Heink & Kowarik, 2010; 
Röttjers & Faust, 2018a) and the distinction between indirect and 
direct interactions is an open question (Guimarães et al., 2017; 
Röttjers & Faust, 2018b). Indeed, many studies prove a high ecolog-
ical relevance of indirect microbial interactions (Deltedesco et al., 
2020; Miller & Travis, 1996).
Additional issues for the study of microbial communities stem 
from the sparsity and very high dimensionality of OTU tables 
(Röttjers & Faust, 2018b; Weiss et al., 2017). With a number of sam-
ples vastly lower than the number of regressors (in our case: taxa or 
OTUs), regression is ill- defined and the adjustment of the R2 value 
for the number of regressors is impossible. Usually, both the col-
lection of more data as well as very stringent feature selection are 
suggested to counteract this. Both measures, however, are only of 
limited use for the study of microbial communities, as sampling and 
sequencing remain expensive and the high number of different mi-
croorganisms is a nonreducible property of the study object.
In this study, we developed methodological tools to study mi-
crobial communities in the context of systems ecology while ac-
knowledging the aforementioned theoretical obstacles. Our main 
contribution is a machine learning- based framework for the quanti-
fication of the covariation between the microbiome and a total of 27 
physicochemical and positional (i.e., GPS coordinates and altitude) 
variables of lake ecosystems (for an overview, see Figure 1, and 
for a list of variables, see Table 1). It builds upon a wealth of stud-
ies that elucidate the role of the microbiome in ecology using ma-
chine learning (Cordier, 2019; Cordier et al., 2018, 2019; Glasl et al., 
2019; Grossmann, Beisser, et al., 2016; Han et al., 2019; Kiersztyn 
et al., 2019; Mikhailov et al., 2018; Sperlea et al., 2018; Tan et al., 
2015). In our covariation framework, a machine learning model is 
trained to approximate a projection of the microbial prevalence 
space to a single dimension for each of the environmental variables, 
which makes it able to handle the extremely high dimensionality of 
amplicon- based microbiome data sets. The coefficient of correlation 
R2 between the projected microbial community composition and the 
measured environmental variable is, then, used as a metric of covari-
ation. This corresponds to the covariation of the environmental vari-
able and the whole microbiome, which is intuitively interpretable.
We applied this framework to a data set from a large- scale survey 
of European lakes (Bock et al., ,,2018, 2020; Boenigk et al., 2018). Lakes 
are considered as sentinels of ecosystem change at different tempo-
ral and geographical scales (García- García et al., 2019; Williamson 
et al., 2008). This is, in part, because lakes aggregate water from their 
catchments, and with it, pollutants and high nutrient concentrations. 
Furthermore, lakes are also directly affected by various anthropogenic 
stressors, such as overfishing, eutrophication, climate change, and inva-
sive species (Dudgeon et al., 2005; World Wildlife Fund, 2018).
The use of nonlinear ensemble models facilitated a dimensional-
ity reduction of up to six orders of magnitude while retaining import-
ant relationships in the amplicon data set. Comparing two feature 
selection methods that are motivated by ecology, we found that fil-
tering for bioindicators leads to a favourable behaviour of the frame-
work. Analysing the operational taxonomic units (OTUs) identified 
as bioindicators in the feature selection step, we identified bacteria 
and microbial eukaryotes indicative of multiple environmental vari-
ables of lakes, which support the notion of high interdependency 
between ecological variables.
At the time of writing and to our knowledge, we provide the first 
large- scale, sequencing- based analysis of the potential of the full 
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microbial community composition as an indicator for physicochemi-
cal variables in lake ecosystems. To that end, we report a comprehen-
sive quantification of the covariation of the complete microbiome 
with regard to these environmental variables. Our results highlight 
the advantages of machine learning methods for the study of micro-
bial communities in a systems ecology paradigm. Furthermore, they 
underscore the importance of including bacteria and microeukary-
otes at the species or OTU level into ecological monitoring schemes. 
This work paves the way for future endeavours to better uncover 
the functional workings of ecosystems.
2  |  MATERIAL S AND METHODS
2.1  |  Sample collection
Sampling was part of a pan- European study conducted in August 
2012 (eukaryotic sequences are published in Boenigk et al., 2018; 
NCBI Bioproject PRJNA414052, prokaryotic sequences are pub-
lished and described in Nuy et al., (2020), Bock et al., (2020); NCBI 
Bioproject PRJNA559862). To analyse the effects of biogeochemical 
factors on bacterial and protist freshwater communities on a large 
scale, 280 lakes were sampled, covering a broad latitudinal gradient 
ranging from Spain to the South of Scandinavia and altitudes from 
sea level to 3110 m.a.s.l. The samples were taken in daylight from 
the shore of each lake or pond collecting epilimnial water up to 0.5 m 
depth. Sampling details and information on measured physicochemi-
cal and geographic factors can be found in Boenigk et al., 2018. For 
DNA analyses filtered samples were air- dried and frozen in liquid ni-
trogen (Cryoshippers) and stored at −80°C until further processing.
2.2  |  DNA extraction and sequencing
Genomic DNA was extracted using the my- Budget DNA Mini Kit 
(Bio- Budget Technologies GmbH, Krefeld, Germany) following the 
protocol of the manufacturer and modifications after Boenigk et al., 
F I G U R E  1  Graphical summary of the machine learning approach presented in this paper. Using amplicon sequencing data as well as a set 
of environmental variables collected in a large- scale survey of European lakes (Bock et al., 2018, 2020; Boenigk et al., 2018), we developed 
a novel approach to measuring the covariation of the whole microbiome and the environmental variables of lake ecosystems. At its core, our 
framework makes use of supervised machine learning methods to reduce the dimensionality of the microbial community composition. As the 
environmental variables are numerical features, the R2 metric serves as metric for covariation. Two different feature selection methods were 
compared, and microbial bioindicators were extracted from the IndVal method. Created with BioRender.com
TA B L E  1  Number of operational taxonomic units (OTUs) 
identified as bioindicators in the IndVal analysis for environmental 
variables of lakes. This list does not include the positional variables 
Coord.O and Coord.N as the interpretation of bioindicators for 
these is not clear
Variable Number Variable Number
Alk. Gran 16 HCO3 27
Altitude 1595 K+ 118
Anions 89 LF 1349
Ca2+ 32 Mg2+ 70
Cations 164 Na2 86
CatSum 5 NH4 6
Cl− 48 NO3 17
COND 1 pH 603
DN 0 SO4 3
DP 0 SumIons 166
DOC 43 T 920
DRSi 1 TP 92
H+ 15
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2018. Bacterial amplicon sequencing targeted the V2- V3 region 
of the 16S rRNA gene, eukaryotic amplicon sequencing targeted 
the V9 region of the 18S, and the ITS1 gene in the SSU genomic 
region. Samples were commercially sequenced (Fasteris, Geneva, 
Switzerland) using paired- end Illumina HiSeq 2500 sequencing in the 
“rapid run” mode to generate 2 × 300 bp reads. For details, please 
see Boenigk et al., (2018), Nuy et al., (2020) and Bock et al., (2020).
2.3  |  Sequence analysis
Adapter removal, quality trimming, and demultiplexing using index 
sequences were performed by the sequencing company (Fasteris). 
Sequence processing was performed using a provisional version 
of the Natrix pipeline (Welzel et al., 2020). Base quality of raw se-
quence reads was rechecked using the fastqc software (v0.11.5; 
Andrews, 2010) and reads with an average Phred quality score 
below 25 or with at least one base with a Phred quality score below 
15 were removed using prinseq- lite (v0.20.4; Schmieder & Edwards, 
2011). The paired- end reads were assembled and quality filtered 
with the tool pandaseq (v2.10; Masella et al., 2012). Reads with un-
called bases, an assembly quality score below 0.9, a read overlap 
below 20 bases, or a base with a recalculated Phread- score below 1 
were discarded. Assembled sequences were dereplicated and chi-
meras identified using uchime (usearch v7.0.1090; Edgar et al., 2011). 
Additionally, a split- sample filtering protocol (AmpliconDuo; Lange 
et al., 2015) was used to discard sequences that were not found in 
both technical replicates (A and B variant). Remaining sequences 
were clustered using swarm (v2.2.2; Mahé et al., 2014) and OTU 
tables were generated based on this clustering. The eukaryotic 
representative sequences were further clustered by identical V9 
sequences (V9_Clust.R; Jensen, 2017). The taxonomic assignment 
of the eukaryotic sequences was performed by searching the NCBI 
database using blast (blast +v2.7.1; NCBI nt sequences from Dec 5, 
2017). For the prokaryotic sequences SILVA (SILVA SSURef release 
132) was used.
2.4  |  Data preparation
Values for temperature (T) and conductivity (LF), measured in field 
in triplicates, were averaged for each sample. For the analyses at 
different taxonomic levels, for each taxon at each taxonomic level, 
OTU counts belonging to this taxon were aggregated. OTUs missing 
a taxonomic annotation at a taxonomic level were not counted.
To circumvent the problem of missing values in the environmen-
tal parameter data set, two subdata sets were created, namely the 
all_samples and all_features subdata sets. The all_samples subdata 
set contains the environmental variables measured in the field (al-
titude, GPS coordinates, pH, conductivity, temperature, and time 
of sampling) and OTUs for 241 lakes. An additional set of 21 phys-
icochemical variables had been measured for a subset of 47 lakes. 
Excluding the positional variables and the time measurement, lakes 
with the extended feature set and the corresponding OTUs consti-
tute the all_features data set.
Outliers in the environmental variables were defined as data 
points falling outside of a range of 1.5 times the interquartile 
range below the first or above the third quartile (as calculated 
using the r function boxplot.stats()). Samples that contain at least 
one outlier in any of the environmental variables relevant for the 
subdata set were excluded from further analysis, leading to 201 
and 42 samples in the all_samples and all_features data set, re-
spectively (see Table S1 for a list of lakes present in the subdata 
sets). This was done to reduce the variability in the data set as well 
as to remove potential measurement errors. OTUs and taxa absent 
from all samples in one of these subdata sets were removed. OTU 
and taxon counts were centred and scaled using the r function 
scale() before training.
2.5  |  Covariation framework and machine learning
At the core of the covariation framework is a model that is trained 
to approximate this environmental variable based on the OTU 
table or taxonomically aggregated prevalence table. In the co-
variation framework, however, the common supervised machine 
learning approach is interpreted in a novel way, that is consist-
ent with the theory behind machine learning as well as systems 
ecology: The prediction of the framework is interpreted as a pro-
jection of the microbial community composition to a single dimen-
sion that is comparable to the environmental variable the model 
was trained on. As metric for covariation, the coefficient of de-
termination R2 between the dimensionality- reduced microbiome 
and the measured values of the variable for the held- out samples 
was used. As a secondary metric, the root- mean- square error was 
also calculated.
The full model used to quantify the amount of covariation of 
the microbial community and a environmental variable consists of 
a feature selection method and a machine learning model, both of 
which will be described in the following paragraphs in more detail. 
These two steps form the full model of the covariation framework 
and are evaluated as one, for example the feature selection as well 
as the machine learning are evaluated based on the full model per-
formance. Because of the low number of samples analysed here, 
a cross- validation scheme was used for model training and pre-
diction as this results in final models with low bias even for small 
data sets (Bishop, 2006). This will be described at the end of the 
subsection.
Feature selection was performed using either a fast correlation- 
based filter (FCBF) (Yu & Liu, 2003) or the multipatt() function (IndVal 
method, 999 random permutations) from the r package indicspecies 
(v1.7.9: Cáceres & Legendre, 2009). The choice of the former was 
motivated by the widespread use of correlation networks as prox-
ies for microbial interactions (Proulx et al., 2005). In these, nodes 
represent species and are connected with an edge if their preva-
lence correlates across a range of samples. Along these lines, FCBF 
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groups OTUs or taxa that are neighbours in a correlation network 
into syntaxa, i.e., groups of organisms that act as one unit in environ-
mental changes (Chaffron et al., 2010). For this filter, a cutoff of 0.6 
was chosen for the Pearson correlation coefficient, because, consis-
tently over taxonomic levels, only around one percent of intertaxa 
correlations showed higher correlation coefficients. For the IndVal 
analysis, which is of widespread use in ecological studies, samples 
were separated by tertiles of the variable in question and OTU and 
taxon occurrence numbers were standardised using the Hellinger 
transformation to decrease the influence of highly abundant OTUs 
(Legendre & Gallagher, 2001).
A total of seven machine learning models from the r package 
caret (v6.0.86; Kuhn, 2008) were used as base learners in this study: 
random forest (rf), stochastic gradient boosting (gbm), extreme gra-
dient boosting (xgbTree), support vector machines with linear and 
radial kernel (svmLinear, svmRadial), generalised linear model (glm-
net), and k- nearest neighbours (knn). These models were trained 
using the train() function with default parameters, which includes 
hyperparameter tuning by grid search. Model predictions were gen-
erated using the predict() function.
To use a cross- validation scheme, the full set of samples was 
split into k subsets of approximately equal size, and k models are 
trained and used for prediction separately. While higher values of k 
are known to reduce the bias in the evaluation, the runtime of the 
whole training process is also greatly affected by k. Thus, for the 
all_samples subdata set a 10- fold cross- validation and for the all_
features subdata set a leave- one- out cross- validation scheme was 
used as follows. For fold i, all subsets except for subset i were used 
in the training phase. The training phase consisted in, firstly, feature 
selection of the input features (i.e., taxa and OTU tables), and, sec-
ondly, fitting a model to approximate the target variable based on 
the selected features. Then, the fitted model was used to predict 
the target variables based in the held- out subset i. These predictions 
were collected and compared to the respective measured value of 
the environmental variable in question. As performance metrics, the 
coefficient of determination R2 and root- mean- square error were 
calculated using the postResample function from the r package 
caret (v6.0.86; Kuhn, 2008). Confidence intervals for performance 
metrics were determined by 1000× resampling by bootstrapping of 
predicted and measured values.
2.6  |  Data analysis
Environmental variables were clustered according to their Pearson 
correlation using the hclust() function from the r package stats 
(v4.0.1). Variable importances were extracted from rf models using 
the varImp() function from the r package caret (v6.0.86, Kuhn (2008)) 
and averaged over the training folds. The ttest() function was used 
to assess whether there is a difference in the feature importance of 
eukaryotic and prokaryotic OTUs, and the resulting p- values were 
adjusted using the Benjamini- Hochburg method as implemented in 
the p.adjust() function.
3  |  RESULTS
3.1  |  Nonlinear models capture relevant patterns in 
microbial community composition
In general, regression models can be seen as approximating a func-
tion that projects the input feature space to a one- dimensional 
target space, thus performing a supervised dimensionality reduc-
tion. Based on this notion, we developed a framework to quantify 
the covariation of an ecosystem's microbial community compo-
sition and an environmental variable. In it, we train supervised 
machine learning models to project the OTU- or taxonomy- table 
microbiome obtained by amplicon sequencing to a single dimen-
sion that is comparable to the target variable in question. As a 
metric of covariation, we used the coefficient of determination, 
R2, calculated between the one- dimensional microbiome (i.e., 
the prediction in a traditional machine learning scheme) and the 
measured values of the environmental variable values. We also 
calculated the root- mean- square error as a secondary metric for 
the performance of the framework (see Table S2). However, in the 
context of the covariation framework, the R2 metric lends itself to 
a more straightforward interpretation, i.e., as the amount of vari-
ation in the environmental variable explained by the projected, 
one- dimensional microbial community composition.
In a first implementation of the framework, we employed a fast 
correlation- based filter (FCBF) to reduce the dimensionality be-
fore machine learning, and trained machine learning models on the 
all_samples data set (and, therefore, only for a reduced number of 
variables) using a 10- fold cross- validation evaluation scheme. The 
choice of this feature selection method was motivated by the use of 
correlation networks for microbial communities (Proulx et al., 2005).
To test the hypothesis that nonlinear, as well as linear, relation-
ships between microorganisms are important for their response to 
environmental changes, we compared the performance of different 
regression models. Higher R2 values indicate a higher propensity 
of the model to capture relevant patterns in the microbial commu-
nity composition. In our results, models that can approximate both 
linear and nonlinear relationships between features (i.e., Random 
Forest and xgbTree) outperform linear models. This result suggests 
that nonlinear projections are necessary to capture environmen-
tally relevant patterns in the microbiome in a single dimension and 
thus supports the notion that complex relationships are present 
between microbial community structure and environmental vari-
ables (see Figure 2). Based on this, we focus the presentation and 
discussion of further results to Random Forest models.
However, FCBF does not reduce the dimensionality of the mi-
crobial community composition sufficiently to enable the training of 
regression models for all levels. Especially at the OTU level, around 
89% of the initial features were still left after feature selection 
(Table 2). This disproportion between sample number and feature 
space (i.e., taxon or OTU table) dimensionality made the application 
of the framework impossible for some of the environmental vari-
ables (see missing values in Figure 2).
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3.2  |  Indicator species analysis as feature selection 
for microbiome dimensionality reduction
As an alternative filtering method, we employed the IndVal method 
(Dufrêne & Legendre, 1997). This calculates a composite indicator 
value based on the specificity and fidelity of a given species con-
cerning a predefined set of sites. Its use in the identification of 
bioindicators suggests that it should be able to select OTUs or 
taxa that covary with a given lake variable. Applying IndVal as a 
feature selection method in our framework to the all_features data 
set resulted in more stringent models for OTUs and taxa (Table 1). 
Comparing the results of the framework developed earlier using ei-
ther FCBF or IndVal as feature selection method shows that, for 
some environmental variables and taxonomic levels, using IndVal 
leads to better results, albeit not significantly (see Figure 3a). 
Furthermore, for some combinations of taxonomic levels and en-
vironmental variables, the use of FCBF outperformed the use of 
IndVal. On the other hand, while some FCBF runs were not comput-
able (highlighted by the missing values in Figure 3a), this was never 
the case for IndVal runs. Finally, as the models trained using IndVal 
selected features are more sparse, this filter method is, in general, 
preferable to FCBF for microbial communities. Based on these re-
sults, we conclude that most of the taxa or OTUs that covary with 
the respective environmental variable are contained in the IndVal 
selection.
F I G U R E  2  Covariation of the microbial 
community composition of a lake and 
its variables, for the all_samples data 
set using fast correlation- based filter 
(FCBF) as feature selection method. 
Lines represent 95% confidence intervals 
calculated from resampling, dots 
represent the median of resampled values. 
Some of the model- variable combinations 
are not computable because of too high 
microbial community dimensionality
TA B L E  2  Dimensionality of taxonomic levels, as well as average 
dimensionality after dimensionality reduction via fast correlation- 
based filter (FCBF) and the IndVal method for the all_features data 
set
Level Taxa FCBF IndVal
Domain 3 3 – 
Phylum 76 76 3.22
Class 253 244 10.10
Order 752 714 24.16
Family 885 857 33.72
Genus 2 353 2242 69.41
Species 5 384 4967 80.49
OTU 315,731 279,952 721.07
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3.3  |  Covariation at different taxonomic levels
Random Forest models trained with IndVal- selected features at the 
OTU level lead to median R2 values of more than 0.3 for more than 
half of the physicochemical variables present in the all_features data 
set (Figure 3b). As seen for FCBF (see Figure 2), lower taxonomic lev-
els covary more with the physicochemical variables than do higher 
levels. However, the results from different levels of taxonomy should 
be compared with care, because the number of regressors (i.e., taxa 
or OTUs) increases strongly with falling taxonomic level and the R2 is 
known to increase monotonically with the number of regressors. The 
usual way to alleviate this is to adjust R2 values to the feature space di-
mensionality, but this is not possible here because the dimensionality 
is much higher than the numbers of samples of the analysed data sets.
F I G U R E  3  IndVal as feature selection method for the all_features data set. (a) Difference of median R2 between models trained on 
fast correlation- based filter (FCBF)- and IndVal- filtered microbial community composition. Negative values indicate better performance 
using FCBF, positive values indicate better performance using IndVal. Missing data points indicate combinations of taxonomic level and 
environmental variable that were not computable because of too high dimensionality after using FCBF. (b) Quantification of covariation of 
the microbial community composition and physicochemical variables of a lake using IndVal as feature selection method. Lines represent 95% 
confidence intervals calculated from resampling, dots represent the median of resampled values. Grey lines (labelled “all”) represent results 
of models trained on a concatenation of all data from different taxonomic levels. Ion names represent concentrations. For the results for 
other models and taxonomic levels, see Table S2
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To test the hypothesis that different levels of microbial taxon-
omy respond with environmental variables in different ways, we 
aggregated the IndVals over different levels of taxonomy and used 
this data to train machine learning models (lines labelled “all” in 
Figure 3b). These models do not significantly outperform the models 
trained on OTU prevalence tables although they were trained with 
a higher number of regressors (i.e., the sum of all taxa and OTUs). 
Therefore, we conclude that higher taxonomic levels do not contrib-
ute to ecologically relevant patterns not already present at the OTU 
level.
3.4  |  Analysis of microbial multitask bioindicators
The results presented to this point support the use of the IndVal 
to identify ecologically relevant taxa and OTUs from amplicon se-
quencing data. The numbers of bioindicators for different variables 
at different levels of taxonomy obtained this way ranged over four 
orders of magnitude (see Table 1 and Table S3). We analysed these 
bioindicator OTUs by focusing on multitask bioindicators, i.e., OTUs 
that emerged as indicative for multiple environmental variables and 
might, therefore, act as general indicators of lake ecosystem status.
All of the bioindicators indicative of more than seven variables 
are annotated as Bacteria (see Table 3 and Figure 4a) except for two 
OTUs that are annotated as chloroplasts of the green algae Phacotus 
lenticularis. This organism has been described as a bioindicator for 
freshwater ecosystems before (Jiang & Shen, 2005; Schlegel et al., 
1998). Most of the other OTUs are from the Phyla Bacteroidetes 
and Proteobacteria. Many of the lowest distinct taxa we identified 
have previously been discussed as bioindicators for general eco-
system quality (Ignavibacteriales (Cordier, 2019), Limnobacter (Yang 
et al., 2019), and Sandaracinaceae (Wei et al., 2019)), certain envi-
ronmental variables (Opitutus (Puranik et al., 2016; Plassart et al., 
2019), Alcaligenaceae (Sharuddin et al., 2017), Novosphingobium 
(Astudillo- García et al., 2019; Reis et al., 2020), and NS11- 12 marine 
group (Coclet et al., 2019; Henson et al., 2018)), and human inter-
ference/impact/pollution (Actibacter (Kegler et al., 2018), Fluviicola 
(Chen et al., 2019), and SC- I- 84 (Pershina et al., 2015)). However, not 
all of these taxa have previously been identified in lake ecosystems, 
and most of the OTUs among these bacterial multitask bioindica-
tors are assigned to taxa originally isolated from soil ecosystems (see 
Table 3).
The multitask bioindicators among the eukaryotes are, at most, 
indicative for five environmental variables. Among the 32 OTUs 
that are indicative for more than two variables, six are annotated 
as Ciliophora or Chlorophyta. These classes are ubiquitous in lakes 
(Grossmann, Jensen, Heider, et al., 2016; Grossmann, Jensen, 
Pandey, et al., 2016; Mikhailov et al., 2018), contain many species 
that inhabit specific ecological niches and have been used as bio-
indicators (Bellinger & Sigee, 2015; Foissner & Berger, 1996; Lee 
et al., 2004). Similarly, many of the eukaryotic multitask OTUs iden-
tified here belong to genera that have been described as ubiquitous 
in freshwater ecosystems (e.g., Chytridiomycota (Bai et al., 2018), 
Desmodesmus (Johnson et al., 2007) or Gymnodinium (Thessen 
et al., 2012)). However, most of the species we identified have, to 
our knowledge, not yet been described as bioindicators at lower 
taxonomic levels. Notably, clustering the environmental variables 
according to their pairwise Pearson correlation results in patterns 
of multitask bioindicators in Figure 4. This further supports the no-
tion that an interaction network underlies the microbial community 
structure of lake ecosystems and this network is shaped by environ-
mental variables.
Based on our finding that bacterial OTUs can be indicative for 
more than five environmental variables at the same time, we spec-
ulated that bacteria are, in general, better suited as bioindicators 
than eukaryotes. To test this hypothesis, we extracted feature 
importance values from the Random Forest models used in the 
covariation framework. With the null hypothesis that the feature 
importances of eukaryotes and prokaryotes have the same means, 
we ran two- sample t tests and found significant differences (p < .05 
after Bonferroni- Hochberg correction with n = 23) for the bioindica-
tors for altitude, dissolved organic carbon (DOC), dissolved reactive 
silica (DRSi), hydrogen (H), potassium (K), ammonium (NH4), nitrate 
(NO3), sum of ions (Sum. Ions), and temperature (T) (see Table S5). 
For these environmental variables, thus, the mean feature impor-
tance of eukaryotic and prokaryotic bioindicators can be regarded as 
different. This result suggests that, at least with regard to these vari-
ables, bacteria and eukaryotes play different roles in lake ecosys-
tems. However, for the other variables, we observed no significant 
difference in feature importances between bacterial and eukaryotic 
OTUs. This supports the notion that in an ecosystem, groups of in-
teracting organisms cannot be seen as fully independent with re-
gards to their ecological function.
4  |  DISCUSSION
To arrive at a fuller image of the functioning of ecosystems, meth-
odological approaches and theoretical paradigms have to be inte-
grated. In this study, we combined bioindicator analysis, machine 
learning techniques, and the systems ecology paradigm to quantify 
the covariation of the microbiome and environmental variables of 
lake ecosystems. We present a framework that acknowledges the 
technical obstacles presented by ecological data in general and mo-
lecular microbial community data sets in particular.
For the design of the covariation framework, we compared dif-
ferent machine learning models and found that ensembles of deci-
sion trees (such as Random Forest and xgbTree models) were best 
able to project the microbiome to a one- dimensional space as judged 
by the R2 metric (Figure 1). This is most probably due to their ability 
to approximate highly nonlinear relationships and cope with large 
feature spaces (Breiman, 2001). Additionally, ensembles of decision 
trees are, in principle, capable of learning from data for which the 
independence assumption does not hold (Breiman, 2001). We were 
also able to show that while using FCBF and IndVal as feature selec-
tion methods leads to comparable results, the IndVal method results 
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in sparser models that allow the use of the framework even for ex-
tremely high- dimensional data sets at low levels of the taxonomy 
(see Table 2). While IndVal has been used for molecular data sets 
collected, for example, at the Great Barrier Reef (Glasl et al., 2019), 
this study is first in applying it to molecular data in the context of 
lake ecology.
Applying our framework to a data set of microbial communities 
collected in a large- scale survey of European lakes, we were able 
to quantify the covariation between the lake microbiome and a 
list of environmental parameters for different levels of taxonomy 
(Figure 3b). Due to the high dimensionality of environmental micro-
biomes, we are not able to conclude whether OTUs show a covari-
ation significantly higher than any of the other levels of taxonomy. 
Nevertheless, our results show that, for most environmental vari-
ables, higher levels of taxonomy do not contain relevant patterns not 
already present on the OTU level (see Figure 3b), which is in contrast 
to the findings of others (Washburne et al., 2017).
In the analysis of bioindicator OTUs identified in this study, we 
focused on multitask bioindicators. Among the OTUs identified as 
bioindicators for more than seven environmental variables, most 
have been taxonomically assigned to uncultured soil bacteria (see 
Figure 4a and Table 3). Similarly, most high- ranked eukaryotic multi-
task bioindicators (see Figure 4b and Table S4) have been first iden-
tified in freshwater biomes, but not necessarily been found in lake 
samples yet. As the data set analysed here stems from lakes, this is 
most probably an artefact of imprecise taxonomic annotation (Chen 
et al., 2013), but might also point to the diversity of ecological niches 
inhabited by bacterial subspecies grouped into one OTU or species 
(García- García et al., 2019). Although soil and freshwater microbial 
community compositions differ significantly (Grossmann, Jensen, 
Heider, et al., 2016), microorganisms can enter lakes from soil eco-
systems directly or, for example, via rivers that feed the lake. The 
emergence of Phacotus lenticularis as a multitask organism in both 
groups of organisms (see Table 3 and Figure 4b) underscores its role 
as a bioindicator.
Recent studies have argued for differences in ecological func-
tion between bacteria and microbial eukaryotes in lake ecosys-
tems (Bock et al., 2020; Logares et al., 2018; Massana & Logares, 
2012). More specifically, it has been argued that bacteria are more 
responsive to environmental changes than eukaryotes (Bock et al., 
2020; Frühe et al., 2020; Karimi et al., 2017; Merkley et al., 2004). 
This is supported by the results of our study that bacteria that 
are multitask bioindicators can be indicative of more environmen-
tal variables of lakes than eukaryotic multitask bioindicators (see 
Figure 4). Moreover, we also found significant differences in the 
variable importances assigned to bacterial and eukaryotic OTUs 
by the Random Forest model used in the framework for some 
environmental variables (see Table S5). However, this is not the 
case for all variables. There are two main reasons for this. First, at 
the domain level, aggregated prevalence numbers do not covary 
much with environmental variables (see Figures 2, 3b). Second, 
the interactions between organisms lead to indirect effects that 
would inhibit such a simple distinction between eukaryotes and 
bacteria. In the context of systems ecology, we would not expect 
F I G U R E  4  Multitask bioindicators for lake ecosystem variables. (a) Operational taxonomic units (OTUs) indicative for more than seven 
variables, (b) Eukaryotic OTUs indicative for more than two variables. Dot size represents indicator statistic magnitude. Dendrogram and 
variable order are derived from all- vs.- all Pearson's correlation in the all_features data set. For taxonomic annotation of the OTUs, see Table 
3 and Table S4, for (a) and (b), respectively
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groups of organisms to be independent in a manner relevant to 
this question.
Unsurprisingly, the variables these multitask bioindicators are in-
dicative of show a high degree of correlation (see Figure 4). Aside from 
underscoring the need for functional diversity in bioindicators if aim-
ing at covering all environmental variables, this indicates that there are 
“main factors” among lake variables that influence a high number of 
other variables strongly. Altitude has been described as one of them, 
as it is directly or indirectly related to, among others, temperature, 
radiation, salinity, conductivity, and nutrient concentration (Karlsson 
et al., 2005). This is the case because lakes in the lowland mainly arise 
from rivers that have their source in mountain chains and get enriched 
with nutrients during their courses. In particular for eukaryotic mul-
titask bioindicators, our analyses suggest that temperature, conduc-
tivity (as measured in the field, displayed in this study under the label 
“LF”), and pH might also act as “main factors”.
Nevertheless, our results also underscore the need for further 
studies that include large- scale amplicon sequencing surveys of eco-
systems. This is mainly the case because the natural variability of envi-
ronmental samples in general and lake ecosystems specifically is very 
high, leading to the rather large confidence intervals observed in this 
study. Thus, including more samples in analyses such as ours would 
enable to better model the heterogeneity of natural ecosystems and 
lead to more robust and powerful statistical results. Further studies 
that are based on larger data sets should also allow for analyses based 
on less- stringent outlier removal than applied in this study, represent-
ing a wider array of natural variation of lake ecosystems.
In principle, both the covariation framework as well as the bio-
indicator analysis can easily be applied to samples from different 
environmental sources and other sequencing methods, such as 
metagenomic and metatranscriptomic data sets, as long as there is a 
straightforward interpretation for the results of the IndVal method. 
This is especially noteworthy as the importance and popularity of 
metagenomic assays in microbial ecology has risen fast in the last 
years (Awasthi et al., 2020; Hugerth et al., 2015; Panwar et al., 2020; 
Vishnivetskaya et al., 2020; Zeng et al., 2016).
Taken together, our results represent an important contribution 
to the discussion around the use of microorganisms in lake ecosys-
tem monitoring schemes. First, they indicate that the physicochem-
ical status of a lake cannot fully be predicted by its microbiome (see 
Figures 2, 3b). Nevertheless, up to around 60% of the variation in 
certain variables can be predicted by the lakes microbial commu-
nity composition, which is comparable to results from soil ecosys-
tems (Hermans et al., 2016). Second, the predominance of bacteria 
among multitask bioindicators (see Figure 4) supports the view that, 
in lake ecosystems, bacteria are more responsive to changes in 
environmental variables than eukaryotes (Bock et al., 2020). This 
underscores the importance of including prokaryotes into official 
ecosystem monitoring schemes. Third, our results offer an insight 
into the autecology of microbial taxa and OTUs in their natural habi-
tats by indicating which microbes react strongly to changes different 
environmental variables. These insights can lay the groundwork for 
novel, niche- based analyses of environmental microbiomes (Chase 
& Leibold, 2003).
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∗ ∗ ∗
Lake ecosystems are impacted by the composition of the landscapes surrounding them. Changes
in land cover, often brought about by anthropogenic processes, are of special interest for lake
ecology, as they impact the physico-chemical makeup of the lake’s water and, with it, the lake’s
ecology. To understand the relationship between land cover and the composition of the lake
microbiome, we combined tools and methods from the previous publications presented here.
We extracted land cover data from both the Open Street Map and the CORINE Land Cover
web services. Based on relative areas of distinct land cover categories around the lakes, we at-
tempted to predict the microbial biodiversity as represented by different alpha-diversity metrics
found in the lakes but found only low levels of predictability. In contrast, by applying the co-
variation framework, we identified separate land cover categories that the lake microbiome does
covary with. The results presented in this paper underline that aggregating different land cover
categories (to super-categories) or organisms (to biodiversity metrics) can obfuscate the relation-
ship that exists between land cover and microbiome.
By extracting bioindicators for the land cover categories, we identified multi-target bioindi-
cators and environmental drivers of microbiome composition, such as the altitude of the lake.
Furthermore, after merging the bioindicators identified here with those identified in publication
II for physico-chemical parameters, we derived two new data abstractions. One of these indicates
which microbes respond to environmental changes in a similar fashion and the other points to
environmental parameters that the microbiome responds to comparably. Both result in qualita-
tive insights into the functioning of the European lake microbiome.
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∗ ∗ ∗
Der ökologische Zustand von Seen wird von umgebenden Landschaften beeinflusst. Veränderun-
gen der Landbedeckung, die oft durch anthropogene Prozesse hervorgerufen werden, sind für
die Ökologie von Seen von besonderem Interesse, da sie die physikalisch-chemische Zusam-
mensetzung des Seewassers und damit die Ökologie des Sees beeinflussen. Um die Beziehung
zwischen Landbedeckung und der Zusammensetzung des Mikrobioms des Sees zu erforschen,
kombinierten wir Werkzeuge und Methoden aus den hier vorgestellten früheren Publikationen.
Wir extrahierten Daten zur Landbedeckung um die beprobten Seen aus den Webdiensten
OpenStreetMap und CORINE Land Cover und versuchten, anhand der relativen Flächen der
verschiedenen Landbedeckungskategorien, die mikrobielle Biodiversität in den Seeproben vor-
herzusagen. Wir fanden jedoch nur ein geringes Maß an Vorhersagbarkeit der verschiedenen
Alpha-Diversitätsmetriken der Seemikrobiomen. Im Gegensatz dazu konnten wir durch die An-
wendung des covariation framework einzelne Landbedeckungskategorien identifizieren, mit de-
nen das Mikrobiom der Seen signifikant kovariiert. Die in dieser Arbeit vorgestellten Ergebnisse
unterstreichen, dass die Aggregation verschiedener Landbedeckungskategorien (zu Superkate-
gorien) oder Organismen (zu Biodiversitätsmetriken) die Beziehung zwischen Landbedeckung
und Mikrobiom verschleiern kann.
Durch die Extraktion von Bioindikatoren für die Landbedeckungskategorien identifizierten
wir Multi-Target-Bioindikatoren und Umwelttreiber der Mikrobiom-Zusammensetzung, wie
z. B. die Höhenlage des Sees. Darüber hinaus haben wir nach der Zusammenführung der hier
identifizierten Bioindikatoren mit denen, die in Publikation II für physikalisch-chemische Param-
eter identifiziert wurden, zwei neue Datenabstraktionen abgeleitet. Eine davon zeigt an, welche
Mikroben auf Umweltveränderungen in ähnlicher Weise reagieren und die andere weist auf
Umweltparameter hin, auf die das Mikrobiom vergleichbar reagiert. Beide führen zu qualitativen
Erkenntnissen über die Funktionsweise des europäischen Seenmikrobioms.
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Abstract12
Microbes such as bacteria, archaea, and protists are essential for element cycling and ecosystem func-13
tioning, but many questions central to the understanding of microbial ecology are still open. Here, we14
analyze the relationship between lake microbiomes and the land cover surrounding the lakes. By applying15
machine learning methods, we quantify the covariance between land cover categories and the microbial16
community composition recorded in the largest amplicon sequencing dataset of European lakes available17
to date. We identify microbial bioindicators for these land cover categories. Combining land cover and18
physico-chemical bioindicators identified from the same amplicon sequencing dataset, we develop two19
novel similarity metrics that facilitate insights into the ecology of the lake microbiome. We show that20
the bioindicator network, i.e., the graph linking OTUs indicative of the same environmental parameters,21
corresponds to microbial co-occurrence patterns. Furthermore, we determine environmental parameters22
the microbiome responds to in a similar manner. Taken together, this paper presents a set of novel23
1
methods that facilitate the study of environmental microbiomes as complex systems and apply them to24
the European lake microbiome.25
26
Introduction27
Ecosystems are governed by processes at very different scales, ranging from individual metabolic reactions to28
changes in land use at the landscape level (1, 2, 3). Because the processes that link ecological scales are hard29
to study in well-controlled experimental settings, we poorly understand how land use shapes the composition30
of environmental microbiomes. In contrast, observational studies could, in principle, provide these insights31
but come with considerable methodological and theoretical obstacles.32
Lakes accumulate water from their catchment, and with it, nutrients, stressors, and pollutants, making33
them sentinels of environmental change of the landscape the lakes are part of (4, 5). Microbes, in turn, play34
an essential role in the functioning and the stability of ecosystems and have been called both “ubiquitous35
janitors of the Earth” and “first responders” to environmental change (6, 7, 8). Indeed, microorganisms have36
been and are being used as bioindicators for ecosystem integrity in monitoring schemes (9, 10). However,37
only the relatively recent advent of next-generation sequencing and environmental metabarcoding expanded38
the pool of potential bioindicators from visually distinct organisms to all microorganisms (11, 12).39
One of the most widely used methods for the identification of bioindicators is the indicator value (IndVal)40
method (13, 14, 15). Given multiple groups of sites, defined by, e.g., high, medium, and low values for a41
parameter of interest, it determines sets of organisms that are indicative for each of the groups of sites. The42
relationship between bioindicator and the indicated environmental parameter is apparent (and therefore of43
use for biomonitoring schemes) but not necessarily direct or causal (16, 17). This follows from the ecosystem44
being a complex system, i.e., centrally defined by non-linear interactions of the biotic and abiotic factors in45
it (18, 19). The response of an organism to an environmental signal can be modulated by the presence and46
abundance of the other organisms in the ecosystem (20, 21). Thus, organisms that strongly interact, e.g.,47
symbiotically, will be indicative of the same parameters.Similarly, the interaction between the environmental48
parameter in question and the bioindicator might be relayed through other environmental parameters. For49
example, land cover only influences lake microbes indirectly, through, e.g., physico-chemical water parameters.50
Furthermore, land cover areas are not independent because an increase in one necessarily leads to decreases51
in others (22).52
In a prior publication, we quantified the covariation between a set of physico-chemical parameters and53
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the lake microbiome, i.e., the prevalence of all microorganisms in a collection of environmental samples,54
reported in an OTU table derived from amplicon sequencing (23). At its core, the covariation framework55
works similar to the regular machine learning workflow (for details, see Methods), but with a slight twist on56
its interpretation: In a supervised regression task, we train a model to approximate the relationship of a set of57
input variables X to the target variable y. Assuming that the model can capture most of the patterns present58
in X relevant for the prediction of y, we can interpret the model’s prediction ŷ as a non-linear projection59
of X into the space of y. In this context, the coefficient of determination, R2, calculated between y and ŷ60
can intuitively be interpreted as the covariation between the microbiome as a whole and the environmental61
parameter in question. The covariation framework, thus, circumvents both the obstacles described above:62
First, it uses machine learning methods that can model non-linear dependencies in non-independent data, like63
Random Forests (24), to handle the interdependencies between microbial species in the dataset. Second, it64
explicitly avoids any association with direct interaction, correlation, let alone causal relationships between the65
microbiome and the environmental parameters in question. Furthermore, as it employs the IndVal method66
as the feature selection method, the covariation framework identifies microbial bioindicators and quantifies67
their predictive power.68
In this paper, we apply the covariation framework to study the relationship between the land cover,69
i.e., the type and usage of the Earth’s surface, that surrounds lakes and these lakes’ microbiome. To this70
end, we assessed land cover data from the OpenStreetMap (OSM) project as well as the CORINE Land71
Cover (CLC) dataset from the Copernicus Land Monitoring Service (25, 26). The former of the two data72
sources provides an open, community-driven, and, thus, rather detailed but potentially incomplete land cover73
categorization. In contrast, the latter dataset is based on high-resolution satellite imagery and contains a74
hierarchical categorization of land cover in 44 classes. After reporting on the microbial land cover covariation75
and presenting microbial land cover bioindicators, we combine these with the bioindicators for physico-76
chemical parameters identified in (23) for further analyses. From this collection of bioindicators, we first77
derive multi-target bioindicators, i.e., species with a high significance for ecosystem functioning that might78
act as keystone species. Second, we derive a similarity matrix of bioindicators based on the parameters they79
are indicative for and show that this corresponds to their co-occurrence. Finally, we use the lists of species80
indicative for the environmental parameters as a metric of similarity of the microbiome’s response to that81




Sampling was part of a pan-European study conducted in August 2012 (eukaryotic sequences are published85
in (27); NCBI Bioproject PRJNA414052, prokaryotic sequences are published and described in (28) and86
(29); NCBI Bioproject PRJNA559862). Methods for data collection, extraction, sequencing, and amplicon87
processing are described in detail in these studies (27, 28, 29) and will be briefly outlined below.88
To analyze bacterial and protistan freshwater communities on a large scale, 280 lakes were sampled throughout89
Europe. Sampling details and information on measured physico-chemical and geographical parameters can90
be found in (27). For DNA analyses, filtered water samples were air-dried and frozen in liquid nitrogen.91
Genomic DNA was extracted using the my-Budget DNA Mini Kit (Bio-Budget Technologies GmbH, Krefeld,92
Germany) with modifications after (27). Amplicon sequencing targeted the V2-V3 region of the 16S rRNA93
gene for bacteria, the V9 region of the 18S, and the ITS1 gene for eukaryotes. Samples were commercially94
sequenced (Fasteris, Geneva, Switzerland) on an Illumina HiSeq 2500 sequencer generating 300 bp long95
paired-end reads. Adapter removal, quality trimming, and demultiplexing were performed by the sequencing96
company.97
Sequence processing was performed using a provisional version of the Natrix pipeline (30). If not stated98
otherwise, all software versions and parameters were used as described in (30). The main steps included99
quality checks using FASTQC (31) and PRINSEQ (32), assembly of paired-end reads with PANDASeq (33)100
and dereplication and chimera removal using UCHIME (usearch v7.0.1090 with default parameters) (34).101
AmpliconDuo (35) was used to discard sequences that were not found in both technical replicates. The102
remaining sequences were clustered using SWARM (36) and further aggregated to identical V9 sequences.103
This aggregation served as the basis for the OTU tables. The taxonomic assignment of the eukaryotic104
sequences was performed by a BLAST search (37) against the NCBI nt database and for the prokaryotic105
sequences against SILVA SSURef 132 (38). For all downward analyses, we combined the prokaryotic and106
eukaryotic OTU tables.107
Land cover data108
Two different land cover datasets were used in this study. For both, we accessed data for the year 2012 because109
this was also the year the lake samples were collected. The CLC dataset was downloaded from the official110
website of Copernicus Earth Observation program (CLC 20212, v.2020 20u1, 100m raster GeoTiff)(26). The111
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relative areas of the land cover classes were extracted from the dataset for circular areas around the sampling112
points with different radii using QGIS 3.16 (39). Areas were aggregated to higher-level land cover classes113
according to the hierarchical CLC class model.114
OSM land cover data was extracted from the OSM planet file from September 2012 archived at archive.org.115
This file was loaded in a PostgreSQL database and queried using a routine adapted from SEDE-GPS (40)116
to retrieve the map tiles surrounding the sampling position, to fuse these, and to extract a circular area of a117
given radius. Map tiles were rendered using the default mapnik map style, which was adjusted to (i) merge118
pixels of land use sub-categories with the respective main category (such as “tertiary road” with “road”) and119
(ii) remove signs, labels, and point of interest markers. The pixel-areas summarised per unique category of120
the resulting image were read out and translated back to meters.121
Outlier land cover values in all subsets (concerning both the radius as well as the land cover category) of122
these two datasets were detected using the function boxplot.stats in R 4.0.3 for the different radii and land123
cover categories, separately. Samples containing an outlier or a value of zero for a given land cover category124
at the given radius were discarded for the analysis of the respective land cover category and radius.125
Additional physico-chemical parameters were taken from (23).126
Prediction of biodiversity from land cover127
To calculate biodiversity metrics, the OTU table was rarefied using the rrarefy function from the R package128
vegan (v2.5-6, ref. 41). Biodiversity metrics were calculated from rarefied OTU tables using the diversity129
(Shannon index, Simpson diversity, inverse Simpson diversity), and renyi (Renyi entropy) functions from130
the R package vegan, except for species richness, which is the total number of OTUs present, and Pielou’s131
evenness, which was calculated by dividing the sample’s Shannon index by the log of the sample’s richness132
(42, 43). Renyi entropy metrics were calculated for α = {0.25, 0.5, 1, 2, 4, 8, 16, 32, 64,∞}, as different values133
for this parameter drastically change the metrics sensitivity to relative species abundance (42). For the134
prediction of biodiversity metrics based on land cover categories, Random Forests from the R package caret135
(version 6.0.86, ref. 44) were trained using 10-fold cross-validation without further feature selection.136
Covariation framework137
Covariation between the lake microbiomes and land cover areas was quantified using the covariation frame-138
work presented in ref. 23. Methodologically, the framework is a straightforward machine learning approach,139
training a machine learning model to predict the values of an environmental parameter after feature selection.140
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However, the model’s prediction is interpreted as the projection of the microbial community composition to141
the space of the target variable while leveraging the model’s potential to model non-linear interdependencies142
in the microbiome. This way, the coefficient of determination, R2, can be interpreted as a measure of covari-143
ation between the microbiome as a whole and the target variable. As feature selection method, the multipatt144
function (with the parameter “indval”) from the indicspecies R package (v1.7.9, ref. 13) was used after145
Hellinger transformation (45) of the OTU counts to identify bioindicator OTUs for tertiles of the respective146
land cover category. Random Forest models from the R package caret (version 6.0.86, ref. 44) were trained147
in a 10-fold cross-validation scheme with the OTU tables as independent and the relative area of a single148
land cover category as dependent variables, with both being centered and log-ratio transformed. Because of149
statistical limitations of the Random Forest model, some combinations of area size and land cover category150
resulted could not be used for model training.151
Confidence intervals for the model evaluations were estimated based on resampling of predicted and152
measured dependent variable pairs with replacement with thousand repetitions. Statistical significance of153
relevant models was asserted by comparing the R2 value with results gathered by thousand repetitions of154
training models with the same hyper-parameter setting on resampled biodiversity data in a Student’s t-test155
as implemented in the t.test function in R 4.0.3.156
Bioindicator analysis157
Bioindicator OTUs for land cover categories were identified using the indicator species method as implemented158
in the multipatt function in the indicspecies R package (v1.7.9) (13, 15). A significance level of α = 0.05159
was applied after Benjamini-Hochberg correction for the total number of land cover categories analyzed in160
this study.161
The similarity of two environmental parameters was calculated in terms of the microbiome’s response162
to changes in them by calculating the Jaccard similarity between the lists of OTUs indicative of the two163
parameters. The resulting similarity matrix was visualized as a force embedded network using the function164
qgraph from the package qgraph (v1.6.9, ref. 46). Furthermore, a dissimilarity matrix was derived from165
the similarity matrix by inversion after the addition of a random number in the order of 10−8 in order166
to avoid the division by zero. This dissimilarity matrix was visualized as a dendrogram using upgma and167
ggdendrogram from the packages phangorn (v2.5.5., ref. 47) and ggdendro (v0.1.22, ref. 48), respectively.168
For the ordination of the environmental parameters, the metaMDS function from the R package vegan was169
used.170
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For the bioindicator network, an edge was created between all pairs of bioindicator OTUs that are indica-171
tive of at least one common environmental parameter. Null-hypothesis networks were created the same way172
based on resampled indicator lists; for these, each lake parameter is assigned the same number of randomly173
selected OTUs as pseudo-indicators in such a way that the distribution of cardinalities is the same as that of174
the real OTUs. Node properties (degree, closeness centrality, eigenvector centrality, page rank, and authority175
score) were calculated using the igraph package in R 4.0.3 (v1.2.6, ref. 49).176
Network inference methods177
In this study, we apply several methods for the inference of network structures from OTU tables. Most of178
these employ similarity measures as edge weights calculated between all pairs of OTUs, which act as nodes in179
the network. Simple co-occurrence, checkerboard score (50, 51), Bray-Curtis similarity (52), Kullback-Leibler180
divergence (53), Pearson and Spearman correlation were used as similarity metrics. The co-occurrence metric181
was defined as the number of samples in which the two OTUs in question had non-zero occurrence. Pearson182
and Spearman correlations were calculated using the cor function in R and results below the significance level183
α = 0.05 were discarded. For the calculation of the Kullback-Leibler divergence, zeroes in the OTU table184
were replaced by 10−8 to avoid infinities created by the logarithm. Additionally, the method SparCC (54)185
was used as implemented in the sparcc function from the SpiecEasi package (v1.1.0, ref. 55) with default186
parameters. For all networks, OTUs that have zero counts for 25 or more sampling sites were excluded from187
the analysis to avoid statistical artifacts that are based on the rarity of the OTUs in question (56).188
All figures were generated using the R packages ggplot2 (v.3.3.2, ref. 57), unless otherwise noted, and189
following the guidelines laid out in ref. 58.190
Results191
Low predictability of microbial biodiversity from land cover192
A straightforward way of determining whether land cover changes impact lake microbiomes is to assess193
whether the distribution of land cover types surrounding the lake is predictive of the lake’s microbial biodi-194
versity. To this end, we extracted the relative area covered by different land cover categories in circular areas195
around the sampling sites of the European lake dataset from both the CORINE land cover (CLC) dataset196
as well as the OpenStreetMap (OSM) project (see Methods). These two datasets differ in the way they were197
generated and their categorization of land cover. While the former is derived from satellite data, the latter198
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Figure 1: Evaluation of Random Forest models trained to predict biodiversity metrics from land cover. A.
Results for the land cover in a radius of 3 km around the sampling site and all biodiversity metrics surveyed
in this study. Lines represent confidence intervals estimated based on resampling (see methods). For results
of other radii, and results for Renyi entropy with other values for α, see supplementary figures 1 and 2. B.
Results for the full range of radii as well as 25 and 50 km for Renyi entropy with α = 0.5. Grey areas and
error bars represent confidence intervals; results for 25 and 50 km are visually separated to underline that
these radii are not in the range of the other radii.
is annotated in a community-driven manner, based on landscape features observed “on the ground”. To199
distinguish between effects present at shorter or longer geographic ranges, we extracted and analyzed areas200
surrounding the sampling points within radii ranging from 1 km to 10 km, in steps of 1 km, as well as 25201
km and 50 km. We then assessed the degree to which the relative sub-areas of the land cover categories con-202
tained in the extracted areas can be used to predict a set of biodiversity metrics calculated for the microbial203
communities of the sampled lakes using Random Forest models.204
Our results suggest that there is, at best, a marginal predictive relationship between land cover and205
microbial biodiversity, as no combination of radius, biodiversity metric, and dataset result in R2 > 0.2 (see206
figure 1A, supplementary figure 1 and 2). For all radii studied here, the lake microbiome’s Renyi entropy is207
most predictable from land cover, followed by species richness. In contrast to our expectations, we found no208
significant difference between R2 values obtained for the same biodiversity metric at different radii (see figure209
1B), indicating that the results presented here are most likely due to statistical artifacts rather than processes210
that shape microbial biodiversity based on surrounding land cover. In general, the land cover data collected211
from the OSM dataset is less predictive for microbial biodiversity than the CLC datasets (see figures 1A and212
B). Therefore, we focus our further analysis on the CLC dataset. Taken together, these results suggest that213
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Figure 2: Covariation between land cover surrounding lakes and the lake’s microbiome. Numbers in brackets
(A and C) and in x-axis labels (B) refer to the CLC category number code (see table 1). For ease of
display, full-length labels of the CLC categories have been shortened in some cases. Vertical lines represent
confidence intervals estimated from resampling (see methods) and dots represent covariation as obtained in
model evaluation. A. Results for all high-level land cover categories in the CLC dataset. B. Results for low-
level land cover categories; for each land cover category, only the results for the radius with the highest R2
are shown. C. Results for all mid-level land cover categories in the CLC dataset. Vertical lines between facets
separate groups of categories that are subcategories of the categories in A. For all results, see supplementary
table 1.
if land cover has a structuring effect on lake microbiomes, biodiversity metrics do not reflect this effect.214
Microbial community structure covaries with specific land cover categories215
To assess whether there is a relationship between land cover surrounding the lakes and the lake microbial216
community composition at the OTU level, we applied the covariation framework to the land cover categories217
present in the CLC datasets. Higher R2 values indicate a higher degree of covariation between the microbiome218
as a whole and the target parameter, i.e., the relative area of the land use category in question. On the219
highest level of CLC category hierarchy, we observe covariation of R2 > 0.05 for “artificial surfaces (1)” and220
“agricultural areas (2)” at very low radii as well as increasing covariation for “forest and semi-natural areas221
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(3)” with increasing radii (see figure 2A). In contrast, the anthropogenic effects that are expected with built222
surfaces and agriculturally used land (59, 60) act on rather short ranges.223
The covariation observed between the lake microbiome and land cover categories from the middle level224
of the CLC hierarchy paints a more nuanced picture (see figure 2C). For example, we observe increasing225
covariation with the lake microbiomes at increasing radii for the land cover categories “arable land (21)” and226
“scrub and/or herbaceous vegetation associations (32)”. In contrast, for “urban fabric (11)” and “inland227
waters (51)”, we observe a peak in covariation at radii of 7 km and 6 km, respectively, with lower R2 for228
the other radii. For “forests (31)” and “open spaces with little or no vegetation (33)”, the covariation for229
different radii stays within the respective confidence intervals of the covariation at the 1 km radius. Notably,230
the covariation between the microbiome and sub-categories of a CLC category can deviate strongly from231
the covariation between the microbiome and the respective super-category. The same goes for covariations232
observed at the lowest level of the CLC category hierarchy (see figure 2B). Taken together, these results show233
that a broad array of land cover categories have an impact on the lake’s microbial community composition at234
the OTU level. Furthermore, different land cover categories show the highest covariation with the microbial235
community composition at different radii, suggesting that other mechanisms are at play for different land236
cover categories.237
To identify general spatial trends, we separately calculated the mean covariation of all land cover categories238
for each radius and land cover hierarchy level. For all but one radius-hierarchy level combination, the average239
R2 value is below 0.15 (see supplementary figure 3). Throughout all combinations, the relative standard240
deviation is close to or higher than 100%. This result shows that there are neither general spatial trends nor241
a generally higher covariation at lower levels of the CLC hierarchy.242
Microbial lake bioindicators for surrounding land cover categories243
Using the indicator value method that is part of the covariation framework, we identified 2,354 OTUs that244
act as bioindicators for the land cover categories in a total of 4,453 indicator-parameter pairs (for a complete245
list, see supplementary table 2). Among the 27 land cover categories studied in this paper, for “scrub and/or246
herbaceous vegetation associations (32)” and “forest and semi-natural areas (3)” we identify the highest247
number of indicator OTUs with 1056 and 703 OTUs, respectively (see table 1). Most of the indicator OTUs248
are Bacteria (87%) from the phyla Proteobacteria (29%), Bacteroidetes (28%), or Cyanobacteria (15%),249
and from the classes Flavobacteriia (16%) or Alphaproteobacteria (13%). Furthermore, most of the OTUs250
obtained are indicative of more than one land cover parameter (fig. 3A). All OTUs indicative of more than251
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seven land cover parameters are bacteria (see tables 2 and 3). This supports the notion that bacteria are more252
sensitive to environmental changes or respond to environmental signals in a different manner than microbial253
eukaryotes (29, 61).254
In a previous paper, we identified bioindicator OTUs for physico-chemical parameters while working with255
the same amplicon sequencing dataset as analyzed here (23). Comparing the results of this analysis with256
those in the prior publication, we observed that almost all bioindicators indicative for at least eight land257
cover categories are also indicative of the lake’s altitude (see table 2). This underlines the central role the258
geographic location of a lake plays in the lake’s ecology (see discussion) (29, 62).259
Figure 3: (Caption on the following page.)
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Figure 3: (Previous page) The node properties of the bioindicator network are significant and comparable to
co-occurrence networks. A. Distribution of multitask bioindicators across numbers of indicated land cover
categories. Inset: Distribution of multitask bioindicators for ten or more parameters. B. Correlation between
the cardinality of each bioindicator OTU and the node properties of the respective node in the bioindicator
network. Black squares: Results for the bioindicator network. Grey box plots: Results for resampled null-
hypothesis networks (for details, see methods). For all metrics, the results for the bioindicator network
are significantly different from those of the null-hypothesis networks (one-sample t-test, P< 2.2e−16). C.
Comparison of the bioindicator network and established methods for the network inference from OTU tables.
Networks are compared by the coefficient of determination, R2, between a property of the nodes in the
bioindicator network and the network created using a network inference method. As some of the methods
create fully connected networks by default, edges with weights smaller than a cut-off were removed; this
cut-off ranges between the respective minimum and maximum edge weight in 100 equidistant steps.
Structural insights into the lake microbiome from multitask bioindicators260
To further elucidate the relationship between the lake microbiome and environmental parameters, we com-261
bined the bioindicator OTUs identified for land cover parameters with those for physico-chemical parameters262
identified in (23). This way, we obtained a data structure that can be described as a set of maps between a263
set of OTUs and a set of environmental parameters. From this, we derived two distinct similarity matrices:264
One stating the similarity of OTUs in terms of the number of environmental parameters they are indicative265
of, and one that displays the similarity of the parameters in terms of the OTUs assigned to them.266
The former can be turned into a bioindicator network as follows. Each bioindicator OTU is assigned to267
a node and edges are drawn between nodes representing OTUs that are indicative for at least one common268
environmental parameter (see supplementary table 3 for the entire network). We noticed correlations between269
the cardinality (i.e., the number of occurrences of an OTU in all bioindicator lists) of the nodes of the270
bioindicator network and the respective nodes’ degree, closeness centrality, eigenvector centrality, page rank,271
and authority score (see supplementary figure 4). Because this result could be due to basic graph properties,272
we compared the square of the Pearson correlation coefficient, R2, resulting from the correlation of cardinality273
with node properties of the bioindicator network with those gained from resampled networks (see Methods274
for details). We find that the nodes in the bioindicator network have statistically significant properties (see275
figure 3B), which suggests a biological relevance of the bioindicator network’s structure.276
Furthermore, we compared the bioindicator network to networks inferred from the original OTU table.277
More specifically, we asked whether the node properties generated using network inference methods correlate278
with the node properties of the bioindicator network. We chose this approach to comparing the two network279
structures as it can capture relative differences between node properties and might thus be robust with regard280
to global effects of a network method, e.g., a consistently lower degree. Our results show that applying a281
high cut-off to co-occurrence and checkerboard score similarity matrices results in networks similar to the282
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Figure 4: Clustering of physico-chemical and land cover parameters using the Jaccard similarity of the
features’ lists of bioindicator OTUs. Visualization of the similarity matrix as A. dendrogram using UPGMA
and B. force embedded graph, in which edge size represents a higher Jaccard similarity. Node coloring in
B represents clustering of parameters in A. Numbers represent CLC land cover categories according to the
CLC legend (see table 1). Other abbreviations: A.G/Alk.Gran – alkalinity, Alt – altitude, Ann – anions,
CatSum/CtS – sum of all cation concentrations, COND/CON – conductivity, Ctn – cations, DOC – dissolved
organic carbon, DRSi/DRS – dissolved reactive silica, LF – conductivity (measured in the field, SumIons/SmI
– sum of all ion concentrations, TP – total phosphorus.
bioindicator network. In contrast, neither correlation-based nor compositionality-aware methods do so (see283
figure 3C). These results suggest that organisms that strongly co-occur also tend to be indicative of the same284
environmental parameters.285
The second data structure presents the similarity of pairs of environmental parameters in terms of the286
similarity of the bioindicator OTUs identified for them as given by the latter’s Jaccard similarity. A high287
Jaccard similarity between two environmental parameters suggests that the microbiome responds to changes288
in the parameters in a similar manner. Along these lines, a visualization of this similarity matrix can be seen289
as a response map of the microbiome with regard to environmental changes. We attempted to visualize the290
resulting similarity matrix using non-metric dimensional scaling with up to 10 dimensions but were unable291
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to receive stress values < 0.05, suggesting that the responses of the microbiome to environmental change are292
non-trivial. Nevertheless, the visualization of the similarity matrix as a UPGMA-derived dendrogram and293
an undirected graph (see figures 4A and B, respectively) results in multiple distinct clusters of highly similar294
environmental parameters. The largest one of these comprises the concentration of magnesium, potassium,295
anions, cations, phosphorus, as well as temperature, pH, altitude, and a wide range of land cover categories.296
Furthermore, we observe a smaller cluster that contains the concentration of HCO3 and Calcium and the297
alkalinity; this might be due to the existence of a calcium-bicarbonate equilibrium in freshwater ecosystems298
(63) and a subpopulation of the lake microbiome responding to deviations from it. Additional information299
is needed to interpret the other clusters. A further notable result is the relatively high distances of the same300
CLC categories’ subcategories in both the dendrogram and the graph. This underscores our prior finding301
that lake microbiomes react to different land cover categories in different ways (see figure 2).302
Discussion303
The development of scalable Next-Generation Sequencing (NGS) methods has dramatically furthered the304
study of environmental microbiomes (64, 65, 66). However, technical and theoretical obstacles interfere with305
analyzing the wealth of data generated using NGS methods. For one, the dimensionality of microbiome306
datasets (i.e., the number of microbial species in ecosystems) is usually many orders of magnitude larger307
than the number of samples. For example, the dataset analyzed in this paper is, in terms of the number of308
samples, the biggest amplicon sequencing dataset for European lake microbiomes published to date, but still309
contains ∼1000 times more OTUs than samples. Together with the sparsity of OTU tables, this places the310
analyses of microbial communities at the edge of statistical feasibility, as, e.g., in such a domain, regression311
is ill-defined (67, 68, 69).312
In a recent publication, we presented a machine learning-based approach to analyze the relationship be-313
tween the microbiome and its environment (23). Training Random Forest models to approximate a projection314
of the microbial community composition to a one-dimensional space defined by one environmental parameter315
alleviates the issues that surround learning high-dimensional and sparse datasets containing non-linear fea-316
ture dependencies (24). Furthermore, because the covariation framework employs the IndVal method (15)317
as a feature selection method before model training, the framework automatically identifies bioindicators for318
the environmental parameter in question.319
In this paper, we use the covariation framework to study the relationship between lake microbiomes and320
the land cover surrounding the lakes. Our results underline the necessity for fine-grained analyses of the321
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impact of land use on freshwater ecosystems. While the predictability of microbial biodiversity based on322
land cover composition is consistently low over a range of radii (figures 1B and supplementary figure 3),323
we observe distinct covariations between separate land cover categories and the microbial lake community324
composition. This is true for all three levels of hierarchy in the CLC categorization of land cover (see figure325
2 and supplementary table 1).326
Our results suggest that the microbiome covaries to a considerable extent (R2 > 0.3) with the areas327
covered with forest-like vegetation (but not forest areas themselves), arable land, open spaces, plantations,328
and constructed environments such as urban areas and roads (see table 1, figure 2 and supplementary table 1).329
These results are in agreement with other recent studies of land cover and lake microbiomes (40, 70, 71). The330
low covariation of the microbiome with, e.g., areas of land covered with pastures or mine and construction331
sites (CLC categories 23 and 13, respectively) indicate that these types of land cover have no impact on332
the microbiome. Generally, the covariation between the microbiome and land cover categories are lower333
than those between the microbiome and physico-chemical parameters reported in ref. (23). This is the case334
because land cover does not impact lake microbiomes directly but is relayed via physico-chemical parameters.335
However, our results might be biased against variations in the land cover that are too small to appear in the336
CLC dataset but impact a lake’s ecology.337
Just as the OTU counts, the environmental parameters studied here are not statistically independent338
but compositional and spatially autocorrelated (22). This leads to the emergence of parameters as drivers339
of ecological processes, i.e., parameters correlated with a high number of other environmental parameters340
without necessarily acting causally. In the context of this study, drivers appear as parameters with high341
numbers of indicators. Our analysis suggests the altitude of the lake is the primary driver of the microbial342
ecology of lakes (see table 1). The other parameters with high (> 500) numbers of indicators have been343
described as drivers of lake ecology themselves (e.g., temperature) and/or known to be strongly correlated344
with altitude (as, e.g., herbaceous and forest vegetation, temperature, pollution, nutrient load), or with345
correlates of it (as water conductivity and pH is dependent on water temperature) (72, 73). Because the346
samples analyzed in this study were taken over a few days, we can exclude seasonal effects as confounders347
for our results.348
In most settings, one would attempt to identify the effect of a single parameter on the study object349
by controlling for confounding effects via partial correlations or regression on residuals. However, spatial350
autocorrelation and indirect effects are significant for ecosystem functioning and integral for understanding351
it. They should not be considered “noise” that needs to be removed in analysis (19, 74, 75, 76). Instead,in352
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this study, we attempt to gain insight into how the microbiome responds to its environment by compiling the353
bioindicators for a range of environmental parameters. The resulting response map, visualized in figures 4B354
and C, is based on apparent (instead of direct, causal) relationships and depicts environmental parameters355
the microbiome responds to in a similar manner as connected with high-weighted edges. Such a response356
map holds great promise for the analysis of microbiomes as it can integrate heterogeneous environmental357
effects as long as the same microbiome is affected by them. The combined analysis of bioindicators identified358
for land cover and physico-chemical parameters performed here is proof for that.359
Like environmental parameters that act as drivers of ecosystem processes, bioindicators indicative of a high360
number of environmental parameters, so-called multi-target bioindicators, might be considered central for the361
microbiome’s functioning. While experimental verification of the “keystone-ness” of multitask bioindicators is362
necessary (21, 77, 78, 79), the taxonomic distribution of the provisional multitask bioindicators for land cover363
categories identified here (see table 3) deserves a few words of discussion. First, the absence of Eukaryotes364
among the high-ranking multitask bioindicators suggests that bacterial niches can be more specific, making365
Bacteria more potent and more sensitive indicators for ecosystem health. Second, the relatively low number366
of Alpha- and Betaproteobacteria among the multitask indicators is in stark contrast to their high abundance367
in a broad range of freshwater ecosystems (80) as well as the environment-specific abundances of certain taxa368
among these classes (28). Both of these findings point towards the difference between fidelity and specificity369
as defined in the context of the IndVal method (13, 14, 15). Third and last, the attribution of ecological370
functionality to these OTUs is not possible, in part because only a tiny minority of microbes have been371
cultured and studied to a sufficient degree (81). In addition, we cannot assign correct species- or even strain-372
level taxonomic labels to OTUs of interest in this study because of the current limit of taxonomic resolution373
of amplicon sequencing and the incompleteness of taxonomic databases. Thus, how to attribute ecological374
function to microorganisms from amplicon datasets in a way that is comparable across studies and datasets375
remains one obstacle for studying environmental microbiomes.376
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Table 1: Numbers of microbial indicators for land cover categories (with respective radius) and physico-
chemical parameters and the respective R2 resulting from the covariation framework (results for physico-
chemical parameters taken from (23)).
Parameter Indicators Radius (km) R2 Parameter Indicators R2
Herbaceous vegetation (32) 1056 7 0.42 Altitude 1595 0.60
Forest, semi-natural areas (3) 703 10 0.36 Conductivity (LF) 1349 0.49
Arable land (21) 445 9 0.36 Temperature 920 0.54
Non-irrigated arable land (211) 416 9 0.34 pH 603 0.31
Discontinuous urban fabric (112) 276 8 0.29 Sum of Ions 166 0.50
Agricultural areas (2) 272 - - Cations 164 0.52
Natural grasslands (321) 265 10 0.29 K+ 118 0.26
Urban fabric (11) 247 7 0.29 Total Phosphorus (TP) 92 0.31
Artificial surfaces (1) 177 - - Anions 89 0.53
Forests (31) 140 7 0.15 Na2 86 0.18
Inland waters (51) 77 6 0.18 Mg+2 70 0.34
Industrial or commercial units (121) 77 10 0.17 DOC 43 0.40
Heterogeneous agricultural areas (24) 69 - - Ca+2 32 0.37
Transitional woodland-shrub (324) 61 10 0.19 HCO3 27 0.40
Open spaces with little vegetation (33) 52 9 0.42 NO3 17 0.29
Bare Rocks (332) 34 9 0.32 Alkalinity (Alk.Gran) 16 0.38
Water bodies (5) 32 - -
Pastures (23) 21 - -
Sparsely vegetated areas (333) 15 2 0.38
Permanent crops (22) 6 - -
Fruit trees (222) 3 8 0.40
Inland wetlands (41) 2 4 0.20
Artificial, non-agricultural vegetated areas (14) 2 - -
Industrial, commercial and transport units (12) 2 - -
Vineyards (221) 1 6 0.18
Mineral extraction sites (131) 1 9 0.18
Mine, dump and construction sites (13) 1 9 0.18
Dump sites (132) 1 8 0.22
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The work presented in this thesis centers around the obstacles one encounters when studying
complex systems in an observational instead of an experimental setting. More specifically, the fo-
cus of this thesis is the lake microbiome, which is a relatively new study object. This chapter will
refrain from repeating points of discussion already covered in the publications included herein.
Instead, I will write on two questions that imposed themselves on me when I was putting to-
gether this thesis – and survived the scrutiny of being relevant to the results presented herein.
This chapter is structured as follows. First, I will ask what the necessary conditions for the as-
sumption of comparability to be true are and whether I can, ex post, whether the lakes studied
in the publications are, in fact, sufficiently similar. After that, I will show that what is estimated
by the covariation framework is a measure of coupling in complex systems by proposing a the-
ory of information for biomonitoring. To do so adequately, however, requires an information
theory of ecosystems, which is why section 3.3 is the longest in this chapter. In section 3.4 I will
then re-motivate the covariation framework and discuss potential methodological improvements.
Finally, section 3.5, will discuss how to build on these results – and what might be relevant for the
study of environmental microbiomes in the future.
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3.2 The Comparability of Microbiomes
Out of the assumptions made explicit in section 1.4.2, assumptions I to III stand out as worthy of
more discussion. All three are, in essence, assumptions of comparability; comparability of sam-
ples, ecosystems, and microbiomes, respectively. Statistical analyses and machine learning meth-
ods require a certain degree of similarity in the data, even if used to determine differences. These
approaches presuppose the idea of meaningfully defined populations of data points, for which
we can calculate averages and standard deviations. The following will not discuss how batch ef-
fects or changes in the sequencing analysis pipeline affect the comparability of OTU tables 110.
Instead, I want to focus on how the complexity of the objects studied here affects comparability.
For objects to be comparable, they need to have a large enough set of properties in common.
Otherwise, any comparison will result in nonsensical statements. For example, we can compare
apples and oranges and find meaningful similarities as well as characteristic distinctions: They are
both fruits but exhibit differences in color, shape, and taste. In contrast, the same is almost im-
possible when comparing apples to, say, directives in medieval legislation because these two sets
of objects lack even the smallest amount of common ground. It is surprisingly hard to formulate
exact conditions of comparison. Suffice it to say, objects may be compared with merit if and only
if they already resemble each other to a certain degree or share a certain amount of properties 52.
But what are the limits of comparability when it comes to environmental microbiomes? Be-
cause different ecosystem types, such as freshwater, soil, or forest ecosystems, harbor distinct
microbiomes 115,120, comparisons across ecosystem types will, most likely, not be helpful. For ex-
ample, the microbiomes present in sediments or the water of streams are highly distinct 332. In
soil ecosystems, comparability is further complicated by a high degree of spatial diversity, partly
due to land cover and land use, partly due to soil patchiness 176,245. In contrast, we expect a more
(albeit not completely) homogenous microbiome throughout different points in a lake because
of water circulation 120. Along the same lines, many studies have shown that the dynamics of mi-
crobiomes follow seasonal patterns93,95,102,111,147,154,176,186, which can complicate the comparison
of microbiome samples taken from the same sampling site in different seasons. Of course, this
depends on the research question at hand: If one were to study the seasonality of microbiome
dynamics, long-term sampling is indispensable.
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Complexity, as described in section 1.2.1, introduces further barriers for comparability in that
ecosystems can be in different regimes or attractors; on different sides of a regime shift or tipping
point, lakes might not resemble one another to a sufficient degree 118. For example, the dynamics
in a lake will change drastically after eutrophication, to the degree that we might conclude that it
is a “completely different beast” 22,69. If the European lake dataset contained samples from lakes
that belong to two separate attractors, we would, in statistical terms, have two different popu-
lations in our dataset with distinct dynamics. We would need to abstain from doing statistical
analyses with them; doing so would be analogous to attempting to find a relationship between
the amount of watering a plant has enjoyed throughout its lifetime and the size of its fruit, but
not distinguishing between apple and orange trees.
The design of the sampling schemes and initial analyses did not suggest that there would be
multiple distinct populations of lakes in different regimes in the datasets. However, there is a
slight allusion in my results that the lakes in the European dataset are not strictly comparable:
While we find almost perfect predictability of microbial biodiversity from socio-economic and
land cover data in publication I (figure 2, section 2.1), the predictability of microbial biodiversity
from land cover data is low in publication III (figure 1, section 2.3). This discrepancy is not dis-
cussed in any of the papers because the two cases of machine learning are, strictly speaking, not
comparable in their own right: In the first, we used a very high number of features, i.e., the en-
tire output of SEDE-GPS, whereas, in the second, only OpenStreetMap-derived land cover data
was available to the model. Thus, the lower number of features available for machine learning in
publication III might be the reason for the poor performance of the models in this case.
However, the stark contrast between these two calculations might also be due to differences
in the dataset. Publication I investigates a set of alpine lakes with high geographical proximity. In
contrast, the results in publication III are based upon the whole European lake dataset, combin-
ing lakes separated by large distances. The difference might stem from the fact that the hypoth-
esis “Everything is everywhere” does not hold, i.e., the geographic dispersal of microbes is not
uniform but partially shaped by geographic barriers 30,120,231. While, after all, I maintain that com-
parability is warranted in the European lake dataset by way of study design and outlier detection
and removal, deviations of some lakes from the common dynamics of the others might lead to
lower R2 values in analyses like these.
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It is more worrisome that my results are not directly comparable with those derived from
other sampling sites or other datasets. There are two main reasons for this. For one, the OTUs
identified in the raw metabarcoding data by the tool SWARM 30,196,317 are generated by clustering
of the sequences present in the dataset and, thus, not independent of its structure. As such, we
cannot compare OTU tables generated separately from different datasets. One might avoid this
issue when creating ASVs instead of OTUs (for details, see section 1.2.4)40. However, this does
not solve the second barrier, i.e., the incompleteness of taxonomic reference databases, which
leads to an inability to taxonomically annotate a large proportion of OTUs265. Both the defini-
tion of OTUs and the incompleteness of references lead, furthermore, to a below-par taxonomic
resolution – that is to say, while it is usually possible to assign an OTU to a Class or Order, this
is not the case below the Family level. Incomplete taxonomic annotation leads to rather non-
descript lists of OTUs, such as present in table 3 of publication II (section 2.2), table 3 in pub-
lication III (section 2.3) as well as in publications from other groups 5,101. Making the results of
studies of environmental microbiomes more comparable by removing technical barriers while
locating natural barriers of comparability will significantly fuel this field’s progress.
3.3 A Theory for Microbial Biomonitoring
A central point of this thesis is the covariation between the microbiome as a whole and separate
environmental parameters. However, until this point, covariation has remained an abstract mea-
sure without a clear interpretation. In the following, I will develop a theory of biomonitoring
schemes that make use of complex assemblages like microbiomes and make clear that the covari-
ation is a measure of coupling in complex environments. In short, my argument will go as fol-
lows: In biomonitoring, the microbiome can be described as a biosensor, i.e., somewhat similar
to technical measuring equipment, but with some significant characteristics that derive from
complexity (section 3.3.1). The classical information theory put forward by Claude Shannon can-
not adequately describe the way that the microbiome captures information about the ecosystem
3.3.2). An alternative, extended theory of information that centers around a notion of pragmatic
information can do so (section 3.3.3) but requires us to think about the environment of the mi-
crobiome in a very definite and strong sense (section 3.3.4). From that vantage point, it becomes
clear that the covariation framework estimates a measure of coupling between disjoint systems
(or assemblages). To make this argument convincingly, I combine approaches from different
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disciplines which come with their dedicated nomenclatures. While I tried to use consistent termi-
nology, this was not possible at all steps of the argumentation; I hope the reader will appreciate
the irreducible diversity of positions involved in the section.
3.3.1 The Microbiome as a Biosensor
As suggested in section 1.3.3, the canaries used in coal mines to warn the miners of lethal gases
represent an archaic form of biomonitoring: Here, we have a living system acting as a sensor for
a parameter that is not easily measurable in its own right. At that, the canary offered a clear read-
out with a binary value: As long as the canary is alive, the air is clear; else, one should leave the
mine in danger of meeting the same fate as the canary. In analogy, in ecological biomonitoring,
observables (i.e., sufficiently easily measurable properties) of the monitored organism(s) are used
as proxy measurements for environmental parameters such as physico-chemical parameters or
ecosystem health (as described in section 1.3.3). Note that it does not, for now, make a difference
whether the sensor used for biomonitoring (in the following called bio-sensor) is a single species
of, say, lichens, a larger set of morphologically determined diatoms, or a whole microbiome. It
is sufficient for the organism(s) to be at a Pareto optimal point regarding the accuracy of the
approximation of the target variable on the one hand and the ease of extracting environmental
information from them on the other.
Let us, furthermore, clarify the contrast between biosensors and “anthropogenic sensors”,
measuring devices such as thermometers, kitchen scales, and Geiger counters. Biosensors are, nec-
essarily, objets trouvés, i.e., ready-made, pre-existing, and discovered living systems or assemblages
of living systems. Unlike the well-constructed measuring devices, whose whole purpose is to be
a sensor, the internals “connectome” of a biosensor is, usually, not well-understood. Because of
this, we need to handle a biosensor as a black box with the parameter it will be a proxy for as in-
put and the observable(s) it presents as an output. Furthermore, to be able to use organisms as
functional sensors, we need something akin to a user interface – usually, a mathematical model
representing the observables’ values as something understandable. In essence, this role is played
by biotic indices and, more recently, machine learning models.
It is important to stress that, for biomonitoring alone, we can be ignorant about the way the
sensor works as long as it does do so. That is to say, the relationship between these two values
does not need to be functional, causal, or direct, as long it is apparent and reliably reproducible.
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This limitation is explicit in, for example, the IndVal function (see section 1.3.3), whose authors
insist that their method for identifying bioindicators is no determinant of causal connections60.
Furthermore, because of the high degree of interconnection in complex environments, it is not
important which kind of observable we use – may it be the population size, the microbial com-
munity composition, or the metatranscriptome in the case of microbial biomonitoring – as
long as it has an apparent relationship to the parameter in question. If we were also interested
in ecosystem management, this would not suffice, as causal models would be necessary to guide
interventions into the ecosystem. However, the identification of causal relationships in complex
systems is a question far from being answered except in particular situations 140,291,300,329. There-
fore, for the sake of this argument, we will stick to biosensors for biomonitoring and their anthro-
pogenic counterparts and ask how the sensor has access to the parameters in question.
3.3.2 Information theory
One could describe how a biosensor functions as a process of information transfer: The environ-
mental parameters contain information on the current state of the ecosystem – and by sensing
these parameters, the sensor can reflect this information in its observables. However, the rather
general and potentially opaque meaning of information 142 might confuse and obfuscate essential
details of how biosensors work. Thus, it is necessary to review and adopt a definition of informa-
tion in line with biomonitoring to arrive at a coherent theory of microbial biosensors.
The most widely used of these can be traced back to a seminal paper by Claude E. Shannon
published in 1948 279. Its groundlaying model can be described as follows (see figure 3.1): A mes-
sage is sent by an information source and encoded by a transmitter before the resulting signal
is passed through a potentially noisy channel. The receiver decodes the signal so that the (origi-
nal) message can arrive at its destination. Often, in the literature building on Shannon’s original
paper, the information source is called “Alice”, while the destination is named “Bob”. It is impor-
tant to stress that Alice and Bob are not (necessarily) conscious, human communicators. In fact,
Shannon’s “mathematical theory of communication” is not a theory of human communication
but presents a set of mathematical formulae that enable the construction of transmitters, chan-
nels, and receivers in such a way as to transmit information faithfully in the presence of noise.
Furthermore, this theory has proven to be greatly useful for electronic communication between
computers, cryptography, and information storage systems, all of which do not necessarily in-
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Figure 3.1: The model of information transfer in the “Mathematical Theory of Information” by Claude Shannon,
taken from Shannon (1948) 279. For details, see main text.
volve humans as sources or destinations of information. I will adopt this convention throughout
this and the following section to reduce the technical jargon to the necessary amount.
For communication as modeled by Shannon to take place, Alice and Bob need to agree, in
advance, on what kind(s) of messages will be transmitted. For example, they might want to re-
strict the set of possible messages to “a common vocabulary” 170, as, e.g., the letters in the Latin
alphabet, ones and zeroes in the case of binary messages, or continuous values in a specified range.
The same goes for the type of signal sent through the channel and the encoding function imple-
mented in the transmitter so that the receiver can implement the inverse of it and decode signals
received, after additional error correction steps, into “meaningful” messages. These presuppo-
sitions are usually implicit and obvious for electronic communication systems but crucial if we
apply this notion of information to a different field.
Given this set-up, Shannon proposes a formalism with a set of information measures, of
which only I will discuss a small subset here. The most central of these is the amount of infor-






where p(i) represents the probability of the ith symbol of the message. As mentioned before, the
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alphabet X must be predefined so that ∑
x∈X
p(x) = 1. (3.2)
In other words, Shannon models the information source like a stochastic process and is most in-
terested in the deviations from the probability distribution px or p(x). It compares the sequence
of information actually sent to all other possible sequences to arrive at a measure of information.
As such, the Shannon information is a metric of syntactic surprisal: Before receiving the next
symbol, Bob’s expectations (or, in analogy to Bayesian statistics, prior) of the upcoming symbol
are equal to px, and the occurrence of rare symbols leads to a larger increase in Hdiscrete than the
occurrence of symbols with large px.
Especially when facing a noisy channel, a somewhat more important measure of information
proposed by Shannon is the mutual information (or transinformation) of X , the message as sent
by Alice, and Y , the message as received by Bob after going through the channel. More formally,
it quantifies the degree of dependence between X and Y and can be given by









where p(x, y) is the joint probability of X and Y , while p(x) and p(y) represent marginal prob-
ability functions of X and Y , respectively, and DKL denotes the Kullback-Leibler divergence.
Because if X = Y , then I(X;Y ) = 1, this measure also gives us an indication to the amount of
noise affecting the channel provided we can access both X and Y at the same time.
Because Shannon was able to show mathematically that reliable communication is possible
via unreliable or noisy channels given a high enough channel capacity, his “mathematical theory
of communication” and its formalism laid the groundwork for later development in electronic
communication systems. Furthermore, the intuitiveness of its basic model (see figure 3.1) and
its terminology led to a quick adoption in other fields of study – and even a considerable level
of popularity in those fields in which its formalism is not applicable. The somewhat quick and
unguarded adaptation of Shannon’s theory by other disciplines has been criticized by many au-
thors 83,142,189,312, including Shannon himself, who, in a opinion piece from 1956 described this as a
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“bandwagon [that] has perhaps been ballooned to an importance beyond its actual accomplish-
ments”, warning that “a few exciting words like information, entropy, redundancy, do not solve
all our problems” and admitting that “[t]he subject of information theory has certainly been
sold, if not oversold.” 280
Ironically, those aspects of Shannon’s theory that make it well-suited for its original use case
are also those aspects that limit its usefulness for biomonitoring. For one, this information theory
is closely linked to the model given in figure 3.1: All the parts depicted there need to be present
or identifiable in the situations we would like to apply it. This model implicitly entails a higher
degree of autonomy or activity for Alice than for Bob: A message needs to be (actively) sent by
the information source and cannot be fetched by the message’s destination. In the original publi-
cation, Shannon spends more time on specifying the information source than on the destination,
which he laconically describes as “the person (or thing) for whom the message is intended”279
as if taking its existence for granted. However, given a sensor, it would be strange to say that the
temperature in the room, a kilo of flour, or the decaying radioactive material are somewhat ac-
tively sending a message to the measuring device we use as a sensor. The same goes for the mi-
crobiome as biosensor: Only with considerable contortions one can identify an environmental
parameter or the ecosystem itself as the sender, just as there is no message, de- or encoder, or even
channel in a sense that would be a good representation of real ecosystems and also fit the model
of the “mathematical theory of communication”. Finally, Shannon explicitly excludes questions
of meaning as a reasonable subject of an information theory by stating that the “semantic aspects
of communication are irrelevant to the engineering problem” 279, but, as will be shown below, the
semantic aspect is crucial for a theory of information for biomonitoring.
3.3.3 An Extended View of Information
As we have seen, Shannon information has some a priori limitations and assumptions that are
necessary for its use case but problematic when applied to other disciplines. An even worse fit is
Kolmogorov’s theory of algorithmic information, which would denote the shortest program to
produce a given object 165,189. Lesser known, more encompassing, and, as I will argue, more real-
istic when it comes to sensors and biomonitoring is the tripartite notion of information derived
from semiotics. In spite of their history, I will avoid analogies to natural languages as I am not












Figure 3.2: A graphical model for the tripartite notion of information as applied to communication. For details, see
main text.
outlined as follows7,54,55,208:
1. Syntactic information is the information present in the order of symbols in the message.
2. Semantic information is the meaning of the message for Bob.
3. Pragmatic information is the effect the message has on the state, behavior, or choice of
actions of Bob.
In accordance with this enumeration, we can divide Bob’s structure into three interdependent
and interlinked parts: the receiver, the latent structure, and the observable structure (figure 3.2).
Furthermore, all three of these aspects are dependent on the current state of Bob, and, as will be
clear from what follows, the pragmatic information is the best possibility to measure information
in complex systems 170 – in fact, the other aspects are not measureable at all 17.
It is a consensus shared by many theorists of information that a system only carries informa-
tion if it can be in at least two states and it is in one but not the other 20,56,57,70,195,320. This reduces
to Shannon information when applied to a pre-defined set of possible states: Each position of a
string might be filled by any one of the characters in an alphabet but is only occupied by one of
them. Thus, Shannon information is a special case of syntactical information. However, we need
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to adopt a broader one for use in the context of complex systems. In However, the same is not
the case when the system that carries the information is complex, as there is usually more than
one way of distinguishing between states of a complex system 55. Has a complex system shifted
into another state if one of its parameters has changed gradually or is a larger-scale change neces-
sary? This distinction is not trivial and might not be universal. If we now take Alice to be such
a complex system, this insight shits the task of defining what might act as syntactical informa-
tion to Bob. More specifically, Bob needs to distinguish between changes in the system that are
minute (and, therefore, ignorable noise) and changes that represent information to Bob (and,
thus, a signal to receive) 57,80,142. While I make use of anthropomorphic language, it is important
to reiterate that Bob is not necessarily a human or a conscious, living organism. Kitchen scales,
for example, distinguish between relevant and irrelevant information by way of their measuring
accuracy: Changes in weight too small are simply not registered by its electronic internals. Thus,
the selection of syntactic information is dependent on the structure of Bob 100,193,195.
After receiving the signal, Bob translates the syntactical information into semantic informa-
tion, which, for brevity and simplicity and as I did above, is often paraphrased as meaning. Of
course, doing so is potentially misleading, especially in the case of a Bob that does not implement
cognitive processes. Instead, we should picture semantic information as the internal changes
(changes to the “state of conditional readiness” 195) in Bob that occur when the signal is received.
Going back to the kitchen scale, we can identify the semantic aspect of information with the elec-
tronic pulses induced in the sensor. Similarly, we can equate the meaning of the binding of a
small molecule to a receptor on a bacterial cell wall to the activation of some specific pathways
while others are not activated and the subsequent differential changes in gene expression inside
the cell. The semantic aspect of information is strongly linked to the internal structure of Bob –
so much so that in those cases where we do not fully understand the internal wiring of Bob, we
are unable to access this aspect of information and, therefore, unable to quantify it.
The pragmatic aspect of information can be defined as the observable effect of the signal re-
ceived by Bob 166,170,312,311. Because the others are not measurable from the outside (except for
in particular cases), this might be the only aspect of information relevant for the scientific en-
deavor6,308,167,312. That is to say, in the words of Gregory Bateson, “the elementary unit of informa-
tion – is a difference that makes a difference”21. The intuition behind this is that if a signal does
not lead to a change of behavior or structure in Bob, it is either irrelevant (i.e., Bob does not act
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as receiver of the signal) or synonymous with another signal Bob is receiving 167. In the case of the
microbiome as a biosensor, we might interpret changes in its community structure as an indica-
tion of pragmatic information. Furthermore, given the appropriate amount of care, it will not
matter whether we use OTU tables, metatranscriptomes or any other meta-omics dataset as the
observable of the microbiome’s current structure.
I claimed that pragmatic information was our best bet at quantifying information in complex
contexts; of course, it is still far from straightforward. If we define two probability distributions,
P and Q, which represent the behavior of Bob before and after receiving the signal, respectively,
we might define a measure of pragmatic information as







where A is the set of possible actions or distinct “pieces” of the behavior of Bob 315,316. In other
words, the pragmatic information of a signal on Bob is the Kullback-Leibler divergence between
Bob’s behavior before (P ) and after (Q) receiving a signal. While this might be close to the intu-
ition behind pragmatic information, we cannot apply this formula to most study systems because
it requires us to discretize actions and determine the probabilities of every single action of the
system before and after receiving the message. If not previously known, one can only attain this
data by repeatedly exposing Bob to the same signal and estimating the probability distributions
from this experimental setting. However, this would evoke a case of circular logic hidden in the
tripartite notion of information: On the one hand, the translation of syntactical information
to pragmatic information is strongly dependent on the structure of Bob but, on the other hand,
we measure pragmatic information by structural and behavioral changes. Thus, after receiving
a message, Bob’s structure might change to the degree that repeating the message to Bob might
lead to drastically different outcomes. After receiving the message, Bob might just not be compa-
rable to Bob before receiving the message. This issue has been recognized in the literature as the
problem of novelty and confirmation of messages 107,167,311,312. However, this obstacle is ameliorated
as long as we can reasonably assume that the changes that the pragmatic information represents
impact the state of Bob in only a minor way (i.e., a change in microstates; see assumption II in
section 1.4.2). Of course, this assumption will not hold if the signal induces a regime shift, a tip-
ping point, or a change to a different attractor in Bob.
110
3.3.4 The Sensor and its Umwelt
Maybe the most striking feature of the tripartite notion of information is that all three, syntactic,
semantic, and pragmatic information, are strongly dependent on Bob’s structure. This is in stark
contrast to the formulation of information provided by Shannon, in which the independence of
the message from Alice and Bob is essential. In fact, most of the parts essential to the model of
communication, such as the channel, the sender, and even Alice, can be omitted from a graphical
model that describes semiotic information (compare figures 3.1 and 3.2). This difference allows us
to move away from the abstract set-up that surrounds Bob to a sensor or biosensor in the “real
world”, which is populated by objects and processes that might act as a signal. Which of these
signals reach the sensor as syntactic information depends on the sensor’s structure, which, thus,
acts as an input filter. Or, in other words, only those signals can act as information for the sensor
that are registered by its receiver structure, The measuring device will be oblivious to everything
els´e.
This distinction splits the world in two; there is the world-at-large, which might only indi-
rectly influence the sensor, and the sensor’s environment, which contains all those objects and
processes that the sensor receives information from 169,303. If the structure of the sensor selects the
information the sensor receives, then this environment is (albeit not completely actively) con-
structed by and relative to the sensor 267,268. This idea goes back to at least the year 1926 when
Jakob von Uexküll developed the concept of the “Umwelt” (akin to a direct environment), which
is centrally defined by the “Innenwelt” (inner world) of the sensor (or, in his case, the organism).
In Kantian fashion, this leads to the construction of a “eine Welt für sich” (a world of its own)
that is incommensurable with the “world-in-itself” 310. Inversely, this means that only objects and
processes in the Umwelt of the sensor can act as the source of information – syntactic, semantic,
or pragmatic – for the sensor. Everything outside of the Umwelt can only indirectly act on or
interact with the sensor.
Although this vocabulary – and the theory underlying it – might seem too pompous when
talking about anthropogenic sensors, it might serve as an excellent example of the use of the term
Umwelt. These measuring devices are constructed in such a way as to sense only a particular set
of properties of their Umwelt: In the environment of the thermometer, the kitchen scale, and the
Geiger counter, there is only temperature, weight, and ionizing radiation, respectively. Further-




Figure 3.3: A graphical model for coupling of the microbiome. Each of the nodes represents one parameter in an
ecosystem; some of them belong to the microbiome (and are, e.g., OTU numbers), some to the microbiome’s direct
environment and others to the world-at-large. If the interactions between the microorganisms (represented by edges
that connect nodes in the microbiome) are taken into account by models that estimate coupling, the parameters in
the microbiome’s environment can be seen to interact with the microbiome as a whole and might be the domain
of pragmatic information. Contrast this with parameters outside of the environment, which only interact with
the microbiome indirectly. The actual interaction pathway of those parameters that are measured (represented by
dashed lines and hatched nodes, respectively) are not trivial: The measured parameters might be influenced by other
parameters or might influence multiple parameters in the microbiome’s environment. Thus, these pathways will not
be known, hard to identify, and not indicate direct correlation let alone causation. Instead, as argued in the main
text, the relationship between these parameters and the microbiome is one of coupling.
measured with a kitchen scale, for example, is the user putting something on the scale. In fact,
all other interactions of the sensors would be judged as malfunctions. As such, these measuring
devices are trivial sensors.
In contrast to this, biosensors useful for biomonitoring inhabit a complex world populated
by a high number of objects interacting with each other, but doing so in a comparatively sparse
manner: Not every parameter interacts with all the other parameters. Each of the organisms that
constitute the microbiome inhabits a Umwelt rich with objects and processes, that are, in turn,
connected to many other objects and processes. When we are ready to traverse a sufficiently
large number of interactions or information transfers, we will, eventually, reach any parameter
of choice in the world-at-large (see figure 3.3 for a graphical representation).
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For those parameters that are readily estimated from the changes observed in the biosensor,
what I have stated above can be ignored safely. Such interactions are most probably in the do-
main of pragmatic information because the environmental parameter involved is most likely in
the biosensor’s environment. One would, furthermore, be tempted to disregard all attempts of
approximating an environmental parameter that lead to low predictability as useless. If I were to
adopt this position, I would need to conclude that the covariation measured between the lake mi-
crobiome and the environmental parameters presented in figure 3b of paper II (section 2.2) and
figure 2 of paper III (section 2.3) only testify for the bad performance of the lake microbiome as a
biosensor.
However, it was clear from the start that most parameters analyzed in the publications in-
cluded herein are not in the microbiome’s environment but might nevertheless affect it. Take the
land cover categories analyzed in paper III (section 2.3): Of course, the microbiome is not able to
sense these directly, and thus, it is clear that they do not belong in its environment. Nevertheless,
it is just as obvious that changes in land cover impact the lake microbiome via physico-chemical
variables that belong to the microbiome’s environment. The same might be the case for physico-
chemical parameters as, e.g., the concentration of calcium (which is one of the parameters anal-
ysed in paper II, section 2.3): While we measured its total concentration in the water samples,
the microbiome might sense it on a different spatial scale or only when it is in a specific chemi-
cal configuration. We need to accept that we, through our measuring devices, have constructed
a Umwelt that might have no intersection with the microbiome’s Umwelt – or, in the words of
Jakob von Uexküll: “If an observer has before him an animal whose world he wishes to investi-
gate, he must first and foremost realise that the indications that make up the world of this other
creature are his own, and do not originate from the marksigns of the animal’s subject, which he
cannot know in the least.” 309
Using a biosensor is, thus, less like using a kitchen scale and more like a case of second-order
observation: We are observing changes in the microbiome and its covariation with an environ-
mental parameter we are observing while assuming that the microbiome is observing the changes
in the same parameter, albeit indirectly. In other words: We are trying to look through the –
metaphorical, mind you – eyes of the microbiome, squinting to see the parameter of interest,
which lies across the horizon of the microbiome’s direct environment. Second-order observation
is an object of study for a wide range of scientific disciplines whose insights might, if translated
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correctly, lead to theoretical advancements in the study of environmental microbiomes 35,90,191,192,216,303.
One example of a concept important in second-order observation is structural coupling. In
the work of the sociologist Niklas Luhmann, this term (originally “strukturelle Kopplung” ) de-
notes the apparent coordination between complex systems that are, by definition, organisation-
ally closed and, by that, functionally isolated from each other 191,192. In the context of microbiome-
based biomonitoring, the concept of coupling might serve as a quantitative measure of the re-
lationship between parameters outside of the microbiome’s environment and the microbiome
itself. As such, it would reflect the intuition that the microbiome might be more responsive to
changes in some environmental parameters than in others. Or, in more detail: The changes in
the environmental parameter we measured lead to and are induced by changes in other parame-
ters, which, in turn, interact with other environmental parameters, and so on, until parameters
are affected that are part of the microbiome’s environment, which, finally, transmit pragmatic
information to the microbiome. Therefore, we have now found an answer to the initial question:
The covariation framework estimates the degree of coupling between the microbiome and the
parameter in question.
Now, what have we won with this insight? Structural coupling, as defined here, adheres to
the limitations of statistical methods in complex systems set out in section 1.2.1: Coupling neither
points to direct correlative, nor causal relationships and is not directional. Instead, it describes
an apparent relationship, which might intuitively be interpreted as a distance measure, stating
the functional distance between processes, objects, systems or assemblages that do not lie inside
each other’s environments. For the analysis of environmental microbiomes, coupling can serve
a few purposes: First, coupling allows us to gain initial insights into the importance of environ-
mental parameters for the microbiome, potentially guiding further mechanistic studies. Second,
it enables comparisons of parameters, e.g., located at different levels of hierarchy or belong to dis-
parate domains. For many other methodologies, the comparison of land cover, physico-chemical,
socio-economic, and weather parameters would not be possible. As I will further discuss in sec-
tion 3.4, the results of comparing degrees of coupling for disparate sets of parameters are, in
essence, structural and qualitative, but meaningful nevertheless.
To conclude this section of the discussion, I want to review the line of argumentation laid out
here: In microbiome-based biomonitoring, the microbiome acts as something akin to a sensor.
While one might want to explain its functioning as a process of information transference, the
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classical notion of information does not fit here. Instead, the tripartite notion of information
derived from semiotics seems more appropriate, but applying it to complex systems leads to a
separation of the world into the environment functionally surrounding the object of study and
the world-at-large. Finally, by adopting a concept from sociology, the covariation between the
microbiome and a parameter outside of the microbiome’s environment denotes the coupling of
these two.
3.4 The Covariation Framework: Coupling and Complexity
This section will return to the covariation framework to contextualize it with what has been dis-
cussed in the previous section and point out how to develop it further. To that end, let me reit-
erate that, formally, by defining the microbiome as an assemblage that is a part of the ecosystem
(section 1.2.3), we create a distinction between two complex sets of objects: the microbiome itself
and the other environmental parameters, both of which are complex albeit rather assemblages
than systems. Thus, both the microbiome as well as the environmental parameters exhibit the
statistical obstacles of complexity introduced in section 1.2.1, including the apparent non-linearity
of interactions as well as the inability to control for confounders. The covariation framework is
constructed to handle both domains of complexity as follows.
The central idea behind the covariation framework is to interpret the output of a machine
learning model trained to approximate an environmental parameter of interest as a mapping of
the whole microbiome’s community structure to a single dimension in the space of the environ-
mental parameter. This procedure achieves two purposes: First, using machine learning models
that can learn non-linear relationships from sparse, dependent, and high-dimensional datasets,
an implicit model of the microbiome’s response to changes in the environmental parameter is
generated. This way, the microbiome’s complexity is “abstracted away” in the model. Second,
in contrast to the whole OTU table, the model’s output can readily be compared to the environ-
mental parameter in question. Given successful models, the output represents the variation of
the microbiome relevant to the variation of the environmental parameter, reduced to a single
dimension. Realistically, the model will underestimate the real coupling because (i) it is improb-
able that the model will be able to learn all aspects of the relationship between the model and the
environmental parameter, and (ii) faulty overestimation (i.e., over-fitting of the model) is ruled
out by evaluating the model via cross-validation.
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As shown in figure 2 of publication II (section 2.2), different types of machine learning mod-
els lead to considerably (as well as significantly) different estimates of coupling, which confirms
the intuition that the differences in the internals of the models have an important effect on the
performance of the models. As could be expected from their description in section 1.3.4.3, ensem-
bles of decision trees outperform other models. Based on these results, we might expect artifi-
cial neural networks (ANNs) to perform this task even better: By combining multiple neurons,
which implement simple but tuneable, non-linear functions, in parallel and in series, they can
be seen as universal approximators given enough training data and training time 145,177. However,
in this thesis, ANNs were not considered as they are notorious for requiring datasets with high
numbers of samples for training successfully. Another alternative to Random Forest models
comes in the form of equation-free modeling of complex systems by embedding their dynam-
ical changes over time in attractor-space 329,328. In a line of publications, such an approach has
not only allowed for the identification of causal relationships between non-linearly interacting
parameters but also the prediction of algal blooms in the coastal waters close to La Jolla, Califor-
nia, which were thought to be largely stochastic before202,291. To what extent this can be used in
biomonitoring-like settings is unclear; it was not suitable for the datasets analyzed here because it
requires time-series data.
To handle the complexity of the environment, the covariation framework separately creates
a single model for each environmental parameter of interest. I chose this approach since a single,
general model of the microbiome’s dynamics would probably underestimate the complexity at
play 58. In a seminal paper, Richard Levins argued that ecological models cannot, at the same time,
show high degrees of generality, realism, and precision toward understanding and predicting, in
part because we can only partially specify the ecosystems they are to model 179,181,220. Along these
lines, the covariation framework initially sacrifices generality by analyzing separate environmental
parameters separately but partially regains it by implementing a form of model pluralism, i.e., the
parallel use of multiple models that describe different aspects of the study object 82,305.
However, by that, the covariation framework cannot directly take into account the dependen-
cies between environmental parameters or the microbiome’s response to separate environmental
parameters. To do so, one could implement so-called classifier or regressor chains 129,203,247. These
ensemble models consist of a series of machine learning models (as “base learners”), the first of
which approximates an environmental parameter a based on the microbial community composi-
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tion, the second of which uses the microbiome and the predicted value of a, a′ as input variables
to predict b, and so on, until all target variables or environmental parameters are assigned to a
model. As part of my research, I have attempted to apply model chains to the datasets studied
here, but these turned out to underperform when compared to single models, most probably be-
cause of error-propagation in model chains 276. Along the same lines, densely connected ANNs
should be able to model dependencies between multiple input and multiple target variables.
While this constitutes another reason to consider ANNs for further studies of environmental
microbiomes, the high data requirements remains.
A further issue of ANNs, as well as chain models, is their lack of intuitive interpretability.
The microbiome is, because of its complex nature, akin to a black box. This is made even more
pressing if we assume the tripartite notion of information section , as it asserts that all three as-
pects of information are context-dependent and self-reflexive 3.3.3) 334. However, pragmatic infor-
mation introduces a way to gain insights into the object’s syntactic and semantic structure – even
if these are merely qualitative insights and not fully quantitative results. In the covariation frame-
work, this is achieved byequipping us with an estimate of coupling and the output of the IndVal
function (section 1.3.3). Given these, there are two points of view one can take to analyze the mi-
crobiome’s internal structure: One from the outside, looking into the microbiome, to then see
how the microbiome responds, and one from the viewpoint of the microbiome, which leads to
an idea how the environment of the microbiome is structured for the microbiome 166. For both,
applications are developed in publication III (section 2.3), which are derived from comparisons
of the lists of bioindicators. Both can be motivated in analogy to probing the function of a mea-
suring device by making it interact with a set of different objects or processes. While one often
cannot retroactively generate a full diagram of the sensor’s internal wiring this way, something
like the latent structures inside the measuring device will nevertheless emerge. The “response
map” mentioned in publication III is an example for such a qualitative description of the micro-
biome’s internals.
Thus, by examining the lists of bioindicators generated with the covariation framework in
the context of pragmatic information, we can ask what the microbiome can “see”, i.e., what is
in its environment, or, more formally, what distinctions it makes7. Similarly, it might be just as
interesting to see what the microbiome does not “see” because this also reflects its structure 142.
For example, a recent, large-scale study of microbiomes in geothermal springs found no signif-
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icant influence of temperature on the microbial community structure if the temperature was
below 70 °C 241, which strongly indicates that the geothermal microbiome can only distinguish
between temperatures higher than that. Put formally, the question behind this is the following:
If “information is a difference that makes a difference”21, then we might ask “of what nature a
system must be so as to make a difference make a difference” 35. What microorganisms need to
be absent from or present in the microbiome in order for the whole community not to be af-
fected by changes in temperature below 70 °C? Or, stated in molecular terms: What proteins
make up these bacteria so that they are insensitive to temperature changes? Or, in evolutionary
terms: What kinds of environmental selection might bring forward this form of temperature
blindness? Therefore, and to conclude, a paradigm involving a strong notion of pragmatic in-
formation enables the asking of novel questions about the microbiome and allows one to do so
from a broad range of biological disciplines.
3.5 The Future of the Microbiome
To end this thesis, let me state what kinds of questions arise from the results and theory pre-
sented here. Most of the more fundamental issues this thesis wrestles with stem from the fact
that the data I work with are not derived from well-controlled experimental settings. Instead,
they were sampled from real-world ecosystems and are observational in nature and, therefore,
more suitable for data-driven than a hypothesis-driven mode of doing science 227. While one
might tend to object to the approach chosen here and take the theoretical contortions taken in
this thesis, especially those in section 3.3, as proof for this, I hold that my approach has its merits.
For one, the invasiveness of most experimental approaches makes them unsuitable for the study
of ecosystems 249,262,295. Furtermore, and as suggested in section 1.1, it might be just impossible to
study real-world ecosystems experimentally, and the experimental setting might, systematically,
underestimate the complexity of the study object 240,248,331.
I expect that most future insights will arise from applying cutting-edge computational meth-
ods such as those developed here to long time-series datasets of environmental microbiomes. In
such a setting, the assumption that samples reflect the dynamics of one underlying system is most
likely to hold. Furthermore, time-series data would facilitate incorporating temporal changes
of environmental microbiomes into both theory and methodology. To further support the en-
deavor of studying microbiomes as complex systems, we might also need to develop experimen-
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tally accessible model systems for non-experimentally accessible environmental microbiomes 39.
While they come with a lot of additional issues, host-associated microbiomes might fill this void.
They can be considered “microbiomes on a leash” and might harbor dynamics analogous envi-
ronmental ones94,152. Along the same lines, artificially producible and simple microbiomes such
as the one encountered in sourdough or microcosms might be models for environmental mi-
crobiomes as they exhibit even lower degrees of complexity than their host-associated counter-
parts 84,172,206,314. By being imperfect experimental systems in that, e.g., not all parameters of their
dynamics are fully controllable, they resemble environmental microbiomes more than, e.g., artifi-
cial microbial communities consisting of only a handful of well-known organisms.
After going through many current publications that study microbiomes, I cannot help to
feel that it is also a lack of theory that makes the field stall in a descriptive phase 28,76,205,216,283,327.
One of the indicators of this is the overgrowth of nomenclatures of poorly defined terms and the
number of reviews trying to domesticate the terminology, and with it, the study objects 131,171,263,282.
All other things being equal, it is imperative that we develop reliable mechanistic frameworks for
how microbiomes act to support ecosystem health because the microscopic scale might be useful
in averting the catastrophic effects on ecosystems currently caused by anthropogenic stressors 313.
A theory of environmental microbiomes will require discourse between the disciplines of
(molecular) microbiology, ecology, and computer science. I hope that the reader will appreciate
that this thesis stands witness that such an interdisciplinary approach is not only possible but
also instrumental in studying environmental microbiomes. However, I suspect that what will be
necessary is the additional adaptation of theoretical results from the humanities and philosophy.
Knowingly or unknowingly, these disciplines have, while describing the human condition, soci-
eties, and politics in non-experimental, real-world settings, worked on dynamics that we consider
complex. In the course of that, these disciplines have produced consistent terminologies and
theoretical methodologies that might prove helpful for studying environmental microbiomes.
For example, take the theory of social systems developed for and applied to social systems by
Niklas Luhmann. While I have only scratched the surface of his work, his abstract description
of complex systems and the notion of coupling developed in his theory have proven very fruitful
thinking about the work presented here. After all, is it too off-kilter to liken the microbiome to
something like a society of microbes? A limitation of his work is that it lacks the ambition for
quantitative analyses as far as I can tell. This gap might be filled by the “Free Energy Principle”, a
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high-level mathematical description of complex systems as embodying minimal causal models of
their environment in a Bayesian manner, use active inference to adapt to and modify their envi-
ronment48,98,99,164,246. While not explicitly referencing Luhmannian theory, the literature on the
Free Energy Principle makes use of similar concepts, including autopoiesis and a strong reading
of Umwelt.
With all that being said, a highly diverse methodology and a plethora of literature to read
makes it even more essential not to lose focus on the biology at hand. Otherwise, there is the
danger of a headless methodology running wild – a danger far from new. Take, for example, the
biting remarks that Richard Levins formulated in 1968 against the mathematical biology of his
day: “[A]n octopus must move straight toward its prey; a transparent screen directly blocking
its path is enough to thwart it. Chickens can make detours around obstacles as long as the goal
is kept visible at all times. Dogs are able to turn their backs completely on the food in order to
get around more difficult obstacles. And only mathematical biologists can turn their backs com-
pletely on their goal, wander off indefinitely, overcome obstacles, and smile. We are all painfully
aware of the latter danger.” 180
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