Blind deconvolution is an ubiquitous non-linear inverse problem in applications like wireless communications and image processing. This problem is generally ill-posed, and there have been efforts to use sparse models for regularizing blind deconvolution to promote signal identifiability. Part I of this two-part paper characterizes the ambiguity space of blind deconvolution and shows unidentifiability of this inverse problem for almost every pair of unconstrained input signals. The approach involves lifting the deconvolution problem to a rank one matrix recovery problem and analyzing the rank two null space of the resultant linear operator. A measure theoretically tight (parametric and recursive) representation of the key rank two null space is stated and proved. This representation is a novel foundational result for signal and code design strategies promoting identifiability under convolutive observation models. Part II of this paper analyzes the identifiability of sparsity constrained blind deconvolution and establishes surprisingly strong negative results on scaling laws for the sparsity-ambiguity trade-off.
I. INTRODUCTION
B LIND deconvolution is a challenging inverse problem that is ubiquitous in applications of signal processing, control theory and wireless communications like blind image restoration [3] , [4] , blind system identification [5] , [6] and, blind channel estimation and equalization [7] - [11] . In the absence of additional constraints, blind deconvolution is known to be ill-posed and each application mentioned above imposes some form of prior knowledge on the underlying signal structures to render the inverse problem better behaved. Sparsity based models have been used extensively in the past decade to capture hidden signal structures in many applications of interest. Prominent examples of the exploitation of sparsity include natural images admitting sparse wavelet domain representations [12] , [13] , ultra wide band communication channels exhibiting sparsity in Doppler-delay domain representations [14] , [15] , and user preferences and topic models displaying low-rank structures [16] , [17] (sparsity in eigenvalue domain). While there have been a few attempts at exploiting sparsity priors for blind deconvolution and related problems [18] - [23] , there does not appear to be a general characterization of identifiability of such sparse models, except with very restrictive constraints. For example, [18] assumes a single random subspace signal model as opposed to the more commonly used union of subspaces signal model in compressed sensing [24] . In this two-part paper, we prove some surprising negative results for signal identifiability in the non-sparse and sparsity constrained blind deconvolution problems, even for the single subspace model. For a principled approach to studying these negative results, the first part of the paper develops a measure theoretically tight characterization of the ambiguity space of blind deconvolution. Because of the simplicity of the linear convolution map, its (non-linear) kernel can be partially parametrized to yield an analytically useful representation that is instrumental in the derivation of our results. To the best of our knowledge, this is a novel parameterization that has not appeared elsewhere in literature. The second part [25] of this paper shows that the unfavorable sparsity-ambiguity trade-off results on identifiability are a consequence of the kernel of the linear convolution map being of large dimension (of the order of the signal dimension). 
A. Numerical Examples and Intuition
We present some constructive numerical examples illustrating the nature and source of unidentifiability for blind linear deconvolution. The discrete-time blind linear deconvolution problem can be stated as the task of recovering (up to scalar multiplicative ambiguities) the unknown signal pair (x * , y * ) ∈ R m × R n from the observation of their noise free linear convolution z * = x * y * ∈ R m+n−1 . It is intuitive to see that if there exists another pair (x, y) ∈ R m ×R n such that x y = x * y * but x and x * are not collinear then (x * , y * ) is unidentifiable (information theoretically impossible to recover uniquely). Below, we illustrate what can go wrong with blind deconvolution for K = R 11 × R 7 (beside scalar multiplicative ambiguities).
Consider the vectors x 1 , x 2 ∈ R 11 and y 1 , y 2 ∈ R 7 assigned as 
Clearly, x 1 and x 2 are linearly independent and a simple calculation reveals that 
implying unidentifiability of both (x 1 , y 1 ) and (x 2 , y 2 ) within K = R 11 × R 7 . A more non-trivial numerical example can be constructed using the vectors x 3 , x 4 , y 3 and y 4 (which are functions of x 1 , x 2 , y 1 and y 2 above), defined as 
Clearly, x 3 and x 4 are linearly independent and we observe that 
implying unidentifiability of both pairs (x 3 , y 3 ) and (x 4 , y 4 ) within K = R 11 × R 7 .
The construction used in (3) illustrates a form of rotational ambiguity that generalizes to produce a family of unidentifiable pairs in K. Fig. 1 represents a pictorial depiction of the following construction. Let z 0 = x 1 y 1 = x 2 y 2 denote the common convolved output in (2) . Consider the parameterized vectors x 1 , x 2 ∈ R 11 and y 1 , y 2 ∈ R 7 defined by
where θ = φ are the parameters, and {x 1 , x 2 , y 1 , y 2 } acts as the set of seed vectors driving the above transformation. Clearly, linear independence of x 1 and x 2 and θ = φ imply that x 1 and x 2 are linearly independent. Simple algebraic manipulations reveal that
and,
Since (6a) and (6b) have the same r.h.s., both (x 1 , y 1 ) and (x 2 , y 2 ) are unidentifiable within K = R 11 × R 7 . Since (θ, φ) ∈ [0, π) 2 describes a two dimensional parameter space, (6) implies that the unidentifiable subset of K is at least two dimensional. Notice that the aforementioned construction for unidentifiable signal pairs (i.e. the rotational ambiguity) remains true, even if the domain of the vectors x 1 and x 2 is restricted to an annulus x 1 , x 2 ∈ w ∈ R 11 γ ≤ w 2 ≤ δ for some γ = δ.
B. Related Work
Prior research on blind system and channel identification [5] , [7] , [11] has mainly focused on single-in-multiple-out (SIMO) and multiple-in-multiple-out (MIMO) systems, also known as the blind multi-channel finite-impulse-response (FIR) estimation problem. These systems have multiple output channels that need to be estimated from the observed outputs when the channels are driven by either a single source (SIMO system) or multiple sources (MIMO system). A key property necessary for successful identifiability and recovery of the multiple channel vectors is that the channels should display sufficient diversity or richness either stochastically (cyclostationary second order statistics) [7] , [26] , [27] or deterministically (no common zero across all channels) [11] , [28] - [31] . As pointed out in [10] , [26] , such diversity is generally unavailable in the single-in-single-out (SISO) systems thus making them extremely challenging. However, SISO systems are our primary concern due to their equivalence to blind deconvolution problems. In this paper, we shall not be concerned with stochastic formulations where multiple realizations of the channel are observed to infer empirical statistics. Instead, we shall consider non-sparse (here, in Part I) and sparse (in Part II) channel instances and characterize their instance identifiabilities. When blind deconvolution is treated as a channel estimation problem, [32] shows that guard intervals of sufficient length between blocks of transmitted symbols enable successful blind channel identification, even for the deterministic SISO system type. More specifically, for an n length channel impulse response (CIR) a guard interval of length n − 1 is needed between consecutive blocks of transmitted source symbols, resulting in an absence of any inter-block or inter-symbol interference (ISI) in the convolved output of the channel. We consider scenarios involving ISI and show unidentifiability w.r.t. a wide variety of domain restrictions. Although our definition of identifiability is similar to that in [32] , our results are substantially different in nature. Firstly, we deal with real fields (not algebraically closed) and with sparse subsets of real vector spaces (induced by measures that are not absolutely continuous w.r.t. the Lebesgue measure) as opposed to the algebraically closed complex fields and vector spaces considered in [32] . This requires different proof techniques. Secondly, we focus on unidentifiability results and characterize the dimension of the unidentifiable subsets in addition to showing existence results. Furthermore, our proofs constructively show unidentifiable subsets as opposed to non-constructive existence proofs.
To the best of our knowledge, blind deconvolution was cast as a rank one matrix recovery problem first in [33] ; we adopted this framework in our earlier works [34] - [36] on characterization of identifiability in general bilinear inverse problems. Herein, we specifically consider the blind deconvolution problem and characterize its inherent unidentifiability under some application-motivated sparsity and subspace constraints. Further, [33] focused on developing heuristic algorithms for the deconvolution problem and did not explicitly address identifiability. The subsequent paper [18] , by the authors of [33] , does (implicitly) address identifiability (through a study of recoverability by convex programming) but assumes the knowledge of the support of the sparse signal. Although blind deconvolution is an instance of a bilinear inverse problem, the present work differs significantly from our earlier work [36] in two ways. Firstly, [36] focused on identifiability results (analogous to achievability results in information theory) whereas the present paper derives unidentifiability results (akin to converse/impossibility results in information theory). Secondly, Part II of this paper [25] explores more explicit sparsity priors motivated by applications like cooperative communication [37] , [38] , channel estimation for wide-band communication [15] and musical source separation [21] , whereas [36] developed the theory of regularized bilinear inverse problems more abstractly, making assumptions no more specific than non-convex cone constrained priors. A consequence of focusing specifically on blind deconvolution is that we are able to develop tight converse bounds that match our achievability bounds in [36] . The tractability of this analysis hinges on the structural simplicity of the convolution operator after lifting.
To rigorously justify the dimension related results in both parts of the paper, we call upon the theoretical framework of the Hausdorff dimension of sets in metric spaces. A moderately detailed introduction to the topic can be found in [39] . For the sake of readability, we provide a short review of the concept and some of the useful properties in Part II, Section II-C of the paper.
C. Contributions and Organization
In this work, we quantify unidentifiability for certain families of noiseless sparse and non-sparse blind deconvolution problems under a non-asymptotic and non-statistical setup. Specifically, given model orders m, n ∈ Z + , Part I of the paper develops a parameterization of the ambiguity kernel for blind linear deconvolution and shows that almost every input (x * , y * ) ⊆ R m × R n is unidentifiable under blind deconvolution in the absence of further constraints. Furthermore, the characterization developed herein is used in Part II of the paper to investigate some application driven choices of the separable domain restriction (x * , y * ) ∈ K ⊆ R m × R n and establish that these restrictions are insufficient to guarantee identifiability of the vectors x * and y * from their linearly convolved resultant vector z * = x * y * . Our approach leads to the following novelties for Part I (refer to [25] for contributions of Part II of the paper).
1)
We are able to analyze unidentifiability in blind deconvolution by studying the rank constrained null space of a linear operator on matrices. We explicitly demonstrate the almost everywhere unidentifiable nature of unconstrained blind deconvolution by constructing families of adversarial signal pairs for even model orders m and n. This is a much stronger unidentifiability result than any counterparts in the literature. 2) We state and prove a measure theoretically tight, non-linear, partially parametric and partially recursive characterization of the rank two null space of the lifted linear convolution map. To the best of our knowledge, this is a new result. Characterizing the rank two null space is useful for a variety of applications, including the study of scaling laws in bilinear inverse problems [36] . Our proofs are constructive and demonstrate a rotational ambiguity phenomenon in general bilinear inverse problems which is the cause of existence of a large dimensional set of unidentifiable input pairs in blind deconvolution. The rest of the paper is organized as follows. Section II describes the system model, sets up the notion of identifiability up to a suitably defined equivalence class, and presents the lifted reformulation of the blind deconvolution problem as a rank one matrix recovery problem. Section III develops a novel, measure theoretically tight characterization of the rank two null space of the lifted linear convolution map, exploiting both parametric as well as recursive definitions. Section IV presents the key unidentifiability result for non-sparse blind deconvolution, exploiting the parametric representation of the rank two null space of the lifted linear convolution map developed in Section III. Section V concludes the paper. Detailed proofs of all the results in the paper appear in the Appendices A-E.
D. Notational Conventions
All vectors are assumed to be column vectors unless stated otherwise. We shall use lowercase boldface alphabets to denote column vectors (e.g. a) and uppercase boldface alphabets to denote matrices (e.g. A). The MATLAB indexing rules will be used to denote parts of a vector/matrix (e.g. A(2 : 3, 4 : 6) denotes the sub-matrix of A formed by the rows {2, 3} and columns {4, 5, 6}). The all zero vector/matrix shall be denoted by 0 and its dimension would be clear from the usage context. For matrices, (·)
T and rank(·) respectively return the transpose and rank of their argument. Special sets are denoted by uppercase blackboard bold font (e.g. R for real numbers). Other sets are denoted by uppercase calligraphic font (e.g. S). Linear operators on matrices are denoted by uppercase script font (e.g. S ). For any matrix M , we denote its column space by C(M ). The standard Euclidean inner product on a vector space will be denoted by ·, · and the underlying vector space will be clear from the usage context. When we refer to the 'dimension' of a set, we shall mean the Hausdorff dimension of the set. To avoid unnecessarily heavy notation, we shall adopt the following convention: The use of both vector variables (like x, y, u, v, etc.) as well as matrix variables (like X, Y , etc.) is allowed to differ across theorems and proofs (and even across different subparts of the same proof) with the understanding that their meanings are restricted to the scope of the individual theorems (and proofs). This facilitates the reuse of the same variable names across different theorems with distinct meanings without confusion.
II. SYSTEM MODEL

A. The Blind Deconvolution Problem
We shall consider the noiseless linear convolution system model
where (x, y) denotes the pair of unknown signals with a given domain restriction (x, y) ∈ K ⊆ R m × R n , : R m × R n → R m+n−1 denotes the linear convolution map, and z ∈ R m+n−1 is the vector of observations given by
We are interested in solving for the vectors x and y from the noiseless observation z in (7). The blind linear deconvolution problem corresponding to (7) is represented by the feasibility problem find (x, y)
subject to x y = z, (x, y) ∈ K.
(P 1 )
We are interested in whether the pair (x, y) can be uniquely identified in a meaningful sense. We assume that the lengths (or model orders) m and n, respectively, of vectors x and y are fixed and known a priori. Notice that the deconvolution problem (P 1 ) has an inherent scaling ambiguity due to the identity
stemming from the bi-linearity of the convolution operator. Thus, any meaningful definition of identifiability for blind deconvolution must disregard this type of scaling ambiguity. This leads us to the following definition of identifiability.
α y . This definition is in the same spirit as the notion of noise free identifiability described in [32] , but restricted to a set K ⊆ R m × R n . It is easy to see that Definition 1 induces an equivalence structure on the set of identifiable pairs in K, and identifiability refers to the identification of the equivalence class in K that generated the observation z in (7).
B. Lifting
While Problem (P 1 ) is an accurate representation of a blind deconvolution problem, it is not easily amenable to an identifiability analysis in the sense of Definition 1. We use the lifting technique from optimization [40] to rewrite Problem (P 1 ) as a rank minimization problem subject to linear equality constraints [33] , [34] ; a form that is better suited for an identifiability analysis, minimize
where W ⊆ R m×n is any set satisfying
and S : R m×n → R m+n−1 is a linear operator which can be deterministically constructed from the linear convolution map. We shall refer to S as the lifted linear convolution map. Specifically, S (·) is the unique linear operator that satisfies
By construction, the optimal solution to Problem (P 2 ) is a rank one matrix W opt and its singular value decomposition
. The exact steps involved in the lifting technique and a proof of equivalence between the lifted and the original problems, in the much broader context of bilinear inverse problems, are available in [36] . Our unidentifiability results in Section IV will be based on an analysis of Problem (P 2 ).
Remark 1.
It is well known from functional analysis [41] that any finite dimensional linear operation can be decomposed into a set of inner product operations that collectively define the linear operation. The lifted linear convolution map S (·) can be decomposed into a functionally equivalent set, comprising of (m + n − 1) matrices, using coordinate projections. Let S j ∈ R m×n denote the j th matrix in the decomposition and φ j : R m+n−1 → R denote the j th coordinate projection operator of (m + n − 1) dimensional vectors to scalars, i.e. if z
where ·, · denotes the trace inner product in the space of matrices R m×n . By way of exposition, we compute S 3 for (m, n) = (3, 4). Let (x, y) ∈ R 3 × R 4 . Invoking the expansion in (8), we have
The matrix S 3 ∈ R 3×4 is given by
for 1 ≤ k ≤ 3 and 1 ≤ l ≤ 4. In general, it is not hard to see that the matrices S j , 1 ≤ j ≤ m + n − 1, are Hankel matrices in {0, 1} m×n ⊂ R m×n specified as
for 1 ≤ k ≤ m, and 1 ≤ l ≤ n. Fig. 2 illustrates these matrices forming the decomposition corresponding to the lifted linear convolution operator S (·) for the case of (m, n) = (3, 4).
C. Anti-Diagonal Sum Interpretation
We illustrate an interpretation of the lifted linear convolution operator that forms a key step in the proofs of our results in Section III. Let z ∈ R m+n−1 be the result of applying the lifted convolution map S (·) to the matrix W ∈ R m×n , i.e. S (W ) = z and consider the case (m, n) = (3, 4) in Fig. 3 as an example. It is clear that z(j) is formed by adding all elements of W that lie on the j th arrow (the j th anti-diagonal) in Fig. 3 . In other words, the linear operator S (·) sums elements of its argument along the anti-diagonals to generate the output. From the definition of linear convolution in (8) , it is easy to see that this interpretation of the lifted convolution operator holds regardless of the numerical values of the dimensions m and n.
As an immediate consequence, we make the following observation (also an important part of the proofs to the results in Section III). Let W ∈ R (m−1)×(n−1) be any arbitrary matrix and we consider the matrices W 1 , W 2 ∈ R m×n constructed as
Clearly, the elements of W 2 along the j th anti-diagonal are a circularly shifted copy of the elements of W 1 along the j th anti-diagonal, i.e. W 2 is formed by shifting down the elements of W 1 by one unit along the anti-diagonals. In particular, this implies that the sum of elements along the j th anti-diagonal is the same for both W 1 and W 2 . Using the sum along anti-diagonals interpretation of the lifted linear convolution map S (·), we have
where S : R (m−1)×(n−1) → R m+n−3 denotes the lifted linear convolution map in one lower dimension than S (·) w.r.t. both rows and columns. Thus, W 1 and W 2 are indistinguishable under the action of the linear operator S (·).
III. PARAMETERIZING THE RANK TWO NULL SPACE
Suppose that S (·) is the lifted linear operator corresponding to the linear convolution map. We denote the rank two null space of S (·) by N (S , 2) which is defined as [36] 
In this section, we establish a partially parametric and partially dimension recursive characterization of N (S , 2) that is critical to our subsequent results in Section IV. We first establish Lemma 1 that describes a subset of N (S , 2). Proposition 1 shows existence of subsets of N (S , 2) not covered by Lemma 1. Theorem 1 then provides an almost everywhere characterization of N (S , 2). Finally, Proposition 2 shows existence of subsets of N (S , 2) that are not covered by Theorem 1. We shall make use of the fact that the rank one null space of the linear convolution operator is trivial, i.e.
which follows from interpreting convolution as polynomial multiplication, since the product of two real polynomials is identically zero if and only if at least one of them is identically zero. Lemma 1 enables the analysis of the rank two null space of S (·), which is equivalent to the non-linear ambiguity space of blind deconvolution in a transformed domain. Lemma 1. Let m, n ≥ 2 and Q ∈ R m×n admit a factorization of the form
for some v ∈ R n−1 and u ∈ R m−1 . Then Q ∈ N (S , 2).
Remark 2. In Lemma 1 above, we have used the shorthand representations
and
For brevity, we shall continue to use analogous shorthand representations for matrices in the rest of the paper, with the understanding that these symbolic shorthands are dimension-wise consistent upon element-wise expansion.
Proof: Let Q admit a factorization as in (20) . Then, (23) is obtained by shifting down the elements of Q 1 by one unit along the anti-diagonals and then flipping the sign of each element. Since the convolution operator S (·) sums elements along the anti-diagonals (see Fig. 3 for illustration and Section II-C for details), the representation of Q as in (23) immediately implies that S (Q) = 0. Since (20) implies that rank(Q) ≤ 2 so we have Q ∈ N (S , 2).
We notice that S (·) maps R m×n to R m+n−1 . An m × n dimensional rank two matrix has 2(m + n − 2) degrees of freedom (DoF), so that N (S , 2) has at most (2m + 2n − 4) − (m + n − 1) = (m + n − 3) DoF. Since the representation on the r.h.s. of (20) also has (m + n − 3) DoF and N (S , 1) = {0}, our parametrization is tight up to DoF. However, the converse of Lemma 1 is false in general, as we show in Proposition 1 below. This implies that while unidentifiability results for blind deconvolution can be shown by proving existence of matrices satisfying (20) , proof of identifiability results for deterministic input signals, on the other hand, requires substantially more mathematical effort and careful analysis on the subset of N (S , 2) that is not element-wise representable in the form of (20) . Proposition 1. For m, n ≥ 3, there exists a (m + n − 3) dimensional set M such that M ⊂ N (S , 2) ⊂ R m×n and for every M ∈ M, M is not representable in the form of (20) .
Proof: Appendix A. Proposition 1 shows that Lemma 1 only provides a partial characterization of N (S , 2). In particular, the elements of N (S , 2) that are not representable by (20) form an equally large set.
We are ready to state an almost everywhere description of N (S , 2) for the lifted linear convolution map S : R m×n → R m+n−1 . Our description will involve a recursion over dimension. To avoid any confusion, we shall explicitly augment the dimension to the symbolic representation of the lifted operator. Thus, the lifted linear convolution map S : R m×n → R m+n−1 will be denoted by S (m,n) and the associated rank two null space will be denoted by N S (m,n) , 2 . For m, n ≥ 2, we define the following sets
Theorem 1. The following relationships hold. 1) N S (1,n) , 2 = {0} and N S (m,1) , 2 = {0} for all positive integers m, n.
Proof: Appendix B. Theorem 1 provides an almost full characterization of the ambiguity set for blind deconvolution, i.e. beside the constructions used in Lemma 1 and Proposition 1, this ambiguity space contains (measure theoretically) very few elements. In fact, for m = 2 or n = 2, the characterization provided by Lemma 1 is complete. Another interpretation of Theorem 1 is that it provides a converse characterization of N (S , 2) while Lemma 1 and Proposition 1 provide achievability/existence characterizations for N (S , 2).
The sets N S (2,n) , 2 = N 0 (2, n) and N S (m,2) , 2 = N 0 (m, 2) are explicitly parametrized ∀m, n ≥ 2. In principle, to construct elements from N 2 (m, n) for arbitrary m, n ≥ 3 with n ≥ m, we can start from the explicitly parameterized set N S (2,n−m+2) , 2 = N 0 (2, n − m + 2) and apply (26) recursively (m − 2) times. Fig. 4 shows a Venn diagram displaying relationships among the different sets in Theorem 1. We note that Theorem 1 proves equality of the sets N S (m,n) , 2 and N 0 (m, n) N 2 (m, n) when restricted to M(m, n) c . In Proposition 2 below, we show that this restriction is necessary when m = n ≥ 3. For m, n ≥ 3 and m = n, it is presently unclear whether M(m, n) is a non-empty set. We leave this as an open question. Thus, Proposition 2 characterizes the gap left by the converse characterization in Theorem 1 for m = n ≥ 3.
is a non-empty set of dimension at least (n − 1).
Proof: Appendix C.
While we shall only use Lemma 1 in the sequel, we briefly emphasize the importance of the other results in this section. Proposition 1 and Theorem 1 supply the intuition that the rank two null space of the linear convolution map is a substantially complex geometrical object. Roughly speaking, the rank two null space N S (m,n) , 2 can be divided into exactly two measure theoretically significant (dimension-wise significant) disjoint parts, viz. N 0 (m, n) and N 2 (m, n), and a measure theoretically insignificant (not necessarily disjoint from N 0 (m, n) N 2 (m, n)) part M(m, n). Both these parts are equally significant since they are of the same dimension, and whatever part of N S (m,n) , 2 is outside N 0 (m, n) N 2 (m, n), is contained within M(m, n) (see Fig. 4 for illustration) and is therefore measure theoretically insignificant. Hence, we claim that Theorem 1 provides an almost everywhere characterization of N (S , 2).
Of the two measure theoretically significant parts, Lemma 1 gives an analytically simple parametrization for one part, namely N 0 (m, n) . The other part, namely N 2 (m, n), admits a dimension recursive definition and despite our best efforts, we could not construct an analytically simple parametrization of N 2 (m, n) akin to Lemma 1. These results hint that development of provably correct non-randomized coding strategies that promote signal identifiability under blind deconvolution would need to be quite sophisticated. In particular, the codes must disallow ambiguities arising from the recursive definition of N 2 (m, n). For provably correct simple randomized linear coding strategies like [18] , Proposition 1 hints that a coding redundancy of Θ(m + n) is intuitively necessary to prevent bad realizations of random codes with high probability.
Proposition 2 lower bounds the dimension of the insignificant set M(m, n) in the special case of m = n. This might be interpreted as the additional ambiguity arising from having to distinguish between equi-dimensional vectors x, y ∈ R n under a bilinear operator like linear convolution; since (x, y) being a solution to the unconstrained blind deconvolution problem also implies (y, x) as a solution. This ambiguity does not arise when x ∈ R m , y ∈ R n and m = n.
IV. AN UNIDENTIFIABILITY RESULT
We shall use identifiability in the sense of Definition 1. After disregarding some pathological scenarios in Section IV-A we show a strong unidentifiability result (Theorem 2) for non-sparse blind deconvolution in Section IV-B. The proof strategy yields valuable insight for the sparsity constrained blind deconvolution identifiability results that we present in Part II of the paper [25] . Throughout this section, we assume that K represents the (not necessarily convex) feasible cone in Problem (P 1 ), i.e. ∀(x, y) ∈ K one has (αx, αy) ∈ K for every α = 0. To prove Theorem 2, Lemma 1 suffices and we do not need the full power of Theorem 1.
Lemma 2 states a non-linear re-parameterization cum decomposition result to serve as a building block for constructing adversarial instances of input signals for which deconvolution fails the identifiability test. This is used in the proof of Theorem 2 below and also to prove the results in Part II of the paper, and is motivated by the nonlinear parameterization of the blind deconvolution ambiguity space in Lemma 1 and the rotational ambiguity phenomenon discussed in Section I-A of the introduction. The astute reader would notice the symbolic connection to the transformation in (5) and the representation in (20) . 
is finite (possibly empty) with cardinality at most (2d − 2). If d is an even integer then Q ∼ (w, d) is non-empty.
Proof: Appendix D.
A. Pathological Cases
Let x * ∈ R m , y * ∈ R n , and K = R m × R n . If x * (m) = y * (1) = 0, then x T * = u T , 0 and y T * = 0, v T for u = x * (1 : m − 1) and v = y * (2 : n). Lemma 1 and the representation in (20) imply that under the linear convolution map, (x * , y * ) is indistinguishable from (x , y ) where (x ) T = 0, u T and (y )
T is in N (S , 2). As x * and x are linearly independent, (x * , y * ) is unidentifiable by Definition 1. Thus, for identifiability of (x * , y * ) it is necessary that at least one of x * (m) or y * (1) is non-zero.
Similarly, if x * (1) = y * (n) = 0 then invoking Lemma 1 and representation (20) implies that (x * , y * ) is indistinguishable (under the convolution map) from (x , y ) where (x ) T = x * (2 : m) T , 0 and (y )
By linear independence of x * and x , (x * , y * ) is unidentifiable. Thus, for identifiability it is necessary that at least one of x * (1) or y * (n) is non-zero. The examples above highlight that model orders m and n play a critical role for identifiability (and unidentifiability) for SISO systems, i.e. overestimating the model orders is fatal for blind deconvolution. This is a well known fact for SIMO systems [42] .
B. Non-sparse Blind Deconvolution
Let (x, y) ∈ K ⊂ R m × R n be an arbitrary vector pair in the feasible set K. To examine non-pathological examples (see Section IV-A), we will assume that x(1) = 0; the treatment of the other case, viz. y(n) = 0, is ideologically identical.
Theorem 2. Let m, n ≥ 4 be even integers and x ∈ R m be an arbitrary vector with x(1) = 0. Let the feasible set K be defined as
Then (x, y) ∈ K is unidentifiable almost everywhere w.r.t. any measure over y that is absolutely continuous w.r.t. the n dimensional Lebesgue measure.
Proof: Appendix E. Theorem 2 shows that unidentifiability is the norm rather than the exception. In fact, the number of identifiable pairs is insignificant over continuous distributions.
Proposition 1 (and the discussion leading to it) intuitively suggests that Θ(m) additional constraints on x in Problem (P 1 ) are almost necessary for identifiability w.r.t. K (defined by (28)), from a heuristic DoF argument. If these additional constraints on x ∈ R m are allowed, then it would turn Problem (P 1 ) into a semi-blind deconvolution problem. Theorem 2 provides somewhat more concrete evidence towards the same intuition. Our prior work [43] discusses an example for multi-hop channel estimation, where m − 1 additional subspace constraints are imposed on x ∈ R m by system design, and this not only leads to identifiability but also to efficient and provably correct recovery algorithms. A philosophically similar situation is discussed in [32] , [44] using a guard interval based system for blind channel identification.
We note that Theorem 2 states a much stronger (almost everywhere w.r.t. Lebesgue measure) unidentifiability result than any counterparts in the literature (e.g. [19] ) which only assert existence of some unidentifiable input. The requirement of the model orders m and n being even positive integers is because R is not algebraically closed. A slightly weaker version of Theorem 2, asserting the existence of a (m + n) dimensional set of unidentifiable signal pairs in K (given by (28)), follows readily from Theorem 2 in Part II of the paper (a result on unidentifiability of blind deconvolution under canonical sparsity constraints), and indeed does not require m or n to be even integers. This observation agrees with the absence of any conditions on the model orders in [19] . For completeness, we state an adapted version of Part II, Theorem 2 below (which follows from setting the sparse index subsets therein to empty sets) while deferring the proof to Part II of the paper.
Theorem 3 (adapted from [25] ). Let m, n ≥ 5 be arbitrary integers and K be as defined in (28) . Then there exists a set G ⊆ K of dimension (m + n) such that every (x, y) ∈ G is unidentifiable.
We mention in passing that the statement of Theorem 2 is asymmetric w.r.t. x and y since it applies to every x but not to every y (only almost every y). This is slightly stronger than the measure theoretically symmetric version of Theorem 2 that asserts unidentifiability almost everywhere w.r.t. the (m + n) dimensional Lebesgue product measure over the pair (x, y). We further note that Theorem 2 cannot be strengthened to assert unidentifiability for every pair (x, y) ∈ K as a result of a simple thought experiment. If such a statement were true, then reinterpreting convolution as polynomial multiplication implies that there cannot exist any polynomials over the real field that admit exactly two polynomial factors over the reals; which is clearly a false statement.
Through the unidentifiability results in this section, we have attempted to quantify the ill-posedness of non-sparse blind deconvolution. The main message is that if an application exhibits a bilinear observation model of linear convolution and no additional application specific structure can be imposed on the unknown variables then it is necessary to drastically revise the system design specifications. Such revision may incorporate some form of randomized precoding of the unknowns, so that the effective bilinear operator governing the observation model looks substantially different from the convolution operator (e.g. the Gaussian random precoding used in [18] ). Alternatively, sparsity in non-canonical bases could also be helpful (e.g. Rademacher random vector signal model used in [36] ), as canonical-sparsity constraints are shown to be insufficient for identifiability in Part II of the paper.
V. CONCLUSIONS
Blind deconvolution is an important non-linear inverse problem routinely encountered in signal processing applications. Natively, blind deconvolution is ill-posed from the viewpoint of signal identifiability and it is assumed that application specific additional constraints (like sparsity) would suffice to guarantee identifiability for this inverse problem. In the current work, we proved Lebesgue almost everywhere unidentifiability in non-sparse blind deconvolution for even model orders; a much stronger impossibility result than any counterparts in existing literature. Our approach built on the lifting technique from optimization to reformulate blind deconvolution into a rank one matrix recovery problem, and analyzed the rank two null space of the resultant linear operator. While this approach is philosophically applicable to other bilinear inverse problems (like dictionary learning), it is the simplicity of the convolution operator in the lifted domain that made our analysis tractable. More specifically, we explicitly demonstrated a form of rotational ambiguity in bilinear functions that generates a dimension-wise large set of unidentifiable inputs. To establish our results, we developed a measure theoretically tight, non-linear, partially parametric and partially recursive characterization of the rank two null space of the linear convolution map. Our proofs are constructive, dimensions of key sets are explicitly computed, and results hold over the real field which is not algebraically closed. This result is a precursor to non-randomized code design strategies for guaranteeing signal identifiability under the bilinear observation model of linear convolution. The design of such codes is a topic of ongoing research. Finally, an unanswered question that ensues from our analysis is whether the dimension-wise insignificant part M(m, n), of the ambiguity kernel of blind deconvolution N S (m,n) , 2 , is empty for m, n ≥ 3 and m = n. PROOF OF PROPOSITION 1 The proof involves contradiction by an explicit dimension recursive construction. Let m, n ≥ 3 be arbitrary integers and let S : R (m−1)×(n−1) → R m+n−3 denote the lifted linear convolution map in one lower dimension than S (·) w.r.t. both rows and columns. Further, let u * ∈ R m−2 \ {0}, v * ∈ R n−2 \ {0} be arbitrary vectors and define X ∈ R (m−1)×(n−1) as
Since (m − 1) ≥ 2 and (n − 1) ≥ 2, using Lemma 1 on X implies X ∈ N (S , 2). For any invertible matrix A ∈ R 2×2 , let us designate
for some u 1 , u 2 ∈ R m−1 and
Furthermore, the vectors {u 1 , u 2 } are linearly independent, owing to the invertibility of A. Consider the matrix Y ∈ R m×n constructed as
From (16) and (17) in Section II-C, S (Y 1 ) does not change if elements of Y 1 are shifted down by one unit along the anti-diagonals. This implies
for j = 1, 2 and thus,
using (31) and (31) is not convertible to the form in (20) because of linear independence of u 1 and u 2 .
To finish the proof, we need to show that the parametric family of matrices Y as defined by (31) is of dimension (m + n − 3). We denote this set by M. Consider u * 2 = v * 2 = 1 so that u * ∈ R m−2 is (m − 3) dimensional and v * ∈ R n−2 is (n − 3) dimensional. A represents two independently chosen directions of linear combination to generate u 1 and u 2 , so A is two dimensional. Finally, given our calculations, we need to add one dimension for a scalar multiplicative parameter to account for all matrices Y ∈ M. Thus, M is (m−3)+(n−3)+2+1 = (m+n−3) dimensional.
APPENDIX B PROOF OF THEOREM 1
Throughout this proof, we shall let φ j denote the j th coordinate projection operator, i.e. φ j (x) = x(j).
A. Proof of Part 1
We argue that N S (1,n) , 2 = {0}. The proof for N S (m,1) , 2 = {0} is similar. Since linear convolution with a scalar is equivalent to multiplication by the same scalar, by definition of S (1,n) : R n → R n , the lifted operator S (1,n) (·) is an identity operator on R n . This immediately implies N S (1,n) , 2 = {0} since the identity operator has a trivial null space.
B. Proof of Part 2
Let n ≥ 2 be an arbitrary integer. We show that N S (2,n) , 2 = N 0 (2, n). The proof of N S (m,2) , 2 = N 0 (m, 2) for m ≥ 2 is similar. Setting m = 2 in Lemma 1, we have N 0 (2, n) ⊆ N S (2,n) , 2 . To complete the proof, we need to show N S (2,n) , 2 ⊆ N 0 (2, n). Let X ∈ N S (2,n) , 2 ⊂ R 2×n . We have φ 1 • S (2,n) (X) = 0 and by definition of S (2,n) (·), we have X(1, 1) = φ 1 • S (2,n) (X) (see Fig. 3 for illustration) , implying that X(1, 1) = 0. By a similar argument, X(2, n) = φ n+1 • S (2,n) (X) = 0. By definition of S (2,n) (·) we have,
implying that X(1, 2 : n) = −X(2, 1 : n − 1). Letting v T = X(1, 2 : n) we get
Since X ∈ N S (2,n) , 2 is arbitrary, we have N S (2,n) , 2 ⊆ N 0 (2, n).
C. Proof of Part 3
Let m, n ≥ 3 be arbitrary integers. We'll show that N 0 (m, n) N 2 (m, n) ⊆ N S (m,n) , 2 . From Lemma 1, we have N 0 (m, n) ⊆ N S (m,n) , 2 . It remains to show that N 2 (m, n) ⊆ N S (m,n) , 2 . To this end, we borrow constructions from the proof of Proposition 1. Let X = u 1 v T 1 + u 2 v T 2 ∈ N S (m−1,n−1) , 2 \ {0} for some u 1 , u 2 ∈ R m−1 and v 1 , v 2 ∈ R n−1 . We construct Y ∈ N 2 (m, n) ⊂ R m×n as in (31) and following the chain of arguments (31) → (33) using the anti-diagonal sum interpretation of Section II-C, we have
since X ∈ N S (m−1,n−1) , 2 . Further, (31) implies that rank(Y ) ≤ 2 and therefore Y ∈ N S (m,n) , 2 . Since
D. Proof of Part 4
Let m, n ≥ 3 be arbitrary integers. From the preceding part, we have Fig. 3 for illustration), implying that X(1, 1) = 0. By a similar argument, X(m, n) = φ m+n−1 • S (m,n) (X) = 0.
Our proof strategy will be to show that X always admits a factorization like (31) and then deduce that this necessarily implies our result. Since X ∈ M(m, n), either X(m, 1) = 0 or X(1, n) = 0 is true. Let us first assume that X(m, 1) = 0 implying that X(:, 1) = 0. We have two further possibilities, viz. X(1, :) = 0 T and X(1, :) = 0 T . 1) First Case: Suppose that X(1, :) = 0 T . We set u 2 = X(2 : m, 1) ∈ R m−1 so that 0, u T 2 = X(:, 1) T .
Since N S (m,n) , 1 = {0}, we have rank(X) = 2 and since X(:, 1) = 0 we conclude that ∃j 0 ∈ {2, 3, . . . , n} such that X(:, 1) and X(:, j 0 ) are linearly independent. We choose u 1 ∈ R m−1 as follows. If X(m, j 0 ) = 0 (e.g. X(m, n) = 0 for j 0 = n), then we set u 1 = X(1 : m − 1, j 0 ), else we set
We claim that the vectors u T 1 , 0 and 0, u T 2 are linearly independent and span C(X), which would imply that X admits a factorization of the form
for some vectors v, v * ∈ R n . Indeed, if X(m, j 0 ) = 0 then u T 1 , 0 = X(:, j 0 ) T and X(:, 1) T = 0, u T 2 are linearly independent and span C(X) since rank(X) = 2. In case X(m, j 0 ) = 0, setting α = X(m, 1)/X(m, j 0 ) we observe that
Since X(m, 1) = 0 and X(m, j 0 ) = 0, α ∈ R \ {0} and (39) imply that u T 1 , 0 and 0, u T 2 are linearly independent and span C(X) owing to the linear independence of X(:, 1) and X(:, j 0 ) and rank(X) being equal to two. Thus, (38) holds implying that u 1 (1)v(1) = X(1, 1) = 0 and u 2 (m − 1)v * (n) = X(m, n) = 0. We have u 2 (m − 1) = X(m, 1) = 0 by construction so v * (n) = 0. Further, if u 1 (1) = 0 were true then (38) would imply X(1, :) = 0 T contradicting our assumption of X(1, :) = 0 T . Thus, u 1 (1) = 0 which implies v(1) = X(1, 1)/u 1 (1) = 0. Letting v 1 = v(2 : n) and v 2 = v * (1 : n − 1), (38) implies
Following the same chain of arguments as (31) → (33) with the anti-diagonal sum interpretation, (40) implies
since X ∈ N S (m,n) , 2 . Therefore, (40) and (26) 
and (40) implies
and thus X ∈ N 0 (m, n) by (25) . Since X ∈ M(m, n) by assumption, we get
2) Second Case: Now suppose that X(1, :) = 0 T so that
for some matrix Y ∈ R (m−1)×n . We will use mathematical induction on m to settle this case.
sums elements along the anti-diagonals (see Fig. 3 for illustration) and X ∈ N S (m,n) , 2 , we have 0
implying that Y ∈ N S (m ,n) , 2 . Further, X(m, 1) = 0 by assumption and Y (m , 1) = X(m, 1) by (43) implying that Y ∈ M(m , n) by definition. Thus, Y ∈ N S (m ,n) , 2 \ M(m , n) and by the induction hypothesis either Y ∈ N 2 (m , n) or Y ∈ N 0 (m , n). We separate the analysis for each of these cases below. 1) Suppose that Y ∈ N 2 (m , n). Then there exist vectors u 1 , u 2 ∈ R m −1 and v 1 , v 2 ∈ R n−1 such that
. Now using (43) we get
where we have set u T 3 = 0, u T 1 and u T 4 = 0, u T 2 . Clearly, u 3 , u 4 ∈ R m−1 . To conclude that X ∈ N 2 (m, n) we need to show that u 3 v T 1 + u 4 v T 2 ∈ N S (m−1,n−1) , 2 \ {0}. We have,
and therefore
where the first equality is because S (m−1,n−1) (·) sums elements along the anti-diagonals and the second equality follows from the fact that
implies that u 3 v T 1 +u 4 v T 2 ∈ N S (m−1,n−1) , 2 \{0} and hence X ∈ N 2 (m, n). By assumption, X ∈ M(m, n) and therefore X ∈ N 2 (m, n) \ M(m, n).
2) Assume that Y ∈ N 0 (m , n). Then there exist vectors u ∈ R m −1 and v ∈ R n−1 such that
and (43) gives
where we have set u T * = 0, u T . Clearly, u * ∈ R m−1 and (50) implies X ∈ N 0 (m, n) by definition. By assumption, X ∈ M(m, n) and therefore X ∈ N 0 (m, n) \ M(m, n). Induction Basis: We need to show that N S (3, 
where the first equality is due to S (2,n) (·) summing elements along the anti-diagonals and the second equality follows from Z ∈ N S (3,n) , 2 . Therefore, Z(2 : 3, :) ∈ N S (2,n) , 2 implying that Z(2 : 3, :) ∈ N 0 (2, n) from Part B-B of the proof. Thus, there exist u ∈ R and v ∈ R n−1 such that
implying that
where u T * = [0, u]. Thus, (53) implies that Z ∈ N 0 (3, n). Since Z ∈ M(3, n) we have Z ∈ N 0 (3, n) \ M(3, n). We have proved that if X(m, 1) = 0 and X ∈ N S (m,n) , 2 then X ∈ N 0 (m, n) N 2 (m, n). To finish the proof we need to consider the other scenario for X ∈ M(m, n), i.e. show that X(1, n) = 0 and X ∈ N S (m,n) , 2 imply X ∈ N 0 (m, n) N 2 (m, n). The arguments for this case are ideologically similar to our approach for X(m, 1) = 0 and hence we omit it.
APPENDIX C PROOF OF PROPOSITION 2
We explicitly define an n − 1 dimensional parameterized set of matrices M 2 (n) ⊂ R n×n as follows,
and show that M 2 (n) ⊆ N S (n,n) , 2 M(n, n) \ N 0 (n, n) N 2 (n, n) . Let X be an arbitrary element of M 2 (n) and let u ∈ R n−2 \ {0}, λ ∈ R \ {0} denote some representative parameters certifying that X ∈ M 2 (n) according to (54). It can be easily verified that X is skew-symmetric. Since S (n,n) (·) sums elements along antidiagonals (see Fig. 3 for illustration) , skew-symmetry of X implies that X is in the null space of S (n,n) (·). Further, X admits the factorization
implying that rank(X) ≤ 2 and therefore X ∈ N S (n,n) , 2 . Since X(n, 1) = X(1, n) = 0 we can also conclude that X ∈ N S (n,n) , 2 M(n, n). To finish the proof, we need to show that X ∈ N 0 (n, n) N 2 (n, n). We proceed for a proof by contradiction. First, assume that X ∈ N 2 (n, n). Then there exist vectors u 1 , u 2 , v 1 , v 2 ∈ R n−1 such that
implying that given a value of s(1) ∈ S, tan γ is uniquely determined, and csc γ ∈ ± 1 + tan −2 γ and γ ∈ [0, 2π) each admits at most two distinct values. Therefore, the pair of scalars (s(1), γ ) admits at most 2|S| distinct values. Using (58) and the definition of s, we have w * = w * (d − 1) · s = −s · w(d) · csc γ implying that w * is uniquely determined by (s (1), γ ) . Therefore, (w * , γ ) admits at most 2|S| ≤ (2d − 2) distinct values. Since (w * , γ ) represents an arbitrary element of Q ∼ (w, d), we conclude that Q ∼ (w, d) is finite with cardinality at most (2d − 2). As a boundary case, notice that when d = 2, (59) and (60) are vacuous and (58) suffices to prove the result since it implies the existence of exactly two elements in Q ∼ (w, 2), viz. (w * , γ ) and (−w * , 2π − γ ).
To prove that Q ∼ (w, d) is non-empty when d is an even integer, we proceed as follows. Given w ∈ R d with 0 ∈ {w(1), w(d)}, w/w(d) = c ∈ R d is well defined, admits c(1) = w(1)/w(d) = 0 and is completely known. Let s ∈ R d−1 be a vector variable such that it satisfies (60c) for j = 2, 3, . . . , d − 1 and admits s(d − 1) = 1. If such a vector s could be found with s(1) = 0, then using (61) to choose γ ∈ [0, 2π) and setting w * = −s · w(d) · csc γ yields and element (w * , γ ) ∈ Q ∼ (w, d), since 1) (59) follows from being able to reverse the sequence of implications in the preceding part of the proof, i.e. (60c) =⇒ (60b) =⇒ (60a) =⇒ (59) for every 2 ≤ j ≤ d − 1, 2) (58) follows directly from (61), w * = −s · w(d) · csc γ and s(d − 1) = 1, and 3) 0 ∈ {w(1), w(d)} is satisfied since 0 ∈ {s(1), c(1)} and tan γ ∈ {0, ±∞}.
For the boundary case of d = 2, (59) is vacuous and w * (1) = w 2 (1) + w 2 (2) satisfies (58) for γ = arccos(w(1)/w * (1)), thus yielding an element in Q ∼ (w, 2) and proving the result. For d ≥ 3, we follow the recursive solution process for (60c) to arrive at a consistency equation for s(1) as previously described, i.e. 
APPENDIX E PROOF OF THEOREM 2
As in the statement of the theorem, let (x, y) ∈ K be an arbitrary vector pair with K defined by (28) . Since m, n ≥ 4 are even integers, invoking Lemma 2 once each for x and y, we can construct vectors u ∈ R m−1 , v ∈ R n−1 and scalars θ, φ ∈ R such that
Equation (62) implies that the dependence of y is uniformly continuous on the n real numbers (φ, v(1), v(2), . . . , v(n − 1)) (with a non-singular Jacobian matrix) and these n real numbers completely parametrize y. Further, since the measure over y is absolutely continuous w.r.t. the n dimensional Lebesgue measure, it is possible to choose a measure over φ that is absolutely continuous w.r.t. the one dimensional Lebesgue measure, and therefore φ ∈ {(l + 1/2)π | l ∈ Z} is true almost everywhere w.r.t. the measure over φ. Finally, since x and y have disjoint parameterizations, φ − θ ∈ {lπ | l ∈ Z} is true almost everywhere w.r.t. the measure over φ (owing to absolute continuity w.r.t. one dimensional Lebesgue measure). Thus, φ ∈ {(l + 1/2)π, θ + lπ | l ∈ Z} is true almost everywhere w.r.t. the measure over φ and therefore also w.r.t. the measure over y.
Once we have vectors u and v, we consider the decomposition 
and observing (62) and (63) we conclude that xy T − x (y ) T = X ∈ N (S , 2) and therefore the pairs (x, y) and (x , y ) produce the same convolved output. Since x(1) = 0, (62) implies that u(1) = 0 and therefore (64) implies x (1) = 0 for φ ∈ {(l + 1/2)π | l ∈ Z}. So, assuming φ ∈ {(l + 1/2)π | l ∈ Z} implies that (x , y ) ∈ K. Further, x and x are linearly independent if φ − θ ∈ {lπ | l ∈ Z}, implying that (x, y) is unidentifiable by Definition 1 with (x , y ) as the certificate. The proof is complete since φ ∈ {(l + 1/2)π, θ + lπ | l ∈ Z} is true almost everywhere w.r.t. the measure over y.
