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Abstract
Title: Experimental Realisations of Energy Harvesters built from Quantum Dots and Quan-
tum Wells.
Name: Gulizati Jialiele.
This thesis starts with an introduction to the background semiconductor physics required
for carrying out this PhD research.
I have then presented the work that demonstrates, both theoretically and experimentally,
an energy harvester built from two resonant-tunnelling quantum dots. A device, proposed by
Jordan et al. [1], harvests energy from an area of 90 µm2 of a two-dimensional electron gas
(2DEG), using the energy-selective transport of electrons through a pair of quantum dots. It
has proven to be an effective technique for harvesting energy at the micro/nano scales. Our
energy harvester can generate a power of 0.13fW in an estimated efficiency with a lower
bound around 0.1ηC. Our theoretical model (not affected by limitations of the Wiedemann-
Franz law) suggests the actual efficiency to be about 0.5ηC. Experimental observations of
thermal power, voltage and efficiency at different values of IHeat and RLoad have also been
reproduced by this model. There are small quantitative differences between experimental
results and theoretical modelling in terms of parameters, such as electrical temperatures
and energy level difference. This may be explained by asymmetric barriers, accidental
degeneracies or the lifetime-broadened width of the quantum dots, as well as charging effects
in the non-linear regime. Overall, this proof-of-principle experiment demonstrates the basic
soundness of the theory of mesoscopic energy harvesting with energy filtering techniques at
the quantum level, realising a heat engine.
Then we investigate the thermometry study of such a quantum-dot energy-harvester
device. This part of the thesis describes the characterisation and performance of a non-
invasive single-electron thermometer, and extracts the electrical temperatures via three
methods as below. First, we introduced the extracting of the electrical temperatures through
fitting the differential-conductance peaks with theoretical models. The advantage of this
method is that the quantum dot can directly serve as a thermometer. The disadvantage is that
the excitation voltage, applied to trigger the currents through quantum dots, will unavoidably
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heat the device. Then we introduce the use of the quantum point contact (qpc) to extract
temperatures via monitoring the changes in electrostatic potential of a one-dimensional
channel close to the quantum dot. It is easier to set up this measurement, and the signal
through a qpc is usually several times greater than the current through a quantum dot, which
means that the qpc thermometer is much more sensitive than the quantum-dot thermometer
for a similar experimental set-up. The third method is to use the Mott relation as an insight
into the thermometry of our energy-harvester device. It is supposed to have higher accuracy
compared to previous thermometers, because of the same sets of circuits and data used as the
thermopower measurements.
Then I have presented our attempt to experimentally demonstrate the theoretical proposal
of building an energy harvester with two resonant-tunnelling quantum wells by Sothmann
et al. [2]. This can scale up the quantum-dot energy harvester, increase its working temper-
ature and the generated thermal power. The design and fabrication process have also been
presented in detail. Measurements has proven that the split-gate and mid-gate combination
can successfully give us access to each individual layer. This work can be improved by
fabricating such an energy-harvester device with a double-quantum-well wafer with a narrow
barrier width.
Both devices discussed in this thesis require a good thermal contact to two-dimensional
electron gases. The electron temperatures are key to study their power and efficiency, and
therefore it is important to study the thermometry of corresponding measurements.
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Chapter 1
Introduction
1.1 Motivation
Energy harvesting is the process by which energy is taken from the environment and trans-
formed to provide power for electronics [3]. Specifically, thermoelectrics can play a crucial
role in future developments of alternative sources of energy. In recent years there has been
an increased interest in devices which can convert waste heat into useful work [3]. Ther-
moelectric generators where a temperature bias applied to an electric conductor gives rise
to a charge current flow are good candidates [4, 5]. Unfortunately, current thermoelectric
devices have relatively small efficiencies [6]. This issue can be overcome by nanoscale
thermoelectrics where engineered bandstructures and quantum-mechanical effects can give
rise to an increased efficiency [7–9]. Quantum dots constitute an important element in
designing highly efficient thermoelectrics [10–13] because their discrete resonant levels
provide excellent energy filters. Thermoelectric effects have been investigated in various
quantum-dot setups [14–24].
Energy-harvesting devices require that the energy source is separated from the electrical
circuit, so no charge is extracted from it [25]. This can be accomplished in three-terminal
devices where a hot terminal injects heat but no charge into the setup, thus driving a charge
current between two cold reservoirs. There have been a number of proposals for these kinds
of energy harvesters [1, 2, 26–43]. Three-terminal heat engines based on Coulomb-coupled
quantum dots [27, 28] have been realised experimentally recently [44–46]. Due to their
design they are however limited to low power. A three-terminal energy harvester based
on two resonant-tunnelling quantum dots with different energy levels overcomes this issue.
It can in principle reach Carnot efficiency and can be optimised to achieve a large power
in combination with a high efficiency at maximum power [1]. A similar device has also
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been proposed [47, 48], and later demonstrated [49], as a building block of a nanoscale
refrigerator.
In this manuscript, we experimentally realise a resonant-tunnelling energy harvester and
demonstrate its ability to generate electrical power in an external load arising from energy
exchanges between a hot and a cold reservoir. Importantly, no external drive or cycling is
required; that is, the system is entirely autonomous and begins producing power as soon as a
thermal gradient is present.
1.2 Thesis layout
This thesis will be continued through the following four chapters :
• Chapter 2 introduces several topics that are of particular relevance to the work in
this thesis. It includes explanations of a two-dimensional electron gas in GaAs/AlAs,
quantum dots/wires/wells, electron-electron/electron-phonon interactions and the ther-
moelectricity of quantum dots.
• Chapter 3 presents the experimental realisation of an efficient autonomous nanoscale
energy harvester that utilises the physics of resonant-tunnelling quantum dots, follow-
ing a proposal [1]. It details the design, fabrication and measurement of a quantum-dot
energy-harvester device. Extensive characterisation of the device is presented to es-
tablish that it fulfills the known requirements for achieving such an device. At the
end of the chapter, measurement results are presented including the thermal power
characteristics.
• Chapter 4 discusses the thermometry study of this quantum-dot energy harvester. It
presents the measurement techniques as well as different theoretical approaches used
to extract electron temperatures of nano devices at low temperatures.
• Chapter 5 discusses the experimental attempt to scale up the quantum-dot energy
harvester, presented in Chapter 3 and 4, with double quantum wells. It presents
the theoretical proposal, device design, device fabrication and the measurements. It
discusses the data analysis as well as the causes for the failure of the device operation.
• Chapter 6 concludes what we discuss in previous chapters, with possible future work
that can be done to improve the quantum-dot energy-harvester device.
1.3 Publications 3
1.3 Publications
The main results of the quantum-dot energy-harvester experiment have been published in:
• G. Jaliel, R.K. Puddy, R. Sánchez, A.N. Jordan, B. Sothmann, I. Farrer, J.P. Griffiths,
D.A. Ritchie, C.G. Smith, Experimental realization of a quantum dot energy harvester,
Phys. Rev. Lett. 123, 117701 – Published 9 September 2019.

Chapter 2
Background
2.1 The two-dimensional electron gas
One of the most widely studied low-dimensional electronic systems is the two-dimensional
electron gas (2DEG) in semiconductors. This is a system in which electrons are confined to
an interface between two materials, where in one direction (z) the confinement has a length
scale comparable to the Fermi wavelength, and in the other two directions (x and y) the
confinement has a large enough distance for the quantisation of momentum in the x-y plane
to be neglected. Typically the 2DEG is formed at the interface between two semiconductors
with different band gaps, or between a semiconductor and an insulator [50]. In both cases the
conduction band edge has a discontinuity at the interface. A potential well is formed in the
conduction band by bending the band structure with doping or an externally applied electric
field. Once the bottom of the well is pulled below the Fermi energy, it becomes populated
with electrons that form the 2DEG (see Fig. 2.1).
2.1.1 The 2DEG in a GaAs/AlGaAs heterostructure
A clean 2DEG can be formed in GaAs because the lattice constant of GaAs (5.653Å) is very
similar to that of AlAs (5.660Å), but the band gap (the energy difference between the valence
and conduction band) is different between the two. A whole range of band-gap values can
then be produced by replacing a fraction, x, of Ga atoms in GaAs with Al atoms to produce
AlxGa1-xAs. This has a band gap that approximately follows Egap = (1.424 + 1.247x)eV at
room temperature. Layers of AlGaAs and GaAs can therefore be grown on top of each other
with very little lattice mismatch, minimising the strain and the density of misfit dislocations
at the interface. The GaAs/AlGaAs system therefore provides an excellent way to produce
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high-quality interfaces with a tunable band-structure [50]. This material can be produced by
the development of molecular-beam epitaxy (MBE), a technique whereby individual atomic
layers of AlxGa1-xAs with different doping and mole fractions (x) can be deposited on a
GaAs wafer. This technique enabled band-gap engineering in the direction of growth and the
resulting material is called a heterostructure, or ‘High Electron Mobility Transistor’ (HEMT)
heterstructure.
GaAs(Cap)
Si doped AlxGa1-xAs
AlxGa1-xAs spacer
2DEG
GaAs substrate
(a)
EF
E
z
EC
EF
E
z
EC
e-
(c)(b)
10 nm
40 nm
40 nm
Fig. 2.1 Panel (a) shows a standard HEMT heterostructure, with layers of different materials.
Typically the capping layer is 10nm thick, used to protect the AlGaAs layer from oxidation.
Both the spacer and dopant layers are 40nm thick. The red dots depict the randomly
positioned Si dopants. A typical value chosen for Al fraction in the AlGaAs is x = 0.33. The
2DEG is formed 90nm below the surface, at the interface between AlGaAs and GaAs. The
spacer layer of 40nm is grown to keep the donor ions a certain distance from the 2DEG in
order to reduce scattering and increase electron mobility. Panel (b) is the conduction band at
the interface between AlxGa1-xAs and GaAs in a heterostructure before 2DEG formations.
Electrons from the donors in AlxGa1-xAs migrate to GaAs and are trapped there. Panel (c)
is the corresponding conduction-band edge of this AlxGa1-xAs/GaAs after the formation
of 2DEG. Electrons are trapped in a triangular potential well at the heterojunction at low
temperatures.
Figure 2.1(a) illustrates a typical GaAs/AlGaAs heterostructure, where a 2DEG is created
90nm below the surface of the wafer. For standard heterosturctures, a few microns of GaAs
material is grown first, then followed by a spacer layer of 40nm of undoped GaAlAs, to keep
the donor ions a certain distance from the 2DEG in order to reduce scattering and increase
electron mobility. The Si-doped GaAlAs donor layer of 40nm is then grown to provide the
electrons which form the 2DEG. A final GaAs capping layer of 10nm is required to protect
the AlGaAs layer from oxidation. A typical value chosen for the Al fraction in the AlGaAs
is x = 0.33.
2.1 The two-dimensional electron gas 7
Figure 2.1(c) shows the corresponding conduction-band edge of this HEMT. The Fermi
energy (EF) of a semiconductor is the energy above which electron states are empty and
below which they are filled (at low temperatures). AlGaAs has a different band gap compared
to GaAs, as shown in Fig. 2.1(b). Free electrons move to the GaAs/AlGaAs interface from
the the Si-doped AlGaAs layer, causing the boundary between the doped AlGaAs and GaAs
to sink below the Fermi energy, forming a triangular well with free electrons in it. The
positive charge left behind at the donor sites leads to band bending, in order for the system to
achieve charge equilibrium again. This results in the conduction band being deformed as
shown in Fig. 2.1(c). Since the electrons lose energy in equilibrium, they get trapped in the
GaAs, due to the low temperatures and the height of the barrier EC. A sheet of electrons (the
2DEG) parallel to the interface is then formed. The studies presented in later chapters are
conducted at low temperatures (≤ 4.2K), where electrons occupy only the ground state (the
lowest 2D subband), of the triangular potential well and are confined there.
The mobility of an electron gas is a measure of the drift velocity of the electrons
in response to an applied electric field. Typically, mobilities in HEMT devices are ∼
106 cm2V–1s–1.
2.1.2 The contact and confinement of the 2DEG
The semiconductor 2DEG has been the foundation for many studies of mesoscopic 2D
effects and lower-dimensional electron gases. This has been possible because of the fast
development of semiconductor processing technology that gives access to the 2DEG and
allows sub-micron scale patterning on the surface of devices.
As can be seen in Fig. 2.1, the 2DEG in a HEMT heterostructure resides a significant
distance below the surface. To make an electrical contact to it, a conducting channel must
be formed down through the material. This can be achieved by annealing certain material
into the heterostructure that provide extra localised doping. A common choice is to pattern
AuGeNi on the surface of the material, which on annealing diffuses downwards to form
conducting paths that contact the 2DEG. These techniques are illustrated in Fig. 2.2(c).
There are two ways to create lateral confinement of a 2DEG. First, as shown in Fig. 2.2(a),
gate electrodes can be patterned on the surface of a heterostructure, and by varying the voltage
applied to them, the carrier density in the 2DEG beneath the gate is changed. If a sufficiently
negative voltage is applied, the conduction band can be pushed back above the Fermi energy,
and then the electron gas beneath the gate can be completely depleted. Thus, the depopulation
of electrons can act as the confinement. Second, as shown in Fig. 2.2(b), lateral confinement
can also be achieved by etching the heterostructure in certain places, leaving the 2DEG intact
in only the un-etched regions. More specific details about how to fabricate electrode gates
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and ohmic contacts on the GaAs/AlGaAs 2DEG systems will be discussed in the fabrication
section in following chapters.
GaAs(Cap)
Si doped AlxGa1-xAs
AlxGa1-xAs spacer
2DEG
GaAs substrate
Metal Gates
Vg<0
AuGeNi alloy
(a) (c)(b)
Fig. 2.2 Panel (a) shows the lateral confinement in a 2DEG using surface gates. The 2DEG is
depleted below the gates when a sufficiently negative voltage is applied to them. Panel (b)
shows the lateral confinement by etching. The 2DEG is removed from below the etched pits
when they are deep enough to have a significant effect on the band structure. Etching away
the doped layer from the heterostructure will ensure that this happens. Panel(c) shows an
ohmic contact going from the HEMT surface to the 2DEG.
2.1.3 Dimensionality and Density of states
Quantum effects arise in systems which confine electrons to regions comparable to their de
Broglie wavelength. When such confinement occurs in one dimension only, with free motion
in the x- and y- directions, a 2DEG is created with techniques discussed above. Confinement
in two directions (y and z, say), with free motion in the x-direction, gives a one-dimensional
gas (1DEG) and confinement of its x-, y-, and z-motions at one gives a zero-dimensional
system. The density of states and carrier concentrations also vary with dimensionality of
electron gases.
An unconfined electron in free space is described by the Schrödinger equation
–
h¯2
2m
∆φ = –
h¯2
2m
(
∂2φ
∂x2
+
∂2φ
∂y2
+
∂2φ
∂ z2
) = Eφ (2.1)
where m is the free-electron mass. The solution of this equation, φk(r) = eik·r, are plane
waves labelled by the wavevector, k = (kx,ky,kz), and correspond to the energy:
E3D =
h¯2k2
2m
=
h¯2
2m
(k2x + k
2
y + k
2
z ). (2.2)
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Fig. 2.3 Variation of the energy density of states as the number of confined directions
increases. The continuum of states in the bulk material is replaced by quantised energy bands
in the quantum-well structure and finally by atomic-like energy levels for the quantum dots.
This figure is adapted from Ref [51].
The vector component of k are the quantum numbers for the free motion of the electron, one
for each of the classical degrees of freedom. The number of states in a volume dk = dkxdkydkz
of k-space is
g3D(k)dk =
2
(2π)3
dk (2.3)
with the factor of 2 accounting for the spin-degeneracy of the electrons. To express this
density of states in terms of energy states, we use the fact that the energy dispersion depends
only on the magnitude of k. Thus, by using spherical polar coordinates in k-space, dk =
k2sinθdkdθdφ , where the variables have their usual ranges (0 < k < ∞, 0 < φ < 2π , and
0 < θ < π) and, integrating over the polar and azimuthal angles, we are left with an expression
that depends only on the magnitude k: g(k)dk = 2/(2π)3dk = 1/(π2)k2dk. By invoking
Equation (2.2), we can perform a change of variables to cast the right-hand side of this
equation into a form involving the differential of the energy, and deduce the well-known
density of states g(E) of a free electron gas in three dimensions:
g3D(E) =
1
2π2
(
2m
h¯2
)3/2
√
E. (2.4)
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The carrier concentration, n, is given by
n3D ≡
N
V
=
∫ kF
0 g(k)dk
1
=
k3F
3π2
. (2.5)
An ideal 2DEG differs from free electrons in three dimensions in that the electrons have
unrestricted movement in only two dimensions (x and y) with complete confinement in the
z-direction, i.e. there is no degree of freedom at all in this direction. Ignoring the energy of
z-confinement, the energy of an electron in a 2DEG is therefore
E2D =
h¯2k2
2m∗ =
h¯2
2m∗ (k
2
x + k
2
y ). (2.6)
Here m∗ is the effective mass of the electrons, defined by m∗ = h¯2/(dE2/dk2), where the
periodic potential due to the atoms is taken into account. In GaAs the effective mass is
0.067 me [50]. The number of states within an area in k-space of dk = dkxdky is g(k) = 2/(2π)2,
with the factor of 2 again inserted to account for the spin degeneracy of the electrons.
Similarly above through circular polar coordinates and the relationship between E and k in
Equation (2.6), the density of states in terms of the energy can be written as:
g2D(E) =
m∗
π h¯2
. (2.7)
Thus, for a 2DEG the density of states is a constant, i.e. independent of the energy. The
carrier concentration, n, is given by
n2D =
k2F
4π
. (2.8)
When an electron is allowed only one-dimensional motions (along, say, the x-direction),
the energy is given by
E1D =
h¯2k2
2m∗ =
h¯2k2x
2m∗ . (2.9)
Similarly, the density of states can be expressed as:
g1D(E) =
1
π
(
2m∗
h¯2
)1/2
1√
E
. (2.10)
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This shows that the density of states of a one-dimensional electron gas has a square-root
singularity at the origin. The carrier concentration, n, is given by
n1D =
kF
2π
. (2.11)
An ideal zero-dimensional electron is one that exists in a single state of fixed energy E0.
The density of states is then given by
g0D(E) = δ (E –E0) (2.12)
where δ (x) is the Dirac delta-function. The dimensionality and the state density is depicted
in Fig.2.3.
The reduction in dimensions to two, one and zero dimensions has introduced a wide
range of new physics. Restricting electron transport in one direction, known as a 2DEG or
a quantum well, has led to the discovery of the quantum-Hall effect [52] and the fractional
quantum-Hall effect [53]. Restricting electron transport in two directions, known as quantum
wires, has led to the discovery of the quantisation of conductance in units of 2e2/h, indepen-
dently demonstrated by van Wees [54] and Wharam [55]. Further stronger confinement of
the 2DEG in all directions can form a zero-dimensional system, known as quantum dots.
These systems are a pool of trapped electrons, isolated and manipulated by electrode gates
on the surface [56–58], or etched pillar structures [59]. They have attracted attention both for
their versatility for studying fundamental physics, as well as being promising candidates for
implementing several solid-state quantum-computation architectures [60–64].
2.2 Quantum dots
This section outlines the effects that dominate the behaviour of quantum dots, as observed
in transport measurements. The discussions mainly focus on the regime of weak coupling
between a dot and any nearby conductors, as it is most relevant to this thesis.
2.2.1 The Coulomb-blockade regime
As discussed in the previous section, a quantum dot is an isolated island of charge. Because
of the small radius of quantum dots, the capacitance is very small, so that it requires a
significant energy e2/C to add an extra electron to the dot. Until this energy is somehow
supplied, no charge may move onto or off the island and it is said to be ‘Coulomb blockaded’.
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Fig. 2.4 (a) Equivalent circuit for a typical quantum dot. The dot has a charge Q, and it is
connected by two tunnel barriers to Source and Drain reservoirs, which are at voltages of
VS and VD respectively. The electrochemical potential of the dot can be controlled by the
voltage of a capacitively coupled gate electrode (Vg). The charging energy is determined
by the total capacitance: CΣ = CS +CD +Cg +CG. (b) Schematic diagram of the energies
of a quantum dot system as a function of distance. Located between the tunnel barriers is
the quantum dot, represented as a ladder of states. All the states below the source and drain
chemical potentials are filled. Each state, separated by the single-particle energy E0D, can
hold an up and a down spin electron. The difference between source and drain voltages
creates the so-called bias window: if a state falls within this window current can flow. (c)
shows the charge (top), number of electrons (middle), and conductance (bottom) through a
dot versus gate voltage.
Two conditions must be satisfied for Coulomb blockade to be observable. Firstly, the
charging energy must be greater than any thermal fluctuations: e2/C≫ kBT , where kB is
Boltzmann’s constant. Therefore, we must have a low enough temperature, and for a typical
experimental temperature of 100 mk, this implies that the total island capacitance must be
much less than 19 fF; Secondly, the barriers that constitute the electrostatic confinement
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potential are sufficiently opaque. The Heisenberg uncertainty principle can be applied to
the dot by using its charging energy ∆E = e2/C, and the time it takes to charge or discharge,
∆t = RtC (here Rt is the resistance of the tunnelling barriers). The relation between the
two therefore is: ∆E∆t > h¯/2 which yields a lower bound on the tunnelling resistance:
Rt ≫ h¯/2e2 (Rt ≫ 12kΩ) in order for the electronic states to be confined in the dot. The
typical configuration of a quantum dot is depicted by an equivalent circuit diagram in
Fig. 2.4(a). The total capacitance of the island (CΣ) is small enough, and the tunnel-barrier
resistances (Rt) large enough, that the dot will exhibit Coulomb blockade at its operating
temperature. The dot is tunnel coupled to conducting source and drain reservoirs. The
inclusion of a capacitively coupled gate electrode allows the potential of the dot to be
controlled.
We use the constant-interaction model [62] to describe the quantum system shown in
Fig. 2.4(a). It assumes firstly that interactions between electrons on the dot with one another
and with the surrounding electrons can be described by a single, constant capacitance:
CΣ = CS +CD +Cg, where CS, CD and Cg are the parallel capacitances, shown in Fig. 2.4(a),
of the source, drain and gate electrodes respectively. The tunnel barriers are represented
by the resistors, Rtunnel–1 and Rtunnel–2 in Fig. 2.4(a). Stray capacitances CG from the
environment can be added in the same way but are ignored here. Secondly it assumes that the
discrete energy levels of the dot are independent of the number of electrons [62, 64]. From
these assumptions and using the equation for the electrostatic energy stored in a capacitor,
U = Q2/2C and Q = CV we have the electrostatic energy of the dot containing N electrons as:
U(N) =
(–e(N –N0) +CSVS +CDVD +CgVg)2
2CΣ
+
N
∑
n=1
En, (2.13)
where e is the electron charge, N0 is the charge on the quantum dot due to the positive
background charge of the donors [65], En is the nth occupied energy level of the dot and
VS,D,g are the voltages on the source, drain and gate electrodes respectively. The change in
energy as the dot goes from the (N – 1)-electron ground state to the N-electron ground state is
defined as the electrochemical potential:
µ(N)≡ U(N) –U(N – 1) = (N –N0 –
1
2
)
e2
CΣ
– (CSVS +CDVD +CgVg)
e
CΣ
+EN . (2.14)
The addition energy or charging energy of the dot, defined as the energy required to add one
electron to the dot, is therefore given by:
µ(N + 1) –µ(N) =
e2
C
+∆EN . (2.15)
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The term of ∆EN is the spacing between the Nth and the (N – 1)th single-particle states for
the specific confinement potential of the dot. The value of ∆EN can be found experimentally
by observing variations in the addition energy (µN+1 –µN) [66]. From Equation 2.14 we can
see that the electrochemical potential of the dot is linearly proportional to the voltage VS,D,g,
with a coefficient of CiCΣ . This is called lever arm, and will be discussed in details in section
2.2.3.
Figure 2.4(b) depicts a schematic diagram of the energy across of a quantum-dot system.
The energy levels are shown as a ladder of states between the two tunnel barriers. Each state
can hold two electrons with opposite spin. The chemical potential of the leads is µS,D = eVS,D,
and a bias windows is defined as µS –µD. Every time when a dot state lies within this window,
a current, proportional to the tunnelling rates on and off the dot, will flow. This will result in
a resonant peak in the conductance. When no state lies within the bias window no current can
flow and the dot is in the Coulomb-blockade regime. The periodic peaks in the conductance
of a quantum dot are commonly referred as Coulomb-blockade peaks. They are separated
by a gate voltage that corresponds to a change in µN of the charging energy plus the energy
spacing of the lowest available single-particle state. Because the charge is now quantised, the
lowest energy state of the dot can only take integer values. Therefore, as the gate voltage is
swept, the dot charge, taking into account the background donors, will oscillate from being
charged +e/2 to –e/2 [50].
2.2.2 Coulomb-blockade peaks
The transport of electrons through a quantum dot can be largely understood by considering
sequential tunnelling across the two tunnel barriers, where the duration of tunnelling events
is far shorter than the time between them. A theory of linear transport (VSD = VS –VD = 0) in
this situation was given by Beennaker [67], and for non-linear transport (VSD ̸= 0) by Averin,
Korotkov and Likharev [68]. In this section, we discuss the current through the quantum-dot
system shown in Fig. 2.4(b) and the Coulomb peaks in this quantum Coulomb-blockade
regime, kBT≪ ∆E < e2/C, where only one or a few levels participate in transport.
The method is first to calculate the current due to electrons impinging on the barrier from
the source and then to add that due to electrons arriving from the drain. The expressions for
these are similar except for the Fermi levels. The current due to electrons from the source at
the left is given by:
IS = 2e
∫ ∞
0
f [ε(k),µS]v(k)T(k)
dk
2π
. (2.16)
This integration are carried out in the left lead, and the significance of each term can be
understood as follows: i) the factor of e converts number current into electrical current (the
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sign of the electronic charge –e vanishes because conventional current flows from right to left
in response to a positive bias on the right); ii) the integral is restricted to positive values of k
because we include only electrons that impinge on the barrier from the left. the quotient dk/2π
is the usual one for counting k-states (section 2.1.3), and the factor of 2 in front accounts
for the two spins; iii) f [ε(k),µS] is the Fermi-Dirac occupation function of the left lead:
(f (E,µ) = 1/(1 + e(E–µ)/kBT )). It gives the probability that each state is occupied, governed
by the Fermi level µS of the source; iv) the factor of velocity v(k) turns the charge density
into a current density as in the usual expression J = nqv; v) finally, the (flux) transmission
coefficient T(k) gives the probability that an incident electron passes through the barrier (the
quantum dot) and contributes to the current. If it is reflected it leaves the system to the left
(source) and makes no contributions to the current [69].
It is usually more convenient to perform the integration over energy rather than wave
number. This can be done by changing the variable of integration and using: dk = dkdEdE =
1
h¯vdE. Inse‘rting this into Equation 2.16, and denoting the bottom of the band in each lead by
US and UD, gives:
IL = 2e
∫ ∞
US
f (E,µS)vT(E)
dE
2π h¯v
=
2e
h
∫ ∞
US
f (E,µS)T(E)dE. (2.17)
The velocity cancels in this expression, and important feature that underlies the quantised
conductance (section 2.3.1). The expression for the current due to electrons arriving from
the right (drain) is almost identical. The only differences are the sign, as the electrons are
travelling in the opposite direction, the Fermi level, and the lower limit of the integral over
energy. Thus:
IR = –
2e
h
∫ ∞
UD
f (E,µD)T(E)dE. (2.18)
The transmission coefficient is the same from both sides of a barrier, so the same function
T(E) appears in IL and IR. It is clear that electrons in the range from US to UD cannot
contribute to the current because there are no propagating states with these energies on the
left. Thus the lower limit on both integrals can be taken as the higher of the two U in general
(here it is UD). Adding the two expressions gives the net current:
I =
2e
h
∫ ∞
US
[f (E,µD) – f (E,µS)]T(E)dE. (2.19)
If the bias is very small the difference in Fermi functions can be expanded to lowest order
in a Taylor series [69]. Put µS = µ + 12eV and µD = µ +
1
2eV where µ is the Fermi level
at equilibrium. Then:f (E,µD) – f (E,µS) ≈ eV ∂ f (E,µ)∂µ = eV
∂ f (E,µ)
∂E . The last form follows
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because f (E,µ) is a function only of the difference E –µ . Then [69]:
I =
2e2V
h
∫ ∞
US
(–
∂ f
∂E
)T(E)dE. (2.20)
The current is directly proportional to the applied voltage in this limit, so Ohm’s law
holds. The conductance G = I/V is given by:
G =
2e2
h
∫ ∞
US
(–
∂ f
∂E
)T(E)dE. (2.21)
The integral integral itself is dimensionless and the prefactor provides the dimensions of
conductance. The quotient e2/h is often described as the quantum unit of conductance,
with magnitude 38.7µS. The corresponding resistance RK = h/e2 = 25.8kΩ. The factor of
–∂ f /∂E emphasises that conduction takes place near the Fermi level in a degenerate system,
as the derivative is peaked about the Fermi level with a width of a few times kBT [69]. G,
proportional to ∂ f /∂E, is theoretically expected when the conductance between two Fermion
baths is limited by tunnelling through a narrow transmission resonance if the natural width
of the resonance is ≪ kBT [58].
Now we discuss how to calculate the transmission probability T(E) in Equation 2.21,
more specifically, the transmission probability of an incoming electron to transverse the two
barriers defining the quantum dot. Since the barriers are not infinitely thick, an electron
trapped in the well can leak out, giving a resonant or quasi-bound state rather than a true
bound state. If the two barriers individually have transmission coefficient of TL and TR
respectively, in general, the transmission probability T of two barriers is roughly the product
of TL and TR. Near the resonance, however, T rises dramatically above the product, TLTR,
and reaches its maximum value of unity if the structure is symmetric: there is a perfect
transmission through the double barrier, however opaque the individual barriers [69]. This
is called resonant tunnelling. The transmission coefficient a function of energy E with a
full-width at half-maximum (FWHM) Γ can be written as:
T(E)≈ 4TLTR
(TL +TR)2
[1 + (
E –µdot
Γ/2
)2]–1, (2.22)
where the resonance is centred on chemical potential of the dot, µ , with a height of 4TLTR
(TL+TR)2
.
This Lorentzian shape with FWHM of Γ is typical of resonant phenomena. It can be derived
from elementary considerations. The velocity of an electron in the resonance is v and the
distance of a round trip is 2a, so it bumps against the left barrier v/2a times per second. The
probability of escaping is TL on each occasion, so the average escape rate through the left
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barrier is vTL/2a. Including the right barrier gives the total rate, which can be converted into
an uncertainty in the energy by multiplying by h¯. The result is h¯v(TL +TR)/2a = Γ, as found
in the analysis. Alternatively, the lifetime of the quasi-bound state is τ = h¯/Γ [69].
The transmission coefficient T(E) also brings the Lorentzian shape with FWHM into the
current (Equ. 2.20) and therefore the conductance (Equ. 2.21) of the quantum dot, which is
found to be a good temperature detector to the leads [70]. This will be discussed later as a
main topic to Chapter 4.
2.2.3 Coulomb diamonds
For biases larger than the blockade peak widths, the dot can no longer be characterised by a
linear conductance. This is the non-linear transport regime. With the increase of the source-
drain bias across the dot, more charge states will be available in the quantum dot for electrons
to be transported through. This is called the Coulomb Staircase. With a large enough bias,
the widened peaks from adjacent charge states overlap, leaving diamond-shaped regions of
zero current between them. These are commonly referred to as Coulomb diamonds.
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Fig. 2.5 Features of non-linear transport. On the left is a plot of the differential conductance
(dI/dV) through a quantum dot with a biased drain. The blue lines label the Coulomb diamond
where the tunnelling is blocked inside. Cyan lines label the excited states. The angles θS
and θD are used to determine the conversion factor between VG and dot energy. Inset (a)-(f)
show the energy levels of the dot at the corresponding points on the axes.
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Figure 2.5 shows the diamond-like shape at the left plot inside which transport through
the dot is suppressed because of Coulomb blockade. At a VSD = 0, the dot is in a charge-
degenerate state (with the number of electrons changing from N to N – 1). Panel (a) of
Fig. 2.5 shows the linear transport while the bias voltage is zero. Panel (b) shows the
Coulomb blockade while charge state lies within the bias window and no electron transport
can occur. As the bias is increased, the transport window is widened until µN is also aligned
inside it, as shown in Panel (d). This enables additional transport through the dot, and the dot
charge state starts to fluctuate by not one, but two electrons. In reality, since ∆E < e2/C, the
excited states, featured as cyan lines in the left plot, start contributing to transport before the
transport window is wide enough to include the next charge state. Panel (e) shows where
the excited state of µ(N) aligns with the electrochemical potential of the source, and panel
(f) shows where the excited state of µ(N + 1) aligns with the potential of the drain, while
increasing the plunger-gate voltage to less negative. The energy spacing between the states is
given by the distance between them in the direction of changing bias voltage, VSD.
The boundaries of the Coulomb diamonds are labelled as ‘µS’ and ‘µD’ in Fig. 2.5. This
is because they correspond to the energy level within the bias window being aligned with the
source and the drain potentials respectively. The gradient of these resonances can be used to
calibrate the conversion factor lever arm, between the change of gate voltage ∆Vg and the
change in dot energy. From Equation 2.14, we can see that the electrochemical of the dot
is linearly proportional to the voltages, VS,D,g. For the quantum dot in Fig. 2.5, where the
source is grounded (VS = 0,µS = 0), and a source-drain bias of VSD is applied to the drain
(VD = VSD, µD = –eVSD), Equation 2.14 can be written as:
µ(N) = –e
CD
CΣ
VD – e
Cg
CΣ
Vg + constant
= –eαDVD – eαgVg
where CΣ = CS +CD +Cg,αS = CS/CΣ,αD = CD/CΣ,
(2.23)
The drain resonance on a Coulomb-diamond plot is the line along which the electrochemical
potential of the dot is aligned with that of the drain lead (µ(N) = µD = –eVSD). Substituting
this condition in Equation 2.23, differentiating with respect to the bias, and solving for the
slope of the drain resonance we get:
mD = tan(θD) =
dVg
dVSD
∣∣∣∣
D
=
1 –αD
αg
. (2.24)
Similarly, the source resonance is the line along which the potential of the dot is aligned with
that of the source (µ(N) = µS = 0). Differentiating Equation 2.23, and solving for the slope
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of the source resonance we get:
mS = tan(θS) =
dVg
dVSD
∣∣∣∣
S
= –
αD
αg
. (2.25)
We now solve Equation 2.24 and 2.25 to obtain the lever arm of the plunger gate and the
source lead, respectively:
αg =
1
mD –mS
, (2.26)
αD =
1
1 – (mD/mS)
. (2.27)
With the bias applied to only the drain reservoir, αS cannot be found.
The lever arm of a gate or a lead quantifies the effect of the gate on the potential of the
dot. It is a useful parameter to convert the experimentally measured voltage to energy.
2.2.4 Co-tunnelling and Kondo effect
So far we have discussed dots that are weakly coupled to their reservoirs and tunnelling
events that occur one at a time. However, if the coupling is increased, higher-order processes
involving two or more correlated tunnelling events can become important. Two examples
are co-tunnelling and the Kondo effect. Both allow an electron to tunnel through a dot in an
energetically unfavourable situation via an intermediate virtual state.
Co-tunnelling can give rise to the conductance inside the normally blockaded region
of a Coulomb diamond [71–73]. Transport occurs when the dot temporarily occupies
the energetically forbidden N-electron state. This is allowed by Heisenberg’s uncertainty
principle if a correlated tunnelling event quickly returns it to the original state. The net result
μ(S) μ(D)
μ(N+1)
μ(N)
Vgate
(a)
μ(S) μ(D)
μ(N+1)
Vgate
(c)
μ(S) μ(D)
μ(N+1)
μ(N)
Vgate
(b)
Fig. 2.6 Features of non-linear transport. (a) Elastic co-tunnelling; (b) Inelastic co-tunnelling;
(c) Kondo effect.
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is the transfer of an electron between the source and drain. Co-tunnelling can be either elastic
or inelastic. In elastic co-tunnelling an electron leaves the dot at the same energy at which it
enters, and the dot is left in its ground state, depicted in Fig. 2.6(a). In inelastic co-tunnelling
an electron leaves with a lower energy, and the dot is left in an excited state, depicted in
Fig. 2.6(b). Inelastic co-tunnelling may occur when an excited state lies within the bias
window, and eventually connect to the first-order transport via an excited state at the edge
of Coulomb diamonds. Co-tunnelling neglects contributions from spin that give rise to the
Kondo effect in quantum dots.
The Kondo effect is a virtual tunnelling process that effectively flips the spin on the
dot. One such example is depicted in Fig. 2.6(c). Successive spin-flip processes effectively
screen the local spin on the dot such that the electrons in the leads and on the dot together
form a spin-singlet state [74]. This macroscopically correlated state gives rise to the Kondo
effect, which is well known from low-temperature resistivity measurements on metals
containing a small fraction of magnetic impurities [75]. The Kondo effect was first observed
experimentally in quantum dots in 1998 [74, 76, 77]. The typical signature of the Kondo effect
in transport through a dot is finite conductance between blockade peaks that is suppressed
by the application of a small bias. Kondo-mediated transport can only occur via a singly
occupied, spin-degenerate energy level, and so only between alternate pairs of blockade
peaks. The strength of the process is characterised by the Kondo temperature, above which
it is suppressed. The Kondo effect in quantum dots has attracted continued interest as a
controllable system in which many-body physics can be studied.
2.3 Quantum wires
This section gives an introduction to transport in a one-dimensional electron gas, known
as quantum wires. Following the discussion of the 1D density of states in Section 2.1.3, a
brief derivation of the conductance through an idealised 1D conductor is presented, within
a non-interacting, single-particle picture. Electron transport is considered in the ballistic
regime, where the length and width of the channel are much smaller than the electron mean
free path, and conductance can be expressed in terms of the Landauer-Büttiker formalism.
2.3.1 The quantised conductance
Figure 2.7 shows a schematic representation of a 1D conductor, connected via 1D leads
to two electron reservoirs. The chemical potentials in the 1D leads are µs and µd, and the
arrows indicate the direction of current flow. In the following analysis it is assumed that there
2.3 Quantum wires 21
is perfect transmission through the 1D conductor, and that current in each 1D subband does
not scatter into another. Following the discussion on electron transport through a quantum
dot in Section 2.2, the current flowing between the source and drain reservoirs is given by
Equation 2.16, namely,
I =
2e
h
∫ ∞
0
[f (E,µD) – f (E,µS)]T(E)dE.
The idealised 1D conductor has a perfect transmission (T(E) = 1), and at low temperature,
where the electrons are highly degenerate, the Fermi occupation functions can be approxi-
mated by step functions [69]. Only electrons with energies between µS and µD contribute to
the current. Thus, it simplifies to
I ≈ 2e
h
(µs –µd) =
2e2
h
V (2.28)
where V is the potential applied between the source and drain reservoirs. The current through
N subbands is simply the sum of the currents from each individual subband, i.e.
I = N
2e2
h
V . (2.29)
Fig. 2.7 Schematic diagram of a 1D conductor. The chemical potentials in the source and
drain reservoirs are given by µs and µd, respectively. The chemical potentials in the 1D
leads on either side of the 1D conductor are µ1 and µ2. The arrows represent the direction of
current flow; right and left-going currents are labelled as I+ and I–, respectively. This figure
is adapted from Ref [78].
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The differential conductance is then given by
G =
dI
dV
= N
2e2
h
. (2.30)
This is the remarkable result that for a 1D conductor, conductance is quantised in units of
2e2/h. This arises from the cancellation of the energy-dependent terms in the density of states
and group velocity, as discussed in section 2.2.2. In experimentally-realised 1D wires, the
transitions between quantised steps are not perfectly sharp but are broadened by temperature
and disorder.
The above discussion was based on a perfect 1D conductor, where there was no potential
barrier between the source and drain reservoirs. However, in a real device the electrostatic
confining potential in the 2DEG - generated by a split gate - is a smoothly varying function
of position. The Laudauer-Büttiker formalism can be used to describe such a case.
Landauer presented a treatment of conductance in terms of transmission and reflection
coefficients. Following Landauer, the conductance of a two-terminal 1D system which
consists of a barrier and ideal 1D leads (having a flat potential) as given by Büttiker [79] is
G =
e2
π h¯
T
R
, (2.31)
where T and R are the transmission and reflection coefficients, respectively. This is the
conductance through the barrier itself, where the chemical potentials used as those of
the leads (µs and µd in Fig. 2.7). In the case of perfect transmission (T = 1, R = 0), the
conductance tends to infinity. However, if the chemical potentials µs and µd in the electron
reservoirs are used, one obtains [80],
G =
e2
π h¯
T . (2.32)
Therefore, even in the case of perfect transmission, the conductance remains finite. This
finite conductance was identified by Imry as the sum of two contact resistances (each equal
to h/4e2), which exist between each of the 1D leads and the reservoirs to which they are
connected.
2.3.2 The 0.7 structure
In the above discussion, the quantisation of conductance in a quasi-1D channel was explained
using the non-interacting, single-electron picture. However, electron interactions become
increasingly important at low densities, and give rise to deviations from the non-interacting
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picture, such as the shoulder-like feature near 0.7(2e2/h) of the first conductance [81], called
0.7 structure, as shown in Fig. 2.8. The 0.7 structure was first systematically studied by
Thomas et al. in 1996 [81, 82], and since then a vast amount of experimental and theoretical
literature has been published on the subject [83].
The 0.7 structure has a distinct magnetic-field and temperature dependence. As the
magnetic field increases, the 0.7 structure continuously evolves into the e2/h spin-split
plateau, shown in Fig. 2.8(a). 0.7 structure at B = 0 T is marked by an arrow, and traces are
offset horizontally for clarity. This behaviour was the primary reason for suggesting that the
0.7 structure is due to the spontaneous spin polarisation of the 1D electron gas at B = 0 T .
This suggestion conflicts with the Lieb-Mattis theorem, which states that an infinitely long 1D
system of electrons cannot have a ferromagnetic ground state [84]. However, experimentally-
realised 1D systems are not infinitely long, and are quasi-1D rather than strictly 1D therefore
the Lieb-Mattis theorem does not necessarily apply. The temperature dependence of the
0.7 structure is shown in Fig. 2.8 (b). The 0.7 structure strengthens and becomes more
pronounced as the temperature increases, while higher plateaux smear out due to the thermal
broadening of the Fermi energy. This shows that the 0.7 structure can be induced by
increasing temperature.
In addition to raising the temperature to produce a strong 0.7 structure, lowering the
2D density (n2D) also causes a 0.7 structure to develop [82]. It therefore appears that
the temperature scale of the 0.7 structure is related to the carrier density. At very low
densities, it has been shown that the 0.7 structure tends to 0.5(2e2/h) [85, 86]. Intriguingly,
an enhancement of the 0.7 structure on increasing density has also been reported [87, 88],
Fig. 2.8 (a) Evolution of the 0.7 structure as the magnetic field increases from B = 0 to 13 T,
in steps of 1 T. Traces are offset horizontally for clarity, and the arrow marks the 0.7 structure
at B = 0 T . (b) Temperature dependence of the 0.7 structure at B = 0T . Both (a) and (b) are
adapted from Ref. [81].
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for which a certain device showed the 0.7 structure evolving to 0.55(2e2/h) as the density
was increased. Reference [88, 89] suggests that the strength and value of the 0.7 structure
are not dependent on the absolute value of n2D, but rather on the shape of the electrostatic
potential in the region of the 1D constriction.
2.4 Double quantum wells
As discussed in Section 2.1.1, the MBE technique can engineer the band gap of GaAs-
based materials by replacing a fraction, x, of Ga atoms in GaAs with Al atoms to produce
AlxGa1-xAs. Free electrons can therefore move to the GaAs/AlGaAs interface from the
Si-doped AlGaAs layer, causing the boundary between the doped AlGaAs and GaAs to sink
below the Fermi energy, forming a triangular well with free electrons in it. Through the same
technique, double quantum wells can be grown in AlxGa1-xAs. Figure 2.9 (a) shows the
basic structure of the double quantum wells (DQW) wafer used in this work, which consists
of two GaAs quantum wells (15 nm wide), separated by a 30 nm AlGaAs barrier. The two
wells are sandwiched between AlGaAs spacer layers (75 nm wide) on each side. The spacer
layer is wider than for the HEMT wafer, in order to increase the mobility. However, for a
given density the mobility in a DQW structure is generally lower than a HEMT structure,
because of increased interface-roughness scattering [78]. There are two doped AlGaAs layers
(200 nm wide), above and below the wells. The above doped layer is closed with a 10 nm
GaAs cap. A 1 µm wide GaAs buffer separates the active region from the substrate. An
AlGaAs layer with a graded Al concentration (5 % to 33 %) is grown on top of the buffer,
followed by an AlGaAs barrier, and then the lower doped layer. Figure 2.9(b) shows the
band-structure diagram for a DQW wafer. The two 2DEGs form in the upper and lower
quantum wells, where the conduction-band edge drops below EF.
2.4.1 The barrier width and the tunnelling between two wells
The MBE-grown layer sequence in Fig. 2.9, contains two modulation-doped GaAs quantum
wells separated by an undoped AlxGa1-xAs barrier. The separation of the wells (i.e. the
thickness of the AlGaAs barrier) determines the physical regime in which the DQW device
operates. For layer separations of more than 20 nm, the two quantum wells are essentially
decoupled. Tunnelling between the two wells is inhibited and the Coulomb interaction
between electrons in different wells is small. In samples with very wide barriers, d > 200nm,
momentum and energy are primarily transferred from one 2DEG to the other via phonons [90].
Independent contacts to the two 2DEGs can be made using the technique of selective depletion
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Fig. 2.9 Panel (a) shows the basic layer structure of epitaxially-grown Double Quantum Well
wafers. The 2DEGs are shown in light blue. Panel (b) shows the band-bending diagram of a
DQW wafer. The 2DEGs form in the two GaAs quantum wells, separated by the AlGaAs
barrier. The wells are doped on either side; the red dots represent the ionised donors.
via the split-gate and middle-gate combination which will be discussed in Chapter 5. Samples
with widely separated wells are used to study drag [91, 92] (momentum transfer) between
electrons in the two 2DEGs. If the AlGaAs barrier thickness is reduced to less than 7 nm the
layers become strongly coupled and the electronic wavefunctions in the two wells mix. It
becomes inaccurate to say that an electron occupies a particular well (upper or lower); the
particles occupy the symmetric and antisymmetric subbands of the double-well potential.
The symmetric/antisymmetric subbands are analogous to the bonding/anti-bonding molecular
orbitals formed from the distinct atomic orbital as two atoms are brought together. The
previously degenerate groundstate is split; the splitting ∆SAS is proportional to the overlap
of the original upper/lower eigenstates [90]. Because the layers are so closely coupled, it
makes no sense to form independent contacts. Samples with strongly coupled 2DEGs have
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an interesting, disconnected Fermi surface [93] in parallel field, and form new quantum-Hall
states [94] in perpendicular magnetic fields.
To make measurements of tunnelling between parallel 2DEGs requires devices containing
two isolated, yet very closely spaced 2DEGs. An AlxGa1-xAs barrier of around 10 nm is
sufficient to isolate the layers and prevent wavefunction mixing, but thin enough that there
is a small amount of wave function overlap and tunnelling is not completely inhibited [90].
Turner et al. chose the barrier widths of 10 nm, 12 nm and 12.5 nm to measure resonant
tunnelling between parallel 2DEGs [95].
The strong constraints imposed by energy and momentum conservation in two dimensions
can potentially lead to very sharp features in the dependence of the equilibrium tunnelling
conductance on the sheet densities in the quantum wells and on the strength of an in-plane
magnetic field [96]. The two conservation requirements can be combined, and restated as a
condition for the 2D subband energies to be aligned in both wells before tunnelling is allowed.
If the left- and right- hand in both wells are denoted by the subscripts 1 and 2 respectively,
E1(k1) = E2(k2)
k1 = k2
}
E01 = E02 , (2.33)
expresses the energy and momentum conservation in terms of the subband energies. In the
case of 2DEGs with different carrier densities in equilibrium, the conditions for tunnelling
are not met. Momentum cannot be conserved by particles tunnelling at the Fermi level, and
the tunnelling conductance can be low. There are two ways in which the tunnelling device
can be brought onto resonance.
2.4.2 Resonance by the carrier density variation
Altering the gate voltages that control the carrier densities in the two wells will shift the
bottom of the conduction band on one side of the barrier relative to the other. In the absence
of a DC bias, the chemical potential is the same on both sides of the barrier, in which case
the resonance condition (Equation 2.33) will be satisfied when there are equal densities in
both 2DEGs. The equilibrium tunnelling conductance is therefore high at matched carrier
densities. To calculate the conductance of resonant tunnelling between two wells, it is
necessary to introduce the spectral function. The spectral function A(k,E) is proportional to
the probability that an electron in k-space should have energy E. In the absence of scattering
between k-states, the lifetime of an electron is infinite and the state has a well-defined energy.
The spectral function, in this case, takes the form of a delta function; A(k,E) = 2πδ (E –Ek),
where Ek = h¯2k2/2m∗ is the free-particle energy measured from the bottom of the 2D subband.
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In the general case, A(k,E) is strongly peaked at E = Ek, but a finite lifetime τ (e.g. due to
disorder scattering) will broaden the k-space [95].
Tunnelling accesses the single-particle density of state (DOS) (the DOS available for
the addition of another electron), compared to conventional transport measurement which
provide information about the DOS available for the excitation of an electron from the
Fermi sea into a conducting state. Zheng and MacDonald [96] showed theoretically that
2D-2D tunnelling characteristics in zero magnetic field can be used to determine the spectral
function of an electron. Within layer i (i = 1,2 corresponds to the upper and the lower layers
respectively) scattering introduces an energy broadening Γi = h¯/2τi, where τi is the scattering
time. In the Born approximation the spectral function within each 2DEG will have the
Lorentzian form [95],
A(k,E) ∝
1
Γ2i + (
h¯2k2
2m∗ –E)
2
, (2.34)
where E is measured from the bottom of the 2D subband. Using standard notation the
tunnelling current I(VSD) between the two layers is calculated from the two spectral functions
to be
I(Vsd) ∝
∫
d2k1
∫
d2k2|Tk1,k2 |
2
∫
dE
A1(k1,E –E01)A2(k2,E –E02)× [f (E –µ1,T) – f (E –µ2,T)], (2.35)
where f (E,T) = 1/[1+exp(E/kBT)] is the Fermi distribution function. The chemical potentials
µi and the 2D subband energies E0i are defined in Fig. 2.10(a). The integral is simplified by
the following assumptions: the absolute conservation of momentum (such that the interlayer
tunnelling matrix element Tk1,k2 is proportional to δk1,k2), low temperature (kBT≪ Γ, with
Fermi functions approximated by step functions), and weak disorder (Γ≪ EF). Using these
assumptions, substitution of Lorentzian spectral functions into Eq. 2.35 gives the tunnelling
current,
I(VSD) =
G0Γ2
Γ2 + (∆EF + eVSD)2
VSD, (2.36)
where ∆EF = EF2 –EF1 , and G0 is a constant with the dimensions of conductance. The
tunnelling linewidth is the sum, Γ = Γ1 +Γ2, of the widths of the Lorentzian spectral functions
in the two layers. The zero-bias conductance obtained by differentiating Eq. 2.35 is
G(VSD = 0) ∝
∫
d2kA1(k,EF1)A2(k,EF2). (2.37)
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Using Lorentzian spectral functions, the differential conductance as one subband edge
(controlled by a gate voltage Vg) is swept past the other is
G(Vg) = G0
Γ2
Γ2 +∆E2F
. (2.38)
This predicts Lorentzian gate characteristics G(Vg) with a linewidth Γ and peaked with
magnitude G0 at ∆EF = 0, when the carrier densities in the two wells are equal. Figure 2.10
(b) shows the zero-field differential tunnelling conductance G as a function of Vg1, the front
gate voltage; by fixing Vg2, the carrier density in the bottom layer was held constant. The
equilibrium measurements were taken at T = 3.0K (squares) and T = 19.0K (circles). The
data at the two temperatures have been fitted to the Lorentzian line shape
G(Vg1) =
G0
1 + (
Vg1–V0
δVg
)2
, (2.39)
which is Eq. 2.38 rewritten explicitly in terms of the front-gate voltage Vg1 [95].
Fig. 2.10 (a) Conduction-band profile of the double-2DEG structure. (b) Equilibrium tun-
nelling conductance G(VSD = 0) as a function of the gate voltage Vg1 controlling the carrier
density in the upper layer, when the lower-layer density is fixed at n2 = 3.25×1011 cm–2.
The traces were taken at T = 3K (squares) and T = 19K (circles), and the solid lines are the
fits to Eq. 2.39. This figure is adapted from Ref. [95]
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2.4.3 Resonant tunnelling in an in-plane magnetic field
Another commonly used technique, in double-quantum-well tunnelling measurements, is to
apply in-plane magnetic field. It can not only give the shape of the Fermi surface [97] but
also provide extra information concerning the individual 2DEGs. In particular, the scattering
rates in the upper and lower 2DEGs can be determined independently, rather than an average
rate [95].
In k-space a parallel magnetic field B|| shifts the origins of the Fermi circles in the
upper and lower layers with respect to one another. The displacement is propertional to the
transverse momentum given to a classical particle, by the Lorentz force, as it traverses the
barrier between the 2DEGs. The origin of the upper Fermi circle is shifted (along the x-axis
if the field is applied along the y-axis) by an amount kB = edB||/¯h, as shown in Fig. 2.11.
In the situation depicted in Fig. 2.11(b), very few states at the Fermi level in one 2DEG
coincide in k-space with states at the Fermi level in the other; the displaced Fermi circles
intersect in only two places in k-space. A parallel magnetic field suppresses resonant
tunnelling at matched density. However, by altering the carrier densities, the overlap of
the Fermi circles can be increased; this results in two resonant peaks in the tunnelling
conductance, as a function of EF or B||. There are two conditions, as shown in Fig. 2.11(a)
and (b), under which the Fermi circles are mutually tangential; intuitively, the overlap of
the Fermi circles should be maximal and the tunnelling conductance should show a peak
at these two points. Assuming B|| and kF2 are fixed, and kF1 is being varied by sweeping a
gate voltage, the touching condition is satisfied when kF1 = k
±
F1, where k
±
F1 = kF2± kB. Here
kF1 corresponds to the carrier density in the upper layer, and kF2 the lower. The touching
condition can be expressed in terms of carrier density and magnetic field; two relationships
kB
kF2kF1
-
kB
kF2kF1+
kB
kF2kF1
Fig. 2.11 The shift of one Fermi circle relative to the other by an in-plane magnetic field. The
k vector of upper layer is changed via varying its carrier density. Panel (a) and (b) show the
cases of mutually tangential Fermi circles of double quantum wells.
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involving n±1 = (k
±
F1)
2/2π can be expressed in terms of the other quantities [90],
n+1 –n
–
1 =
4ed
h¯
√
1
2π
×B||
√
n2, (2.40)
n+1 –n
–
1
2
= n2 +
e2d2
2π h¯2
B||. (2.41)
i.e. the separation of the peaks split by the in-plane field and the average peak position.
Equation 2.40 and 2.41 describe the average peak positions and splitting only very
approximately. There is no simple analytical expression for the tunnelling conductance
in these circumstances, but Turner [90] applied the same methods as used in zero field to
formulate an appropriate expression for the low temperature tunnelling conductance,
G(EF1,EF2;Vsd = 0) ∝
∫
d2kA1(k,EF1)A2(k – kB,EF2). (2.42)
The equilibrium conductance is proportional to the overlap of two Lorentzian spectral
functions (at the Fermi energies of the two layers), one Fermi circles having been displaced in
the x-direction. Figure 2.12 shows results for the layer density dependence of the conductance
at zero magnetic field and at several nonzero values of in-plane magnetic field [96].
Fig. 2.12 Tunnelling conductance vs the ratio of electron densities in the two layers (nl =
0.9×1011cm–2). The dashed line shows the result obtained in the absence of disorder at
B = 0.4T , G0/A = 0.9×1.02(m∗2e2t2/π4h¯5nl). This figure is adapted from Ref. [96].
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2.5 Inelastic scattering of 2D electrons
The low-temperature mobility of semiconductor electron gases is limited by elastic scattering
from impurities. However, the inelastic scattering has more importance to the work presented
in this thesis, which is necessary for a 2DEG to be able to exchange energy with its environ-
ment and to achieve thermal equilibrium. This section briefly introduces several inelastic
scattering mechanisms.
2.5.1 Electron-electron scattering
In low temperature 2D electron gases with finite disorder, electron-electron scattering is
found to be dominated by two processes. The first is likened to a single electron scattering
from the random, noise-like fluctuations in the background charge due to all the other
electrons [98]. This is known as Nyquist scattering and it transfers only small amounts of
energy between pairs of electrons, compared to the temperature or their excess energy, and
after a few collisions the phase is randomized. The scattering rate in this mechanism is
τ–1φN ∝ T
2/(4–d), where d is the dimensionality of the system (d = 1,2) [99] - in a 2D electron
gas (2DEG) this rate is:
τ–1φN =
kBT
2π h¯
λF
le
ln(
πλF
le
), (2.43)
where λF is the Fermi wavelength and le is the elastic mean free path [100]. The second
scattering mechanism transfers energy comparable with the temperature or the scatterers’
excess energy [101–103]. For this process, the lifetime for an electron with an excess energy
ε above the Fermi energy (εF) of a 2DEG at a temperature T is given by [101]:
τ–1e–e(T) = –
πεF
8¯h
(
kBT
εF
)2 ln (
kBT
εF
) [for εF ≫ kBT≫ ε] , (2.44)
τ–1e–e(ε) = –
εF
8¯h
(
ε
εF
)2 ln (
ε
εF
) [for εF ≫ ε ≫ kBT] . (2.45)
Measurements of electron dephasing have explored the behaviour of these scattering mecha-
nisms and broad agreement with theory is found [100, 104, 105]. Quantitative agreement with
the predicted large-energy-transfer scattering rate (i.e. the combination of Equations 2.44
and Equation 2.45, but excluding Nyquist scattering) has also been measured directly by
tunnelling spectroscopy [95, 106].
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2.5.2 Electron-phonon scattering
Phonons are the quanta of vibrations of the ions of the lattice away from the positions of
minimum energy. In a crystal with more than one atom per unit cell, the spectrum of phonon
states has multiple branches. These are divided into acoustic and optical branches [107].
For an acoustic phonon the atoms in a unit cell move in the same direction by almost the
same distance, while for an optical phonon they vibrate towards their neighbours. Acoustic
phonons have zero energy at zero wavevector, while optical phonons always have some
minimum energy, and a higher energy than acoustic phonons of the same wavevector. In
GaAs, the energy of (longitudinal) optical phonons is approximately 36 meV [108]. At
temperatures T ≪ 100K, mostly acoustic phonons will be present [109]. At the energies
and temperatures we are concerned with in this thesis, it is safe to neglect optical phonons
entirely.
Acoustic phonons give rise to a perturbing potential in two different ways: the deformation-
potential interaction and the piezoelectric interaction. In the first, small changes in the
relative positions of the atoms perturb the electrostatic potential experienced by the electrons,
resulting in a change in the electron energy. In the second way, changes in the relative
positions of oppositely charged ions, such as Ga and As, produce an electric polarization and
hence long-range electric field which again affects the electron energy [109]. The relative
importance of the two interactions depends on temperature, and for a GaAs 2DEG, the
piezoelectric interaction dominates below approximately 2.5 K [110].
In the temperature range where optical-phonon modes are not thermally populated
(≪ 100K), the strength of electron-phonon scattering in a 2D electron gas splits into two
regimes: equipartition and Bloch-Grüneisen. In the first, kBT in much greater than the
energy of phonons with a wave vector of 2kF (kF is the Fermi wave vector of the electron
gas). There is therefore a thermal population of phonons available over the whole range of
electron energies. The thermal occupation of phonons results in an energy of approximately
kBT per phonon mode, hence the name equipartition. The energy relaxation rate of 2D
electrons in this regime is proportional to T . With temperature falling, short-wavelength
phonons (q≈ 2kF) cease to contribute to the electron-phonon scattering processes, and only
electron-phonon scattering with small angles remains (q < 2kF) [111]. This is the Bloch-
Grüneisen regime, where the electron-phonon scattering becomes dramatically suppressed
by the decreasing availability of empty states near the Fermi surface of the electron gas. The
crossover temperature between these two regimes is the Bloch-Grüneisen temperature, which
is defined as TGB = 2¯hvskF/kB, where vs is the tranverse sound velocity and kF is the Fermi
wave vector [112]. For a typical high-mobility 2DEG of carrier density of (1–2)×1011cm–2,
the transition temperature is TGB ≈ 5 – 8K [113]. The transition from a high-temperature
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to a low-temperature regime can be viewed as a result of the phase-space restriction for
electron-phonon interaction processes imposed at temperatures less than TBG [111].
In Bloch-Grüneisen regime, the function form of the energy relaxation rate is expected to
be Tn, where n = 7 for screened deformation potential and n = 5 for a screened piezoelectric
mechanism. The unscreened deformation potential and piezoelectric mechanism occur with
n = 5 and n = 3, respectively [112]. Since the screening radius is usually larger than the Fermi
wavelength, the temperature below which screening is significant is lower than the cross-over
to the Bloch-Grüneisen regime. In typical-density GaAs 2DEGs, this temperature is expected
to be approximately 4 K [112].
All the experiments that will be presented in this thesis were performed at temperatures
less than 0.5 K. We therefore expect electron-phonon scattering to be dominated by a screened
piezoelectric interaction with acoustic phonons in the Bloch-Grüneisen regime. In this case,
the energy-loss rate from a 2D electron gas at a temperature Te to phonons at temperature Tl
is predicted to be [110, 114]:
Q˙P =∑A(T5e –T5l ), (2.46)
where A is the area of the 2DEG, and ∑ is a material-dependent parameter. Including the
effect of phonon spectrum anisotropy in GaAs, ∑ is found to be [114, 115]:
∑ = (43.3n–1/2)fWµm–2K–5 (2.47)
where n is the 2DEG carrier density in units of 1011cm–2. Experimental results have shown
reasonable agreement with these theoretical predictions [112, 116–118].
The weak electron-phonon coupling also makes it possible to locally increase the temper-
ature of a 2DEG using a local source of heat. This has been used as a tool to study the thermal
conductance and thermopower of various devices, as well as energy relaxation of hot 2D
electrons [119–124]. This usual technique is to pass a current through a long, narrow region
of a 2DEG. This balance between Joule heating in the channel and thermal conduction out of
its ends results in an increase in Te at its middle. A device placed in contact with this part of
the channel then has access to a hot 2D reservoir, the temperature of which is controlled by
the heating current. By modulating the heating current at a known frequency (f ), it is also
possible to identify purely thermal signals in the measurement: since Joule heating depends
on I2, the temperature will be modulated at twice the frequency of the current. Any signals
due to the temperature change can be detected by a lock-in measurement at a frequency of
2f .
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2.6 Thermoelectric properties of a quantum dot
In this section, our discussions will focus on the thermoelectric properties of quantum dots.
It starts with the Landauer-Büttiker formalsim within the linear response and within the
quantum limit, and close at how the low dimensionality affects the Wiedemann-Franz law
and figure of merit ZT .
2.6.1 Landauer-Büttiker formalism of thermoelectricity
The Landauer-Büttiker formalism [125, 126] relates the transport properties of a conductor to
the transmission probabilities between reservoirs that are in local equilibrium. Let us assume
that only two such reservoirs are present. In equilibrium, the reservoirs are at chemical
potential EF and temperature T . In the regime of linear response, the current I and heat flow
Q are related to the chemical-potential difference ∆µ and the temperature difference ∆T by
the constitutive equations [127]:(
I
Q
)
=
(
G L
M K
)(
∆µ/e
∆T
)
. (2.48)
The thermo-electric coefficients L and M are related by an Onsager relation, which in the
absence of a magnetic field is
M = –LT . (2.49)
Equation 2.48 is often re-expressed with the current I rather than the electrochemical potential
∆µ as an independent variable [127]:(
∆µ/e
Q
)
=
(
R S
Π –κ
)(
I
∆T
)
. (2.50)
The resistance R is the reciprocal of the isothermal conductance G. The thermopower S is
defined as
S≡ (∆µ/e
∆T
)I=0 = –L/G. (2.51)
The Peltier coefficient Π, defined as
Π≡ (Q
T
)∆T=0 = M/G = ST (2.52)
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is proportional to the thermopower S in view of the Onsager relation 2.49. Finally, the
thermal conductance κ is defined as
κ ≡ –( Q
∆T
)I=0 = –K(1 +
S2GT
K
). (2.53)
The thermo-electric coefficients are given in the Landauer-Büttiker formalism by [128,
129]
G = –
2e2
h
∫ ∞
0
dE
∂ f
∂E
t(E), (2.54)
L = –
2e2
h
kB
e
∫ ∞
0
dE
∂ f
∂E
t(E)(E –EF)/kBT , (2.55)
K
T
=
2e2
h
(
kB
e
)2
∫ ∞
0
dE
∂ f
∂E
t(E)[(E –EF)/kBT]
2. (2.56)
These integrals are convolutions of the transmission probability t(E), which characterises the
conductor, and a kernel of the form εmdf /dε , m = 0,1,2, with ε ≡ (E –EF)/kBT , and f the
Fermi function: f (ε) = [exp(ε) + 1]–1 [127].
Following the discussion by X. Zianmi [130], we will next focus on the calculation of
the electron thermal conductance of a quantum dot (QD) weakly coupled to two electrode
leads in the sequential-tunnelling regime within linear response. Two major simplifications
are applied in this model. First, virtual tunnelling processes are neglected; second, the
electrostatic energy is described by the classical charging energy: (Ne)2/2C, where N is the
number of electrons in the dot and C is the capacitance of the surroundings. We consider
a double-barrier tunnel junction. It consists of a quantum dot that is weakly coupled to
two electron reservoirs via tunnel barriers. Each reservoir is assumed to be in thermal
equilibrium and there are a voltage difference V and a temperature difference ∆T between the
two reservoirs. A continuum of electron states is assumed in the reservoirs that are occupied
according to the Fermi-Dirac distribution: f (E –EF) = [1 + exp[(E –EF)/kBT]]–1, where the
Fermi energy, EF, in the reservoirs is measured relative to the local conduction band bottom.
The tunnelling rates through the left and right barriers from level p to the left and right
reservoirs are denoted by Γlp and Γrp, respectively. It is assumed that energy relaxation rates
for the electrons are fast enough with respect to the tunnelling rates that we can characterise
the state of the dot by a set of occupation numbers, one for each energy level. It is also
assumed that inelastic scattering takes place exclusively in the reservoirs not in the dot. The
transport through the dot can be described by rate equations.
Due to the voltage difference V and the temperature difference ∆T between the two
reservoirs, electric and thermal currents pass through the dot. The stationary current I and
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the heat flux Q through the left barrier are respectively given by the following equations:
I =
e
kBT
∞
∑
p=1
∞
∑
N=1
ΓlpΓrp
Γrp +Γlp
Peq(N)Feq(Ep/N)
× [1 – f (εp –EF)][eV –
∆T
T
(εp –EF)], (2.57)
Q = –
1
kBT
∞
∑
p=1
∞
∑
N=1
ΓlpΓrp
Γrp +Γlp
Peq(N)Feq(Ep/N)[1 – f (εp –EF)]
× (εp –EF)[eV –
∆T
T
(εp –EF)], (2.58)
where εp ≡ Ep +U(N) –U(N – 1), Peq(N) is the probability that the quantum dot contains
N electrons in equilibrium and Feq(Ep/N) is the conditional probability in equilibrium that
level p is occupied given that the quantum dot contains N electrons. The above equilibrium
probabilities are respectively defined as
Peq(N) = ∑
{ni}
Peq({ni})δN,∑i ni , (2.59)
Feq(Ep/N) =
1
Peq(N)
∑
ni
Peq(ni)δnp,1δN,∑i ni . (2.60)
Peq({ni}) is the Gibbs distribution in the grand canonical ensemble
Peq({ni}) = Z
–1exp[–
1
kBT
(
∞
∑
i=1
Eini +U(N) –NEF)], (2.61)
where N ≡ Σini and Z is the partition function
Z = ∑
{ni}
exp[–
1
kBT
(
∞
∑
i=1
Eini +U(N) –NEF)]. (2.62)
By comparison of the above definitions of the transport coefficients in the previous section
and the linearised expressions for I and Q, the following expressions are extracted for
coefficients:
G =
e2
kBT
∞
∑
p=1
∞
∑
N=1
γpPeq(N)Feq(Ep/N){1 – f [Ep +U(N) –U(N – 1) –EF]}, (2.63)
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S = –
e
kBT2G
∞
∑
p=1
∞
∑
N=1
γp[Ep +U(N) –U(N – 1) –EF]
Peq(N)Feq(Ep/N){1 – f [Ep +U(N) –U(N – 1) –EF]}, (2.64)
K = –
1
kBT2
∞
∑
p=1
∞
∑
N=1
γp[Ep +U(N) –U(N – 1) –EF]
Peq(N)Feq(Ep/N){1 – f [Ep +U(N) –U(N – 1) –EF]}, (2.65)
where γp ≡ Γ
l
pΓrp
Γrp+Γlp
.
2.6.2 Quantum limit
In the quantum limit, where ∆E≫ kBT , the discreteness of the energy spectrum of the
quantum dot plays a predominant role. In this limit, the term with N = Nmin gives the
dominant contribution to the sums over N in Equation (2.57-2.58), where Nmin is the integer
that minimises the absolute value of
∆(N) = EN +U(N) –U(N – 1) –EF. (2.66)
Then, we define ∆≡ ∆(Nmin) and ∆p ≡ Ep –ENmin .
In the quantum limit, the distribution functions for non-degenerate energy levels can be
approximated by the following expressions:
Peq(Nmin) =
1
1 + e∆/kBT
, (2.67)
Feq(Ep/Nmin) =
1, for p≤ Nmin,e–∆p/kBT , for p > Nmin, (2.68)
and
1 – f (∆p +∆) =

1, for p > Nmin,
e(∆p+∆)/kBT , for p > Nmin,
e∆/kBT
1+e∆/kBT
for p = Nmin.
(2.69)
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Using the above approximations in Eqs. (2.63-2.65), we obtain for G and κ for an equidistant
energy-level spectrum (Ep = p∆E) and level-independent tunnelling rates, i.e., Γl,rp = Γl,r:
GQL =
e2
kBT
γ
1
4cosh2(∆/2kBT)
, (2.70)
SQL = –
1
eT
[–
∆E
2
Int(
∆min
∆E
) +∆min], (2.71)
κQL = kBγ(
∆E
kBT
)2
e–∆E/kBT
1 + 4cosh2(∆/2kBT)e–∆E/kBT
, (2.72)
where γ ≡ ΓlΓrΓl+Γr . Here Int(x) is the integer part of x for x > 0, and minus the integer part of
|x| for x < 0 [130].
2.6.3 Mott relation
The thermopower oscillates around zero in a sawtooth manner as a function of the Fermi
energy [67]. For Equation (2.71), since |∆min ≤ 12(∆E+ e2/C)|, it reduces to S = –∆min/eT
if e2/C ≤ ∆E. The thermopower thus has only the long-period oscillations (consisting of a
sawtooth with periodicity ∆E+ e2/C and amplitude (∆E+ e2/C)/eT), if the charging energy
is less than the level spacing. The short-period oscillations appear as soon as e2/C > ∆E.
For e2/C≫ ∆E, the short-period oscillations are a fine structure on the envelope Senvelope =
–∆min/2eT , obtained from the classical expression of the thermopower [67].
The periodicity of the thermopower oscillations is the same as that of the Coulomb-
blockade oscillations in the conductance, but the amplitude and lineshape of the thermopower
oscillations are different [67]. When both charge and heat are exclusively carried by electrons,
it has been shown both for diffusive and ballistic transport that the thermopower S is related
to the energy derivative of the conductance G [116]:
S =
∆V
TC –TL
∣∣∣∣
I=0
= –
π2k2B
3e
(TC +TL)
∂ lnG
∂EF
. (2.73)
where µ is the chemical potential of the contacts relative to 2DEG regions of interest. It is
assumed that features in the thermopower are not subject to thermal broadening, and that the
electrons are noninteracting [116]. This is also called the Mott relation.
Beenakker and Staring [10] computed the thermopower of a quantum dot from Eq. (2.64)
for parameters between the classical and the quantum regimes, and plotted the results in
figure 2.13 (a) and (b). Notice that in figure 2.13(b) the slope dSenvelope/dEF =
1
2eT of
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Fig. 2.13 (a) Development of fine structure on the thermopower oscillations on lowering
the temperature from kBT = (0.2 to 0.05 to 0.01)× e2/2C. The curves are computed from
Eq. (2.64), for a series of equidistant nondegenerate levels with ∆E = 0.2e2/2C, taking level-
independent tunnel rates. (b) Low-temperature limit of the thermopower oscillations of panel
(a) (solid curve). The conductance oscillations are shown for comparison (dotted). The
curves are computed from Eqs. (2.63) and (2.64), for a series of equidistant non-degenerate
levels with ∆E = 0.2e2/2C,kBT = 0.001e2/2C, and taking level-independent tunnel rates. The
dash-dotted line has slope dS/dEF = 1/eT , and the dashed line has a slope which is twice as
small [10].
the envelope (dashed) is twice as small as the slope dS/dEF = 1e/T of the piecewise-linear
segments (dash-dotted). The conductance (calculated from Eq. (2.63)) is plotted in the same
figure, for comparison (dotted curve). The fine structure in thermopower has a corresponding
fine structure in the conductance, consisting of a step-like feature with periodicity ∆E. The
steplike fine structure on the conductance is however not visible, because of its exponentially
small magnitude. The spacing of the fine structure is determined by the level spacing, and is
only equally spaced if the levels themselves are equally spaced [10].
2.6.4 Violation of the Wiedemann-Franz law
The thermal conductance κ is defined by Q = κT for I = 0, i.e., κ =K –GTS2. For macroscopic
samples of ordinary metals, the Wiedemann-Franz law provides a universal relation between
the two conductances by stating that the Lorenz ratio
L≡ κ
GT
, (2.74)
is a constant given by the Lorenz number L0 = (π2/3)× (kB/e2). It is a consequence of Fermi-
liquid theory, which is applicable when screening renders Coulomb interactions sufficiently
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weak. The Wiedeman-Franz law indicates that both charge and heat currents are supported
by the same underlying scattering mechanisms with only weak energy dependence [131].
The situation is fundamentally different in mesoscopic systems in which level quantisation
and Coulomb interaction drastically affect transport. The thermopower has been measured
in small dots with discrete level spectrum [123], chaotic dot [132], carbon nanotubes and
molecules [17], and dots close to metallic (quasicontinuous) limit [121], and calculated for
various mesoscopic systems [10]. Deviations from the Wiedemann-Franz law have been
predicted for tunnelling transport through quantum dots for weak coupling [130, 133], in the
Kondo regime [130, 134] and for open dots [135].
Erdman et al. studied the thermoelectric properties of an interacting quantum-dot-based
heat engine [136]. Using Equ. (2.63-2.65), they find that for the interacting case:
L =
L0
π
(
∆E
kBT
)2
|N|(|N | + 2), if N ̸= Nmin12e–∆/kBT , if N = Nmin, ; (2.75)
and for the non-interacting model:
LNI = L0(
∆E
kBT
)2
24
π2
e–∆/kBT cosh2(e∆min/2kBT )cosh(e∆min/kBT ). (2.76)
In both cases, the Wiedemann-Franz Law is strongly violated; At ∆min, the Lorenz ratio
is exponentially smaller than L0 thanks to the factor (∆E/kBT)2/ exp(∆E/kBT). In both
cases the Lorenz ratio exponentially increases with ∆min. In the non-interacting model the
exponent is 2∆min/(kBT) (twice the interacting case), and the maximum value, achieved at
∆min = ∆E/2, is the of the order of LNI ≈ (∆E/kBT)2L0. Interesting, in the interacting case,
when |∆min > ∆E|, i.e.,N ̸= Nmin, they find plateaus whose height increases with N [136].
Kubala et al. discussed the violation of the Wiedemann-Franz Law in a single-electron
transistor [131], and showed that the Coulomb interaction with weak tunnel couplings affects
the Wiedemann-Franz law in two ways. First, the finite charging energy to add or remove
an electron to or from the island suppresses some transport processes. This dramatically
affects the charge and thermal conductance individually, but leaves the Wiedemann-Franz law
untouched since the same transport processes are suppressed for both electric and thermal
conductance. Second, however, Coulomb interaction leads to a strong energy dependence
of the scattering processes. This yields, in general, a violation of the Wiedemann-Franz
law [131].
Figure 2.14 shows the analytical results for the dimensionless thermoelectric coefficients,
gV ,gT = M,K, and the Lorenz ratio L normalised by L0, as a function of gate voltage for
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Fig. 2.14 (a) Coulomb blockade oscillations of thermoelectric coefficients and the Lorenz
ratio. For high temperatures (kBT = EC/2 – dotted line) oscillations are washed out. In
the sequential-tunnelling regime (kBT = EC/10 – dashed line) the Lorenz ratio is given by
Equ. 2.78 around each resonance. For low temperatures (kBT = EC/40 – solid line) the
new universal Lorenz ratio 9/5L0 is reached in the co-tunnelling regime. (b) Temperature
dependence of Lorenz ratio for different gate voltages. Two maxima separate different
tunnelling regimes. The rise to the maxima starts at kBT ≈ EC and kBT ≈ ∆0, respectively.
For nx = 0⇐⇒ ∆0 = EC the two maxima coincide, whereas at resonance (nx = 5⇐⇒ ∆0 = 0)
the lower maximum is moved to the left. The figure is adapted from Ref [131].
various temperatures, as well as the temperature dependence of L/L0 for various gate voltages.
The tunnel coupling is chosen as αL/R0 = 0.01. Temperature and gate-voltage dependence of
the Lorenz ratio can be elucidated by deriving analytical expressions for various limits. (i) In
the high-temperature regime, EC/kBT≪ 1, Coulomb oscillations are washed out; i.e., there
is no gate-voltage dependence. To calculate corrections to the Wiedemann-Franz law in this
regime, they expanded the gate-voltage average of all thermo-electric coefficients in powers
up to (EC/kBT)2 to find
L
L0
= 1 +
2
π2
EC/kBT –
1 + 24α0
3π2
(EC/kBT)
2. (2.77)
Deviations from the Wiedeman-Franz law are visible before Coulomb oscillations set in, see
Fig. 2.14(b), where for kBT ≥ EC the curves coincide for all gate voltages while L > L0. (ii)
In the on-resonance low-temperature regime, EC/kBT≫ 1 but ∆N≪ 1 for one N (say N = 0),
transport is dominated by sequential tunnelling and only the charge states 0 and 1 occur. The
sequential-tunnelling contribution then yields
L
L0
= 1 + (∆0/kBT)2/(2π)2, (2.78)
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The Wiedemann-Franz law is only fulfilled for a vanishing charging-energy gap, ∆0 = 0, with
corrections quadratic in ∆0/kBT away from resonance. These corrections indicate that the
contribution of each transported particle to the heat current scales with the charging-energy
gap ∆0 instead of temperature kBT as in bulk transport. In the off-resonance low-temperature
regime, transport is dominated by co-tunnelling. Because of the weak energy dependence
of the co-tunnelling scattering rate, proportionality between charge and heat conductance is
recovered, however, with a different prefactor, as L/L0 = 9/5.
2.6.5 Figure of merit
The efficiency of a device to convert heat into electricty and vise versa is measured by the
dimensionless figure of merit of ZT given by
ZT =
S2GT
κ
. (2.79)
There are two contributions to κ : the electronic, κe, and the phonon, κph. Good thermoelectric
materials are considered to be those with ZT > 3 at room temperature [133]. Early theoretical
work pointed out the possibility of enhancing ZT in structures of reduced dimensionality
due to increased density of states near the Fermi level [7]. Mahan and Sofo [9] predicted a
maximization of the thermoelectric efficiency in materials with a delta-like density of states.
This suggests that quantum dots and molecular junctions are promising candidates for good
thermoelectric materials.
Tsaousidou and Triberis [133] made a comprehensive analysis of the thermoelectric
properties of a weakly coupled multi-level quantum dot in the sequential-tunnelling transport
regime and suggests the possibility of a huge increase of ZT in the Coulomb-blockade regime
due to the violation of the Wiedemann-Franz law. They found that ZT shows two strong
maxima at ∆min/kBT =±2.4 of magnitude
(ZT)max =
(S2GT)max
κe
= 0.44exp(∆ε/kBT)/(∆ε/kBT)2. (2.80)
The structure of ZT is shown in Fig. 2.15(c). The exponential dependence of these maxima
can be readily explained by the fact that, in the energy interval where S2GT exhibits the peak
structure shown in Fig. 2.15(a), κe remains constant and is shown in Fig. 2.15(b).
This shows that the thermoelectric efficiency can be dramatically enhanced by controlling
the size of the dot and consequently ∆ε (the energy spacing between successive energy
levels). For small dots (or molecules) the requirement that the system is in the quantum limit
is fulfilled even at room temperature. Practically speaking, the quantum limit is approached
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Fig. 2.15 Calculated values of S2GT , κe and ZT as a function of EF for a three-level dot.
The level spacing is ∆ε = 0.5EC. The solid and dashed lines correspond, respectively, to
∆ε/kBT = 11 and 9. The results are plotted around EF = 4EC that corresponds to ∆min = 0
when an electron enters the dot at the level n = 2. In (b) κ0 = L0TGmax(∆ε/kBT)2 exp(–∆ε)
where Gmax = G0/4 and in (c) (ZT)max = 0.44exp(∆ε /kBT)/(∆ε /kBT)2. This figure is adapted
from Ref. [133].
when ∆ε/kBT≫ 5. High values of ZT in the range of 2.6 – 97 at T = 300K (kBT = 0.26eV)
can be obtained when ∆ε varies between 5 and 10 kBT (namely, between 0.13 and 0.26 eV).
It is noted that the energy separation between the first two energy levels in a spherical dot
for a material with electron effective mass of the order of 0.1me (me is the electron mass) is
greater than 0.15 eV when the diameter is less than 5 nm [133].

Chapter 3
A quantum-dot energy harvester
This chapter demonstrates the experimental realisation of an autonomous nano-scale energy
harvester that utilises the physics of resonant tunnelling through quantum dots that are used
as energy filters for electron transport. It details the theoretical proposal, design, fabrication
and measurement results of this proof-concept Quantum Dot Energy Harvester (QDEH).
3.1 Theoretical proposal
Coulomb-blockaded dots can be ideally efficient converters of heat to work, both in two-
terminal [13] and three-terminal [27] cases; however, since transport occurs through multiple
tunnelling processes, the net current and power are very small. Thus, the physics of resonant
tunnelling has attracted attention to optimise the nonlinear system [1]. Resonant tunnelling is
a quantum-mechanical effect, where constructive interference permits an electron tunnelling
through two barriers to have unit transmission. This is only true if the electron has a particular
energy equal to the bound state in the quantum dot, or within a range of surrounding energies,
whose width is the inverse lifetime of the resonant state [137]. Electrons with any other
energy are effectively forbidden from being transmitted across the quantum dot. In this way,
a resonant-tunnelling barrier acts like an energy filter, which only electrons that match the
resonant condition are permitted to pass. For simplicity, the resonant-tunnelling barriers (of
the dot) are assumed to be symmetrically coupled [1].
The geometry considered in this model is related to a quantum-dot refrigerator device,
experimentally realised by Prance et al. [49], based on the theoretical proposal of Edwards
et al. [47, 48]. They demonstrated that applying bias to the system results in cooling of a
large 6µm2 cavity from 280 mK to below 190 mK [49]. It is preferable to have cavities
made as small as possible while still having good thermal contact with the heat source. This
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further miniaturization permits many heat engines to be put in parallel and give a large output
power [1].
3.1.1 Model
Figure 3.1 shows the model considered in this proposal [1]. It consists of a central cavity
connected to a quantum dot on either side, each with a resonant level of width γ and energy
EL,R. These two quantum dots are assumed to have the same widths and are tuned to have
different energy levels by gate voltages. The energy difference ∆E = ER –EL is an important
energy scale of this composite system, and is referred to as the energy gain. It is distinct from
the level spacing δ in the individual dots as well as from the level width. The central cavity
is considered to be in equilibrium with a heat reservoir of temperature TC that is hotter than
the left and right electron reservoirs with chemical potentials µR,L and equal temperatures
TL = TR. Electrons that enter and leave the cavity are assumed to relax their energies through
strong electron-electron interactions. Therefore, the cavity’s occupation function may be
described with a Fermi function, f (E – µ ,T) = 1/(1 + exp[(E – µ)/kBT]), where µC is the
cavity chemical potential µC, TC is the cavity temperature and kB is the Boltzmann constant.
This process of inelastic energy mixing is assumed to occur on a faster time scale than the
dwell time of an electron in the cavity. Thermal energy flows from the coupled hot bath into
the cavity as a heat current, and keeps the temperature different from that of the electron
reservoirs. The nature of the heat reservoirs is not specified in this model, but refers quite
generically to any heat source we wish to harvest energy from.
The chemical potential of the cavity and its temperature (or equivalently, the incoming
heat current) are constrained by conservation of global charge and energy. These constraints
are given by the simple equations IL + IR = 0 and JL + JR + J = 0 in the steady state, where
IL,R is the electrical current in the left or right contact, and JL,R the energy current. The
energy current is seemingly not conserved because of the heat current J flowing from the hot
reservoir. The currents Ij, j = L,R, are given by the formulas Ij = (2e/h)
∫
dETj(E)[fj – fC] and
Jj = (2/h)
∫
dETj(E)E[fj – fC][1], where Tj(E) is the transmission function of each contact for
incident electron energy E. In this quantum dot geometry, the resonant levels give rise to a
transmission function of Lorentzian shape [137],
Tj(E) =
Γ1Γ2
(E –Ej)2 + (
Γ1+Γ2
2 )
2
(3.1)
where Γ1,2 are the tunnel rates (multiplied by Planck’s constant h) of the two barriers of the
resonant quantum dot(s). Here we assume symmetric coupling for simplicity, Γ1 = Γ2 = γ ,
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so γ is the width of the level, or inverse lifetime of an electron in the dot. Note that the
Lorentzian energy dependence applies if the level width γ is small compared to the level
spacing δ in the individual quantum dots.
In the limit where the width of the level is smaller than the thermal energy in the cavity/dot
system, γ ≪ kBTC,kBTR, the transmission will pick out only the energies EL or ER in the
above energy integral expressions for the currents giving simple equations. Consequently,
the conservation laws for charge and energy give equations:
0 = fL – fCL + fR – fCR, (3.2)
0 = Jh/(2γ) +EL(fL – fCL) +ER(fR – fCR), (3.3)
where fL = f (EL –µL,TR), fR = f (ER –µL,TR), fCL = f (EL –µC,TC), and fCR = f (ER –µC,TC).
From these two equations, the quantity fCR – fR = Jh/(2γ∆E) can be extracted. This quantity
is proportional to the electrical current through the left lead IL = –IR ≡ I, the net current
flowing through the system [1].
3.1.2 The small-level-width regime of γ ≪ kBTC,kBTR
In this section, the regime of γ ≪ kBTC,kBTR will be discussed. In terms of the physics of
this nano-engine, an electron comes in the left lead at energy EL and exits the right lead with
energy ER > EL. Thus, in the steady state, any incoming heat current J must be associated
Fig. 3.1 Nanoscale heat engine created from a hot cavity connected to cold reservoirs via
resonant-tunnelling quantum dots, each containing a single relevant energy level at energies
EL and ER respectively. The cavity is kept hot through coupling to an energy reservoir
at temperature TC which is considered larger than the reservoir temperature TR. Thermal
broadening of Fermi functions in the three regions (source, cavity, and drain) is shown by the
light shading. (a) Rectification configuration. In the absence of bias (short circuit), electrons
enter the cavity via the left lead, gain energy ∆E = ER –EL from the cavity, and exit through
the right lead, transferring an electrical charge e through the system. (b) Carnot efficiency
stopping (open circuit) configuration. This figure is adapted from Ref. [1].
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with an electrical current I, with a conversation factor of the energy gain, ∆E, to the unit of
charge, e,
I =
eJ
∆E
. (3.4)
This result holds regardless of what bias is applied or what the temperature is.
The efficiency of this heat engine, η , is defined as the ratio of the harvested electrical
power P = |(µL – µR)I|/e to the heat current from the hot reservoir, J. Therefore, for this
system it can be written as,
η =
|(µL –µR)I|
∆E
. (3.5)
In the limit of γ≪ kBTR,kBTC,∆E, if the cavity temperature TC is considered to be fixed,
the harvesting heat current J can be written in terms of the hot-cavity temperature and other
system parameters as,
J =
eJ
∆E
[f (∆E/2,TC) – f (∆E/2 –µ/2,TR)], (3.6)
which satisfies charge and energy conservation shown in Equations (3.2) and (3.3). Impor-
tantly, without bias there is a rectified electrical current given by
I = eJ/∆E ≈ eγ∆E
4h
[(kBTR)
–1 – (kBTC)
–1], (3.7)
in the limit where kBTR,kBTC ≫ ∆E. Here h is Planck’s constant. The current is driven
solely by the fixed temperature difference between the systems. Both the heat and electrical
currents are proportional to γ , the energy width of the resonant level. Consequently, the
currents and power produced in this system will tend to be small since γ is assumed to be the
smallest energy scale. It is also clear that both are controlled by the size of ∆E, so increasing
this energy gain will improve the power until it exceeds the temperature.
In order to harvest power from this rectifier, a load should be placed across it. Equivalently,
a bias voltage could be applied to this system tending to reduce the rectified current. At a
particular value, µstop, the rectified current vanishes, giving the maximum load or voltage
one could apply to extract electrical power at fixed temperatures TR,TC. This value is found
when J and I vanish, given by Equation 3.5:
µstop = ∆E(1 –
TR
TC
). (3.8)
Consequently, the voltage applied must not exceed µstop/e, and therefore from Equation 3.4
the efficiency is bounded by η ≤ 1 – TRTC = ηC. At the stopping voltage, the thermodynamic
efficiency attains its theoretical maximum, the Carnot efficiency, ηC, showing this system
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is an ideal nano-scale heat engine. Naturally, at this point [see Figure 3.1(b)] the system is
reversible with no entropy production.
Also interesting is the efficiency at the bias point where power is maximum. For
temperature larger than ∆E or eV = µ , the Fermi functions can be approximated to find
P≈ (γ /4hkBTR)µ(µstop –µ), resulting in a parabola as a function of µ , with maximum power
Pmax ≈
γ(∆E)2η2C
16hkBTR
, (3.9)
and efficiency ηmaxP = ηC/2, which is in agreement with general thermodynamic bounds for
systems with time-reversal symmetry [5, 13].
3.1.3 Optimization
One can go beyond this limit for the efficiency by solving the conservation law in Equations
(3.2) and (3.3) numerically. The total power produced by the heat engine can be optimised
by varying the resonance width γ , as well as the energy gain ∆E and applied bias V = µ/e,
with fixed temperature TR,TC. These results are shown in Figure 3.2(a), where T is the
Fig. 3.2 (a) Scaled maximum power as a function of energy gain ∆E for ∆T = T and level
width γ and µR optimized to give maximum power. (b) Scaled maximum power as a function
of ∆T/T for optimized values of ER = ∆E/2, γ and µR. (c) Efficiency at maximum power for
the values of ER = ∆E/2, γ and µR chosen to maximize power. (d) The optimized values are
plotted versus ∆T/T . Here ER = ∆E/2, µR = µ/2. This figure is adapted from Ref. [1].
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average temperature defined as T = (TR +TC)/2, ∆T is the temperature difference defined as
∆T = TC –TR. Figure 3.2 shows that if ∆E < kBT the power increases as (∆E)2, as indicated
in Equation 3.9, but then levels off and decays exponentially, attaining its maximum around
∆E = 6kBT . Similarly, the choice γ = kBT gives optimal power. Here, ∆E and the level width
are two essentially independent energy scales of this system. As a matter of fact the energy
gain ∆E ≈ kBT is almost an order of magnitude larger than the level width γ ≈ kBT . These
considerations suggest an experimental strategy for maximising the power of such a device:
measure what the resonant level widths are, and tune the reservoir temperatures and energy
gain to them.
Figure 3.2(b) shows that the efficiency at maximum power drops from half the Carnot
efficiency to about 0.2ηC when the parameters are optimised. However, when γ is kept small,
in the nonlinear regime the efficiency can exceed the bound ηmaxP ≤ ηC/2 found in the linear
regime. This small drop in efficiency is more than compensated by the extra power it obtains.
According to Figure 3.2, the power reaches a maximum of Pmax ∼ 0.4(kB∆T)2/h, or about
0.1 pW at ∆T = 1K. This jump in power can be attributed to the highly efficient conversion
of thermal energy into electrical energy by optimising both the level width and energy-level
difference [1].
Fig. 3.3 Scaled heat current J/[2(kBT)2/h] leaving (blue) or entering (red) the central cavity
vs temperature difference (x axis) and applied bias (y axis) divided by average temperature.
The plot is for system parameters optimized for maximal power output, an energy gain of
∆E ≈ 6kBT and level width γ ≈ kBT . The green line is the J = 0 curve for γ → 0 while the
black curve is the J = 0 line for the optimised γ . The system can work as a heat engine (HE)
in the blue region for ∆T > 0, µR = µ /2 > 0 (configuration shown in the inset labelled HE), or
as a refrigerator (R) in the blue region for ∆T < 0, µR = µ/2 < 0 (configuration shown in the
inset labelled R). This figure is adapted from Ref. [1]
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In Figure 3.3, the heat current J is plotted versus temperature difference and applied
bias. It is found that when the system parameters are optimised to give maximum power, the
system can be operated in the mode of a heat engine (HE) or a refrigerator (R). However, in
contrast to the case where the levels are narrow compared to the other energy scales (and
consequently the cavity can cool to arbitrarily low temperatures in principle; see solid green
line, Equation 3.8), for this choice of parameters the cavity will only cool to the temperature
where the J = 0 curve (solid black line) bends back.
3.2 Device Design
The designs for this QDEH device are based on a quantum-dot refrigerator (QDR) experi-
mentally realised by Prance et al. [49], a dual role that such quantum dot devices can achieve.
The QDEH device was demonstrated twice, with sample S31D5, shown as panels (a), (b) and
(c) in Figure 3.4, and with sample S31D2, shown as panels (d), (e) and (f). The surface gates
in Figure 3.4 define a cavity of 90µm2 area at the central 2DEG region, with two nominally
identical quantum dots placed respectively on the left and the right sides of the cavity. Unlike
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Fig. 3.4 Sample design: (a), (b) and (c) are successively magnified images of the design for
sample S31D5. (d), (e) and (f) are successively magnified images of the design for sample
S31D2. Here the gates are in yellow, and PG stands for the plunger gate, BG for the barrier
gate, and DG for the detector gate.
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in the QDR device of Prance, a heating channel of about 78µm long is connected to the
central cavity via a gap of 1.26µm built in their shared barrier gates. This gap can allow hot
electrons to traverse into the central cavity and keep the required temperature profile. The
quantum dots, of diameter 480 nm for S31D5 and 360 nm for S31D2, as shown in 3.4(c), are
constructed of three barrier gates (BG), one detector gate (DG), and one plunger gate (PG).
The detector gate can serve to sense the charge states of the dots, which will be discussed in
detail in Chapter 4 (Section 4.3).
3.2.1 The size of the central cavity
Following Prance’s discussion [138], there are two factors to be considered while designing
the cavity: (i) the discrete energy-level spectrum of the electron gas may be approximated as
a continuum; (ii) the distribution of occupied states should be in quasi-equilibrium. The first
consideration is for the average energy separation between states (∆EC). In a 2DEG of area
A, this is given by the density of states: g2D(ε) = (m∗/π h¯2). Discounting the zero-energy
separation between spin-degenerate states, the average energy separation is given by
∆EC = (2π h¯2/m∗A). (3.10)
For the spectrum of states to be approximately continuous, we require that ∆EC is less than
kBT . At 50mK, this implies ∆EC < 4.3µeV. This isolated electron gas must therefore have
an area larger than 1.7µm2. The second consideration for the size of the central cavity
area is that the distribution of its occupied states should ideally be in quasi-equilibrium,
determined by a Fermi function, but at a non-equilibrium temperature. According to Prance’s
analysis [138], the area should be larger than 80µm2 for T = 50mK, and larger than 3µm2 for
Tb = 300mK, to maintain the quasi-equilibrium in the isolated electron gas of the cavity [138].
Unlike the QDR device, the QDEH device requires a heat source from which it can
harvest energy. This is achieved by putting a heating channel on the top of the cavity, with a
gap of 1.26µm, via which the electrons can traverse into the cavity. To avoid hot electrons
injected from the heating channel being reflected right back into the heating channel, the
bottom barrier gate of cavities is designed to be a slope with an angle of 26◦. The cavity
design for this QDEH device is shown in Figure 3.4. It has an area of 90µm2, and consists
of seven barrier gates, shared with quantum dots and the heating channel.
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3.2.2 The size of the heating channel
The heating channel is a resistor that heats the cavity through Joule heating with P = I2R.
For a typical dilution-refrigerator temperature, such as 100 mK, the 2DEG has a resistance
of a few hundred ohms, which was mostly decided by the Ohmic contacts that connects
the source and drain circuits [139]. For this heating channel with a width of 5µm and a
length of 78µm, the resistance is measured to be around 500˙, which also indicates that no
one-dimensional channel is formed there.
The a gap of 1.26µm allows electrons to traverse into the cavity from the channel. For
T ∼ 500mK, the heated electrons relax to the lattice temperature over a distance le-ph ∼
200µm, and as T is lowered further, le-ph can significantly exceed the size of the cavity of
the device [15]. In this regime, the energy redistribution is achieved via electron diffusion to
the cold reservoirs [140]. Therefore, in this device, hot electrons diffuse out from the heating
channel to the central cavity and replace cold electrons, serving to redistribute energy and
leading to a well-defined electron-temperature profile.
3.2.3 The size of quantum dots
The only constraint on the design of the dots for a QDEH is that they have a significant energy
separation between their states due to quantum confinement. Specifically, the state separation
should be much greater than kBTe, where Te is the electron temperature in the reservoirs. For
a quantum dot with a radius a, one can approximate its corresponding maximum temperature
through Te = ∆E/kB ≈ EF/(n2Dπa2kB), where EF is the Fermi energy of the 2DEG, n2D is
its carrier density, and a is the radius of the quantum dot. Therefore, we require a quantum
dot to be as small as possible. However, the fact that the 2DEG used in this work is 110 nm
below the surface of the heterostructure sets a lower limit on the smallest features that can be
defined in the 2DEG using surface gates because of capacitive edge effects.
To find the ideal designs, the quantum dots are designed in different sizes and shapes
with a radius larger than 110 nm, and Figure 3.5 shows designs of devices that have survived
the fabrication process and have shown Coulomb blockade during experiments. For the
two successful heat engine devices of S31D5 and S31D2, the maximum temperatures their
quantum dot energy-level spacing corresponded to were 0.20 K and 0.36 K, respectively.
3.3 Fabrication
QDEH devices were fabricated using standard semiconductor processing techniques, with
a mixture of optical and electron-beam lithography. Appendix A.1 contains the details
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of the wafer used to make the devices, which was grown by the MBE team at the SP
group of the Cavendish Laboratory. The mobility and carrier concentration of the 2DEG,
which was 110 nm below the surface, were measured to be µ ≈ 3.38×106 cm2V–1s–1 and
n≈ 1.35×1011 cm–2 at 1.5 K. A set of pre-existing optical mask layers, named J –Star was
used. First of all, a chip of area 10×10mm–2 is cleaved from a larger piece of wafer. Then
it will go through a typical cleanroom process as below.
3.3.1 Mesa
An etch removes the 2DEG from the majority of the chip, leaving a central 200×200µm2
mesa in which to place a device, and 20 connecting legs.
1. The wafer was cleaned thoroughly in organic solvents: 6 minutes in acetone in an
ultrasonic bath, followed by a 6 minute-long rinse in iso-propyl alcohol (IPA) to remove
the acetone. The IPA was removed by blow-drying with dry N2.
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Fig. 3.5 The designs of quantum dots with different sizes and shapes, that has worked well in
our measurements.
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2. The photoresist, Shipley 1805, was spun onto the cleaned wafer at a rotation speed of
5500 rpm for 30 seconds. The solvent in the resist was then evaporated by baking it at
a temperature of 115 ◦C for 60 seconds on a hotplate.
3. The phototresist was exposed to ultraviolet light for 3.5 seconds, while using the mesa
pattern on the J-Star mask to block the light in some places.
4. The exposure to UV light breaks up the long polymer chains in the photoresist, so
the exposed resist can then be removed by immersing the chip in MF319 developer
for 60 seconds. The developer was then rinsed away using DI water, and the chip was
dried thoroughly. This step is illustrated in Fig. 3.6(a).
5. The height of the photoresist was measured in a surface profiler (Dektak), to check
that the thickness was uniform throughout. The exposed parts of the wafer were then
etched away using a solution of H2SO4:H2O2:H2O in the proportions 1:8:1600 for 3
minutes. The depth of the etch was measured in a surface profiler (Dektak), and found
to be 120 nm. This ensures that all the unwanted areas of 2DEG, which is 110 nm
below the surface, have been etched away. This step is illustrated in Fig. 3.6(b).
6. The photoresist was then stripped away by dissolving it in acetone, followed by a rinse
in IPA, and a blow-dry with dry N2. This step is illustrated in Fig. 3.6(c) and (d).
(a) (b) (c) (d)
Fig. 3.6 (a), (b) and (c) The fabrication steps to form the isolation pattern (mesa). The pink
layer stands for the photoresist Shipley 1805. (d) A 3D image of the completed mesa pattern,
by AutoCAD.
3.3.2 Ohmic contacts
Annealed ohmic contacts are defined on bond pads at the end of each of the legs, aimed to
connect the source and drain leads of the circuit. The contacts are patterned from evaporated
AuGeNi, using a lift-off process. They are then annealed at 430 ◦C for 80s to contact the
2DEG.
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ce
Fig. 3.7 The fabrication steps to form the source and drain ohmic contacts to the 2DEG. The
pink layer is the photoresist Shipley 1813. The orange layer represents the AuGeNi.
1. Photoresist Shipley 1813 was spun onto wafer at a rotation speed of 5500 rpm for
30 seconds, and then baked at a temperature of 90 ◦C for 60 seconds. The baking
temperature is lower than the one used in mesa processing, so as to obtain the exposed
‘latent’ image in the resist layer to align the contact features to the mesa ones.
2. The photoresist was exposed to ultraviolet light for 6.5 seconds, while using the pattern
of the ohmic bond pads (accurately aligned with the etched mesa pattern) on the J-Star
mask to filter the light. This step is illustrated in Fig. 3.7(a).
3. The exposed resist was then soaked in chlorobenzene for 3 minutes before being
developed in MF 319 for 60∼ 120seconds. The chlorobenzene firms up the top layer
of the photoresist, so that the developer preferentially develops the photoresist closest
to the wafer. This leads to a resist profile with an undercut, which helps in getting a
cleaner metal lift-off (next step). This step is illustrated in Fig. 3.7(b).
4. Before metal deposition, the oxidised layer of GaAs on the surface of the chip is
removed by soaking the chip in dilute hydrochloric acid (HCl:H2O in a ratio of 1:9) for
30 seconds. This removes any undeveloped resist (‘scum’) remaining on the exposed
regions.
5. 300 mg of AuGeNi alloy was evaporated onto the chip, forming a layer of 82 nm. This
step is illustrated in Fig. 3.7(c).
6. The photoresist protecting parts of the chip was removed by rinsing the chip in acetone
for 10 minutes. This also removes the unwanted metal, so the process is called ‘lift-off’.
This step is illustrated in Fig. 3.7(d).
7. The chip was then heated to 430 ◦C in forming gas (a mixture of N2 and H2) for
80 seconds, so that the metal deposited on the ohmic bond pads diffuses into the wafer
and contacts the 2DEG electrically. This step is illustrated in Fig. 3.7(e).
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8. A small current was passed through a pair of ohmics by touching the surface with
a pair of narrow probes, to verify that the 2DEG has been contacted. The average
resistance for a pair of probes on opposite sides of the chip was found to be 7k˙ at
77K.
(a) (b) (c) (d)
Fig. 3.8 The fabrication steps to form metal surface gates using optical lithography. The pink
layer is the photoresist Shipley 1813. The yellow layer denotes the Ti/Au.
3.3.3 Optical gates
Metal gates with bond pads are evaporated on the surface of the chip. The gates rise up onto
the central mesa where they can be extended by further lithography to form a device. The
gates are patterned, again via lift-off, from evaporated Ti/Au of approximately 20nm/100nm
thickness.
1. Photoresist Shipley 1813 was spun onto wafer at a rotation speed of 5500 rpm for
30 seconds, and then baked at a temperature of 90 ◦C for 60 seconds.
2. The photoresist was exposed to UV light for 6.5 seconds, while using the pattern of
the gates (accurately aligned with the ohmic pattern) on the J-Star mask to block the
light in some places. This step is illustrated in Fig. 3.8(a).
3. The photoresist was developed in MF319 for 40∼ 60 seconds. The result is illustrated
in Fig. 3.8(b).
4. Before metal deposition, the oxidised layer of GaAs on the surface of the chip is
removed by soaking the chip in dilute hydrochloric acid (HCl:H2O in a ratio of 1:9) for
30 seconds. This removes any undeveloped resist (‘scum’) remaining on the exposed
regions.
5. 20 nm of Ti was evaporated onto the chip, followed by 100 nm of Au. The Ti is a
wetting layer, which helps the Au to stick to the GaAs surface. This step is illustrated
in Fig. 3.8(c).
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6. The unwanted metal covering the parts of the chip was removed by soaking the chip in
acetone overnight. The result is illustrated in Fig. 3.8(d).
3.3.4 E-beam gates
To define the fine-feature surface gates, electron beam lithography is performed.
1. Two layers of PMMA were deposited on the wafer - the first had a molecular weight of
100 000 amu, and was diluted to 3% in anisole, and the second had a molecular weight
of 950 000 amu, and was diluted to 2% in a combination of anisole and MIBK. Both
the layers were spun on at 8000 rpm for 60 seconds, and were then baked at 115 ◦C for
2 minutes each. The resists were 100 nm thick, deposited as two 50 nm thick layers
spun on top of the other. Higher-molecular-weight PMMA produces a higher contrast
ratio for a given exposure dose and dissolves more slowly in the developer. This leads
to a small overhang in the resist profile, which results in a good lift-off. The step is
illustrated in Fig. 3.9(a).
2. The chip was exposed to a beam of electrons to trace out the pattern of sub-micron
gates using the electron-beam lithography machine by a technician.
3. Since the PMMA layers on the chip are very thin, they were dissolved by dipping the
chip in the solvent mixture MIBK:IPA:MEK (in the ratio 5:15:1) for just 8 seconds at
ambient temperature. The result is illustrated in Fig. 3.9(b).
4. 10 nm of Ti followed by 30 nm of Au were evaporated onto the chip. The unwanted
metal was removed by soaking the chip in acetone overnight. These are shown in
Fig. 3.9(c) and (d).
Fig. 3.9 The fabrication steps to form metal surface gates with E-beam lithography. The blue
layers are the two layers of PMMA. The yellow layer is the Ti/Au.
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3.3.5 Bonding
After all the processes above, a device is completed by being packaged in a 20-pin LCC
sample holder.
1. The chip was cleaved into individual devices using a diamond-tipped scriber.
2. Each device was stuck onto a 20-pin LCC chip carrier using GE varnish.
3. The devices were serially bonded using a ball bonder, whilst taking care to protect
the devices from the spark which forms each new ball at the tip of the bonder. This
was done by the use of an ionised air-blower which neutralises any charge imbalances
left on the gates while forming the bond, and also by physically separating the chip
from the bonder-tip when it sparks (the bonder has to be used in the manual mode
for this to be possible). Other precautions used were, waiting for one minute before
forming a new bond so that charge imbalance on the tip has time to settle, and bonding
gates and ohmics in pairs with the bond to the ohmic made after the bond to the gate
so that charge build-up is shorted to each other before the first bond was made. This
ensures that charge deposited on a gate flows to the 2DEG, thus minimising the risk
of ‘blowing-up’ the gate as a result of electrostatic discharge. The wire bonds to the
device are shown in Fig. 3.10(b).
Figure 3.10 shows SEM images of a typical completed device that has been packaged in
a 20-pin LCC chip holder.
3.4 Measurement set-ups
All of the measurements presented in this chapter were made on device S31D5. The device
was cooled in a 3He/4He dilution refrigerator with a base temperature of approximately
50 mK. The fridge is located in a screened room to reduce the coupling of environmental RF
radiation to the experiment and the measurement electronics. Appendix B briefly explains
the working of a dilution refrigerator.
Electrical connections to the device was made via twenty low-frequency lines. These
run from a break-out box at room temperature into the vacuum space of the dilution fridge,
and down to the sample holder. Before the sample holder, all twenty lines first pass through
low-pass three-pole RC filters, which are installed to the mixing chamber of the fridge. These
reduce noise in the measurement wiring, and the related increase of electron temperature in
the device. The filters were designed to have a cut-off frequency of approximately 3 MHz.
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Fig. 3.10 Panel (a) depicts the layers of the mesa, ohmic contacts, optical gates and e-beam
gates. (b)-(d) shows the sequentially smaller scale SEM image of a completed device.
In addition, the device was enclosed in a metal can, thermally anchored to the still to shield
from the radiation from nearby 4 K surfaces.
A NIDAQ-9178 was used to apply DC voltages on surface gates of the QDEH device.
Every connection out of the NIDAQ-9178 is made to first pass through a switch and a room
temperature RCR filter consisting of two 1 MΩ resistors in series and a 0.1 µF capacitor to
ground. The switches offer an option to turn off filters, and these filters provide protection to
the fragile gates from sudden voltage spikes or large injections of charge. The NIDAQ-9178
was also used to apply DC currents to the heating channel during measurements.
The transport properties of the device were studied by measuring differential conductance
with a lock-in amplifier SR7265. The lockin produces an AC excitation voltage, and sends
it to the output connector and simultaneously uses this signal, with some phase added, as a
reference to the signal returning from the sample. The output signal is sent through a 1 : 1
transformer, to remove ground loops, and then reduced in magnitude via a voltage divider.
The voltage is dropped across the sample and the current is produced, which is dependent on
the conductivity of the sample, and then enters a current-to-voltage pre-amplifier. The signal
from the pre-amplifier is sent back to the lockin for measurement. The excitation frequency
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should not be a multiple of the frequency of the electrical noise in the environment which is
usually 50 Hz from the mains. In these experiments an excitation voltage of 0.1 V at 77 Hz
is used; this is divided by 104 via the potential divider to produce 0.1µV across the device.
The pre-amplifier used in this work has a gain factor adjustable between 106 and 107 A/V.
To measure non-linear transport, a constant bias voltage, VSD, could also be applied across
the device. The bias voltage VSD was applied through the pre-amplifier in our measurement.
Details of the two different measurement setups are given in Figure 3.11 and Figure 3.14 (c).
Two SR7265 lock-in amplifiers are used together for thermal power measurements. One
lock-in amplifier is used to apply an AC heating current into the channel at a frequency of
f , while another lock-in amplifier is used to measure the thermal voltage difference across
the cavity via the A–B mode at a frequency of 2f . For QDEH devices, since the heating
power varies as I2, the electron temperature in the cavity oscillates at twice the frequency of
the current IHeat. Thus it was necessary to phase lock to the 2f component of V th [15]. A
pre-amplifier with a gain of 103 is used before the signal goes back to the lock-in amplifier.
3.5 Measurement results and analysis
The first measurements performed on the device were to characterise separately two quantum
dots, the heating channel and the central cavity. The aim of these measurements was to
confirm that the two quantum dots both have been formed; that the central cavity has good
connection with the heating channel; that the heating channel is providing enough heat.
3.5.1 Tuning quantum dots
Figure 3.11 shows a false-colour SEM (scanning electron micrograph) image of a measured
device (S31D5), along with the electrical circuit used to tune the device. Each quantum dot
in the device was set up using three barrier gates, coloured in blue in Fig. 3.11, a plunger
gate (coloured blue) that was used to change the chemical potential of the quantum dot,
and a detector gate (coloured green). To find the voltages required on these gates to form
a particular dot, the differential conductance of the device was measured while stepping
voltages on related barrier gates and sweeping the voltages on the appropriate plunger gate.
We know a quantum dot is formed when Coulomb oscillations can be observed from the
differential conductance measured by the lock-in amplifier. Figure 3.12 shows the expected
signature of Coulomb blockade of each dot: periodic peaks in conductance, separated by
regions of zero conductance.
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The formation of quantum dots can be confirmed by measuring the conductance over a
range of bias voltage, Vbias. Such measurements will show the Coulomb diamonds discussed
in Section 2.2.3. This measurement is performed with the same circuit in Figure 3.12 while
applying a DC bias voltage across the device via the current to voltage pre-amplifier. Figure
2.5 shows finite-bias measurements made on each of the two dots. They all show the zero-bias
conductance peaks evolving as expected for Coulomb blockade: the peaks split linearly with
bias, revealing structure due to the dot’s spectrum of states within the resulting triangles. It is
noted that the zero-bias points of both Coulomb diamonds are actually around V = 0.1mV.
This corresponds to the offset voltage of the pre-amplifier.
In Figure 2.5, the blue lines follow the edges of the Coulomb diamonds, fitted by eye.
Their gradients can be used to find the conversion ratio between the plunger-gate voltage, and
dot energy. For the left and right dots, these ‘lever-arms’ are found to be αLD = 0.025eV/V,
αRD = 0.015eV/V respectively. One of the requirements for realising an efficient QDEH
is that the quantum dots have large energy separation between their single-particle states,
compared to kBT . This can be extracted by the energy spacing of the excited states of
Coulomb diamonds. In Figure 3.13, the cyan lines follow edges of the excited state, fitted
VRD
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amplifier
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Fig. 3.11 The electrical circuits used for the Coulomb Diamond measurements. A DC voltage
is applied to the pre-amplifier, that converts currents to voltages before sending the signals
back to the lock-in amplifier, and the differential conductance is measured using the lock-in
SR7265. A transformer is used to decrease the noise in the circuit. The potential divider is
set before the trigger voltage sent to the sample, in order to decrease the voltage.
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Fig. 3.12 Typical signature of Coulomb blockade. Panel (a) shows the Coulomb peaks of
the left dot, and panel (b) of the right dot, both measured at a temperature of 50 mK. The
different width and height of the last Coulomb peaks of both dots indicate that the left and
the right quantum dots are tuned to have different barriers. Therefore they are not symmetric.
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Fig. 3.13 Finite-bias conductance measurements of the left quantum dot (panel (a)) and the
right dot (panel (b)). The blue lines are linear fits (by eye) to the blockade diamond edges.
The cyan lines are linear fits (by eye) to the excited states, parallel to the diamond edges. The
horizontal arrows indicate the blockade diamond widths, ∆V . The vertical arrows indicate
the energy spacing of the first excited states, ∆E.
by eye. It can be seen that the excited state is at least 450µeV above the ground state. Such
a separation should, in principle, be sufficient for the QDEH to operate up to temperatures
around 4 K. From this and other similar measurements, it was clear that the dots were able to
achieve the large state separations required.
After investigating the differential conductance and Coulomb diamonds, the voltages of
the barriers are chosen. The barrier-gate voltages chosen for the left dot are VLB1 = –0.606V ,
VLB2 = –0.330V and VLB3 = –0.392V; the barrier-gate voltages chosen for the right dot are
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VRB1 = –0.890V , VRB2 = –0.430V and VRB3 = –0.435V . It is important to note that these two
quantum dots, in Figure 3.12 and Figure 3.13, do not show perfect sysmmetry, as assumed
in the theoretical proposal (in Section 3.1). Therefore, some adjustments are required to
compare experimental results with the theoretical predictions.
3.5.2 Thermal power measurement results
Figure 3.14 depicts the circuits used to measure the thermal voltage Vth and the generated
thermal power Pth of this QDEH device. After setting up the quantum dots, the heating
channel and the cavity of the device, an AC current IHeat at frequency f = 33Hz was applied
to the heating channel using a lock-in amplifier, and the thermal voltage Vth was measured
across A - B, with another amplifier locking in at frequency 2f, whilst stepping the voltage
∆E
TCTL TR
Q˙
I
(a) (b)
Hot cavity
R
Load Vth
1MΩ Vheat 
Iheat
VLD VRD
A B
(c)
(d)
500nm
Lock frequence to 2f
(at frequency f )
Fig. 3.14 (a) Two quantum dots connect two electronic leads (at temperature T0 = TL = TR) to
a hot cavity at TC. A heat current Q´ is absorbed by the flowing electrons to generate a current
I. (b) Relative energy diagram of the heat engine. Tuning the resonant level position filters
tunnelling transitions with an energy gain ∆E. Panel (c) is the SEM image of the device with
the electrical circuit used for the thermopower measurement. Panel (d) shows the zoomed-in
image of the quantum dot.
3.5 Measurement results and analysis 65
VLD on the left-dot plunger gate and sweeping the voltage VRD on the right-dot plunger
gate through their respective Coulomb resonances. Different AC currents are applied in the
heating channel to have different temperature profiles in the central cavity. The temperatures
can be extracted by fitting the differential conductance through the quantum dots, which will
be discussed in detail in the next chapter. The cold reservoirs, which we assume to be at base
temperature T0, are connected externally by a load resistor, RLoad. The thermal power is
then extracted by Pth = V2th/RLoad. In potential applications the heating channel would be
replaced by the heat source we wish to harvest energy from and RLoad represents an external
device where useful work is done [1].
Figure 3.15(a) shows the thermal voltage between A and B (Fig.3.14(c)), Vth, measured
with a heating current IHeat = 100nA and a load resistor RLoad = 500k˙ in the circuit. The
negative thermal voltage appears at VLD ≈ –1.924V for the left dot, as shown in Fig. 3.15(c),
and VRD ≈ –0.805V for the right dot, as in Fig. 3.15(b). Figure 3.15(d) is the thermal power
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Fig. 3.15 (a) The thermal voltage Vth, across the device, as a function of left and right plunger
gates measured whilst an AC current, Iheat = 100nA, is applied to the heating channel.
The applied Iheat results in an estimated temperature difference of ∆T = TC –TL ≈ 47mK
across the dots. (b) and (c) line graphs through (a) at VLD = –1.924V and VRD = –0.805V
respectively. (d) Estimated power output of the device showing the two expected operating
points and a third (highlighted by the box with a mark star ∗) due to external circuit impedance.
The power is given by Pth = V2th/RLoad where RLoad is the resistance loading on the circuit.
(e, f) Conductance peaks of the two dots as a function of the respective gate voltage.
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extracted from the thermal voltage of Fig.3.15(a), through Pth = V2th/RLoad. The maximum
thermal power is found at (–1.924,–0.805)V, followed by the second largest thermal power
point at (–1.907,–0.829)V, in Fig. 3.15(d). The maxima appear in the vicinity of the electrical
conductance peaks as shown in Fig. 3.15(e) and Fig. 3.15(f) respectively. This is because
when both charge and heat are exclusively carried by electrons, for both diffusive and ballistic
transport, the Seebeck coefficient S is related to the energy derivative of the conductance
G [116],
S =
Vth
TC –T0
∣∣∣∣
I=0
= –
π2k2B
3e
(TC +T0)
∂ lnG
∂µ
. (3.11)
Here TC is the electron temperature of the cavity, T0 is the temperature of cold reservoirs,
and µ is the chemical potential of the contacts. Meanwhile, the thermal voltage Vth peaks in
Fig. 3.15(a) are also related to the energy derivative of the differential conductance G of the
Fig. 3.15(e) and (f), as shown Eq. (3.11). Some thermopower is detected while only one dot
is open on resonance, such as the area marked by the star ⋆ in Fig. 3.15(d). This arises from
the influence of the external circuit impedance.
Thermopower measurements were carried out using resistance values (RLoad) from 50k˙
to 3.9M˙ in the circuit, whilst an AC current of 60nA, 80nA and 100nA is applied on the
heating channel. The heating currents of 60nA, 80nA and 100nA correspond to 122mK,
130mK and 140mK respectively, which will be discussed in detail in Chapter 4 (section 4.1).
Figure 3.16 depicts the maximal generated power for each measurement as a function of the
load resistance and the relative thermal voltages respectively. For increasing resistance RLoad,
the power increases, reaches a maximum and then drops down, as shown in Fig. 3.16 (a).
As the heating current in the channel is increased, the power also rises. This is because the
cavity temperature increases with the heating current, resulting in more electrons tunnelling
through the two dots and converting more energy to electrical current efficiently, as predicted
in the theoretical proposal [1]. Interestingly, the maximum power always appears around
RLoad ≈ 500k˙ for all heating currents, corresponding to impedance matching between the
heat engine and the resistor. The power vs. thermal voltage in Fig. 3.16 (b) gives an estimation
of the open-circuit stall voltage of our device in each configuration. The asymmetric curves
suggest the presence of non-linear effects.
3.5.3 Efficiency estimation
We next turn to the efficiency of heat-to-work conversion which is defined as the ratio
of the generated electrical power Pth to the heat current from the hot reservoir Q˙. The
heat current is given by Q˙ = κ∆T = κ(TC –T0) where the thermal conductance κ can be
estimated from the electrical conductance G via the Wiedemann-Franz law, κ = GLT , where
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L is the Lorenz number, T = (TC +T0)/2 and G is the combination of the conductance at
VRD = –0.805V in Fig. 3.15(e) and that at VLD = –1.924V in Fig. 3.15(f). We remark that, as
discussed in Section 2.6.4 in Chapter 2, the Wiedemann-Franz law in general is violated for
mesoscopic conductors with strongly energy-dependent transmission peaks such as quantum
dots [131, 133, 136, 141]. As the thermal conductance cannot be measured directly in our
setup, we still use it to obtain a lower bound on the thermoelectric efficiency given by
ηw-f =
V2th
κ∆TRLoad
=
V2th
GLT∆TRLoad
, (3.12)
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Fig. 3.16 Heat-engine characteristics. Panel (a) depicts the maximum thermal power from the
measurements with different load resistance, whilst applying AC current 60nA, 80nA and
100nA on the heating channel. Panel (b) shows the thermal power Pth and its relative thermal
voltage Vth, which is also the bias voltage on the channel. Panel (c) depicts the ratio of the
estimated optimal efficiency through Eq. (3.12) with the Carnot efficiency while changing
the resistance RLoad. The data in the lower right corner shows the relative temperatures and
energ-level difference ∆E of two dots at maximum power, with different AC currents on the
heating channel. Te is the electrical temperature of the cavity.
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which can be compared with the theoretical efficiency calculated below. Figure 3.15(c)
depicts the ratio of the estimated efficiency from Equation (3.12) to the Carnot efficiency
(ηC = 1 –T0/TC) for 60nA, 80nA and 100nA on the heating channel respectively.
3.5.4 Additional Theoretical Modelling
The experimental data in Fig. 3.15 and Fig. 3.16 is reproduced by the model of Ref. [1]
which my collaborators, Dr. R. Sánchez, Dr. A. N. Jordan and Dr. B. Sothmann, generalise
to incorporate the effects of the external circuit. The thermoelectric transport through each
dot can be described by the Landauer-Büttiker formalism, with the expression:
Il,n =
2
h
∫
dEEnTl(E)[fl(E) – fC(E)], (3.13)
giving the charge Il = eIl,0 and energy Jl =Il,1 currents at lead l=L,R. The quantum-dot
resonances are defined by a transmission coefficient
Tl(E) = Al
Γ2l /4
(E – εl)2 +Γ2l /4
, (3.14)
where the parameter Al depends on the asymmetry of the quantum-dot barriers [137]. The
quantum-dot resonance energies are tuned with gate voltages, εl = εl,0 – eαlVgl. In our
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Fig. 3.17 Theoretical calculation of (a) the thermovoltage and (b) the generated power with
parameters of AL = AR = 1,ΓL = 0.2meV,ΓR = 0.1meV, αL = 0.026 and αR = 0.014, the
base temperature of T0 = 85mK and the cavity temperature of TC = 170mK. The influence
of the external load resistance is taken into account.
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experiment, the width Γl is thermally broadened beyond the natural line width of the level.
As no charge is injected from the heating channel into the conductor, the conservation laws
for charge and energy read:
IL + IR = 0, JL + JR + Q˙ = 0, (3.15)
where Q˙ is the heat current injected into the central cavity. For a closed circuit where the
energy harvester powers an impedance RLoad, the voltages are set via Ohm’s law, producing
the thermovoltage, Vth = ILRLoad and power of Fig. 3.17. Accounting for the external
resistance in the circuit gives rise to additional features not present in an open-circuit
model [1], such as the vertical and horizontal lines in Fig. 3.17. Our simple model based on
resonant tunnelling captures all the features of the experiment, seen by the comparison of
Fig. 3.16 and Fig. 3.18. The efficiency in Fig. 3.18(c) is computed with the general expression
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Fig. 3.18 Theoretical modelling. (a),(b) correspond to (a),(b) in Fig.3.16 respectively. Black,
red and blue lines correspond to the cavity temperature TC of 100mK, 120mK and 140mK
estimated for the cases with different heating current on the channel, 60nA, 80nA and 100nA
shown in Fig. 3.16, respectively. The base temperature in the model is 85mK. The efficiency
in (c) is computed from the charge and heat currents with resonances of ΓL = ΓR = 3.5µeV
and the energy-level difference of ∆E = 45µeV of the two dots. Parameter A = 0.8 is related
to the quantum-dot barriers.
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of the heat current evaluated at the obtained thermovoltage, η = V2th/(Q˙RLoad). Figure 3.18
(c) suggests the maximum theoretical efficiency of the device is ∼ 0.5ηC, for the considered
parameters.
3.6 Conclusion
In conclusion, we have experimentally realized an energy harvester based on resonant-
tunnelling quantum dots [1] which can generate a power of 0.13fW with an estimated
efficiency of at least 0.1ηC. Our theoretical model (not affected by limitations of the
Wiedemann-Franz law) suggests the actual efficiency to be about 0.5ηC. Experimental
observations of thermal power, voltage and efficiency at different values of IHeat and RLoad
have also been reproduced by this model. There are small quantitative differences between
experimental results and theoretical modelling in terms of parameters, such as electrical
temperatures and energy-level difference. This may be explained by asymmetric barriers,
accidental degeneracies or the broadened lifetime width of the quantum dots, as well as
charging effects in the non-linear regime. Also, the oscillation brought with the AC heating
and AC measurements can increase thermal broadening in the cavity, and therefore cause
inaccuracies in the measurements. Overall, this proof-of-principle experiment demonstrates
the basic soundness of the theory of mesoscopic energy harvesting with energy-filtering
techniques at the quantum level, realising a heat engine.
There are three ways to improve such a device. First, we can improve the power and
efficiency by optimising the resonance width Γl as well as the symmetry of the quantum
dots. Second, DC heating and measurement techniques can be used to avoid unnecessary
oscillations of voltages and temperatures in the device. Finally, the performance of the energy
harvester may be enhanced by scaling it up in size with resonant-tunnelling quantum wells,
which may increase the maximum power up to fractions of W/cm2 at 300 K [2], or by using
smaller dots or molecules, whose large level spacing allows the system to operate at higher
temperatures [1, 142, 143].
Chapter 4
A Quantum-dot thermometer
In the previous chapter, we discussed the experimental realisation of a Quantum Dot Energy
Harvester (QDEH), including device designs, fabrication, measurements and analyis. Another
important task is to extract electron temperatures of different regions of such a QDEH device.
Accurate electron thermometry is needed in many aspects of low-dimensional semiconductor
physics, particularly given the increasing important of hot-electron effects as mesoscopic
device dimensions are reduced and electron mobility increases. Surplus heat energy in a
2DEG is rapidly shared among the carriers through electron-electron interactions, and an
effective electron temperature Te is established which may be considerably higher than the
crystal lattice temperature Tl, to which both external thermometry and refrigeration are
coupled. A measurement of the electron temperature is therefore needed to determine how an
electron gas thermalises with its surroundings. Measurements of the thermoelectric response
and thermal conductivity of mesoscopic devices are also interesting in their own right, as
they provide fundamental information about electronic properties which is not available from
electrical transport measurements alone [116].
This chapter will discuss how to extract the electron temperatures through three ap-
proaches. The first approach is to extract the electron temperature via fitting the Coulomb
peaks through a quantum dots with theoretical models [67, 70]. The second is to moni-
tor the charge occupation of a weakly tunnel-coupled ‘thermometer’ quantum dot using a
quantum-point-contact detector gate [144]. The final one is to fit the thermal power peaks
with theoretical models [116].
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4.1 Coulomb Peaks
4.1.1 Theory
As discussed in Section 2.2.2 at Chapter 2, if the source-drain bias is very small, the difference
between the Fermi functions in the equation 2.21 can be expanded to lowest order in a Taylor
series about the Fermi level at equilibrium µ . Putting µD = µ + eVSD/2 and µS = µ – eVSD/2,
we obtain the conductance of the quantum dot:
G =
I
VSD
=
2e2
h
∫ ∞
US
(–
∂ f (E,µ)
∂E
)T(E)dE.
If the two barriers are sufficiently opaque, the thermal spread of Fermi occupation function of
the leads is much larger than the width of the transmission resonance of the dot (Γ≪ kBTe),
and the conductance through the quantum dot becomes [58]
G = Gmax · cosh–2(µdot –µ2kBTe
), (4.1)
where µdot is the chemical potential of the quantum dot, and µ is the chemical potential, that
can be extracted from the plunger-gate voltage via its lever arm. The Lorentzian line shape of
conductance provides a new way to look at the temperature dependence of G. The Full-Width
at Half-Maximum of the resonance, FWHM = 2ln(3 + 2
√
2)kBT (calculated from applying
G = Gmax/2 into Equ. 4.1), can be used to detect change the electronic temperature. This
is because the conductance at the minima results from the exponential tails of ∂ f /∂E, and
hence appears activated, lnG ∝ T–1, over some range [58]. The amplitude of the resonance
can also be used as an electronic temperature detector. In the Coulomb-blockade regime,
where kBT≪ ∆E < e2/C, the peak height Gmax is given by [67],
Gmax =
e2
4kT
ΓlΓr
Γl +Γr
, if h¯Γ≪ kT≪ ∆E, (4.2)
where Γl and Γr are tunnelling rates of the left and the right barriers respectively. The peak
heights increase monotonically as kBT/∆E→ 0, as long as kBT is greater than the resonance
width h¯Γ = h¯(Γl +Γr) [67]. Thus, both the height and the width of a Coulomb oscillation of a
sufficiently isolated quantum dot can therefore be used to detect changes in temperature —
the width being directly, and the height inversely, proportional to temperature.
Foxman et al. measured and studied the conductance of a quantum dot with a very small
bias [145], as shown in Figure 4.1. It can be considered as a one-dimensional resonant-
tunnelling system with many resonant levels whose energy can be moved through the Fermi
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level by the gate voltage Vg. (In fact the energy levels are dominated by the electrostatic
energy required to add extra electrons to the dot, a regime called the Coulomb blockade, as
discussed in Section 2.2.1.) For a low Vg conductance peak, the coupling to the island is
still relatively small and hence so too is its intrinsic width. This peak is fit well with the line
shape of a purely thermally broadened resonance [58] in the limit that the resonance width is
much less than kBT ,
G =
e2
h
1
4kBTC
Acosh–2
(
eαVg –Eres
2kBTC
)
, (4.3)
where Eres is the energy of the transmission resonance and A is the temperature-independent
energy-integrated strength of the resonance, decided by the tunnel rates of both barriers. The
Fig. 4.1 (a) The low-bias conductance of the island vs Vg at B = 2.53T . (b) A low Vg
conductance peak from (a) shown fit to a thermally broadened resonance (solid line) in the
limit that the intrinsic resonance width is much less than kBT . (c) A conductance peak at
higher Vg shown fit to a thermally broadened Lorentzian (solid line). The dashed line is the
best fit using the same line shape as in (b). This figure is adapted from Ref [145].
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factor α , in Eq.(4.3), is the lever arm of the quantum dot. It relates a change in Vg to a shift in
the energy of the island; α = U/e∆Vg where ∆Vg is the spacing between peaks. An example
is provided by the peak around Vg = 282.7mV, which can be fitted by a Lorentzian function.
The peaks at lower voltage are in the opposite limit where the width of the Fermi function is
larger and the shape of G(Vg) is due to ∂ f /∂E as shown in Fig. 4.1(b).
For a peak at higher Vg, at which the island is more strongly coupled to its leads. A
striking feature of this peak is that its tails do not fall off exponentially. The line shape
cannot be fitted by the expression in Eq.(4.3), when the intrinsic line shape of the resonance
is influencing the conductance peak profile. Then, the peak can be fitted to a thermally
broadened Lorentzian parametrized by a full-width at half-maximum Γ,
G =
e2
h
1
4kBTC
B
∫ +∞
–∞
cosh–2
(
E
2kBTC
)
× (Γ/2)π
(Γ/2)2 + [(eαVg –Eres) –E]2
dE, (4.4)
which describes resonant tunnelling in non-interacting systems. In actual measurements,
conductance peaks often exhibit asymmetries and other features which underscore the
limitations of broadly applying the Lorentzian line shape. Nevertheless, reasonable fits
can be made with this line shape for many of the peaks observed [145]. An example is
provided by the peak around Vg = 291.6mV in Fig. 4.1(b), where the shape of T(E) affects
the conductance only through the area of the peak, as discussed shortly for strong bias.
4.1.2 Measurements and analysis - I
Figure 4.2 shows the circuit used for this thermometry method. Two 1 MΩ resistors are set
on either side of the heating channel. The DC voltages from the NiQaq-9178 are applied
to the left resistor, providing constant currents in the channel going to the ground after the
right resistor. An AC voltage of 0.1V from the lock-in Amplifier of SR7265, goes through
a transformer first and then a 1/10000 potential divider, to provide an excitation voltage
of 10 µV across the device. The small bias voltage drives an electron current through the
quantum dots, and it will be converted into voltages afterwards through the current-to-voltage
pre-amplifier. The converted voltages will eventually be sent back to the lock-in amplifier,
where the signals will be collected via computer. A DC voltage from -0.1 V to 0.22 V is
applied to the heating channel, to provide different temperature profiles in the cavity, and the
conductance through the left dot is measured by the lock-in amplifier while its resonance is
changed by sweeping the plunger-gate voltage. The right dot barriers are not tuned to form a
quantum dot, but a 1D channel to have a relatively closed cavity to resemble the temperature
profile of the device during thermal power measurements.
4.1 Coulomb Peaks 75
Figure 4.3 shows the measurements using the above circuit. Figure 4.3 (a) shows the
gray scale of differential conductance while DC currents from –50nA to 50nA are applied in
the heating channel. One can see that both the height and the width of conductance peaks
increase with rising heating currents, as shown in the highlighted area in the green dashed box.
Interestingly, the differential conductance has formed several diamond-like shapes in which
the conductance is near zero, and therefore the electronic transport has been suppressed, like
the Coulomb diamonds discussed in Section 2.2.3. However, these thermal diamonds are
not complete, because the resonance voltages change with the DC currents applied in the
heating channel, especially when the currents switch from negative to positive values. Here
the likely origin of the jumps in the peak positions are because of a bias voltage accidentally
generated during measurements, which will be discussed in detail later in this section. These
features can be seen more clearly in Fig. 4.3(b), where conductance is plotted as a line graph
with offset of 5×10–8 S. A group of Coulomb peaks, as shown in Fig. 4.3, is chosen to fit
equations for conductance peaks as discussed in the previous section, to extract the electron
temperatures. The line graph of these chosen Coulomb peaks can be found in Fig. 4.3(d),
where the peak changes are more visible.
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Fig. 4.2 False-colour SEM image of the device with the electrical circuit used for the
temperature measurement I.
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Fig. 4.3 Measurement results: (a) grey scale of the differential conductance, G = dI/dV . (b)
the line graph of this conductance with 5× 10–8 S offset. (c) is the selected differential
conductance for temperature analysis. (d) is the corresponding line graph.
The data in Fig. 4.3 (c) is first fitted to the thermally broadened Lorentzian shape in
Eq. (4.3), namely,
G =
e2
h
1
4kBT
Acosh–2(
E –Eres
2kBT
).
Here, E = eαVG and E = eαVres are the energy of the dot level and the energy of resonance
respectively, where Vres is the voltage of the plunger gate when the conductance reaches
the highest point, with α = 0.015 being the lever arm of the plunger gate ascertained via
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Fig. 4.4 (a) A representative Coulomb-resonance peak, measured at a base fridge temperature
120mK and with a DC heating bias of 28 mV applied to the heating channel. The circles are
the experimental data points and the orange lines is a theoretical fitting using Eq. (4.3). (b)
the temperatures extracted from different DC heating voltages, using Eq. (4.3); The orange
line shows the general relationship between the energy loss rate P = U2/R and temperature in
the 2DEG, which gives a lattice temperature of Tl = 160mK.
measurement of the Coulomb diamonds for the dot. A is the temperature-independent energy-
integrated strength of the resonance, which has been defined separately for each conductance
peak. Figure 4.4(a) shows a typical fitting example from Eq. (4.3). For DC voltages from
0.01V to 0.071V , Equation (4.3) gives a temperature range from 160mK to 1.05K, shown as
Fig. 4.4 (b).
The energy loss rate P from a 2DEG generally obeys P = I2R = U2/R = β (Tγ –TγL), where
T is electron temperature and TL is the lattice temperature [123]. This can be used to detect
the electron and phonon interaction regimes of such a device, and confirm the accuracy of the
extracted electrical temperature. In a macroscopic GaAs/AlxGa1–xAs heterojunction below
1K, the energy loss is dominated by the emission of acoustic phonons via the piezoelectric
interaction, leading to a γ = 5 dependence. For T ∼ 500mK, the heated electrons relax
to TL over a distance le-ph ∼ 200µm, and as T is lowered further le-ph can significantly
exceed the sample size [123]. In this regime, the energy loss is achieved via electron heat
transport along the channel to the contacts. The T profile can then be calculated, using the
Wiedemann-Franz law, and is found to give γ = 2 [123]. The general energy loss rate is
plotted as the orange line in Fig. 4.4(b). Our data shows the best fit to this general rule
with γ = 0.5 and β = 3.3×10–9WK–0.5, which, however, does not fit with the discussions
above. It is noted that, for an applied 100 mV DC voltage, namely, 50 nA in the heating
channel, Equation (4.3) suggests an electron temperature of 2.5 K. This is unrealistically high
for our measurements, especially given that the base temperature is stably at 50 mK. Also,
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these extracted temperatures result in a big difference between the experimental data and the
theoretical predictions.
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Fig. 4.5 (a) A representative Coulomb resonance peak, measured at a base fridge temperature
of Tl = 120mK and with a DC heating bias of 6 mV applied to the heating channel. The
circles are the experimental data points and the orange line is a theoretical fitting using
Eq. (4.4). (b) The temperatures extracted from different DC heating voltages, using Eq. (4.4);
The orange line shows the general relationship between the energy loss rate P = U2/R and
temperature in 2DEG, which give a lattice temperature of Tl = 120mK.
The same group of Coulomb peaks are then fitted with the thermally broadened Lorentzian
parametrised lineshape in Eq. (4.4), namely,
G =
e2
h
1
4kBT
A
∫ ∞
–∞
cosh–2(
E
2kBT
)× (Γ/2)π
(Γ/2)2 + [(eαVg –Eres) –E]2
dE.
Here Γ is the full-width at half-maximum at each Coulomb peak. For DC voltages from
0.01V to 0.071V , Equation. (4.4) gives a temperature range from 120mK to 1.06K, shown in
Fig. 4.5(b). Despite the fact that the electron temperatures from this estimation are lower
than those from using Eq. (4.3), they are still higher than the theoretical predictions. For
an applied 100 mV DC voltage, the extracted temperature of 2.0 K is also too high for our
measurements. Figure 4.5(b) shows the power-loss general rule P = I2R = U2/R = β (Tγ –TγL)
is best fitted with γ = 0.5, which is not close to the expected value of 5. Therefore, fitting the
conductance with the thermally broadened lineshapes (Eq. (4.3)) does not solve the problem.
Besides the unsuccessful fits with Lorentzian lineshapes above, another puzzling issue
is what is the thermal diamonds in Fig. 4.3(a). If we look only at the resistance of the
measurement circuit shown in Fig. 4.2, we can find that the 1 MΩ resistors beside the heating
channel in series with the resistance of about 20 kΩ of the 1D channel from right dot barriers
and the resistance of about 3 MΩ from the left quantum dots, as shown in Fig. 4.6. The
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Fig. 4.6 The resistance analysis of the electrical circuit used for Temperature measurement-I.
2DEG and the heating channel have resistances of about a few hundred Ω and have been
ignored here. It can be seen that the 1 MΩ before the heating channel and the 1D channel
resistance of right barrier gates together can form a potential divider of 1/50 across the
device. The DC voltages from the NiDaq are therefore divided by this accidentally formed
potential divider generating a bias voltage directly into the 2DEG across the left dot. When
the DC voltages from NiDaq increase, the bias window across the dot also increases, until
eventually two continuous energy levels of the quantum dot overlapped, giving the diamond
shapes detected in Fig. 4.3(a). However, it is different from the Coulomb diamonds discussed
in Section 2.2.3 in Chapter 2, because the increasing currents in the channel do not only
increase the bias voltage across the left dot, but also increase the temperature of the cavity.
Therefore, these diamonds we saw are the ‘Coulomb diamonds’ at various temperatures.
Because the bias voltages are directly applied to the 2DEG, the varying bias voltages will be
also changing the effective gate voltages relative to the 2DEG, and therefore changing the
lifetime of the left quantum dot. This is why the Eq. (4.3) and Eq. (4.4) failed to extract the
electron temperatures here accurately.
4.1.3 Measurements and analysis - II
Based on the discussion in the previous section, we designed a new measurement circuit
shown in Fig. 4.7. Two potential dividers of 10kΩ/100kΩ are set on either side of the
heating channel, followed by a 1 MΩ resistor, to provide constant currents in the channel.
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DC voltages of the same magnitude but opposite signs are applied simultaneously to either
side of the heating channel via a NiDAQ-9178, to avoid a bias voltage being generated across
the quantum dots. Two capacitors of 22 µF and 47 µF are set on either side of the cavity, to
block DC heating currents from leaking through the dots. The heating currents therefore
only go to the ground of the potential divider on the other side the heating channel. The
differential conductance, G = dI/dV , is measured through the left quantum dot while different
DC heating currents are applied in the channel, and the cavity is defined.
Figure 4.8 shows the measurements using the circuit in Fig. 4.7. Figure 4.8(a) shows the
gray scale of the differential conductance while DC currents from 0 nA to 100 nA are applied
in the heating channel. The thermal diamonds spotted in Fig. 4.3(a) did not appear, and thus
neither any bias voltage across the dot is produced, unlike before. The height and the width
of the conductance peaks increase with rising heating currents in Fig. 4.8 (b), though the
change is less obvious than that in Fig. 4.3 (b). The last group of Coulomb peaks, as shown
in Fig. 4.8 (c), are chosen to fit the theoretical models discussed in Section 4.1.1. Figure 4.3
(d) depicts the line graph of these chosen Coulomb peaks with an offset conductance of
3×10–7 S.
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Fig. 4.7 False-colour SEM image of the device with the electrical circuit used for the
temperature measurement II.
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Fig. 4.8 Measurement results: (a) grey scale of the differential conductance, G = dI/dV . (b)
Line graph of these conductance with 5×10–7 S offset. (c) is the selected differential conduc-
tance for temperature analysis. (d) is the corresponding line graph of the raw conductance
data.
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To extract the temperature of the cavity at each DC heating current, G is fitted to a
thermally broadened Lorentzian, parameterised in Equ.(4.4), namely,
G =
e2
h
1
4kBT
A
∫ ∞
–∞
cosh–2(
E
2kBT
)× (Γ/2)π
(Γ/2)2 + [(eαVg –Eres) –E]2
dE.
Here α = 0.025 the lever arm of the plunger gate, ascertained via measurement of the Coulomb
diamonds for each dot. For DC currents from 0 to 100nA, Equation (4.4) gives a temperature
range from 75mK to 150mK, as shown in Fig. 4.9(b). Our data shows the power dissipated
per electron[116] is best fitted with P = I2R/(neC) = β (T5C –T
5
0 ) with R = 500˙, C = 350µm
2
and β = 1.8× 10–15 WK–5, shown as the red line in Fig. 4.9(b). Here, I is the heating
current, R is the resistance of the heating channel and C is the area of the heating channel.
This T5 behaviour was attributed to the acoustic phonon scattering in the Bloch-Grüneisen
regime in the heating channel, with coupling via a screened piezoelectric potential [112].
The β = 1.8× 10–15 WK–5 is larger than the theoretical prediction of 9.6× 10–18 WK–5
(60eV/sK5) [116]. This can be because some heat is leaking through ohmic contacts at
each end of the heating channel. Also, we assume the central cavity and the reservoir of the
heating channel share the same temperature TC, and the left and the right reservoirs have the
same temperature with the base temperature, TL = TR = T0. The base temperature estimated
by this analysis is 75mK. The quantum dot was used as the thermometer in this experiment,
-0.135 -0.125 -0.115 -0.105
VLD (V)
0
0.2
0.4
0.6
G
 (
S)
(a)
0 25 50 75 100
Idc ( nA)
60
90
120
150
T f
it
(m
K)
Experimental data
TC =( I2R/( ne C)+T0 )1/ ,
= 5, =1.8e-15, T0 =75mK.
(b)
Fig. 4.9 (a) Conductance G plotted versus plunger voltage VLD. The plot is a representative
Coulomb resonance peak, measured at a lattice temperature of 75 mK and with a DC heating
current of 30 nA applied to the heating channel. The circles are the experimental data points
and the red and the black lines are the minimum 90 mK and maximum 110 mK theoretical
fits by using Eq. (4.4). (b) The blue dots are the estimated electrical temperatures TC using
Eq. (4.4), with the fitting method shown in (a), and the red line is the corresponding general
relationship between the energy loss rate and the temperature.
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because it has greater accuracy than the thermometer in the mixing chamber of this dilution
refrigerator, which gave a base temperature of 50mK.
Overall, the experimental data (in Fig. 4.8) with the circuit in Fig. 4.7 provide a realistic
electron temperature for such a QDEH device, and for the 60 nA, 80 nA and 100 nA applied in
the heating channel, we extract temperatures Te of 122 mK, 132 mK and 145 mK respectively.
4.1.4 The DC bias
Next we consider the case where the bias is so large that electrons from the right cannot
contribute. We measure energies with respect to the left-hand lead. The bias V pulls down
the resonant state by about V/2 if the structure is symmetric, so Epk(V) ≈ Epk(0) – eV/2.
Hence the resonance is pulled through the range of incident energies by the bias. At low
temperature, where the electrons are highly degenerate, the Fermi occupation functions
can be approximated by a step function. Equation 2.20, therefore, gives the currents as
I = 2e/h
∫ µL
µR T(E)dE. Usually the right-hand electrons all have energies below the resonance
and can be neglected. Very little current flows when the peak lies outside the range of
integration, Epk < UL or Epk > µL. Between these limits, the resonance lies well inside the
range of integration and the only significant contribution is around the peak. it is then a good
approximation to extend the integral over E from (UL,µL) to (–∞,+∞), and [69]
I ≈ 2e
h
∫ ∞
–∞
T(E)dE =
2e
h
Tpk
∫ ∞
–∞
[1 + (
E –Epk
Γ/2
)2]–1dE =
2e
h
π
2
ΓTpk. (4.5)
The current remains constant at this value while the peak remains well inside the range of
incoming energies, and it falls to zero over a width of about Γ as Epk passes outside this
range. It is important that the current depends on the integral of T(E), not just its peak, and is
therefore proportional to the width Γ. Although Tpk = 1 for a symmetric structure even if the
barriers are highly opaque, the width is extremely small in this case and only a small current
flows. If the barriers are very different, the approximate form gives Tpk ≈ 4T</T>, where
T> and T< are the greater and lesser of TL and TR [69]. Thus a device with opaque barriers
passes a small current, as seems physically reasonable, despite its high peak in transmission.
Expanding Γ and Tpk in equation 4.5 gives [69]
I = 2
eV
2a
TLTR
TL +TR
≈ evT<
a
, (4.6)
which confirms that current is limited by the more opaque barrier. Here, as before, a is
the width of the quantum well (dot), and v is the velocity of an electron in the resonance.
The bias voltage has at least three major effects on the electronic structure: it changes the
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Fermi level, shifts the energy of the resonant state, and alters the profiles and transmission
properties of the barriers. The first two are essential, but for simplicity the changes they cause
in TL and TR have been neglected although this approximation can rarely be fully justified in
real experiments.
In practice, for the case of the opaque barriers (Γ≪ kBT), the current through the dot
with a finite bias across it can be calculated easily [58], and Equation (4.6) becomes
I ∝ f (µdot,µS) – f (µdot,µD). (4.7)
As discussed above, the resulting line-shape is approximately a ‘top-hat’. The width of the
top-hat is proportional to the magnitude of the bias applied across the dot, and the height of
the top hat is determined by the transmission coefficients of the two barriers. The widths of
the two sloping sides are determined by the thermal broadening of the two leads, respectively.
Equation (4.7) can therefore be used to extract the temperature of the leads by measuring the
current through a quantum dot. Further, the temperatures of the two leads can be determined
independently by fitting two Fermi-Dirac functions to the two sides of the top-hat line-shape.
4.2 The quantum point contact
One of the most significant experimental advances in gated semiconductor quantum dot
measurements was the realisation of the ‘point-contact detector’ [146]. This tool allows
one to measure changes in the charge state of a dot without making any direct electrical
connection to it. The principle of the point-contact detector is to use the highly non-linear
differential conductance characteristics of a 1D wire (the point-contact) placed in close
proximity to the dot as a sensitive probe of the local electrostatic environment. A change of
the dot’s average charge by less than a single electron can alter the electrostatic potential of
the 1D channel significantly enough to produce a measurable change in its conductance.
4.2.1 Theory
Figure 4.10 is a schematic of the thermometry method. The thermometer consists of a
quantum dot tunnel coupled to the ‘domain’ whose temperature is to be determined. A one-
dimensional channel (a quantum point contact (qpc)) is defined adjacent to the quantum dot.
As the energy level of the thermometer dot is swept past the thermally broadened chemical
potential of the domain, the occupation probability of this level in the dot changes. If the
lifetime broadening of the resonant state in the dot Γ is less than kBT then the response of
the qpc current is proportional to this (charge) occupation probability, which in turn is given
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Fig. 4.10 (a) Schematic of the thermometry set-up. (i) The quantum point contact monitors
the charge occupation of the thermometer dot. (ii) The dot is tuned so that it is opaque to
the 2DEG on the left and partially transparent to the 2DEG on the right (the ‘domain’). (iii)
The width of the resulting Fermi-Dirac distribution gives the temperature of the electron gas.
(b) Calculated current through the qpc as a function of the voltage on the plunger gate for
different electron temperatures. The constants used in the calculations were extracted from
experimental data: bias across the qpc leads Vb = 100µV , lever arm of the plunger gate on
the dot potential α = 0.085, lever arm of the dot on the qpc potential β = 0.0063, lever arm of
the plunger gate on the qpc potential γ = 0.0052, charging energy of the dot e2/CΣ = 51.9mV,
the extent of confinement of the qpc potential in the longitudinal direction h¯ωx = 2.5meV,
and reference energy of the qpc potential Eqpc0 = –2.8meV. Panel (c) shows the gates used in
a similar device for the same measurements, with the blue regions depicting the un-depleted
2DEG. Both the conductance of the dot (GDOT = dIDOT /dVSD) and the current through the
adjacent point-contact (IQPC) are plotted in (d). On the right side of the plot, the steps in
IQPC coincide with the Coulomb-blockade peaks of the dot. They are interpreted as being
caused by the change in charge state of the dot.
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by the energy distribution in the electron gas. Since the electrons in the two-dimensional
electron gas have a constant density of states, their energy spectrum is entirely described by
the Fermi-Dirac distribution (f (E) = 1/(1 + e(E–µ)/kBT )), where µ is the chemical potential
of the gas, T is temperature, and kB is the Boltzmann constant. A scaled Fermi-Dirac
distribution can thus be fitted to the measured detector current, and the electron temperature
can then be extracted from the fit.
The thermometer dot is operated in the Coulomb-blockade regime, which means that
both the charging energy of the electron and the electronic level spacing are much greater
than the thermal energy of the electrons, kBTe. As a result, electron tunnelling only takes
place between the dot and a single energy level [147]. In our experiments, We further require
the intrinsic lifetime broadening h¯Γ to be much smaller than kBTe, so that we can neglect
intrinsic broadening effects. The dot is also set up so that the tunnel barrier to the domain is
much more transparent than that to the qpc leads. The mean occupation of the dot is then
given by < ndot >= f (E
QD
0 – eαVG), where E
QD
0 is a reference energy for the level, VG is the
voltage on the plunger gate and α the lever arm of the plunger gate on the dot.
The current through the qpc can be expressed using the Landauer-Büttiker formalism[148]:
Iqpc =
2e
h
∫ ∞
–∞
dET (E,Eqpc)[f (E – eVb,TL) – f (E,TL)]. (4.8)
Here TL is the temperature of the qpc leads (in general Te ̸= TL), Vb is the bias applied across
the leads, and T (E,Eqpc) is the energy-dependent transmission coefficient of the qpc. For
a single ballistic channel in a one-dimensional channel described by a saddle-point poten-
tial [149], T (E,Eqpc) = [1 + exp(–2π(E –Eqpc)/¯hωx)]–1, where h¯ωx is a characteristic energy
of the confinement and Eqpc denotes the bottom of the potential for the one-dimensional
electron channel defined by qpc.
Upon changing the plunger-gate voltage VG, the potential landscape at the qpc changes
due to the capacitive couplings QPC-QD and QPC-gate. As these couplings are small, they
are regarded as perturbations and their effect is modelled by a shift of the potential Eqpc with
respect to a reference value Eqpc0 . Then E
qpc can be written as
Eqpc = β
e2 < ndot >
CΣ
– eγVG –E
qpc
0 . (4.9)
Here β is the lever arm of the dot on the qpc, and γ is that of the plunger gate on the qpc. In
general, it is expected that γ ≪ β [147].
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In the limit eVb,kBTL ≪ h¯ωx, T is approximately constant in the range where the
electron distributions of the leads vary. The expression for current can then be simplified as:
Iqpc =
2e2
h
T (0,Eqpc)Vb. (4.10)
Although TL no longer appears in this expression, Te determines the dot occupation < ndot >,
which affects Eqpc, and hence the transmission coefficient T . To first order, T is linear
in VG about T ≈ 0.5, and the above equation can be reduced to the following simple form
[144]:
Iqpc(VG) =
n
1 + exp(eα(VG –µC)/kBTe)
+ lVG +C, (4.11)
(where n is a normalisation constant, l models the capacitive effect of the plunger-gate voltage
on the qpc potential, µC is the offset in gate voltage of the centre of the resonance, and C
is the current at the operating point of the qpc). Figure 4.10(b) shows the qpc current as a
function of VG calculated using the above equation, for different values of Te. To reduce the
effects of noise, several scans are averaged, and a Fermi-Dirac function fitted to the resulting
curve to extract the electron temperature.
Figure 4.10(c) shows a device used for such a thermometry measurement by Prance et
al. [138]. Three gates were tuned to define a quantum dot. The adjacent point contact was
set to a region of highly non-linear differential conductance, and therefore high detector
sensitivity, with the detector (qpc) gate. A point-contact conductance of approximately 5µS
was found to give the best detector sensitivity. Figure 4.10 (d) shows the conductance of
the dot and the detector current as a function of the voltage (VL–PL) on the plunger gate of
the dot. As expected, the detector current shows clear upward steps each time the charge
occupancy of the dot decreases by one electron. The steps persist long after transport through
the dot is visible, providing information about the dot when it is very weakly coupled to
its reservoirs. On the far left side of the plot the tunnel rates of the dot barriers are lower
than the measurement bandwidth of IQPC. The qpc signal therefore no longer reflects the
average charge occupancy of the dot, but shows sharp steps that correspond to single-electron
tunnelling events [138].
4.2.2 Measurement and analysis
Figure 4.11 shows an SEM image of the measured device, along with the electrical circuit
used in the experiments. The surface gates define a ‘thermometer’ quantum dot with an
associated quantum point contact (qpc) gate, and a square domain whose temperature is
measured using the thermometer dot. The quantum dot, with a radius of 310 nm, was set
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up using three gates (coloured red). The chemical potential of the dot was controlled by
applying a voltage to the plunger gate (in blue). A detector gate (the qpc gate in green),
250 nm apart from the quantum dot, was used to define a narrow 1D channel adjacent to the
thermometer dot. An excitation voltage of 0.1 V, from an SR7265 lock-in amplifier, is applied
to the transformer and then to a potential divider of 1/10000, to drive a current through
this narrow channel. The current signal, after the qpc channel, was converted into voltage
via a current-to-voltage amplifier, which was then read by the SR7265 lock-in amplifier.
Measurements were performed in 3He/4He dilution refrigerator at a base (lattice) temperature
of 50 mK. The characterised thermometer can now be used to measure the temperature of the
domain. The measurements consist of measuring the current in the qpc at the operating point
as the voltage on the plunger gate is changed. The temperature can be extracted by fitting
Equation (4.11) to the data. Unfortunately, we did not see the charge fluctuations like those
shown in Fig. 4.10(d).
The design of the qpc gate provides an insight into the failure of the thermometer quantum
dot in our measurements. In Mavalankar’s work [144], the qpc gate was designed to be
210 nm apart from the thermometer quantum dot, 40 nm less than that in our designs. This
means that a larger voltage is required on the qpc gate to pinch off the channel. The qpc gate
in our device also is designed to have a narrow width of 50 nm. This increases its vulnerability
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Fig. 4.11 The electrical circuit used for the qpc current measurements.
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to be blown off during fabrication or when loading the device into the refrigerator. This may
make it impossible for it to form a 1D channel near the quantum dot.
4.3 Seebeck coefficient
4.3.1 Theory
In Section 2.6.3 in Chapter 2, we have discussed that when both charge and heat are ex-
clusively carried by electrons, the Seebeck coefficient (also known as thermopower), the
conductance and the electrical temperatures will together follow the Mott relation. Apple-
yard et al. first used this relation as a thermometer in 1998. They measured the temperature
of a 2DEG in GaAs from the thermopower of a one-dimensional ballistic constriction,
through the device shown in Fig. 4.12 (a), and confirmed the calibration form the electrical
(a) (b)
Fig. 4.12 (a) Schematic of the device and measurement circuit. The etched mesa, shown in
grey, consists of heating channel and two voltage probes, where the two 1D constrictions
are defined. The four-terminal resistance R is measured simultaneously with the Seebeck
coefficient S, but at a different frequency. Magnified view: the two pairs of split gates
defining the constrictions A and B are shown in solid black. (b) Experimental traces of the
conductance G (derived from R) and the Seebeck coefficient voltage –∆V from constriction A,
using a heating current IH = 1.5µA at a lattice temperature Tl = 305mK, so that Te ≈ 600mK.
The dashed line shows the predicted Seebeck coefficient signal –∆V(Vg)∼ d(lnG)/dVg from
the Mott relation of Eq. 4.12. This figure is adapted from Ref. [116].
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conductance using the Mott relation of Equation (2.73), written as
∆V |I=0 = –
π2k2B
3e
(T2e –T
2
l )
∂ lnG
∂µ
. (4.12)
Figure 4.12(b) presents their experimental results with the comparison to Equation (4.12).
4.3.2 Measurement and analysis
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Fig. 4.13 (a) The purple line shows the thermopower measured between A and B in the
measurement set-up shown in Fig.3.14(c), while Vac = 20mV is applied in a heating chan-
nel. The three overlapped lines of yellow, red and blue colours are the theoretical fitting
from Eq. (4.13). (b) The temperatures extracted from different AC heating voltages, using
Eq. (4.13); The orange line shows the general relationship between the energy loss rate and
temperature in 2DEG, which give a lattice temperature of Tl = 160mK.
We have applied such a method to our data, namely, fitting our thermopower data with
the Mott relation,
S =
∆V
Te –Tl
|I=0 = –
π2k2B
3e
(Te +Tl)
∂ lnG
∂µ
. (4.13)
As shown in Fig.4.13 (a), for Vac = 20mV to Vac = 70mV, the above equation (or
Eq. (2.73)) gives a temperature range from 180mK to 305mK with a lattice temperature
of Tl = 160mK, as shown in Fig. 4.13(b). The model gives an approach to measuring the
electrical temperature in a 2DEG. The advantage of such a model is that we can extract
the temperatures directly from the thermopower data, which is the main focus of this work.
However, as shown in Fig. 4.13(a), the thermopower data are very noisy, because the device
is heated with currents. It is difficult to have a very good fit unlike the curves in Fig. 4.12.
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4.4 Conclusion
In summary, in this chapter, we have introduced the three methods we took to extract the
electrical temperatures of our QDEH device.
Firstly, we extracted the electrical temperatures through fitting the differential conduc-
tance peaks with theoretical models. Transport through a quantum dot can also be measured
using a dc set-up, in which the current is measured. The advantage of this method is that the
quantum dot can directly serve as a thermometer. However, the excitation voltage, applied
to drive currents through the quantum dots, will unavoidably heat the device. In addition,
extracting the electron temperature from the transport measurements necessitates tuning the
dot so that the tunnelling rates to the source and drain reservoirs are equal. If the barriers are
unequal, the lifetime broadening of single-particle states in the dot will be determined by the
more opaque transparent barrier. This limits the resolution of this thermometry method to
the lifetime broadening of the dot states.
Then we introduced the quantum-point-contact thermometry, which extracts electrical
temperatures via monitoring the changes in the charge state of a dot without having any direct
electrical connection to the dot. It is easier to set up this measurement, because the absence
of measurable transport through the thermometer dot necessitates high tunnel barriers to the
source and drain reservoirs, which also reduces the probability of co-tunnelling. This means
that the qpc thermometer is sufficiently isolated from the domain that the same tuning can
be used for the entire operating range, whereas a conductive quantum dot might have to be
retuned at higher operating temperatures. Also, the signal through a qpc is usually several
times greater than the current through a quantum dot, which means that the qpc thermometer
is much more sensitive than the quantum-dot thermometer for a similar experimental set up.
However, the unsuccessful attempt in our measurements suggests that we need to improve
the design and fabrication of our qpc detector gates.
The Mott relation is used as the third thermometry method in our work. It extracts the
temperatures directly from the thermopower voltage, increasing the accuracy by using the
same sets of measurement circuits and data. The challenge for this method is that the thermal
power data are very noisy, and therefore the fits between experimental data and the theoretical
model are not ideal.

Chapter 5
A double-quantum-well energy
harvester
In the previous chapters, we have discussed the experimental realisation of a resonant-
tunnelling quantum-dot energy harvester, its thermometry studies and the background knowl-
edge. Such a device yields an output power of 0.1 fW for a temperature difference of 67 mK
between the hot and the cold reservoirs while at the same time it reaches an efficiency at
maximum power with a lower bound around 10 % of the Carnot efficiency at maximum
power. In the proposal of Jordan et al. [1], it has also been suggested to scale such a
quantum-dot energy harvester device to macroscopic dimensions by parallelism based on
the use of self-assembled quantum dots. Similar setups have also been investigated both
theoretically [47, 48] and experimentally [49] in their dual role as refrigerators. They are
however limited to low power.
In 2013, Sothmann et al. [2] proposed a three-terminal energy harvester based on resonant
quantum wells. There are a number of advantages that this quantum-well structure has over
a quantum-dot setup. Firstly, quantum wells should be able to deliver larger currents and,
therefore, larger output powers because of the transverse degrees of freedom. The available
phase space for electrons that can traverse the well is large. Secondly, a quantum-well
structure might be easier to fabricate than a system of self-assembled quantum dots that
should all have similar properties in order to yield a decent device performance, although
there is good tolerance to fluctuations in dot properties. Finally, due to the large level spacing
of narrow quantum wells, they are ideally suited for temperature applications. Apart from
these advantages, the less optimal energy-filtering properties of quantum wells compared
to quantum dots can reduce the efficiency of heat-to-current conversion, as quantum wells
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transmit any electron with an energy larger than the level position whereas quantum dots
transmit only electrons with an energy exactly equal to the level energy [2].
In this chapter, we will present the theoretical proposal of such a double-quantum-well
energy harvester and our attempt at experimental demonstration. It includes the designs, the
fabrication and the measurements. We will also analyse the causes for its failure and list
possible improvements.
5.1 Theoretical proposal
5.1.1 Model
The quantum wells are assumed to be non-interacting such that the charging effects can be
neglected in a simplified model. The effects of interaction will be revisited in the discussions
of the non-linear regime.
The electronic reservoirs, r = L,R, are characterised by a Fermi function fr(E) = {exp[(E –
µr)/(kBTc)] + 1}–1 with temperature Tc and chemical potential µr. The cavity is assumed
to be in thermal equilibrium with a heat bath of temperature Th. In reality, the heat bath
can be any source from which we want to harvest energy. Strong electron-phonon and
electron-electron interactions within the cavity relax the energy of the electrons entering
and leaving the cavity towards the Fermi distribution fc(E) = {exp[(E – µc)/(kBTh)] + 1}–1
characterised by the cavity temperature Th and the cavity chemical potential µc.
Fig. 5.1 Schematic representation of the quantum-well-based energy harvester. A central
cavity (red) kept at temperature Th by a hot thermal reservoir (not shown) is connected via
quantum wells to two electron reservoirs at temperature blue Tc (blue). Chemical potentials
are measured relative to the equilibrium chemical potential [2].
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The cavity potential µc, as well as its temperature Th (or, equivalently, the heat current
J injected from the heat bath into the cavity to keep it at a given temperature Th), have to
be determined from the conservation of charge and energy, IL + IR = 0 and JEL + J
E
R + J = 0.
Here, Ir denotes the current flowing from reservoirs r into the cavity. Similarly, JEr denotes
the energy current flowing from reservoir r into the cavity. The charge and energy currents
can be evaluated within a scattering-matrix approach as [2]
Ir =
eυ2A
2π h¯
∫
dE⊥dEzTr(Ez)[fr(Ez +E⊥) – fc(Ez +E⊥)] (5.1)
and
JEr =
υ2A
2π h¯
∫
dE⊥dEz(Ez +E⊥)Tr(Ez)[fr(Ez +E⊥) – fc(Ez +E⊥)]. (5.2)
Here, υ2 = m∗/(π h¯2) is the density of states of the two-dimensional electron gas inside the
quantum well with the effective electron mass m∗. A denotes the surface area of the well. Ez
and E⊥ are the energies associated with motion in the well’s plane and perpendicular to it,
respectively. The transmission of quantum well r is given by [137]
Tr(E) =
Γr1(E)Γr2(E)
(E –Enr)2 + [Γr1(E) +Γr2(E)]2/4
. (5.3)
Here, Γr1(E) and Γr2(E) denote the (energy-dependent) coupling strength of the quantum
well to the electronic reservoir r and the cavity, respectively. The energies of the resonant
levels (more precisely the subband thresholds) within the quantum well are given by Enr.
For a parallel geometry with well width L, the resonant levels are simply given by the
discrete eigenenergies of a particle in a box, Enr = (π h¯n)2/(2m∗L2). In the following, it
has always been restricted to the situation of weak coupling, Γr1(E),Γr2(E)≪ kBTc,kBTh,
whose energy dependence can be neglected. Furthermore, it is assumed that the level spacing
inside the quantum wells is large such that only the lowest energy state is relevant for
transport. In the case, the transmission function reduces to a single delta peak, Tr(E) =
2πΓr1(E)Γr2(E)/(Γr1(E) +Γr2(E))δ (Ez –E1r).
5.1.2 Results
In the following discussions, both quantum wells are assumed to be intrinsically symmetric,
i.e. ΓL1 = ΓL2 ≡ (1 +a)Γ, ΓR1 = ΓR2 ≡ (1 –a)Γ. Here, Γ denotes the total coupling strength
where as –1≤ a≤ 1 characterises the asymmetry between the coupling of the left and the
right wells. To simplify notation, the temperature is introduced as the average temperature
T = (Th+Tc)/2 and the temperature difference ∆T = Th –Tc. To linear order in the temperature
96 A double-quantum-well energy harvester
difference ∆T and the bias voltage eV = µR –µL applied between the two electronic reservoirs,
Sothmann et al. extract the charge current through the system, the maximal output power
and the efficiency at maximum power as below [2]:
IL = –IR =
eυ2AΓ
2¯h
g1(
EL
kBT
,
ER
kBT
)[–eV – kB∆Tg2(
EL
kBT
,
ER
kBT
)], (5.4)
Pmax =
υ2AΓ
2¯h
(
kB∆T
2
)2g1(
EL
kBT
,
ER
kBT
)g22(
EL
kBT
,
ER
kBT
), (5.5)
ηmaxP =
ηC
4
g1(
EL
kBT
, ERkBT )g
2
2(
EL
kBT
, ERkBT )
g3(
EL
kBT
, ERkBT )
, (5.6)
with the auxiliary functions of
g1(x,y) =
1 –a2
2 + (1 –a)ex + (1 +a)ey
(5.7)
g2(x,y) = x– y+ (1 + e
x) log(1 + e–x) – (1 + ey) log(1 + e–y). (5.8)
and
g3(x,y) =
2π2
3
–
1
2
(x– y)g1(x,y)[x– y– 2g2(x,y)] – 2(1 +a)2(
1
1 + e–x
)
– 2(1 –a)Li2(
1
1 + e–y
) – 2(1 +a) log(1 + ex) log(1 + e–x)
– 2(1 –a) log(1 + ey) log(1 + e–y) –g1(x+ y)(1 + e
x)(1 + ey) log(1 + e–x)
× log(1 + e–y) –g1(x,y) log2(1 + e–x)[ex sinhx+
1 +a
1 –a
ex(1 + ey)]
–g1(x,y) log
2(1 + e–y)[ey sinhy+
1 –a
1 +a
ey(1 + ex)],
(5.9)
with the dilogarithm Li2(z) = Σ∞k=1
zk
k2
. At V = 0, a finite current driven by ∆T ̸= 0 flows in a
direction that depends on the position of the resonant levels. If, e.g., ER > EL, electrons will
be transferred from the left to the right lead [2].
Figure 5.2 depicts the output power and the efficiency from this model [2]. Figure 5.2(a)
shows the output power as a function of the level positions EL and ER. It is symmetric
with respect to exchange of EL and ER. The maximal output power of approximately
Pmax ≈ υ2AΓ2h¯ (kB∆T2 )2 arises when one of the two levels is deep below the equilibrium
chemical potential, –EL/R≫ kBT while the other level is located at about ER/L ≈ 1.5kBT .
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Similarly to the power, the efficiency is also symmetric under an exchange of the level
positions, as shown in Fig. 5.2 (b). It takes its maximal value of η ≈ 0.1ηC in the region
EL,ER > 0 where the output power is strongly suppressed. For these parameters, energy
filtering is efficient but the number of electrons that can pass through the filter is exponentially
suppressed. For level positions that maximise the output power, the efficiency is slightly
reduced to ηmaxP ≈ 0.07ηC. The efficiency at maximum power of the quantum-well heat
engine is about a factor of three less than the efficiency at maximum power of a quantum-dot
heat engine with level width of the order of kBT [1, 11]. The latter configuration has been
shown to yield the maximal output power [1]. For the situation depicted in Figure 5.1, the
right quantum well acts as an efficient energy filter because the number of electrons larger
than ER is exponentially small. The energy filtering at the left quantum well relies on a
different mechanism. In order for an electron of energy E to enter the cavity, it needs fL(E) > 0
so that the reservoir state is occupied. At the same time, it also requires fL(E) < 1 such that a
free state is available in the cavity. These conditions define an energy window of the order
Fig. 5.2 (a) Maximum power in units of υ2AΓ2h¯ (
kB∆T
2 )
2 within linear response as a function of
the level positions inside the two quantum wells for a symmetric setup a = 0. (b) Efficiency
at maximum power in units of the Carnot efficiency ηC within linear response as a function
of the two level positions for a symmetric configuration. Panels (c) and (d) show the same as
(a) and (b) but for a system with asymmetry a = 0.5. This figure was adapted from Ref. [2].
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kBT which explains why the quantum-well heat engine has an efficiency comparable to that
of a quantum-dot heat engine with level width kBT [2].
The proposal [2] has also considered an asymmetric system, a ̸= 0, where both the power
and the efficiency are no longer invariant under an exchange of the two level positions. It
is found that power and efficiency are strongly reduced for EL < 0 and ER > 0 if a > 0 (for
a < 0, the roles of EL and ER are interchanged). In contrast, for EL > 0 and ER < 0, power
and efficiency are even slightly enhanced compared to the symmetric system. Figure 5.3
depicts the power as a function of the asymmetry a and the level position EL. The maximal
power occurs for a≈ 0.46 and EL ≈ 2kBT with –ER≫ kBT . The resulting power is about
20% larger than for the symmetric setup. At the same time, the efficiency at maximum power
is also increased compared to the symmetric systems to η ≈ 0.12ηC (nearly doubled). The
maximal efficiency that can be obtained for the asymmetric system is given by η ≈ 0.3ηC.
However, as for the symmetric setup, this occurs in a regime where the output power is highly
suppressed [2].
For realistic device parameters, using m∗ = 0.067me, T = 300K, Γ = kBT and a = 0.5, this
model predicts Pmax = 0.18Wcm–2 for a temperature difference ∆T = 1K [2]. Hence, the
quantum-well heat engine is nearly twice as powerful as a heat engine based on resonant-
tunnelling quantum dots [1]. It is noted that materials with higher effective mass yield
correspondingly larger output powers. In addition, the quantum-well heat engine offers the
advantages of being potentially easier to fabricate. As typical level splittings in quantum
wells are in the range of 200-500 meV, narrow quantum wells might also be promising
candidates for room-temperature applications though leakage phonon heat currents become
Fig. 5.3 Left panel: maximum power in units of υ2AΓ2h¯ (
kB∆T
2 )
2 within linear response as a
function of the level positions and the asymmetry of couplings. Right panel: efficiency at
maximum power in units of the Carnot efficiency ηC within linear response as a function of
one level position and the asymmetry of couplings. For both plots, ER = –10kBT . This figure
was adapted from Ref. [2].
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of relevance then [2]. Finally, Figure 5.3 shows a good robustness with respect to fluctuations
in the device properties [2], compared to to the quantum-dot based similar setup in Ref. [1].
5.2 Device design
Figure 5.4 shows the design used for the Double-Well Energy Harvester (DWEH). It consists
of four pairs of split gates (SG), four middle gates (MG), two area gates and one bar gate
(BG), which has been fabricated using E-beam lithography. Their functions will be discussed
in detail in following sub-sections. There is also the mesa marked by the orange solid lines,
four ohmic contacts false-coloured in orange that are connecting the surface with the double
2DEGs below, and gates featured in grey solid lines. Their fabrication will be discussed in
detail in the next section.
5.2.1 The split and middle gates
To make measurements of tunnelling between the parallel 2DEGs, it is essential to make
independent contacts to the two 2D layers simultaneously. Smoliner et al. used a com-
bination of shallow ohmic contacts and etching to make the first direct measurements of
2D-2D tunnelling [150, 151]. Later Eisenstein et al. developed the technique of selective
depletion [152] by Schottky gates evaporated on the front and back surface of a chip to form
independent contacts in higher quality DQW samples. Split-gate devices with an additional
middle gate were fabricated on GaAs/AlGaAs DQW heterostructure [153–155]. Crucially,
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Fig. 5.4 The design used for the Double-Well Energy Harvester (DWEH). The gates are false
coloured in yellow, and the ohmic contacts in orange. The orange solid lines depict the mesa,
and the gray solid lines depict the gate from optical lithography, which will be discussed in
detail in the fabrication section (Sec. 5.3 ).
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the mid-gate/split-gate combination can tune the device into a configuration comprising a
pair of vertically aligned quasi-1D channels, or a single quasi-1D channel in either the upper
or lower 2DEG. This gives access to each quantum well separately.
Thomas et al. measured the two-terminal conductance G = dI/dV of two vertical parallel
wires using conventional techniques in 1999 [153], as shown in Fig. 5.5. Figure 5.5 (a)
depicts the conductance traces, G(Vsg), of the 2×1D device at 1.2K. The conductance is
measured as a function of the split-gate voltage, Vsg, and Vmid is stepped from 0.16V on
the left to –1.0V on the right, in intervals of 40mV, as the middle gate voltage Vmid was
changed from 0.16V to –1.0V in 40mV steps. Three distinct regions are observed. The
triangular regions at the bottom left and right labelled ‘u’ and ‘l’ arise from a single quasi-1D
channel in either the upper or lower layer, respectively, with the other channel pinched off.
Both channels exhibit strong ballistic conductance plateaux quantised in steps of 2e2/h, in
addition to structure at 0.7(2e2/h). In the central region, two quasi-1D wires are present and
conduct in parallel, with a total conductance equal to the sum of the conductances of each
wire. This is achieved by changing voltages on split-gate and middle-gate. The split-gate
voltage Vsg defines both the u and l wires; however, as Vsg becomes more negative, the
(a) (b)
Fig. 5.5 Conductance characteristics of a vertically-aligned, double-quantum-wire device.
Vsg is swept for fixed Vmid, where Vmid is incremented between traces from 0.16V to –1V
(left-to-right), in 40mV steps. The inset shows both a plan and cross-section schematic
of the device, where SG and MG stand for split gate and middle gate, respectively. (b)
Transconductance of data from (a), as a function of Vmid and Vsg. Black (white) regions
represent high (low) transconductance, i.e. risers between plateaux (the plateaux). The black
lines are re-plotted in the inset, and are identified as bonding and anti-bonding (*) states of
the coupled system. Both (a) and (b) are adapted from Ref. [153].
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subbands in the l wire are depopulated first. The middle-gate voltage vmid has the opposite
effect; as it is made more negative the u wire is depopulated first. Therefore, by varying
Vsg and Vmid, the fraction of the current passing through the u and l wires can be tuned.
It is more instructive to view the transconductance of the data in Figure 5.5(a), shown in
Figure 5.5(b). The black (white) regions represent high (low) transconductance, i.e. risers
between plateaux (the plateaux). The black lines therefore occur when the 1D subband edges
cross the chemical potential. Two sets of lines are evident; one set of lines is reasonably
straight, the other is curved. These are plotted in the inset, and are identified as the bonding
(1,2, ...,8) and anti-bonding (1∗,2∗, ...,8∗) states of the coupled-wire system. These states
anti-cross as a function of Vmid and Vsg. A fuller explanation of these measurements is given
by Thomas et al. [153].
Figure 5.6 shows the scaled image of the design for the split-gate and mid-gate combina-
tion in this device. The split gate was 0.5 µm long and 1.1 µm wide, and the middle gate
is 0.5 µm wide. The middle gate is positioned at the centre of the split gate, and each side
is 0.3 µm apart from the split gate. All four groups of SG and MG are identical in terms of
their lengths, widths and their distances from each other.
300 nm
500 nm
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Fig. 5.6 The split gate design.
5.2.2 The bar gate and the area gates
Both the bar gate and the area gates are made to change the carrier density in the upper
2DEG. The bar gate is designed to cross the whole mesa. A negative voltage is applied
to it to deplete the electrons below the gate in the upper 2DEG completely, so as to have
two separate regions of 2DEGs in the upper layer. This is because it requires three layers
of 2DEGs to experimentally realise such a system as in Figure 5.1. Given that we only
have a double-quantum-well GaAlAs/GaAs HEMT wafer, it is therefore necessary to divide
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the upper quantum well into two independent regions to act as two cold reservoirs. The
lower 2DEG can then act as a hot cavity heated by different AC currents applied from an
independent lock-in amplifier. The electrons that meet the tunnelling conditions between the
two wells, can then be tuned to tunnel from one cold reservoir in the upper well into the hot
reservoir of the lower well, or vice versa. This can be achieved by changing carrier densities
in the two separate 2DEGs in the upper well electrically via varying negative voltages applied
on their respective area gates. Eventually, we aim to achieve the tunnelling as shown in
Figure 5.7, harvesting energy from the lower quantum well to the upper 2DEG.
upper layer
lower layer
Fig. 5.7 The possible tunnelling between double wells that is aimed to be achieved via
changing their carrier densities through the area gates.
5.3 Fabrication
QWEH devices were fabricated using standard semiconductor process techniques, including
optical and electron-beam lithography. Appendix A.2 contains the details of the wafer
(W0187) used to make the devices, which was grown by the MBE team at the SP group of
the Cavendish Laboratory. The same wafer of W0187 was also used in the work of Smith et
al. [92], where the mobility and carrier concentration of both layers measured simultaneously
were µ ≈ 3.0×106 cm2V–1s–1 and n≈ 2.4×1011 cm–2 respectively at 1.5 K. The carrier
density of the upper and lower layers of W0187 were measured to be nu ≈ 1.3×1011 cm–2
and nl ≈ 1.1×1011 cm–2 respectively. It was not possible to measure the individual mobility
of each layer.
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5.3.1 Etching
To begin with, the wafer is cleaved into an appropriate size of 10×10mm2 for processing.
This piece of wafer will be referred as the ‘chip’ in the following description. The first step
is to electrically isolate a region of the 2DEG, in the shape of a Hall bar. To this end this chip
is coated with a negative photoresist (Shipley 1813), and briefly exposed to UV light through
a mask patterned as a Hall bar. The chip is then developed to remove the photoresist from
exposed areas. A sulphuric acid solution (1:8:111 H2SO4:H2O2:H2O) is used to etch the
surface of the wafer, leaving a raised ‘mesa’. The depth of mesa is then measured using a
DEKTAK surface profiler, to check whether enough material has been removed. In a HEMT
wafer, it is only necessary to etch beyond the dopant layer, but, for reliable processing, it
is generally safest to etch past the 2DEG layer. For a DQW wafer, it is necessary to etch
beyond the second doping layer (> 620nm for W0187). After etching, the remaining resist is
removed using acetone. In this work, mask patterns CAV-SP-TLL were used, for which the
Hall bar is 1700 µm long and 80 µm wide. Figure 5.8(a) shows the device after the mesa
etching process.
5.3.2 Ohmic contacts
The next step is to fabricate the ohmic contacts, which are formed by depositing an alloy
of AuGeNi on top of the mesa, and thermally annealing. It is necessary for the metal to
diffuse beyond the GaAs/AlGaAs interface, where the 2DEG forms, to make good electrical
contacts. The pattern for ohmic contacts is created using a standard process. The chip is
coated with a photoresist of Shipley 1805, exposed to UV light through the ohmic-contact
mask pattern, and the chip is developed. The chip is then metallised with AuGeNi in a
thermal evaporator, under a high vacuum (< 1×10–6 mbar). Unwanted metal and resist are
removed in the lift-off process, which is aided by having soaked the chip in chlorobenzene
for 180 s prior to developing, to produce an undercut profile in the resist. The chip is then
annealed in forming gas (95%N2 5% H2), to prevent oxidation of the ohmic contacts. The
DQW wafers are annealed at 450 ◦C, to ensure that the metal contacts both quantum wells
below. Figure 5.8 (b) depicts the device after the ohmic contact process.
5.3.3 Optical gates
Schottky surface gates are then patterned using optical lithography, in the same way as the
ohmic contacts. The chip is coated with Shipley 1813 photoresist, exposed to UV light
through the mask of CAV-SP-TLL, and developed. Prior to developing, a chlorobenzene
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soak is used to produce an undercut profile in the resist. The gates are metallised in a thermal
evaporator at high vacuum (2×10–7mbar), and 20/150 nm Ti/Au is deposited (Ti is used
to improve adhesion to the surface of the wafer), A Rotatilt was used in the evaporation
chamber to ensure continuity over the mesa edge, where the chips are held at a small angle
(about 30◦) and continuously rotated during the evaporation. Following metallisation, the
unwanted metal and resist are removed in a lift-off process, by soaking the chip in acetone
for 10 minutes. Figure 5.8 (c) depicts the device after the processing of the optical gates.
5.3.4 E-beam gates
In order to pattern gate feature < 1µm, such as split gates, electron-electron lithography is
required, Firstly, a layer of 100K PMMA is spun onto the chip, and the chip is baked at
115 ◦C for 2 minutes. In order to increase the thickness of the gates that can be deposited, a
thicker layer of PMMA is required. However, this increases the minimum feature size that
can be written using the electron beam. To overcome this problem, a second, thinner layer
of 950K PMMA is deposited on top of the first (thick) layer, to preserve the resolution that
can be achieved. The required gate pattern is then written in the PMMAs using the electron
(a)
(c)
(b)
(d)
Fig. 5.8 The 3D image of the device after completing the process of (a) Mesa (in blue); (b)
Ohmic contacts (in orange); (c) Optical gates (in yellow); (d) E-beam gates (in green).
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beam, after which the pattern is developed using a standard developer [1:3 propanol: methyl
isobutyl ketone (MIBK)]. The metallisation process is the same as that described for the
optical gates, although a longer lift-off time (> 2 hours) is necessary. Typically, 10/60 nm
Ti/Au is metallised for a standard set of split gates, and these gates must be continuous with
the optically-defined gates. Figure 5.8 (d) shows the device after E-beam processing.
5.3.5 Bonding
In the final stage of processing, devices are mounted in non-magnetic chip carriers. Since
several devices are fabricated on one chip, the chips are first cleaved into the individual
devices, which are then glued into chip carriers using GE varnish. A gold-ball thermosonic
bonder is used to connect gate and ohmic pads on the device to the chip package.
5.4 Measurement set-ups
The data presented in this thesis were primarily obtained using a two-terminal measurement
circuit, as shown in Fig. 5.9. An AC excitation voltage of Vac is output from a lock-in
amplifier, SR830 DSP, and passes through a transformer first, and then a potential divider of
102Ω/106Ω, to provide a constant voltage of V = 100µV across the sample (SG(2,4)). After
the sample, the current I is then measured using the lock-in amplifier, which detects the signal
at a given reference frequency (typically 77Hz). This signal is passed to a measurement
computer over a GPIB interface. Since V is constant, I is proportional to the conductance of
the sample (plus a series-resistance contribution). The circuit can be calibrated by replacing
the sample with a 10 kΩ resistor. The measured signal from the lock-in amplifier can then be
scaled using this known resistance such that the signal corresponds to the conductance of the
resistor/sample. The negative voltages are applied from NiQaq-7298 on the gates to vary the
carrier density in the 2DEGs below and define the device.
Three methods have been used to reduce the noise in the circuit, which is very important
for low-temperature measurements. Firstly, phase-sensitive detection goes a long way towards
minimising the noise in the measured signal, by detecting a signal at a specific frequency.
The signal frequency is chosen to be away from the mains frequency of 50Hz and higher
harmonics. One of the most common problems is 50Hz (and higher harmonics) noise, arising
from ground loops (multiple grounds in the circuit). These must be removed by ensuring
that there is only one common ground for the circuit. Some precautions that can be taken
include ensuring a common ground for all the measurement instruments, and placing a 1 : 1
transformer on the output of the signal generator. This is the second method. Additionally,
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the 10 T cryostat system (the 1K pot system shown in Figure B.1 in Appendix B) used in
this work was located inside a screened room, acting as Faraday cage to avoid RF sources of
electron heating.
Area gate
Area gate
BGSG
SG
MG
SG SG
SG SG
SG
SGMG
Ohmic contact
Ohmic contact
1MΩ
10
0Ω Potential divider
SR830 DSPout intransformer
Fig. 5.9 The electrical circuit used for two-terminal constant-voltage measurements, with
the device in central where the gates are in yellow and the ohmic contacts in orange. An AC
excitation voltage of 1.0V is applied from a SR 830 DSP lock-in amplifier, which passes
through a transformer first to decrease the noise, and then is divided by a potential divider
of 102/106, and finally this is applied to the device. The current is measured via the lock-in
amplifier as a function of gate voltage at a frequency of 77Hz.
5.5 Measurements and analysis
The first task of the measurements is to tune the device via changing the negative voltages
applied on the gates as well as to ensure access to the 2DEGs.
As discussed in Section 5.2.2, it is necessary to have two independent regions of 2DEG
in the upper quantum well while not influencing the 2DEG in the lower well. Figure 5.10 (a)
shows the current through both 2DEGs as a function of the bar-gate voltage (Vgate5). The
first drop in current (marked by U) occurs when the upper layer is depleted of electrons in the
region below the bar gate. As Vgate5 is made more negative, a second drop in current to I = 0
occurs (marked by L), which indicates the depletion of the lower layer. When Vgate5 = 0 the
current in both layers is measured, and for Vgate5 ≈ –0.5V (marked by the arrow), the 2DEG
in the top layer has been separated and the lower-layer current alone is measured. Therefore,
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the bar gate has been applied a voltage of –0.5V during our measurements. The conductance
equals the current divided by the AC excitation voltage of 100µV.
Figure 5.10(b) shows the total conductance G0 (Vbar = 0V) of sample SG(2,4), as a
function of the split-gate voltages (Vgate16–18). For each trace Vmid is fixed, and between
traces Vmid is stepped by –30mV, from 0.40V on the left to –0.50V on the right. Three
distinct regions are observed. The triangular regions at the bottom left and right labelled ‘U’
and ‘L’ arise from a single quasi-1D channel in either the upper or lower layer, respectively,
with the other channel pinched off. Both channels exhibit strong ballistic conductance
plateaux quantised in steps of 2e2/h, in addition to structure at 0.7(2e2/h). In the central
region, two quasi-1D wires are present and conduct in parallel with a total conductance equal
to the sum of the conductance of each wire. Based on Figure 5.10 (b), we can decide voltages
applied on this group of middle gate and split gates, so as to form independent access to
either the upper or the lower layers respectively.
After tuning the device, the next task is to measure resonant tunnelling between two wells.
Following on the discussion in Section 2.4.1 in Chapter 2, the resonant tunnelling can only
occur when the subband energy as well as the k-vector are made equal in both layers, which
means an equal carrier density in both wells in our measurement. The differential tunnelling
conductance was therefore measured as a function of the area gate voltage controlling the
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I (
A)
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L
Fig. 5.10 (a) The current as a function of bar-gate voltage, Vgate5. U and L mark the depletion
of the upper and lower electron layers respectively. The arrow indicates V = –0.50V, the
typical voltage applied to measure lower-layer conductance. (b) G as a function of split-gate
voltage, Vgate16–18. Vmid is stepped from 0.40V on the left to –0.50V on the right, in –30mV
intervals (T = 1.5K,B = 0T). The conductance is quantised in units of 2e2/h. The upper
(lower) wire is occupied on the left (right) of the Vgate16–18, marked by U(L). In the middle
region (marked B), conductance is quantised in 4e2/h multiples, indicating transport through
the two wires in parallel. These measurements were performed at 1.5K.
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carrier density in the upper layer, when the carrier density in the lower 2DEG is fixed, as
shown in Figure 5.11. Unfortunately the tunnelling conductance, G ≈ 0.002(2e2/h), is so
low that it is not enough for realising the QWEH device. This is because the barrier width is
30 nm, between the two quantum wells, too large to have the tunnelling. Turner et al. see the
resonant tunnelling between two quantum wells with a distance of around 10 nm.
Figure 5.11(b) shows that differential conductance G between two wells as a function
of the area-gate voltage, changing the carrier density of the upper layer, while applying an
in-plane magnetic field. For each traces the magnetic field B is fixed, and between traces
B is stepped by 0.25 T, from 0 T on the bottom to 3.75 T on the top. However no resonant
tunnelling peaks appear while applying an in-plane magnetic field. It has increased the
conductance by 1000 times, which looks more likely to be a leakage between two quantum
wells possibly. This can happen first through the ohmic contacts, when the gates have not
been defined well. This type of leakage often appeared in our measurements when the bar
gate has not been used. Secondly, it could be leakage from the sample holder, which has
been in poor conditions and had to be fixed several times.
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Fig. 5.11 (a) shows the tunnelling conductance from the upper well to the lower one as a
function of area gate voltages, V4–14, at T = 1.5K, B = 0T. The multiple traces here show
the same sweep repeatedly measured. (b) shows the tunnelling conductance between double
wells as a function of area-gate voltage, V4–14, in an in-plane magnetic field changed from
0T to 3.75T in a step of 0.25T , at T = 1.5K. For each trace, the magnetic field is fixed. There
appears no resonant peaks in tunnelling, but the conductance is much larger than that in Panel
(a). This is actually caused by a leakage appeared during the measurements.
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5.6 Conclusion
In this chapter, we have introduced the theoretical proposal, from Sothmann et al. [2], of
building an energy harvester with two resonant-tunnelling quantum wells. This can scale up
the quantum-dot energy harvester, experimentally demonstrated in Chapter 3, and increase
its working temperature as well as the generated thermal power. The design and fabrication
processes have been presented in detail. Measurements has proven that a split-gate and mid-
gate combination can successfully give us access to each individual layers. Unfortunately,
the tunnelling between two quantum wells has failed due to the wide barrier between two
wells and the current leakage between two wells from the ohmic contacts or the sample
holder. Resonant tunnelling between two quantum wells can be improved by choosing a
double-quantum-well wafer with narrow barrier width, such as 10 nm as used in the work of
Turner et al. [95].

Chapter 6
Conclusion
To conclude, in this thesis, I first introduced the background semiconductor physics required
for carrying out our research. I then presented the work that demonstrates, both theoretically
and experimentally, an energy harvester built from two resonant-tunnelling quantum dots.
A device, proposed by Jordan et al. [1], harvests energy from an area of 90µm2 of a two-
dimensional electron gas (2DEG), using the energy-selective transport of electrons through
a pair of quantum dots. It has proven to be an effective technique for harvesting energy
at the micro/nano scales. Our energy harvester can generate a power of 0.13fW in an
estimated efficiency with a lower bound around 0.1ηC. Our theoretical model (not affected
by limitations of the Wiedemann-Franz law) suggests the actual efficiency to be about 0.5ηC,
(here ηC is Carnot efficiency, given by ηC = 1–TR/TC.). Experimental observations of thermal
power, voltage and efficiency at different values of IHeat and RLoad have also been reproduced
by this model. There are small quantitative differences between experimental results and
theoretical modelling in terms of parameters, such as electrical temperatures and energy level
difference. This may be explained by asymmetric barriers, accidental degeneracies or the
broadened lifetime width of the quantum dots, as well as charging effects in the non-linear
regime. Also, the oscillation brought with the AC heating and AC measurements can increase
thermal broadening in the cavity, and therefore cause inaccuracy in the measurement results.
Overall, this proof-of-principle experiment demonstrates the basic soundness of the theory of
mesoscopic energy harvesting with energy-filtering techniques at the quantum level, realizing
a heat engine.
Chapter 4 investigated the thermometry of such a quantum-dot energy harvester. This part
of the thesis describes the characterisation and performance of a non-invasive single-electron
thermometer, and extracted the electrical temperatures via three methods as below. First, we
introduced to extract the electrical temperatures through fitting the differential conductance
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peaks to theoretical models. The advantage of this method is that the quantum dot can directly
serve as a thermometer. The disadvantage is that the excitation voltage, applied to trigger the
currents through quantum dots, will unavoidably heat the device. In addition, extracting the
electron temperature from the transport measurements described above necessities tuning the
dot so that the tunnelling rates to the source and drain reservoirs are equal. If the barriers are
unequal, the lifetime broadening of single-particle states in the dot will be determined by the
more transparent barrier. This limits the resolution of this thermometry method to the lifetime
broadening of the dot states. Then we introduce the qpc thermometry, to extract temperatures
via monitoring the changes in electrostatic potential of 1D channel close to the quantum dot.
It is easier to set up this measurement, and the signal through a qpc is usually several times
greater than the current through a quantum dot, which means that the qpc thermometer is
much more sensitive than the quantum-dot thermometer for a similar experimental set up.
The third method is to use the Mott relation as an insight into the thermometry of our QDEH
device. It is supposed to have higher accuracy compared to previous thermometers, because
of the same sets of circuits and data used as the thermal power measurements. We were
unable to make this work unfortunately.
Chapter 5 presented our attempt to experimentally demonstrate the theoretical proposal
of building an energy harvester with two resonant-tunnelling quantum wells by Sothmann
et al. [2]. This can scale up the quantum-dot energy harvester of Chapter 3, increase its
working temperature and the generated thermal power. The design and fabrication process
have also been presented in detail. Measurements confirmed that a split-gate and mid-gate
combination can successfully give us access to each individual layer. Unfortunately, the
tunnelling between two quantum wells was too weak, due to the wide barrier between two
wells. This work can be improved by fabricating such an energy-harvester device with a
double-quantum-well wafer with a narrow barrier width.
Both devices require a good thermal contact to relative 2DEGs. The electron temperatures
are key to studying their power and efficiency, and therefore it is important to study the
thermometry of these measurements. Hopefully further study of energy harvesters will result
in a more rigorous understanding of their limitations, improvements in performance, and
perhaps new insights into the physics of heat in low-dimensional electronic systems.
There are several possible improvements for future work. First, we can improve the
power and efficiency by optimising the resonance width as well as the symmetry of the
quantum dots in Chapter 3. Second, the quantum-dot energy harvester can be realised with
smaller dots or molecules, whose large level spacing allows the system to operate at higher
temperature [1, 142, 143]. Third, DC heating and measurement techniques can be used
to avoid unnecessary oscillations of voltages and temperatures in the quantum-dot energy
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harvester device. Finally, repeat the measurements of Chapter 5, with a double-well wafer
whose barrier width between two wells is around 10 nm, to experimentally realise a resonant-
tunnelling quantum-well energy harvester [2], which may increase the maximum power of
the quantum-dot energy harvester [1].
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Appendix A
The wafer details
A.1 The Wafer W0923
The details of the wafer W0923 used in Chapter 3 are given below. The assessment data is
also shown, which includes the carrier density and mobility measured at 1.4 K, in the dark
and in the light (after strong illumination with a red LED).
Layer Material Thickness (nm) Doping (cm–3) Description
1 GaAs 10 - Capping layer
2 AlGaAs 40 7×1018 Doping layer
3 AlGaAs 60 - Spacer
4 GaAs 1000 - Buffer
5 GaAs 2.5 - -
6 AlGaAs 2.5 - -
7 GaAs 500 - -
8 AlAs 50 -
9 GaAs 50 -
Table A.1 Structure of the wafer W0923.
n2D dark 1.4×1011 cm–2 µ dark 3.32×106 cm2V–1s–1
n2D light 2.6×1011 cm–2 µ light 6.19×106 cm2V–1s–1
Table A.2 W0923 assessment data: Carrier density mobility of both layers measured simulta-
neously, in the dark and light.
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A.2 The Wafer W0187
The details of the wafer W0187 used in Chapter 5 are given below. The assessment data is
also shown, which includes the carrier density and mobility measured at 1.4 K, in the dark
and in the light (after strong illumination with a red LED).
Layer Material Thickness (nm) Doping (cm–3) Description
1 GaAs 10 - Capping layer
2 AlGaAs 200 7×1016 Doping layer
3 AlGaAs 75 - Spacer
4 GaAs 15 - Quantum well
5 AlGaAs 30 - Barrier
6 GaAs 15 - Quantum well
7 AlGaAs 75 - Spacer
8 AlGaAs 200 7×1016 Doping layer
9 AlGaAs 250 - Lower barrier (33% Al)
10 AlGaAs 250 - Graded AlGaAs (5% Al to 33% Al)
11 GaAs 1000 - Buffer
12 AlAs 50 -
13 GaAs 50 -
SI GaAs 500 µm Substrate
Table A.3 Structure of DQW wafer W0187.
n2D dark 2.4×1011 cm–2 µ dark 2.2×106 cm2V–1s–1
n2D light 3.7×1011 cm–2 µ light 3.1×106 cm2V–1s–1
Table A.4 W0187 assessment data: Carrier density mobility of both layers measured simulta-
neously, in the dark and light.
Appendix B
A Dilution Refrigerator
The measurements detailed in Chapter 3 and 4 were made at extremely low temperatures in a
3He/4He dilution refrigerator. Since this set up is critical to the measurements performed,
this appendix outlines the working of a dilution fridge. The brief explanation below is taken
from the manual by N.H.Balshow [156].
When a mixture of the two stable isotopes of helium is cooled below a critical temperature
it separates into two phases. The lighter ’concentrated phase’ is rich in 3He and the heavier
’dilute phase’ is rich in 4He. The concentration of He in each phase depends upon the
temperature. Since the enthalpy of the He in the two phases is different, it is possible to
obtain cooling by ’evaporating’ the He from the concentrated phase into the dilute phase
boundary. This process continues to work even at the lowest temperatures because the
equilibrium concentration of He in the dilute phase is still finite, even as the temperature
approaches absolute zero. However, the base temperature is limited by other factors, and in
particular by the residual heat leak and heat exchanger performance.
When the refrigerator is started the 1 K pot is used to condense the 3He/4He mixture into
the dilution unit. It is not intended to cool the mixture enough to set up the phase boundary
but only to cool it to 1.2 K. In order to get phase separation, the temperature must be reduced
to below 0.86 K (the tri-critical point). The still is the first part of the fridge to cool below
1.2 K. It cools the incoming He before it enters the heat exchangers and the mixing chamber,
and phase separation typically occurs after a few minutes. Gradually, the rest of the dilution
unit is cooled to the point where phase separation occurs.
In a continuously operating system, the He must be extracted from the dilution phase
(to prevent it from saturating) and returned into the concentrated phase keeping the system
in a dynamic equilibrium. Figure B shows a schematic diagram of a typical continuously
operating dilution refrigerator. The He is pumped away from the liquid surface in the still,
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which is typically maintained at a temperature of 0.6 to 1.7 K. At this temperature the
vapour pressure of the 3He is about 1000 times higher than that of 4He, so 3He evaporates
preferentially. A small amount of heat is supplied to the still to promote the required flow.
The concentration of the He in the dilute phase in the still therefore becomes lower than
it is in the mixing chamber, and the osmotic pressure difference drives a flow of 3He to the
still. The He leaving the mixing chamber is used to cool the returning flow of concentrated
3He in a series of heat exchangers.
The room temperature vacuum pumping system is used to remove the 3He from the
still, and the compress it to a pressure of a few hundred millibar. The gas is then passed
through filters and cold traps to remove impurities and returned to the cryostat, where it is
pre-cooled in the main helium bath and condensed on the 1 K pot. The primary impedence
is used to maintain a high enough pressure in the 1 K pot region for the gas to condense.
The experimental apparatus is mounted on or inside the mixing chamber, ensuring that it
is in good thermal contact with the dilute phase. All connections to the room temperature
equipment must be thermally anchored at various points on the refrigerator to reduce the heat
load on the mixing chamber and give the lowest possible base temperature.
The 1K pot system shown at the left top corner of the figure B.1 can reach down to 1.5 K
while changing the pressure in the pot via pumping the helium through the 1K pot pump.
This is the main principal of the 10T cryostat system used in Chapter 5.
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Fig. B.1 Schematic Diagram of a wet 3He/4He dilution refrigerator.

