In this work introduce an adaptive method of portfolio optimization. The basic idea is to describe essential movements of the stock price using a hidden Markov model and to calculate the optimal portfolio using a recursive algorithm. The portfolio optimization is adaptive in the sense that the standard EM-algorithm fits the model to historical data, which improves the portfolio performance.
PF-diagram as shown in
. Note that all the small, and often confusing, price movements are eliminated, and hopefully only the most important features of the price process remain. Some technical analysts think of this method as a 'filter' that allows only the meaningful information to be exhibited. We call a portfolio which is based only on the information contained in the PF-diagram a PF-portfolio: An investor who follows a PFportfolio trades his stocks only at (τ k ) k∈N . Moreover, at each time τ k his decision is based only on the observation of S 1 (τ 0 ), . . . , S 1 (τ k ). The optimization of PF-portfolios is a purely discrete portfolio selection problem. Note that after discretization the stock price increments are given by a process with only two possible values x or o. This has some advantages from the mathematical point of view since the sampled prices are described as in the CoxRoss-Rubinstein model. In this setting, martingale methods of portfolio optimization work.
However, we shall also estimate the true probability distribution of the sampled price process in order to calculate the optimal PF-portfolio. The main idea is to describe the sampled prices by a hidden Markov model. This makes two powerful tools available: the EM-algorithm and the reference probability method. While the EM-algorithm fits the hidden Markov model to historical data, the reference probability method is combined with the usual martingale approach for portfolio selection to obtain optimal portfolios.
PF-Portfolios
Suppose the prices (S 0 (t)) t≥0 , (S 1 (t)) t≥0 of a risk-free and a risky asset have dynamics dS 0 (t) = S 0 (t)r(t)dt, S 0 (0) = 1; dS 1 (t) = S 1 (t)(b(t)dt + σ(t)dW (t)),
Here, the interest rate (r(t)) t≥0 , the mean rate of return (b(t)) t≥0 , and the volatility (σ(t)) t≥0
are progressively measurable stochastic processes on the complete filtered probability space
(Ω, F, P, (G t ) t≥0 ) where (G t ) t≥0 is right continuous and (G t , W (t)) t≥0 is a Brownian motion.
We suppose that r(·), b(·) σ(·) are bounded, r(·) is deterministic, σ(t) > 0 almost surely for all t ≥ 0, and σ(·) −1 is bounded. Write (F t ) t≥0 , where F t is the complete filtration generated by (S 1 (t)) t≥0 . Then F t represents information from the observation of stock prices to time t. We shall agree that this is the only information available to the investor at this time.
A portfolio Θ(·) is a pair (Θ 0 (·), Θ 1 (·)) of (F t ) t≥0 -progressively measurable processes with t 0 |Θ i (s)| 2 ds < ∞ almost surely (i = 0, 1) for all t ≥ 0. Here, Θ i (t) stands for the number of units of the i-th asset (i = 0, 1), owned at the time t. The wealth process corresponding 
The practical use of the optimal portfolio Θ * (·) may be limited. Typically, in order to follow Θ * (·), we have to trade continuously. This is not possible in a real-world market. Moreover,
an approximation of such trading may involve high transaction costs. For this reason, we shall apply a time sampling in the spirit of PF-diagrams.
Given 0 < d < 1 < u, define recursively a sequence of almost surely finite (F t ) t≥0 -stopping times (τ k ) k∈N for the discounted price process ( S 1 (t) := S 1 (t)/S 0 (t)) t≥0 by
Let us define the following discrete time processes by sampling
where (y k ) k≥1 is a process taking its values in {d, u} with 0
where
Note that if Θ(·) is self-financed, then the wealth X Θ (·) fulfills
In this setting, we shall maximize the wealth not at T , but at the random time τ n . The portfolio optimization problem we consider is:
Problem 1 Given a utility function U , an initial endowment x ∈]0, ∞[ and a time horizon
n ∈ N, to determine the PF-portfolio Θ * (·) which gives the supremum of
We shall treat this problem by techniques of discrete-time portfolio optimization (see [10] ).
To do this, define for each Y -adapted ϑ = (ϑ k ) k∈N and x ∈]0, ∞[ the process
and let (5) J x (ϑ) be the PF-Portfolio, as in (3), with Θ
Let us introduce for x ∈]0, ∞[ the processes
is, the problem 1 appears to be a discrete portfolio optimization problem.
Remark: Note that introducing a random time sampling, we significantly change the original continuous-time optimization problem: 1 instead of maximizing the wealth at a fixed time T , it is maximized at the random time τ n . Clearly, that change leads to a different optimality criterion. It may be desirable in the following situation: Suppose that a continuous-time portfolio is to be optimized in such a way, that its wealth is maximal for all times t ≥ 0.
For example, this comes automatically, if a logarithmic utility is chosen. For the logarithmic utility, it turns out (see proposition 2, (i) below) that the optimal PF-portfolio does not depend on n. Hence, a trader who follows the optimal logarithmic PF-portfolio maximizes his wealth at all times τ k and that approaches his initial purpose of continuous-time portfolio optimization. However, for a non-logarithmic utility the investor shall take care on the change of time horizon.
A discrete-time model
We now summarize the features needed for the optimization of a PF-portfolio. All we need to consider are: (6) The values
The values S 1 0 , S 0 n as in (1) are prices of the risky security at τ 0 and of the risk-free security at τ n respectively. According to (2), the process (y k ) n k=1 describes 'ups' and 'downs' of the discounted price of the risky asset. In that sense, it is interpreted as the observation of the entries of the PF-diagram. The sampled discounted prices ( S 1 k ) n k=0 of the risky asset are obtained from (y k ) n k=1 recursively by 
) by arguments of martingale method for portfolio optimization, (see [9] ):
Proof. (i) Since the discounted price process (S 1 k ) k is the same as Cox-Ross-Rubinstein model, we have a unique martingale measure Q on Y n and the distribution of (y 1 , . . . , y n ) with
be that Y -martingale with respect to Q starting at x and finishing at B/S 0 n . Since the process (
represents all centered Ymartingales with respect to Q (see [15] 
The assertion follows by putting (
Since U is strictly decreasing with lim z→0 U (z) = +∞, lim z→∞ U (z) = 0, the same is true for U −1 . Keeping in mind Ξ > 0, the proof is completed by the monotone convergence theorem.
(iv) Applying (iii) we see that E(ΞU −1 (X −1 (x)Ξ)) = X (X −1 (x)) = x and (ii) shows that
n ) = 0, which completes the proof.
Obviously, the main quantity is Ξ =
Once it is determined, the calculation ϑ * is straightforward since the paths of ( S 1 k ) n k=0 form a binary tree. However, to obtain a reliable candidate for P | Y n seems to be a hard problem. Its solution involves a detailed description (y k ) n k=1 combined with an appropriate parameter estimation based on true historical data. We suggest the following method: imagine at each time the global, (not observable), situation of the market is identified with some element ξ of some set S . This set is interpreted to represent all possible market states important for the behavior of our risky asset. Since the global situation changes permanently, we suppose the evolution of the market state ξ shall be a process (x k ) n k=0 with values in S . Let us agree that S is finite and (x k ) n k=0 is Markovian. Moreover, we suppose the global state influences the share price movement in some manner.
We assume that the next price movement y k+1 depends on previous movements y 1 , . . . , y k only through the global state x k at the present time k . In fact, let us consider the following approximation:
There exists a process
) is a hidden Markov model. The use of hidden Markov theory for portfolio optimization is sketched as follows: After the time sampling in the spirit of the PF-diagram, each path (S 1 (t)(ω)) t≥0 of the discounted risky security gives the sequence y 1 (ω), y 2 (ω), . . . of observations in {u, d}. We suppose the random series (y k ) ∞ k=1 is approximatively described by a hidden Markov model. To do that, we start with a representative set of past observations (y k (ω)) n k=1 and apply the EM-algorithm to estimate the parameters of our hidden Markov model (HMM). Searching for the true parameters by the EM-algorithm increases the quantity γ n (1), which is the Radon-Nikodym density of the true probability distribution of y 1 , . . . , y n with respect to some reference distribution. On the other hand, choosing the martingale measure Q as the reference distribution, we see that the terminal wealth of the optimal logarithmic utility portfolio is in fact the density γ n (1) multiplied by xS 0 n . That is, adapting an HMM to the observations from the PF-diagram increases the performance of our logarithmic PF-portfolio, at least, if we evaluate it on that past observations. Such a portfolio should also be successful for the near future observations, if the price behavior is time homogeneous.
Hidden Markov models
Hidden Markov models (HMM) are widely used for modeling various stochastic phenomena.
The main idea of a hidden Markov model is to describe a time series (y k ) n k=1 by assuming that y is random and depends on some device which may operate in several regimes. The operating regime is not observed and changes like a Markov chain. In some situations, the random device and its operating regimes can be given a concrete physical meaning, but for the many cases they are only an approximation of the real-world. Early formulations of HMMs [13] assume that the observations are discrete, that is, realizations of (y k ) n k=1 are found in a finite set. Later, (see [5] , [4] ) generalizations to continuous observations and to continuous times were given using the reference probability method, connecting hidden Markov models to stochastic filtering theory (see [12] , [1] ). The use of HMMs for the speech recognition is described in [14] . The books [4] and [13] contain several applications of HMM to the signal processing, biology, and medicine. Some application of HMMs to finance have also been studied, including the continuous-and the discrete-time description of the stock prices with corresponding parameter estimation (see [6] , [2] ), and a treatment of the asset allocation problem, (see [3] ).
Let (Ω, F, P ) be a probability space. We introduce the system process (x k ) n k=0 on the finite state space S . Without loss of generality we can identify S with the set {e 1 
is Markovian with initial distribution p and transition kernel X .
(ii) The distribution of y 1 , . . . y n conditioned by
(iii) The measures {Y ξ : ξ ∈ S} are equivalent.
Note that a hidden Markov model is uniquely described by triple a (p, X, Y ) consisting of a probability distribution p on S , a transition kernel X on S , and a transition kernel Y from S to R d as in (iii), since the joint distribution of (x 0 , (x 1 , y 1 ) . . . , (x n , y n )) is determined by
The reason why HMMs are popular for applications is that they provide an efficient recursive solution of the following problem: Given an unobserved G -adapted process (h k ) n k=0 , to determine its estimate ( h k := E(h k |Y k )) n k=0 based on the observation of the output process (y k ) n k=0 . This problem is solved by the reference probability method, which we shall sketch now. A probability measure µ on R d is called a reference probability measure if it is equivalent to Y ξ for all ξ ∈ S . The idea of the reference probability method (see [4] ) is to introduce a new measure P which is equivalent to P , where the density Λ n := dP dP is the terminal value of the G -martingale
The distribution of (y 1 , . . . , y n ) with respect to P is ⊗ n j=1 µ. For each random variable h ∈ L 1 (Ω, F, P ) we define the unnormalized estimate γ k (h) of h which is based on Y k as
. In general, the unnormalized estimate fulfills a recursive relation. For example, the unnormalized estimate (γ k (x k )) n k=0 of hidden states is given by
Where X ξ ({·}) = (X ξ ({e 1 }) , . . . , X ξ ({e |S| })) ∈ R |S| . The normalizing term γ k (1) is found as the sum of all entries of γ k (x k ) since from 1, x k = 1 we conclude that
is a Y -martingale starting at 1 with respect to P | Yn . In fact, γ k (1) is interpreted as the Radon-Nikodym derivative of P | Y k with respect
The other important feature of hidden Markov modeling is that the true probability distribution of the output process may be re-estimated by the standard EM-algorithm.
Given the observations y 1 (ω), . . . , y n (ω), this algorithm searches for a model which best explains the observations in the following sense: Suppose that the parameterized family
Introduce for each ν ∈ V the change to the reference probability measure given by dP
This measure is denoted by Q. In this setting, γ ν n (1) is the Radon-Nikodym derivative of P ν | Yn with respect to Q:
The quantity γ ν n (1)(ω) is easily calculated recursively from y 1 (ω), . . . y n (ω) for all ν ∈ V as explained after (9) . The EM-algorithm, which we shall not describe in detail, (see [4] ) produces a sequence (ν j ) ∞ j=0 of parameters such that (γ
Optimization of PF-Portfolios
Let the quantities as in (6) be given. Moreover suppose that (Ω,
) is a hidden Markov model. The proposition below shows that using the logarithmic utility function we can find an explicit expression for the optimal portfolio. However, no formula seems to exist for that corresponding to a fractional utility function, but the standard method of backward iteration may be applied to calculate it numerically.
where the Y -adapted process (m k )
n−1 k=0 is determined by γ n (1)
Proof. (i) We apply (iv) of the proposition 1. For all z ∈]0, ∞[ we have U −1 (z) = z −1 and
n , where Q is the measure from (i) of the proposition 1. Now we use the hidden Markov setting to introduce the reference probability measure P by dP = Λ n dP where Λ n is as in (8) 
This is always possible due to the martingale representation theorem [15] . Then ϑ * k = xm k /S 1 k for all k = 0, . . . , n − 1 as shown in the proof of (ii) from proposition 1. For
k=0 with respect to Q finishes at γ n (1)
is obtained explicitly by the backward iteration procedure as
where the functions f k ∈ R {d,u} k for k = 0, . . . , n are calculated as follows: First, determine
A numerical example
To express portfolios in a simple way one uses often the so-called relative portfolio. This process describes that part of the wealth, which is invested in risky asset. In the following example, we consider the relative portfolio corresponding to the the logarithmic utility. The
is the relative portfolio immediately after τ k , since ϑ * k is the number of shares hold during
, and S 1 k are the wealth and the share price at τ k respectively. As in the proof of proposition 2, we see thatX
Let us also point out the recursive relation
An HMM with the state space S = {e 1 , e 2 , e 3 } was applied to a data set consisting of in- Finally, the relative portfolio π * k (ω) is determined from (13) . Conclusion: The numerical calculation shows that the optimal logarithmic PF-portfolio increases the wealth. Let us comment on its performance and limitations for use in practice.
The relative portfolio (π * k (ω)) n k=0 ranges from approximatively −30 to 10 which means that investor's short and long positions change from 30fold to 10fold of his wealth. This does not necessarily indicate a risky behavior since the loss is bounded by the assumption that the price movement to the next trading time is is ±0.15%. A problem is, that in the real market such a high and fractional investment may be not possible because of the market liquidity restrictions and of the non-divisibility of asset units. Other limitations come from the transaction costs, which are not considered in the present work. Moreover, some numerical experiments indicate problems with the assumption on time-homogeneity of index behavior.
Increasing the state space reduces them but involves over-fitting problems. However, our method may be more appropriate for currencies because of better time-homogeneity, market liquidity, and divisibility.
