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Introduction
Given a graded ideal I in a polynomial ring, there are several other graded ideals
associated to it e.g. graded reduction ideals or generic initial ideals. These ideals
play a fundamental role in investigating several homological, algebraic, geometric
and combinatorial properties of I. One main aim of this thesis is to understand and
explore some of such relations. Another problem that we address in this thesis is
the multiplicity conjecture.
We describe the organization of the thesis explaining the background and the
motivation for the results. We will also state the main results of each chapter here.
In the first chapter, we start with the consideration of the regularity function of
the powers of a monomial ideal in a polynomial ring. Quite generally, Cutkosky–
Herzog–Trung [CHT99] and independently Kodiyalam [Ko99] showed that for a
graded ideal I in a polynomial ring A = K[x1, . . . , xn], the regularity of I
t is a
linear function pt+ c for large enough t. Also the coefficient p of the linear function
is known and it is given by the min{θ(J) : J is a reduction ideal of I}, (see [Ko99]).
Here θ(J) denotes the maximum of the degrees of elements in G(J)(the set of min-
imal monomial generators of J) and a graded ideal J ⊂ I is said to be a reduction
ideal of I if there exists some integer m such that JIm = Im+1.
For a monomial ideal I ⊂ A, we give a convex geometric interpretation for the
slope p of the above linear function: let S be a set of monomials in A. We denote
by Γ(S) ⊂ Nn the set of exponents of the monomials in S. Let conv(I) denote
the convex hull of the elements of the set Γ(I) in Rn and let ext(I) denote the
extreme points of the convex set conv(I). Now let J be the monomial ideal which is
determined by the property that Γ
(
G(J)
)
= ext(I). We show in Proposition 1.2.1
that the ideal J is the unique minimal monomial reduction ideal of I, that is, J
is a reduction ideal of I and there exists no proper monomial ideal L ⊂ J such
that L is again a reduction ideal of I. It turns out that p = θ(J). In other words,
p = max{deg xa : a ∈ ext(I)}. Hence we have:
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Theorem 1. Let I ⊂ A = K[x1, . . . , xn] be a monomial ideal. Let J be the unique
minimal monomial reduction ideal of I. Then reg(I t) = pt + c for t  0 where
p = max{deg g : g ∈ G(J)}.
We call a monomial ideal J to be an extremal ideal if it is its own minimal
monomial reduction ideal. The next goal of the first chapter is to determine the
structure of the reduced fiber ring F(J)red of an extremal ideal J . For a graded ideal
L in the polynomial ring A = K[x1, . . . , xn], the fiber ring F(L) is defined to be
R(L)/mR(L) =
⊕
n≥0 L
n/mLn where R(L) is the Rees ring and m = (x1, . . . , xn)
is the graded maximal ideal of A. The main motivation to study the structure
of the reduced fiber ring of an extremal ideal is to determine the dimension of
the fiber ring of an arbitrary monomial ideal. Let I ⊂ A be a monomial ideal
and J ⊂ I be its minimal monomial reduction. Then J is an extremal ideal, and
dimF(I) = dimF(J) = dimF(J)red. So as far as dimension is concerned it is
enough to consider the reduced fiber ring F(J)red of the extremal ideal J , whose
structure is in general much simpler than that of F(I). We have the following:
Theorem 2. Let J ⊂ A = K[x1, . . . , xn] be an extremal ideal and let Fc denote the
set of compact faces of conv(J). For each F ∈ Fc, we put K[F ] = K[xaj t : aj ∈ F ].
Then we have
F(J)red ∼= lim←−F∈FcK[F ].
As an application to Theorem 2, we get in the particular case of monomial ideals
a result of Carles Bivia–Ausina [Au03] on the analytic spread of a Newton non–
degenerate ideal. Let L denote the integral closure of an ideal L. Using convex
geometric arguments, we show
Theorem 3. Let I ⊂ A be a monomial ideal and J ⊂ I be its minimal monomial
reduction ideal. Then
I` = JI`−1
where ` is the analytic spread of I.
If in Theorem 3, we assume that Ia is integrally closed for a ≤ `− 1, we obtain
that I` = JI`−1, and that I is a normal ideal.
In the second chapter, we consider the growth of the graded Betti numbers of
large enough powers of a graded ideal. Let I = (f1, . . . , fs) ⊂ A = K[x1, . . . , xr] be
a graded ideal with deg fi = di and d1 ≤ · · · ≤ ds. Kodiyalam in [Ko93] showed that
the total Betti number βi(I
n) is a polynomial function for n  0. Let Pi be the
polynomials such that Pi(n) = βi(I
n) for n 0. We prove in Theorem 2.2.4 that
deg Pi+1 ≤ degPi for i ≥ 0.
If d1 = · · · = ds = d, then all graded Betti numbers βi,i+dn+j(In) are polynomial
functions and N(In) = N(In+1) for n 0 where
N(In) = {(i, j) : βi,i+j+dn(I
n) 6= 0}.
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In general, for given a, c ∈ Z the graded Betti number βi,i+an+c(In) is a quasi
polynomial function for n 0.
Next, we discuss the regularity function of the power products In11 I
n2
2 · · · I
nm
m ,
ni ≥ 0 of the graded ideals I1, . . . , Im in the polynomial ring K[x1, . . . , xr]. It is
known that for large enough ni, the regularity function for these power products
is a multi–linear function of the form
∑m
i=1 aini + c for some integers ai and c
(see [CHT99, Remark after Corollary 3.5]). We determine the coefficient ai of this
function. In case of monomial ideals, we give a convex geometric interpretation
of the ai. In fact we show that these coefficients are determined by the minimal
monomial reduction ideals of the factors Ii.
In the third chapter, we study rigidity properties of graded Betti numbers of a
graded ideal when passing to its generic initial ideal. The homological properties of
a graded ideal I ⊂ A = K[x1, . . . , xn] and its generic initial ideal Gin(I) are closely
related. Let βAi (M) = dimK Tor
A
i (K,M) and β
A
i,j(M) = dimK Tor
A
i (K,M)j denote
respectively the ith total and (i, j)th graded Betti number of a finitely generated
graded A–moduleM . By definition, the generic initial ideal Gin(I) is, after perform-
ing a generic change of coordinates, the initial ideal of I with respect to the reverse
lexicographic order. Here we consider the reverse lexicographic order induced by
x1 > · · · > xn.
The following inequality of graded Betti numbers is well–known:
βi,j(S/I) ≤ βi,j
(
S/Gin(I)
)
,
for all i, j (see [Co04, Theorem 1.1]). In his paper [Co04] Conca asked whether the
equality βi(S/I) = βi
(
S/Gin(I)
)
for some i ≥ 1 of the total Betti numbers implies
βj(S/I) = βj
(
S/Gin(I)
)
for all j ≥ i. This question of Conca was positively
answered in 2004 by Conca, Herzog and Hibi in [CoHHi04].
We extend this result of Conca–Herzog–Hibi to graded Betti numbers. We show
the following:
Theorem 4. Let βAi,i+k(A/I) = β
A
i,i+k
(
A/Gin(I)
)
for some i > 1 and k ≥ 0, then
βAq,q+k(A/I) = β
A
q,q+k
(
A/Gin(I)
)
for all q ≥ i.
We also prove the similar result for generic initial ideals over an exterior algebra.
The following stronger property is true in the exterior algebra: If the graded Betti
numbers βEi,i+k(E/J) = β
E
i,i+k
(
E/Gin(J)
)
for some i > 1 and k ≥ 0, then one has
βEq,q+k(E/J) = β
E
q,q+k
(
E/Gin(J)
)
for all q ≥ 1.
Let R be either a polynomial ring over a field K with char(K) = 0 or an exterior
algebra over an infinite field and I a graded ideal of R. The above property leads
us to ask when a graded ideal I ⊂ R satisfies βRi,i+k(R/I) = β
R
i,i+k
(
R/Gin(I)
)
for all
i ≥ 1, where we fix an integer k ≥ 0. We will prove the following result answering
this question.
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Theorem 5. Let R be either a polynomial ring over a field K with char(K) = 0 or
an exterior algebra over an infinite field, I ⊂ R a graded ideal and k ≥ 0 an integer.
The following conditions are equivalent.
(i) βRi,i+k(R/I) = β
R
i,i+k
(
R/Gin(I)
)
for all i ≥ 1;
(ii) I〈k〉 and I〈k+1〉 have a linear resolution;
(iii) βR1,k+1(R/I) = β
R
1,k+1
(
R/Gin(I)
)
and βR1,k+2(R/I) = β
R
1,k+2
(
R/Gin(I)
)
,
where I〈k〉 denotes the ideal of R generated by all homogeneous elements in I of
degree k.
The above result is a generalization of [AHHi00, Theorem 1.1], where it was
shown that βRi,j(R/I) = β
R
i,j
(
R/Gin(I)
)
for all i, j if and only if I is componentwise
linear. At the end, we study the Cancellation Principle for generic initial ideals
[G98]. We find a relationship between our results for Betti numbers of a graded
ideal in a polynomial ring and the Cancellation Principle for generic initial ideals.
In the fourth chapter, we consider the problem of finding a natural class of
spheres whose Stanley–Reisner rings satisfy the multiplicity conjecture.
To state the multiplicity conjecture we need to first introduce some terminology.
Let R =
∑∞
i=0Ri be a homogeneous Cohen–Macaulay algebra of dimension d over
a field R0 = K with embedded dimension n = dimK R1 and write R = A/I, where
A = K[x1, . . . , xn] is the polynomial ring in n variables over K and I is a graded
ideal of A. Let H(R, i) = dimK Ri, i = 0, 1, 2, . . ., denote the Hilbert function of R
and F (R, λ) =
∑∞
i=0H(R, i)λ
i the Hilbert series of R. It is known that F (R, λ) is
a rational function of λ of the form
F (R, λ) =
h0 + h1λ+ · · ·+ h`λ`
(1− λ)d
,
with each hi > 0. The multiplicity e(R) of R is
e(R) = h0 + h1 + · · ·+ h`.
Now, we consider the graded minimal free resolution
0 −→ Fp −→ · · · −→ F1 −→ A −→ R −→ 0
of R over A, where Fi =
⊕
A(−j)βi,j with βi,j ≥ 0. Let
mi = min{j : βi,j 6= 0}, Mi = max{j : βi,j 6= 0}.
The multiplicity conjecture due to Herzog, Huneke and Srinivasan says that∏p
i=1mi
p!
≤ e(R) ≤
∏p
i=1Mi
p!
.
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Let ∆ be a simplicial complex on the vertex set [n] = {1, . . . , n} of dimension d−1
and K[∆] = A/I∆, where A = K[x1, . . . , xn], its Stanley–Reisner ring. Suppose that
∆ is a ball, i.e., the geometric realization |∆| is a ball. Let ∂∆ denote the boundary
complex of ∆ and suppose that each vertex of ∆ belongs to ∂∆. Thus ∂∆ is a
sphere, i.e., the geometric realization |∂∆| is a sphere, of dimension d − 2 on [n].
Each face of ∂∆ is called a boundary face of ∆ and each face of ∆ \ ∂∆ is called an
inside face of ∆. Let 1 ≤ m − 1 be the smallest dimension of a nonface of ∆. We
assume the following two assumptions on the simplicial complex ∆:
(A1) ∆ has a minimal inside face of dimension d − m and has no minimal inside
face of dimension less than m− 1;
(A2) the h–vector of ∂∆ is unimodal.
We prove the following:
Theorem 6. Let ∆ be a ball and ∂∆ be its boundary complex. Suppose that the
sphere ∂∆ satisfies the assumptions (A1) and (A2). Then the Stanley–Reisner ring
A/∂∆ satisfies the multiplicity conjecture.
A linear ball is a ball whose Stanley–Reisner ring has a linear resolution. Let ∆
be a linear ball and m− 1 be the smallest dimension of a nonface of ∆ and suppose
that 2 ≤ m ≤ (d + 1)/2. It is shown that ∆ satisfies (A1) and (A2), hence in
particular, the Stanley–Reisner ring of the sphere which is the boundary complex of
∆ satisfies the multiplicity conjecture (Corollary 4.1.4).
A class of shellable balls satisfying (A1) and (A2) arises from determinantal
ideals. And one of the natural classes of shellable linear balls arises from the polar-
ization of a power of the graded maximal ideal.
The results in Chapter 1, Chapter 3 and Chapter 4 are to be published in [Si07],
[MSi07] and [HS98] respectively.
CHAPTER 1
Minimal monomial reductions and
the reduced fiber ring of an
extremal ideal
Let I be a monomial ideal in a polynomial ring A = K[x1, . . . , xn] over a field K.
Let G(I) denote the unique minimal set of monomial generators of I.
In [CHT99] Cutkosky–Herzog–Trung and in [Ko99] independently Kodiyalam
showed that for a graded ideal I in a polynomial ring A = K[x1, . . . , xn], the regu-
larity of the ideal I t is a linear function pt+ c for large enough t. Also Kodiyalam
showed in [Ko99] that the coefficient p is given by:
p = min{θ(J) : J is a reduction ideal of I}.
Here θ(J) denotes the maximum of the degrees of elements in G(J). We call a
graded ideal J ⊂ I to be a reduction ideal of I if there exists some integer m such
that JIm = Im+1.
In Section 1.2 we give a convex geometric interpretation for this coefficient p for
any monomial ideal I ⊂ A: let S be any set of monomials in A. We denote by
Γ(S) ⊂ Nn the set of exponents of the monomials in S. Now let J be the monomial
ideal which is determined by the property that Γ(G(J)) = ext(I), where ext(I)
denotes the extreme points of the convex set conv(I). Here conv(I) denotes the
convex hull of the elements of the set Γ(I) in Rn. This convex set is commonly
called the Newton polyhedron of I. We show in Proposition 1.2.1 that the ideal J is
the unique minimal monomial reduction ideal of I, that is, J ia a reduction ideal of
I and there exists no proper monomial ideal L ⊂ J such that L is again a reduction
ideal of I. It turns out that p = θ(J). In other words, p = max{deg xa : a ∈ ext(I)}.
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We call a graded reduction ideal L of I to be a Kodiyalam reduction of I if
θ(L) = p. Thus the ideal J generated by monomials whose exponents belong to
ext(I) is a Kodiyalam reduction of I.
We call a monomial ideal L to be an extremal ideal if Γ(G(L)) = ext(L). In
other words, L is an extremal ideal if L is its own minimal monomial reduction.
Notice that each squarefree monomial ideal is an extremal ideal. Let µ(L) denote
the number of generators in a minimal generating set of a graded ideal L. It is easy
to see that µ(Rad I) is bounded above by | ext(I)| for any monomial ideal I ⊂ A.
In Section 1.3 we describe the faces of conv(Im) for a monomial ideal I, and
compare the supporting hyperplanes and the faces of conv(In1) and conv(In2) for
two positive integers n1, n2.
In Section 1.4 we determine the structure of the reduced fiber ring F(L)red of an
extremal ideal L. For any graded ideal L ⊂ A = K[x1, . . . , xn], the fiber ring F(L)
is defined to be R(L)/mR(L) =
⊕
n≥0L
n/mLn where R(L) is the Rees ring and
m = (x1, . . . , xn) ⊂ A is the graded maximal ideal of A. The main motivation to
study the structure of the reduced fiber ring of an extremal ideal is to determine the
dimension of the fiber ring of an arbitrary monomial ideal. Let I ⊂ A be a monomial
ideal and J ⊂ I be its minimal monomial reduction. Then J is an extremal ideal,
and dimF(I) = dimF(J) = dimF(J)red. So as far as dimension is concerned it
is enough to consider the reduced fiber ring F(J)red of the extremal ideal J , whose
structure is in general much simpler than that of F(J).
Let Fc denote the set of all compact faces of the Newton polyhedron conv(I) of
I. It is shown in Lemma 1.3.1 that for each F ∈ Fc, we have F = conv{aj1, . . . , ajt}
where F ∩ ext(I) = {aj1, . . . , ajt}. For each F ∈ Fc, we denote by K[F ] the semi–
group ring K[xaj t : aj ∈ F ]. As the main result of Section 3 we will show in Theo-
rem 1.4.9 that F(J)red ∼= lim←−F∈FcK[F ]. As an application, we get in the particular
case of monomial ideals a result of Carles Bivia–Ausina [Au03] on the analytic spread
of a Newton non–degenerate ideal.
Let L denote the integral closure of an ideal L. In Section 1.5, using convex
geometric arguments, we show in Theorem 1.5.1 that I` = JI`−1 where ` is the
analytic spread of I. If we assume that Ia is integrally closed for a ≤ ` − 1, then
as a corollary of Theorem 1.5.1, we obtain that I` = JI`−1, and that I is a normal
ideal.
1.1 Some preliminaries on the convex geometry
of monomial ideals
Let I be a monomial ideal in a polynomial ring A = K[x1, . . . , xn] over a field K.
We denote by G(I) the unique minimal set of monomial generators of I.
For a monomial u = xa = x
a(1)
1 · · ·x
a(n)
n ∈ A, we denote by Γ(u) the exponent
vector (a(1), . . . , a(n)) of u. Similarly, if S is any set of monomials in A, we set
Γ(S) = {Γ(u) : u ∈ S}.
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We denote the convex hull of Γ(I) by conv(I). Here Γ(I) = {a : xa ∈ I}. Recall
that conv(I) is a polyhedron. A polyhedron can be defined as the intersection of
finitely many closed half spaces. A polyhedron may also be thought of as the sum
of a polytope (which is the convex hull of a finite set of points) and the positive
cone generated by a finite set of vectors. Indeed, these two notions are equivalent,
(see [Zi95, Theorem 1.2]).
Suppose that G(I) = {xa1 , . . . , xas}, then
conv(I) = conv{a1, a2, . . . , as}+ R
n
≥0,
see [ReV99, Lemma 4.3]. Here the positive cone Rn≥0 denotes the set of vectors u ∈ R
n
such that u(i) ≥ 0 for all i = 1, . . . , n. It follows that conv(I) is a polyhedron. It is
called the Newton polyhedron of I.
Let Hi = {v ∈ Rn | 〈v, ui〉 = ci} where ui ∈ Rn , ci ∈ R for i = 1, . . . , m be the
hyperplanes in Rn such that conv(I) = {v ∈ Rn| 〈v, ui〉 ≥ ci, i = 1, . . . , m}. We
observe
Lemma 1.1.1. The vectors ui belong to R
n
≥0 for i = 1, . . . , m.
Proof. Let ej denote the canonical unit vector (0, . . . , 0, 1, 0, . . . , 0) with 1 being
at jth place. We prove that 〈ej , ui〉 = ui(j) ≥ 0 for all i, j. Let a ∈ Γ(I), then
a+ tej ∈ conv(I) for all j and t ∈ R≥0. Hence 〈a+ tej , ui〉 ≥ ci for all i, j. Suppose
〈ej0, ui0〉 < 0 for some j0 and i0. Then we have 〈a+ tej0 , ui0〉 < ci0 for t 0, which
is a contradiction.
The zero dimensional faces of a convex set X ∈ Rn are called exposed points. A
point a ∈ X is said to be an extreme point, provided all b, c ∈ X, 0 < λ < 1, and
a = λb+ (1− λ)c imply a = b = c(see [Gr66]).
We denote the extreme points of conv(I) by ext(I) and the exposed points of
conv(I) by exp(I). We have the following
Proposition 1.1.2. Let I be a monomial ideal in a polynomial ring A = K[x1, . . . , xn]
over a field K. Then, a ∈ exp(I) implies xa ∈ G(I).
Proof. Let a ∈ exp(I) and H = {v ∈ Rn | 〈v, u〉 = c} ⊂ Rn be a supporting
hyperplane of conv(I) such that H ∩ conv(I) = {a}. Notice that u ∈ (R≥0/{0})n.
Let G(I) = {xa1 , . . . , xas}. Then conv(I) = conv{a1, a2, . . . , as}+Rn≥0. Therefore
a =
∑s
i=1 kiai + v where
∑s
i=1 ki = 1, ki ≥ 0, v ∈ R
n
≥0. Now, since 〈ai, u〉 ≥ c and
〈w, u〉 > 0 for any 0 6= w ∈ Rn≥0, 〈a, u〉 = c implies a = ai for some i.
Remark 1.1.3. For any closed convex set X ⊂ Rn, one has exp(X) ⊂ ext(X)
and ext(X) ⊂ cl(exp(X)) where cl(exp(X)) denotes the closure of X in Rn with
respect to usual topology (see [Gr66, Statement 3 and 9, Section 2.4 ]). In case
X = conv(I), one has exp(I) is a finite set. Therefore cl(exp(I)) = exp(I), and
hence exp(I) = ext(I) ⊂ Γ(G(I)).
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1.2 Minimal monomial reduction ideals
In this section we show that for a monomial ideal I ⊂ A = K[x1, . . . , xn], there
exists a unique minimal monomial reduction ideal J of I. We also show that the
minimal monomial reduction ideal J of a monomial ideal I is a Kodiyalam reduction
of I.
Let L ⊂ A = K[x1, . . . , xn] be a graded ideal. A graded ideal N ⊂ L is said to
be a reduction ideal of L, if there exists a positive integer m such that NLm−1 = Lm.
Let I¯ denote the integral closure of an ideal I. It is known that N ⊂ L is a reduction
ideal of L if and only if N = L (see [BH96, Exercise 10.2.10(c)]).
Now let I ⊂ K[x1, . . . , xn] be a monomial ideal. We call a monomial ideal J ⊂ I
a minimal monomial reduction ideal of I if there exists no proper monomial ideal
J ′ ⊂ J such that J ′ is a reduction ideal of I. For a monomial ideal one has
Γ(I¯) = conv(I) ∩ Nn
(see [Ei95, Exercise 4.22 ]). Hence a monomial ideal J ⊂ I is a reduction ideal of I
if and only if conv(J) = conv(I). We have the following:
Proposition 1.2.1. Let I be a monomial ideal in a polynomial ring A = K[x1, . . . , xn]
over a field K with ext(I) = {a1, . . . , ar}. Then the ideal J = (xa1 , . . . , xar) is the
unique minimal monomial reduction ideal of I.
Proof. In order to show that J is a reduction ideal of I, we need to prove that
conv(I) = conv(J). For any monomial ideal L ⊂ A, we know that
conv(L) = conv(Γ(G(L))) + Rn≥0,
[ReV99, Lemma 4.3]. Also it follows easily from [Sc98, Section 8.9] that
conv(I) = conv(ext(I)) + Rn≥0. (1.1)
Now since Γ(G(J)) = ext(I), we get that conv(I) = conv(J).
Again, it is also easy to see that J is the unique minimal monomial reduction of
I. In fact, let L be any other monomial reduction ideal of I. We show that J ⊂ L.
We have conv(I) = conv(L), and so ext(L) = ext(I). By Lemma 1.1.2, we have
ext(L) = exp(L) ⊂ Γ(G(L)). Hence we get Γ(G(J)) ⊂ Γ(G(L)).
For the following corollary, we need to define the notion of a supporting hyper-
plane and a face of the convex set conv(I).
We say H = {v ∈ Rn | 〈v, u〉 = c} is a supporting hyperplane of conv(I) if
conv(I) ⊂ H+ = {v ∈ Rn | 〈v, u〉 ≥ c} and conv(I) ∩H 6= ∅.
A set F ⊂ conv(I) is called a face of conv(I), if either F = ∅ or F = conv(I)
or if there exists a supporting hyperplane H of conv(I) such that F = conv(I)∩H .
We call F to be a proper face of conv(I) if F 6= conv(I) and F 6= ∅.
1.2 Minimal monomial reduction ideals 11
Let F be a proper face of conv(I). Let H = {v ∈ Rn | 〈v, u〉 = c} be a supporting
hyperplane of conv(I) such that F = H ∩ conv(I). It may be observed that F is a
compact face of conv(I) if and only if the vector u ∈ (R≥0\{0})n i.e. u(j) > 0 for
all j = 1, . . . , n.
For a nonnegative integer m, we denote by J [m] the ideal generated by the mono-
mials xma1 , . . . , xmar . We get the following:
Corollary 1.2.2. The ideal J [m] is the unique minimal monomial reduction ideal of
Im for all m.
Proof. Let us fix an m, and denote by Jm the unique monomial reduction ideal of
Im. First notice that J [m] is a monomial reduction ideal of Im. Indeed, as J [m] is
a monomial reduction ideal of Jm and Jm is a monomial reduction ideal of Im, we
have J [m] is a reduction ideal of Im. Therefore Jm ⊂ J [m], by Theorem 1.2.1.
Next, we claim that ext(Im) ⊃ {ma1, . . . , mar} which in turn will will imply
that J [m] ⊂ Jm, by Theorem 1.2.1. Let Hi = {v ∈ Rn | 〈v, ui〉 = ci} be a supporting
hyperplane of conv(I) such thatHi∩conv(I) = {ai} for i = 1, . . . , r. LetmHi denote
the hyperplane given by the set {v ∈ Rn | 〈v, ui〉 = mci}, i = 1, . . . , r. We will show
that mHi is a supporting hyperplane of conv(I
m) with mHi ∩ conv(Im) = {mai}.
This will imply the above claim.
It is clear that mai ∈ mHi ∩ conv(Im). Now, let a ∈ Γ(Im) be an arbitrary
element. Then a =
∑m
j=1 aij + v where aij ∈ {a1, . . . , as} and v ∈ N
n. As the vector
ui ∈ (R≥0/{0})n, it follows that 〈a, ui〉 ≥ mci, and is equal to mci if and only if
a = mai.
Let I be a graded ideal in a polynomial ringA = K[x1, . . . , xn] over a fieldK. The
ith regularity of an ideal I is defined to be regi(I) = max{j : Tor
A
i (I,K)i+j 6= 0} and
the Castelnuovo–Mumford regularity of I is defined to be reg(I) = maxi{regi(I)}.
Cutkosky–Herzog–Trung [CHT99] and independently Kodiyalam [Ko99] have
shown that reg(I t) = pt+ c for t 0. Also the coefficient of the linear function is
known and it is given by
p = min{θ(J) : J is a reduction ideal of I},
see [Ko99]. Here θ(J) denotes the maximum of the degrees of elements in G(J). We
define a graded reduction ideal J of I to be a Kodiyalam reduction if θ(J) = p.
More generally, it is shown in [CHT99] that regi(I
t) = pit+qi for t 0 are linear
functions. From the arguments in Kodiyalam’s paper [Ko99] it follows immediately
that p0 = p.
Corollary 1.2.3. Let I be a monomial ideal in K[x1, . . . , xn], then the minimal
monomial reduction ideal J of I is a Kodiyalam reduction.
Proof. The proof is inspired by the arguments in ([Ko99, Proposition 4]). By the
very definition of p, we have θ(J) ≥ p. We now show that θ(J) ≤ p. Since for
any monomial reduction ideal L, we have Γ(G(J)) = ext(I) = ext(L) ⊂ Γ(G(L)).
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Therefore, it is enough to find a monomial reduction ideal L such that θ(L) ≤ p.
Notice that ext(I) = ext(L), as L ⊂ I being a reduction ideal of I we have conv(I) =
conv(L).
Consider the minimal monomial generating system of I, given by f1, . . . , fs where
deg fi = di for all i and d1 ≤ · · · ≤ ds. Let j be the largest integer such that fkj /∈ mI
k
for any k where m is the maximal graded ideal in A. Then reg0(I
t) ≥ djt for all
t. Set L = (f1, . . . , fj) and P = (fj+1, . . . , fs). Clearly, L is a monomial ideal with
θ(L) = dj . We claim that L is a reduction ideal of I. By the very choice of j,
P t ⊂ mI t for some t. Then I t = (L+P )t = L(L+P )t−1+P t ⊂ LI t−1+mI t. Hence
by Nakayama’s lemma, it follows that L is a reduction ideal of I. Now as θ(L) = dj
and djt ≤ pt+ q0 for t 0. We have dj ≤ p. Hence θ(L) ≤ p.
We call a monomial ideal L to be an extremal ideal, if G(L) = ext(L). In
other words, a monomial ideal L is an extremal ideal if it is the minimal monomial
reduction of itself. In particular, the ideal J in Theorem 1.2.1 is an extremal ideal.
Remarks 1.2.4. 1. Every squarefree monomial ideal is an extremal ideal. Let
N ⊂ A be a squarefree monomial ideal and let xa ∈ G(N) be a monomial generator.
We show that a ∈ ext(N). As N is squarefree, for all i, one has a(i) = 1 or a(i) = 0.
Let r ≤ n be the cardinality of i’s such that a(i) = 1. We define a vector u ∈ Nn
given by u(i) = 1 if a(i) = 1 and u(i) = n + 1 if a(i) = 0. We claim that the
hyperplane S = {v ∈ Rn : 〈v, u〉 = r} is a supporting hyperplane of conv(N) with
S ∩ conv(N) = {a}, which will imply that a ∈ ext(N). Clearly, S ∩ conv(N) ⊃ {a}.
Let b ∈ conv(N) = conv(Γ(G(N)) + Rn≥0 with b 6= a be an arbitrary element. We
claim that 〈b, u〉 > r. Notice that it is enough to consider b ∈ Γ(G(N)). Since
xb ∈ G(N), we notice that there exists an i such that b(i) = 1 and a(i) = 0. Hence
〈b, u〉 ≥ n+ 1 and therefore 〈b, u〉 > r. Hence the claim.
Let µ(L) = |G(L)|. We have the following:
2. Let I ⊂ A be a monomial ideal. Then we have µ(Rad I) ≤ | ext(I)|. Indeed,
let J ⊂ I be the minimal monomial reduction ideal of I. Then one has Rad J =
Rad I. Hence µ(Rad I) = µ(RadJ) ≤ µ(J) = |G(J)| = | ext(I)|.
1.3 A description of the faces of conv(Im)
Let I = (xa1 , xa2 , . . . , xas) ⊂ A = K[x1, . . . , xn] be a monomial ideal. We may
assume that ext(I) := {a1, . . . , ar} is the set of extreme points of the convex hull
of I after a proper rearrangement of generators. Then J = (xa1 , xa2 , . . . , xar) is the
minimal monomial reduction ideal of I, see Theorem 1.2.1.
Next we consider the set of faces of conv(I). Let F denote the set of proper
faces and Fc ⊂ F denote the set of compact faces of conv(I). Let F ∈ F and
S := {v ∈ Rn | 〈v, u〉 = c} be a supporting hyperplane of conv(I) such that
S ∩ conv(I) = F . It may be observed that F ∈ Fc if and only if the vector
u ∈ (R≥0\{0})n. For j = 1, . . . , n, we define ej = (0, . . . , 0, 1, . . . , 0) ∈ Rn to be the
unit vectors, 1 being at jth place. With this notation, we have
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Lemma 1.3.1. Let F ∈ F be a face of conv(I), and let S = {v ∈ Rn : 〈v, u〉 = c} be
a supporting hyperplane of conv(I) such that F = S∩conv(I). Then F ∩ext(I) 6= ∅,
and
F = conv{aj1, . . . , ajt}+
∑
{j : u(j)=0}
R≥0ej ,
where F ∩ ext(I) = {aj1 , . . . , ajt}.
Proof. Let a ∈ conv(I). Then a =
∑r
i kiai + v with
∑
ki = 1, ki ≥ 0, v ∈ Rn≥0
by Equation 1.1. Suppose F ∩ ext(I) = ∅. Then 〈ai, u〉 > c for all i = 1, . . . , r.
Therefore, we have 〈a, u〉 > c. Hence F = S ∩ conv(I) = ∅, a contradiction.
Let F∩ext(I) = {aj1, . . . , ajt}. First we suppose that F is a compact face, then we
have u ∈ (R≥0\{0})n. As 〈ai, u〉 > c for all ai ∈ ext(I)\{aj1, . . . , ajt} and 〈v, u〉 > 0
for all 0 6= v ∈ Rn≥0, we notice that 〈a, u〉 = c if and only if a ∈ conv{aj1, . . . , ajt}.
Hence F = conv{aj1 , . . . , ajt}.
Now, let F be an noncompact face and let Z = {j : u(j) = 0}. Notice that the
set Z 6= ∅. As 〈ai, u〉 > c for all ai ∈ ext(I)\{aj1, . . . , ajt} and 〈v, u〉 ≥ 0 for all
v ∈ Rn≥0 with 〈v, u〉 = 0 if and only if v ∈
∑
j∈Z R≥0ej , we see that 〈a, u〉 = c if and
only if a ∈ conv{aj1, . . . , ajt}+
∑
{j : u(j)=0} R≥0ej .
As an immediate consequence of Lemma 1.3.1 we obtain
Corollary 1.3.2. Let S = {v ∈ Rn | 〈v, u〉 = c} be a hyperplane. Then S is a
supporting hyperplane of conv(I) if and only if 〈ai, u〉 ≥ c for all ai ∈ ext(I) and
〈aj , u〉 = c for some aj ∈ ext(I).
Lemma 1.3.3. Let S = {v ∈ Rn | 〈v, u〉 = c} where u ∈ Rn, c ∈ R, be a hyperplane,
and let n1, n2 ≥ 1 two integers and q = n2/n1. Then S is a supporting hyperplane
of conv(In1) if and only if qS = {v ∈ Rn | 〈v, u〉 = qc} is a supporting hyperplane
of conv(In2).
Proof. By Corollary 1.2.2, we have ext(Im) = (ma1, . . . , mar) for all m ≥ 1. Hence
S is a supporting hyperplane of conv(In1) if and only if for all n1ai ∈ ext(I
n1) we
have 〈n1ai, u〉 ≥ c and 〈n1aj , u〉 = c for some n1aj ∈ ext(In1). This is the case if and
only if 〈n2ai, u〉 = 〈(n2/n1)n1ai, u〉 = q〈n1ai, u〉 ≥ qc and 〈n2aj, u〉 = q〈n1aj, u〉 = qc
which is equivalent to say that qS is a supporting hyperplane of conv(In2).
Let F be the set of proper faces of conv(I). For each F ∈ F , we choose a hyper-
plane S = {v ∈ Rn | 〈v, u〉 = c} with F = S ∩ conv(I). Then by Lemma 1.3.3, for a
nonnegative integer m, the hyperplane mS is a supporting hyperplane of conv(Im).
We set mF = mS ∩ conv(Im). It is easy to see that this definition does not depend
on the choice of S. Indeed,
mF = conv{maj1, . . . , majt}+
∑
{j : u(j)=0}
R≥0ej
if F ∩ext(I) = {aj1 , . . . , ajt}. We denote by mF the set of proper faces of conv(I
m).
As an immediate consequence of Lemma 1.3.3 we get
Corollary 1.3.4. The map from F to mF given by F 7→ mF is bijective.
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1.4 The structure of the reduced fiber ring of an
extremal ideal
The main result of this section is Theorem 1.4.9 which gives us the structure of the
reduced fiber ring of an extremal ideal. We proceed gradually towards it preparing
the ground to prove it. We will use all the notation from previous section.
Recall that a monomial ideal L ⊂ A = K[x1, . . . , xn] is said to be an extremal
ideal if Γ(G(L)) = ext(L). In other words an extremal ideal is the minimal monomial
reduction of itself, see Proposition 1.2.1.
The main motivation to study the structure of the reduced fiber ring F(J)red of an
extremal ideal is to determine the dimension of the fiber ring F(I) for a monomial
ideal I. As one notices that dimF(I) = dimF(J) = dimF(J)red, therefore it
is enough to consider the reduced fiber ring F(J)red as far as the dimension is
concerned. We will see that in general the structure of the reduced fiber ring of an
extremal ideal is more simple than that of the original fiber ring.
For the proof of Theorem 1.4.3 we shall need the following:
Lemma 1.4.1. Let a =
∑r
i=1 liai where li are nonnegative integers,
∑
li = m and
ext(I) = {a1, . . . , ar}. If {ai : li 6= 0} 6⊂ F for some F ∈ F , then a /∈ mF .
Proof. Let S = {v ∈ Rn | 〈v, u〉 = c} be a supporting hyperplane of conv(I) such
that S ∩ conv(I) = F . Then mS = {v ∈ Rn | 〈v, u〉 = mc} is a supporting
hyperplane of conv(Im) such that mS ∩ conv(Im) = mF .
Suppose that a ∈ mF . Then we have 〈a, u〉 = mc. As {ai : li 6= 0} 6⊂ F , there
exists at least one j such that 〈aj , u〉 > c which implies 〈a, u〉 > mc, a contradiction.
Remark 1.4.2. From the above lemma, it follows that if the set {ai : li 6= 0} 6⊂ F
for all F ∈ F , then a =
∑r
i=1 liai /∈ G for all G ∈ mF . Indeed, as for every G ∈ mF
there exists F ∈ F such that G = mF , by Corollary 1.3.4.
The following theorem is crucial for our study of the structure of the reduced
fiber ring of an extremal ideal.
Theorem 1.4.3. Let J be an extremal ideal with G(J) = {f1, . . . , fr} and fj = xaj
for j = 1, . . . , r. Let Z = {aj1 , . . . , ajt} be a nonempty subset of Γ(G(J)). Then the
following conditions are equivalent:
(1) Z ⊂ F for some compact face F ∈ F ;
(2) For all li ≥ 0 one has f
l1
j1
· · · f ltjt ∈ G(J
m) where 0 < m =
∑t
i=1 li;
(3) For all li  0 one has f
l1
j1
· · · f ltjt ∈ G(J
m) where 0 < m =
∑t
i=1 li.
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Proof. (1) ⇒ (2) Suppose there exists integers li ≥ 0 such that the monomial
f ′ = f l1j1 · · · f
lt
jt
/∈ G(Jm) where m =
∑
li. Then there exists a monomial g ∈ G(Jm)
such that f ′ = hg with deg h > 0. Let S := {v ∈ Rn | 〈v, u〉 = c} be a supporting
hyperplane such that F = S∩conv(J). Notice that as F is a compact face, the vector
u belongs to (R≥0\{0})n. Now since the set Z ⊂ F , 〈ajk , u〉 = c for all k = 1, . . . , t.
Then we have 〈Γ(f ′), u〉 = mc, but since 〈Γ(h), u〉 > 0 and 〈Γ(g), u〉 ≥ mc, one has
〈Γ(hg), u〉 > mc, a contradiction.
(2)⇒ (3) trivial.
(3) ⇒ (1) Suppose Z 6⊂ F for all compact faces F ∈ F , then we prove that for
all li  0 we have f
l1
j1
· · · f ltjt /∈ G(J
m) where m =
∑t
i=1 li.
Let f = fj1 · · · fjt . We will show that f
m0 = fm0j1 · · · f
m0
jt
/∈ G(Jm0t) for some
positive integer m0. From which it clearly follows that f
l1
j1
· · · f ltjt /∈ G(J
m) for all
li ≥ m0 where m =
∑
li .
Notice that in order to show that fm /∈ G(Jmt) for some m, it is enough to show
that fk /∈ G(Jkt) for some k. Indeed, if fk /∈ G(Jkt) for some k, then fk = gh where
h ∈ G(Jkt) and deg g > 0. Now as h ∈ G(Jkt), hk1 ∈ Jktk1 for some k1 which implies
fkk1 = gk1hk1 /∈ G(Jktk1).
We assumed that Z 6⊂ F for all compact faces F ∈ F , but nevertheless Z may
be a subset of a noncompact face in F . We divide the proof in two cases depending
on whether Z is a subset of some noncompact face or not.
Case 1: First we assume that Z 6⊂ F for all faces (compact or noncompact)
F ∈ F . Suppose fm ∈ G(Jmt) for all m. Without loss of generality, let x1|f . Since
f ∈ G(J t), g = f/x1 /∈ J t. Hence Γ(f) ∈ conv(J t) and Γ(g) /∈ conv(J t). Let l be
the line segment joining Γ(f) and Γ(g). Since Γ(f) ∈ l ∩ conv(J t), the intersection
of l and conv(I) is a convex set. Let l0 = l ∩ conv(J t) be the line segment joining
Γ(f) and p with p ∈ tF where F is a face of conv(J), see Corollary 1.3.4. Notice
that p 6= Γ(f), see Remark 1.4.2. Hence Γ(f) = p + v where 0 < ‖v‖ < 1. Now
for any m, consider the line segment joining Γ(fm) and Γ(gm), we denote this line
segment by ml. We have Γ(fm) = mp + mv where mp ∈ mtF and mtF is a
face of conv(Jmt). Again as fm ∈ G(Jmt), fm/x1 /∈ Jmt. Notice that Γ(fm/x1)
and mp lie on ml, and since Γ(fm/x1) /∈ conv(Jmt) and mp ∈ conv(Jmt), we have
‖mv‖ = ‖mp− Γ(fm)‖ ≤ ‖Γ(fm)− Γ(fm/x1)‖ = 1 for all m, a contradiction.
Case 2: Now assume that Z ⊂ G for some noncompact face G ∈ F and that
{aj1, . . . , ajt} 6⊂ F for all compact faces F ∈ F . We prove that f
m /∈ G(Jmt) for some
m = m0 by induction on dimG. If dimG = 1, then f /∈ G(J t), because it follows
from Lemma 1.3.1 that the only point on tG which corresponds to a generator of J t,
is an extremal point of conv(J t) and certainly a = aj1 + · · ·+ ajt is not an extremal
point of conv(J t), see Corollary 1.2.2. Now let dimG = p > 1. We may assume that
{aj1, . . . , ajt} 6⊂ G
′ for any proper face G′ of G. As if {aj1, . . . , ajt} ⊂ G
′ for some
proper face G′ of G, then G′ is a noncompact face of G with dimG′ < dimG and
we are through by induction.
Let S := {v ∈ Rn | 〈v, u〉 = c} be a supporting hyperplane of conv(J) such that
S ∩ conv(J) = G. Since G is a noncompact face, there exists j such that u(j) = 0.
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Consider aλ := aj1+ · · ·+ajt−λ(0, . . . , 1, . . . , 0), 1 being at jth place, λ ≥ 0. Notice
that there exists λ0 > 0 such that aλ0 /∈ conv(J). Let l0 be the line segment joining
a and aλ0 . As a ∈ l0 ∩ tG, the intersection of l0 with tG is a nonempty convex
set. Let l = l0 ∩ tG be the line segment joining a and aλ′ where aλ′ lies on some
proper face tG′ of tG and λ′ > 0, as dimG′ < dimG. Also aλ′ < a, so we have
a = aλ′ + w, with ‖w‖ = λ′ > 0. For any positive integer m, maλ′ ∈ mtG′ and
‖ma − maλ′‖ = m‖a − aλ′‖ = m‖w‖ > 0. Let for m = m0, m‖w‖ ≥ 1. Then
for m = m0, ma and ma − (0, . . . , 1, . . . , 0) lies on mtG, 1 being at jth place, so
that Γ(fm/xj) ∈ mtG which implies fm/xj ∈ Jmt and hence fm 6∈ G(Jmt) for
m = m0.
Let S = K[x1, . . . , xn, y1, . . . , yr] be a bigraded polynomial ring over a field K
with deg xi = (1, 0) and deg yj = (dj, 1). Let ϕ be the surjective homomorphism
from S to R(J) = K[x1, . . . , xn, f1t, . . . , frt], given by xi 7→ xi and yj 7→ fjt so that
S/L ∼= R(J) where L = Kerϕ. Notice that the ideal L is generated by the binomials
of type g1h1− g2h2 where g1, g2 are monomials in xi and h1, h2 are monomials in yj.
Now, we consider the fiber ring F(J) = R(J)/mR(J) of the extremal ideal
J where m = (x1, . . . , xn) ⊂ A. Then we have F(J) ∼= S/(L,m) ∼= T/D and
hence F(J)red ∼= T/RadD where D is the image of the ideal L in T = S/m, and
T = K[y1, . . . , yr]. Let ψ = ϕ ⊗ S/m : T → F(J) be the induced epimorphism.
We have D = Kerψ. Notice that the ideal D is generated by monomials and
homogeneous binomials in the yj. In fact, if g1h1 − g2h2 is a generator of L, then
its image in T is a monomial, if one of the gi belongs to m, and otherwise it is a
homogeneous binomial. We have the following lemma:
Lemma 1.4.4. Let b = b1 − b2 be a homogeneous binomial generator of the ideal
D with b1 = y
l1
i1
· · · yluiu, b2 = y
m1
j1
· · · ymvjv and
∑u
i=1 li =
∑v
j=1mj = t. If the set
{ai1 , . . . , aiu} ⊂ G for some G ∈ Fc, then the set {aj1, . . . , ajv} ⊂ G .
Proof. As b = b1 − b2 ∈ D, we have ψ(b) = 0, i.e. ψ(b1) = ψ(b2). Therefore we
have xl1ai1 · · ·xluaiu = xm1aj1 · · ·xmvajv with
∑u
p=1 lpaip =
∑v
k=1mkajk . Let S be a
supporting hyperplane of conv(J) such that S ∩ conv(J) = G and let S be given by
the set {v ∈ Rn | 〈v, u〉 = c} for some u ∈ Rn and c ∈ R.
We have 〈
∑v
k=1mkajk , u〉 = 〈
∑u
p=1 lpaip, u〉 = tc. Suppose {aj1, . . . , ajv} 6⊂ G,
then there exists at least one k0 ∈ {1, . . . , v} such that ajk0 /∈ G. Since 〈ajk, u〉 ≥ c
for all k, it follows that 〈ajk0 , u〉 > c which in turn implies that 〈
∑v
k=1 lkajk , u〉 > tc,
a contradiction.
We denote by Fc the set of compact faces, and by Fmc the set of maximal compact
faces of conv(J). Let F ∈ Fmc; we set PF = (yj : aj /∈ F ) and we denote by BF the
kernel of θF : K[yj : aj ∈ F ]→ K[F ] := K[fjt : aj ∈ F ] where θF (yj) = fjt. In the
following proposition we consider the ideals PF and BF in the polynomial ring T .
With the notation introduced we have
Proposition 1.4.5. RadD = (
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF ) =
⋂
F∈Fmc
(PF , BF ).
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Proof. For the proof we proceed in several steps.
1. Step: Let f be a monomial in T . We claim that f ∈ RadD if and only if
f ∈
⋂
F∈Fmc
PF .
We may assume that f is a squarefree monomial. Let f = yj1 . . . yjk ∈ RadD with
j1 < j2 < · · · < jk. Then fn0 ∈ D for some integer n0, and hence ψ(fn0) = 0.
This implies that xn0aj1 · · ·xn0ajk ∈ mJn0k. Hence xnaj1 · · ·xnajk is not a minimal
generator of Jnk for all n ≥ n0. Now Theorem 1.4.3 implies that {aj1, . . . , ajk} 6⊂ F
for all compact face F ∈ F . This shows that f ∈
⋂
F∈Fmc
PF .
Now, let the monomial f ∈
⋂
F∈Fmc
PF . Then {aj1, . . . , ajk} 6⊂ F for all F ∈ Fmc.
This implies that {aj1, . . . , ajk} 6⊂ F for all compact faces F of conv(J). Now by
Theorem 1.4.3, we conclude that there exists an integer m such that the monomial
(xaj1 · · ·xajk )m ∈ mJkm. Since ψ(fm) = (xaj1 · · ·xajk )m it follows that fm ∈ D, and
hence f ∈ RadD.
2. Step: D ⊂ (
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF ).
It follows from the first step that all monomial generators in D belong to the ideal
(
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF ). Now let b = b1−b2 be a homogeneous binomial generator
of D with b1 = y
l1
i1
· · · yluiu , b2 = y
m1
j1
· · · ymvjv and
∑u
i=1 li =
∑v
j=1mj = t. Since
b ∈ D, we have ψ(b) = 0, i.e. ψ(b1) = ψ(b2). Therefore we get that the monomial
xl1ai1 · · ·xluaiu = xm1aj1 · · ·xmvajv , and so
∑u
p=1 lpaip =
∑v
k=1mkajk . We show that
b ∈
∑
F∈Fmc
BF , if b /∈
⋂
F∈Fmc
PF . In fact, if b /∈
⋂
F∈Fmc
PF , then one of the bi,
say b1 /∈
⋂
F∈Fmc
PF . This implies that {ai1 , . . . , aiu} ⊂ G for some compact face
G ∈ Fmc and then from Lemma 1.4.4, {aj1, . . . , ajv} ⊂ G. Hence b = b1 − b2 ∈ BG.
3. Step:
∑
F∈Fmc
BF ⊂ D.
Notice that BF = Ker θF and D = Kerψ. Certainly, Ker θF ⊂ Kerψ for each
F ∈ Fmc. Hence
∑
F∈Fmc
BF ⊂ D.
4. Step:
⋂
F∈Fmc
(PF , BF ) = (
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF ).
For each F ∈ Fmc, let QF = (PF , BF ) and let M =
⋂
F∈Fmc
PF , B =
∑
F∈Fmc
BF .
In order to show that (M,B) =
⋂
F∈Fmc
QF , we proceed in the following steps:
(i) First we show (M,B) ⊂
⋂
F∈Fmc
QF . Clearly, for each F ∈ Fmc, M ⊂ QF .
Now we also prove that B ⊂ QF for all F ∈ Fmc. Take b = b1 − b2 ∈ B with
b1 = y
l1
i1
· · · yluiu , b2 = y
m1
j1
· · · ymvjv and
∑u
i=1 li =
∑v
j=1mj = t. Suppose that b /∈ BF ,
then we prove b ∈ PF . As b /∈ BF , it implies that for one of the bi, say for b1,
there exists yip|b1 such that aip /∈ F . Once we show that there exists also some
k ∈ {1, . . . , v} such that yjk|b2 and ajk /∈ F , then it will imply that b1, b2 ∈ PF and
hence b ∈ PF . Suppose this is not the case, then {aj1 , . . . , ajv} ⊂ F . But then by
Lemma 1.4.4, we have {ai1 , . . . , aiv} ⊂ F which is a contradiction. Hence we have
(M,B) ⊂
⋂
F∈Fmc
QF .
(ii) Notice that for each F ∈ Fmc, QF is a prime ideal. Indeed, QF being
the kernel of the surjective map piF : K[y1, . . . , yr] → K[fit : ai ∈ F ] given by
piF (yj) = fjt, if aj ∈ F and piF (yj) = 0, if aj /∈ F , the assertion follows.
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(iii) We claim that {QF : F ∈ Fmc} is the set of all minimal prime ideals
containing (M,B). Let P be a prime ideal containing (M,B), then it implies that
P ⊃ M =
⋂
Fmc
PF and so P ⊃ PG for some G ∈ Fmc. Also, P ⊃ B =
∑
BF .
Hence P ⊃ QG.
(iv) We claim (M,B) is a radical ideal, that is, Rad(M,B) = (M,B). This
amounts to prove that for all QF , (M,B)TQF = QFTQF . Fix G ∈ Fmc, the set
{yi : ai ∈ G} ⊂ T\QG and hence all yi such that ai ∈ G are invertible in TQG. For
all maximal compact faces F 6= G there exists at least one yj ∈ PF such that yj ∈ G,
as otherwise PF ⊂ PG which implies F ⊃ G, a contradiction. Hence for all F 6= G,
PFTQG = TQG . Therefore, we have (M,B)TQG = (
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF )TQG =
(PG,
∑
F∈Fmc
BF )TQG = (PG, BG)TQG = QGTQG .
Since by (iii) we have Rad(M,B) =
⋂
F∈Fmc
QF it follows then that the ideal
(M,B) =
⋂
F∈Fmc
QF . Now by Step 1, Step 2 and Step 3, one has
D ⊂ (
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF ) ⊂ RadD.
Finally by Step 4, we have (
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF ) =
⋂
F∈Fmc
(PF , BF ) which is a
radical ideal. Hence we have RadD = (
⋂
F∈Fmc
PF ,
∑
F∈Fmc
BF ) =
⋂
F∈Fmc
(PF , BF ).
We denote by Min(R) the set of the minimal prime ideals of a ring R.
Corollary 1.4.6. Let I ⊂ A be a monomial ideal. Then there is an injective map
Fmc → Min(F(I)).
This map is bijective if I is an extremal ideal.
Proof. Let J be the minimal monomial reduction ideal of I. Then J is an ex-
tremal ideal. From above proposition we have F(J)red ∼= T/
⋂
F∈Fmc
(PF , BF ) where
(PF , BF ) is a prime ideal for each F ∈ Fmc. Hence there is a bijective map
ρ1 : Fmc → Min(F(J))
given by F 7→ (PF , BF )/D.
As the fiber ring F(I) is integral over F(J), for each prime ideal P ∈ Min(F(J))
there exists a minimal prime ideal Q ∈ Min(F(I)) such that P = Q∩F(J). There-
fore there exists an injective map ρ2 from Min(F(J)) to Min(F(I)), and hence
ρ = ρ2 ◦ρ1 : Fmc → Min(F(I)) is the desired injective map. Finally, if I is extremal,
then I = J and ρ = ρ1 is a bijection.
Next corollary gives us a combinatorial characterization of the fact when the
fiber ring of an extremal ideal J is a domain.
Corollary 1.4.7. Let J = (xa1 , . . . , xar) be an extremal ideal. Then the following
conditions are equivalent:
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(1) The fiber ring F(J) is a domain;
(2) The reduced fiber ring F(J)red is a domain;
(3) |Fmc| = 1.
Proof. (1)⇒ (2) is obvious, and (2)⇐⇒ (3) follows from Corollary 1.4.6.
(3) ⇒ (1): Let |Fmc| = 1. Then it follows by Proposition 1.4.5 that the ideal
RadD = (BF , PF ) where F ∈ Fmc. Notice that as there is only one maximal
compact face F , the ideal PF is the zero ideal. Hence (PF , BF ) = BF . Also by
Step 3 in the proof of Proposition 1.4.5 we have BF ⊂ D. Therefore we have
RadD = D = BF which is a prime ideal. Hence F(J) ∼= T/D is a domain.
By the above corollary the fiber ring of an extremal ideal J is a domain if and only
if there is only one maximal compact faces of conv(J). But in general the property
of being reduced cannot be characterized in terms of combinatorial properties of
conv(J), as the the following simple example demonstrates:
Example 1.4.8. Consider the two extremal ideals given by J1 = (x
6, x2y, xy2, y6)
and J2 = (x
8, x6y, x2y7, y12) in the polynomial ring A = K[x, y]. It is easy to see that
conv(J1) and conv(J2) have the same face lattices. Nevertheless the fiber ring of the
ideal J1 given by F(J1) ∼= K[y1, y2, y3, y4]/(y1y4, y2y4, y1y3) is reduced while the fiber
ring of the ideal J2 given by F(J2) ∼= K[y1, y2, y3, y4]/(y1y4, y2y24, y
2
2y4 − y1y
2
3, y
2
1y3)
is not reduced.
Next, we define an inverse system of semigroup rings K[F ] for F ∈ Fc where
K[F ] = K[fit : ai ∈ F ] with fi = xai . For G ⊂ F , we define the ring homomor-
phism piGF : K[F ] → K[G] such that piGF (fit) = fit, if ai ∈ G and piGF (fit) = 0,
otherwise. Notice that piGF is well defined. To see this, we need to show that if the
monomial fi1fi2 · · · fikt
k = fj1fj2 · · · fjkt
k where {ai1, . . . , aik}, {aj1, . . . , ajk} ⊂ F ,
then piGF (fi1fi2 · · · fikt
k) = piGF (fj1fj2 · · · fjkt
k). If piGF (fi1 · · ·fikt
k) = 0, then
{ai1 , . . . , aik} 6⊂ G. Since yi1 · · · yik − yj1 · · · yjk ∈ D it follows from Lemma 1.4.4
that {aj1, . . . , ajk} 6⊂ G, too. Hence piGF (fj1 · · · fjkt
k) = 0. On the other hand, if
piGF (fi1 · · · fikt
k) 6= 0, then piGF (fj1 · · · fjkt
k) 6= 0, and so
piGF (fi1 · · · fikt
k) = fi1 · · · fikt
k = fj1 · · · fikt
k = piGF (fj1 · · · fikt
k).
Hence piGF (fi1 · · · fikt
k) = piGF (fj1 · · · fjkt
k) in both cases.
Also we may notice that for H ⊂ G ⊂ F and F ∈ Fc, one has piHG ◦piGF = piHF .
Hence the inverse system is well defined.
Theorem 1.4.9. F (J)red ∼= lim←−F∈FcK[F ].
Proof. For each F ∈ Fc consider the ring homomorphism piF from K[y1, . . . , yr] to
K[F ] given by piF (yj) = fjt, if aj ∈ F and piF (yj) = 0, if aj /∈ F .
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Notice that Ker piF is equal to the ideal QF := (BF , PF ). We define the map
pi : K[y1, . . . yr] −→
⊕
F∈Fc
K[F ],
given by pi = (piF )F∈Fc . We have Ker pi =
⋂
F∈Fc
QF =
⋂
F∈Fc
(BF , PF ). We claim
that for all G ⊂ F one has QF ⊂ QG. Indeed, for all G ⊂ F , PF ⊂ PG and by the
proof of Proposition 1.4.5, Step 4(i), we have BF ⊂ (BG, PG). It follows that
Ker pi =
⋂
F∈Fmc
QF .
Therefore, Proposition 1.4.5 implies that Ker pi = RadD. Thus we have
K[y1, . . . , yr]/Ker pi ∼= F (J)red.
It remains to show that Im(pi) = lim←−F∈FcK[F ]. Since piGF ◦ piF = piG for all
G ⊂ F , we have Im(pi) ⊂ lim←−F∈FcK[F ].
Now let v = (mF )F∈Fc ∈ lim←−F∈FcK[F ]. We may assume that for each F ∈ Fc,
the element mF is a monomial in K[F ] since all homomorphisms in the inverse
system are multigraded. For each F ∈ Fc, we choose gF ∈ K[y1, . . . , yr] such that
piF (gF ) = mF and with the property that whenever mF = mG in K[x1, . . . , xn, t]
then it implies gF = gG. (Notice that for each F ∈ F , the K–algebra K[F] can be
naturally embedded in the K–algebra K[x1, . . . , xn, t]).
Let Z = {mF : mF 6= 0, F ∈ Fc} = {m1, . . . , ml}. For each i = 1, . . . , l, we
define the set Ai = {F ∈ Fc : mF = mi}. We claim that for each Ai one has⋂
F∈Ai
F ∈ Ai. Fix an i, and notice that it is enough to show that for any F,G ∈ Ai
we have F ∩ G ∈ Ai. Let mF = fi1 · · · fipt
p = fj1 · · ·fjpt
p = mG. Then it follows
by Lemma 1.4.4 that the sets {ai1 , . . . , aip}, {aj1, . . . , ajp} ⊂ F ∩G = H . Therefore
piHF (mF ) = mF and piHG(mG) = mG. Also as v = (mF )F∈Fc ∈ lim←−F∈FcK[F ] we
have piHF (mF ) = mH = piHG(mG). Hence mG = mF = mH , so H ∈ Ai. Hence
Hi =
⋂
F∈Ai
F ∈ Ai, i = 1, . . . , l.
For each i, we choose a monomial gHi ∈ K[y1, . . . , yr] such that piHi(gHi) = mHi.
For all F ∈ Ai, we define gF = gHi, i = 1, . . . , l and for all F ∈ Fc\
⋃l
i=1Ai, we
define gF = 0. Notice that for all F ∈ Fc, we have piF (gF ) = mF . Indeed, let
F ∈ Fc. If F ∈ Fc\
⋃l
i=1Ai, then gF = 0 = mF and we have piF (gF ) = mF . If
F ∈ Ai for some i, then as we have piHiF ◦ piF = piHi and piHi(gF ) = mHi = mF , it
follows by the very definition of the map piHiF that piF (gF ) = mF . Moreover, by our
choice of the gF we also have gF = gG whenever mF = mG.
Now let S = {gF : F ∈ Fmc}, and let g =
∑
gF∈S
gF . We claim that pi(g) = v,
i.e. piG(g) = mG for all G ∈ Fc. Notice that it is enough to show that piG(g) = mG
for all G ∈ Fmc. In fact, if H ∈ Fc there exists G ∈ Fmc such that H ⊂ G, and
since piG(g) = mG, we have piH(g) = piHG(piG(g)) = piHG(mG) = mH .
Now let G ∈ Fmc. We claim that piG(gF ) = 0 for all gF 6= gG, so that we have
piG(g) = mG, as asserted.
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To prove this claim, let gF = yi1 · · · yip and suppose that piG(gF ) 6= 0. Then we
have {ai1 , . . . , aip} ⊂ G ∩ F . Let H = G ∩ F , then H ∈ Fc. Since v ∈ lim←−F∈FcK[F ]
and H is a common face of F and G, we have piHF (mF ) = mH = piHG(mG). As
{ai1 , . . . , aip} ⊂ H , we have 0 6= mF = piHF (mF ) = mH = piHG(mG) = mG. Hence
gF = gG, a contradiction.
The analytic spread ` of an ideal I in a Noetherian local ring (R,m) is given by
the Krull dimension of the fiber ring F(I) of I. It has been shown by Carles Bivia–
Ausina [Au03] that the analytic spread of a non–degenerate ideal I ⊂ C[[x1, . . . , xn]]
is equal to the c(I) + 1 where
c(I) = max{dimF : F is a compact face of conv(I)}.
Next we show that for monomial ideals this result is an immediate consequence
of our structure theorem (Theorem 1.4.9).
Corollary 1.4.10. Let I ⊂ A = K[x1, . . . , xn] be a monomial ideal. Let ` denote
the analytic spread of the ideal I. Then
` = c(I) + 1 = max{dimF : F is a compact face of conv(I)}+ 1.
Proof. Let J be the minimal monomial reduction ideal of the monomial ideal I.
We have ` = dimF(I) = dimF(J) = dimF(J)red. By Theorem 1.4.9, we have
F(J)red = lim←−F∈FcK[F ] ⊂
⊕
F∈Fc
K[F ]. Hence it follows that
dim(F(J)) ≤ max{dimK[F ] : F ∈ Fc}.
As dimK[F ] = dimF + 1, we have ` ≤ c(I) + 1. To show ` ≥ c(I) + 1, we notice
that the canonical homomorphisms
p¯iG : lim←−F∈FcK[F ]→ K[G]
are surjective for all G ∈ Fc. Indeed, if m is a monomial in the semigroup ring K[G]
and v = (mF )F∈Fc ∈ lim←−F∈FcK[F ] with
mF =
{
m, if supp(m) ⊂ F,
0, if supp(m) 6⊂ F,
then p¯iF (v) = m. Here supp(m) of some monomial m = x
a1
1 · · ·x
an
n ∈ A is defined to
be supp(m) = {ai : ai 6= 0}.
It follows that dimF (J) ≥ dimK[F ] for all F ∈ Fmc. Therefore we have ` ≥ c(I)+1,
as desired.
22 Minimal monomial reductions and the reduced fiber ring
1.5 On the reduction number of a monomial ideal
In this section, we consider the reduction number of a monomial ideal I ⊂ A with
respect to its minimal monomial reduction ideal J . We show in Corollary 1.5.3 that
if Im is integrally closed for m ≤ ` then I is normal and the reduction number of
I with respect to J is less than ` − 1. Here ` denotes the analytic spread of the
monomial ideal I and the reduction number of an ideal I with respect to J is defined
to be the minimum of t such that JI t = I t+1.
Theorem 1.5.1. Let I ⊂ A = K[x1, . . . , xn] be a monomial ideal and J its minimal
monomial reduction ideal. Let ` be the analytic spread of I. Then
Im = JIm−1 for all m ≥ `.
Proof. We may assume I is a proper ideal, and let I = (xa1 , xa2 , . . . , xas) where
fi = x
ai = x
ai(1)
1 x
ai(2)
2 · · ·x
ai(n)
n for i = 1, . . . , s. Without loss of generality, let
J = (xa1 , xa2 , . . . , xar) be the minimal monomial reduction ideal of I so that we
have ext(I) = {a1, . . . , ar}. Let m ≥ `, we show Im ⊂ JIm−1, the other inclusion
being trivial. Let xb ∈ Im = Jm where xb = xb(1)1 · · ·x
b(n)
n .
For the proof we consider the following two cases:
Case 1. b ∈ F where F is a face of conv(Im).
First we claim that b = b1+v where b1 ∈ G for some compact face G of conv(Im)
and v ∈ Rn≥0. If F is a compact face, then we take v = 0 and b1 = b. Now let F be
a noncompact face. We prove the claim by induction on dimF . If dimF = 1, then
clearly b = mai+v where v ∈ Rn≥0 for some ai ∈ ext(I). Now let dimF = t > 1. Let
S = {v ∈ Rn | 〈v, u〉 = c} (where u = (u(1), . . . , u(n)) ∈ Rn, c ∈ R) be a supporting
hyperplane of conv(Im) such that S ∩ conv(Im) = F. Since F is an noncompact face
there exists u(j) such that u(j) = 0. Consider bλ := b − λ(0, . . . , 1, . . . , 0), 1 being
at jth place, λ ≥ 0. Notice that there exists λ0 > 0 such that bλ0 /∈ conv(I
m). Let
l0 be the line segment joining b and bλ0 . The intersection of l0 with F , is nonempty
and therefore is a convex set. It follows that l = l0 ∩ F is a line segment joining b
and bλ′ where bλ′ lies on some proper face F
′ of F and λ′ ≥ 0. Therefore b = bλ′ +w
with bλ′ ∈ F ′ and w ∈ Rn≥0. By induction, bλ′ = b1 + w
′ where b1 ∈ G for some
compact face G and w′ ∈ Rn≥0. Hence b = b1 + v with v = w+w
′ ∈ Rn≥0. Hence the
claim.
As G is a compact face, we have dimG < ` by Corollary 1.4.10. Now since
b1 ∈ G, there exists p ≤ ` affinely independent vectors {ai1 , . . . , aip} ⊂ ext(I) such
that b1 =
∑p
j=1 kjaij with
∑
ki = m. Since p ≤ ` ≤ m, there exists t ∈ {1, . . . , p}
such that kt ≥ 1. Hence b1 − ajt =
∑p
j=1
j 6=t
kjaji + (kt − 1)ajt ∈ conv(I
m−1). Now
b− ait = b1 − ait + v ∈ conv(I
m−1) ∩Nn = Γ(Im−1). Hence b ∈ Γ(JIm−1).
Case 2. b /∈ F for any face F of conv(Im).
Let f = xb. We may assume that f ∈ G(Jm)(as in order to show Jm ⊂ JIm−1, it is
enough to show that G(Jm) ⊂ JIm−1). Without loss of generality, let x1|f . Since
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f ∈ G(Jm), g = f/x1 /∈ Jm. Hence b ∈ conv(I
m) and Γ(g) /∈ conv(Im). Let l be the
line segment joining b and Γ(g). Then l intersects conv(Im) at some point a ∈ F
where F is a face of conv(Im). Hence, b = a + v where v ∈ Rn≥0. Now by the proof
of first case, we may write a = a1+ v1 such that a1 ∈ G for some compact face G of
conv(Im) and v1 ∈ Rn≥0. Hence b = a1 + w where w = v + v1 ∈ R
n
≥0. Now as in the
above case, we get that xb ∈ JIm−1.
Remark 1.5.2. There is a related result by Wiebe. He shows that for the maximal
graded ideal m in a positive normal affine semigroup ring S of dimension d one has
m
n+1 = mmn for all n ≥ d− 2, and that an+1 = aan for all n ≥ d− 1 if a ⊂ S is an
integrally closed ideal, see [W06, Theorem 2.1].
Corollary 1.5.3. Let Ia be integrally closed for all a ≤ `− 1, then I` = JI`−1 and
I is normal, i.e. Ia is integrally closed for all a.
Proof. By the above theorem, we have I` ⊂ JI`−1. And since I`−1 = I`−1, we see
that I` ⊂ JI`−1. Hence I` = JI`−1.
Also, I` = JI`−1 = JI`−1 ⊂ I` ⊂ I`. Hence I` = I`. By applying induction on
a, one has Ia = Ia for all a.
Remarks 1.5.4. (a) Corollary 1.5.3 is a generalization of a result by Reid, Roberts
and Vitulli [ReRV03, Proposition 2.3] . They proved that if I ⊂ A = K[x1, . . . , xn]
is a monomial ideal and Im is integrally closed for m ≤ n − 1, then I is a normal
ideal.
(b) In Corollary 1.5.3, once we assume that the monomial ideal I is normal,
then the bound on the reduction number with respect to monomial reductions can
be obtained as a consequence of a theorem by Valabrega–Valla [VaVa78] and the
improved version of the Briancon–Skoda theorem due to Aberbach and Huneke
[AbHu93]. In fact, if I is a normal monomial ideal, then R(I) is Cohen–Macaulay
and hence the associated graded ring G(I) is Cohen–Macaulay. Thus by Valabrega–
Valla [VaVa78] and Aberbach–Huneke [AbHu93], the reduction number of I with
respect to monomial reductions is less than the analytic spread ` of I. I am thankful
to Prof. Verma for this remark.
CHAPTER 2
Graded Betti numbers and the
regularity function
In this chapter we study graded Betti numbers of powers of a graded ideal and the
regularity function for the powers products of graded ideals.
Let A = K[x1, . . . , xr] be a standard graded polynomial ring and let I ⊂ A be
a graded ideal. Let βi,j(I) = dimK Tori(K, I)j and βi(I) = dimK Tori(K, I) denote
the graded Betti number and the total Betti number of the ideal I, respectively. In
[Ko93], Kodiyalam proved that the total Betti number βi(I
n) of the graded ideal In is
a polynomial function for n 0. Let Pi be the polynomial such that Pi(n) = βi(In)
for n 0.
In Section 2.2 we show that degPi+1 ≤ deg Pi. Quite generally, we show that
for given a, c ∈ Z, the graded Betti number βi,i+an+c(In) of the graded ideal In is
a quasi polynomial function for n  0. For a graded ideal I generated in degree
d (by which we mean that all generators of I are of degree d) we show that all
graded Betti numbers βi,i+dn+j(I
n) are polynomial functions and N(In) = N(In+1)
for n 0 where
N(In) = {(i, j) : βi,i+j+dn(I
n) 6= 0}.
In Section 2.3 we consider the regularity function of the power products of graded
ideals. Let I1, . . . , Im be graded ideals in the polynomial ring A. Let the regularity
function of the power products In11 I
n2
2 · · · I
nm
m be given by the multi–linear function∑m
i=1 aini + c (see [CHT99, Remark after Corollary 3.5]). In Theorem 2.3.4 we
determine the coefficient ai of this function. In case of monomial ideals, we give a
convex geometric interpretation of the ai.
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2.1 Diagonal submodules
In this section we recall some facts about diagonal submodules. Let S = K[x1, ..., xn]
be a bigraded algebra over a field K with deg(xi) = (ai, bi) for i = 1, . . . , n, where
ai, bi are nonnegative integers. Let M be a finitely generated bigraded S–module.
We define the set
∆ := {(cs, ds) : s ∈ N}
which we call the (c, d)–diagonal of N2. The diagonal subalgebra of S along ∆ is
defined as the N–graded algebra
S∆ :=
⊕
s∈N
S(cs,ds).
Similarly, we can define the ∆–submodule of the bigraded submodule M as
M∆ :=
⊕
s∈N
M(cs,ds).
By construction M∆ is an N–graded S∆–module.
Lemma 2.1.1. Let ∆ be a (c, d)–diagonal of N2. Then S∆ is a finitely generated
N–graded K–algebra and M∆ is a finitely generated N–graded S∆–module.
Proof. We may assume that S is a bigraded polynomial ring. Indeed, if S is an
arbitrary bigraded K–algebra generated by y1, . . . , yn with yi of bidegree (ai, bi),
then there is a surjective homomorphism A → S of bigraded algebras where A is
the polynomial ring in the variables x1, . . . , xn with bidegree xi = (ai, bi). This
induces a surjective K–algebra homomorphism A∆ → S∆. Hence if we prove that
A∆ is finitely generated K–algebra, then so is S∆.
The algebra S∆ is the K–vector space spanned by all monomials of S whose
exponent vectors (z1, . . . , zn) satisfy the following system of linear equations in n
indeterminates
a1z1 + a2z2 + · · ·+ anzn = cs,
b1z1 + b2z2 + · · ·+ bnzn = ds
with s ∈ N. We replace s by an indeterminate zn+1 to get the following system of
homogeneous linear equations in n + 1 indeterminates :
a1z1 + a2z2 + · · ·+ anzn − czn+1 = 0,
b1z1 + b2z2 + · · ·+ bnzn − dzn+1 = 0.
The set of integral solutions of this system of equations is a subgroup G of Zn+1,
and L = G ∩ Rn+1+ is the set of solutions in N
n+1. Here Rn+1+ is the rational cone
of vectors of Rn+1 with nonnegative entries. Gordon’s Lemma implies that L is
a finitely generated (normal) semigroup. Thus the corresponding affine semigroup
2.2 Graded Betti numbers of powers of ideals 27
ring K[L] is a finitely generated K–algebra, and so is S∆, since K[L] and S∆ are
isomorphic K–algebras. Indeed, the isomorphism is induced by the map which
assigns to each element v = (v1, . . . , vn, vn+1) ∈ L the monomial x
v1
1 . . . x
vn
n ∈ S∆.
We now prove M∆ is a finitely generated N–graded S∆–module. Let F →M be
an epimorphism of bigraded S–modules where F is a free bigraded S–module, that
is, F =
⊕
(l,m) S(−l,−m). Notice that it is enough to show that S(−l,−m)∆ is a
finitely generated S∆–module for any (l,m) ∈ N2. We have
S(−l,−m)∆ =
⊕
s
S(sc− l, sd−m).
We consider the following system of equations in n+ 1 indeterminates :
a1z1 + . . .+ anzn − czn+1 = −l,
b1z1 + . . .+ bnzn − dzn+1 = −m.
Let T be the set of solutions of the above system in Zn+1. Then for any a ∈ T one
has T = a+G.
Let I ⊂ K[x1, . . . , xn+1] be the monomial ideal whose generators are given by
monomials xa = x
a(1)
1 · · ·x
a(n+1)
n+1 where a =
(
a(1), . . . , a(n+ 1)
)
∈ T ∩Nn+1. As I is
finitely generated, there exist a1, . . . , am ∈ T∩Nn+1 such that I = (xa1 , xa2 , . . . , xam).
We claim that
T ∩ Nn+1 =
m⋃
i=1
(ai +G ∩N
n+1).
In fact, suppose a ∈ T ∩Nn+1, then a = ai+ b, for some i and some b ∈ Nn+1. Since
a, ai ∈ T , it follows that b = a− ai ∈ G, as desired.
Hence K[T ∩ Nn+1] is a finitely generated graded module over K[L] (with L =
G∩Nn+1 as before). Here the sth graded component of K[T ∩Nn+1] is the K–vector
space spanned by all a ∈ T ∩ Nn+1 whose (n + 1)th component is equal to s.
Since K[L] ∼= S∆, one may consider K[T ∩Nn+1] as an S∆–module. Now the map
which assigns to each element a = (a1, . . . , an+1) ∈ T∩Nn+1 the monomial x
a1
1 · · ·x
an
n
establishes an isomorphism K[T ∩ Nn+1] ∼= S(−l,−m)∆ of N–graded S∆–modules.
Hence, S(−l,−m)∆ is a finitely generated N–graded module over S∆.
2.2 Graded Betti numbers of powers of ideals
In this section, we study graded Betti numbers of powers a graded ideal I ⊂ A =
K[x1, . . . , xr]. We first show the following:
Theorem 2.2.1. Let S = K[x1, . . . , xr, y1, . . . , ys] be a bigraded polynomial ring
over a field K with deg xi = (1, 0), i = 1, . . . , r and deg yj = (0, 1), j = 1, . . . , s. Let
M be a finitely generated bigraded module over S. Put M (n) =
⊕
iM(i,n). Then
βi,i+j(M
(n)) is a polynomial function in n for n 0.
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Proof. Let A = K[x1, . . . , xr] be the polynomial subring of S generated over K by
the variables x1, . . . , xn, and m be the graded maximal ideal of A. We have (see
[CHT99, Lemma 3.3])
TorAi (K,M
(n))a ∼= Tor
S
i (S/mS,M)(a,n), for all a, n and i ≥ 0. (2.1)
Then,
βi,i+j(M
(n)) = dimK Tor
A
i (K,M
(n))i+j = dimK Tor
S
i (S/mS,M)(i+j,n).
Let T = S/mS = K[y1, . . . , ys] and ∆ = (0, 1). Now as, Tor
S
i (T,M) is a finitely
generated S–module, Lemma 2.1.1 applied to TorSi (T,M)(i+ j, 0) implies that
[TorSi (T,M)(i+ j, 0)]∆ =
⊕
n
TorSi (S/mS,M)(i+j,n)
is a finitely generated graded S∆ = T–module. Since the induced grading on T is the
standard grading, we conclude dimK Tor
S
i (S/mS,M)(i+j,n) is a polynomial function
for n 0.
Let A = K[x1, . . . , xr] be a standard graded polynomial ring over a field K.
Let I ⊂ A be a graded ideal, minimally generated by the homogeneous elements
f1, · · · , fs with deg fi = d for i = 1, . . . , s. In such a case, we say that the ideal is
generated in one degree.
Let S = K[x1, . . . , xr, y1, . . . , ys] be a bigraded polynomial ring over the field K
with deg xi = (1, 0) and deg yj = (0, 1), and let R(I) be the Rees ring of I. Notice
that R(I) may be viewed as a standard bigraded K–algebra with deg xi = (1, 0) and
deg fjt = (0, 1). Thus R(I) is a finitely generated S–module via the homogeneous
surjective map S → R(I) mapping xi 7→ xi and yj 7→ fjt.
As a refinement of a result of Kodiyalam [Ko93], who showed that for a graded
ideal I, the function βi(I
n) is a polynomial function for n  0, we obtain as an
immediate consequence of Theorem 2.2.1 the following
Corollary 2.2.2. Let I be generated in one degree. Then βi,i+dn+j(I
n) is a polyno-
mial function in n for n 0 for all i and j.
Proof. We just need to notice that R(I)(n) = In(−dn) for all n.
In the next theorem we show that the Betti diagram of the graded ideal In
becomes stable for large enough n.
Theorem 2.2.3. Suppose that I is generated in degree d. For every n ∈ N, we
define
N(In) = {(i, j) : βi,i+j+dn(I
n) 6= 0}.
Then, N(In) = N(In+1) for n 0.
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Proof. We have
βi,i+j+dn(I
n) = dimK Tor
S
i (S/mS,R(I))(i+j+dn,n)
= dimK Tor
S
i (S/mS,R(I))(i+ j, 0)(dn,n)
Therefore, h(n) = βi,i+j+dn(I
n) is the Hilbert function of the graded T–module
Mij = [Tor
S
i (S/mS,R(I))(i+ j, 0)]∆ where ∆ is the (d, 1) diagonal.
Now, for every i, j the Krull dimension of the module Mij is either equal to zero
or not equal to zero. Hence, dimK(Mij)n is equal to zero or not equal to zero for
n 0. Therefore, N(In) = N(In+1), for n 0.
Now let I ⊂ A be an arbitrary graded ideal in A. Here the generators of I need
not to have all the same degree. We want to give another addendum to the theorem
[Ko93, Theorem 1] of Kodiyalam.
Let f1, . . . , fs be a (minimal) homogeneous system of generators of the ideal I
with deg fi = di for i = 1, . . . , s, and let S = K[x1, . . . , xr, y1, . . . , ys] be the bigraded
polynomial ring deg xi = (1, 0) for i = 1, . . . , r, and deg yj = (dj, 1) for j = 1, . . . , s.
Then the K–algebra homomorphism S → R(I) induced by xi 7→ xi and yj 7→ fjt
is a surjective homomorphism of bigraded K–algebras (provided we assign to an
element ftk ∈ R(I) the natural bidegree (deg f, k). Thus R(I) may be viewed a
bigraded S–module.
Now let M be any finitely generated bigraded S–module. As before we define
M (n) =
⊕
i
M(i,n).
Then M (n) is a graded A = K[x1, . . . , xr]–module. In case M = R(I) we have as
before R(I)(n) = In.
Since S/mS andM are bigraded S–modules, the S/mS–modules TorSi (S/mS,M)
inherit a natural bigraded structure, and in analogy to formula (2.1) we have
TorAi (K,M
(n)) = TorSi (S/mS,M)
(n).
The bigraded K–algebra T = S/mS = K[y1, . . . , yr] with deg yj = (dj, 1) may as
well be viewed as standard graded polynomial ring over K, just by disregarding
the first component of the bidegrees. Similarly a bigraded S–module N becomes a
graded T–module, with nth graded component Nn = N
(n) for all n.
Theorem 2.2.4. With the assumptions and notation introduced we have
(a) (Kodiyalam) There exist polynomials PMi such that
PMi (n) = βi(M
(n)) for all n 0.
(b) degPMi+1 ≤ deg P
M
i for all i ≥ 0.
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Proof. The discussions preceding the theorem show that
βi(M
(n)) = dimK Tor
S
i (T,M)n,
where T = S/mS. The natural isomorphism TorSi (T,M)
∼= Hi(x,M) is an isomor-
phism of graded T–modules. Here Hi(x,M) denotes the ith Kosul homology of M
with respect to x = x1, . . . , xr. In particular, βi(M
(n)) = dimK Hi(x,M)n. Since
M is a finitely generated S–module, it follows that Hi(x,M) is a finitely gener-
ated graded T–module. Therefore its Hilbert function h(n) = dimK Hi(x,M)n is a
polynomial function for n 0, whose degree equals KrulldimHi(x,M)− 1.
Since βi(M
(n)) = h(n) for all n, statement (a) follows. Moreover, (b) will fol-
low once we have shown that Krulldim(Hi+1(x,M)) ≤ Krulldim(Hi(x,M)) for all i.
Suppose this is not the case, then there exists some prime ideal P ∈ Supp(Hi+1(x,M))
such that P /∈ Supp(Hi(x,M)). Therefore, Hi+1(x,MP ) = Hi+1(x,M)P 6= 0, and
Hi(x,MP ) = Hi(x,M)P = 0. This contradicts the rigidity of Koszul homology, see
[BH96, 1.6.31].
In the following theorem we need the fact, proved by Cutkosky, Herzog and Trung
[CHT99] and by Kodiyalam [Ko93], that for any graded ideal I ⊂ A = K[x1, . . . , xn]
the regularity of In is a linear function on n for all n 0. More precisely,
reg(In) = pn+ q for all n 0
with p ≥ d, where d the initial degree of I, that is, the lowest degree of a generator
of I.
Theorem 2.2.5. Let I ⊂ A = K[x1, . . . , xr] be a graded ideal with initial degree d,
and suppose that reg(In) = pn+ q for n 0. Then
(a) for all a, c ∈ Z, the function βi,i+an+c(I
n) is a quasi polynomial in n for all
n 0;
(b) if a < d or a > p, then βi,i+an+c(I
n) = 0 for all c and n 0.
Proof. (a) As above let I be minimally generated by (f1, . . . , fs) with deg fj = dj
and d = d1 ≤ d2 ≤ · · · ≤ ds. Let S = K[x1, . . . , xr, y1, . . . , ys] be a bigraded
polynomial ring with deg xi = (1, 0) anddeg yj = (dj, 1). Then the Rees ring R(I)
is a bigraded S–module, and we have
β(i,i+an+c)(I
n) = dimK Tor
A
i (K,R(I)
(n))i+an+c = dimK Tor
S
i (S/mS,R(I))(i+an+c,n)
Let ∆ be the (a, 1)–diagonal of N2. Let N = TorSi (S/mS,R(I))(i + c, 0) and let
T = S/mS. As N is finitely generated T–module, Lemma 2.1.1 yields that N∆ is
a finitely generated module over the positively graded K–algebra T∆. Hence, since
β(i,i+an+c)(I
n) = dimK(N∆)n is the Hilbert function of N∆, assertion (a) follows from
[BH96, Theorem 4.4.3].
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(b) Let first a < d, then βi,i+an = 0 for all n. Let c ∈ Z be any integer, then
there exists a natural number n0 such that (d − a)n > c i.e. an + c < dn for all
n > n0. Hence, βi,i+an+c(I
n) = 0 for all n > n0.
Now let a > p, as reg(In) = pn+ q, we have βi,i+j(I
n) = 0 for all j > pn+ q and
and all n  0. Let c ∈ Z be any integer, then again there exists some integer n0,
such that (a − p)n + c > q, that is, an + c > pn + q for all n > n0. Hence again,
βi,i+an+c(I
n) = 0 for n > n0.
Remarks 2.2.6. (a) The converse of part (b) is not true, that is, there exist integres
i, a, c such that βi,i+an+c(I
n) = 0 for d ≤ a ≤ p and all n. For example, if we take
the ideal I = (x2, y4) in a polynomial ring A = k[x, y] and a = 2, c = 1, then
β0,0+2n+1(I
n) = 0, for all n.
(b) In the above theorem, if we take a = d1, then β(i,i+an+c) is in fact a polynomial
function for n 0, as in this case T∆ is a standard graded polynomial ring. Hence
the Hilbert function of the finitely generated module N∆ over T∆ is a polynomial
function for n  0. But in general, β(i,i+an+c) is only a quasi polynomial, as the
following example shows: Consider the ideal I = (x, y3, z4) in the polynomial ring
A = K[x, y, z], then the graded Betti number β0,0+3n+1(I
n) is a quasi polynomial
function. Indeed, let P1(n) = (n + 2)/3, P2(n) = (n + 1)/3 and P3(n) = n/3 for
n = 1, 2 . . ., then β0,0+3n+1(I
n) is equal to P1(n) if n = 3k − 2 and is equal to P2(n)
if n = 3k − 1, and is equal to P3(n) if n = 3k for k = 1, 2, . . ..
2.3 The regularity of power products of graded
ideals
In this section, we discuss the regularity of the power products In11 I
n2
2 · · · I
nm
m of the
graded ideals I1, . . . , Im in a polynomial ring A = K[x1, . . . , xr]. It is known that for
large enough ni, the regularity function for these power products is a multi–linear
function of the form
∑m
i=1 aini + c, (see [CHT99, Remark after Corollary 3.5]). We
determine the coefficient ai of this function. In case of monomial ideals, we give a
convex geometric interpretation of the ai. In fact we show that these coefficients are
determined by the minimal monomial reduction ideals of the factors Ii.
For each i = 1, . . . , m, we define pi = min{θ(J) : JIi
n = In+1i for some n}. Let
J1, . . . , Jm be Kodiyalam reduction ideals of I1, . . . , Im respectively i.e. J1, . . . , Jm
are graded reduction ideals of I1, . . . , Im respectively with θ(Ji) = pi, i = 1, . . . , m.
We first notice that J1 · · ·Jm is a reduction ideal of I1 · · · Im. Therefore the multi–
Rees ring of I1, . . . , Im denoted by R = R(I1, . . . , Im) =
⊕
(n1,...,nm)∈Nm
In11 · · · I
nm
m
is a finitely generated module over the multi–Rees ring of J1, . . . , Jm denoted by
R′ = R′(J1, . . . , Jm). Let for each i = 1, . . . , m, Ji = (fi1, . . . , fisi), with deg(fij) =
dij, j = 1, . . . , si. We consider the N
m+1 graded polynomial ring
S = K[x1, . . . , xr, y11, . . . , y1s1, . . . , yi1, . . . , yisi, . . . , ym1, . . . , ymsm],
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with deg xi = (1, 0, . . . , 0) ∈ N
m+1 and deg yij = (dij, 0, . . . , 1, . . . , 0) ∈ N
m+1 where
1 being at (i+ 1)th place, j = 1, . . . , si and i = 1, . . . , m.
The multi–Rees ring R′ can be considered as a quotient module of S, so R′ is
finitely generated Nm+1 graded module over S and as R is finitely generated module
over R′, therefore R is finitely generated module over S.
Let E be a finitely generated Nm+1–graded S module and (n1, . . . , nm) ∈ Nm,
we define
En1...nm =
⊕
a∈N
E(a,n1,...,nm).
Notice that En1...nm is an N–graded A module. Now let (n1, . . . , nm) ∈ N
m and let
(a0, . . . , am) ∈ Nm+1. Then we have
S(−a0,−a1, . . . ,−am)n1...nm =
⊕
a∈N
S(−a0,−a1, . . . ,−am)(a,n1,...,nm)
=
⊕
a∈N
S(a−a0,n1−a1,...,nm−am)
= Sn1−a1...nm−am(−a0)
∼=
⊕
∑si
j=1 cij=ni−ai
A(−a0)y
c11
11 · · · y
cs1
1s1
· · · ycm1m1 · · · y
cmsm
msm
∼=
⊕
∑si
j=1 cij=ni−ai
A(−
m∑
i=1
si∑
j=1
dijcij − a0).
Theorem 2.3.1. Let E be a finitely generated Nm+1–graded S module. Then there
exists a constant c ∈ Z such that reg(En1...nm) ≤ p1n1+ p2n2+ · · ·+ pmnm+ c where
nj ∈ N, j = 1, . . . , m.
Proof. Consider an Nm+1–graded free S–resolution of E given by
F : 0→ Ft −−−→ Ft−1 −−−→ · · · −−−→ F1 −−−→ F0 −−−→ E → 0,
where Fu =
⊕ku
v=1 S(−a0uv,−a1uv, . . . ,−amuv), for u = 1, . . . , t. From the above
exact sequence, we get the following exact sequence
Fn1...nm : 0→ (Ft)n1...nm −−−→ · · · −−−→ (F0)n1...nm −−−→ En1...nm → 0.
Since the modules (Fu)n1...nm are free A–modules (as observed in the discussion be-
fore the theorem), Fn1...nm is a free A–resolution of the module En1...nm . Again we
have
(Fu)n1...nm
∼=
ku⊕
v=1
⊕
∑si
j=1 cij=ni−aiuv
A(−
m∑
i=1
si∑
j=1
dijcij − a0uv),
with maximal shift in (Fu)n1...nm being
max
v
{p1(n1 − a1uv) + p2(n2 − a2uv) + · · ·+ pm(nm − amuv) + a0uv}.
Hence reg(En1...nm) ≤ p1n1 + p2n2 + · · ·+ pmnm + c.
2.3 The regularity of power products of graded ideals 33
Remark 2.3.2. The proof of above theorem is based on the arguments of Kodiyalam
(see [Ko99, Theorem 1]). Kodiyalm proves the above result for bigraded modules.
Corollary 2.3.3. Let I1, . . . , Im be graded ideals in the polynomial ring A. Then
for (n1, . . . , nm) ∈ Nm, reg(I
n1
1 . . . I
nm
m ) ≤ p1n1 + · · ·+ pmnm + c for some c ∈ Z .
Proof. We replaceE in the above theorem by the multi–graded Rees ringR(I1, . . . , Im)
of I1, . . . , Im.
Theorem 2.3.4. Let I1, . . . , Im be graded ideals in the polynomial ring A and let pi =
min{θ(J) : JIi
n = In+1i for some n}. Then reg(I
n1
1 . . . I
nm
m ) = p1n1+ · · ·+ pmnm+ c,
for nj  0 and for some c ∈ Z.
Proof. We follow the line of arguments as in [Ko99, Proposition 4]. We know (see
[CHT99, Remark after Corollary 3.5])
reg(In11 . . . I
nm
m ) = a1n1 + · · ·+ amnm + c,
for nj ≥ lj(say) , j = 1, . . . , m and for some c ∈ Z. By the previous corollary we
know that aj ≤ pj, hence it remains to show that aj ≥ pj for all j.
We prove a1 ≥ p1. Let M = I
l2
2 · · · I
lm
m , then we have reg(I
n1
1 M) = a1n1 + c
′,
for n1 ≥ l1 where c′ = c + a2l2 + · · · + amlm. Let I1 = (f1, . . . , fs) such that
deg fi = di and d1 ≤ · · · ≤ ds. Let j be the largest integer such that fnj M /∈ mI
nM
for all n, then reg(InM) ≥ djn for all n. Hence dj ≤ a1. Let J = (f1, . . . , fj) and
K = (fj+1, . . . , fm). By the very choice of j, there exists an integer n such that
KnM ⊆ mInM . Consider In+1M = (J + K)nM = J(J + K)n−1M + KnM ⊆
JInM +mInM , by Nakayama lemma we have InM = JIn−1M . Further it implies
that In = JIn−1. Hence J is a reduction ideal of I, with θ(J) = dj. By the very
definition of p1, we have dj ≥ p1 and together with dj ≤ a1, we have a1 ≥ p1.
Similarly, one can show that ai ≥ pi for all i.
Remark 2.3.5. In the case of monomial ideals we have a convex geometric interpre-
tation for the numbers pi. Let I1, . . . , Im be monomial ideals. Then reg(I
n1
1 . . . I
nm
m ) =
p1n1 + · · ·+ pmnm+ c for large enough ni where pi = max{deg xa : a ∈ ext(Ii)}, see
Proposition 1.2.1 and Corollary 1.2.3.
CHAPTER 3
Rigidity of linear strands and
generic initial ideals
In this chapter we study rigidity properties of graded Betti numbers of a graded
ideal when passing to its generic initial ideal.
Let S = K[x1, . . . , xn] be a polynomial ring in n variables over a field K with
char(K) = 0 and I ⊂ S a graded ideal. Let βSi (M) = dimK Tor
S
i (K,M) and
βSi,j(M) = dimK Tor
S
i (K,M)j denote respectively the ith total and (i, j)th graded
Betti number of a finitely generated graded S–module M .
In Section 3.1 we give an upper bound for graded Betti numbers of a finitely
generated graded S–module M in terms of its generic graded annihilator numbers.
A generic graded annihilator number αp,j(M), p = 1, . . . , n is the vector space
dimension of the jth graded component (Ap)j of the finite length S module Ap.
Here Ap = (y1 . . . , yp−1)M :M yp/(y1, . . . , yp−1) and y1, . . . , yn is a sequence of generic
linear forms for the moduleM . The results in Section 1 are refinements of the results
in [CoHHi04, §1].
The generic initial ideal Gin(I) plays a fundamental role in investigating various
homological, algebraic, combinatorial and geometric properties of I. By definition,
the generic initial ideal Gin(I) is, after performing a generic change of coordinates,
the initial ideal of I with respect to the reverse lexicographic order. Here we consider
the reverse lexicographic order induced by x1 > · · · > xn.
In Section 3.2 we study the graded Betti numbers of a graded ideal in comparison
with its generic initial ideal. The following inequality of the graded Betti numbers
is well–known:
βi,j(S/I) ≤ βi,j
(
S/Gin(I)
)
,
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for all i, j (see for example [Co04, Theorem 1.1]). Equality holds for all i and j if
and only if I is componentwise linear (see [AHHi00, Theorem 1.1]). In his paper
[Co04] Conca asked whether the equality βi(S/I) = βi
(
S/Gin(I)
)
for some i ≥ 1 of
the total Betti numbers implies βj(S/I) = βj
(
S/Gin(I)
)
for all j ≥ i. This question
of Conca was positively answered in 2004 by Conca, Herzog and Hibi in [CoHHi04].
One of the main results of Section 2 is to extend this result of Conca–Herzog–
Hibi to graded Betti numbers. In Corollary 3.2.3 we show the following: If for some
i > 1 and k ≥ 0, we have βSi,i+k(S/I) = β
S
i,i+k
(
S/Gin(I)
)
, then
βSq,q+k(S/I) = β
S
q,q+k
(
S/Gin(I)
)
for all q ≥ i.
In Section 3.3 we consider the Betti numbers and the generic graded annihilator
numbers in the case of an exterior algebra. We also recall some basic facts about
Cartan complexes.
In Section 3.4 we study the rigidity property of graded Betti numbers of graded
ideals over an exterior algebra. Let K be an infinite field and V an n–dimensional
K–vector space with basis e1, . . . , en and E =
⊕n
k=0
∧k V the exterior algebra of V .
For a graded ideal J ⊂ E, we write Gin(J) for the generic initial ideal of J with
respect to the reverse lexicographic order induced by e1 > · · · > en and denote by
βEi,j(E/J) the (i, j)th graded Betti number of E/J over E. Somewhat surprisingly,
the following stronger property is true in the exterior algebra:
If βEi,i+k(E/J) = β
E
i,i+k
(
E/Gin(J)
)
for some i > 1 and k ≥ 0, then one has
βEq,q+k(E/J) = β
E
q,q+k
(
E/Gin(J)
)
for all q ≥ 1.
Let R be either a polynomial ring over a field K with char(K) = 0 or an exterior
algebra over an infinite field and I a graded ideal of R. The above property leads
us to ask when a graded ideal I ⊂ R satisfies βRi,i+k(R/I) = β
R
i,i+k
(
R/Gin(I)
)
for all
i ≥ 1, where we fix an integer k ≥ 0.
In Section 3.5 we give an answer to the above question. We prove that the
graded Betti number βRi,i+k(R/I) = β
R
i,i+k
(
R/Gin(I)
)
for all i ≥ 1 if and only
if the graded Betti numbers βR1,k+1(R/I) = β
R
1,k+1
(
R/Gin(I)
)
and βR1,k+2(R/I) =
βR1,k+2
(
R/Gin(I)
)
if and only if the ideals I〈k〉 and I〈k+1〉 have a linear resolution.
Here I〈k〉 denotes the ideal of R generated by all homogeneous elements in I of degree
k.
This result is a generalization of [AHHi00, Theorem 1.1], where it was shown that
βRi,j(R/I) = β
R
i,j
(
R/Gin(I)
)
for all i, j if and only if I is componentwise linear.
In the last section we study the Cancellation Principle for generic initial ideals
[G98]. We find the relation between our results for Betti numbers of a graded ideal
in a polynomial ring and the Cancellation Principle for generic initial ideals. The
results in this section are closely related to the results in Section 3.1.
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3.1 An upper bound for the graded Betti num-
bers
In this section, we will give an upper bound for graded Betti numbers in terms of
generic graded annihilator numbers, which were introduced in [CoHHi04]. Note that
most of the results in this section are refinements of the results in [CoHHi04, §1].
Though these results seem to be somewhat technical, they are of crucial importance
for the proof of one of our main theorems in the next section.
Let S = K[x1, . . . , xn] be the standard graded polynomial ring over an arbitrary
field K and m = (x1, . . . , xn) the graded maximal ideal. Let M be a finitely gener-
ated graded S–module. For each nonnegative integer i, the modules TorSi (K,M) are
finitely generated K–vector spaces. The numbers βSi (M) = dimK Tor
S
i (K,M) and
βSi,j(M) = dimK Tor
S
i (K,M)j are called Betti numbers and graded Betti numbers of
M , respectively. As βSi,j are invariants under base field extensions, from now on we
may assume the field K to be infinite.
Let y1, . . . , yn be a sequence of generic linear forms for the module M . For each
p = 1, . . . , n, the modules
Ap = (y1, . . . , yp−1)M :M yp/(y1, . . . , yp−1)
are N–graded S–modules of finite length. We define αp(M) = dimK Ap which we
call the generic annihilator numbers of M . We denote by αp,j(M) the vector space
dimension of the jth graded component (Ap)j of Ap which we call the generic graded
annihilator numbers of M .
Let Hi(p,M) be the Koszul homology Hi(y1, . . . , yp;M) of the partial sequence
y1, . . . , yp. We set hi(p,M) = dimK Hi(p,M) and hij(p,M) = dimK Hi(p,M)j . We
omit M and simply write βSi,j, β
S
i , αi,j, αi, Hi(p)j , Hi(p), hij(p), hi(p) for the above
defined terms, if the module under consideration is fixed. Then we have the following
long exact sequence (see [BH96, Corollary 1.6.13]):
· · · −→ Hi(p− 1)
ϕi,p−1
−−−→ Hi(p− 1) −→ Hi(p) −→ Hi−1(p− 1)
· · · −→ H0(p− 1)
ϕ0,p−1
−−−→ H0(p− 1) −→ H0(p) −→ 0.
(3.1)
In the above sequence ϕi,p−1 is the multiplication map on Hi(p− 1) with multi-
plication by ±yp. One may notice that Ap is given by the kernel of the map ϕ0,p−1.
Hence we get the following exact sequences with all the maps of degree zero:
0 −→ Imϕ1,p−1 −→ H1(p− 1) −→ H1(p) −→ Ap(−1) −→ 0
for all p, and
0 −→ Imϕi,p−1 −→ Hi(p−1) −→ Hi(p) −→ Hi−1(p−1)(−1) −→ Imϕi−1,p−1 −→ 0,
for all p and i > 1.
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Let δi,j,k = dimK(Imϕi,j)k. From the above exact sequences, we obtain the fol-
lowing equations for each integer k ≥ 0:
h1k(p) = h1k(p− 1) + αp,k−1 − δ1,p−1,k, (3.2)
and for all i > 1,
hi,i+k(p) = hi,i+k(p− 1) + hi−1,i−1+k(p− 1)− δi,p−1,i+k − δi−1,p−1,i+k. (3.3)
By using (3.2) and (3.3), we obtain
Proposition 3.1.1. For all nonnegative integers i ≥ 1 and k, one has
hi,i+k(p) =
p−i+1∑
j=1
(
p− j
i− 1
)
αj,k (3.4)
−
∑
(a,b)∈Ai,p
[(
p− b− 1
i− a
)
δa,b,a+k +
(
p− b− 1
i− a− 1
)
δa,b,a+k+1
]
,
where the set Ai,p =
{
(a, b) ∈ N2 : 1 ≤ b ≤ p− 1 and max{i− p+ b, 1} ≤ a ≤ i
}
.
Proof. We will prove the above formula by induction on p. For p = 1, we have from
Equation (3.2) and Equation (3.3):
hi,i+k(1) =
{
α1,k if i = 1,
0 i ≥ 2.
which is what the formula given in the statement of the proposition suggests. Now
we assume p > 1 and we assume the result to be true for p− 1.
Let first i = 1. By induction hypothesis and from Equation (3.2), we get :
h1,1+k(p) = h1,1+k(p− 1) + αp,k − δ1,p−1,1+k
=
p−1∑
j=1
(
p− 1− j
0
)
αj,k −
∑
(a,b)∈A1,p−1
(
p− b− 2
1− a
)
δa,b,a+k + αp,k − δ1,p−1,1+k
=
p∑
j=1
αj,k −
∑
(a,b)∈A1,p
[(
p− b− 1
1− a
)
δa,b,a+k
]
which is what the formula suggests.
Now let i > 1. From Equation (3.3), we have:
hi,i+k(p) = hi,i+k(p− 1) + hi−1,i−1+k(p− 1)− δi,p−1,i+k − δi−1,p−1,i+k.
Note that one has
(
a
b
)
+
(
a
b+1
)
=
(
a+1
b+1
)
for all integers a ≥ b ≥ 0. Then, using
induction hypothesis, the right hand side of the above equation is a sum of the
following three terms:∑p−i+1
j=1
{(
p−j−1
i−1
)
+
(
p−j−1
i−2
)}
αj,k =
∑p−i+1
j=1
(
p−j
i−1
)
αj,k, (3.5)
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−
{∑
(a,b)∈Ai,p−1
(
p−b−2
i−a
)
δa,b,a+k + δi,p−1,i+k +
∑
(a,b)∈Ai−1,p−1
(
p−b−2
i−a−1
)
δa,b,a+k
}
,(3.6)
and
−
{∑
(a,b)∈Ai,p−1
(
p−b−2
i−a−1
)
δa,b,a+k+1 + δi−1,p−1,i+k (3.7)
+
∑
(a,b)∈Ai−1,p−1
(
p−b−2
i−a−2
)
δa,b,a+k+1
}
.
The term (3.6) can be written as:
−
{∑
(a,b)∈Ai,p−1
(
p−b−2
i−a
)
δa,b,a+k +
∑
(a,b)∈Ai,p−1
(
p−b−2
i−a−1
)
δa,b,a+k + δi,p−1,i+k
}
,
which is further equal to
−
{∑
(a,b)∈Ai,p−1
(
p−b−1
i−a
)
δa,b,a+k + δi,p−1,i+k
}
,
which in the end equals
−
∑
(a,b)∈Ai,p
(
p−b−1
i−a
)
δa,b,a+k. (3.8)
Now we notice that the term (3.7) can be written as:
−
{∑
(a,b)∈Ai,p−1
(
p−b−2
i−a−1
)
δa,b,a+k+1 +
∑
(a,b)∈Ai,p−1
(
p−b−2
i−a−2
)
δa,b,a+k+1
+
∑p−2
b=p−i+1 δi−p+b,b,i−p+b+k+1 + δi−1,p−1,i+k
}
.
This can be rewritten as:
−
{∑
(a,b)∈Ai,p−1
(
p−b−1
i−a−1
)
δa,b,a+k+1 +
∑p−2
b=p−i+1 δi−p+b,b,i−p+b+k+1 + δi−1,p−1,i+k
}
,
which then is equal to
−
∑
(a,b)∈Ai,p
(
p−b−1
i−a−1
)
δa,b,a+k+1. (3.9)
Hence hi,i+k(p) is the sum of (3.5),(3.8) and (3.9), as required.
Remark 3.1.2. Notice that summing the formula stated in Proposition 3.1.1 over
k, gives us back the formula given in the proof of [CoHHi04, Proposition 1.1].
Proposition 3.1.1 implies the following fact.
Corollary 3.1.3. We have
(a) hi,i+k(p) ≤
∑p−i+1
j=1
(
p−j
i−1
)
αj,k.
(b) For given integers i ≥ 1 and p ≥ 1, the following conditions are equivalent:
(i) hi,i+k(p) =
∑p−i+1
j=1
(
p−j
i−1
)
αj,k
(ii) (Imϕa,b)(a+k) = 0 for all (a, b) ∈ Ai,p \
{
(i− p + b, b) : b ≤ p− 1
}
and
(Imϕa,b)(a+k+1) = 0 for all (a, b) ∈ Ai,p \
{
(i, b) : b ≤ p− 1
}
.
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(iii)
(
mHa(b)
)
(a+k)
= 0 for all (a, b) ∈ Ai,p \
{
(i− p+ b, b) : b ≤ p− 1
}
and(
mHa(b)
)
(a+k+1)
= 0 for all (a, b) ∈ Ai,p \
{
(i, b) : b ≤ p− 1
}
.
Proof. Statement (a) is clear from Proposition 3.1.1. The equivalence of (i) and (ii)
follows immediately from Proposition 3.1.1. Indeed, hi,i+k(p) =
∑p−i+1
j=1
(
p−j
i−1
)
αj,k if
and only if all graded maps appearing in the formula in Proposition 3.1.1 vanish
whenever their binomial coefficients are nonzero. And for the equivalence of (ii) and
(iii), we may notice that a generic linear form annihilates
(
Ha(b)
)
k
if and only if m
annihilates
(
Ha(b)
)
k
.
The next corollary is a special case (p = n) of the above corollary.
Corollary 3.1.4. (a) βSi,i+k ≤
∑n−i+1
j=1
(
n−j
i−1
)
αj,k for all i ≥ 1.
(b) For given i ≥ 1 the following are equivalent:
(i) βSi,i+k =
∑n−i+1
j=1
(
n−j
i−1
)
αj,k.
(ii) (Imϕa,b)(a+k) = 0 for all (a, b) ∈ Ai,n \
{
(i − n + b, b), b ≤ n − 1
}
and
(Imϕa,b)(a+k+1) = 0 for all (a, b) ∈ Ai,n \
{
(i, b), b ≤ n− 1
}
.
(iii)
(
mHa(b)
)
(a+k)
= 0 for all (a, b) ∈ Ai,n \
{
(i− n+ b, b), b ≤ n− 1
}
and(
mHa(b)
)
(a+k+1)
= 0 for all (a, b) ∈ Ai,n \
{
(i, b), b ≤ n− 1
}
.
3.2 Graded rigidity of resolutions and linear com-
ponents
In this section we generalize [CoHHi04, Theorem 2.3] of Conca–Herzog–Hibi. They
gave an upper bound of total Betti numbers in terms of generic annihilator numbers,
and proved that if the Betti number βSi (M) for some i ≥ 1 reaches its upper bound,
then the Betti numbers βSq (M) also reach their upper bounds for all q ≥ i. We show
that if a graded Betti number βSi,i+k(M) for some i > 1 reaches its upper bound given
in Corollary 3.1.4, then so do all the graded Betti numbers βSq,q+k(M) for q ≥ i. Here
we need the assumption i > 1 as we will see later in Remark 3.2.4.
We state the main theorem of this section:
Theorem 3.2.1. Let M be a finitely generated graded S–module. Suppose for some
i > 1, we have βSi,i+k(M) =
∑n−i+1
j=1
(
n−j
i−1
)
αj,k(M). Then
βSq,q+k(M) =
n−q+1∑
j=1
(
n− j
q − 1
)
αj,k(M) for all q ≥ i.
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Before proving the theorem, we recall the following vanishing property of Koszul
homology. For a sequence of elements y1, . . . , yr ∈ S and a set A ⊆ {1, . . . , r}, we
set yA = {yj : j ∈ A}.
Lemma 3.2.2. Let I ⊇ (y1, . . . , yr) and assume that
(
IHi(yA;M)
)
i+k
= 0 for all
A ⊆ {1, . . . , r} for some i, k. Then
(
IHi+1(yA;M)
)
i+k+1
= 0 for all A ⊆ {1, . . . , r}.
The proof of Lemma 3.2.2 is the same as [CoHHi04, Corollary 2.2]. Hence we
skip the proof.
Proof of Theorem 3.2.1. First we notice that it is enough to prove the claim in the
case when q = i + 1. Therefore we only need to show that
(
mHa(b)
)
a+k
= 0 for
all (a, b) ∈ Ai+1,n \
{
(i + 1 − n + b, b) : b ≤ n − 1
}
and
(
mHa(b)
)
a+k+1
= 0 for all
(a, b) ∈ Ai+1,n \
{
(i+ 1, b) : b ≤ n− 1
}
, as is clear from Corollary 3.1.3.
By assumption,
(
mHa(b)
)
a+k
= 0 for all (a, b) ∈ Ai,n \
{
(i−n+ b, b) : b ≤ n− 1
}
and
(
mHa(b)
)
a+k+1
= 0 for all (a, b) ∈ Ai,n \
{
(i, b) : b ≤ n − 1
}
. Also a routine
computation implies
Ai+1,n \
(
Ai,n \
{
(i− n+ b, b) : b ≤ n− 1
})
=
{
(i+ 1, b) : b ≤ n− 1
}
and(
Ai+1,n \ {(i+ 1, b) : b ≤ n− 1}
)
\
(
Ai,n \ {(i, b) : b ≤ n− 1}
)
=
{
(i, b) : b ≤ n− 1
}
.
Therefore, we need to show that
(
mHi+1(b)
)
i+1+k
= 0 and
(
mHi(b)
)
i+k+1
= 0 for
all b ≤ n − 1. However, from assumption
(
mHi(b)
)
i+k
= 0 and
(
mHi−1(b)
)
i+k
= 0
for all b ≤ n − 1, now it follows from Lemma 3.2.2 that for all b ≤ n − 1, we have(
mHi+1(b)
)
i+1+k
= 0 and
(
mHi(b)
)
i+k+1
= 0. Hence we are done.
A graded ideal I ⊂ S generated in degree d is said to have a linear resolution if
the regularity reg(I) = max
{
k : βSi,i+k(I) 6= 0
}
of I is equal to d. Also, a graded
ideal I is said to be componentwise linear if the ideal I〈k〉 has linear resolution for
each k. A monomial ideal I ⊂ S is said to be strongly stable if uxq ∈ I implies
uxp ∈ I for any 1 ≤ p < q ≤ n. Note that generic initial ideals are strongly stable
if char(K) = 0, and strongly stable ideals are componentwise linear.
Theorem 3.2.1 has a nice meaning in the special case M = S/I where I is a
graded ideal in S. Let I ⊂ S be a graded ideal and Gin(I) its generic initial ideal
with respect to the reverse lexicographic order. From [CoHHi04, Theorem 1.5], it
follows that a graded ideal I ⊂ S is componentwise linear if and only if the Betti
numbers of S/I reaches the upper bound given in Corollary 3.1.4. Also, it is not hard
to show that the generic graded annihilator numbers αi,j(S/I) = αi,j(S/Gin(I)) for
all i and j (see [CoHHi04, Lemma 2.5]). Then, since Gin(I) is componentwise linear,
we have
βSi,i+k
(
S/Gin(I)
)
=
n−i+1∑
j=1
(
n− j
i− 1
)
αj,k(S/I) for all i and k. (3.10)
This fact and Theorem 3.2.1 immediately imply
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Corollary 3.2.3. Suppose charK = 0. Let I ⊂ S be a graded ideal. If for some
i > 1 and k ≥ 0, βSi,i+k(S/I) = β
S
i,i+k
(
S/Gin(I)
)
, then
βSq,q+k(S/I) = β
S
q,q+k
(
S/Gin(I)
)
for all q ≥ i.
Remark 3.2.4. The assumption i > 1 in Theorem 3.2.1 (and Corollary 3.2.3)
is necessary. In the case when i = 1, we notice from the proof that we need to
show that
(
mH2(b)
)
2+k
= 0 and
(
mH1(b)
)
2+k
= 0 for all b ≤ n − 1. As the set
A1,n \
{
(1, b), b ≤ n− 1
}
= ∅, the second equality does not follow. Moreover in the
case when M = R/I where I ⊂ S is a graded ideal, we always have that the graded
Betti number βS1,d0(R/I) = β
S
1,d0
(
R/Gin(I)
)
=
∑n+1
j=1 αj,d0−1(R/I) where d0 is the
minimum of the degrees of generators of I. So if Theorem 3.2.1 would have been
true for i = 1, then it would follow that βSi,i+d0−1(R/I) =
∑n−i+1
j=1
(
n−j
i−1
)
αj,d0−1(R/I)
for all i, which is false in general.
As we see in Remark 3.2.4, Corollary 3.2.3 is false for i = 1. However, the
following property is true for the first graded Betti numbers.
Corollary 3.2.5. Suppose charK = 0. Let I ⊂ S be a graded ideal. Then,
for a given integer k, the graded Betti numbers βSi,i+k(S/I) = β
S
i,i+k
(
S/Gin(I)
)
for all i ≥ 1 if and only if βS1,k+1(S/I) = β
S
1,k+1
(
S/Gin(I)
)
and βS1,k+2(S/I) =
βS1,k+2
(
S/Gin(I)
)
.
Proof. First, we will show the “if” part. Since βS1,k+1(S/I) = β
S
1,k+1
(
S/Gin(I)
)
and βS1,k+2(S/I) = β
S
1,k+2
(
S/Gin(I)
)
, Corollary 3.1.4 says that mH1(b)1+k = 0 and
mH1(b)2+k = 0 for all b ≤ n − 1. Thus Lemma 3.2.2 says that mHa(b)a+k = 0 and
mHa(b)a+k+1 = 0 for all (a, b) with a ∈ Z and b ≤ n− 1. Then, by Corollary 3.1.4,
we have βSi,i+k(S/I) = β
S
i,i+k
(
S/Gin(I)
)
for all i ≥ 1.
Next, we will show the “only if” part. Since βS1,k+1(S/I) = β
S
1,k+1
(
S/Gin(I)
)
follows from the assumption, what we must prove is βS1,k+2(S/I) = β
S
1,k+2
(
S/Gin(I)
)
.
Since βS2,k+2(S/I) = β
S
2,k+2
(
S/Gin(I)
)
, Corollary 3.1.4 says that mHa(b)(a+k+1) = 0
for all (a, b) ∈ A2,n \
{
(2, b) : b ≤ n− 1
}
= A1,n. This fact and Corollary 3.1.4 imply
βS1,k+2(S/I) = β
S
1,k+2
(
S/Gin(I)
)
.
For any monomial u ∈ S, write m(u) for the maximal integer i such that xi
divides u. We recall a result of Eliahou–Kervaire [EK90] which we need in the proof
of our next proposition. They proved that if I ⊂ S is a strongly stable ideal then
βi,i+j(I) =
∑
u∈G(I), deg(u)=j
(
m(u)− 1
i
)
for all i and j (3.11)
where G(I) is the minimal set of monomial generators of I. Aramova–Herzog–Hibi
[AHHi00, Theorem 1.1] proved that a graded ideal I in S with char(K) = 0 is
componentwise linear if and only if βSi,j(I) = β
S
i,j(Gin(I)) for all i, j. We will refine
this result in terms of the maximal degree of minimal generators.
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Proposition 3.2.6. Suppose charK = 0. Let I ⊂ S be a graded ideal, and let d be
the maximum of the degrees of the generators of I. Then the following conditions
are equivalent.
(i) I is componentwise linear;
(ii) βSi,i+k(I) = β
S
i,i+k
(
Gin(I)
)
for all i ≥ 0 and all k ≤ d;
(iii) βS1,1+k(I) = β
S
1,1+k
(
Gin(I)
)
for all k ≤ d;
(iv) βS0,k(I) = β
S
0,k
(
Gin(I)
)
for all k ≤ d+ 1.
Proof. (i) ⇒ (ii) follows from [AHHi00, Theorem 1.1] and (ii) ⇒ (iii) is obvious.
On the other hand, we already proved that if βS1,k(I) = β
S
1,k
(
Gin(I)
)
, then we have
βS0,k(I) = β
S
0,k
(
Gin(I)
)
in the proof of Corollary 3.2.5. This fact implies (iii)⇒ (iv).
Now we show (iv) ⇒ (i). We have βS0,d+1(I) = β
S
0,d+1
(
Gin(I)
)
= 0, by as-
sumption. Now, since Gin(I) is strongly stable, by Eliahou–Kervaire formula (3.11)
we have βSi,i+d+1(I) = β
S
i,i+d+1
(
Gin(I)
)
= 0 for all i ≥ 0. However, the equal-
ity of graded Betti numbers βS1,d+2(I) = β
S
1,d+2
(
Gin(I)
)
= 0 implies the equality
βS0,d+2(I) = β
S
0,d+2
(
Gin(I)
)
= 0 as we see in the proof of Corollary 3.2.5. Then
again we have βSi,i+d+2(I) = β
S
i,i+d+2
(
Gin(I)
)
= 0 for all i ≥ 0. Arguing inductively,
we have βS0,j(I) = β
S
0,j
(
Gin(I)
)
for all j ≥ 0. Then Corollary 3.2.5 implies that
βi,j(I) = βi,j
(
Gin(I)
)
for all i, j. Hence I is componentwise linear.
3.3 The Cartan–complex and generic annihilator
numbers
In this section, we recall some basic facts about Cartan complex introduced by
Cartan and consider generic annihilator numbers in an exterior algebra.
Let K be an infinite field, V an n–dimensional K–vector space with basis
e1, . . . , en and E =
⊕n
k=0
∧k V the exterior algebra of V . For any subset S =
{i1, . . . , id} with 1 ≤ i1 < · · · < id ≤ n, the element eS = ei1 ∧ · · · ∧ eid ∈ E is
called a monomial of E of degree d. Let v1, . . . , vm ∈ E1 be linear forms. The Car-
tan complex C•(v1, . . . , vm;E) of the sequence v1, . . . , vm is defined as the complex
whose i–chains Ci(v1, . . . , vm;E) are the elements of degree i of the free divided
power algebra E〈x1, . . . , xm〉. Thus C•(v1, . . . , vm;E) is the polynomial ring over E
in the set of variables
x
(j)
i , i = 1, 2, . . . , m, j = 1, 2, . . . ,
modulo the relations
x
(j)
i x
(k)
i =
(j + k)!
j!k!
x
(k+j)
i ,
where we set x
(0)
i = 1 and x
(1)
i = xi for i = 1, . . . , m. The algebra C•(v1, . . . , vm;E)
is a free E–module with basis x(a) = x
(a1)
1 · · ·x
(am)
m with a ∈ Zm.
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The E–linear differential ∂ on C•(v1, . . . , vm;E) is defined by
∂
(
x(a)
)
=
∑
ai>0
vi · x
(a1)
1 · · ·x
(ai−1)
i · · ·x
(am)
m .
It is easily verified that ∂ ◦ ∂ = 0, so that C•(v1, . . . , vm;E) is indeed a complex.
Let M be the category of finitely generated graded left and right E–module
satisfying ax = (−1)deg(a)+deg(x)xa for all homogeneous elements a ∈ E and x ∈
M , where M ∈ M. The complex C•(v1, . . . , vm;M) = C•(v1, . . . , vm;E) ⊗E M is
called the Cartan complex of M with respect to v1, . . . , vm ∈ E1, and its homology
H•(v1, . . . , vm;M) is called the Cartan homology. We recall two basic properties of
the Cartan homology. (See [AHHi97] or [H02] for the detail.)
Lemma 3.3.1. [AHHi97, Theorem 2.2] Let v1, . . . , vn ∈ E be linearly independent
linear forms and M ∈M. One has
Hi(v1, . . . , vn;M)j ∼= Tor
E
i (K,M)j.
Lemma 3.3.2. [AHHi97, Corollary 2.4] Let v1, . . . , vn ∈ E be linear forms and
M ∈M. For p = 1, 2, . . . , n− 1, there exists a long exact sequence
· · ·
γi,p
−→ Hi(v1, . . . , vp;M)
ηi,p
−→ Hi(v1, . . . , vp+1;M)
ψi,p
−→ Hi−1(v1, . . . , vp+1;M)(−1)
γi−1,p
−→ Hi−1(v1, . . . , vp;M)
ηi−1,p
−→ Hi−1(v1, . . . , vp+1;M) −→ · · ·
where ηi,p is the map induced by the inclusion map and the maps ψi,p and γi,p are
defined as follows: If z = g0+ g1xp+1+ · · ·+ gix
(i)
p+1 is a cycle in Ci(v1, . . . , vp+1;M)
with each gk ∈ Ci(v1, . . . , vp;M), then ψi,p
(
[z]
)
= [g1 + g2xp+1 + · · ·+ gix
(i−1)
p+1 ] and
γi,p
(
[z]
)
= [g0vp+1].
Next, we will introduce generic annihilator numbers in the exterior algebra. Let
M ∈M and let v1, . . . , vn ∈ E be generic linear forms ofM . For p = 1, 2, . . . , n, set
A(p)(M) =
(
(v1, . . . , vp−1)M :M vp
)/
(v1, . . . , vp)M (3.12)
and
αp,k(M) = dimK
(
A(p)(M)k
)
.
Note that A(p)(M) = Ker(γ0,p−1) for p = 2, 3, . . . , n. These numbers αp,k(M) are
constant for a generic choice of linear forms v1, . . . , vn ∈ E1, and will be called
exterior generic annihilator numbers of M . In the rest of this section, we will give
the formula to compute the graded Betti numbers of generic initial ideals in the
exterior algebra from exterior generic annihilator numbers.
A monomial ideal J ⊂ E is said to be strongly stable if eS ∈ J and j ∈ S implies
that e(S\{j})∪{i} ∈ J for all i < j with i 6∈ S. It is known that generic initial ideals
are strongly stable ([AHHi97, Proposition 1.7]).
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Lemma 3.3.3. Let J ⊂ E be a graded ideal. Then one has
αp,k(E/J) =
∣∣{eS ∈ G(Gin(J))k+1 : max (S) = n− p+ 1}∣∣ for p = 1, 2, . . . , n,
where |A| denotes the cardinality of a finite set A and G
(
Gin(J)
)
k+1
is the set of
minimal monomial generators of Gin(J) of degree k + 1.
Proof. By a generic change of coordinates, we may assume that in(J) = Gin(J) and
v1, v2, . . . , vp+1 = en, en−1, . . . , en−p. Then, by (3.12), we have
A(p+1)(E/J) =
(
(en, . . . , en−p+1) + J :E en−p
)/(
(en, . . . , en−p) + J
)
,
where p = 0, 1, . . . , n− 1. Set
B(p+1)(E/J) =
(
(en, . . . , en−p+1) + in(J) :E en−p
)/(
(en, . . . , en−p) + in(J)
)
.
Since we consider the reverse lexicographic order induced by e1 > · · · > en, it
follows from [AH00, Proposition 5.1] that
in
(
(en, . . . , en−p+1) + J :E en−p
)
=
(
(en, . . . , en−p+1) + in(J) :E en−p
)
and
in
(
(en, . . . , en−p) + J
)
= (en, . . . , en−p) + in(J).
Since
(
(en, . . . , en−p+1)+J :E en−p
)
⊃ (en, . . . , en−p)+J and taking initial ideals does
not change Hilbert functions, it follows that B(p+1)(E/J) and A(p+1)(E/J) have the
same Hilbert function. Thus we have αp,k(E/J) = dimK B
(p)(E/J)k for all k ≥ 0.
Then, to prove the claim, it is enough to show that the set of monomials
{[eS] ∈ E/((en, . . . , en−p) + in(J)) : max(S) < n− p, eS ∧ en−p ∈ G(in(J))k+1}
(3.13)
forms a K–basis of B(p+1)(E/J)k.
If eS satisfies the condition of (3.13), then we have eS 6∈ (en, . . . , en−p) + in(J).
Thus the set (3.13) is indeed the set of K–linearly independent monomials be-
longing to B(p+1)(E/J). Hence we need to prove that any nonzero monomial
eS ∈ B(p+1)(E/J) of degree k is contained in the set (3.13).
Let [eS] ∈ B(p+1)(E/J)\{0} be a monomial of degree k. Then we have eS∧en−p ∈
(en, . . . , en−p+1) + in(J). Also, since [eS] is not zero, we have eS 6∈ (en, . . . , en−p).
Thus we have max(S) < n − p and eS ∧ en−p ∈ in(J). Since in(J) = Gin(J) is
strongly stable and eS 6∈ in(J), any monomial eT ∈ E of degree k which divides
eS ∧ en−p does not belongs to in(J). Thus we have eS ∧ en−p ∈ G(in(J)), and [eS] is
contained in the set (3.13).
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For a monomial eS ∈ E, let m(eS) = max(S). If J ⊂ E is a strongly stable ideal,
then it follows from [AHHi97, Corollary 3.3] that
βEi,i+k(E/J) =
n∑
p=k+1
∑
eS∈G(J)k+1
m(eS )=p
(
p− 1 + i− 1
i− 1
)
for all i ≥ 1 and all k ≥ 0.
Since every generic initial ideal is strongly stable, the above equality together with
Lemma 3.3.3 imply the next lemma.
Lemma 3.3.4. Let J be a graded ideal in E. Then one has
βEi,i+k
(
E/Gin(J)
)
=
n−k∑
p=1
(
n− p+ i− 1
i− 1
)
αp,k(E/J)
for all i ≥ 1 and all k ≥ 0.
3.4 Rigidity of resolutions over the exterior alge-
bra
In this section, we will prove similar results studied in Section 2 for generic initial
ideals in the exterior algebra.
Let M ∈M. Throughout this section, let v1, . . . , vn ∈ E1 be generic liner forms
and write Hi(p)k, hi,k(p) and αp,k for Hi(v1, . . . , vp;M)k, dimK
(
Hi(v1, . . . , vp;M)k
)
and αp,k(M) respectively. Set δi,p,k = dimK
(
Im(γi,p)k
)
for i > 0 and δ0,p,k = 0 for
all p, k.
For an integer j ≥ 0, Lemma 3.3.2 yields the following exact sequence
· · ·
γi,p
−→ Hi(p)j
ηi,p
−→ Hi(p+ 1)j
ψi,p
−→ Hi−1(p+ 1)j−1
γi−1,p
−→ Hi−1(p)j −→ · · ·
where p = 1, 2, . . . , n− 1. Then, in the same way as Section 1, we have
h1,k(p+ 1) = h1,k(p) + αp+1,k−1 − δ1,p,k (3.14)
and, for i > 1, we have
hi,i+k(p+ 1) = hi,i+k(p) + hi−1,i+k−1(p + 1)− {δi,p,i+k + δi−1,p,i+k}. (3.15)
Proposition 3.4.1. With the same notation as above, one has
hi,i+k(p) =
p∑
j=1
(
p− j + i− 1
i− 1
)
αj,k (3.16)
−
i∑
s=1
p−1∑
j=1
(
p− 1− j + i− 1− (s− 1)
i− 1− (s− 1)
){
δs,j,s+k + δs−1,j,s+k
}
.
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Proof. The proof is quite similar to the proof of Proposition 3.1.1. So we will skip
some detail calculations.
We use induction on p and i. First, we will show the case p = 1. Recall that
C•(v1;M) is the complex
· · · −→ Ci+1(v1;M)
∂
−→ Ci(v1;M)
∂
−→ Ci−1(v1;M)−→· · ·
with the differential ∂(x
(i)
1 ) = v1x
(i−1)
1 . Thus we have
Hi(1)i+k ∼=
(
(M :M v1)/v1M
)
k
= A(1)(M)k,
and therefore we have hi,i+k(1) = α1,k for all i ≥ 1 and all k ≥ 0. This is equal to
the formula (3.16).
Second, we will consider the case i = 1. Since we already proved h1,1+k(1) = α1,k,
the equation (3.14) says that
h1,1+k(p) = {α1,k + · · ·+ αp,k} − {δ1,1,1+k + · · ·+ δ1,p−1,1+k}
which is equal to the formula (3.16).
Finally, the formula (3.16) for i > 1 and p > 1 follows from the equation (3.15)
together with the induction hypothesis in the same way as Proposition 3.1.1.
Next, we will show the following vanishing property of Im(γi,p), which is an
analogue of Lemma 3.2.2.
Lemma 3.4.2. Let i ≥ 1 be a positive integer. If δi,p,k = 0 for all 1 ≤ p ≤ n − 1,
then one has δi+t,p,k+t = 0 for all 1 ≤ p ≤ n− 1 and all t ≥ 0.
Proof. It is enough to prove the claim for t = 1. Remark that δi,p,k = 0 if and only
if the map ηi,p : Hi(p)k → Hi(p+ 1)k is injective. Let ∂
(p)
` : Hi+1(p)k+1 → Hi(p)k be
the map defined by
∂
(p)
`
(
[g0 + g1x` + g2x
(2)
` + · · ·+ gi+1x
(i+1)
` ]
)
= [g1 + g2x` + · · ·+ gi+1x
(i)
` ],
where 1 ≤ ` ≤ p and each gt does not contain the variable x
(s)
` for all s ≥ 1. Thus ∂
(p)
p
is equal to the map ψi+1,p−1 which appears in Lemma 3.3.2. Set ∂
(p) =
⊕p
`=1 ∂
(p)
` .
Then we have the following commutative diagram.
Hi+1(p)k+1
∂(p)
//
fp

⊕p
k=1Hi(p)k
hp

Hi+1(p+ 1)k+1
∂(p+1)
//
⊕p+1
k=1Hi(p+ 1)k
where hp is the map defined by hp(z1, . . . , zp) =
(
ηi,p(z1), . . . , ηi,p(zp), 0
)
and fp is
the map defined by fp(z) = ηi+1,p(z).
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Then ∂(1) is injective since ∂(1)
(
[gi+1x
(i+1)
1 ]
)
= [gi+1x
(i)
1 ]. Also, by the assumption,
the map ηi,p : Hi(p)k → Hi+1(p + 1)k is injective for all 1 ≤ p ≤ n − 1. Thus hp is
injective for all 1 ≤ p ≤ n − 1. We will show that if ∂(p) is injective then ∂(p+1) is
also injective.
Set u ∈ Ker(∂(p+1)). Then we have ∂(p+1)p+1 (u) = ψi+1,p(u) = 0. Thus, by the
long exact sequence in Lemma 3.3.2, there exists w ∈ Hi+1(p) such that we have
ηi+1,p(w) = fp(w) = u. Since hp ◦ ∂
(p)(w) = ∂(p+1) ◦ fp(w) = 0 and hp ◦ ∂
(p) is
injective by the induction hypothesis, it follows that w = 0 and ∂(p+1) is injective.
Now, we proved that ∂(p) is injective for all 1 ≤ p ≤ n−1. Thus hp◦∂(p) is injective
for all 1 ≤ p ≤ n− 1. This fact together with the commutative diagram imply that
the map ηi+1,p : Hi+1(p)k+1 → Hi+1(p + 1)k+1 is injective for all 1 ≤ p ≤ n − 1.
Hence we have δi+1,p,k+1 = dimK
(
Im(γi+1,p)k+1
)
= 0 for all 1 ≤ p ≤ n− 1.
Proposition 3.4.1 and Lemma 3.4.2 imply the next theorem.
Theorem 3.4.3. Let M ∈ M. Suppose that for some i > 1 and k ≥ 0, we have
βEi,i+k(M) =
∑n
j=1
(
n−j+i−1
i−1
)
αj,k(M). Then
βEq,q+k(M) =
n∑
j=1
(
n− j + i− 1
i− 1
)
αj,k(M) for all q ≥ 1.
Proof. Since all binomial coefficients in the formula (3.16) are nonzero, the assump-
tion says that δs,p,s+k = 0 and δs−1,p,s+k = 0 for all 1 ≤ s ≤ i and all 1 ≤ p ≤ n− 1.
Then Lemma 3.4.2 says that δs,p,s+k = 0 and δs−1,p,s+k = 0 for all s ≥ 1 and all
1 ≤ p ≤ n− 1. Thus, the statement follow from the formula (3.16).
Next we consider the case M = E/J . Lemma 3.3.3 says that, for any graded
ideal J of E, one has αj,k(E/J) = 0 for j > n − k. Thus for any i ≥ 1 and k ≥ 0
we have
∑n
j=1
(
n−j+i−1
i−1
)
αj,k(E/J) =
∑n−k
j=1
(
n−j+i−1
i−1
)
αj,k(E/J). Then the following
corollaries follows from Lemma 3.3.4 and Theorem 3.4.3 in the same way as in
Section 2.
Corollary 3.4.4. Let J ⊂ E be a graded ideal. If βEi,i+k(E/J) = β
E
i,i+k
(
E/Gin(J)
)
for some i > 1 and k ≥ 0, then
βEq,q+k(E/J) = β
E
q,q+k
(
E/Gin(J)
)
for all q ≥ 1.
Corollary 3.4.5. Let J ⊂ E be a graded ideal. Then, for a given integer k, the
graded Betti numbers βEi,i+k(E/J) = β
E
i,i+k
(
E/Gin(J)
)
for all i ≥ 1 if and only if
βE1,k+1(E/J) = β
E
1,k+1
(
E/Gin(J)
)
and βE1,k+2(E/J) = β
E
1,k+2
(
E/Gin(J)
)
.
Remark 3.4.6. Notice that Corollary 3.4.4 above and Corollary 3.2.3 in Section
2 are similar. But as we see Corollary 3.4.4 is relatively more stronger. We give
here an example to show that in the case of a polynomial ring one cannot have
the stronger result as in Corollary 3.4.4. Consider the monomial ideal given by
I = (x1x
2
4, x
3
2, x
2
2x3) ⊂ S = C[x1, x2, x3, x4]. The minimal graded free resolution of
S/I and S/Gin(I) are given by :
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0 −→ S(−7) −→ S(−4)⊕ S2(−6) −→ S3(−3) −→ S −→ S/I −→ 0,
and
0 −→ S(−7) −→ S2(−4)⊕ S(−5)⊕ S2(−6) −→
S3(−3)⊕ S(−4)⊕ S (−5) −→ S −→ S/Gin(I) −→ 0.
From above resolutions, we see that βS2,2+4(S/I) = β
S
2,2+4
(
S/Gin(I)
)
= 2 and
ofcourse then βS3,3+4(S/I) = β
S
3,3+4
(
S/Gin(I)
)
= 1. But the graded Betti number
βS1,1+4(S/I) = 0 6= 1 = β
S
1,1+4
(
S/Gin(I)
)
.
In the case of exterior algebra, the notions of regularity, linear resolutions and
componentwise linear ideals are defined in the same way as in the case of polyno-
mial ring. In [AHHi00, Theorem 2.1] it was proved that a graded ideal J in E is
componentwise linear if and only if J and Gin(J) have the same graded Betti num-
bers. Theorem 3.4.4 and Corollary 3.4.5 provide the following new characterization
of componentwise linear ideals in the exterior algebra. (See also [NRV07] for other
characterizations of componentwise linear ideals.)
Theorem 3.4.7. A graded ideal J in the exterior algebra E is componentwise linear
if and only if βEi (E/J) = β
E
i
(
E/Gin(J)
)
for some i ≥ 1.
Proof. Since βEi,i+k(E/J) ≤ β
E
i,i+k
(
E/Gin(J)
)
for all i ≥ 1 and k ≥ 0, the equality
βEi (E/J) = β
E
i
(
E/Gin(J)
)
implies βEii+k(E/J) = β
E
i,i+k
(
E/Gin(J)
)
for all k ≥ 0.
Then Theorem 3.4.4 and Corollary 3.4.5 say that βEi (E/J) = β
E
i
(
E/Gin(J)
)
for
some i ≥ 1 if and only if J and Gin(J) have the same graded Betti numbers. Hence
the claim follows.
3.5 Linear components and graded Betti numbers
Throughout this section, we assume that R is either the polynomial ring S over the
field K with charK = 0 or the exterior algebra E over an infinite field.
First, we will extend Corollaries 3.2.3 and 3.4.4 to lexsegment ideals and generic
initial ideals with respect to any term order. For a strongly stable ideal I in R and
for integers q = 1, . . . , n and k ≥ 0, let
m≤q(I, k) =
∣∣{u ∈ I : u is a monomial with m(u) ≤ q and deg(u) = k}∣∣.
Lemma 3.5.1. Let I ⊂ R be a graded ideal and I ′ ⊂ R a strongly stable ideal with
the same Hilbert function as I. Assume that I ′ satisfies m≤q(I
′, d) ≤ m≤q
(
Gin(I), d
)
for all q, d and βRi,i+k(R/I) = β
R
i,i+k(R/I
′) for some i > 1 and k ≥ 0.
(i) If R = S, then one has βSq,q+k(S/I) = β
S
q,q+k(S/I
′) for all q ≥ i.
(ii) If R = E, then one has βEq,q+k(E/I) = β
E
q,q+k(E/I
′) for all q ≥ 1.
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Proof. We will show the case R = S. (The proof for the case R = E is same.) It
follows from [Bi93, Proposition 2.3] that, for any strongly stable ideal J ⊂ S, we
have
βSi,i+j(S/J) = dimK Jj+1
(
n− 1
i
)
(3.17)
−
n−1∑
q=i
m≤q(J, j + 1)
(
k − 1
i− 1
)
−
n∑
q=i+1
m≤q(J, j)
(
k − 1
i
)
for all i and j. (A similar formula for graded Betti numbers over the exterior algebra
appears in [AHHi97, Theorem 4.4].) Then by (3.17) and the assumption, we have
βSi,j(S/I) ≤ β
S
i,j
(
S/Gin(I)
)
≤ βSi,j(S/I
′) for all i, j. Thus, by Corollary 3.2.3, what
we must prove is βSq,q+k
(
S/Gin(I)
)
= βSq,q+k(S/I
′) for all q ≥ i. However (3.17)
and the assumption imply that m≤q
(
Gin(I), k + 1
)
= m≤q(I
′, k + 1) for all q ≥ i
and m≤q
(
Gin(I), k
)
= m≤q(I
′, k) for all q ≥ i + 1. Hence for all q ≥ i, we have
βSq,q+k
(
S/Gin(I)
)
= βSq,q+k(S/I
′) as desired.
Let I ⊂ R be a graded ideal. We write Lex(I) ⊂ R for the unique lexsegment
ideal of R with the same Hilbert function as I defined in [Bi93] (or [AHHi98] for the
exterior case) and Ginσ(I) for the generic initial ideal of I with respect to a term
order σ. It is known that Lex(I) and Ginσ(I) satisfy the assumption of Lemma 3.5.1
(see [Co04, §5] and [NRV07, §5]). Thus we have
Theorem 3.5.2. Let I ⊂ R be a graded ideal, σ a term order and let J be either
Ginσ(I) or Lex(I). Suppose that β
R
i,i+k(R/I) = β
R
i,i+k(R/J) for some i > 1.
(i) If R = S, then one has βSq,q+k(S/I) = β
S
q,q+k(S/J) for all q ≥ i.
(ii) If R = E, then one has βEq,q+k(E/I) = β
E
q,q+k(E/J) for all q ≥ 1.
Next, we consider when a graded ideal J satisfies βEi,i+d(E/J) = β
E
i,i+d
(
E/Gin(J)
)
for all i ≥ 1, where we fix an integer d ≥ 0. The next lemma follows from [BaS87]
and [AH00, Theorem 5.3].
Lemma 3.5.3. Let I ⊂ R be a graded ideal. Then, I has a linear resolution if and
only if Gin(I) has a linear resolution.
We also require the following.
Lemma 3.5.4. [Crystallization Principle] Let I ⊂ R be a graded ideal. If I is
generated by elements of degree ≤ d and βR1,d+1
(
R/Gin(I)
)
= 0, then reg(I) ≤ d.
The Crystallization Principle was proved by Green [G98, Corollary 2.28] for
generic initial ideals over a polynomial ring, however, this fact can also be proved
for generic initial ideals over an exterior algebra in the same way.
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Proposition 3.5.5. Let I ⊂ R be a graded ideal. The following conditions are
equivalent.
(i) I〈k〉 has a linear resolution;
(ii) βR1,k+1(R/I) = β
R
1,k+1
(
R/Gin(I)
)
, that is, the number of elements of degree
k+1 belonging to the set of minimal generators of I is equal to that of Gin(I).
Proof. Let m be the maximal ideal of R. Since βR1,k+1(R/I) is the numbers of gen-
erators in G(I) of degree k + 1, we have
βR1,k+1(R/I) = dimK Ik+1 − dimK(mI〈k〉)k+1
= dimK Ik+1 − dimK(I〈k〉)k+1
and
βR1,k+1(R/Gin(I)) = dimK(Gin(I)k+1)− dimK
(
mGin(I〈k〉)
)
k+1
.
Then, from above equations we have βR1,k+1(R/I) = β
R
1,k+1
(
R/Gin(I)
)
if and only
if dimK(I〈k〉)k+1 = dimK
(
mGin(I〈k〉)
)
k+1
.
Suppose I〈k〉 has a linear resolution. Then, by Lemma 3.5.3 Gin(I〈k〉) has a linear
resolution. Hence dimK
(
mGin(I〈k〉)
)
k+1
= dimK
(
Gin(I〈k〉)
)
k+1
= dimK(I〈k〉)k+1.
Hence we have βR1,k+1(R/I) = β
R
1,k+1
(
R/Gin(I)
)
as required. On the other hand, if
βR1,k+1(R/I) = β
R
1,k+1
(
R/Gin(I)
)
, then dimK
(
mGin(I〈k〉)
)
k+1
= dimK
(
Gin(I〈k〉)
)
k+1
.
This implies βR1,k+1
(
R/Gin(I〈k〉)
)
= 0. Then the Crystallization Principle says that
I〈k〉 has a linear resolution.
Now, the following theorem immediately follows from the above proposition to-
gether with Corollaries 3.2.5 and 3.4.5.
Theorem 3.5.6. Let I ⊂ R a graded ideal and k ≥ 0 an integer. The following
conditions are equivalent.
(i) βRi,i+k(R/I) = β
R
i,i+k
(
R/Gin(I)
)
for all i ≥ 1;
(ii) I〈k〉 and I〈k+1〉 have a linear resolution;
(iii) βR1,k+1(R/I) = β
R
1,k+1
(
R/Gin(I)
)
and βR1,k+2(R/I) = β
R
1,k+2
(
R/Gin(I)
)
,
where I〈k〉 denotes the ideal of R generated by all homogeneous elements in I of
degree k.
Example 3.5.7. Let I = (x21, x
2
2, x1x2x
2
3, x
5
3) ⊂ S = C[x1, x2, x3]. Then we have
Gin(I) = (x21, x1x2, x
3
2, x
2
2x
2
3, x1x
4
3, x2x
5
3, x
6
3).
Then Proposition 3.5.5 says that I〈k〉 has a linear resolution for k = 3, 4, 7, 8, 9, . . . .
In particular, for k = 4, 8, 9, 10, . . . , we have βSi,i+k(I) = β
S
i,i+k
(
Gin(I)
)
for all i ≥ 0.
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3.6 The cancellation principle
Let K be a field of characteristic 0. In this section, we will study the relation
between our results in Section 1 and the Cancellation Principle for generic initial
ideals, which was considered in [G98]. This observation would help us to understand
why we require the assumption i > 1 in Corollary 3.2.3 and why we need to consider
I〈k〉 and I〈k+1〉 in Theorem 3.5.6.
First, we recall what is the Cancellation Principle.
Lemma 3.6.1. [G98, Corollary 1.21] Let I be a graded ideal in S and σ a term
order. The minimal free resolution of I is obtained from that of inσ(I) by cancelling
adjacent terms, in other words, there exists integers τi,i+k with 1 ≤ i ≤ n − 1 and
k ≥ 0 such that
βSi,i+k
(
inσ(I)
)
= βSi,i+k(I) + τi,i+k + τi+1,i+k for all i ≥ 0 and all k ≥ 0,
where we let τ0,k = 0 for all k ≥ 0.
We refer the reader to [G98, Example 1.35] for further information about the
Cancellation Principle.
Let I be a graded ideal in S. Then Lemma 3.6.1 says that there exists integers
ci,i+k(I) with 1 ≤ i ≤ n− 1 and with k ≥ 0 such that
βSi,i+k
(
Gin(I)
)
= βSi,i+k(I) + ci,i+k(I) + ci+1,i+k(I) for all i ≥ 0 and all k ≥ 0,
where we let c0,k(I) = 0 for all k ≥ 0. It can be easily verified that the integers
ci,i+k(I) are uniquely determined for a given ideal I. We will call the integer ci,i+k(I)
the (i, i+ k)th cancellation number of I.
Example 3.6.2. Let I = (x31, x
2
1x2, x1x
2
2, x
3
2, x
2
1x3, x1x3x4) ⊂ S = C[x1, x2, x3, x4].
Then we have Gin(I) = (x31, x
2
1x2, x1x
2
2, x
3
2, x
2
1x3, x1x2x3, x1x
3
3). The minimal free
resolution of I is
0 −→ S(−5)⊕ S(−6) −→ S6(−4)⊕ S(−5) −→ S6(−3) −→ I −→ 0,
and that of Gin(I) is
0→ S2(−5)⊕ S(−6)→ S7(−4)⊕ S2(−5)→ S6(−3)⊕ S(−4)→ Gin(I)→ 0.
Hence we have c1,4(I) = 1, c2,5(I) = 1 and all other cancellation numbers of I are 0.
In Section 2, we already proved that (see Proposition 3.1.1 and (3.10))
βSi,i+k(I) = β
S
i,i+k
(
Gin(I)
)
−
∑
(a,b)∈Ai+1,n
[(
n− b− 1
i− a + 1
)
δa,b,a+k−1 +
(
n− b− 1
i− a
)
δa,b,a+k
]
,
where δa,b,a+k = dimK
(
Imϕa,b
)
a+k
and where ϕa,b is the map which appears in the
long exact sequence (3.1). This formula enables us to write the cancellation numbers
in terms of the Koszul homology of generic linear forms.
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Lemma 3.6.3. With the same notation as above, one has
ci,i+k(I) =
∑
(a,b)∈Ai+1,n
(
n− b− 1
i− a
)
dimK
(
Imϕa,b
)
a+k
for all i ≥ 0 and all k ≥ 0.
Proof. For all i ≥ 0 and all k ≥ 0, we set Ci,i+k =
∑
(a,b)∈Ai+1,n
(
n−b−1
i−a
)
dimK
(
Imϕa,b
)
a+k
and C ′i,i+k =
∑
(a,b)∈Ai+1,n
(
n−b−1
i−a+1
)
dimK
(
Imϕa,b
)
a+k−1
. Then we have
βSi,i+k(I) = β
S
i,i+k
(
Gin(I)
)
− Ci,i+k − C
′
i,i+k.
Notice that we only need to show that C ′i,i+k = Ci+1,i+k. Recall that, in the proof of
Theorem 3.2.1, we already proved that
Ai+2,n \
{
(i+ 2, b) : b ≤ n− 1
}
= Ai+1,n \
{
(i− n+ b+ 1, b) : b ≤ n− 1
}
.
Now, since the binomial
(
n−b−1
i−a+1
)
= 0 for all (a, b) ∈
{
(i+ 2, b) : b ≤ n− 1
}
and for
all (a, b) ∈
{
(i− n+ b+ 1, b) : b ≤ n− 1
}
, we have
Ci+1,i+k =
∑
(a,b)∈Ai+2,n
(
n− b− 1
i− a+ 1
)
dimK
(
Imϕa,b
)
a+k−1
=
∑
(a,b)∈Ai+2,n\{(i+2,b):b≤n−1}
(
n− b− 1
i− a+ 1
)
dimK
(
Imϕa,b
)
a+k−1
=
∑
(a,b)∈Ai+1,n\{(i−n+b+1,b):b≤n−1}
(
n− b− 1
i− a+ 1
)
dimK
(
Imϕa,b
)
a+k−1
=
∑
(a,b)∈Ai+1,n
(
n− b− 1
i− a+ 1
)
dimK
(
Imϕa,b
)
a+k−1
= C ′i,i+k.
This concludes the proof.
By using Lemma 3.6.3, we can prove an analogue of Corollaries 3.2.3 and 3.2.5.
Theorem 3.6.4. Let I be a graded ideal in S. If ci,i+k(I) = 0 for some i ≥ 1 and
k ≥ 0, then one has cq,q+k(I) = 0 for all q ≥ i.
Proof. It suffices to show the case q = i + 1. Remark that dimK
(
Imϕa,b
)
a+k
= 0
if and only if
(
mHa(b)
)
a+k
= 0. In the proof of Theorem 3.2.1, we proved that
if dimK
(
Imϕa,b
)
a+k
= 0 for all (a, b) ∈ Ai+1,n \
{
(i + 1, b) : b ≤ n − 1
}
, then
dimK
(
Imϕa,b
)
a+k
= 0 for all (a, b) ∈ Ai+2,n \
{
(i + 2, b) : b ≤ n − 1
}
. Then,
since
(
n−b−1
i−a+1
)
= 0 for any (a, b) ∈
{
(i + 2, b) : b ≤ n − 1
}
, Lemma 3.6.3 says that
ci+1,i+1+k(I) = 0.
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Corollary 3.6.5. Let I be a graded ideal in S. Then ci,i+k(I) = 0 for all i ≥ 1 if
and only if I〈k〉 has a linear resolution.
Proof. Since the graded Betti number βS0,k+1
(
Gin(I)
)
= βS0,k+1(I) + c1,1+k(I), we
have βS0,k+1
(
Gin(I)
)
= βS0,k+1(I) if and only if c1,1+k(I) = 0. However, by Theorem
3.6.4, we have c1,1+k(I) = 0 if and only if ci,i+k(I) = 0 for all i ≥ 1. Also, by
Proposition 3.5.5, we have βS0,k+1
(
Gin(I)
)
= βS0,k+1(I) if and only if I〈k〉 has a linear
resolution. Thus the assertion follows.
Observe that Theorems 3.6.4 and Corollary 3.6.5 are stronger than Corollaries
3.2.3 and 3.2.5. Indeed, Corollary 3.2.3 immediately follows from Theorem 3.6.4,
since the graded Betti numbers βSi,i+k(I) = β
S
i,i+k
(
Gin(I)
)
if and only if ci,i+k(I) = 0
and ci+1,i+k(I)=0.
We also remark the next fact which follows from Lemma 3.6.3.
Corollary 3.6.6. Let I be a graded ideal in S. Assume that I〈k〉 has a linear
resolution.
(i) If βSq,q+k+2(I) = β
S
q,q+k+2
(
Gin(I)
)
, then βSq+1,q+k+2(I) = β
S
q+1,q+k+2
(
Gin(I)
)
;
(ii) If βSq,q+k−1(I) = β
S
q,q+k−1
(
Gin(I)
)
, then βSq−1,q+k−1(I) = β
S
q−1,q+k−1
(
Gin(I)
)
.
Proof. By Corollary 3.6.5, we have c`,`+k(I) = 0 for all integers ` ≥ 1. Then, we
have the graded Betti numbers βSq+1,q+k+2
(
Gin(I)
)
= βSq+1,q+k+2(I) + cq+1,q+k+2(I)
and βSq−1,q+k−1
(
Gin(I)
)
= βSq−1,q+k−1(I) + cq,q+k−1(I). On the other hand, if the
graded Betti number βSq,q+k+2(I) = β
S
q,q+k+2
(
Gin(I)
)
then we have cq+1,q+k+2(I) = 0.
Also, if βSq,q+k−1(I) = β
S
q,q+k−1
(
Gin(I)
)
then we have cq,q+k−1(I) = 0. Thus the
assertion follows.
As for any graded ideal I, I〈1〉 always has a linear resolution, it follows that if
βSq,q+3
(
Gin(I)
)
= βSq,q+3(I) then we have β
S
q+1,q+3
(
Gin(I)
)
= βSq+1,q+3(I).
Since it is not difficult to find the Betti numbers of a strongly stable ideal J , one
may expect to find all possible Betti numbers of graded ideals I such that Gin(I) = J
by using Betti numbers of J and by considering all possible cancellations. However,
this problem is far reaching as pointed out in [G98, Example 1.35].
Thanks: All of the examples that we have presented in this chapter are computed
by the computer algebra system CoCoA [CO]. We also mention that computations
of generic initial ideals are done by a random choice of matrices.
CHAPTER 4
Linear balls and the multiplicity
conjecture
The multiplicity conjecture due to Herzog, Huneke and Srinivasan is one of the
most attractive conjectures lying between combinatorics and commutative algebra.
In this chapter we consider the problem of finding a natural class of spheres whose
Stanley–Reisner rings satisfy the multiplicity conjecture.
Let ∆ be a simplicial complex on the vertex set [n] = {1, . . . , n} of dimension d−1
and K[∆] = S/I∆, where S = K[x1, . . . , xn], its Stanley–Reisner ring. Suppose that
∆ is a ball, i.e., the geometric realization |∆| is a ball. Let ∂∆ denote the boundary
complex of ∆ and suppose that each vertex of ∆ belongs to ∂∆. Thus ∂∆ is a
sphere, i.e., the geometric realization |∂∆| is a sphere, of dimension d − 2 on [n].
Each face of ∂∆ is called a boundary face of ∆ and each face of ∆ \ ∂∆ is called
an inside face of ∆. Let 1 ≤ m − 1 be the smallest dimension of a nonface of ∆.
In Section 4.1 in Theorem 4.1.2 we show that the sphere ∂∆ with the following
assumptions satisfies the multiplicity conjecture:
(A1) ∆ has a minimal inside face of dimension d − m and has no minimal inside
face of dimension less than m− 1;
(A2) the h–vector of ∂∆ is unimodal.
A linear ball is a ball whose Stanley–Reisner ring has a linear resolution. Let
∆ be a linear ball. Let m − 1 be the smallest dimension of a nonface of ∆ and
suppose that 2 ≤ m ≤ (d + 1)/2. Then the sphere which is the boundary complex
of ∆ satisfies (A1) and (A2). In particular the Stanley–Reisner ring of the sphere
satisfies the multiplicity conjecture (Corollary 4.1.4).
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In Section 4.2 we discuss a class of shellable spheres arising from determinan-
tal ideals. These shellable spheres satisfy assumptions (A1),(A2) and hence the
multiplicity conjecture is also satisfied. Let X = (Xij) 1≤i≤m
1≤j≤n
be an m × n matrix
of indeterminates, where 2 ≤ m ≤ n. Write τ for the lexicographic order of the
polynomial ring K[X] = K[{Xij} 1≤i≤m
1≤j≤n
] induced by the ordering of the variables
X11 ≥ X12 ≥ · · · ≥ X1n ≥ X21 ≥ · · · ≥ X2n ≥ · · · ≥ Xm1 ≥ · · · ≥ Xmn.
Let Ir denote the ideal of K[X] generated by all (r+1)× (r+1) minors of X, where
1 ≤ r ≤ m − 1. In particular Im−1 is the ideal of K[X] generated by all maximal
minors of X. It is known that the initial ideal I∗r of Ir with respect to τ is generated
by squarefree monomials. Let ∆r denote the simplicial complex whose Stanley–
Reisner ideal coincides with I∗r . Theorem 4.2.4 says that, for each 1 ≤ r ≤ m − 1,
the simplicial complex ∆r is a shellable ball satisfying (A1) and (A2). Moreover ∆r
is a linear ball if and only if r = m− 1 (Corollary 4.2.6).
In Section 4.3 we produce a natural class of shellable linear balls arising from the
polarization of a power of the graded maximal ideal. Let m = (x1, . . . , xn) be the
graded maximal ideal of S = K[x1, . . . , xn], n ≥ 3. Clearly, each power mt of m has a
linear resolution. For a given t ≥ 1, let ∆ be the simplicial complex whose Stanley–
Reisner ideal coincides with the polarization of mt. It is shown (Theorem 4.3.1) that
∆ is a shellable linear ball and hence it satisfies the multiplicity conjecture.
4.1 The multiplicity conjecture
The main goal of this section is to prove Theorem 4.1.2 in which we show that a
certain class of spheres satisfy the multiplicity conjecture.
First, we recall what the multiplicity conjecture says. Let R =
∑∞
i=0Ri be a
homogeneous Cohen–Macaulay algebra over a field R0 = K of dimension d with
embedded dimension n = dimK R1. We write R = S/I, where S = K[x1, . . . , xn]
is the polynomial ring in n variables over K and I is a graded ideal of S. Let
H(R, i) = dimK Ri, i = 0, 1, 2, . . ., denote the Hilbert function of the algebra R and
F (R, λ) =
∑∞
i=0H(R, i)λ
i the Hilbert series of R. It is known that F (R, λ) is a
rational function of λ of the form
F (R, λ) =
h0 + h1λ+ · · ·+ h`λ`
(1− λ)d
,
with each hi > 0. The multiplicity e(R) of R is
e(R) = h0 + h1 + · · ·+ h`.
Now, we consider the graded minimal free resolution
0 −→ Fp −→ · · · −→ F1 −→ S −→ R −→ 0
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of R over S, where Fi =
⊕
S(−j)βi,j with βi,j ≥ 0. Let
mi = min{j : βi,j 6= 0}, Mi = max{j : βi,j 6= 0}.
The multiplicity conjecture due to Herzog, Huneke and Srinivasan says that∏p
i=1mi
p!
≤ e(R) ≤
∏p
i=1Mi
p!
.
A nice survey of the multiplicity conjecture and the record of past results in
different cases of the conjecture can be found in [HZ06]. For more recent results one
may look into [KW07], [MNR07], [NoS07].
Next, we recall the fundamental material on Stanley–Reisner ideals and rings
of simplicial complexes. We refer the reader to [BH96], [Hi92], [St95] for further
information. Let [n] = {1, . . . , n} be the vertex set and ∆ a simplicial complex on
[n]. Thus ∆ is a collection of subsets of [n] such that
(i) {i} ∈ ∆ for all i ∈ [n], and
(ii) if F ∈ ∆ and F ′ ⊂ F , then F ′ ∈ ∆.
Each element F ∈ ∆ is called a face of ∆. The dimension of a face F is |F | − 1.
Let d = max{|F | : F ∈ ∆} and define the dimension of ∆ to be dim∆ = d − 1. A
nonface of ∆ is a subset F of [n] with F 6∈ ∆.
Let fi = fi(∆) denote the number of faces of ∆ of dimension i. Thus in particular
f0 = n. The sequence f(∆) = (f0, f1, . . . , fd−1) is called the f–vector of ∆. Letting
f−1 = 1, we define the h–vector h(∆) = (h0, h1, . . . , hd) of ∆ by the formula
d∑
i=0
fi−1(t− 1)
d−i =
d∑
i=0
hit
d−i.
Let S = K[x1, . . . , xn] denote the polynomial ring in n variables over a field K with
each deg xi = 1. For each subset F ⊂ [n], we set
xF =
∏
i∈F
xi.
The Stanley–Reisner ideal of ∆ is the ideal I∆ of S which is generated by those
squarefree monomials xF with F 6∈ ∆. In other words,
I∆ = (xF : F 6∈ ∆).
The quotient ring K[∆] = S/I∆ is called the Stanley–Reisner ring of ∆. It follows
that the Hilbert series of K[∆] is
F (K[∆], λ) = (h0 + h1λ+ · · ·+ hdλ
d)/(1− λ)d,
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where (h0, h1, . . . , hd) is the h–vector of ∆. Thus in particular the multiplicity of
K[∆] is
∑d
i=0 hi (= fd−1).
We say that ∆ is Cohen–Macaulay (resp. Gorenstein) over K if K[∆] is Cohen–
Macaulay (resp. Gorenstein). Note that if the geometric realization |∆| of ∆ is
homeomorphic to a ball, then ∆ is Cohen–Macaulay over an arbitrary field and if
the geometric realization |∆| of ∆ is homeomorphic to a sphere, then ∆ is Gorenstein
over an arbitrary field.
Now, let ∆ be a simplicial complex on [n] of dimension d − 1 whose geometric
realization |∆| is homeomorphic to a manifold. The boundary complex ∂∆ of ∆
consists of those faces F of ∆ with the property that there is a (d− 2)–dimensional
face F ′ of ∆ with F ⊂ F ′ such that F ′ is contained in exactly one (d−1)–dimensional
face of ∆. Each face of ∂∆ is called a boundary face and each face of ∆\∂∆ is called
an inside face of ∆. In particular if ∆ is a ball, i.e., |∆| is homeomorphic to a ball,
of dimension d− 1, then ∂∆ is a sphere, i.e., |∂∆| is homeomorphic to a sphere, of
dimension d− 2.
Theorem 4.1.1 (Hochster). Let ∆ be a Cohen–Macaulay complex over a field K
of dimension d − 1 whose geometric realization |∆| is a manifold with a nonempty
boundary complex ∂∆, and let ω∆ be the canonical ideal of K[∆]. Write J for the
ideal of K[∆] generated by those monomials xF with F ∈ ∆\∂∆. Then the following
conditions are equivalent:
(a) ω∆ ∼= J as a Zn–graded K[∆]–module;
(b) ∂∆ is a Gorenstein complex over K.
If the equivalent conditions hold, then K[∂∆] ∼= K[∆]/ω∆.
Let ∆ be a simplicial complex on [n] of dimension d − 1 whose geometric real-
ization |∆| is a ball and ∂∆ its boundary complex. Assume that every vertex of ∆
belongs to ∂∆. Thus ∂∆ is a simplicial complex on [n] of dimension d − 2 whose
geometric realization |∂∆| is a sphere. Since ∂∆ is Gorenstein, it follows that
(P1) The h–vector h(∂∆) = (h′0, h
′
1, . . . , h
′
d−1) of ∂∆ is symmetric i.e. h
′
i = h
′
d−1−i
for all i = 0, . . . , d− 1; see [BH96, Theorem 5.4.2, Theorem 5.6.2].
(P2) The minimal free resolution of the Stanley–Reisner ring of ∂∆ is symmetric
([Ei95, Corollary 21.16]), i.e. if
0 −→ Fp −→ · · · −→ F1 −→ F0 −→ S/I∂∆ −→ 0
is the minimal free resolution of the ring S/I∂∆, where Fi =
⊕
j S(−j)
βi,j ,
i = 0, . . . , p, p = n − (d − 1) and F0 = S, then we have βi,j = βp−i,n−j for all
i = 0, . . . , p. In particular, Mi = n−mp−i where Mi = max{j : βi,j 6= 0} and
mi = min{j : βi,j 6= 0}.
Since ∂∆ is a simplicial complex on [n] and core ∂∆ = ∂∆ (see the proof of
[BH96, Lemma 5.6.4]), we notice that above Fp = S(−n)βp,n .
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(P3) The canonical ideal ω∆ of the Stanley–Reisner ring K[∆] = S/I∆ is generated
by the monomials xF , F ∈ ∆ \ ∂∆ (see Theorem 4.1.1).
In addition,
(F1) Let
0 −→ F ′n−d −→ · · · −→ F
′
1 −→ F
′
0 −→ S/I∆ −→ 0
be the minimal free resolution of S/I∆ with F
′
i =
⊕
j S(−j)
β′i,j . Then the
generators of the canonical module ω∆ of K[∆] are of degrees n − j with
β ′n−d,j 6= 0 (see [BH96, Corollary 3.3.9]).
(F2) One has m1 < m2 < · · · < mn−d+1.
Now, let 1 ≤ m− 1 be the smallest dimension of the nonfaces of ∆. In other words,
m is the smallest degree of monomials belonging to G(I∆), the minimal system
of monomial generators of I∆. Our goal is to show that the Stanley–Reisner ring
K[∂∆] = S/I∂∆ satisfies the multiplicity conjecture under the following hypothesis
(Theorem 4.1.2):
(A1) ∆ has a minimal (under inclusion) inside face of dimension d−m and has no
minimal inside face of dimension less than m− 1;
(A2) The h–vector of the boundary complex ∂∆ is unimodal.
(In general, we say that a finite sequence of real numbers a0, . . . , at is unimodal
if
a0 ≤ a1 ≤ · · · ≤ aj ≥ aj+1 ≥ · · · ≥ at
for some 0 ≤ j ≤ t.)
Now, we wish to understand the minimal and maximal shifts given by mi and
Mi respectively of the minimal free resolution
F∂∆ : 0 −→ Fn−d+1 −→ · · · −→ F1 −→ S −→ S/I∂∆ −→ 0
of S/I∂∆ where Fi =
⊕
j S(−j)
βi,j , to calculate the lower and upper bounds of the
multiplicity of S/I∂∆. First, we consider the minimal free resolution
F∆ : 0 −→ F
′
n−d −→ · · · −→ F
′
1 −→ S −→ S/I∆ −→ 0
of S/I∆ where F
′
i =
⊕
j S(−j)
β′i,j . Let m′i and M
′
i denote the minimal and maximal
shifts of the minimal free resolution F∆. Since m is the minimum of the degree of
generators of I∆, one has m
′
1 = m. By the assumption (A1) on ∆, there exists a
minimal inside face of ∆ of dimension d − m, hence by Theorem 4.1.1, it follows
that the canonical ideal ω∆ of ∆ has a generator of degree d − m + 1. Therefore
β ′n−d,n−(d−m+1) 6= 0, by (F1). As we have m
′
1 = m and m
′
n−d ≤ m + n − d − 1, we
get m′i = m+ i− 1 for i = 1, . . . , n− d, by (F2).
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We claim that the minimal shifts in the minimal free resolution F∂∆ of S/(I∂∆)
are given by mi = m + i − 1 for i = 1, . . . , n − d and mn−d+1 = n. Indeed, by
assumption (A1), we have that the canonical ideal ω∆ has no generator of degree
less than m. Hence the S–module I∂∆/I∆ has no generator of degree less than m
(Theorem 4.1.1). From the following short exact sequence
0 −→ I∆ −→ I∂∆ −→ I∂∆/I∆ −→ 0,
we get the following long exact sequence
· · · −→ Tori+1(I∂∆/I∆, K)
−→ Tori(I∆, K) −→ Tori(I∂∆, K) −→ Tori(I∂∆/I∆, K) −→ · · ·
Now, as Tori(I∆, K)i+t = 0 and Tori(I∂∆/I∆, K)i+t = 0 for t ≤ m − 1 and
i = 1, . . . , n − d, from the above long exact sequence we get Tori(I∂∆, K)i+t = 0
for t ≤ m − 1 and i = 1, . . . , n − d. Also as Tori+1(I∂∆/I∆, K)i+1+m−1 = 0 and
Tori(I∆, K)i+m 6= 0, we get Tori(I∂∆, K)i+m 6= 0, i = 1, . . . n − d. From here it
follows that mi = m + i − 1 for i = 1, . . . , n − d. Since S/I∂∆ is Gorenstein and
m0 =M0 = 0, we have mn−d+1 =Mn−d+1 = n by Property (P2).
Now, we need to determine the maximal shifts Mi for i = 1, . . . , n − d in the
minimal free resolution F∂∆ of S/I∂∆. Again, as S/I∂∆ is Gorenstein, by Property
(P2) we have Mi = n −mn−d+1−i = n − (m + n − d + 1 − i − 1) = d −m + i for
i = 1, . . . , n− d.
Since m1 ≤ M1, we may observe that m ≤ (d + 1)/2. We would need this
inequality later.
Hence, we have now
L =
n−d+1∏
i=1
mi
(n− d+ 1)!
=
n
∏n−d
i=1 (m+ i− 1)
(n− d+ 1)!
and
U =
n−d+1∏
i=1
Mi
(n− d+ 1)!
=
n
∏n−d
i=1 (d−m+ i)
(n− d+ 1)!
.
Next, our goal is to estimate the multiplicity e(S/I∂∆) of the ring S/I∂∆. Let
h′0, . . . , h
′
d−1 denote the h–vector of the ring S/I∂∆. As the ring S/I∂∆ is Cohen–
Macaulay, and m is the minimum of the degree of the generators of I∂∆, we have
h′i = h
′
d−1−i =
(
n−d+1+i−1
i
)
=
(
n−d+i
i
)
for i = 0, . . . , m − 1. From assumption (A2)
and property (P1) we have that the h–vector is symmetric and unimodal, therefore
we conclude that h′i ≥
(
n−d+m−1
m−1
)
for i = m, . . . , d− (m+ 1).
Hence
e(S/I∂∆) =
d−1∑
i=1
hi ≥ 2
m−1∑
i=0
(
n− d+ i
i
)
+ (d− 2m)
(
n− d+m− 1
m− 1
)
.
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Theorem 4.1.2. Let ∆ be a ball and ∂∆ be its boundary complex. Suppose that the
sphere ∂∆ satisfies the assumptions (A1) and (A2). Then the Stanley-Reisner ring
S/∂∆ satisfies the multiplicity conjecture i.e.
L ≤ e(S/I∂∆) ≤ U.
For the proof of the theorem, we need to first define cyclic polytopes. Let
C(n, d − 1) denote the convex hull of any n distinct points in Rd−1 on the curve
{(t, t2, . . . , td−1) ∈ Rd−1, t ∈ R}. The polytope C(n, d− 1) is called the cyclic poly-
tope of dimension d− 1. It is known that C(n, d− 1) is simplicial (i.e., every proper
face is a simplex), and so the boundary of C(n, d − 1) defines a simplicial complex
which we denote by ∂C(n, d − 1) such that |∂C(n, d − 1)| is a sphere of dimension
d− 2. Let (h∗0, h
∗
1, . . . , h
∗
d−1) denote the h–vector of ∂C(n, d − 1). Then
h∗i = h
∗
d−1−i =
(
n− d+ i
i
)
for i = 1, . . . , b
d− 1
2
c,
(see [St95, Section 3]). Let e(∂C(n, d − 1)) =
∑
h∗i denote the multiplicity of the
Stanley–Reisner ring of the boundary complex ∂C(n, d − 1). Notice that we have
h′i ≤ h
∗
i , hence
e(S/I∂∆) ≤ e
(
∂C(n, d − 1)
)
. (4.1)
In [THi96], the minimal free resolution of the ∂C(n, d − 1) is computed. We have
the following [THi96, Theorem 3.2]: If d − 1 ≥ 2 is even, then the maximal shifts
M∗i in the minimal free resolution of ∂C(n, d − 1) are given by
M∗i =
d− 1
2
+ i for i = 1, . . . , n− d and M∗n−d+1 = n (4.2)
and if d− 1 ≥ 3 is odd, then the maximal shifts M∗i are as follows:
M∗i = b
d − 1
2
c+ i+ 1 for i = 1, . . . , n− d and M∗n−d+1 = n. (4.3)
Even though the following Lemma 4.1.3 follows from [HS98, Theorem 1.2], we want
to give a direct computational proof.
Lemma 4.1.3. We have
e
(
∂C(n, d− 1)
)
≤
∏n−d+1
i=1 M
∗
i
(n− d+ 1)!
. (4.4)
Proof. Let U =
∏n−d+1
i=1 M
∗
i
(n−d+1)!
. Let first d− 1 ≥ 2 is even. Then
U =
n(d
2
+ 1
2
)(d
2
+ 3
2
) · · · (n− d
2
− 1
2
)
(n− d+ 1)!
.
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We have the multiplicity
e
(
∂C(n, d− 1)
)
=
d−1∑
i=0
h∗
= 2
[(n− d+ 0
0
)
+ · · ·+
(
(n− d) + d/2− 3/2
d/2− 3/2
)]
+
(
(n− d) + d/2− 1/2
d/2− 1/2
)
= 2
(
n− d/2− 1/2
d/2− 3/2
)
+
(
n− d/2− 1/2
d/2− 3/2
)
=
2(n− d/2− 1/2) · · · (d/2− 1/2)
(n− d+ 1)!
+
(n− d/2− 1/2) · · · (d/2 + 1/2)
(n− d)!
=
(n− d/2− 1/2) · · · (d/2 + 1/2)
(n− d+ 1)!
(d− 1 + n− d+ 1)
= U.
Now let d− 1 ≥ 3 be odd. Then
U =
n
(
d
2
+ 1
)
· · ·
(
d
2
+ (n− d)
)
(n− d+ 1)!
.
And the multiplicity is given by
e
(
∂C(n, d − 1)
)
=
d−1∑
i=0
h∗
= 2
[(n− d+ 0
0
)
+
(
n− d+ 1
1
)
+ · · ·+
(
n− d+ d/2− 1
d/2− 1
)]
= 2
(
n− d/2
d/2− 1
)
= 2
(n− d/2) · · · (d/2 + 1)(d/2)
(n− d+ 1)!
.
We see that e
(
∂C(n, d − 1)
)
≤ U if and only if d ≤ n which is true.
Proof of Theorem 4.1.2. Since m ≤ (d + 1)/2, we have M∗i ≤ Mi both when d is
odd and even. Hence, by Equation (4.1) and Equation (4.4), we get
e(S/I∂∆) ≤
∏n−d+1
i=1 Mi
(n− d+ 1)!
. (4.5)
It remains to show that e(S/I∂∆) ≥ L. Since
e(S/I∂∆) ≥ 2
m−1∑
i=0
(
n− d+ i
i
)
+ (d− 2m)
(
n− d+m− 1
m− 1
)
,
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it is enough to show that
2
m−1∑
i=0
(
n− d+ i
i
)
+ (d− 2m)
(
n− d+m− 1
m− 1
)
≥
n
∏n−d
i=1 (m+ i− 1)
(n− d+ 1)!
which is to prove
2
(
n− d+m
m− 1
)
+ (d− 2m)
(
n− d+m− 1
m− 1
)
≥
n
∏n−d
i=1 (m+ i− 1)
(n− d+ 1)!
.
We need to show
2(n− d+m) · · · (m+ 1)(m) + (d− 2m)(n− d+m− 1) · · · (m+ 1)(m)(n− d+ 1)
≥ n(m)(m+ 1) · · · (m+ n− d− 1)
which further amounts to prove that 2(n−d+m)+(d−2m)(n−d+1) ≥ n. Notice
that it is enough to show that 2(n−d+m)+(d−2m) ≥ n which is true as n > d.
Corollary 4.1.4. Let ∆ be a linear ball. Let m− 1 be the smallest dimension of a
nonface of ∆ with 2 ≤ m ≤ (d + 1)/2. Then the simplicial sphere ∂∆ satisfies the
multiplicity conjecture.
Proof. We only need to show that the assumptions (A1) and (A2) are satisfied in
this case. Since S/I∆ has a linear resolution, the minimal and maximal shifts in the
minimal free resolution of S/I∆ are given bym
′
i =M
′
i = m+i−1 for i = 1, . . . , n−d.
Hence ∆ has minimal inside faces only of dimension n− (m+n−d−1)−1 = d−m,
by fact (F1) and Theorem 4.1.1. Also, there is no minimal inside face of dimension
less thanm−1 since d−m ≥ m−1. Hence the assumption (A1) is satisfied. We now
show that the h–vector (h′0, . . . , h
′
d−1) of S/I∂∆ is unimodal. As the Stanley–Reisner
ideal I∆ has linear resolution and S = K[∆] = S/I∆ is Cohen–Macaulay, we get that
the h–vector (h0, . . . , hd) of S/I∆ is given by hi =
(
n−d+(i−1)
i
)
for i = 0, . . . , m − 1
and hi = 0 for i ≥ m.
Now the h–vector of S/I∂∆ is equal to (see [St95, p. 137]) :
(h0 − hd, h0 + h1 − hd − hd−1, . . . , h0 + · · ·+ hd−1 − hd − · · · − h1).
Hence the h–vector of S/I∂∆ is given by
h
′
i =


(
n−d+i
i
)
for i = 0, . . . , m− 2;
(
n−d+m−1
m−1
)
for i = m− 1, . . . , d−m;
(
n−d+(d−1−i)
d−1−i
)
for i = d−m+ 1, . . . , d− 1.
Hence the assumption (A2) also holds.
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4.2 Determinantal ideals
In this section, we study simplicial complexes arising from determinantal ideals. It
is known that these simplicial complexes are shellable. We prove that the geometric
realization of these simplicial complexes are balls and these balls are linear only in
the case of the ideal of maximal minors. We show that the boundary complexes
of the simplicial complexes arising from certain determinantal ideals satisfy the
multiplicity conjecture.
Let X = (Xij), i = 1, . . . , m, j = 1, . . . , n, 2 ≤ m ≤ n be an m × n matrix
of indeterminates. We denote by [a1, . . . , ar |b1, . . . , br], the minor det(Xaibj ) of X
where i, j = 1, . . . , r. Further we define
[a1, . . . , ar |b1, . . . , br] ≤ [a
′
1, . . . , a
′
s |b1
′, . . . , b
′
s],
if r ≥ s and ai ≤ a
′
i, bi ≤ b
′
i for i = 1, . . . , s. Let ∆(X) denote the poset of
minors of X. For σ = [a1, . . . , ar |b1, . . . , br] ∈ ∆(X), we denote by Iσ the ideal
generated by all minors γ 6≥ σ. We call such ideals determinantal ideals. Notice
that for σ = [1, . . . , r |1, . . . , r], r ≤ m− 1, the ideal Iσ is the ideal generated by all
(r+ 1)× (r+ 1) minors of X. For σ = [1, . . . , r |1, . . . , r], r ≤ m− 1, we denote the
ideal Iσ by Ir. Note that the ideal Im−1 is generated by all maximal minors of X.
Let the symbol τ denote the lexicographic term order on the polynomial ring
S = K[X] = K[Xij , i = 1, . . . , m, j = 1, . . . , n] induced by the variable order
X11 ≥ X12 ≥ · · · ≥ X1m ≥ X21 ≥ X22 · · · ≥ X2m ≥ Xn1 ≥ Xn2 ≥ · · · ≥ Xmn.
Notice that under the monomial order τ , the initial monomial of any minor of X is
the product of the elements of its main diagonal. Such a monomial order is called
diagonal order. In [HT92], it is shown that the generators of Iσ form a Gro¨bner basis
and hence I∗σ of Iσ with respect to the monomial order τ , is generated by squarefree
monomials. In other words, K[X]/I∗σ may be viewed as a Stanley–Reisner ring of a
certain simplicial complex ∆σ. For σ = [1, . . . , r |1, . . . , r], r ≤ m−1, we denote the
simplicial complex ∆σ by ∆r.
We show in Theorem 4.2.4 that for any σ = [a1, . . . , ar |b1, . . . , br] ∈ ∆(X),
the geometric realization |∆σ| of the simplicial complex ∆σ is a shellable ball. By
Theorem 4.2.4 and Corollary 4.2.6 together, it follows that the geometric realization
|∆m−1| of ∆m−1 is in fact a shellable linear ball.
According to [HT92], the facets of simplicial complex ∆σ can be described as
follows: its vertex set is the set of coordinate points V = {(i, j) : 1 ≤ i ≤ m, 1 ≤
j ≤ n}. We define a partial order on V by setting (i, j) ≤ (i
′
, j
′
) if i ≥ i
′
and j ≤ j
′
.
A maximal chain in V will be called a path.
Theorem 4.2.1. [HT92, Theorem 3.3] Let σ = [a1, . . . , ar |b1, . . . , br], and let Pi =
(ai, n) and Qi = (m, bi) for i = 1, · · · , r. Then the facets of ∆σ are the non–
intersecting paths from Pi to Qi, that is, subsets C1 ∪C2 ∪ · · · ∪Cr of V where each
Ci is a path with end points Pi and Qi and where Ci ∩ Cj = ∅ for all i 6= j.
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We denote the set of facets of ∆σ by F(∆σ). The complex ∆σ has a natural
partial order on the set of facets which we recall from [HT92, Theorem 4.9]: Let F1
and F2 be two facets of ∆σ. We write F1 =
⋃r
i=1Ci and F2 =
⋃r
i=1Di as unions of
non–intersecting paths with end points Pi and Qi. We say that F2 ≥ F1, if Di is
contained in the upper right side of Ci for all i = 1, . . . , r, that is, if for each (x, y) ∈
Di there is some (u, v) ∈ Ci such that u ≤ x and v ≤ y, where i = 1, . . . , r. This is a
partial order on the facets of ∆σ, and this partial order extended to any linear order
gives us a shelling. We fix a linear order and let Σ denote the corresponding shelling.
From [BV88, Corollary 5.18], we have dim(S/I∗σ) = r(m+ n + 1)−
∑r
i=1(ai + bi).
Before stating the next theorem, we define the notion of a corner of a path. Let
C be a path in V . A point (i, j) ∈ C will be called a corner of C, if (i − 1, j) and
(i, j − 1) belong to C. Let F be a facet of ∆σ, then we denote by C(F ), the set of
corners of the paths in F , and we define c(F ) = |C(F )|.
For the proof of Theorem 4.2.4, we need the following lemma from algebraic
topology:
Lemma 4.2.2. Let E1 be a simplicial complex whose geometric realization |E1| is
a ball of dimension d, and let E2 be a simplex of dimension d. Let the intersection
E1 ∩E2 = 〈G1, . . . , Gr〉 6= ∅, where G1, . . . , Gr are facets of the boundary complexes
∂Ei of Ei, i = 1, 2 and 〈G1, . . . , Gr〉 is a proper subset of ∂E2. Then the geometric
realization |E1 ∪E2| of E1 ∪E2 is again a ball.
The following lemma follows from the proof of [BH92, Theorem 2.4].
Lemma 4.2.3. Let ∆σ = 〈F1, . . . , Ft〉 be the simplicial complex with Stanley–
Reisner ideal Iσ where F1, . . . , Ft is the shelling order Σ. Let ∆i = 〈F1, . . . , Fi〉
and let G = Fk \ {v} for some v ∈ Fk, k ≤ i. Then G ⊂ F` for some ` < k if and
only if v ∈ C(Fk). If the equivalent conditions hold then F` is uniquely determined.
Theorem 4.2.4. For any σ = [a1, . . . , ar |b1, . . . , br] ∈ ∆(X), the geometric realiza-
tion |∆σ| of the simplicial complex ∆σ is a shellable ball of dimension r(m + n +
1)−
∑r
i=1(ai + bi)− 1.
Proof. The fact that the dimension of the simplicial complex ∆σ is r(m+ n+ 1)−∑r
i=1(ai+ bi)− 1 follows from [BV88, Corollary 5.18]. Let ∆σ = 〈F1, . . . , Ft〉 where
F1, . . . , Ft is the shelling order Σ. Let ∆i = 〈F1, . . . , Fi〉. We prove that |∆i| is a
ball by induction on i. Assume that |∆i−1| is a ball, we will show that |∆i| is a
ball. We have ∆i = ∆i−1 ∪ 〈Fi〉, let ∆i−1 ∩ 〈Fi〉 = 〈G1, . . . , Gr〉. Notice that Gj
are codimension one faces of ∆i−1 as ∆σ is shellable. By Lemma 4.2.2, we notice
that |∆i| is a ball (assuming that |∆i−1| is a ball), if the following two conditions
are satisfied:
1. Each Gj is a subset of exactly one Fk for k ≤ i− 1, which in turn implies that
Gj ∈ ∂∆i−1,
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2. G1, . . . , Gr is a proper subset of the boundary complex ∂〈Fi〉 of 〈Fi〉.
The first condition follows from Lemma 4.2.3. For the second condition, we define
Gv = Fi \ {v} where v /∈ C(Fi) (Notice that such a v exists as not all points in Fi
are corner points of Fi). Then again from Lemma 4.2.3, there exists no Fj , j ≤ i−1
such that Gv = Fj ∩ Fi. Hence Gv ⊂ ∂〈Fi〉 and Gv 6= Gj for j = 1, . . . , r.
Remark 4.2.5. We learned from Ezra Miller that Theorem 2.4 can also be deduced
as a special case of [KM04, Theorem 3.7] and [KMY05, Theorem 4.4].
An ideal I ⊂ S generated in degree d is said to have a linear resolution if in the
minimal free resolution of I, one has the maximal shifts Mi = d + i for all i. It is
known that the ideal Im−1 generated by the maximal minors of matrixX has a linear
resolution. In fact, the Eagon–Northcott complex gives a minimal free resolution
for Im−1, see [BV88, Theorem 2.16]. We have the following :
Corollary 4.2.6. Let ∆r be the simplicial complex with the Stanley–Reisner Ideal
I∗r . Then |∆r| is a linear ball if and only if r = m− 1.
Proof. First we show that |∆m−1| is a linear ball i.e. we show that the Stanley
Reisner ideal I∗m−1 has a linear resolution. As stated before, we know that the ideal
Im−1 has a linear resolution. Moreover, the ring S/Im−1 is Cohen–Macaulay, see
[BV88, Theorem 2.8]. Now as ∆m−1 is shellable, the ring S/I
∗
m−1 is also Cohen–
Macaulay. From here it follows, that the Stanley–Reisner ideal I∗m−1 also has a linear
resolution. Indeed, note that S/Im−1 and S/I
∗
m−1 have the same Hilbert function.
Let dimS/Im−1 = dimS/I
∗
m−1 = d. Let y1, . . . , yd and y
′
1, . . . , y
′
d be the maximal
regular sequences of linear forms in S/Im−1 and in S/I
∗
m−1, respectively. Then
S/Im−1 is zero dimensional
(
here denotes modulo the sequence (y1, . . . , yd)
)
and
has a linear resolution. This is only possible if Im−1 is a power of the maximal ideal
of S. Now the zero dimensional ring S/I∗m−1
(
here denotes modulo the sequence
(y′1, . . . , y
′
d)
)
has the same Hilbert function as S/Im−1. This is only possible if I
∗
m−1
is the same power of the maximal ideal as Im−1. In particular, I∗m−1 has linear
resolution, and therefore I∗m−1 has a linear resolution.
Now we show that I∗r does not have a linear resolution for r 6= m − 1. Notice
that it is enough to show that Ir does not have linear resolution for r 6= m−1, since
βi,j(I
∗
r ) ≥ βi,j(Ir). The a–invariant of the ring S/Ir is equal to −nr i.e. the minimum
of the degree of generators of the canonical module of S/Ir is given by nr, see [BH92,
Corollary 1.5]. As the projective dimension of S/Ir is given by (m−r)(n−r)[BV88,
Corollary 5.18], we have M(m−r)(n−r)(S/Ir) = nm − rn by (F1) in the first section.
Hence M(m−r)(n−r)−1(Ir) − (m − r)(n − r) + 1 = nm − rn − (m − r)(n − r) + 1 =
r(m− r) + 1 and M0(Ir) = r+1. Hence for r 6= m− 1, the ideal Ir does not have a
linear resolution.
The Stanley–Reisner ring Sσ = K[∆σ] being Cohen–Macaulay, admits a graded
canonical module ωσ. In [BH92], the a–invariant of Sσ which is the negative of the
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least degree of canonical module ωσ is computed. Next, we want to determine the
degree of all the generators of ωσ for σ = [1, . . . , r |1, . . . , r], r ≤ m − 1. First we
need the following lemma:
Lemma 4.2.7. Let ∆σ = 〈F1, . . . , Ft〉 be the simplicial complex with Stanley–
Reisner ideal Iσ and F1, . . . , Ft be the shelling order Σ. Let ∆i = 〈F1, . . . , Fi〉.
Then the boundary complex of ∆i is given by
∂(∆i) =
{
G ∈ ∆i : Fk \G 6⊂ C(Fk) for all k ≤ i with G ⊂ Fk
}
.
Proof. It is enough to show that the set of facets of ∂(∆i) is given by
F(∂(∆i)) =
{
G ∈ ∆i : Fk \G = {v}, v /∈ C(Fk) for all k ≤ i with G ⊂ Fk
}
.
Indeed, if we assume the above statement to be true, then the boundary complex is
the set: {
H ∈ ∆i : H ⊂ G for some G ∈ F
(
∂(∆i)
)}
,
which is further equal to the set{
H ∈ ∆i : H ⊂ G, Fk \G = {v}, v /∈ C(Fk) for all k ≤ i with G ⊂ Fk
}
.
The above set is equal to{
H ∈ ∆i : Fk \H 6⊂ C(Fk) for all k ≤ i with H ⊂ Fk
}
,
as in the statement of the lemma.
Let S =
{
G ∈ ∆i : Fk \ G = {v}, v /∈ C(Fk) for all k ≤ i with G ⊂ Fk
}
. By
Lemma 4.2.3, we have S ⊂ F
(
∂(∆i)
)
. Now let G /∈ S be of codimension one. It
follows that G is of the form Fk \ {v} where v ∈ C(Fk) for some k ≤ i. Again by
Lemma 4.2.3, there exists ` < k such that G ⊂ F`. Hence G = F` ∩ Fk, which
implies G /∈ ∂(∆i).
In Theorem 4.2.4, we have shown that the geometric realization |∆σ| of ∆σ is a
ball and therefore the geometric realization |∂σ| of ∂σ is a sphere. It is known that
simplicial spheres are Gorenstein over any field, see [BH96, Corollary 5.6.5]. Hence
we may apply Theorem 4.1.1 to compute ωσ. Before stating the next corollary, we
define the notion of a non–flippable path. Let D be a path from a to b. Let v ∈ D
such that {v + (1, 0), v + (0, 1)} ∈ D and neither v + (1, 0) nor v + (0, 1) is a corner
point of D. Then v can be flipped to get a path D′ = (D \ {v}) ∪ {v + (1, 1)}.
We call such an interchange of the point v to v + (1, 1) a flip. Notice that the new
path D′ obtained after a flip from D has the following property: C(D) ⊂ C(D′).
We call a path D to be a flippable path if D could be flipped to get a new path
D′, otherwise we call D to be a non–flippable path. Hence, a non–flippable path
D from a to b is a path which has the following property: for all v ∈ D such that
{v+ (0, 1), v+ (1, 0)} ⊂ D, one has either v+ (0, 1) or v+ (1, 0) is a corner point of
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v
D
v′
D′
Figure 4.1: A flippable path D and a non–flippable path D′ where D′ = (D \ {v})∪
{v′}.
D. Equivalently, one may notice that a path D from a to b is a non–flippable path
if for a path D′ from a to b with C(D′) ⊃ C(D), one has D′ = D.
We call a facet F =
⋃
i Ci of the simplicial complex ∆σ a non–flippable facet, if
each Ci is a non–flippable path, otherwise we call F a flippable facet. Notice that a
facet F of ∆σ is non-flippable if for each facet F
′ of ∆σ with C(F ′) ⊃ C(F ), one has
F ′ = F . We denote the set of non-flippable facets of ∆σ by NF(∆σ). Let F, F ′ be
two facets of ∆σ with C(F ) ⊂ C(F ′). Then F ′ is obtained from F by finite number
of flips. One has:
Lemma 4.2.8. Let F, F ′ be two facets of ∆σ, then the following two conditions are
equivalent:
(a) C(F ) ⊂ C(F ′),
(b) F ′ \ C(F ′) ⊂ F \ C(F ).
For a given subset Z of [m] × [n] we denote by XZ , the monomial
∏
(i,j)∈Z Xij.
We have :
Corollary 4.2.9. Let ωσ be the canonical ideal of K[∆σ] and M denote the set
{F \ C(F ) : F ∈ NF(∆σ)}. Then the minimal set of generators of ωσ is given by
G(ωσ) = {XG : G ∈M}.
Proof. By Theorem 4.2.4 and Theorem 4.1.1, it is enough to show thatM is the set
of the minimal inside faces (under inclusion) of ∆σ.
By Lemma 4.2.7, we know that the set of inside faces of the simplicial complex
∆σ is given by S = {F \ Z : F ∈ F(∆σ), Z ⊂ C(F )}. Therefore each minimal
inside face G is of the form F \ C(F ), F ∈ F(∆σ).
Let F ∈ NF(∆σ). Suppose G = F \ C(F ) is a not a minimal inside face. Then
there exists G′ ⊂ G such that G′ = F ′ \ C(F ′) is a minimal inside face. By Lemma
4.2.8, it follows C(F ′) ⊃ C(F ), a contradiction.
Now, let G = F \ C(F ) be a minimal inside face. Suppose F /∈ NF(∆σ), then
there exists a facet F ′ such that C(F ′) ⊃ C(F ). Again, by Lemma 4.2.8, it follows
then F ′ \ C(F ′) ⊂ F \ C(F ), a contradiction.
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In general, to give the explicit expressions of multi–degrees of the generators
of canonical ideal ωσ may not be possible. But we would like to give all possible
total degrees of the generators of the canonical ideal ωσ for σ = [1, . . . , r |1, . . . , r],
r ≤ m− 1. In this case, Iσ is the ideal generated by all r + 1× r + 1 minors of X.
For σ = [1, . . . , r |1, . . . , r], we denote Iσ by Ir, ωσ by ωr and ∆σ be ∆r.
From Corollary 4.2.9, it follows that |F | − c(F ), F ∈ NF(∆σ) are the total
degrees of the generators of the canonical ideal ωσ. We call the corners of the a
non–flippable facet F ∈ NF(∆σ) the non–flippable corners. In the case of the
simplicial complex ∆r, we will show that the number t of the non–flippable corners
could be any integer between r and r(m− r).
Proposition 4.2.10. Let ∆r be the simplicial complex with the Stanley–Reisner
ideal I∗r . Then there exists a non–flippable facet F of the simplicial complex ∆r with
t corners if and only if r ≤ t ≤ r(m− r).
Proof. We will construct a non–flippable facet for any given number of corners be-
tween r and r(m− r). As any facet F of ∆σ is a disjoint union of r paths Ci from
(i, n) to (m, i), we notice that the minimum number of non–flippable corner for any
path Ci is one and the maximum is (m−r). Hence minimum and maximum number
of possible total non–flippable corners are r and r(m− r) respectively. As a path Ci
is determined by its corners, we define the non–flippable corners for each path. For
r corners, we define Ci such that C(Ci) = (i+ 1, i+ 1) such that F = C1 ∪ · · · ∪ Cr
is a non–flippable facet with r corners; see Figure 4.2.
(2,2)
(3,3)
(4,4)
C1 C2 C3
Figure 4.2: A non–flippable facet with r = 3 corners.
One can write any r ≤ t ≤ r(m − r) as t = r + p(m− r − 1) + q for 0 ≤ p ≤ r
and 0 ≤ q < (m − r − 1). For any such t, we define the corners of the path Ci as
follows: For 0 ≤ k ≤ p− 1, the path Cr−k has corners at(
r−(k−1), n−(k+1)
)
,
(
r−(k−2), n−(k+2)
)
, . . . ,
(
r−(k−m+r), n−(k+m−r)
)
.
The path Cr−p has corners at
(r − p, r − p+ q), (r − p+ 1, r − p+ q − 1), . . . , (r − p+ q, r − p),
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(2,2)
(3,4)
(4,3)
(4,6)
(5,5)
(6,4)
C1 C2 C3
Figure 4.3: A non–flippable facet with t = r + p(m − r − 1) + q corners with
m = 6, n = 7, r = 3 and p = 1, q = 1.
and for 1 ≤ i ≤ r− p− 1, the path Ci has corner at (i+1, i+ 1). Now F =
⋃r
i=1Ci
is a non–flippable facet with exactly t = r + p(m − r − 1) + q corners; see Figure
4.3.
Corollary 4.2.11. The canonical ideal ωr has a minimal generator of degree t if
and only if rn ≤ t ≤ r(n+m− r − 1).
Proof. We have dimR/Ir = |F | = r(m + n) − r2, [BV88, Corollary 5.18]. Now by
Corollary 4.2.9 and from Proposition 4.2.10, follows the result.
Next, we want to consider the boundary complex ∂r of the simplicial complex
∆r. We want to show that the Stanley–Reisner ring S/I∂r satisfies the multiplic-
ity conjecture. The geometric realization |∂r| of the boundary complex ∂r is a
sphere of dimension r(m + n) − r2 − 1. Therefore the Stanley–Reisner ring S/I∂r
is a Gorenstein ring, see [BH96, Corollary 5.6.5]. Hence, the boundary complex
∂r satisfies properties (P1), (P2), (P3) of Section 1 and by Theorem 4.1.1, we have
S/I∂r = K[∆r]/(ωr).
Theorem 4.2.12. The Stanley–Reisner ring S/I∂r satisfies the multiplicity conjec-
ture.
Proof. We need to show that assumptions (A1) and (A2) are satisfied, see Theo-
rem 4.1.2. As the generators of the canonical ideal ωr of ∆r has degrees t where
rn ≤ t ≤ r(m + n − r − 1), there exists a minimal inside face of dimension
r(m+ n− r− 1)− 1 = dimR/I∂r − (r+ 1) and there is no inside face of dimension
less than r + 1, see Theorem 4.1.1. Hence assumption (A1) is satisfied.
For Assumption (A2), we need to show that h–vector of S/I∂r is unimodal. Let
the h–vector of the simplicial complex ∆r be given by
(
h0, . . . , hr(m+n)−r2
)
, then the
h–vector
(
h′0, . . . , h
′
r(m+n)−r2−1
)
of the boundary complex ∂r is given by (see [St95,
Page 137]):
h0 − hr(m+n)−r2 , . . . , h0 + · · ·+ hr(m+n)−r2−1 − hr(m+n)−r2 − · · · − h1.
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By [BH92, Theorem 2.4] we have that hi calculates the number of facets F of ∆r
with number of corners c(F ) = i and from Corollary 4.2.10, we get that the maximal
number of corners possible are r(m − r), hence ht = 0 for all r(m − r) + 1 ≤ t ≤
r(m+ n)− r2. Then it follows that the h–vector of S/I∂r is given by
h′i =


h′
r(m+n)−r2−1−i =
∑i
j=0 hj for i = 0, . . . , r(m− r);
∑r(m−r)
j=0 hj for j = r(m− r) + 1, . . . , nr − 2;
Hence h–vector of S/I∂r is unimodal.
In the remaining part of this section, we compare the Stanley–Reisner ideal I∗m−1
of ∆m−1 with its (I
∗
m−1)
∨. We will see in Theorem 4.2.13 that the dual ideal (I∗m−1)
∨
is again the initial ideal of the ideal of the maximal minors of a certain matrix.
Let ∆ be a simplicial complex on the vertex set [n] and I∆ ⊂ K[X1, . . . , Xn] be
the corresponding Stanley–Reisner ideal. There is another simplicial complex ∆∨
associated to ∆ which is called the Alexander dual of ∆. The Alexander dual is
defined by the simplicial complex ∆∨ = {[n] \F : F /∈ ∆}. It is easy to see that the
complement of the minimal non–faces of the simplicial complex ∆ define the facets of
the dual complex ∆∨ and vise–versa. Hence, the Stanley Reisner ideal I∆∨ is equal to
the ideal
(
Xi1 · · ·Xik : [n] \ {i1, . . . , ik} ∈ F(∆)
)
. One may write I∆ =
⋂
F∈F(∆) PF
where PF = (Xi : i /∈ F ). Therefore the monomials XPF =
∏
Xi∈PF
Xi, F ∈ F(∆)
form a set of minimal generators of I∆∨ . From here it follows that a monomial g is a
minimal generator of I∆∨ if and only if S = {Xi : Xi| g} is a vertex cover of the set of
minimal generators G(I∆) of I∆ (We call a set of indeterminates S ⊂ {X1, . . . , Xn}
to be vertex cover of a set of monomials {m1, . . . , mk} if for all mi there exists some
Xj ∈ S such that Xj | mi ).
Let X = (Xij) be a matrix of indeterminates of order m × n. We call a matrix
Y = (Yij) of indeterminates of order (n − m + 1) × n a dual of the matrix X if
Yi,j+i−1 = Xj,j+i−1 for i = 1, . . . , n −m + 1 and j = 1, . . . , m. Notice that if Y is a
dual of X, then X is a dual of Y . For example, if
X =

 X11 X12 X13 X14X21 X22 X23 X24
X31 X32 X33 X34


is a matrix of order 3 × 4 then a dual matrix Y of order 2 × 4 can be defined as
follows:
Y =
(
X11 X22 X33 Y14
Y21 X12 X23 X34
)
.
Let again I∗m−1 denote the initial ideal of the ideal of maximal minors of an
m × n matrix X = (Xij) of indetermiantes and ∆m−1 be the simplicial complex
with Stanley–Reisner ideal I∗m−1. We denote the Alexander dual of the simplicial
72 Linear balls and the multiplicity conjecture
complex ∆m−1 by ∆
∨
m−1 and the corresponding Stanley–Reisner ideal by (I
∗
m−1)
∨.
Let Y = (Yij) be a dual matrix of X. Let Jn−m denote the ideal of the maximal
minors of the matrix Y and the initial ideal of Jn−m be denoted by J
∗
n−m (notice J
∗
n−m
does not depend upon the choice of the dual matrix Y ). We define a polynomial
ring T = K[Xij, Ykj : 1 ≤ i ≤ m, 1 ≤ k ≤ n−m+ 1, 1 ≤ j ≤ n]. Then we have:
Theorem 4.2.13.
(I∗m−1)
∨T = J∗n−mT.
Proof. First we show that the ideal J∗n−mT is contained in the ideal (I
∗
m−1)
∨T . Let
g = Y1j1Y2j2 · · ·Yn−m+1,jn−m+1 , j1 < j2 < · · · < jn−m+1 be a minimal generator
of the ideal J∗n−m. As Y1j = Xjj, Y2j+1 = Xjj+1, . . . , Yn−m+1,j+n−m = Xjj+n−m for
j = 1, . . . , m, the monomial g is of the form Xi1,i1Xi2,i2+1 · · ·Xin−m+1,in−m+1+n−m for
some 1 ≤ i1 ≤ i2 ≤ · · · ≤ in−m+1 ≤ m. We need to show that the set S given by
{Xi1,i1, Xi2,i2+1, . . . , Xin−m+1,in−m+1+n−m} is a vertex cover for G(I
∗
m−1). Let
h = X1,1+t1X2,2+t2 · · ·Xm,m+tm , 0 ≤ t1 ≤ t2 ≤ · · · ≤ tm ≤ n−m
be a minimal generator of I∗m−1. We show that there exists Xi,j ∈ S such thatXi,j| h.
Suppose the contrary, then Xik,ik+(k−1) does not divide h for any k = 1, . . . , n−m+1
which implies tik > k − 1 for k = 1, . . . , n −m + 1, in particular tin−m+1 > n −m
which is a contradiction.
To show that (I∗m−1)
∨T ⊂ J∗n−mT , we need to show that if S is a minimal vertex
cover of G(I∗m−1), then
∏
Xij∈S
Xij is a generator of J
∗
n−m. Since, the monomials∏m
i=1Xi,i+k, k = 0, . . . , n −m are minimal generators of G(I
∗
m−1), we get that the
subset of the form S ′ = {Xi1,i1 , Xi2,i2+1, . . . , Xin−m+1,in−m+1+n−m} is contained in
any minimal vertex cover S of G(I∗m−1). Also one may notice that, we must have
1 ≤ i1 ≤ i2 ≤ · · · ≤ in−m+1 ≤ m. Now, the generators of J
∗
n−m are exactly of the
form
∏
Xij∈S′
Xij , hence (I
∗
m−1)
∨T ⊂ J∗n−mT .
Corollary 4.2.14. The Stanley Reisner Ideal I∗m−1 has linear quotients.
Proof. By above theorem and Theorem 4.2.4 we get that the simplicial complex
∆∨m−1 gives the triangulation of a shellable linear ball. Now it follows from Theorem
1.4 [HHiZ04] that I∗m−1 has linear quotients.
4.3 Polarization of the powers of a maximal ideal
Let S = K[x1, . . . , xn], n ≥ 3 be a standard graded polynomial ring over the field K
and let m = (x1, . . . , xn) ⊂ S denote the maximal graded ideal.
Let u =
∏n
i=1 x
ai
i be a monomial in S. Then the squarefree monomial given by
uP =
n∏
i=1
ai∏
j=1
xij ∈ K[x11, . . . , x1a1 , . . . , xn1, . . . , xnan ]
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is called the polarization of u. Let I = mt be the tth power of the maximal ideal.
Let G(I) = {u1, . . . , um}, then the squarefree monomial ideal IP = (uP1 , . . . , u
P
m) ⊂
K[x11, . . . , x1t, . . . , xn1, . . . , xnt] is called the polarization of I.
Let Γ = {a ∈ Nn : xa /∈ I} be the multicomplex associated to the ideal I. The
detailed information about multicomplexes can be found in [HP06]. In our case,
Γ is a shellable multicomplex, see [HP06, Theorem 10.5] and all the elements of Γ
are its facets. Clearly, Γ consists of those a ∈ Nn such that
∑
a(k) ≤ t − 1. We
define a partial order on the facets of Γ as follows: Let a, b be any two facets of Γ,
we say a < b if
∑n
k=1 a(k) ≤
∑n
k=1 b(k). This partial order extended to any total
order gives us a shelling. We fix a total order and we call the respective shelling
Σ. Let F(Γ) = {a1, . . . , am} be the set of the facets of Γ in the shelling order Σ.
Let ∆ be the simplicial complex with the Stanley–Reisner ideal IP and let F(∆)
be the set of facets of ∆. By [Dr93], it follows that ∆ is shellable. Furthermore by
[Ja07, Lemma 3.7] and [HP06, Proposition 10.3] together, it follows that there is a
bijection between F(Γ) and F(∆) given by
θ : F(Γ)→ F(∆), ak 7→ Fak .
Here given the facet ak =
(
ak(1), . . . , ak(n)
)
of Γ, the facet Fak of ∆ is defined to be
{xij , i = 1, . . . , n, j = 1, . . . , t, j 6= ak(i) + 1}. Also, Fa1 , . . . , Fam is a shelling order
of the facets of the simplicial complex ∆.
We have the following:
Theorem 4.3.1. The geometric realization |∆| of the simplicial complex ∆ is a
shellable linear ball.
Proof. We already know that ∆ = 〈Fa1 , . . . , Fam〉 is a shellable simplicial complex.
Note that the Stanley–Reisner ideal I∆ = I
P has a linear resolution because the
graded Betti numbers of a monomial ideal and its polarization are the same, and
I = mt obviously has a linear resolution. Let ∆k = 〈Fa1 , . . . , Fak〉. We will prove
|∆k| is a ball by induction on k as in Theorem4.2.4. The assertion is obvious for
k = 1. Assume that |∆k−1| is a ball, we will show that |∆k| is a ball where the
simplicial complex ∆k = ∆k−1 ∪ 〈Fak〉. Let ∆k−1 ∩ 〈Fak〉 = {G1, . . . , Gr} where
G1, . . . , Gr are codimension one faces of Fak . By Lemma 4.2.2, we notice that |∆k|
is a ball (assuming that |∆k−1| is a ball) if the following two conditions are satisfied:
1. Each G` is a subset of exactly one Fai for i ≤ k−1, which in turn implies that
G` ∈ ∂∆k−1,
2. G1, . . . , Gr is a proper subset of the boundary complex ∂Fak of Fak .
Let ak = (s1, . . . , sn) where
∑
si ≤ t− 1. Then
Fak = {xij , i = 1, . . . , n, j = 1, . . . , t, j 6= si + 1}.
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Suppose G` = Fak \ {xi`j`} where 1 ≤ i` ≤ n and 1 ≤ j` ≤ t. Then clearly,
G` = Fak ∩Fap` where ap` = (s1, . . . , si`−1, j`−1, si`+1, . . . , sn) and also G` 6⊂ Faq for
any q ≤ k − 1, q 6= p`.
For the second condition, let 1 ≤ q ≤ n be the minimum integer such that
sq < t− 1. Let G = Fak \ {xqt}. Suppose G ⊂ Faj for some j ≤ k− 1, then it would
imply that aj = (s1, . . . , sq−1, t− 1, sq+1, . . . , sn). Since
∑
aj(i) ≥ t, we have aj /∈ Γ,
a contradiction. Hence G /∈ {G1, . . . , Gr} and G is a facet of the boundary complex
∂Fak .
Now by the above theorem and Corollary 4.1.4, we have the following:
Corollary 4.3.2. The simplicial sphere ∂∆ satisfies the multiplicity conjecture.
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